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Abstract
Three Families of Lie Algebras




We study three families of infinite-dimensional Lie algebras defined from Vertex Op-
erator Algebras and their properties. For N = 0 VOAs, we review the construction
of the Fock space VL from an even lattice L and provide an algebraic description of
the Lie algebra gII25,1 from the perspective of 24 different Niemeier lattices N via the
decomposition II25,1 = N ⊕ II1,1 using the no-ghost theorem. For N = 1 SVOAs we
review the construction of the Fock space VNS and provide an explicit basis for the
spectrum-generating algebra of the Lie algebra gNS. For N = 2 SVOAs, we describe
the structure of g
(2)
NS explicitly as a Q-graded Lie algebra and we lift a left and right
SL(2,Z) action on II2,2 to g(2)NS.
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1
1 Introduction
In contrast from the theory of finite dimensional Lie algebras, infinite dimensional
Lie algebras are poorly understood. Extensions of semisimple Lie algebras lead to
the so-called affine Lie algebras, which themselves can be generalized as Kac-Moody
algebras, which again can be generalized as Borcherds-Kac-Moody (BKM) algebras.
As we progress through this sequence, we retain a general structure : all of these
algebras can be described using generators and relations. The Weyl denominator
formula of the finite case becomes the Weyl-Kac-Borcherds denominator formula for
BKM-algebras. On the other hand, we lose explicit realizations of these Lie algebras.
All finite dimensional Lie algebras can be realized as subalgebras of gl(n) and the
affine Lie algebras can be realized as current algebras. Beyond that point, finding
realizations is significantly more difficult.
Following earlier work from [FK] (see also [Se]), which introduced vertex operators
representations for affine Lie algebras, I.B. Frenkel in [F] constructed representations
for any Kac-Moody algebra g(A) with a symmetric matrix A and for double affine
Lie algebras. This particular representation is almost a realization; the Lie brackets
between different elements of g(A) can be explicitly computed hence we no longer
need to rely on relations, however we are still left with generators and no explicit
vector space. This representation was achieved in the following way. Given a lattice
L, let h = L⊗ C and define
VL = S(h⊗ t−1C[t−1])⊗ C{L}
where C{L} is a twisted version of the group algebra C[L]. Then VL can be given a
g(A)-structure via its generators. For a lattice element α, [F] uses the classical vertex
operators
α→ Y (α, z) ∈ End[VL][[z, z−1]]
2




−n−1. If we write h(−n) = h ⊗ t−n then
operators Y (h(−n), z) were also introduced as well as for products of elements of the
form h(−n). In particular, for generators of g(A), it was shown that
eαi → Y0(αi)
fαi → −Y0(−αi)
hi → Y0(hi(−1)) = hi ⊗ 1
define a representation of g(A) on VL. This representation had many advantages over
an abstract highest weight module : both real roots and isotropic roots were fully
realized, i.e. it is possible to explicitly write down the operators corresponding to
these two types of roots using vertex operators. Furthermore, the no-ghost theorem
from [GT] was used to prove some upper bounds on the multiplicities of Kac-Moody
algebras of hyperbolic type of rank 26, and led to a conjecture on the multiplicities
of Kac-Moody algebras of hypebrolic type of any rank.
Later R. E. Borcherds [Bor1], [Bor2] extended the operators defined in [F] to all
of VL, with an added identification α → eα, turning VL from a g(A)-module into
a structure of its own, now known as a vertex algebra. Given u ∈ VL he defines
Y (u, z) ∈ End[VL][[z, z−1]] where again,





Given a second element v ∈ VL he then shows that
[u, v] = u0v
is almost a Lie bracket, only missing antisymmetry. This problem can be resolved
with the added structure of a Vertex Operator Algebra (VOA), which adds a Virasoro-
3








: hi(n− k)hi(k) :
where d is the rank of the lattice L, then the operators Ln satisfy the relations of
the Virasoro Lie algebra with central charge d. Now the product [u, v] becomes a Lie
bracket in the quotient V/L−1V . Furthermore we may identify g(A) as a subalgebra




Since VL is a module over the Virasoro Lie algebra, we may consider a subspace
P i = {v ∈ V, L0v = iv, Lnv = 0 for n > 0}.
The quotient P 1/L−1P
0 is then a Lie algebra known as the Lie algebra of physical
states, which also contains g(A).
The Fock space VL plays a particular role in string theory, where it is thought of
as a compactified bosonic string. There is a bilinear form (., .) on VL which can be
constructed in the following way : given two elements α, β ∈ L define (eα, eβ) = δα+β,0.
Furthermore, given α(−n) for n > 0, we define an adjoint operator α(n) which acts
on S(h⊗ t−1C[t−1]) via
α(n) · β(−m) = (α, β)δm+n
α(n) · eβ = 0
and extended to all of VL by derivation. In this setting, the operators α(n) are known
4
as annihilation operators and the operators α(−n), which act by left multiplication,
are known as creation operators. Then these definitions inductively define a bilinear
form (., .) on all of VL.
It turns out that (., .) is in some sense an invariant form with respect to [., .] that
contains L−1P
0 hence we may factor P 1 further by the radical of this bilinear form
to obtain a Lie algebra gL = P
1/(., .).
If VL = VII25,1 is constructed from the unique Lorentzian unimodular even lattice of
rank 26, we may use the no-ghost theorem [GT] to describe this Lie algebra explicitly
via the spectrum-generating algebra (see also [Bro]). More precisely, given α 6= 0 ∈ L
and an isotropic element c ∈ L⊗R satisfying (α, c) = 1, let a be an element of L⊗R
orthogonal to both α and c. Then we may consider the operators
Aam = Resz Y (ai(−1)emc, z),
which define the spaces






where M = m1 +m2 + ...+mk = 1− (α,α)2 . The no-ghost theorem then implies that
(gL)α ' T (α, c).
In particular, because there are 24 linearly independent such choices of a, we find








This is a very special result among infinite-dimensional Lie algebras.
Borcherds proves that gII25,1 is a BKM-algebra, describes all of its roots and pro-
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vides a denominator formula. He initially named it the monster Lie algebra, but it is
now known as the fake monster Lie algebra (the true monster Lie algebra was con-
structed later using the moonshine module V \ from [FLM]). Regardless, its definition
is straightforward and II25,1 possesses many properties that makes it an interesting
case study.
Indeed, given an isotropic element ρ ∈ II25,1 we may construct a lattice ρ⊥/ρ.
This new lattice will be a unimodular, positive-definite lattice of rank 24. There are
24 such lattices : the Niemeier lattices, and all of them are obtained from II25,1 in
this way. Borcherds used the Leech lattice specifically in [Bor2] but we may also
attempt to study gII25,1 from the perspective of the other 23 lattices. Although the
denominator formula remains the same, it can be expanded in different ways using
the theory of Borcherds products as in [G2]. In this work we will show how we may
find a structure on gII25,1 with respect to each Niemeier lattices with the help of the
no-ghost theorem, culminating in the following theorem :
Theorem 1. (Section 9.1) Suppose N is a Niemeier lattice other than the Leech
lattice and ρ an isotropic vector of II25,1 such that ρ
⊥/ρ = N . Let Ln = {α ∈
II25,1|(α, ρ) = n} and gLn =
⊕
α∈Ln
(gL)α. If ĝ(N) = ĝ(R(N)) where R(N) are the real
roots of N , then
gL0 ' ĝ(N),
as Lie algebras, gL =
⊕
n∈Z
gLn is a graded ĝ(N)-module and
gL1 ' gL−1 ' VN
linearly. Furthermore, (gL−1)
∗ = gL1 with respect to the bilinear form (., .) on VL.
The construction of the fake monster Lie algebra is easy to generalize to other
versions of the no-ghost theorem. In [Bor1], Borcherds briefly explained how we can
obtain a Lie bracket from a Fock space constructed from an odd lattice rather than
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an even lattice. This seemingly small change requires that we replace the theory of
vertex operator algebras with superalgebras (SVOA). We may also construct SVOAs
by starting with the Fock space VL and tensoring it with an anticommuting algebra
Fd of ”fermions” (see [FMS], [FFR],[T]), where d is the rank of L. From there the
Virasoro structure on VL extends to a super-Virasoro structure on VL ⊗ Fd. We end
up with additional operators Gn+ 1
2
, and we may then modify our definition of P i to
include these operators, i.e.
P i = {v ∈ VL ⊗ Fd, Lnv = Gn− 1
2
v = 0, n > 0, L0v = iv}.
We replace the no-ghost theorem in dimension 26 with the N = 1 Neveu-Schwarz
no-ghost theorem for central charge 15, in our case a Lorentzian lattice of rank 10
with 10 fermions attached. P 1 should be replaced with P 1/2 and then we may again
define a Lie algebra structure. This was done in [S1], where it is also shown that
gNS = P
1/2/(., .) is a BKM-algebra. Just as in the N = 0 case, we can find an explicit
basis via the spectrum-generating algebra. This is well-known to physicists (see [BF])
but in mathematics involve peculiar operators which require special treatment. In
this work, we define operators Aam and B
a
r carefully and prove the following theorem,

















Finally, we may then consider what happens if we add a N = 2 structure to this
vertex operator superalgebra. Is it also possible to define two Lie algebras, with the
help of the equivalent no-ghost theorem in this setting? In this work we give a positive
answer to these questions and construct a Lie algebra of physical states P̃ 0,0 based
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on the lattice II2,2 and a smaller Lie algebra g
(2)
NS parametrized by the light-cone
{α ∈ II2,2, (α, α) = 0}.
The Lie algebra g
(2)
NS was first found in [Ku], with techniques that rely on heavy use
of BRST cohomology. In this work we instead take a more traditional approach and
rely more heavily on the equivalent of the no-ghost theorem in N = 2. Decompose
II2,2 as L
+ ⊕ L− and an element λ ∈ II2,2 as λ+ + λ−. We describe the structure of
this Lie algebra precisely, which results in the following theorem :
Theorem 3. (Section 7.2) If L = II2,2 = L








where Ar = span{emur+nvr} for r = p/q ∈ Q× is the Lie algebra generated by some
elements e±ur , e±vr with Lie bracket
[emur+nvr , ekur+lvr ] = (ml − nk)pqe(m+k)uq+(n+l)vq ,
each of these subalgebras commute with each other and
A0 = span{eλ, λ+ = 0, λ− 6= 0}, A∞ = span{eλ, λ− = 0, λ+ 6= 0},
are abelian.
Furthermore, if we think of elements of II2,2 as 2× 2 matrices, there is a natural
SL(2,Z) action on the light-cone which can be lifted :
Theorem 4. (Section 7.2) Each left action of SL(2,Z) on II2,2 lifts to a Lie algebra
isomorphism in g
(2)
NS which preserves each Ar, r ∈ Q∪∞. Each right action of SL(2,Z)
on II2,2 induces vector space isomorphisms Ar ' Ar′ for r, r′ ∈ Q.
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This dissertation is organized as follows.
In chapter 2, we review the basic definitions of BKM algebras as well as the
Borcherds-Weyl-Kac denominator formula and how it applies to untwisted affine Lie
algebras.
In chapter 3, we review the abstract notion of Vertex Operator algebras, including
N = 1 and N = 2 SVOAs as well as basic properties such as tensor products and
modules. The dual module from [FHL] which provides important properties for (., .)
is also reviewed.
In chapter 4, we summarize the notions of BRST cohomology introduced in
[Fe],[FGZ], but using the modern adaptations found in [LZ1], [LZ2]. These notions
establish alternate methods to study Lie algebra of physical states. We do not need
these techniques for our new results, but they are included due to their significance
for the theory as a whole. These techniques also provide an additional structure in
N = 1 which extends the Lie algebra to a Lie superalgebra as done in [S2] and in an
unpublished paper by Lian, Moore and Zuckerman [LMZ].
In chapter 5, we define vertex operator algebras VL based on an even lattice L and
the resulting Lie algebras P 1/L−1P
0 and gL = P
1/(., .) from the no-ghost theorem.
We also describe the spectrum-generating algebra completely.
In chapter 6, we tensor VL with the SVOA Fd on d fermions constructed in [FMS],
[FFR] and [T]. We recover the Lie algebra of physical states P 1/2/G−1/2P
0 of [S1]
as well as its quotient gNS, and we describe the spectrum-generating algebra for the
quotient, yielding an explicit basis.
In chapter 7, we define the Lie algebra of physical states P̃ 0,0 in N = 2 and
describe the structure of its quotient g
(2)
NS completely. We lift the SL(2,Z) action on
II2,2 to a left and right action of g
(2)
NS and prove a lower bound for the multiplicities
of P̃ 0,0.
In chapter 8, we review the theory of Borcherds products from [Bor5] and im-
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portant theorems from the theory of Jacobi forms. These results are important for
chapter 9.
In chapter 9, we study the structure of gL for L = II25,1 further, first reviewing
the results from [Bor2] then extending to any decomposition II25,1 = N ⊕ II1,1 where
N is a Niemeier lattice. Finally, we compare this algebraic structure to the expansion
of the Weyl-Kac-Borcherds denominator formula of gL with respect to N as described
in [G2].
2 Kac-Moody algebras and Borcherds-Kac-Moody
algebras
Most of the information in this section can be found in [K] and [W].
Let A = (aij)1≤i,j≤n be an n × n real matrix. We say A is a BKM-matrix if A
satisfies the following conditions :
1. aii = 2 or aii ≤ 0.
2. i 6= j ⇒ aij ≤ 0.
3. aij = 0⇔ aji = 0.
4. If aii = 2, then aij ∈ Z for all j.
Write Ire = {1 ≤ i ≤ n|aii = 2} and I im = {1 ≤ i ≤ n|aii ≤ 0}. If Ire = {1, ..., n},
then A is known as a generalized Cartan matrix. We may associate to a BKM-matrix
a diagram, known as Dynkin diagram in the following way :
1. For each row of the matrix is a vertex, which we denote by αi.




3. Multiplicities of the type (2, 1), (1, 2), (3, 1) and (1, 3) may be replaced with
double or triple edges and arrows pointing in the direction of the smaller of the
two numbers aij, aji.
If the Dynkin diagram of A is the Dynkin diagram of a finite-dimensional semisim-
ple Lie algebra (resp. an affine Lie algebra), we say it is of finite (resp. affine) type.
We say that A is indecomposable if the Dynkin diagram of A is connected. Equiv-
alently, A is decomposable if there exists a permutation of the rows and columns of A







for some k ≥ 2.
We say that A is symmetrizable if there exists a diagonal n × n matrix D such
that B = DA is a symmetric matrix. All of the BKM matrices we consider in this
work will be symmetric.
The Generalized Kac-Moody algebra g(A) associated to A, or Borcherds-Kac-
Moody (BKM) algebra, is the Lie algebra generated by elements hi, for 1 ≤ i ≤




Chi is an abelian Lie algebra.
2. [hi, ej] = aijej and [hi, fj] = −aijfj.
3. [ei, fj] = δijhi
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4. If aii = 2, (ad ei)
1−aijej = 0 and (ad fi)
1−aijfj = 0.
5. If aii, ajj ≤ 0 and aij = 0 then [ei, ej] = [fi, fj] = 0.
If A is a Cartan matrix of finite (respectively affine) type, then g(A) is a finite
dimensional simple Lie algebra (respectively an affine Lie algebra).
Let Π = {αi|i = 1, ..., n} and Q = spanZ Π. We write
Πre = {αi ∈ Π|aii = 2}
and
Πim = {αi ∈ Π|aii ≤ 0}.
Elements of the former are known as real simple roots while elements of the latter are
known as imaginary simple roots.
If A is symmetrizable, then we may define a bilinear form on Q by
(αi, αj) = bij
for B = (bij)1≤i,j≤n.
The space Q has an important group action. For i ∈ IRe and λ ∈ Q, write
ri(λ) = λ− (αi, λ)αi.
It is easy to check that ri(λ)
2 = id. We form the group
W = 〈ri|i ∈ Ire〉
and we refer to this group as the Weyl group. The Weyl group also induces isomor-
phisms in g(A).
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The Lie algebra g(A) has a very special isomorphism which we refer to as the
Cartan involution. It is defined by
θ(ei) = −fi, θ(fi) = −ei, θ(hi) = −hi
and extended to all of g(A) in the obvious way.





where gα = {x ∈ g(A)|[h, x] = α(h)x for all h ∈ h}.
Let ∆ = {α ∈ Q|gα 6= 0} \ {0}. Then it turns out that



























Let g be a semi-simple Lie algebra which is a direct sum of Lie algebras of type
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An, Dn or En. Let ∆fin be the root system of g. We will consider the affine Lie
algebra
ĝ = g ⊗ C[t, t−1]⊕ Cc⊕ Cd.
defined in such a way that
[x⊗ tm, y ⊗ tn] = [x, y]⊗ tm+n + (x, y)mδm,−nc
[c, x⊗ tm] = [c, d] = 0
[d, x⊗ tm] = mx⊗ tm
Define δ ∈ h∗ by δ(d) = 1. Then clearly,
[d, x⊗ tm] = mδ(d)x⊗ tm.
In particular, the set
∆ = {nδ + α|α ∈ ∆fin ∪ {0}}
describes the roots of ĝ. If γ is a highest root for g, then ∆ can be rewritten as
∆ = {nα0 + nγ + α|α ∈ ∆fin ∪ {0}}
where α0 = δ − γ. This description has the advantage that nδ + α is a positive root
whenever n > 1 and a negative root whenever n < 1. Choose eγ ∈ g−γ and fγ ∈ gγ
such that eγ, fγ, [eγ, fγ] form an sl2-triple. Set
e0 = t⊗ eγ
f0 = t
−1 ⊗ fγ
Then we can compute that h0 := [e0, f0] =
2
(γ,γ)
c + [eγ, fγ]. Write α1, ..., αn and
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hi, ..., hn for the simple roots and coroots of g. Then the sets
Π = {δ − γ, α1, ..., αn}
and
Π∨ = { 2
(γ, γ)
c+ [eγ, fγ], h1, ..., hn}
define an n+ 1× n+ 1 matrix A = (αj(hi))ni,j=0. In particular,
Theorem 2.1. The Lie algebra ĝ is isomorphic to the Kac-Moody algebra defined by
g(A).
Let λ ∈ h∗. A highest weight module Vλ for g(A) is a g(A)-module if and only
there exists v ∈ Vλ such that the following conditions are satisfied :
1. U(n+)v = 0,
2. h · v = λ(h)v, for all h ∈ h.
3. U(n−)v = V .
We can study the highest weight modules for a Kac-Moody algebra in a similar way
to semisimple Lie algebras. In particular, we have an analogous character formula.
Theorem 2.2. (Weyl-Kac character formula) Suppose A is a generalized Cartan
matrix. Let ρ ∈ h∗ such that ρ(hi) = 1 for all i = 1, ..., n and V (λ) an irreducible



















There is also a denominator formula for BKM algebras :
















Next, we apply the denominator formula to untwisted affine Lie algebras. In this
case, we have
∆+ = {nδ + α|α ∈ ∆+fin, n ≥ 0} ∪ {nδ − α|α ∈ ∆
+
fin, n ≥ 1} ∪ {nδ|n ≥ 1}.
We also know that dim gα = 1 if (α, α) = 2 and d if (α, α) = 0. Therefore, the left





























(1− qn−1p)(1− qnp−1). (1)
Generalized Kac-Moody algebras also have an alternate description which is sat-
isfied by some of the Lie algebras which appear in this document (see [Bor3]).
16
Theorem 2.5. A Lie algebra G is the quotient of a generalized Kac-Moody algebra
by a subspace of its center if and only if it satisfies the following three conditions :
1. G can be Z−graded as G =
⊕
i∈Z
Gi where each Gi is a sum of finite-dimensional
G0-modules.
2. G0 ⊆ [G,G].
3. G has an involution w : Gi → G−i which acts as −1 on G0.
4. G has an invariant bilinear form (., .), invariant under w such that Gi is or-
thogonal to Gj whenever i 6= −j, and such that −(g, w(g)) > 0 if g 6= 0 ∈ Gi
such that i 6= 0.
3 Vertex Operator Algebras
Vertex Operator algebras as appear here were developed in detail in [FLM] based on
earlier works referenced within, and were generalized into the more abstract notion
of vertex algebra by Borcherds in [Bor1]. We will rely on these notions extensively in
the modern form of [LL].
3.1 Definitions
In this section, we define vertex operator algebras as described in [LL] and describe





Its most important property is that for any f(z) ∈ C[z, z−1], we have
f(z)δ(z) = f(1)δ(z).
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Definition 3.1. A vertex algebra is a vector space V along with a map
Y (., z) : V → (EndV )[[z, z−1]]





and a distinguished element 1 ∈ V (known as vacuum vector) such that
unv = 0
for n sufficiently large,
Y (1, z) = id,
Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = v.

















Y (Y (u, z0)v, z2)
where all binomial expansions of the form (x1 + x2)
k for k ∈ Z are understood to be
in nonnegative powers of x2.
Definition 3.2. A vertex operator algebra (VOA for short) is a vertex algebra (V, Y, 1)
along with a Z-grading V =
∐
n∈Z
Vn and a distinguished vector ω ∈ V2 such that 1 ∈ V0
and





where the operators Ln satisfy the Virasoro commutation relations





for some cV ∈ Q which we will usually denote only by c. Furthermore,




Y (v, z) = Y (L−1v, z).
We are also interested in an analogous definition in the superalgebra case which
can be found in [KW] :
Definition 3.3. A vertex operator superalgebra (SVOA for short) is a 1
2
Z-graded
vector space V with analogous axioms to that of a vertex operator algebra with the

















Y (Y (u, z0)v, z2)










Secondly, there is often a third distinguished element τ ∈ V3/2 which gives rise to
the definition of N = 1 SVOA.
Definition 3.4. An N = 1 SVOA is a SVOA along with a distinguished element
τ ∈ V3/2, known as Neveu-Schwarz element, such that

















and we have the supercommutation relations










for the same number c. The Lie superalgebra generated by these elements and rela-
tions is known as the Neveu-Schwarz Super Virasoro Algebra.
Finally, there is a third notion of interest to us.
Definition 3.5. An N = 2 SVOA is a SVOA along with distinguished elements
τ+, τ−, j such that


















where τ = τ+ + τ− is a Neveu-Schwarz element and we have the additional commu-
tation relations :
[Lm, Jn] = −nJm+n
{G+r , G−s } = Lr+s +
1
2






{G+r , G+s } = {G−r , G−s } = 0
[Lm, G
±






r ] = ±G±m+r
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The Lie superalgebra generated by these elements with these relations is known as
the N = 2 superconformal algebra.
VOAs and SVOAs share many properties. We do not list them all, and instead
only list the ones that we will need. To begin, we have :
Y (u, z) = ezL−1u (Creation property),
Y (u, z)v = (−1)uvezL−1Y (v,−z)u (Skew-symmetry).
From the Jacobi identity, taking residues at z0 on both sides of the equation, we
obtain





Y (Y (u, z0)v, z2).
Observe that because (z1− z0)k expands in nonnegative powers of z0, we do not need
to consider the regular part of Y (ω, z0) in any computation involving the right hand
side of this formula. We rewrite this bracket as





Y (Y (u, z0)v, z2), (2)
and we refer to this expression as the commutator formula. An important corollary
of the commutator formula is the following :
Corollary 3.6. Suppose u, v ∈ V . Then
[u0, Y (v, z)] = Y (u0v, z)







Y (Y (u, z0)v, z).
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It is enough to see that the only way z−11 can appear in this expression is via the
constant term of the exponential e
−z0 ∂∂z1 . In other words, this expression simplifies to
Resz0 Y (Y (u, z0)v, z) = Y (u0v, z)
as desired.




, Y (u, z)} = Y (G− 1
2
u, z).
We may also use the commutator formula to obtain an additional important prop-
erty.
Proposition 3.7. Suppose u ∈ V(m) and v ∈ V(n). Then ukv ∈ V(m+n−k−1).
Proof. See paragraph before Remark 3.1.25 in [LL].
3.2 Tensor products, modules and homomorphisms
In general it is not so simple to construct N = 1 SVOAs directly. In fact, one may
argue it is not so simple to construct VOAs themselves. We will need to spend a
great deal of time and ink to define the VOAs and SVOAs which interest us. As a
result, it will be useful to know how to create new examples from old ones. Therefore,
we describe here some elementary knowledge of tensor product of SVOAs. Suppose
V1, ..., Vk are SVOAs. Then consider
V = V1 ⊗ ...⊗ Vk.
We define Y (v, z) for v = v1 ⊗ ...⊗ vk ∈ V by
Y (v1 ⊗ ...⊗ vk, z) = Y (v1, z)⊗ ...Y (vk, z).
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The vacuum vector is then
1 = 11 ⊗ ...⊗ 1k.




(V1)n1 ⊗ ...⊗ (Vk)nk
This grading also separates V into odd and even parts in the obvious way. If ω1, ..., ωk
are conformal vectors for V1, ..., Vk, we define
ω = ω1 ⊗ 1⊗ ...⊗ 1 + 1⊗ ω2 ⊗ ...⊗ 1 + ...+ 1⊗ 1⊗ ...⊗ ωk.
With respect to this new ω, we have
Ln = Ln ⊗ ...⊗ 1 + ...+ 1⊗ ...⊗ Ln
for n ∈ Z. It is easy to see that L0 is compatible with the new Z-grading. We have
now established all the ingredients necessary to state the following proposition :
Proposition 3.8. The vector space V with vacuum vector 1 and conformal vector ω
described above is an SVOA.
Proof. See Proposition 3.12.5 and Proposition 3.12.8 in [LL] and adapt it to super
vertex operator algebras.
We will need to consider as well the notion of modules and homomorphisms of
SVOAs. We define briefly these notions here for SVOAs. Observe that the definitions
for VOAs can be obtained by restricting to the even part of an SVOA.
Definition 3.9. Suppose V1, V2 are SVOAs. We say f : V1 → V2 is a homomorphism
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of SVOAs if f is a linear map such that
f(Y (u, z)v) = Y (f(u, z))f(v)
and
f(1) = 1.
As usual, given a definition of homomorphism, the definition of isomorphism is
obvious.
Definition 3.10. Let V be an SVOA and suppose W is a 1
2
Z-graded vector space.
We say W equipped with a map
YW (., z) : V → (EndW )[[z, z−1]]





is a V -module if
unw = 0
for n sufficiently large,



















YW (Y (u, z0)v, z2)
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Remark 3.11. Any SVOA V is also itself a V -module with the obvious action.
Remark 3.12. Given a V -module W and an isomorphism f of V , we may twist the
action of V on W by this isomorphism, i.e.
(YW )f (v, z)w = YW (f(v), z)w
for v ∈ V , w ∈ W , and we obtain a new V -module structure on W . We will use this
notion.
Definition 3.13. Suppose W1,W2 are V -modules. We say f : W1 → W2 is a homo-
morphism of V -modules if f is linear and
f(YW1(u, z)w) = YW2(u, z)f(w).
for u ∈ V,w ∈ W2.
3.3 Dual module and adjoint vertex operators
This section is heavily based on [FHL], but modified for SVOAs. The proofs are
essentially the same, but because the formula is slightly different computations where
applicable should be done again.























Because the dimensions of each W(n),i is finite, we have
dimW ∗(n),i = dimW(n),i <∞.
The main objective of this section is to define a V -module structure on W ′. We define
adjoint vertex operators Y ′(v, z) for v ∈ V(n+ 1
2
) ⊕ V(n) by
〈Y ′(v, z)w′, w〉 = (−1)n〈w′, Y (ezL1z−2L0v, z−1)w〉.
This formula differs from [FHL], but can be found in [D]. Write
L0(v) = n for v ∈ V(n+ 1
2
) ⊕ V(n).
The main theorem is the following :
Theorem 3.14. ( [FHL], Theorem 5.2.1, [D], Proposition 2.5) The module W ′ with
operators Y ′ is a V -module.
In [FHL], much effort is spent on proving that
d
dz
Y ′(v, z) = Y ′(L−1v, z),
however this follows from the Jacobi identity and the other axioms (see Proposition
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Y ′(Y (v1, z0)v2, z2)w
′, w〉.
From there, one follows the computations on page 49 of [FHL], inserting the term













Y (Y (ez1L1(−1)L0z−2L02 )v1,−z0/z1z2)·
· ez2L1(−1)L0z−2L02 )v2, z−12 ).
or equivalently, we can show the conjugation formula
ezL1(−1)L0z2L0Y (v, z0)(−1)L0z−2L02 e−zL1
= (−1)v1v2Y (e(z+z0)L1(−1)L0(z + z0)−2L0v,−z0/(z + z0)z).
We prove this conjugation formula using Lemma 5.2.3 in [FHL] and the following
additional lemma :
Lemma 3.15. Suppose v ∈ V(m) and w ∈ V(n) are homogeneous elements. Then the
following conjugation formula holds :
(−1)L0Y (v, z0)(−1)L0w = (−1)vwY ((−1)L0v,−z0)w
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Proof. Observe that vkw ∈ Vn+m−k−1 hence by a direct computation,
(−1)L0vk(−1)L0w = (−1)vw(−1)−k−1((−1)L0v)kw
where the term (−1)vw appears because
L0v + L0w + 1 = L0(v + w)
if and only if m,n ∈ Z+ 1
2
. But then, the result of the Lemma follows from computing
the coefficients of the formal power series in the assertion.
4 Semi-infinite cohomology
The results of this section were first developed in [Fe],[FGZ] and expanded in [L] and
[LZ1], [LZ2]. We do not need the theory of semi-infinite cohomology for any of our
new results, however it offers a different perspective on the different Lie algebras that
will be presented.
4.1 Definitions
In this section, we describe the classical case as it first appeared in [FGZ], but using
the definitions from [L]. Let g be a 1
2






and assume that each gi is finite-dimensional. We let qB, qF ∈ 12Z, but to be consis-




















Z of geven and godd, where for each index i, the
index j runs over a finite set. We define a dual basis {e′i,j}i∈ 1
2
Z, {f ′i,j}i∈ 1
2
Z such that







































These spaces are essentially polynomial algebras of commuting and anticommuting





∧ ... ∧ e′in ∧ ej1 ∧ ... ∧ ejm ,














ω = x1 ∧ ... ∧ xn ⊗ y1 ∨ ... ∨ ym
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where xi ∈ geven ⊕ g′even and yj ∈ godd ⊕ g′odd. Then we define 〈., .〉 on g ⊕ g′ by
〈g, g〉 = 〈g′, g′〉 = 0 and 〈a, x〉 = 〈x, a〉 for a ∈ g and x ∈ g′.
We now define on the element ω, for u ∈ (n′+)even, x ∈ (n′−)even, y ∈ (n′+)odd, z ∈
(n′−)odd, a ∈ (n+)even, b ∈ (n−)even, c ∈ (n+)odd, d ∈ (n−)odd,




(−1)k−1〈x, xk〉x1 ∧ ...x̂k... ∧ xn ⊗ y1 ∨ ... ∨ ym








(−1)k−1〈a, xk〉x1 ∧ ...x̂k... ∧ xn ⊗ y1 ∨ ... ∨ ym




〈c, yk〉x1 ∧ ... ∧ xn ⊗ y1 ∨ ...ŷk... ∧ ym
ι(d)ω = ω ∨ d.




i) , i > −qF
ε(e′i)ι(ej) , i ≤ −qF
: ε(f ′i)ι(fj) :=
 ι(fj)ε(f
′
i) , i > −qB
ε(f ′i)ι(fj) , i ≤ −qB
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: ε(e′i)ι([ei, x]) : −
∑
i∈Z
: ε(f ′i)ι([fi, x]) :
It turns out that ρ̃(x) is not a representation of g, but rather lifts to a representation
of a central extension of g. In our applications, g will have no non-trivial central
extensions and if we write
γ(x, y) = [ρ̃(x), ρ̃(y)]− ρ̃[x, y]
then there will be an element β ∈ g′ such that
γ(x, y) = 〈β, [x, y]〉,
a trivial cocycle and then we may replace ρ̃(x) with
ρ(x) = ρ̃(x) + 〈β, x〉,
which now defines a representation of g.




: ε(e′i)ι(ei) : −
∑
i∈Z
: ε(f ′i)ι(fi) :
an operator which is diagonalizable on Ω
∞
2 g with integer eigenvalues, which are com-
monly known as ghost numbers. In fact, we have the commutation relations
[U, ε(x)] = ε(x),
[U, ι(y)] = −ι(y).
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Therefore, we may decompose Ω
∞
2 g as a direct sum of its eigenspaces for the operator




Now let (V, π) be a Z-graded g-module such that π(gm) · Vn ⊆ Vm+n and π(n+) · v








We define an operator d : C
∞
2

































: ι({fi, fj})ε(f ′i)ε(f ′j) :
with the following very important property :
Lemma 4.1. ([L], Lemma 2.1) d2 = 0.
Therefore, we have a chain complex (C
∞
2






Next let θ(x) = π(x) + ρ(x). It is clear that θ(x) is a representation of g. Also, let




+∗(g, h, V ) = {v ∈ C
∞
2
+∗(g, V ), ι(x)v = θ(x)v = 0, x ∈ h}.




+n(g, h, V )→ C
∞
2
+n+1(g, h, V ),
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and therefore that C
∞
2




+∗(g, h, V ).
4.2 The Virasoro Lie algebra
Let g be the Virasoro Lie algebra. Then the odd part of g is zero and much of the
definitions simplify. We fix qF = 2.
On the space Λ
∞
2 g we may then define c(n) = ε(L′−n) and b(n) = ι(Ln). Observe
that on the vacuum vector 1, we have
b(n)1 = 0, n > −2
c(n)1 = 0, n ≥ 2








Under this description, we then have on the vacuum, creation operators for non-






There are many results from [FGZ] adapted in this setting :
Proposition 4.2. On Ω
∞
2 g, ρ(c) = −26 and ρ(Lm) =
∑
n∈Z




+∗(g, V ), d), we have
LΛ(z) =: 2∂b(z)c(z) + b(z)∂c(z) :
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Therefore, let V be a VOA with central charge 26 and conformal element ωL.





L(z) = LV (z) + LΛ(z)
acts in an obvious way on (C
∞
2
+∗(g, V ), d) with central charge c = 0. Finally, if we
write











(m− n) : bm+nc−mc−n : (3)
4.3 The super Virasoro algebra
This section is a review of [LZ1], which we begin here and finish later after we have
discussed how to construct the module V . Let g0 and g1/2 be the Ramond and Neveu-
Schwarz super-Virasoro algebras, respectively. Let κ = 0, 1/2, depending on which of
the two we will be considering, i.e. the commutation relations












where c is a central element. We choose qF = 2 again, preferring to be consistent
with [LZ2] rather than [LZ1], where they chose qF = 0. The choice of qB is more
complicated. For κ = 1
2
we choose qB =
1
2
but for κ = 0 we will consider both qB = 0
and qB = 1. We denote the corresponding space Ω
∞
2 g by Ω
∞
2
qBg to account for this
additional dependence on qB.
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We define as before, b(n) = ι(Ln), c(n) = ε(L
′
−n) but now also β(r) = ι(Gr) and
γ(r) = ε(G′−r). In this case we observe that
β(r)1 = 0, r + κ > −qB
γ(r)1 = 0, r + κ ≥ qB.
































− κ−m)c(−n)β(m+ n+ κ),
and ρ(c) = −15.
Let Vκ be a module for the super Virasoro algebra of central charge 15 for each of







κ (gκ, Vκ) = V0 ⊗ (Ω
∞
2
0 g0 ⊕ Ω
∞
2








g0 for κ =
1
2
It can be checked that (C∗qB , d) is a chain complex with d : C
r,s
qB
→ Cr+1,sqB . We
will return to our study of semi-infinite cohomology once we know more about these
35
modules V0, V 1
2
.
5 The N=0 Lie algebra of physical states
5.1 Vertex operator algebras on even lattices
Let L be an even Lorentzian lattice of rank d ≥ 2, i.e. a lattice of signature (d− 1, 1)
with bilinear form (., .). Write h = L⊗ C, ĥ = h⊗ C[t, t−1] and ĥ− = h⊗ t−1C[t−1].
We extend L by a central extension
1→ Z2 → L̂→ L→ 1.
and with group operation in L̂ given by
(α, a) + (β, b) = (α + β, ε(α, β)ab)
where α, β ∈ L, a, b ∈ {±1} and ε : L × L → {±1} is a cocycle with the following
properties :
ε(α, β)ε(α + β, γ) = ε(α, β + γ)ε(β, γ)





ε(0, α) = ε(α, 0) = 1
The construction of such a cocycle is described in [FLM]. We fix a section
e : L→ L̂,
α→ eα
36
satisfying e0 = 1. Denote by κ the image of a generator for Z2 in L̂.
Next we consider the Fock space
VL = S(ĥ
−)⊗ C{L}
where C{L} is the induced module
C{L} = C[L̂]/(1 + eκ)C[L̂]
from the group algebra of L̂. Note that although C{L} and C[L] are not isomorphic
as group algebras, they are still isomorphic linearly via the isomorphism
eα → eeα ,
which allows us to abuse notation and write an element of C{L} as eα for α ∈ L (and
not L̂).
In this sense, C{L} is the ”twisted” group algebra of L with product
eαeβ = ε(α, β)eα+β.
Then using the cocycle conditions, we have
eα · eβ · eγ = ε(α, β)eα+β · eγ
= (−1)(α,β)ε(β, α)eα+β · eγ
= (−1)(α,β)eβ · eα · eγ
or in other words,
eαeβ = (−1)(α,β)eβeα
37
as operators on VL.
We will write α(n) ∈ S(ĥ−) as a shorthand for α ⊗ tn, where α ∈ h. Then, for
n ∈ Z, we define operators on VL by
α(n) · v ⊗ eβ = n ∂v
∂α(−n)
⊗ eβ for n > 0
α(n) · v ⊗ eβ = α(n)v ⊗ eβ for n < 0
α(0) · v ⊗ eβ = (α, β)v ⊗ eβ
where ∂x(m)
∂y(n)
= (x, y)δm,n and is extended to all of S(ĥ
−) linearly and by derivation.
For a product of elements αi(mi) where mi ∈ Z we denote by :
∏
αi(mi) : the
same product but in ascending order of the mi’s. This is known as normal ordering.





and their commutators, which is an easy computation.
Lemma 5.1. Suppose α, β ∈ h. Then
































For an arbitrary element v =
N∏
i=1
si(−ni) ⊗ eα, we define, again in
End(VL)[[z, z
−1]], the operator


























: hi(−j)hi(j + n) :
and we can easily check that for an element v =
N∏
i=1










We will refer to the L0-eigenvalue of an homogeneous element v as weight.
Theorem 5.2. The vector space VL along with operators Y (., z) and conformal ele-
ment ω is a Vertex Operator Algebra.
Proof. We do not prove this theorem. For a proof, see [FLM] or [LL]. However, we do
compute the commutator [Y (ω, z1), Y (ω, z2)] as preparation for similar computations
in a later section, because we will be using the same techniques.
Using the commutator formula, equation (2), we obtain







Y (Y (ω, z0)ω, z2). (4)
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It is easy to compute
ω0ω = L−1ω
ω1ω = L0ω = 2ω
ω2ω = L1ω = 0
ω3ω = L2ω =
d
2
ωnω = Lnω = 0 for n ≥ 4
Therefore the singular part of Y (ω, z0)ω is








hence computing residues in equation (4) and using Y (L−1ω, z2) =
d
dz2
Y (ω, z), we
find


















From there, computing the commutation relations of Lm, Ln is a matter of equating
coefficients in this result.




are infinite dimensional vector spaces, but if we grade again by weight we obtain the
following :








where pl(m) is the number of integer partitions of m in l colors.
Proof. It is enough to write an explicit basis for ((VL)α)n and the result is obvious.
There is quite a bit of structure that can be found in VL. Indeed, write Y (v, z) =∑
n∈Z
Yn(v)z
−n−1. For α, β ∈ L and h ∈ L⊗ C, we have
[h(m), Yn(e




β)] = 0 if (α, β) ≥ 0
[Yn(e
α), Ym(e
β)] = ε(α, β)Ym+n(e
α+β) if (α, β) = −1
[Yn(e
α), Ym(e
−α)] = −(α(m+ n) + nδm,−n) if (α, α) = 2
which leads to the following theorem from [F], based on earlier work in [FK] and [Se]
:
Theorem 5.4. Suppose A = (aij)1≤i,j≤n is a generalized Cartan matrix such that for
i 6= j, we have aij = 0 or aij = −1. Then the map π defined by
eαi → Y0(eαi)
fαi → Y0(−e−αi)
hi → Y0(hi(−1)) = hi(0)
defines a representation π of g(A). Furthermore, if α is a real root of g(A) then if we
write xα ∈ gα, π(xα) is a multiple of Y0(eα).
Proof. The previous formulas shows that the elements Y0(e
αi), Y0(e
−αi) and hi(0) form
a Lie algebra. Furthermore, this Lie algebra satisfies the same relations as that of a
Kac-Moody algebra. Therefore π defines an homomorphism of Lie algebras, hence a
representation.
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The second statement of the theorem can be proven directly, but we will provide
a simple proof later.
Remark 5.5. Observe that in the representation defined above, the only elements
v ∈ g(A) such that π(v) = 0 originate from elements c ∈ h which are central in g(A).
To see this, decompose A into its indecomposable components Ai and observe that
g(Ai)/Z(g(Ai)) is simple.
There is a special version of this theorem for affine Lie algebras which can also be
generalized to double affine Lie algebras, and the proof is essentially the same, also
from [F] :
Theorem 5.6. Suppose g is a finite-dimensional semisimple Lie algebra g which is
a direct sum of Lie algebras of type An, Dn or En. Then the map π defined by
eαi ⊗ tn → Yn(eαi)
fαi ⊗ tn → Yn(−e−αi)
hi ⊗ tn → hi(n)
defines a level 1 representation of the affine Lie algebra g̃.
As a corollary, the theorem was applied to hyperbolic Kac-Moody algebras [F] :
Corollary 5.7. Suppose g is a finite-dimensional simple Lie algebra of type An, Dn






n , then π defines a
faithful representation of g.
5.2 The bilinear form (., .)
The goal of this section is to construct a bilinear form (., .) which is compatible
with the definition of vertex operators. First, the vertex operator algebra VL has an
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important involution. For α ∈ L, define
θ(α) = −α.
Then θ can be lifted to be an involution of L̂ such that θ = θ. We lift θ to an
involution of C{L}. The section α→ eα can be chosen in such a way that
θ(eα) = e−α
is satisfied. Therefore, θ also lifts to an involution of VL where
θ(eα) = e−α = ε(α,−α)(eα)−1
and
θ(α(n)) = −α(n).
Perhaps most importantly is the following proposition :
Proposition 5.8. The involution θ on VL is an automorphism of VL as a Vertex
Operator Algebra.
Suppose u ∈ VL. There is a way to think of u as an element of (VL)′, the graded
dual of VL. To do so, define as operators on VL,
(eα)∗ = ε(−α, α)e−α,
α(n)∗ = −α(n)
(xy)∗ = y∗x∗ for x, y ∈ VL.
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Then in general, we define
〈u, v〉 = Coefficient of e0 in Rest t−1u∗v ∈ C.
This defines a map φ : VL → (VL)′, although one needs to show that φ is well-defined.
Indeed, we have
Proposition 5.9. The map φ : VL → (VL)′ is a well-defined linear map.
Proof. The only non-trivial part is to verify that
φ(ε(α, β)eα+β) = φ(eαeβ) = φ(eβ)φ(eα).
Observe that φ(eγ)eδ is zero unless γ = δ. Therefore, it is enough to check equality
when applied to eα+β. On the left-hand side, we have
φ(ε(α, β)eα+β)eα+β = ε(α, β)
On the right-hand side, we have
φ(eβ)φ(eα)eα+β = ε(−α, α)ε(−β, β)ε(−α, α + β)ε(−β, β)
= ε(−α, α)ε(−α, α + β)
However, by the cocycle conditions, we have for x, y, z ∈ L,
ε(x, y)ε(x+ y, z) = ε(x, y + z)ε(y, z).
Replacing x with −α, y with α and z with β we find
ε(−α, α)ε(0, β) = ε(−α, α + β)ε(α, β).
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which proves the proposition.
We know from Section 3.3 that (VL)
′ is also a VL-module. We twist the action of
VL on (VL)
′ by θ, i.e.
〈Y ′θ (v, z)u,w〉 = 〈Y ′(θv, z)u,w〉.
The following lemmas will be necessary to see that the map φ and Y ′(θv, z) are
essentially the same.
























Lemma 5.11. Suppose 1⊗ eα ∈ VL such that (α, α) = k ∈ 2Z. Then as operators on
VL[z, z
−1], Y (eα, z)∗ = (−1)k/2(z)−kY (eα, z−1). In particular,
(eα)∗n = (−1)k/2(e−α)−n−2+k.
Proof. Assuming we show that
Y (1⊗ eα, z)∗ = z−kY (1⊗ e−α, z−1)
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as operators in VL[z, z
−1], then we will have







and then (1⊗ eα)∗n = (1⊗ e−α)−n by comparing coefficients as in the previous lemma.
























































= (−1)k/2(z)−kY (e−α, z−1)
as desired.
From these two lemmas we now prove :
Theorem 5.12. The map φ : VL → (VL)′ agrees with Y ′(θv, z), i.e.
φ(Y (v, z)u)w = 〈Y (v, z)u,w〉 = 〈u, Y ′(θv, z)w〉
for u, v, w ∈ VL.
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Proof. We have computed α(z)∗ and Y (eα, z)∗. On the other hand,
α(z) = Y (α(−1), z)
hence
〈Y ′θ (α(−1), z)u,w〉 = 〈u, Y (ezL1(−z2)L0θ(α(−1)), z−1)w〉
= 〈u, Y (z−2α(−1), z−1)w〉
= 〈u, z−2α(z)w〉.
Secondly, suppose (α, α) = k ∈ 2Z. Then
〈Y ′θ (eα, z)u,w〉 = 〈u, Y (ezL1(−z2)L0θ(eα), z−1)w〉
= 〈u, (−z2)−k/2Y (e−α, z−1)w〉




α, we see that φ is compatible
with the structure of (VL)
′ as a VL-module.
As a culmination of all of our efforts, we now see that we may define a bilinear
form (., .)VL = (., .) on VL by defining the two adjoint operators α(n)
∗ = α(−n) and
(eα)∗ = ε(α,−α)e−α and then extending to all of VL as before. It is then clear that
for v ∈ VL, we have
(Y (v, z)u,w) = (u, Y (ezL1(−z2)−L0θ(v), z−1)w)
It is important to observe that this bilinear form is symmetric and also that
((VL)α, (VL)β) 6= 0 only if α = β.
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This bilinear form has many properties which will be important to us.
Proposition 5.13. The bilinear form (., .) on VL is positive-definite if and only if
the lattice L is positive definite.
Proof. If L is not positive definite, there exists α ∈ L such that (α, α) ≤ 0. Then
(α(−1), α(−1)) = (1, α(1)α(−1)) = (1, (α, α)) ≤ 0.
This proves the ”only if” part of the proposition. To prove the ”if” part of the
proposition, assume L is positive-definite. Then let h1, ..., hd be an orthonormal basis
for L⊗ R. Then it is easy to check that
(hi1(−j1)...hir(−jr)eα, hk1(−l1)...hks(−ls)eβ)
is non-zero if and only if r = s and there is a permutation σ between the indexes i, k
and j, l. Furthermore it is clear by induction on r that if this expression is non-zero
it must be positive.
Therefore, we may rescale the elements hi1(−j1)...hir(−jr)eα in such a way that
they form an orthonormal basis for S(ĥ−) ⊗R R[L]. In particular, (., .) will also be
positive-definite on VL.









: hi(n− k)hi(k) :
Observe that the adjoint of a normally ordered expression is again normally ordered.
Therefore,
: hi(n− k)hi(k) :∗=: hi(k − n)hi(−k) :
Replacing k by −k and summing over all k ∈ Z we recover L−n.
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Next, suppose v ∈ VL satisfies L0v = v and Lnv = 0 for n > 0. Then we can see
that
〈Y (v, z)u,w〉 = 〈u, Y (ezL1(−z2)−L0θ(v), z−1) = 〈u, Y (−z−2θ(v), z−1)〉.
As usual, if we write











On the other hand, we have




and comparing the coefficients for z−1 yields the following :
Corollary 5.15. Suppose v ∈ VL such that L0v = v and Lnv = 0 for n > 0. Then
(v0)
∗ = −θ(v)0.
We have now completed the collection of all information needed about the bilinear
form (., .). We are almost ready to define a Lie algebra structure on a subset of VL.
It will be important to know some information about the Lie bracket of Virasoro
operators with Y (v, z). The following proposition is proven in [FLM], and we provide
the proof again here because we will adapt it in a later section.
Lemma 5.16. Suppose v ∈ VL satisfies L0v = hv and Lnv = 0 for all n > 0. Then
[Lm, vn] = (h(m+ 1)−m− n− 1)vm+n.
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Proof. Using the commutator formula,






Y (Y (ω, z0)v, z)).
As mentioned earlier, we need only consider the singular part of Y (ω, z0) in the right
hand side, allowing us to rewrite this commutator as
[Y (ω, z1), Y (v, z)] = z















In general this expression is unwieldy but using the conditions of the propositions, it
reduces to
[Y (ω, z1), Y (v, z)] = z














The coefficient of z−m−21 in this expression yields








and the coefficient of z−n−1 in this expression results in
[Lm, vn] = (h(m+ 1)−m− n− 1)vm+n,
as desired.
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5.3 No-ghost theorem and the Lie algebra of physical states
Define the subspace
P i = {v ∈ VL|L0(v) = iv and Ln(v) = 0 for all n > 0}.
Elements of P i are know as lowest weight vectors for the Virasoro Lie algebra. Note
that if v ∈ P i, L0Lmv = (i−m)Lmv and then, in particular, L−1P 0 ⊆ P 1. We refer
to elements of P 1 as physical states.
Theorem 5.17. Consider the set P̃ 1 = P 1/L−1P
0. Let u, v ∈ P̃ 1. Then the bracket
[u, v] = u0v
defines a Lie algebra structure on P̃ 1.
Proof. It is clear that [u, v] is bilinear. To prove that this bracket is well-defined, we
need to check that [u, v] ∈ P 1 and that if v ∈ L−1P 0 then [u, v] = 0. To see these,
note that from the previous lemma,
[Lm, xn] = (i(m+ 1)−m− n− 1)xm+n
for all m,n ∈ Z and x ∈ P i. This identity implies that [Lm, x0] = 0 for all x ∈ P 1.
Then for u, v ∈ P 1 we have
L0u0v = u0L0v = u0v
and
Lnu0v = u0Lnv = 0
for n > 0. This proves that [u, v] ∈ P 1. Next suppose that v ∈ L−1P 0. Then v0 = 0
51
because




hence [u, v] = 0.
Next we prove antisymmetry. Because VL is a vertex operator algebra, we have
by skew-symmetry the identity
Y (u, z)v = ezL−1Y (v,−z)u.
In particular, looking at coefficients of z−1, we obtain






Therefore, [u, v] = −[v, u] +L−1x for some x. It is clear that L−1x ∈ P 1 but we must
show that x ∈ P 0. First observe that L−1y = 0 if and only if y ∈ C ⊗ e0, which is
clearly already a subset of P 0, and that each Ln preserves S(ĥ
−)⊗ eα and that L−1
is injective on each of these subspaces as long as α 6= 0. Therefore, we can assume
x ∈ S(ĥ−)⊗ eα for some α 6= 0. In this case, observe that
L−1x = L0L−1x = L−1L0x+ L−1x
hence L0x = 0. Then assume by induction that Lnx = 0 and we see that
0 = Ln+1L−1x = L−1Ln+1x+ (n+ 2)Lnx = L−1Ln+1x
which proves that Ln+1x = 0 because L−1 is injective, hence x ∈ P 0 by induction. In
particular, we conclude that [u, v] = −[v, u] in the quotient P 1/L−1P 0.
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Finally we prove Jacobi identity for Lie algebras. Using Corollary 3.6, we have
u0(v0w)− v0(u0w) = (u0v)0w
which is equivalent to
[u, [v, w]]− [v, [u,w]] = [[u, v], w].
which proves Jacobi identity for Lie algebras.
Remark 5.18. Observe that the representation π defined in Theorem 5.4 in fact
defines a Lie algebra homomorphism π → P 1. This provides a proof for the second
part of the theorem because the only elements of P 1 corresponding to real roots are
multiples of 1⊗ eα.
Going back to the bilinear form (., .) we find the following.
Proposition 5.19. Suppose, x, y, z ∈ P̃ 1. Then
([x, y], z) = (x, [θ(y), z]).
Consequently, its radical is an ideal of P̃ 1.
Proof. Using Corollary 5.15, we obtain
([x, y], z) = −(y0x, z) = (x, θ(y)0z) = (x, [θ(y), z])
which proves the proposition.
From now on, we may refer to elements in the radical of (., .) as null states. We
wish to provide a basis for P̃ 1. To do so we first define a family of elements known
as transversal states, introduced by Del Giudice, Di Vecchia and Fubini (DDF) in
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[DDF]. We will refer to this construction as DDF construction and the corresponding
operators as DDF operators. The algebra spanned by these operators is known as the
spectrum-generating algebra.
Lemma 5.20. Suppose α is a non-zero element of L. There exists c ∈ h = L ⊗ R
such that (c, α) = 1 and (c, c) = 0.
Proof. Because L is Lorentzian, L⊗R = Rd−1,1 where an element (a1, ..., ad) of Rd−1,1
has norm a21 + ... + a
2
d−1 − a2d. Write α = (α1, ..., αd). Because α 6= 0, there exists l
such that αl 6= 0. If αl 6= αd, choose c = 1αl−αd (0, ..., 1, ..., 0, 1). If all αl = αd choose
c = 1
2αd
(0, ..., 1, ..., 0,−1).
We now fix α ∈ L. Write
S(α) = {v ⊗ eα ∈ VL},
Vi(α) = {u = v ⊗ eα|L0u = iu}
and
P i(α) = {v ⊗ eα ∈ P i}.
By the lemma, there exists c ∈ h such that (c, α) = 1 and (c, c) = 0. For a ∈ h
such that (a, c) = 0 and m ∈ Z, consider very special operators
Aam = Resz Y (a(−1)emc, z).
These operators do not in general act on VL because c is not an element of L. If
however we replace L with L ⊗ Q then Aam will map S(α) to S(α + mc). This will
be enough for our purposes, and we do not need any additional structure, including
the structure of vertex operator algebras, although we imitate it. All identities can
be proven directly without the need for the Jacobi identity. We list some properties
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of these operators.
Proposition 5.21. Suppose a, a1, a2 ∈ L ⊗ R such that (a, c) = (a1, c) = (a2, c) = 0
and α ∈ L and m,m1,m2 ∈ Z. Then
a) [Aa1m1 , A
a2
m2




c) [c(m), Aam] = 0.
d) Aame
α = 0 for all m > 0
e) (Aam)
∗ = Aa−m
Proof. To prove part a), we compute the bracket directly without the need for normal




] = Resz1 Resz2 [a1(z1), a2(z2)]Y (e
m1c, z1)Y (e
m2c, z2)




















] = m1(a1, a2)δm1+m2c(0),
as desired.
To prove part b), it is enough to observe that a(−1)emc is a lowest weight vector
for the Virasoro Lie algebra of weight 1 then apply Lemma 5.16.
Part c) is obvious and part d) follows from a simple computation. Part e) follows
from the fact that a(−1)emc ∈ P 1 and then use Corollary 5.15.
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for a1, ..., ak ∈ h satisfying (ai, c) = 0 and m1 + m2 + ... + mk = M . If M is chosen
so that (α, α) = 2− 2M , then we write TM(α, c) = T (α, c). Observe that T (α, c) is a
subspace of P 1(α).




such that v ∈ TM(α, c) for some M and λi, µi ∈ Z+,
∑
λi +µi > 0. Then we have the
following lemma, as a first step in the proof of the no-ghost theorem.
Lemma 5.22. Suppose α ∈ L. Then
a) The space T (α, c) is positive definite.
b) S(α) is generated by T (α, c) and G(α, c) and the generators of T (α, c) and
G(α, c) are all linearly independent.
Proof. The proof is based on [GT], to which we add some details. Part a) follows
from Proposition 5.21 part a) and e). We show that S(α) = T (α, c) + G(α, c). It is
enough to check that the generators of T (α, c) and G(α, c) are linearly independent,




xi is a linear combination in the generators in equation (5). By
Proposition 5.21 a), b), c) and d), any term not containing an operator Aam may be













share the same v ∈ T (α, c). Equivalently, we can assume v = 1 ⊗ eα+Mc because







are linearly independent. Write α′ = α + Mc. Obviously, α′ and c are linearly
independent hence so are different monomials in α′(−i), c(−j). Note that L(−i)eα′ =
α′(−i)eα′ . Then xi will contain a monomial of the form
α′(−1)λ1 ...α′(−n)λnc(−1)µ1 ...c(−m)µm
which cannot appear in any other xi. Therefore they are linearly independent.
This Lemma also offers us an alternate description of T (α, c).
Corollary 5.23. Suppose v ∈ P 1(α). Then v ∈ T (α, c) if and only if c(n)v = 0 for
all n > 0.
Proof. By the lemma, it is clear that if v ∈ T (α, c) then c(n)v = 0 for all n > 0 by
Proposition 5.21 part c). Conversely, suppose c(n)v = 0 for all n > 0. Without loss




By applying c(n)λn ...c(1)λ1 to this expression and organizing the terms in such a way
that the exponents λ1, ..., λn are maximal while the exponents µ1, ..., µm are minimal,
we can see that only the terms containing the sequence Lλ1−1...L
λn
−n will have the term
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c(−1)µ1 ...c(−m)µmvi. Therefore we can have no such term hence all λ1 = ... = λn = 0.
To see why all µ1 = ... = µm = 0 apply Lm and use the fact that (c, α) = 1.
Lemma 5.24. For fixed α, c, let N s denote all elements of G(α, c) of weight s such




maps N1 → N0 and N1 → N−1 if and only if d = 26.
Proof. Write y = L−nx such that x ∈ VL and L0y = sy. Suppose y = L−nx ∈ N1.
Then we can write
y = L−1x1 + L−2x2
with L0x1 = 0 and L0x2 = −x2. This decomposition is justified because L−n can be
written as a polynomial in L−1 and L−2 in the universal enveloping algebra of the
Virasoro Lie algebra. Notice that
L1(L−1x1) = L−1L1x1 + 2L0x1
= L−1L1x1 ∈ N0






It is clear from these computations that L2 +
3
2
L21(L−1x) ∈ N−1. Observe that this
is the reason why we require the operator L̃2. Indeed, the operator L2 is not a map
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N1 → N−1 in general. Next, we also compute
L1(L−2x2) = L−2L1x2 + 3L−1x2 ∈ N0








L21(L−2x2) = L1(L−2L1x2 + 3L−1x2)
= L−2L
2
1x2 + 3L−1L1x2 + 3L−1L1x2 + 6L0x2




L21)(L−2x2) ∈ N−1 if and only if −13+ d2 = 0 or equivalently, d = 26.
We can now prove no-ghost theorem which first appeared in [GT], but first used
in this context in [F], and then in [Bor2].
Theorem 5.25. Suppose u ∈ P 1(α) and that dimL = 26. Then u = v + w where
v ∈ T (α, c) and w lies in P 1 and is a linear combination of terms L−nx for some
x ∈ VL.







for some B ∈ T (α, c), with the condition L0(A) = sA. It can be easily checked that
L1, L2 are maps K
s → Ks−1 and Ks → Ks−2, respectively.
Next, suppose u ∈ P 1(α). By the lemma, we can write u = v + w where w ∈ N1
and v ∈ K l. By assumption, L(1)u = L(2)u = 0. Therefore, we must also have
L1(v) = L2(v) = 0 and L1(w) = L2(w) = 0 because L1, L2 act independently on
N1, K1 by the previous lemma. In particular, Ln(v) = Ln(w) = 0 for all n ≥ 1
because L1 and L2 generate all Ln, n ≥ 1.
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Therefore, we can conclude that w satisfies the conditions of the theorem. It







for some v′ ∈ T (α, c). It is clear that Lnv′ = 0 by Proposition 5.21. To see why all
µij must be 0, observe that if k is the largest number such that µ
i
k is non-zero, then
by applying L
µik
k v to v we obtain a linear combination of linearly independent vectors
with the term originally c(−k)µik , now become c(0)µik (recall as well that (c, α) = 1),
which sums up to 0 (because Lk(v) = 0). This shows that all the coefficients must be
0 and hence that such a k does not exist.
We may now use the no-ghost theorem to describe the structure of the quotient
of P 1 by the radical of (., .) more explicitly.
Corollary 5.26. Suppose L has rank 26. Then P̃ 1 = P 1/L−1P
0 is a positive semidef-
inite space and the quotient gL of P̃ 1 by the radical of (., .) is a Lie algebra such that






Proof. By the theorem, we have shown that P 1(α) = T (α, c) ⊕ D1 where D1 is a
subspace of P 1 of elements of the form L−nx for some x ∈ VL. Observe that if
u ∈ P 1,
(L−nx, u) = (x, Lnu) = 0
and therefore that D1 lies in the radical of the bilinear form (., .). In particular,
this shows that P 1 is positive semi-definite. Therefore, so is gL and it is clear that
(gL)α = T (α, c), which has the dimension stated in the theorem by construction.
For L = II25,1, the Lie algebra gL is known as the fake monster Lie algebra. We
will return to study gL in more detail in the final chapter.
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5.4 Longitudinal vertex operators
In the previous section, we defined
Aam = Resz Y (a(−1)emc, z)
for (c, α) = 1 and (a, α) = (a, c) = 0. It is then natural to ask about the operators
Aαm and A
c
m. It is easy to see that A
c
m = 0 hence it can be discarded. For the other
operator, following [GN], observe that
L1 · α(−1)emc = memc
hence we would obtain a third term from the commutator formula. Adjusting the
proof of Lemma 5.16 in this case, we obtain an extra term :











mn(n+ 1)Y (emc, z)zn−1
In turn, this implies that [Ln, A
α
m] 6= 0. Therefore, any application of Aαm on a
physical state will not in general be a physical state again. To remedy this problem,
[Bro] introduces an extra term in the following way : let




The second equality only makes sense as operators on physical states in S(α −Nc),
for some N , because (c, α) = 1. Regardless, we may now introduce











S(α−Nc), we have the following commutators :


















log(1 + c×(z)) + n2zn−1.






















Next, we have using the chain rule, the fact that (c, c) = 0 and the cancellation of
terms in the partial sum (justified by the fact that only finitely many terms will ever
be non-zero when used as an operator),


















































c′(z) + n(n+ 1)zn−1,
and also, using the product rule, the fact that (c, c) = 0 and Lemma 5.16,
[Ln, c








+ n(n+ 1)zn−1Y (emk, z).
Now, we define
Y(α(−1)emk, z) = Y (α(−1)emk, z)− m
2
c′(z)Y (emk, z).










[Lm,Resz Y(α(−1)emk, z)] = 0.
Therefore, the operators
Lm := −Resz Y(α(−1)emk, z)
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may be used to generate new physical states. It turns out that they also have some










Proof. See [GN], Section 3.2.
As a result, the operators Lm’s behave as a Virasoro Lie algebra of central charge
24 (regardless of the rank of the lattice L) which preserve DDF states. The result is
then that given a base state eα, one can apply the operators Aam and Lm and obtain
linearly independent elements in P 1. However, we may also compute directly :
L−1e
α ∝ L−1eα−c
hence by applying the operator L−1 on any element of P
1 we obtain an element of
L−1P
0! These results together with counting the dimensions of the respective spaces
proves the following theorem :
Theorem 5.29. The Lie algebra P 1/L−1P







where i1, ..., il ∈ {1, ..., d− 2}, m1, ...,ml ≥ 1 and j1, ..., jk ≥ 2.
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5.5 Semi-infinite cohomology, continued
So far we have shown how we may construct a Lie algebra with known root mul-
tiplicities from a vertex operator algebra on an even lattice and in particular the
no-ghost theorem resulted in Corollary 5.26, a Lie algebra with multiplicities of
p24(1 − (α, α)/2). There are other ways to construct this Lie algebra, and in this
section we describe how the problem can be approached from semi-infinite cohomol-
ogy. The vector space itself was found in [Fe],[FGZ] and the Lie bracket was recovered
in this context in [LZ2]. This section is also a continuation of subsection 4.2.
Let L = II25,1 and g be the Virasoro Lie algebra and h = CL0. Then VL is
obviously a g-module hence we may consider the chain complexes C
∞
2
















First, there is a vanishing theorem, adjusted in this setting.
Theorem 5.30. ([FGZ], Theorem 1.12) H
∞
2
+m(g, h, VL) = 0 unless m = 1.
Then using the Euler-Poincaré principle, it was shown that










Therefore we see that a priori, the dimensions of the cohomology groups match




+1(g, h, VL) by
T (v) = v ⊗ c(1) = v ⊗ L′−1
Proposition 5.32. For any v ∈ P 1, dT (v) = 0.
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(m− n) : ι(Lm+n)ε(L′m)ε(L′n) :
It is clear that π(Ln)ε(L
′
n)T (v) = 0 if n > 0 and it is easy to verify using our
definition of ε that π(Ln)ε(L
′






0)T (v) = v ⊗ L′0 ∧ L′−1.
Next we examine the terms that are created from the second term. Because of the
normal ordering, the only way to obtain a non-zero expression is if all of the terms are
creation operators or if m+n = −1. In the first case, we can only have three creation
operators if m = n = −1, in which case the term will be 0 in the exterior algebra. In
the second case, if m + n = −1, then because m < n we must have m < 0, but also
m ≥ −1 else ε(L′m) is a annihilation operator. In this case m = −1 and n = 0 and
we obtain the term v ⊗ L′−1 ∧ L′0 which cancels out with the first term.
This inclusion is not just a simple linear map. Indeed,
Theorem 5.33. ([FGZ], Theorem 2.8) The map T : P 1 → C∞2 +1(g, h, VL) factors to
a (unitary) isomorphism




Therefore, there is at least a linear isomorphism between the two, in which the
dimension 26 is of critical importance. However, it was shown in [LZ2] that this
linear isomorphism is in fact a Lie algebra isomorphism. Indeed, for two elements
u, v ∈ H∞2 +∗(g, VL) (note : not in relative cohomology) with homogeneous ghost
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numbers |u| and |v|, they defined
{u, v} = (−1)|u|(b−1u)0v,
for which they proved many properties and we list a few here ([LZ2], Theorem 2.2) :




a) {u, v} = −(−1)(|u|−1)(|v|−1){v, u}
b) (−1)(|u|−1)(|t|−1){u, {v, t}}+ (−1)(|t|−1)(|v|−1){t, {u, v}}
+(−1)(|v|−1)(|u|−1){v, {t, v}} = 0
c) {., .} : H∞2 +p ×H∞2 +q → H∞2 +p+q−1
From there, we see that H
∞
2
+1 is a Lie algebra. In our case of interest, we see
clearly that b−1 cancels out the term created from c1 and therefore that T is indeed
a Lie algebra homomorphism. Most importantly, the results of [LZ2] indicate that
there is a bigger structure to study, that of a Gerstenhaber algebra.
6 The N=1 Lie algebra of physical states
6.1 Fermionic construction
There is a second version of the no-ghost theorem, for the Neveu-Schwarz algebra.
This leads to an analogous Lie algebra. We describe it in this section. The definition
of the Fock space and its vertex operators appeared in physics in [FMS], but in this
section is based on the mathematics literature from [FFR], [T]. Let A be a complex
vector space of dimension d = 2l and fix a basis ai, a
∗
i , i = 1, ..., l of A. For brevity,




l+i = ai for 1 ≤ i ≤ l. Then define a bilinear form
on A as follows :









for all i, j = 1, ..., l. Then the vector space
Â = A⊗ C[t, t−1]t
1
2 ⊕ Cc




{a⊗ tr, b⊗ ts} = (a, b)δr+s,0c
[c, x] = 0 for all x ∈ Â











Observe that the exponents of z are still integers. Furthermore, Â− = A⊗ C[t−1]t 12 .
The Fock space in this case is given by
Fd = Λ(Â
−)









with product being the usual product in the exterior algebra. For a homogeneous
element v ∈ V , let v = 0 if v ∈ (Fd)0 or 1 if v ∈ (Fd)1. Then it is clear that for
68
homogeneous elements u, v ∈ Fd, we have
u ∧ v = (−1)uvv ∧ u.
There is also a symmetric bilinear form on Â− defined by
(a(−r), b(−s)) = (a, b)δr,s
and extended to all of Fd by




The action of Â on Fd is given by
a(−r) · v = a(−r) ∧ v
a(r) · v = ∂
∂a(−r)
v
c · v = v
for a ∈ A, v ∈ Fd, r ∈ Z+ + 12 . The derivation is understood as a super derivation,





















We may adapt some of our previous lemmas in this settings :
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Lemma 6.1. Suppose a, b ∈ A. Then
{a(z1), b(z2)} = (a, b)z−12 δ(z1/z2).
Lemma 6.2. With respect to (., .) the adjoint of a(z) is z−1a(z−1).
Proof. The proof is almost the same as the proof of Lemma 5.10.
Because of the supercommutativity, we need to be more careful when defining our
normal ordering. The normal ordering on Â is given by
: a1(n1)...ak(nk) := sgn(σ)a1(nσ(1))...ak(nσ(k))
for a1, ..., ak ∈ A, and where σ is chosen such that nσ(1) ≤ nσ(2)... ≤ nσ(k). Observe
that we can replace this condition with the condition that all negative ni’s are on
the left and all positive ni’s are on the right (or in other words, that the creation
operators appear on the left of the annihilation operators) and the definition does not
depend on the choice of σ satisfying either of these two conditions. However, unlike
the previous normal ordering, sgn(σ) plays an important role.
Define
wt(a1(−n1) ∧ ... ∧ ak(−nk)) = n1 + ...+ nk







Furthermore, define D : Fd → Fd by
D · 1 = 0 (6)
D(a(−r)) = (r + 1
2
)a(−r − 1) (7)
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and acting as derivation on Fd, i.e.,
D(u ∧ v) = Du ∧ v + u ∧Dv. (8)
Finally, define
Y (v, z) : Fd → Fd[[z, z−1]]
by









Y (u ∧ v, z) =: Y (u, z)Y (v, z) :




These rules are sufficient to define Y (., z) on the entirety Fd.






















Recall that al+i = a
∗









































Proposition 6.4. The vector space V with operator Y (., z) and distinguished element
ω is a Vertex Operator superalgebra.
Proof. To prove Jacobi identity, observe that it follows from weak supercommutativity
and weak associativity (see for example [LL]), both of which are shown in [T]. Here
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we verify that the conformal element ω generates the Virasoro Lie algebra. Observe
that




















































(n− k − 1
2


















and it is clear from this formula that L−1 acts on Fd as the operator D defined by
equations (6)-(8).
The proof that the components of ω satisfy the relations of the Virasoro Lie algebra
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may be done as in Theorem 5.2. We must check the relations
ω0ω = L−1ω
ω1ω = L0ω = 2ω
ω2ω = L1ω = 0




ωnω = Lnω = 0 for n ≥ 4.











(n− 5/2)ai(−n+ 2)a∗i (n).
When applied to ω, the only nontrivial terms appear from n = 1
2
and n = 3
2
. Of
course, if n is one of these two numbers then 2 − n is the other one. Therefore, we













on ω, for i = 1, ..., 2l. Because these terms are super derivations, the result will be 1
4
which results in L2ω =
l
2
1 when summing over all 2l of them. The other conditions
are easy to check.
We have found in Proposition 5.3 the dimensions of the graded spaces (VL)α of a
given weight. We can accomplish something similar for Fd.
Proposition 6.5. Write c(n) as the dimension of (Fd)n, the space of elements of Fd
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Proof. It is clear that a basis for (Fd)n is given by
ai1(−j1) ∧ ... ∧ aik(−jk)
such that j1 + ...jk = n and where jk ≤ jk−1 ≤ ... ≤ j1 and jr = jr+1 implies that
air < aik . Equivalently, these basis elements can be described as partitions of n into
half-integers of the form 1
2
+ Z≥0 with 2l colors, and the number of such partitions is
evidently obtained from the desired generating function.
6.2 Construction of N = 1 and N=2 SVOAs
We will now combine the construction of the vertex operator algebra VL from an even
lattice L of rank d ∈ 2Z with the construction of the vertex operator superalgebra




l . The objective of this
section is to construct a N = 1 SVOA based on the lattice L. However, this con-
struction also results in an N = 2 SVOA with some minor modifications. Therefore,
we introduce these minor modifications right away because we will need the N = 2
construction later.
Indeed, we let
VNS = VL ⊗ Fd
where the tensor product is understood as in [LL], Proposition 3.12.5. Observe that
VNS is again a vertex operator superalgebra with even part
(VNS)0 = VL ⊗ (Fd)0
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odd part
(VNS)1 = VL ⊗ (Fd)1,





















where the hi’s form an orthogonal basis for L ⊗ C. The Virasoro algebra generated



















We can easily check that (h+i , h
+








j ) = δi,j. Observe that
if the lattice L has signature (l, l) then the orthogonal elements hi’s can be chosen so
that h+i , h
−

























resulting in the following proposition (see [Q], [KS]) :
Proposition 6.6. VNS is an N = 2 SVOA with distinguished elements ω, τ
+, τ−, j.
Therefore, it is also an N = 1 SVOA with distinguished elements ω, τ = τ+ + τ−.
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Proof. Define operators G±r by











and operators Jn by

















































From there, it is easy to compute the following table, which can also be found in
[S2] :
ω0j = L−1j τ
+
n τ
+ = τ−n τ
− = 0 for n ≥ 0
ω1j = L0j = j τ
+
0 τ
− = G+− 1
2


















− = 0 for n ≥ 0
ωnτ
± = 0 for n ≥ 2 j0τ± = ±τ±
j0j = 0 jnτ
± = 0 for n ≥ 0
j1j = l jnj = 0 for n ≥ 2.
Using the techniques introduced in Theorem 5.2 and Proposition 6.4, we can recover
the commutation relations for the N = 2 superconformal algebra. Because the process
is fairly repetitive, we only recover {G+r , G−s } here, since it is the most difficult one.
Using the supercommutator formula, we compute























0 Y (1, z2))


























































Letting r = m+ 1
2
and s = n+ 1
2
and observing that l = c
3
we then have
{G+r , G−s } = Lr+s +
1
2







6.3 No-ghost theorem in the Neveu-Schwarz model
For the remainder of this section we will only be interested in the N = 1 structure of











(ai − a∗i ).
It is clear that (h̃i, h̃j) = δi,j. Given x =
d∑
i=1




is a generalization of the commutator [Lk, α(n)] = −nα(k + n).
Lemma 6.7. Suppose n ∈ Z≥0, r, s ∈ 12 + Z and x ∈ L. Then
[Gr, x(−n)] = nx̃(n+ r).
Furthermore,
[Gr, x̃(s)] = x(r + s).
To state the no-ghost theorem in this setting, we first modify the definition of
P i from section 5.1, replacing lowest weight vectors for Virasoro with lowest weight
vectors for super Virasoro, i.e.
P i = {v ∈ VNS|L0v = iv, Gn− 1
2
v = 0 for all n > 0}.
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Observe that these conditions also imply that Lnv = 0 for all n > 0.
Again fix α 6= 0 ∈ L. Then there exists c ∈ L ⊗ R such that (c, α) = 1 and
(c, c) = 0 by Lemma 5.20. Define again
S(α) = {v ⊗ eα ∈ VNS}
Vs(α) = {u = v ⊗ eα ∈ VNS, L0u = su}
and
P i(α) = {v ⊗ eα ∈ P i}.
Then we replace T (α, c) with
T (α, c) = {v ∈ VNS(α)|G− 1
2
+nv = c(n)v = c̃(n−
1
2
)v = 0 for all n > 0},
where the definition is motivated by Corollary 5.23. We generalize Lemma 5.22 in
the following way :
Lemma 6.8. Suppose λ1, ..., λn, µ1, ..., µm ∈ Z≥0 and ε1, ..., εk, δ1, ..., δl ∈ {0, 1}.




















are independent and their direct sum is the entirety of S(α).
Proof. Choose linearly independent vectors x1, ..., xd−2 in L⊗R which are orthogonal
to α, c and let yi = x̃i. Then every element of T (α, c) can be written as a linear




















with aji ∈ Z and b
j
i ∈ {0, 1}. Observe that these monomials do not contain any





− i) and we will obtain again linearly independent monomials.
But then, observe that Lλi−ie
α generates a monomial of the form α(−i)eα. Further-
more, G−i+ 1
2
eα generates a monomial of the form α̃(−i+ 1
2
)eα. Therefore, the choices
























i with some lexicographic
ordering and apply a maximality argument to see why they must yield linearly inde-
pendent elements.
The second part of the statement follows by using linear independence of the mono-
mials T previously described and counting the dimension of all generated monomials.
Equivalently, one can write an isomorphism of vector spaces sending α(−i) to L−i and
α̃(−l+ 1
2
) to G−l+ 1
2
, and this linear map is obviously injective (by linear independence)
and surjective by definition.
Lemma 6.9. For fixed α, c, let N s denote all elements of Vs(α) such that any of









2 → N0 and N 12 → N−1 if and only if d = 10.
Proof. Write y = G−nx such that x ∈ VL and L0y = 12y. Then we can write














































































































x2) ∈ N−1 if and only if
2c
3
− 10 = 0 or equivalently, c = 15.
Theorem 6.10. (No-ghost theorem) Suppose u ∈ P 1/2(α) and L is a Lorentzian
even lattice of rank 10. Then u = v + w where v ∈ T (α, c) and w ∈ P 1/2 is a linear
combination of terms G−nx for some x ∈ VNS.
Proof. The proof is now very similar to the proof in the non-super case, with only a





















will be maps Ks → Ks− 12 and Ks → Ks− 32 , respectively.
The remainder of the proof proceeds basically the same as in Theorem 5.25. We
observe that v, w ∈ P 1/2 as well by independence of the spaces. Then one remarks
using (c, α) = 1 that A can only be in P 1/2 if all the exponents δ1, ..., δl and µ1, ..., µm
are zero.
6.4 The Lie algebra of physical states
The Lie algebra in this subsection was first described in [Bor1] and then studied
further in [S1]. It is described here in a slightly different way.
Having defined a new space P i in the N = 1 model, one would be tempted to
define a Lie bracket as we have before, by
[u, v] = u0v
for u, v ∈ P 1/2. However, one should observe that the weight of our elements has
changed from 1 to 1/2. Furthermore, the space P i is defined by extra conditions :
indeed, elements must now be lowest weight vectors for the entirety of the super-
Virasoro algebra. Because of these issues, this bracket is not in general closed, or
even well-defined on the quotient P 1/2/G− 1
2
P 0 anymore. To resolve these issues, we
replace the old Lie bracket by a new Lie bracket :
[u, v] = (G− 1
2
u)0v.
Theorem 6.11. The space P 1/2/G− 1
2
P 0 with the bracket defined above is a Lie alge-
bra.
Proof. We must prove that the bracket is well-defined. Suppose u, v ∈ P 1/2. Lemma
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5.16 does not have an obvious generalization, because the commutator formula be-
tween Y (τ, z1) and Y (u, z) yields
{Y (τ, z1), Y (u, z)} = z−1Y (G− 1
2


















and while all the terms except for the first term disappear, there is nothing we can
do with said first term. Instead, if we replace u with G− 1
2
u, an even element, we see
that only the first two terms remain, and we obtain
[Y (τ, z1), Y (G− 1
2
u, z)] = z−1Y (G2− 1
2









[Y (τ, z1), Y (G− 1
2









u)0] = ((2i)(m+ 1)−m− 1)um.








This implies that [u, v] ∈ P 1/2. Next, suppose u ∈ G− 1
2












Y (u′, z) = 0.
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Therefore, we see that the bracket is well-defined. It remains to prove anticom-
mutativity and the Jacobi identity.
For anticommutativity we once again use skew-symmetry, which results in
Y (G− 1
2
u, z)v = ezL−1Y (v,−z)G− 1
2
u.
Recall that for N = 1 SVOA’s, we have the property
{G− 1
2
, Y (a, z)} = Y (G− 1
2
a, z),
which allows us to rewrite
Y (G− 1
2





Taking residue at z = 0 we see that
[u, v] = (G− 1
2
u)0v = −[v, u] +G− 1
2
x




). The proof that x ∈ P 0 is
essentially the same as in the proof of Theorem 5.17.
Finally, we must prove Jacobi identity, i.e.
[u, [v, w]]− [v, [u,w]] = [[u, v], w] (9)








Here we use u′ = G− 1
2
u and v′ = G− 1
2
v to find



















however (L−1u)0 = 0 hence
[u, [v, w]]− [v, [u,w]] = [[u, v], w]
as desired.
We have defined a bilinear form VL which we now denote (., .)L and a bilinear
form on Fd which we now denote (., .)F . Together they define a bilinear form on VNS
by
(x1 ⊗ y1, x2 ⊗ y2) = (x1, x2)L(y1, y2)F
where x1, x2 ∈ VL and y1, y2 ∈ Fd.
We also extend θ to all of VNS by specifying θ(a(m)) = −a(m). Then we may
repeat the steps taken in Section 5.1 to obtain
Theorem 6.12. Suppose u, v, w ∈ VNS. Then we have
(Y (v, z)u,w) = (u, Y (ezL1(−1)L0z−2L0θ(v), z−1)w).
Proof. There is no substantial difference between the proof of this theorem and the
analogous proofs in Section 5.2. The only additional thing to check is that, in the
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dual module (VNS)








and then use Lemma 6.2.
Lemma 6.13. With respect to (., .), the adjoint of operators Gr for r ∈ Z+ 12 on VNS
is G−r.
Proof. See the proof of Lemma 5.14, replacing only the adjoint of hi(k) with the
adjoint of ai(k).
Most importantly, the following analogue of Corollary 5.15.
Corollary 6.14. Suppose v ∈ P 1/2. Then (G− 1
2
v)∗0 = −(G− 1
2
θ(v))0.
Then it is clear that once again the radical of the bilinear form (., .) is an ideal.
In particular, we now have an analogous theorem ([S1]) :
Theorem 6.15. The quotient gNS of P
1/2 by the radical of the bilinear form (., .) is


















This theorem was proven by counting the dimensions of T (α, c) ∩ P 1/2 and by
manipulation of the characters for VNS.




are always an integer













using the aequatio identica satis abstrusa of Jacobi, used here as in [GOS]. Inserting









6.5 DDF construction in the N=1 model
We have successfully recovered the no-ghost theorem in the N = 1 Neveu-Schwarz
model, however we have yet to exhibit an explicit basis for the states that remain as a
result of the quotient of P 1/2 by the radical of the bilinear form (., .). In this section,
we describe how to construct the transverse DDF operators in the N = 1 model as
introduced in [BF], but in the mathematical framework of Vertex Operator Algebras.
Fix α ∈ L and again choose c ∈ L ⊗ R such that (c, α) = 1 and (c, c) = 0. Then
assume a ∈ L⊗ R satisfies (a, α) = (a, c) = 0. We may consider
Aam = Resz Y (G− 1
2
ã(−1/2)emc, z)
= Resz Y (a(−1)−mã(−1/2) ∧ c̃(−1/2)emc, z)





because ã(−1/2)emc ∈ P 1/2. We also have :




] = m1(a1, a2)δm1+m2c(0)
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Proof. We know from Proposition 5.21 that
[Resz1 Y (a1(−1)em1c, z1),Resz2 Y (a2(−1)em2c, z2)] = m1(a1, a2)δm1+m2c(0),
so we need only prove
[Resz1 Y (a1(−1)em1c, z1),Resz2 Y (−m2ã2(−1/2) ∧ c̃(−1/2)em2c, z2)] = 0
which is easy, and that the commutator of
Resz1 Y (−m1ã1(−1/2) ∧ c̃(−1/2)em1c, z2))
with
Resz2 Y (−m2ã2(−1/2) ∧ c̃(−1/2)em2c, z2)]
is always zero. Following the proof of Proposition 5.21, and using Lemma 6.1 we end
up with having to evaluate
m1m2 Resz1 Resz2(a1, a2)z
−1
2 δ(z1/z2)c̃(z1) ∧ c̃(z2)Y (em1c, z1)Y (em2c, z2)
which creates a term of the form c̃(z) ∧ c̃(z) = 0 by an easy application of Lemma
6.1.
Clearly these operators are not sufficient for the entire spectrum-generating alge-
bra since they only add up to 8 ”bosons”. We need to consider other operators to
find the remaining 8 ”fermions”, which will require explanation. Define
Bar = Resz Y (G− 1
2
c̃(−1/2) ∧ ã(−1/2)c(−1)−1/2erc, z),
for r ∈ 1
2











and then, in turn,
c(z)−1/2 = z1/2(zc(z))−1/2.
Because the element c(−1)−1/2 does not live in S(ĥ−), let us consider a larger






where we quotient out by the ideal generated by elements of the form
h(−m)1/2h(−m)−1/2 − 1
so that we may treat any exponent of 0 as a simplification replacing h(−m)0 with 1.
On this space, we still have the action for n < 0 :
α(n) · v = α(n)v,
but now also for n > 0 :
α(n) · β(m)±1/2 = ±n
2
(α, β)β(n)±1/2−1δm+n
which we extend to all of R(ĥ−) by the product rule.
It is clear by construction that S(ĥ−) ⊂ R(ĥ−). Furthermore, we have :
Proposition 6.18. Given n ∈ Z, the actions of the operators α(n) on S(ĥ−) and
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R(ĥ−) are compatible.
Proof. We only need to verify that for n > 0,
α(n) · β(−n) = n(α, β)
and then the proposition follows from the product rule. Indeed,









This proposition allows us to extend the definitions of Lm and Gr to the entirety
of R(ĥ−) and implies that we may use the chain rule in some sense. We can then add
to Lemma 6.7 :
Lemma 6.19. Given n ∈ Z≥0, r, s ∈ 12 + Z and x ∈ L. Then
[Gr, x(−n)s] = nsx(−n)s−1x̃(−n+ r).
From these results and the facts that (c, c) = (c, a) = 0, we can now see that
c(−1)−1/2ã(−1/2) ∧ c̃(−1/2)erc is a lowest weight vector for the Super Virasoro Al-
gebra of weight 1/2, hence also that
[Gr, B
a
s ] = 0
with a direct computation. We now prove the following lemma :
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Lemma 6.20. Suppose u, v ∈ P 1/2. Then
Resz1,z2{Y (G− 1
2
u, z1), Y (G− 1
2
v, z2)} = Resz1,z2{G− 1
2
, {Y (u, z1), Y (G− 1
2
v, z2)}}
Proof. Use the fact that Y (G− 1
2
u, z1) = {G− 1
2
, Y (u, z1)} and G2− 1
2
= L−1 and rewrite
the left-hand side of the equation.
With this lemma, we can now more easily evaluate the supercommutator of the
operators Bar .








m ] = 0.








c̃(−1/2) ∧ ã(−1/2) ∧ c̃(−3/2)c(−1)−3/2erc.
Let us write T1, T2 and T3 for each of these three terms in order with a = a2, r = r2.
Using the previous Lemma, we first evaluate
Resz1,z2 [Y (c̃(−1/2) ∧ ã1(−1/2)c(−1)−1/2er1c, z1), Y (T1 + T2 + T3, z2)]
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Dealing with each term one at a time :
Resz1,z2 [Y (c̃(−1/2) ∧ ã1(−1/2)c(−1)−1/2er1c, z1), Y (T1, z2)]





1/2Y (er1c, z1)Y (e
r2c, z2)
= Resz(a1, a2)c̃(z)Y (e
(r1+r2)c, z)
= (a1, a2) Resz Y (c̃(−1/2)e(r1+r2)c, z)
Resz1,z2 [Y (c̃(−1/2) ∧ ã1(−1/2)c(−1)−1/2er1c, z1), Y (T2, z2)]
= 0





















 Y (er1c, z1)Y (e
r2c, z2)
= 0
This proves the first assertion. To prove the second assertion, we evaluate




Resz1,z2 [Y (c̃(−1/2)ã1(−1/2)c(−1)−1/2erc, z1), Y (−mã2(−1/2)c̃(−1/2), z2)]
= mResz1,z2{ã1(z), ã2(z)}c̃(z1)c̃(z2)c(z1)−1/2Y (erc, z1)Y (emc, z2)
= m(a1, a2) Resz1,z2 δ(z1/z2)c̃(z1)c̃(z2)c(z1)
−1/2Y (erc, z1)Y (e
mc, z2)
= 0.
Together, these two evaluations show that [Ba1r , A
a2
m ] = 0.
What we have done is define two sets of d−2 operators Aam and Bbr, which commute
with the super Virasoro algebra and satisfy very simple commutation relations, where
the A’s are ”bosons” and the B’s are ”fermions”. In particular, we can evaluate their





Together with the commutation relations, which implies linear independence, and
the multiplicities of gNS (Theorem 6.15), we have now proven :















In particular, these operators provide an explicit basis for the elements of gNS.
Example 6.23. We specialize to the lattice L = E10 = E8 ⊕ II1,1. We may write
an element λ of L as λ = λ′ + mρ + nρ′ where (ρ, ρ′) = −1 and λ′ ∈ E8. Then it is
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clear that (λ, λ) = (λ′, λ′) − 2mn. In particular, the number n induces a grading on





We can use this grading to study gNS to some extent.
If n = 0 then (λ, λ) = (λ′, λ′) ≥ 0 because E8 is positive-definite and equals 0
only if λ = 0. The only elements of P 1/2 in this case are linear combinations of
a1(−1/2), ..., a10(−1/2) and nothing more.
If n = ±1 then (λ, λ) = (λ′, λ′)∓ 2m. In this case we use the previous theorem to
describe the structure of (gNS)λ′ . For any λ
′ ∈ E8 and any m1, ..,mk ∈ Z≥1, r1, ..., rl ∈
1
2
+ Z≥0, there exists m ∈ Z such that
















Example 6.24. We modify the previous example. Let L = E8 ⊕ Zρ ⊕ Zρ′ where
(ρ, ρ′) = −1
2
. Note that L is not an even lattice anymore, yet we may still consider
the space VNS, no longer with a vertex operator superalgebra structure. The no-ghost
theorem still applies, and the operators Aam’s and B
b
r’s still provide an explicit basis
for VNS via Theorem 6.22.
Again write an element λ of L as λ′ + mρ + nρ′, λ′ ∈ E8. We grade gNS in the
same way. In the cases n = ±1, the main difference is that now, (λ, λ) = (λ′, λ′)∓m.
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Therefore, the relation








is satisfied for some m ∈ Z, regardless of whether or not l is odd or even. Therefore,
summing over all m ∈ Z and λ′ ∈ E8 we then have
(gNS)±1 ' VE8 ⊗ F8,
linearly.
6.6 Semi-infinite cohomology in N = 1, continued
We continue what we first developed in section 4.3, once again a review of [LZ1]. For
κ = 1
2
we take V 1
2
= VNS. For κ = 0, replace Â with
Â = A⊗ C[t, t−1]⊕ Cc.
The main difference is that we now consider integer powers of t. Once again let
Fd = Λ(Â
−).
However, this time let R = Spin(9, 1) be the spinor representation for






VRam = VL ⊗R⊗ Fd.
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Cr,s = {v ∈ C
∞
2
+∗(gκ, Vκ), Uv = rv, θ(L0)v = −sv}.
It is clear that d : Cr,s → Cr+1,s. In [LZ1], they went through a great deal of effort
to obtain the following proposition :
Proposition 6.25. There exists a bilinear form 〈., .〉C on C
∞
2
+∗(gκ, Vκ) which is non-










Br = {v ∈ Cr, b(0)v = 0} for κ = 1
2
= {v ∈ Cr, b(0)v = β(0)v = 0} for κ = 0
Crrel = {v ∈ Br, θ(L0)v = 0} for κ =
1
2
= {v ∈ Br, θ(L0)v = θ(G0)v = 0} for κ = 0.
This now defines a relative chain complex, which also results in cohomology groups





Then, [LZ1] dedicates en entire section to prove the following theorem, which we
adjust here to our different choice of qF , :
Theorem 6.26. Suppose λ 6= 0. Then Hnrel = 0 unless n = 1.
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With this theorem, as in [FGZ], they are able to compute multiplicities of these
relative cohomology groups and they found :



























Furthermore, they also recover the no-ghost theorem in this case, i.e. that H1rel(λ)
is positive definite. Just as in the previous section, this indicates that, for κ = 1
2
, the
relative cohomology groups should match with gNS. We may once again define a map
T : P 1/2 → H1rel, T (v) = v ⊗ c(1)
In [LZ1], Theorem 2.20, they show that this map is a unitary isomorphism. Therefore,
we see that BRST cohomology provides yet another way to study gNS and also reveals
an additional space for κ = 0.
Remark 6.28. A natural question whether or not the Lie algebra structure in N = 1
can be extended to include κ = 0? The answer to this question is yes. A Lie
superalgebra was obtained by Scheithauer in [S2]. A Lie superalgebra structure on
H1 (not relative cohomology) was also obtained by Lian, Moore and Zuckerman in
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the unpublished paper [LMZ]. Both of these results were achieved by ”bosonization”
of the fermions and the inclusion of an additional operator known as the ”picture
changing” operator. Because of this bosonization procedure, the structure presented
in these papers appears very different from the one that appears in this document
and therefore we do not include it here. Note that the same techniques can also be
used in N = 2 as done in [Ku], although the more traditional techniques that we use
here in the next chapter will provide us with plenty to examine.
7 The N=2 Lie algebra of physical states
7.1 No-ghost theorem in the N=2 model
So far we have only considered cases where L is a Lorentzian lattice. Due to the
unique structure of the N = 2 superconformal algebra, we will now consider cases
where the signature of L is (l, l), i.e.,
L⊗ R = L+ ⊕ L−
where L+ and L− are isotropic subspaces of dimension l. Then we may choose basis
elements h+i , h
−
i of L
+, L− as before. We replace the definition of P i with
P i,j = {v ∈ VNS|L0v = iv, J0v = jv,G±n− 1
2
v = Jnv = 0 for all n > 0}.
We may refer to the eigenvalues of J0 as charge. Again fix α 6= 0 ∈ L. In this section,
we will attempt to describe P 0,0(α) for l = 2. If (α, α) = 0 then it is easy to check that
P 0,0(α) = Ceα therefore we may assume (α, α) < 0. In this case, write α = α+ − α−
where (α+, α+) = (α−, α−) = 0 and (α+, α−) > 0. Choose β+ ∈ L+ and β− ∈ L−
such that (β+, α) = (β−, α) = 0 and (β+, β−) = (α+, α−).
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: α̃+(r) ∧ α̃−(n− r) : + : β̃+(r) ∧ β̃−(n− r) :
for k such that k(α+, α−) = 1. This description of Jn is valid because Jn does not
depend on the choice of dual bases for L.
We now adapt Lemma 5.22 in this setting, following a similar approach to [Bi] :





, µ±1 , ..., µ
±
m± ∈ Z≥0 and
ε±1 , ..., ε
±
k±
, δ±1 , ..., δ
±
l±





























where all +’ses appear before −’ses, is a basis for (VNS)α.
Proof. Write v = peα ∈ (VNS)α. We first prove that v can be written as a linear
combination of elements of the form in (10). Because α±, β± is a basis for L ⊗ R,
we may assume that p is a monomial in terms of the form in (10), but with some
additional powers of α±(−n), α̃±(−s) at the front. Let M be the L0-degree of p and
N be the number of non-zero exponents in this monomial. The proof proceeds by
double induction on M first and N . The case M = 0 is trivial. We explain how the
inductive step proceeds before we deal with the base case N = 1.
If p = α±(−n)q or α̃±(−s)q for some q then by induction hypothesis (on M) q is
a linear combination of terms of the form in (10). We may then assume q is again a
monomial of the form in (10). Commuting α±(−n) or α̃±(−s) with q will lead in new
terms in two ways : some where a power of α±(−n) or α̃±(−s) no longer leads the
monomial, and some where they still lead the monomial but N decreases. In both
cases we may still apply induction on N to complete the proof. The only scenario in
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which we do not have an inductive step is when N = 1.
In other words, we need to show that α±(−n)eα or α̃±(−s)eα can be written as a
linear combination of elements in (10). Observe that
α̃±(−s)eα = G±−seα,
therefore terms of this type are accounted for. For α±(−n)eα however, the situation
is slightly more complicated. We perform the proof for α+(−n)eα for simplicity, and












α = nα+(−n)eα +
∑
1/2≤r<n






α̃+(−r) ∧ α̃−(−n+ r)eα + β̃+(−r) ∧ β̃−(−n+ r)eα.
Consequently, we can solve for α+(−n)eα in terms of other terms of the form in (10).
This completes the case N = 1 and in general proves that the terms (10) form a
spanning set for (VNS)α.
To see why they form a basis, count the dimension of (VNS)α at a fixed weight M
using the definition and observe that it matches the number of elements of the form
in (10), and since they form a spanning set they must also form a basis.
Lemma 7.2. Let l = 2 and fix α, β. Let N r,s denote the span of all elements v of





















maps N0,0 → N−1/2,1, N0,0 → N−1/2,−1 and N0,0 → N1,0.
Proof. Let u be an element of N r,s. Then we may write









, J−1 generate the lower part of the N = 2 su-
perconformal algebra. We may evaluate L0x = L0y = −1/2x, L0z = −z and
J0x = −x, J0y = y, J0z = 0. The proof is essentially multiple computations as in
the N = 0 and N = 1 cases.









































































































indeed maps G+− 1
2
x to an element of
N1,0. Observe that these computations required specific values of L0 and J0. The
computation for G−− 1
2






























































= z + other terms in N1,0










maps J−1z into N
1,0 if
and only if c
3
− 2 = 0, or equivalently c = 6. This happens for l = 2, as assumed.
We are now ready for the N = 2 version of no-ghost theorem.
Theorem 7.3. Suppose u ∈ P 0,0(α) and L is an even lattice of signature (2, 2). Then
u = v+w where v ∈ span(eα)∩P 0,0(α) and w ∈ P 0,0 is a linear combination of terms
G±−nx and J−nx for some x’s in VNS.
Proof. The proof proceeds as in Theorem 5.25, where we replace Ks with the subspace




























map Ks → Ks−1/2 and Ks → Ks−1.
Therefore, we can write u = v + w where v ∈ K0 and w ∈ N0,0. Then using the
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previous lemma we find that if u ∈ P 0,0 then so are v, w. It remains only to prove













Then given v an element of V , it is clear that each monomial in its linear com-
bination has the same L0-weight. Given a list of these terms, one may order them
in such a way that a term is ”greater” than another if the exponent on the highest
number k ∈ 1
2
Z for which β±(−k) or β̃±(−k) have different exponents is greater,
giving preference to + over −.





and J1, we see that from the maximal term we can create a non-zero term that cannot
be attained by any lower ones. However there are two special cases where this is not
possible : first the one with maximal terms which contain x = β̃+(−r)∧β̃−(−1/2). In
this case there is no way to create a term that cannot be attained by any other term.
By applying J1, there may be other terms, which are no longer maximal, which will
contain y = β̃−(−3/2)∧ β̃+(−r− 1) which may produce the same result. In this case
observe that L1x = −L1y + ... but J1x = J1y + ..., which induces a small system of
equation on the resulting non-zero term where the only solution is the trivial solution.
Therefore, this first special case is not possible. The second special cases is the same
but with + and − swapped, and can be dealt with similarly.
Therefore, we conclude that the only possible term is eα itself hence K0 =
span (eα) ∩ P 0,0(α).
The bilinear form (., .) is defined in the exact same way and its radical is still an
ideal. Let g
(2)
NS be the quotient of P
0,0 by the radical of the bilinear form (., .). For
now, we can say the following :
Corollary 7.4. The vector space g
(2)
NS is isomorphic to span{eα|(α, α) = 0}.
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Proof. From the previous theorem, every u = v + w where w lies in the radical and
the options for v are very limited.
Example 7.5. Consider the case where L = II2,2. All even indefinite unimodular
lattices are unique up to isomorphism, therefore L ' II1,1 ⊕ II1,1. We may then









0 and (ρi, ρ
′
j) = δi,j. Suppose then that λ ∈ L satisfy (λ, λ) = 0. Then write
λ = m1ρ1 −m2ρ2 + n1ρ′1 + n2ρ′2.
From (λ, λ) = 0 we then find the condition m1n1 −m2n2 = 0. We may then think of





Given two 2 × 2 matrices A = [aij], B = [bij] of determinant 0 representing two
elements λ1, λ2, we recover (λ1, λ2) from the quadratic form det(λ) with the formula
a11b22 + b11a22 − a12b21 − a21b12 = det(A+B)− det(A)− det(B).
7.2 The N=2 Lie algebra of physical states
Once again we consider the space P 0,0 of lowest weight vectors for the N = 2 super-
conformal algebra with energy and charge 0. Define a Lie bracket on P 0,0 by







Remark 7.6. There is another option for the Lie bracket, but it does not provide
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anything new, indeed, we may define













and then by taking residues we have [u, v]′ = −[u, v].











































u)0 commutes with the action of the N = 2 superconformal
algebra if and only if i = j = 0.
Proof. Recall the commutator formula for an SVOA :





Y (Y (x, z0)y, z2). (12)




u. It is enough to verify
105
the following table :






















τ+n y = 0 for n ≥ 2




















































jny = 0 for n ≥ 2
and then apply the standard techniques presented before to find the coefficients of
the commutator formula.
Theorem 7.8. The space










,1) ∩ P 0,0
with bracket defined above is a Lie algebra.
Proof. From the previous Lemma, we see that the Lie bracket of two elements of
P 0,0 is once again an element of P 0,0, because i = j = 0. Furthermore, because
(G±− 1
2
)2 = 0, and replacing [u, v] with [u, v]′ where needed, we see that brackets with
elements of the quotient are all trivial. Therefore, the Lie bracket is well-defined.
As in N = 1, Jacobi identity for Lie algebra follows from Jacobi identity for
SVOAs, here because all elements are even elements.












Observe that we still have in vertex operator superalgebras the properties
{G+− 1
2






, Y (u, z)} = Y (G−− 1
2
u, z),



























Taking residues, we find





for some x, y. Therefore, we have
[u, v] = [v, u]′ = −[v, u]
in the quotient.
This Lie algebra structure is also inherited by g
(2)
NS, for which we have the following
more concrete description (continuing from Corollary 7.4) :
Corollary 7.9. The vector space g
(2)




(α+, β−)ε(α, β)eα+β if (α, β) = 0
0 if (α, β) 6= 0
where α = α+ + α−, β = β+ + β− ∈ L = L+ ⊕ L− and (α, α) = (β, β) = 0.
Proof. If (α, β) 6= 0 then [eα, eβ] ∈ (VNS)α+β∩P 0,0 which are all null states by no-ghost
theorem because then (α + β, α + β) 6= 0. Therefore we can assume (α, β) = 0 and
the result follows from a straight computation using residues of vertex operators.
We specialize to L = II2,2 = Zρ1 ⊕ Zρ2 ⊕ Zρ′1 ⊕ Zρ′2 = L+ ⊕ L− with (ρi, ρj) =
(ρ′i, ρ
′
j) = 0 and (ρi, ρ
′
j) = δi,j. For α ∈ L, write





For each non-zero r = p
q
∈ Q, where p, q are relatively prime and q > 0, define
ur = (p, 0, 0, q), vr = (0,−p, q, 0).
It is clear that (ur, ur) = (vr, vr) = (ur, vr) = 0 hence also
(mur + nvr, kur + lvr) = 0.
However, (u+r , v
−




r ) = −pq therefore
((mur + nvr)
+, (kur + lvr)
−) = (ml − nk)pq.
which results in the Lie bracket with a proper choice of cocycle ε(ur, vr),
[emur+nvr , ekur+lvr ] = (ml − nk)pqe(m+k)uq+(n+l)vq . (13)
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Before we proceed further, let us clarify how this cocycle is chosen. Denote the
elements h1 = (1, 0, 0, 0), h2 = (0, 0, 0, 1), h3 = (0, 1, 0, 0), h4 = (0, 0, 1, 0). Then define
ε(hi, hj) = 1 for i ≤ j and (−1)(hi,hj) for j < i. Extend this definition bilinearly (with
multiplication in Z/2Z). By remark 5.1.1 in [FLM], ε(., .) is a 2-cocycle and it clearly
satisfies ε(ur, vr) = 1.
Next, note that if r 6= r′ then (ur, ur′) = (u+r , u−r′) = (vr, vr′) = (v+r , v
−
r′) = 0
however (ur, vr′) = pq
′ − qp′ 6= 0 and (vr, ur′) = −pq′ + qp′. In particular,
(mur + nvr, kur′ + lvr′) = (ml − nk)(pq′ − qp′).








′)− nk(pq′) = ml(pq′)−ml(pq′) = 0,
which results in the Lie bracket
[emur+nvr , ekur′+lvr′ ] = 0. (14)
Now suppose that α = (a, b, c, d) ∈ L satisfies (α, α) = 0. Then there are three
possibilities. Either a = b = 0, c = d = 0 or neither of these happen. In the first two
cases, we then have that either α+ = 0 or α− = 0 and then it is clear that eα lies
in the center of g
(2)
NS. Therefore, let us consider the third possibility. In this case, to
have (α, α) = 0 we either have ad 6= 0 or bc 6= 0. If both ad and bc are non-zero then
the condition ac + bd = 0 implies that a/d = −b/c. Therefore, we find that α is a
linear combination with integer coefficients of ur, vr for some unique r given by a/d
or −b/c, whichever is defined.
We have now proven the following :
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Theorem 7.10. If L = II2,2, the structure of g
(2)








where Ar = span{emur+nvr} for r ∈ Q× is the Lie algebra generated by e±ur , e±vr with
Lie bracket
[emur+nvr , ekur+lvr ] = (ml − nk)pqe(m+k)uq+(n+l)vq ,
each of these subalgebras commute with each other and
A0 = span{eλ, λ+ = 0, λ− 6= 0}, A∞ = span{eλ, λ− = 0, λ+ 6= 0}.
We return to Example 7.5, where we realized λ ∈ II2,2 with (λ, λ) = 0 as a matrix




 , λ+ =
m1 0
m2 0












We discuss two different actions of the group SL(2,Z) on these matrices. Given
a matrix M =
a b
c d
 ∈ SL(2,Z) and matrices λ, λ1, λ2 of determinant 0, it is clear
that Mλ and λM t are once again matrices of determinant 0. Therefore, from the
formula for the bilinear form in Example 7.5, we have
(Mλ1,Mλ2) = (λ1M
t, λ2M










We will examine the left action first.
(Mλ1)
+ =
aa1 + ba3 0
ca1 + da3 0
 , (Mλ2)− =
0 ab2 + bb4
0 cb2 + db4
 .
From there, we see that
((Mλ1)
+, (Mλ2)
−) = (ad− bc)a1b4 − (ad− bc)(b2a3) = a1b4 − b2a3 = (λ+1 , λ−2 ).
Therefore, the left action of SL(2,Z) on II2,2 lifts to an isomorphism in g(2)NS. Fur-
thermore, using generators S, T of SL(2,Z), we see that each preserve the subspaces
Ar, r ∈ Q ∪∞.









ap+ bq cp+ dq
0 0
 = ur′
for r′ = ap+bq
cp+dq
. Similarly, vrM
t = vr′ . In this case, it is not true that
((λ1M
t)+, (λ2M
t)−) = (λ+1 , λ
−




Then r′ = −1, however (u+1 , u−1 ) = 1 but (u+−1, u−−1) = −1.
Recall the well-known action of SL(2,Z) on C given by
a b
c d




If z = r = p
q







We then see that these two actions match and we know it to be transitive on Q.
We have therefore proven :
Proposition 7.11. Each left action of SL(2,Z) on II2,2 lifts to an isomorphism in
g
(2)
NS which preserves each Ar, r ∈ Q ∪ ∞. Each right action of SL(2,Z) on II2,2
induces vector space isomorphisms Ar ' Ar′ for r, r′ ∈ Q.
One may note however that Ar ' Ar′ whenever r, r′ ∈ Q× as Lie algebras, however
this isomorphism requires rescaling of the basis elements and therefore does not appear
to be the natural extension of the right action of SL(2,Z) on II2,2.
Because g
(2)
NS is defined as a quotient of P̃
0,0, it is not a subalgebra of P̃ 0,0. However,
we still have the following :
Proposition 7.12. Suppose r ∈ Q ∪∞. Then each Ar also exists as a subalgebra of
P̃ 0,0 in the obvious way.
Proof. Examine the proof of Corollary 7.10 and observe that the quotient is not
needed to study each Ar.
7.3 Lower bound for multiplicities of the Lie algebra of phys-
ical states in N = 2
We may attempt to imitate the DDF construction from the N = 0 and N = 1 cases in
N = 2. Unfortunately we do not obtain a perfect analogy and there is no spectrum-
generating algebra for g
(2)
NS. However, we may still say something about P̃
0,0. Fix
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α 6= 0 ∈ L and assume (α, α) < 0. Then we write
α = α+ + α−
where α+ ∈ L+ and α− ∈ L−. As before, we have the Lemma :
Lemma 7.13. Suppose (α, α) < 0. There exists c = c+ + c− ∈ L+ ⊕ L− such that
(c, c) = 0 and (c+, α) = (c−, α) = −1/2. In particular, (c, α) = −1.
Proof. Let k = −(α, α). Choose h+, h− ∈ L+, L− such that (h+, α) = (h−, α) = 0







+ h+ + h−
satisfies all the desired properties.
Although ec is not an element of VNS in general (because c is not an element of
L), we may think of it as an element of some larger space W which contains VNS,
















Because L is even, there exists a number M such that (α −Mc, α −Mc) = 0. It is






These elements lie in P̃ 0,0(α) for λ1m1 + ...+ λkmk = M . There will then be
p(−(α, α)/2)
such elements, and we prove that they are linearly independent.






Proof. First, observe that all Am’s commute with each other, but also that they
commute with any (super)polynomial in c+, c− that would be generated by applying
Am to e
α−Mc. Therefore, each of these operators Am’s is essentially multiplication by
a specific (super)polynomial on eα−Mc, with the added effect of replacing eα−Mc with
eα−Mc+mc. Let us examine these polynomials for a moment.
Fix Am for now. Then





Using definition of vertex operators, we see that (mc, α−Mc) = −m induces a power
z−m in the computation and there are no power of z originating from c+(0) − c−(0)
because (c+ − c−, α) = 0. In particular, this results in a term of the form c+(−m)−
c−(−m) in the corresponding polynomial, among other terms.






will contain a term of the form
(c+(−m1)− c−(m1))λ1 ...(c+(−mk)− c−(mk))λk .
and other complicated terms, which we ignore. By a maximality argument, we then
see that terms of the form Aλ1m1 ...A
λk
mk
eα−Mc are linearly independent in VNS. Further-
more, they are also linearly independent in P̃ 0,0.
From this proposition, we then obtain the following corollary :
Corollary 7.15. Suppose α ∈ L. Then dim P̃ 0,0(α) ≥ p(−(α, α)/2).
Unfortunately, due to the complexity of the ideal it appears difficult to find exact
multiplicities for P̃ 0,0.
8 Jacobi forms and Borcherds products
The main goal of this section is to describe the technique developed by Borcherds in
[Bor4] and [Bor5] known as Borcherds products. We will use these techniques to study
the characters of the fake monster Lie algebra that we described in section 5 from a
different perspective. We simplify much of the statements and theorems from [Bor5]
in the process, because we do not need to work with lattices that are not self-dual.
8.1 Niemeier lattices
Definition 8.1. Let L be an integer-valued lattice and x1, ..., xn be a Z-basis for
L. Then we say L is unimodular if the determinant of the matrix (aij)
n
i,j=1 where
aij = (xi, xj) is 1 or −1.
Lemma 8.2. An integer-valued lattice is unimodular if and only if it is self-dual.
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Proof. Because the lattice is integer-valued, it is clear that L ⊆ L∗. Let G = (aij)ni,j=1
as in the definition. Suppose x1, ..., xn is a basis for L and y1, ..., yn is a dual basis




sikyk. We also have yi =
n∑
k=1
tikxk, but the tik’s may not be integers.
Therefore,
det(S−1) det(G) = det(S−1G) = det((xi, yj))
n
i,j=1 = 1.
If L is unimodular then det(G) = ±1 by assumption and then det(S−1) = ±1 as well,
hence the entries of S−1 are also integers and L is self-dual. If L is self-dual then the
entries of S−1 are integers hence det(S−1) = ±1 hence det(G) = ±1.
Consider the lattice
IIm,n = {(a1, ..., am+n|ai ∈ Z} ∪ {ai, ..., am+n|ai ∈ Z + 1/2}
with inner product inherited from Zm,n. It is a simple exercise to show that IIm,n is
unimodular if and only if m− n is divisible by 8.
Theorem 8.3. Suppose L is an even unimodular lattice of signature (m,n) with
m,n ≥ 1. Then (m− n) is divisible by 8 and L ' IIm,n.
We will need the following classification theorem from [Ni] :
Theorem 8.4. There are exactly 24 positive-definite unimodular even lattice of rank
24. They are known as Niemeier lattices.
For a lattice L, denote by R(L) the set of all elements of L of square length 2. We
call R(L) the root system of L. Niemeier lattices have been classified by their root
116
systems. Indeed, we have :
































If L is a Niemeier lattice, then L⊕II1,1 is a unimodular lattice of signature (25, 1)
and therefore isomorphic to II25,1. Conversely, suppose ρ is an isotropic element
of II25,1. Because II25,1 is self-dual, there exists an element ρ
′ ∈ II25,1 such that
(ρ, ρ′) = 1. We may choose ρ′ to be isotropic by adding a suitable multiple of ρ to ρ′.
Then the Gram matrix of II25,1 can be written as
A 0
0 J




A is the Gram matrix of the lattice ρ⊥/ρ. In particular, ρ⊥/ρ is a positive-definite
unimodular even lattice of rank 24, hence a Niemeier lattice. We conclude :
Proposition 8.5. Up to automorphisms of II25,1, there are 24 orbits of isotropic
vectors ρ ∈ II25,1. In particular, these orbits are in a bijective correspondence with
the Niemeier lattices via the map ρ→ ρ⊥/ρ.
8.2 Jacobi forms and Hecke operators
Let H be the upper-half space and L a positive definite unimodular lattice. From
now on, we will use the notation e(x) = exp(2πix) for brevity when applicable.
Definition 8.6. Let k ∈ 1
2
Z. A function f : H → C is called a modular form of
weight k for SL2(Z) if
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2. f is holomorphic on H.
3. f is holomorphic at the cusp ∞.
We say that f is nearly holomorphic if it has a pole of finite order at ∞.
The main example of a nearly holomorphic modular form that will interest us is
the negative 24th power of the Dedekind eta function. Write
∆(τ) = η−24(τ) = e−2πiτ
∞∏
n=1




where c(n) ∈ Z. Then ∆(τ) is a nearly holomorphic modular form of weight 12.
Definition 8.7. A Jacobi form of weight k ∈ Z and index m ∈ N for L is a function

















φ(τ, z + λτ + µ) = exp(−πim((λ, λ)τ + 2(λ, z)))φ(τ, z)
for any A =
a b
c d





f(n, l) exp(2πi(nτ + (l, z))).
If n ≥ 0 then φ is said to be weak. If 2mn−(l, l) ≥ 0 then φ is said to be holomorphic
and if 2mn − (l, l) > 0 then φ said to be cusp. Furthermore, we say φ is weakly
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holomorphic if it is weak and holomorphic.
The following was proven in [G1], which provides a way of defining a modular
form from a Jacobi form and vice-versa.
Lemma 8.8. [G1] Suppose φ is a holomorphic Jacobi form of weight k ∈ Z and index
1 and with Fourier expansion as in the definition. Then the coefficients f(n, l) of φ










e(τ(λ, λ)/2 + (λ, z)),





with f(r) = f(r, 0).
Proof. We only prove the first claim. The remaining claims are fairly lengthy, but
straightforward computations. Using the property
φ(τ, z + λτ) = exp(−πim((λ, λ)τ + 2(λ, z)))φ(τ, z),




f(n, l)e(τ(n+ (λ, l) + (λ, λ)/2) + (λ+ l, z)).
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Therefore, by comparing the terms of the series we find
f(n, l) = f(n+ (λ, l) + (λ, λ)/2, l + λ).
If we specialize to λ = −l we then obtain
f(n, l) = f(n− (λ, λ)/2, 0),
which proves the first claim.
We will need to know about Hecke operators in this context. The idea of using
Hecke operators on characters of affine Lie algebras first appeared in [FF] but we will
follow the definitions from [EZ]. If φ is a Jacobi form of weight k and index m, we





















where M2(Z) is the set of 2 × 2 matrices with coefficients in Z. Tl is a Hecke
operator of type Vl from [EZ], with which they have shown the following (originally
from [FF] in a different form) :
Proposition 8.9. Suppose φ is a Jacobi form of weight k and index m. Then
φ|Tl(τ, z) is a Jacobi form of weight k and index ml.
and the theorem :
Theorem 8.10. Suppose L = Z and φ is a Jacobi form of weight k and index m
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such that φ =
∑
n,r















We will use these results later.
Remark 8.11. Up to this point we have stated all our results for positive-definite
lattices or lattices of signature (d − 1, 1). However from now on we will use the
equivalent statements for negative definite lattices and lattices of signature (1, d− 1).
The author believes that it is more natural to work with positive-definite lattices
in the more physical and algebraic setting. However the literature in the context of
Jacobi form and Borcherds products is more consistent with negative-definite lattices.
This is a trivial change however, because every appearance of the bilinear form (., .)
may be replaced with −(., .) to switch from one setting to the other.
Now, we denote q(λ) = λ2/2 = (λ, λ)/2 for brevity. Let M = II1,25⊕ II1,1. Write
an element of M in the form (λ,m, n) with square norm λ2 − 2mn. Then we let
z = (0, 0, 1) and z′ = (0,−1, 0) (so that (z, z′) = 1). Also, we write K = II1,25.
The complex upper-half space can be generalized in the following way, based on
pages 46-47 from [Bor5] : let Dn = {Z = X + iY ∈ K ⊗ C, q(Y ) > 0}. Consider the
set
N = {[ZM ] ∈ P (M ⊗ C)); (ZM , ZM) = 0}
where ZM ∈M ⊗ C and P (M ⊗ C) is the projective space of M ⊗ C. Then we have
the subset
N ′ = {[ZM ] ∈ N, (ZM , ZM) > 0}
Let P be the connected component of N ′ of the identity under the action of O(M).
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In particular, if Z ∈ Dn, we have a biholomorphic map
Z → ZM = (Z, 1,−q(Z)) ∈ N ′
We define Hn to be the component of Dn mapped into P . In particular, given an
automorphic form ψM on P we can define automorphic form ψz on Hn in the following
way :
ψZ(Z) = ψM(ZM) = ψM((Z, 1,−q(Z))).
Finally, if Z = X + iY ∈ Hl, we write
XM = (X, 1, q(Y )− q(X))
YM = (Y, 0,−(X, Y ))
We think of XM , YM as an oriented base for v a 2-dimensional positive subspace of
M .
Because M has signature (2, 26), choose v to be some 2-dimensional positive def-
inite subspace of M . We denote by v⊥ the orthogonal complement of v. Given
λ ∈ M ⊗ R we now have a decomposition λ = λv + λv⊥ . Let w = v ∩ (zv)⊥ and
w⊥ = v⊥ ∩ (zv⊥)⊥. We also have a decomposition
M ⊗ R = w ⊕ Rzv ⊕ w⊥ ⊕ Rzv⊥ .
We have a special element
















ΘQ(τ, u; r, t) =
∑
λ∈Q
e(τq((λ+ t)u) + τq((λ+ t)u⊥)− (λ+ t/2, r))
where r, t ∈ Q ⊗ R and u is a b+-dimensional positive-definite subspace of Q. If
r = t = 0, we will simply write ΘQ(τ, u). We will consider ΘM(τ, v) where v is as
before and ΘK(τ, w, r, t) where w is a one-dimensional positive definite subspace of
K.
Next, let F be a modular form of weight 1− b−/2 and we consider the integral
ΦM(v, F ) =
∫
SL2(Z)/H
ΘM(τ ; v)F (τ)y
−1dxdy
This integral does not in general converge and must be regularized. An examination of
the singularities of ΦM(v, F ) reveals that they are all logarithmic. Borcherds proved
the following theorem in [Bor5], which we simplify here for our purposes :
Theorem 8.12. With all the notation we have set up, there exists a meromorphic
function ΦM(ZM , F ), ZM ∈ P with the following properties :
1. ΦM is an automorphic form of weight 1/2 for O(M).
2. log |ΨZ(Z, F )| = −ΦM (ZM ,F )4 −
1
2
(log |YM | + Γ′(1)/2 + log
√
2π) where Γ′(1) =
lim
n→∞
(log(n)− 1/1− 1/2− ...− 1/n) is also known as Euler’s constant.
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The proof of this theorem in [Bor5] is done in a more general setting, which intro-
duces a lot of complexity. However, in our setting much of the complexity disappears
and the lemmas and computations become easier to follow. The remainder of this
section is dedicated to the proof of this theorem in this simplified setting, which may
be skipped, as well as important examples.
8.3 Reduction to smaller lattice
We first state an important theorem about theta functions.
Theorem 8.13. [Bor5], Theorem 4.1 Let Q be any lattice of signature (b+, b−) and
u a b+ dimensional positive definite subspace of N . Then
ΘQ((aτ + b)/(cτ + d), u; aα + bβ, cα + dβ)
= (cτ + d)b
+/2(cτ + d)b
−/2ΘQ(τ, u;α, β).
Proof. It is enough to check this relation for the two generators T, S of SL2(Z), but
it is trivial for T . Therefore, we prove that













e((−1/τ)q((λ+ α)u) + (−1/τ)q((λ+ α)u⊥)− (λ+ α/2, β))
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is
e(τq((λ+ β)u) + τq((λ+ β)u⊥)− (x+ β/2, α))
and the proof follows by the Poisson summation formula.
As stated before, Φ must be regularized. We achieve this in the following way.
Let
F∞ = {τ ∈ C||τ | ≥ 1, |Re τ | ≤ 1/2}
be the usual fundamental domain for SL2(Z). Then define
Fw = {τ ∈ F∞, Im(τ) ≤ w}.
It is clear that lim
w→∞








as a function of s, which can be analytically continued to a function for all complex
numbers s. Then we define ΦM(v, F ) to be the constant term of the Laurent expansion
of this analytic continuation at s = 0.
Similarly, we also define ΦK(v, F ) to be the constant term of the Laurent expansion







Because we are integrating over a fundamental domain, we should check that the
integral does not depend on the choice of fundamental domain. We verify this for ΦM
and the proof for ΦK is similar.
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Proposition 8.14. Suppose γ ∈ Γ. Then












 ∈ SL2(Z). We do the latter. We know that
F (γτ) = (cτ + d)−12F (τ)
and that =(γτ) = y|cτ+d|2 and we also know how ΘM transforms by Theorem 8.13.
Therefore, we obtain
ΘM(γτ, v)F (γτ)=(γτ)
= (cτ + d)(cτ + d)13ΘM(τ, v)(cτ + d)
−12F (τ)y/|cτ + d|2
= ΘM(τ, v)F (τ)y
and the second statement follows from a standard fact on hyperbolic measure.
We next proceed with important lemmas and theorems.











−|(λ, z)τ + d|
2
4iyz2v




















So it is enough to compute the fourier transform of the functions g(λ, v; d). Since
they are very close to Gaussian functions, this is straightforward and results in






d(λ, zv − zv⊥)
2z2v




Which proves the result once we substitute ĝ back in.
We use this lemma to prove the following crucial theorem :



































′, z)τ + d|2
4iyz2v
− d(λK + cz





Because (λK − cµ)w = (λK + cz′)w and (λK − cµ)w⊥ = (λK + cz′)w⊥ , it is enough to
check that
−|(λK + cz
′, z)τ + d|2
4iyz2v
− d(λK + cz
′, zv − zv⊥)
2z2v
= −|cτ + d|
2
4iyz2v
− (λK − cµ/2, dµ)
We can easily see that the first term on each sides are equal, because (λK , z) = 0 and
(z′, z) = 1. So it remains to check that
−d(λK + cz
′, zv − zv⊥)
2z2v
= −(λK − cµ/2, dµ)
which is a straightforward check from the definition of µ and the fact that z2v = −z2v⊥ ,
i.e.
− (λK − cµ/2, dµ)


















= −d(λK + cz
′, zv − zv⊥)
2z2v
as desired.

























































































The last equality follows from transformation relations of =(τ),ΘK and F (τ) = η−24.
We now use the so-called ”unfolding trick”, replacing the fundamental domain with















F (τ)ΘK(τ, w;−nµ, 0)
dxdy
y3/2+s
which is the desired result.
With the help of Theorem 8.16 we can now relate ΦM to ΦK :
Theorem 8.18. ([Bru], Theorem 2.15, [Bor5], Theorem 7.1) With the notation of
this section, ΦM(v, F ) is given by the constant term of the Laurent expansion at s = 0
















Proof. By Theorem 8.16,
∫
F∞


















The term when c = d = 0 corresponds exactly to 1√
2z2v
ΦK(w,F ). By Lemma 8.17 on















F (τ)ΘK(τ, w;nµ, 0)
dxdy
y3/2+s
And the result of the theorem is obtained by inserting the definition of F (τ) and
ΘK(τ, w) and carrying the integral over dx. Indeed, recall that if τ = x+ iy,
ΘK(τ, w;nµ, 0) =
∑
λ∈K













Inserting these sums into the expression and integrating over x we see that the only
term that survives is when k = q(λ) (equality because we are inserting the complex
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as desired. For example, one such simplification is e(iyq(λw)− iyq(λw⊥) with e(iky)
to result in exp(−2πyλ2w).
8.4 Lorentzian lattices
The previous section shows how to reduce the computations to a smaller lattice. In
our cases of interest, the theorem relates ΦM to ΦK , and K is a Lorentzian lattice.
However, it does not say anything about how to compute ΦK itself. This section is
dedicated to this solving this problem.
The main theorem is :
Theorem 8.19. Suppose K is Lorentzian. Then there exists a vector ρ(K,W,F )
(which can be constructed) such that
ΦK(w,F ) = 8
√
2π(w, ρ(K,W,F ))
where w is a unit vector representing w and W is a Weyl chamber (i.e. connected
components of points over which ΦK(w,F ) is real analytic).
One needs to prove Theorem 8.18 again for ΦK to relate it to ΦL where L = N
−
is the negative-definite version of a Niemeier lattice (i.e. the same underlying abelian
group but replacing the bilinear form (., .) with −(., .)). Now, N− can be obtained
from x⊥/x for some x ∈ II1,25. So we shall use this vector as our new z for this
section (where the previous z does not appear). We shall also choose z′ ∈ II1,25 to
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be an isotropic vector such that (z, z′) = 1. We write elements of II1,25 as (λ,m, n)
with norm λ2 − 2mn where λ ∈ N−. As before, we have a decomposition,
K ⊗ R = u⊗ Rzw ⊕ u⊥ ⊕ Rzv⊥
however u = w ∩ (zw)⊥ = 0. As a result, λu = 0 for all λ ∈ L which simplifies
everything dramatically ; indeed, because N is negative-definite, ΦL(u, F ) can no
longer depend on u hence is constant and thus there is no need for further reduction.
We obtain the following equivalent result :
Theorem 8.20. With the notation of this section, ΦK(w,F ) is given by the constant















To go further in these computations, we require the following lemma :



































= 2π2((λ, µ)2 − (λ, µ) + 1
6
)
Using the fact that both λ and −λ appear in L we can rewrite ΦK(w,F ) as
1√
2|zw|





c(λ2/2)((λ, µ)2 − (λ, µ) + 1
6
)
The sum is finite because only finitely many λ ∈ L satisfy c(λ2/2) 6= 0, since L is
negative definite.
Before we proceed further, recall that






and we can recover w from µ by
w = (z, w)µ+ (z, w)z′ +
z
2(z, w)
= |zw|µ+ |zw|z′ +
z
2|zw|
This shows that ΦK is in fact a rational function in w with denominator some
power of (z, w). Now observe that the same reasoning can be followed by exchanging
the roles of z and z′, which results in a similar formula, but with denominator some
power of (z′, w). If this power turns out to be non-zero, we then obtain different
singularities for ΦK , which is not possible by the Wall-Crossing formula ([Bor5],
Corollary 6.3). Therefore, most of these terms must cancel (in fact, they form a so-
called vector system). In particular, we can then obtain the result of Theorem 8.20 by
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where En are Eisenstein series and W is a Weyl chamber whose closure contains z.
Alternatively, because the sum is finite, it is also possible to simply write it out
and observe that we indeed obtain the result of the theorem.
8.5 Completing the proof
The last thing we need to do is compute the integrals that appear in the statement
of Theorem 8.18. These depend on whether or not λw = 0. We obtain the following
two results.
























Once these integrals are computed, one can replace the terms in Theorem 8.18
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e((nλX)) exp(−2πn|(n, Y )|) 1
n
c(q(λ))







−c(q(λ)) log(1− e((λ, Z))
This proves statement 2-3 of the theorem by examination of the terms.
8.6 Examples
In this section, we present two examples of Borcherds products, and an extra example
obtained by twisting the first example.










where ρ is a choice of Weyl vector, Π+ is the set of elements of II25,1 that have negative
inner product with a element of II25,1 of negative norm, and τ(n) is Ramanujan’s Tau
function. We will elaborate on this character in the next chapter.
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Fake Monster Superalgebra : [S2], Corollary 5.27, originally from Borcherds


















if λ is n times a primitive norm zero vector in the closure of the positive cone and










Niemann’s algebra G23 : [N] By twisting the first example, a BKM was con-


















where L+ are positive roots, ρ = (0, 0, 1) ∈ Λ⊕ II1,1, σ ∈ Aut(Λ) of order 23, W σ are
elements of W that commute with σ and pσ(q) = qη(q)
−1η(23q)−1. There are many
other similar examples in [N].
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9 Characters of the fake monster Lie algebra
9.1 From the Borcherds-Weyl-Kac denominator formula
In Section 5, we constructed a Lie algebra gL based on an even lattice L. We will now
show following [Bor2] that a special choice of gL is a BKM-algebra, using Theorem
2.5. Indeed, let L = II25,1, the unimodular rank 26 lattice of signature 25, 1. Then
we may write
L = II25,1 = N ⊕ II1,1 = N ⊕ Zρ⊕ Zρ′
such that ρ and ρ′ are isotropic and (ρ, ρ′) = 1 and N is a Niemeier lattice. To show
that gL is a BKM algebra, we fix N = Λ, the Leech lattice. Write U = Zρ⊕Zρ′. For
λ ∈ II25,1, define
deg λ = (λ,−2ρ+ ρ′).







Next, suppose λ = λ′−mρ+ nρ′, λ ∈ Λ,m ∈ Z is a root of (gL)0. Then by definition
we must have m+ 2n = 0. But then either m = n = 0 or mρ+ nρ′ = n(2ρ+ ρ′). In
the second case,
〈λ′ + n(2ρ+ ρ′), λ′ + n(2ρ+ ρ′)〉 = 〈λ′, λ′〉+ 4n2 ≥ 4.







and observe that L0v = v is only possible if 〈λ′, λ′〉 = 0 or 〈λ′, λ′〉 = 2 hence in the
case of the Leech lattice, λ′ = λ = 0 because the Leech lattice has no real roots.
Therefore, all elements of (gL)0 are in fact of the form hi(−1) for an orthogonal basis
h1, ..., h26 of II25,1⊗C. Furthermore, because gL is defined to be the quotient of II25,1
by the radical of the bilinear form (., .), each of these elements survive in the quotient.
Therefore, we conclude that
(gL)0 ' II25,1 ⊗ C.
From there it is easy to see that the first two conditions of Theorem 2.5 are
satisfied. Let θ be the Cartan automorphism defined in Section 5. It is clear that θ
acts as −1 on (gL)0. The remaining conditions of Theorem 2.5 are a technicality :
indeed we may define a new bilinear form (., .) by way of θ, i.e.
(x, y)new = −(x, θ(y))old
and the condition follows from the fact that (., .)old is positive-definite. Therefore, we
have proven :
Corollary 9.1. The Lie algebra gL is a generalized Kac-Moody algebra.
Because gL is graded by II25,1 = Λ⊕ U , it is also graded by U . In particular, we








where (gL)m,n is the space of all elements of gL with root (λ,m, n) for some λ. This
character was described explicitly in the proof of [Bor2], Section 4, Lemma 2. We
repeat the proof here.
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Proof. Our goal is to count all elements of gL with root which projects onmρ
′+nρ. For
a fixed root (λ,m, n), we know there are p24(1−λ2/2+mn) such linearly independent

































/2 = ΘΛ(q) and the fact that l ≥ −1 is merely a consequence of the
fact that p24(1 + l) = 0 for all l < −1. This completes the proof.





n = j(q)− 720 = q−1 + 24 + 196884q + ...
Since we have found that gL is a generalized Kac-Moody algebra, it is natural to
ask about its simple roots and its BKM matrix. These results can be found in [Bor2],
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which we summarize here.
Lemma 9.3. The real simple roots of of gL are the norm 2 vectors r of II25,1 such
that (r, ρ) = −1.
Lemma 9.4. The imaginary simple roots of gL are the positive multiples of ρ, with
multiplicity 24.
Remark 9.5. An explicit description of the imaginary simple roots can be seen with
no-ghost theorem. It is enough to describe the spaces T (mρ, ρ′) :
T (mρ, ρ′) = span{hi(−1)emρ|1 ≤ i ≤ 24}
where the hi’s form an orthogonal basis for Λ⊗ C.
From these two lemmas, [Bor4] then uses the Borcherds-Weyl-Kac denominator
formula to find :









where τ(n) is Ramanujan’s tau function.
Φ has been widely studied [Bor4], [Bor5], [G2] and many more.
So far we have extracted a lot of information from gL by setting N = Λ, the Leech
lattice. However we may still examine gL from the perspective of different Niemeier
lattices. Recall that
R(N) = {λ ∈ N, (λ, λ) = 2}
is the set of real roots of N . Since II25,1 = N ⊕ II1,1, again let ρ, ρ′ ∈ II25,1 such that




(gL)α. We obtain from this grading the following theorem :
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Theorem 9.7. Suppose N is a Niemeier lattice other than the Leech lattice and ρ an
isotropic vector of II25,1 such that ρ
⊥/ρ = N . Write ĝ(N) = ĝ(R(N)). Then
gL0 ' ĝ(N),
as Lie algebras, gL =
⊕
n∈Z
gLn is a graded ĝ(N)-module and
gL1 ' gL−1 ' VN
linearly. Furthermore, (gL−1)
∗ = gL1 with respect to the bilinear form (., .) on VL.
Proof. Let θ be a highest root in R(N). If Π is a root basis for R(N) then the set
Π̂ = {ρ − θ} ∪ Π is a root basis for R̂(N), which we may enumerate as α0, ..., αd.
Furthermore, the Dynkin diagram for Π̂ satisfies the conditions of Theorem 5.4. Fix
α ∈ II25,1 and v ∈ (gL)α. Then write α = α′ + mρ + nρ′, α ∈ L. We first consider
the case n = 0 :
All elements of gL satisfying n = 0 must be a linear combination of multiples of
elements of the form
1⊗ eα, βi(−1)⊗ emρ
where βi ∈ Π̂ ⊗ C, and depending on whether or not (α, α) = 2 or (α, α) = 0,
respectively. Note that we include in mρ the possibility that α = 0. If we define a
map on generators of ĝ(N) into P 1 by
ei → 1⊗ eαi
fi → 1⊗ e−αi
hi → αi(−1)⊗ 1
then we see that by Theorem 5.4 and the Lie bracket defined on P 1/L−1P
0, we have
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gL0 ' ĝ(N) as Lie algebras.
To see why gL is a graded ĝ(N)-module, it is enough to observe that ĝ(N) is a
subalgebra of gL and that the action by Lie bracket of the elements ei, fi, hi on an
element v ∈ gLn with n 6= 0 does not modify the coefficient of ρ′ hence they each
preserve gLn .
Finally, we examine the cases n = ±1. From the spectrum-generating algebra,























′ ∈ VN we may
define an isomorphism via si(−ni)→ Ai−ni , e
α′ → eα′+Mρ±ρ′ , with M being uniquely
determined.
9.2 From Borcherds products
The previous section provides an algebraic perspective to the following theorem by
Gritsenko [G2].
Theorem 9.8. Let N be a Niemeier lattice other than the Leech lattice. Then the first
non-zero Fourier-Jacobi coefficient of Φ in this cusp, is, up to a sign, the Weyl-Kac
denominator function of the affine Lie algebra ĝ(N) :






Despite our algebraic description, let us repeat the proof of this theorem here as
it provides an example of how we may reach the same conclusion, and slightly more,
using the theory of Borcherds products. Our first step is to use Theorem 8.12, to
obtain the following corollary :
Corollary 9.9. Let N be a Niemeier lattice and consider N ⊕ II1,1 ⊕ II1,1 ' II26,2.
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F = ∆(τ)−1. Replacing the bilinear form (., .) on II26,2 by −(., .), the meromorphic
function ΨZ(Z, F ) of Theorem 8.12 simplifies to
ΨZ(Z,∆






where a Weyl chamber can be chosen such that Π+ is described as
Π+ = {λ′ +mρ+ nρ′|m ≥ 0 or m = 0, n > 0 or m = n = 0, λ′ < 0}.
where λ′ > 0 signifies that (λ′, ρf ) > 0 for a Weyl vector ρf of R(N).
Proof. Note that the only dependence on N is on the choice of Weyl chamber. We
need to find a Weyl chamber W such that (λ,W ) > 0 correspond to the set Π+. It is
enough to find a vector r in II25,1 such that the set Π
+ is obtained as the vectors x
such that (x, r) > 0.






= 0, because N is positive definite. If instead λ′ = 0 the only possi-
bilities for m,n are m = −1, n = 1 or m = 1, n = −1. This will be important when
we define r.
Let {xi|i = 1, ..., 24} be an orthonormal basis N ⊗ C. We consider the numbers


















Now observe once again that we must have






= 0. Assume that m,n > 0. Then there exists a constant
D > 0 such that either m or n is greater than DB. On the contrary if m,n < 0 there
exists a constant CD > 0 such that either m or n is less than −DB. We let D be
the smaller of these two constants.
Now define r = ρf − 24CD ρ − (
24C
D
+ 1)ρ′. It is clear that if λ′ = 0 and m > 0 or
m = 0, n > 0, (λ, r) > 0 and also that (ρ− ρ′, r) > 0. Now we compute for λ′ 6= 0 :










and we see that by the choice of B,C,D that the sign of this expression is determined
by the signs of m,n whenever m and n are non-zero. Furthermore, if m,n = 0 then
the sign of this equation is determined by (ρf , x). This proves the assertion.
Write Z = (τ, z, ω), q = exp(2πiτ), rl = exp(2πi(l, z)), s = exp(2πiω). In [G2],
they use the explicit Weyl vector ρ to be ρ = (A,B,C) where
























)p24(1− l2−2mn2 ) .
Write










This term correspond to the product in ΨZ where m = 0 but also :
Proposition 9.10. The function ψN ;C(Z) corresponds to the right side of the Weyl-
Kac denominator formula of R̂(N) with specialization p = r−l.
















)p24(1− l22 ) .





In the second case, l 6= 0 is a real root and then p24(0) = 1. For each real root l,
we know that −l is also a real root. Hence we obtain terms 1− qnrl = 1− qnp−1 and
1− qnr−l = 1− qnp. However (n, l, 0) > 0 if n ≥ 1 or n = 0 and l < 0. This leads to
the presence of the term 1− p, but not 1− p−1 in the product.
Collecting all the terms when m = 0 we then recover the specialized Weyl-Kac
denominator formula for R̂(N).
With these methods we may also acquire additional information for situations
where m 6= 0,±1. It is difficult to approach the problem algebraically, but Hecke
operators provide us with at least some formulas.
Write N(n, l,m) = 1 − l2−2mn
2





























where φ = ∆(τ)−1ΘN(τ, z). Note that the last equality makes use of Theorem 8.10.
Taking exponentials again, we find








In particular, we can use this description to compute the Fourier coefficients of ΨZ
with respect to ω. It is enough to expand the exponential and use properties of Hecke
operators to evaluate how the coefficient of w changes.
Corollary 9.11. The first few terms of the Fourier-Jacobi expansion of ΨZ(Z, F )




1− φ(τ, z)e2πiw + 1
2
(φ2(τ, z)− φ(τ, z)|T2e4πiw + ...
)
.
These methods lead to explicit characters for gLm where |m| ≥ 2.
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