This paper discusses four techniques to successfully track two closely-spaced and unresolved targets using monopulse radar measurements, the quality of such tracking being a determinant of successful detection of target spawn. It explores statistical estimation techniques based on the maximum likelihood criterion and Gibbs sampling, and addresses concerns about the accuracy of the measurements delivered thereby. In particular, the Gibbs approach can deliver joint measurements (and the associated covariances) from both targets, and it is therefore natural to consider a joint filter. The ideas are compared; and amongst the various strategies discussed, a particle filter that operates directly on the monopulse measurements seems to be best.
I. INTRODUCTION
In a monopulse radar the complex returns of a pair of squinted sub-beams steered relatively above and below the expected target location. By comparing the difference and sum of returns from the two sub-beams, an angle estimate can be formed. For radars that estimate the direction of arrival (DOA) in two angular dimensions, four squinted sub-beams are used, one for each Cartesian quadrant. An assumption implicit to this estimation is that there is only one return in a range cell, where a range cell (a bin) has one matched filter output for each of the sum, azimuth and elevation difference channels. When multiple returns are present in the same range cell, the estimated DOA will be of an equivalent single target that produces the same filter outputs. The position of any of those targets may considerably differ from this estimated average position.
Researchers circumvented this by exploring different approaches. Blair and Brandt-Pearce extended the complex monopulse ratio processing concept to the two-target case. In [1] , the authors used the in-phase and quadrature components of the complex monopulse ratio to develop a GLRT for the detection of two unresolved targets. They developed the monopulse ratio conditional pdf of the amplitude of the sum signal in [2] , and then used it to develop the CRLB for the DOA estimator. In [3] , they developed an angle estimator based on the inphase and quadrature components of the complex monopulse ratio and the observed signal strengths for two unresolved Raleigh targets.
Sinha, Kirubarajan and Bar-Shalom [4] presented a maximum likelihood (ML) angle estimator for both Swerling I and Swerling III targets [5] . Wang, et al. [6] provided a closed form ML solution that replaces the numerical search of [4] . Farina, et al. [7] approached a similar estimation problem for a search radar using a ML technique by exploiting the antenna main beam pattern. They investigated the performance of the estimator using two target models, those of unknown deterministic complex amplitudes and random complex Gaussian distributed amplitudes, and they showed the proximity of the MSE to the CRLB by Monte Carlo simulations. In [8] , they proposed an asymptotic maximum likelihood (AML) estimator to reduce the problem of jointly solving for a global maximum of the likelihood function of dimension (2M), where M is the number of targets, to a suboptimum problem of solving for M maxima of a two-dimensional function. They used a RELAX algorithm to separately and iteratively estimate the parameters for each target. They then tackled the detection problem in [9] , proposing a sequential hypothesis testing approach on the generalized likelihood ratio (GLR) of pairs of consecutive target-number hypotheses.
Each of the aforementioned techniques used only one matched filter. However, in practice, target energy leaks into at least one adjacent range cell, which is referred to as "Bin straddling". Each target has its own different returns in adjacent cells which are directly related to the different position of this single target within each of the adjacent cells 1 . Zhang, et al. [10] made use of this information. In that paper, the authors correlated consecutive matched filter samples (the sum channel, the horizontal difference channel and the vertical difference channel) utilizing the models developed in [1] . By computing the covariance matrix, and employing a related Jacobian matrix, they were able to upper bound the identifiability to 5 targets between two adjacent matched filter samples.
This paper explores four different tracking algorithms based on the monopulse radar models set in section II. The first algorithm is presented in section III and is based on maximum likelihood estimation of the targets' positions.
The second and third are based on Gibbs sampling and are presented in section IV. Gibbs sampling provides the means to infer targets' positions and covariances both separately and jointly, and hence the difference here relates to joint-versus separate-target tracking. The fourth is based on particle filtering and is presented in section V.
Tracking results for all algorithms are presented in section VI. This paper is an outgrowth of material presented in [11] . Some details of the particle filter used for tracking are reported in [12] , and its application to detection of target spawn is given in [13] .
II. MODELS

A. Monopulse Radar Coordinates Model
Considering the origin of a three-dimensional spherical coordinate system at the radar location, and the matched filter samples taken at the discrete time instance k, we have (θ a,k , θ e,k ) as the boresight azimuth and elevation angles, respectively. Call
T target j's position in spherical coordinates (range, azimuth and elevation). These can be easily converted to the usual Cartesian coordinates
T and back as: Fig. 1 . Model of a target's contribution to two consecutive sampling points.
with the four-quadrant arc-tangent assumed. It is straightforward to convert (1) and (2) to λ j k (target j's sub-bin range and azimuth/elevation electronic-angles λ
, and vice versa, as follows,
where mod(a, b) denotes a modulo b, B a and B e are the half-power radar beam-widths in the azimuth and elevation bearings directions, and these will be considered equal for simplicity, i.e., B a = B e = B . BW is the radar bin range width, and N k is a deterministic number of the radar's matched filter samples.
B. Monopulse Radar Measurements Model
Assume that the radar pulse is rectangular in shape, giving rise to a triangular shaped matched filter response as shown in figure 1 . Then, with the sampling rate held at one matched filter sample per pulse, each target j contributes to two consecutive matched filter samples (excluding the pathological case of full compression) 2 . Thus, with the two targets lying between two consecutive sampling points, the observation vector can be constructed from the in-phase and quadrature components of the sum, horizontal and vertical difference channels of two consecutive pulse i for matched filter samples as
2 Full compression means that the target is centered in the range cell, so it contributes to only one matched filter sample output.
where the in-phase components 3 are defined as
where A j (m) is the random complex amplitude return from pulse m of target j, characterized by its mean
We take (1 − α j ) as the sub-bin range (the ratio of the amplitude of the return at the sampling point to the amplitude of the return at its peak), as shown in Figure 1 . We have (η a , η e ) as the target's electronic monopulse angles 4 , which can easily be mapped to the target's true off-boresight angles. Subscripts 1 and 2 denote the observations at the first (leading) and second (lagging) matched filter sampling points, respectively.
Under the Swerling II model, which we will assume hereafter, target returns have pulse-to-pulse Rayleigh distributed magnitude, and uniformly distributed phase on [−π, π]. This means that the noise-free sum and difference signals in (6) will each be Gaussian, with independent in-phase and quadrature components. Their additive noises will be assumed to be independent and Gaussian, with zero mean and known variance, expressed as n si , n sq ∼ N (0, σ 2 s ) for the in-phase and quadrature sum channel noises, and n dhi , n dhq , n dvi , n dvq ∼ N (0, σ 2 d ) for the in-phase and quadrature horizontal and vertical difference channel noises. Fairly accommodating M (the number of sub-pulses), the SNR is justified to be SNR = 10 log
The in-phase components' observation vector is constructed as in (5), and we can formulate the cross-covariance 3 For notational convenience, we deal with only the in-phase components. Quadrature components are similar. 4 Subscripts a, e refer to azimuth and elevation, respectively. Both η a , η e ∈ [−1, 1]. Also, subscripts i, q refer to the in-phase and quadrature components of any complex quantity.
of its components as the (6 × 6) covariance matrix
Note that only the upper-triangular items are given because of symmetry.
C. Target Dynamics Model
The state and the observations of the targets of interest are assumed to follow a nearly constant velocity (whitenoise acceleration) kinematic model [14] given as
where F, H are the targets' state transition and input-output matrices, b j (k) is target j's state at time k, a sixdimensional vector with the first to third elements representing the target's positional coordinates, and the fourth to sixth representing the corresponding velocities along these coordinates. In (9) and (10), v j (k) and w j (k)
are the process and measurement noise which are considered zero-mean white with corresponding covariances
and uncorrelated between the targets.
III. APPROACH 1: MAXIMUM LIKELIHOOD MEASUREMENT EXTRACTION FOLLOWED BY TWO MULTIPLE HYPOTHESES TRACKERS (MLE+2MHT)
The first algorithm simply dedicates a single Kalman filter to track each of the two targets. The input state prior to each of the Kalman filters is the Cartesian state vector that corresponds to (using the conversion in (1)) the maximum likelihood state estimate solutionλ M L , obtained by maximizing (11), or alternatively the log of the likelihood function (12)
As in [10] , the Levenberg-Marquardt approach is used to solve this constrained nonlinear optimization problem.
Unfortunately, by itself, this solution does not reveal any information about the goodness of its estimate. However, it was proven in [15] that for a single target j, R j ζ a ζ e ,k (the associated covariance of the monopulse ratio electronic angles estimates given the sum-channel SNR) is given by
where R o,k is the observed SNR, and is given as
The sub-bin range variance will be treated as that of a uniform random variable, i.e. σ
where J j k is the transformation Jacobian
There is no particular reason to assume that this expression is accurate -indeed, since it is designed for a single resolved target there is every reason to expect that it is optimistic, at least as regards its angular predictions -but for multi-target ML measurement extraction there does not seem to be a better alternative.
A. The Multiple Hypothesis Tracker
A major issue that arises whenever it is desirable to track more than one target is the association of the measurements (signal processor output) to the two targets' tracks. The approach adopted here calls upon using the multiple hypothesis tracking algorithm in [16] for data association. Denoting Ψ
as the set of all track hypotheses at time k − 1, each with probability p k−1 q
. As the two measurements (X
become available from the ML extractor at time k, they are used to form a new set of joint hypotheses 
Where S j (k) is defined in the Kalman Filtering step below, which follows to obtain the updated state estimates and covariance matrices for all the hypotheses. Setting the radar boresight to acquire the two measurements at time instant k is based on the state estimates of ψ k−1 q max (the most probable hypothesis at time k − 1), where
When it is all put together, the tracking algorithm is summarized as follows: (18), (19) . 5 Obviously, Q k = 2Q k−1 .
6 Velocity is assumed to be known, but a two-point initialization can also be employed.
5) Kalman filtering: For all the
pertaining to P j k using (9). 6) Time advance: Set k + 1 → k and go to step 2.
IV. GIBBS-SAMPLER BASED TRACKING
The Gibbs sampler is a special case of the single-component Metropolis-Hastings algorithm [17] , an implementation of Markov chain Monte Carlo (MCMC). The single-component Gibbs-sampler uses a proposal distribution which is the conditional distribution of this component given the observations and the other (Gibbs-sampled) components 7 . The results are sequences of samples, with each sequence approximating a discretization of its marginal (posterior, given the observations) density.
In the context of the estimation problem in hand, the observations are defined in (5) and (6) , and the unknown parameters 8 are:
For the ith iteration, the conditional density of each of the unknown parameters 9 is derived and given for the first target as follows,
This results in an acceptance probability of 1 for the Metropolis-Hastings algorithm 8 The superscript 2 in A 2 k , α 2 k , η 2 a,k , η 2 e,k denotes the second target. An exponent will be denoted by explicitly raising it to a pair of parentheses, e.g. 
A. Approach 2: Gibbs-Sampler Measurement Extraction followed by Two Multiple Hypotheses Trackers (Gibbs+2MHT)
Here we track these two unresolved targets with two separate Kalman filters. Specifically, for target j, the samples (from the Gibbs procedure above) {α
e,k (i)} (i denotes the Gibbs iteration index) are directly averaged to obtain the measurements, and the second-moments which are used to yield the posterior measurement covariance 10 . In this approach, the cross-covariances (between the measurements for the two targets) are not used, and the tracking algorithm is similar to that in III, except that the skin returns A are initialized using the singular value decomposition, i.e,
where D + is the pseudoinverse [18] of
from (6) and one row of (5), and the λ k 's components are sampled in succession from the distributions in Section IV. Ultimately, the state estimates µ j Gibbs2,k , the measurement covariance matrix C j Gibbs2,k , and the corresponding state covariance matrix P j k are empirically computed as
Hypothesis management and Kalman filtering follow the same steps of section III
B. Approach 3: Gibbs-Sampler Measurement Extraction followed by a Single Multiple Hypotheses Trackers (Gibbs+1MHT)
Similar to section IV-A, the samples {α
e,k (i)} are averaged over Gibbs index i to provide the estimates. The first-moments (i.e., the two targets' estimates themselves) are clearly the same as in IV-A, but here the cross-covariance between the targets' measurements is used for improved hypothesis testing, and a single tracker will be used whose measurement is 6-dimensional and whose state vector is 12-dimensional. 10 Naturally, the first "burn-in" Gibbs samples are discarded.
The multiple hypothesis tracking algorithm is modified accordingly. By denoting 
where S a (k) and S b (k) are the innovation covariance matrices computed in the Kalman Filtering step. The algorithm follows the steps in section IV-A, with stacking the targets' parameters into one vector [X k ] i , and modifying the covariance matrices accordingly.
The set of hypotheses in Ψ k−1 are propagated to the hypotheses set Ψ k , and the probabilities are assigned as in (27), (28). Kalman filtering follows with the appropriate substitutions of the matrices in III.
V. APPROACH 4: INTEGRATED PARTICLE FILTER BASED TRACKING
The approaches explored in sections III, IV-A and IV-B rely on a separation of duties between signal processing -i.e., measurement extraction -and tracking. There is a tacit assumption that the measurements the first stage delivers to the second have Gaussian-distributed errors (or nearly so); and consequently the second stage ought, at least in the absence of measurement-origin uncertainty and under the assumption of a linear/Gaussian motion model, to be of a Kalman form. However, the monopulse measurement model in (6) is not at all linear: although the thermal noise perturbations are additive, the more-important skin returns, while themselves Gaussian, appear multiplicatively with the desired parameters.
Thus, target tracking with monopulse measurements really ought to be a matter of nonlinear filtering. With a single target there is some evidence that the measurement errors are nearly Gaussian so that a Kalman filter is acceptable. With multiple unresolved targets this is not an appropriate assumption. The Chapman-Kolmogorov equation (see, e.g., [14] ) of course provides the true means for an integrated nonlinear filter, one that tracks directly based on the monopulse sum-and-difference-channel observations, but the complex high-dimensional integrations involved renders it infeasible. A particle filter provides an attractive means to realize an asymptotically optimal recursive estimator [19] . Below we propose a bootstrap-filter [19] tracking algorithm that combines the measurement extraction and tracking into a single stage. It operates on the monopulse radar sum and difference channel returns directly and generates the tracks for both targets without the need for an explicit data association algorithm. The algorithm is summarized as follows:
T e) Predict P 1|0 pertaining to P 0 using (9).
f) Set k = 1.
2) Radar measurements acquisition: a) Set the radar boresight (θ a,k , θ e,k ) to the azimuth and elevations components of
as in (5). 3) Propagate each particle in time: (2) (11) . c) Normalize the importance weights:
4) Importance sampling:
For i = 1, 2, · · · , I a) Convert [X u k|k−1 ] i to the corresponding [λ u k ] i using
and (3). b) Evaluate the importance weights
according to the latter set's weights
) Predict P k+1|k pertaining to P k using (9). 5) Time advance: Set k + 1 → k and go to step 2.
The approach above makes explicit the particle filter used in [11] , and is also given in [12] . The work in [13] uses an auxiliary particle filter, which seems to work better in that application.
VI. SIMULATION RESULTS
The first tracking scenario is such that tracking starts when the two targets are at the coordinates (times are in seconds, and all distances are given in meters with the origin at the radar location) X Figure 8 with the scale 50:5:2 along the x, y, and z axes to render the two targets' tracks distinguishable while they are too close in cross range. The single 12-state Kalman filter fed by the Gibbssampler measurements is taking an advantage of the measurements cross-covariance supplied to it; as was explained in section IV-B, it maintains less RMSE than the two separate Kalman filters trackers. Though the Gibbs-samplers provide measurements with Non-Gaussian errors to the Kalman filters in both cases, the two separate Kalman filters are about 10 meters in excess RMSE. The covariances in (14) associated with the ML estimates and fed to the Kalman filters as in section III are less accurate than their Gibbs-sampler counterparts, resulting in a considerably higher NEES (Figs. 5, 7) , and the worst (more than 50 meters) RMSE. As it is evident from the results, the particle filter is the most accurate and consistent filter.
VII. CONCLUSION
We have discussed four algorithms for combined estimation-tracking of two closely-spaced and unresolved targets using a monopulse radar. The first uses maximum likelihood estimation as a measurement extractor tool for resolving the two targets and estimates their position by joint-bin processing of the sum and difference channels signals of the radar, with a traditional Kalman filter as the tracker. The second and third algorithms use a Gibbs sampler as a measurement extractor. The second algorithm used two separate Kalman filters for tracking, and the measurements extracted differed little from those of the ML approach, but a feature -and an important advantage for insertion to a Kalman-based tracker -is that the Gibbs approach additionally yields measurement-error covariance information. The third algorithm used a Kalman filter that jointly tracks the targets together, making use of the crosscovariance information between the targets' parameter estimates. Unfortunately the Gibbs schemes do not offer much improvement versus the original ML approach; this has to do with the lack of Gaussianity in the measurements they deliver, as a factor that dominates the improved covariances. Finally, it was noted that the approach of separating the duties of signal processing and tracking may be counterproductive when dealing with unresolved targets: hence we have the fourth approach of an integrated particle filter that tracks directly using the monopulse sum-and difference-channel matched-filter outputs, and accommodates the nonlinearity of the measurement model. The last approach revealed highly promising results.
APPENDIX
The parameters of the Gaussian distributions of Section IV are as given here. These expressions follow from some straightforward but not inconsiderable algebra. 
