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Resumo
Neste trabalho estudamos a comutatividade fraca entre grupos isomorfos através
do grupo χ(H) construído por Sidki, dado pela apresentação
χ(H) =
〈
H, Hψ | [h, hψ] = 1 ∀ h ∈ H〉 ,
onde h 7→ hψ deﬁne um isomorﬁsmo entre os grupos H e Hψ, bem como algumas
construções relacionadas. É conhecido que o operador χ preserva algumas propriedades
de um grupo H, tais como ﬁnitude, solubilidade e nilpotência para grupos ﬁnitamente
gerados. Demonstramos nesta tese que χ também preserva a propriedade policíclica
por ﬁnito. Como consequência desse resultado vimos que o quadrado tensorial não
abeliano H ⊗ H de um grupo H, deﬁnido por Brown e Loday, também preserva a
propriedade policíclica por ﬁnito, generalizando o resultado de Blyth e Morse em que
se mostra que H ⊗H é policíclico se H é policíclico.
Determinamos uma estimativa para a ordem do grupo de comutatividade fraca de n
cópias de um grupo. Introduzimos um novo grupo E(H) que tem χ(H) como imagem
homomorfa e núcleo abeliano. Mostramos que E preserva solubilidade e também a
propriedade policíclica se, e somente se, o abelianizado de H é ﬁnito. Além disso,
mostramos que E(H) é ﬁnito se, e somente se, H é ﬁnito perfeito.




In this work we study the weak commutativity between isomorphic groups through
the group χ(H) constructed by Sidki given by the presentation
χ(H) =
〈
H Hψ | [h, hψ] = 1 ∀h ∈ H〉 ,
where h → hψ is an isomorphism between groups H and Hψ, as well as some related
constructions. It is known that the operator χ, preserves some properties of a group
H, such as ﬁniteness, solubility and nilpotency for ﬁnitely generated groups. We prove
in this work that χ also preserves the property polycyclic by ﬁnite. As a consequence
of this result, we conclude that the non-abelian tensor square H ⊗ H of a group H,
deﬁned by Brown and Loday, also preserves the property polycyclic by ﬁnite. This last
result generalizes that of Blyth and Morse which shows that H ⊗H is polycyclic if H
is polycyclic.
We determine an estimate for the order of the group of weak commutativity of n
copies of a group. We introduce a new group E(H) which is an extension of an abelian
group by χ(H). We show that E preserves solubility and also polycyclicity provided
the abelianized of H is ﬁnite. Moreover, we show that E(H) is ﬁnite if and only if H
is ﬁnite and perfect.
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Estudamos nesta tese a comutatividade fraca entre grupos isomorfos, bem como algu-
mas construções relacionadas a comutatividade fraca. O conceito de permutabilidade
fraca e comutatividade fraca foi introduzido por Sidki em 1980 [19].
A permutabilidade entre dois subgrupos H e K de um grupo G, é equivalente a
existência de certas funções α : H ×K 7→ K e β : H ×K 7→ H, tal que
hk = α(h, k)β(h, k)
para todos h ∈ H, k ∈ K.
A permutabilidade fraca de dois subgrupos H e K de um grupo G está relacionada
à condição de existência de funções γ : H 7→ K, α : H 7→ K e β : H 7→ H, tal que
hγ(h) = α(h)β(h)
para todo h ∈ H. O conceito de comutatividade fraca é um caso particular de permu-
tabilidade fraca entre grupos em que α = γ e β = 1H .
Nesse mesmo trabalho é introduzido e estudado com detalhes o grupo χ(H), gerado
por duas cópias isomorfas de um grupo H, que comutam fracamente entre si,
χ(H) =
〈
H, Hψ | [h, hψ] = 1, ∀h ∈ H〉 ,
em que h 7→ hψ deﬁne um isomorﬁsmo entre H e Hψ.
Os subgrupos D(H) = [H,Hψ] e L(H) =
〈
h−1hψ, h ∈ H〉 de χ(H) são de grande
importância no estudo de sua estrutura, visto que da comutatividade fraca decorre a
relação [D(H), L(H)] = 1.
Nesse mesmo artigo mostra-se ainda que propriedades de um grupoH como ﬁnitude,
fatores primos de |H|, solubilidade e nilpotência para grupos ﬁnitos são preservadas
por χ. Rocco e Sidki deram continuidade ao assunto e em 1980 [16], ﬁzeram um estudo
de χ quando H é um p-grupo ﬁnito, p-ímpar. Já em 1986 [4] Gupta, Rocco e Sidki
estabelecem para H um grupo nilpotente ﬁnitamente gerado, cotas bastante precisas
para a classe de nilpotência de χ, em função da classe de nilpotência e do número de
geradores de H.
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Em 1991, Rocco [14] faz a construção do grupo
ν(H) =
〈
H, Hψ | [h1, hψ2 ]h3 = [h1, hψ2 ]h
ψ
3 = [hh31 , (h
h3
2 )
ψ], ∀h1, h2, h3 ∈ H
〉
onde h 7→ hψ é um isomorﬁsmo entre H e Hψ. Uma das motivações do estudo de ν(H)
é que o subgrupo [H,Hψ]/ν(H) é isomorfo ao quadrado tensorial não abeliano, H⊗H
introduzido por Brown e Loday [2].
Rocco mostra em 1994 [15], que os grupos ν(H) e χ(H) possuem imagens isomor-
fas χ(H)
R(H)
∼= ν(H)∆(H) , em que R(H) = [H,L(H), Hψ], e ∆(H) =
〈
[h, hψ], ∀h ∈ H〉. Neste
mesmo artigo Rocco mostra que para um grupo H solúvel ﬁnito, dado por sua apresen-
tação policíclica, ν(H) é solúvel ﬁnito e sua apresentação policíclica é dada em termos
da apresentação policíclica de H. Em [1], Blyth e Morse estende esse resultado de
Rocco para um grupo policíclico qualquer.
Outra linha de estudo desenvolvida por Oliveira [10] em 2007, é uma generalização
de χ(H) em que considera um sistema de grupos isomorfos que comutam fracamente




H,ψ | [hψi , hψj ] = 1 [Di,j, Lk,l] = 1, ψn = 1 ∀h ∈ H, i, j, k, l ∈ {0, . . . , n− 1}
〉




], e Li,j = [Hψ
i










o grupo G possui n subgrupos H, Hψ, . . . , Hψ
n−1
, que comutam fracamente. Daí é
deﬁnido o grupo de comutatividade fraca entre n cópias de H como sendo
χ(n,H) =
〈




Oliveira mostra resultados sobre nilpotência de χ(n,H) semelhantes aos obtidos por
Gupta, Rocco e Sidki em [4] e estabelece uma estimativa para ordem de χ(n,H),
quando H é um grupo abeliano.
O objetivo desta tese é estudar χ(H) quando H está na classe dos policíclicos e em
particular a apresentação de χ(H) para H abeliano ﬁnitamente gerado. Analisamos
χ(n,H), H na classe dos grupos abelianos ou perfeitos. Introduzimos e estudamos
também o grupo E(H), dado por
E(H) = 〈H, Hψ | [D,L] = 1〉
onde D = D(H) = [H,Hψ], L = L(H) = [H,ψ], cujo núcleo do epimorﬁsmo
θ : E(H)→ χ(H) é abeliano.
O Capítulo I é dedicado à recapitulação de conceitos e resultados preliminares
que serão utilizados no desenvolvimento subsequente da tese e de modo a facilitar as
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referências destacamos os principais resultados obtidos por Gupta, Rocco e Sidki em
[4] e [19], sobre χ(H).
No Capítulo II, a ﬁm de generalizar o resultado obtido por Blyth e Morse sobre
ν(H), mostramos
Teorema 1: Seja H um grupo policíclico por ﬁnito. Então χ(H) é policíclico por
ﬁnito.
Para alguns tipos de grupos H, Oliveira e Sidki dão em [11], uma apresentação do
grupo χ(H) com um conjunto reduzido de relações [h, hψ] = 1. Especiﬁcamente, se




{x | x = ai1ai2 · · · aik , i1 6= i2 6= . . . 6= ik, aij ∈ S},
consideram então o grupo
χˆ(H,Sn) =
〈
H, Hψ | [a, aψ] = 1, ∀a ∈ Sn〉
junto com o epimorﬁsmo natural
θn : χˆ(H,S
n)→ χ(H).
Mostram no mesmo trabalho que χˆ(H,S2) = χ(H), quando H é um grupo abeliano de
ordem ímpar ou não abeliano de ordem p3. Para o caso H ∼= Z32 têm-se Nuc(θ2) ∼= Z4.
Melhoramos estes resultados obtendo que χ(H) = χˆ(H,S2) para H um grupo abeliano
n-gerado, n ≥ 3, tal que pelo menos n− 2 de seus geradores têm ordem ímpar, e para
H um grupo policíclico, com série policíclica de comprimento 2. Provamos também o
Teorema 2: Seja H = Zn2 com geradores S = {a1, . . . , an}. Então o núcleo N

















se n é par.
No Capítulo III, estudamos o grupo χ(n,H). Encontramos alguns resultados
quando H é perfeito e damos uma estimativa para a ordem de χ(n,H), para um
grupo ﬁnito H qualquer. Em particular, quando H é um p-grupo abeliano elementar,
p-ímpar, a estimativa é atingida. Para o caso p = 2 encontramos uma estimativa ainda
menor.
Teorema 3: Se H é um grupo ﬁnito, então |χ(n,H)| divide |χ(H)|m|H|n−2m, onde
m = (n2 ).
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Teorema 4: Se H é um grupo perfeito então,
i. Di,j = Dk,s ∼= D, ∀ 1 ≤ i < j ≤ n− 1, 1 ≤ k < s ≤ n− 1;
ii. χ(n,H) ∼= D.H.Hψ · · ·Hψn−1 ∼= Tn(H˜).
Aqui Tn(H˜) é um grupo que generaliza o grupo T (H˜) construído por Sidki em [19].
Vale salientar que ainda não se sabe se χ(H) está imerso em χ(n,H). Para contornar
essa diﬁculdade, dado um grupo H e 〈ψ〉 um grupo cíclico de ordem n deﬁnimos, no
Capítulo IV , o grupo
G∗ =
〈
H, ψ | [hψi , hψj ] = ψn = 1, [D∗i,j, Hψ
k
] = 1, i, j, k ∈ {0, 1, . . . , n− 1}, k 6= i, j
〉
onde D∗i,j = [H
ψi , Hψ
j
]. Consideramos então o subgrupo de G∗,
χ∗(n,H) =
〈




Observamos que em χ∗(n,H) também ocorre a comutatividade fraca entre as cópias
de H. Mostramos que para todo grupo H, χ(H) mergulha em χ∗(n,H) e, semelhante-
mente aos resultados sobre nilpotência de χ(n,H) obtidos por Oliveira [10], mostramos:
Teorema 5: Se H é um grupo nilpotente de classe no máximo c, 2-gerado, então
χ∗(n,H) é nilpotente de classe no máximo c+ 1.
Teorema 6: Seja H um grupo m-gerado nilpotente de classe no máximo c tal que
m ≥ 2, c ≥ 1. Então para m ≤ c+ 2, γc+3(χ∗(n,H)) = 1 .
Teorema 7: Seja H um grupo m-gerado nilpotente de classe no máximo c, com m ≥ 2,







No Capítulo V construímos o grupo E(H) e mostramos alguns resultados semelhan-
tes aos obtidos por Sidki em [19], conseguimos uma condição de ﬁnitude para E(H) e
também obtemos resultados que dizem respeito da estrutura de E(H), no caso em que
H é abeliano, policíclico ou perfeito.
Teorema 8: Seja H um grupo. Então existe um epimorﬁsmo
εˆ : E(H)→ AZ(H/H ′) ·H.
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Em particular, se H é abeliano, então Nuc(εˆ) = L′.
Obtemos ainda que L′ é um grupo abeliano ﬁnito se H é abeliano ﬁnito e, em
particular, L′ = 1 se H é cíclico.
Teorema 9: Seja H um grupo policíclico. Então E(H) é policíclico se, e somente se,
H/H ′ é ﬁnito.
Teorema 10: Seja H um grupo ﬁnito. Então E(H) é ﬁnito se, e somente se, H é
perfeito.




Neste capítulo, no intuito de facilitar a leitura do trabalho, fazemos uma breve revisão
de alguns tópicos da Teoria de Grupos e alguns resultados preliminares sobre χ(H),
sem demonstrações.
1.1 Subgrupos Comutadores
Sejam G um grupo e x1, x2, . . . elementos de G. O conjugado de x1 por x2 é
xx21 := x
−1
2 x1x2, e o comutador de x1 e x2 nesta ordem é









O comutador simples de peso n é deﬁnido indutivamente por [x1] := x1 e para
n ≥ 2,
[x1, . . . , xn] := [[x1, · · ·xn−1], xn].
Denotamos também
[x, ny] = [x, y1, y2, . . . , yn], tal que y = y1 = . . . = yn
[x1, x2, . . . , xn; y1, y2, . . . ym] =
[
[x1, x2, . . . , xn], [y1, y2, . . . ym]
]
As demonstrações a seguir nesta seção, podem ser encontradas em [13].
Proposição 1.1.1. Sejam x, y e z elementos de um grupo. Então
(i) [x, y] = [y, x]−1 = [x, y−1]−y = [x−1, y]−x;
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(ii) [xy, z] = [x, z]y[y, z] ; [x, yz] = [x, z][x, y]z;
(iii) [x, y]z = [x, y][x, y, z] = [xz, yz];
(iv) [x, y−1, z]y[y, z−1, x]z[z, x−1, y]x = 1; (identidade de Hall-Witt)
equivalente a [z, [x, y]] = [z, y−1, xz]y[z, x−1, y−1]xy.
Sejam X e Y subconjuntos não vazios de um grupo G. O subgrupo comutador de
X e Y , indicado por [X, Y ] é, por deﬁnição, o subgrupo de G gerado por todos os
comutadores [x, y], com x em X e y em Y .
Em símbolos,
[X, Y ] := 〈[x, y] | x ∈ X, y ∈ Y 〉.
Notemos que [X, Y ] = [Y,X].
Se H1, H2, . . . , Hn, K são subgrupos do grupo G, então deﬁnimos [H1, H2, . . . Hn] =
[[H1, . . . , Hn−1], Hn]. Em particular, denotamos [H,nK] = [H,K1, . . . , Kn] com Ki =
K, 1 ≤ i ≤ n.
O subgrupo comutador de G é [G,G], que é também chamado de subgrupo derivado
de G e denotado por G′.
Deﬁnimos a série derivada de G que é obtida tomando sucessivos subgrupos deri-
vados. Ou seja, G(0) = G,G(1) = G′, G(2) = (G′)′, e em geral G(i+1) = [G(i), G(i)].
Deﬁnição 1.1.1. Se G é um grupo e H um subgrupo de G, então dizemos que H é
característico em G se α(H) = H para todo automorﬁsmo α : G→ G.
Lema 1.1.2. Sejam A , B e C subgrupos de um grupo G. Então
(i) Se A e B são subgrupos normais (respectivamente característicos) em G, então
[A,B] é subgrupo normal (respectivamente característico) de G;
(ii) [A,B] / 〈A,B〉 ;
(iii) Se existir um epimorﬁsmo λ : A→ B, então
[A, λ] / 〈A,B〉 [A, λ]B = 〈A,B〉 ,
onde [A, λ] =
〈
a−1aλ, a ∈ A〉 ;
(iv) Se α : G→ G1 é homomorﬁsmo então [A,B]α = [Aα, Bα];
(v) Se B = 〈Y 〉 então [A,B] = [A, Y ]B;
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(vi) Se A = 〈X〉 e B = 〈Y 〉 então [A,B] = [X, Y ]〈A,B〉;
(vii) Se N é um subgrupo normal de G contendo [A,B,C] e [B,C,A], então N contém
[C,A,B].
O item (vii) às vezes é chamado de Lema dos Três Subgrupos.
Deﬁnição 1.1.2. Seja G um grupo. Deﬁnimos os seguintes subgrupos de G indutiva-
mente:
γ1(G) = G,
γ2(G) = [γ1(G), G] = [G,G] = G
′,
γ3(G) = [γ2(G), G],
...
γi(G) = [γi−1(G), G].
A cadeia seguinte
G = γ1(G) ≥ γ2(G) ≥ . . . ≥ γi(G) ≥ . . .
é dita série central inferior do grupo G.
Proposição 1.1.3. Para todos i e j, inteiros positivos, temos:
(i) [γi(G), γj(G)] ≤ γi+j(G);
(ii) γi(γj(G)) ≤ γij(G).
.
Lema 1.1.4 (Congruência de Jacobi). Para todo x, y, z ∈ G,
[x, y, z][y, z, x][z, x, y] ≡ 1 mod γ2(γ2(〈x, y, z〉)).
Deﬁnição 1.1.3. Seja G um grupo. Deﬁnimos indutivamente:
ζ0(G) = 1
ζ1(G) = Z(G) e, para i ≥ 1,
ζi(G) é deﬁnido como sendo o único subgrupo deG tal que ζi(G)/ζi−1(G) = Z(G/ζi−1(G)).
A cadeia
1 = ζ0(G) ≤ ζ1(G) ≤ . . . ≤ ζi(G) ≤ . . . (1.1.1)
é chamada série central superior de G.
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Deﬁnição 1.1.4. Um grupo G é dito nilpotente se existe uma cadeia ﬁnita
1 = G0 < G1 < G2 < . . . < Gn = G
tal que
(i) Gi E G;
(ii) [Gi, G] ≤ Gi−1 i = 0, . . . , n− 1.
Uma tal cadeia é chamada série central de G. A classe de nilpotência de um grupo
nilpotente G, cl(G), é o comprimento da menor série central de G.
A proposição a seguir justiﬁca os adjetivos inferior e superior das séries acima.
Proposição 1.1.5. Seja G = A1 ≥ A2 ≥ . . . ≥ An+1 = 1 uma série central de G.
Então
(i) γi(G) ≤ Ai , i = 1, . . . , n+ 1;
(ii) An+1−i ≤ ζi(G) , i = 0, 1, . . . , n.
Colorário 1.1.6. Em um grupo nilpotente G as séries centrais inferior e superior têm
comprimento ﬁnito. Além disso, ambas as séries têm o mesmo comprimento e este
número é a classe de nilpotência de G.
Proposição 1.1.7. Sejam G um grupo nilpotente de classe c e H ≤ G. Então
(i) H é nilpotente de classe menor ou igual a c;
(ii) Se H E G então G/H é nilpotente de classe menor ou igual a c.
As demonstrações dos resultados descritos nesta seção podem ser encontradas em
[13].
1.2 Grupos Policíclicos
Um grupo G é chamado policíclico se ele possui uma cadeia ﬁnita
G = G1 ≥ G2 ≥ . . . ≥ Gn ≥ Gn+1 = 1
de subgrupos, tal que cada Gi+1 é normal em Gi (série subnormal), e Gi/Gi+1 é cíclico
para todo 1 ≤ i ≤ n. Tal cadeia de subgrupos é chamada uma série policíclica de G de
comprimento n.
O teorema seguinte apresenta algumas propriedades de grupos policíclicos que po-
dem ser encontradas em [18] e [13].
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Teorema 1.2.1. (i) Subgrupos e quocientes de grupos policíclicos são policíclicos;
(ii) Grupos policíclicos são ﬁnitamente gerados;
(iii) Sejam G um grupo e N um subgrupo normal de G. Se N e G/N são policíclicos
então G é policíclico;
(iv) Todo grupo nilpotente ﬁnitamente gerado é policíclico;
(v) Um grupo G é policíclico se, e somente se, é solúvel e todo subgrupo de G é
ﬁnitamente gerado;
(vi) Se G tem uma série policíclica de comprimento n, então todo subgrupo de G pode
ser gerado por n ou menos elementos.
Seja G um grupo policíclico. Nem toda série policíclica de G tem o mesmo com-
primento. Entretanto, o número de quocientes inﬁnitos em uma série policíclica é o
mesmo para toda série. Esse numero é chamado número de Hirsch de G. É possível
escolher a série policíclica de modo que todos os fatores inﬁnitos venham após os fatores
ﬁnitos. Veja Proposição 2 no Capítulo 1 de [18].
1.2.1 Apresentações policíclicas
Seja G um grupo policíclico com uma série policíclica G = G1 ≥ . . . ≥ Gn+1 = 1.
Como Gi/Gi+1 é cíclico, existem elementos xi ∈ G, tal que Gi/Gi+1 = 〈Gi+1xi〉 para
todo índice i.
Deﬁnição 1.2.1. A sequência dos elementos X = {x1, . . . , xn} tal que Gi/Gi+1 =
〈Gi+1xi〉 para 1 ≤ i ≤ n é chamada uma sequência policíclica para G.
Note que na deﬁnição acima a ordem é importante e cada subsequência Xi =
{xi, . . . , xn} é uma sequência policíclica para o subgrupo Gi.
Deﬁnição 1.2.2. Seja X uma sequência policíclica para um grupo policíclico G. A
sequência R(X) = {r1, . . . , rn} deﬁnida por ri = [Gi : Gi+1], o índice de Gi+1 em
Gi, ri ∈ N ∪ ∞, é chamada sequência de ordens relativas para X. Denotamos por
I(X) = {i ∈ {1, . . . , n} | ri é ﬁnito}.
Pode-se provar que dado um grupo policíclico G com uma sequência policíclica
X = {x1, . . . , xn} e ordem relativa R(X) = {r1, . . . , rn}, todo elemento g ∈ G pode ser
escrito unicamente na forma
g = xe1 · · ·xen
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onde ei ∈ Z e 0 ≤ ei ≤ ri se ri 6= ∞. Tal expressão é chamada forma normal de
g com respeito a X. Observe que xrii ∈ Gi+1 e xxjk ∈ Gj+1 para todo 0 ≤ i ≤ n e
0 ≤ j ≤ k ≤ n. Assim, podemos escrever G como um grupo gerado pelos elementos
x1, . . . , xn sujeito às seguintes relações:
xsii = x
αi,i+1










j+1 · · ·xγi,j,nn para 1 ≤ j < i ≤ n; sj <∞.
As relações em (∗) são chamadas de relações policíclicas e a apresentação acima é
denominada apresentação policíclica para G.
Podemos mostrar que ri ≤ si, para todo i ∈ I. Além disso, se considerarmos
S = {s1, . . . , sn} com si ∈ N∪∞, dizemos que essa apresentação policíclica é consistente
se, e somente se, S = R. Portanto, todo grupo policíclico pode ser deﬁnido por uma
apresentação policíclica consistente.
1.3 Grupos Livres e Produtos Livres
Deﬁnição 1.3.1. Um grupo F é dito livre sobre um conjunto X ⊆ F se, para qualquer
grupo G e qualquer função θ : X → G, existe um único homomorﬁsmo θ′ : F → G tal
que
θ′x = θx (1.3.1)
para todo x ∈ X. O cardinal |X| é chamado o posto de F .
Substituindo a palavra "grupo"por "grupo abeliano"nos dois lugares em que ela
aparece, obtemos o conceito de grupo abeliano livre. A construção de um grupo livre
pode ser veriﬁcada em Johnson [5].
Proposição 1.3.1. (i) Se F é livre sobre X, então X gera F ;
(ii) Grupos livres de mesmos postos são isomorfos;
(iii) Grupos livres de postos diferentes não são isomorfos.
Denotaremos por F (X) o grupo livre sobre X.
Proposição 1.3.2. Todo grupo é imagem homomorfa de algum grupo livre.
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Seja G um grupo e φ : F (X)→ G um epimorﬁsmo do grupo livre F = F (X) sobre
G. Temos então que F/N ∼= G, em que N é o núcleo de φ. Agora seja R ⊆ F um
conjunto que gera N como subgrupo normal de F , i.e., 〈R〉F = N . Observamos que
X e R determinam G (a menos de isomorﬁsmos). Assim, escrevemos G = 〈X|R〉 e
chamamos este par uma apresentação livre, ou simplesmente apresentação de G. Os
elementos de X são os geradores e os de R, os relatores. Dizemos que G é ﬁnitamente
apresentado se existe uma apresentação G = 〈X|R〉 em que X e R são ﬁnitos.
Teorema 1.3.3 (Teste de Substituição). Sejam G um grupo com apresentação 〈X|R〉, H
um grupo arbitrário e θ : X → H uma função. Então θ se estende a um homomorﬁsmo
θ′ : G→ H se, e somente se, θ é consistente com os relatores de G, i.é., se para todo
x ∈ X e todo r ∈ R, o resultado da substituição de x por θ(x) em r dá a identidade de
H.
Proposição 1.3.4. Se G e H são grupos com apresentações 〈X|R〉 e 〈Y |S〉 respecti-
vamente, então o produto direto G×H tem apresentação
〈X, Y | R, S, [X, Y ]〉.
Agora generalizamos a noção de grupos livres para produtos livres.
Deﬁnição 1.3.2. Sejam {Ai}i∈I uma família de grupos. Um produto livre dos Ai é um
grupo P e uma família de homomorﬁsmos ji : Ai → P tal que, para todo grupo G e
toda família de homomorﬁsmos fi : Ai → G, existe um único homomorﬁsmo ϕ : P → G
com ϕji = fi, para todo i ∈ I.
Ai
ji //










Proposição 1.3.5. Sejam {Ai}i∈I uma família de grupos. Se P e Q são ambos pro-
dutos livres dos Ai, então P ∼= Q.
Por causa da proposição acima, vamos denotar o produto livre P de {Ai} por
P = ∗i∈IAi.
No caso de uma família ﬁnita de grupos {A1, A2, . . . , An}, é comum escrever-se
A1 ∗ A2 ∗ . . . ∗ An para indicar o produto livre dos Ai.
Proposição 1.3.6. Seja G ∗ H o produto livre de dois grupos não triviais. Então o
subgrupo comutador [G,H] é um grupo livre sobre o conjunto
{[g, h] | g ∈ G\{e}, h ∈ H\{e}}.
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1.4 Comutatividade Fraca entre Grupos Isomorfos
Sejam H um grupo, ψ : H 7→ Hψ um isomorﬁsmo entre H e Hψ. Deﬁnimos o grupo
de comutatividade fraca por
χ(H) =
〈
H, Hψ | [h, hψ] = 1〉 ,
Além disso, destacamos os subgrupos de χ(H).
D = D(H) = [H,Hψ], L = L(H) = [H,ψ]
W (H) = D(H) ∩ L(H),
L1(H) = [L,H], L2(H) = [L,H
ψ],
R = R(H) = [H,L,Hψ].
1.4.1 Resultados sobre χ(H)
Em [19] e [4], Gupta, Rocco e Sidki mostraram os seguintes resultados a respeito de
χ(H).
Lema 1.4.1. Sejam h1, h2, h3, zi ∈ H. Então,
(i) [h1, h
ψ
2 ] = [h
ψ
1 , h2];









2 ,··· ,znn ) = [h1, h
ψ
2 ]
w(z1,z2,··· ,zn) k ∈ {1, ψ};
(iv) [h1, h2




h3 ≡ [hh31 , (hh32 )
ψ
] mod R(H);
(vi) ψ centraliza D;
(vii) D centraliza L;
(viii) [H,Hψ, H1 , . . . , Hn ] = [H, (n+ 1)Hψ] ∀n ≥ 1, i ∈ {1, ψ};
(ix) W é central em D, e consiste de elementos de χ(H) da forma [h1, h
ψ
2 ] . . . [h2k−1, h
ψ
2k],
onde, [h1, h2] . . . [h2k−1, h2k] = 1;
(x) [W,H] ⊆ R ⊆ W .
13
































de subgrupos de χ(H).
Ressaltamos aqui o caso H abeliano, pois relacionaremos essa condição, à alguns
resultados futuros. Primeiro, se H é um p-grupo abeliano ﬁnito , onde p é um numero
primo, temos uma diferença entre os casos p = 2 e p ímpar. Por exemplo, se H é um





2 p2k, p ímpar
22
k−12k, p = 2.
Teorema 1.4.3. Seja H um grupo abeliano. Então,
(i) D = W = [L,H], R = [D,H] = [L, 2H];
(ii) L é nilpotente de classe ≤ 2, L′ ⊆ D ⊆ Z(D), L′ ⊆ Z(χ);
(iii) L′ = D2 = [H2, Hψ], R2 = 1.
Em [19] Sidki considera H um grupo, e H˜ algum recobrimento de H de modo que
existe um subgrupo Z de H˜, tal que
Z ≤ H˜ ′ ∩ Z(H˜) e H˜/Z ∼= H,
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isto é (Z|H˜) é uma extensão tronco de H. Deﬁne-se então
T˜ = H˜ × H˜ × H˜,
ψ˜ ∈ Aut(T˜ ) tal que, ψ˜ : (a1, a2, a3) 7→ (a3, a2, a1),
H˜1 =
〈
(h, h, 1) | h ∈ H˜
〉
, H˜2 = H˜1
ψ˜
,

















T (H˜) = 〈H1, H2〉 ,
H ∼= H1 ∼= H2, já que Hi = H˜iZ1Z2Z1Z2 = H˜iHi∩Z1Z2 = H˜iZi ∼= H.
Observe que se Z = 1, então o grupo T (H) é um subgrupo de H ×H ×H.
Mostra-se o seguinte teorema para H um grupo perfeito.
Teorema 1.4.4 (Sidki). Seja H um grupo perfeito. Então existe um único grupo de
recobrimento universal H˜, de H, tal que χ(H) ∼= T (H˜). Além disso D ∼= H˜
O grupo H˜ no Teorema 1.4.4 é uma extensão tronco maximal de H, isto é, todas




2.1 H policíclico por ﬁnito
Na classe dos grupos policíclicos que são ﬁnitos ou nilpotentes ﬁnitamente gerados, χ
funciona como um operador, pois no trabalho de Gupta, Rocco e Sidki [4], mostra-
se que sendo H um grupo nilpotente ﬁnitamente gerado, então χ(H) é nilpotente
ﬁnitamente gerado e em [19] Sidki mostra que se H é solúvel então χ(H) é solúvel.
Para o caso mais geral de um grupo policíclico por ﬁnito H qualquer, uma condição
necessária e suﬁciente para que χ(H) seja policíclico por ﬁnito é que o subgrupoW (H)
de χ(H) seja ﬁnitamente gerado, pois em [19], Sidki mostra que χ(H)
W (H)
∼= T (H).
O objetivo desta seção é provar que W (H) é ﬁnitamente gerado se H é policíclico
por ﬁnito.
Consideremos AZ(H), o ideal de aumento do anel de grupo Z(H).
Seja G˜ = Z(H) · H, o produto semi direto de Z(H) por H, em que H age sobre







Seja G = AZ(H) ·H, subgrupo de G˜. Deﬁna u = (1, 1) ∈ G˜ e considere
[H, u] = 〈[h, u], h ∈ H〉 ,
subgrupo de G˜.
Observe que
[h, u] = h−1hu
= u−hu ∈ Z(H), (2.1.1)
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Passando a última equação para a notação aditiva em Z(H) ·H
[h, u] = (−h+ 1, 1)
Portanto [H, u] = AZ(H) e G = 〈H, Hu〉.
Agora a relação [h, hu] = 1 é equivalente à relação [u, h, h] = 1, que em notação
aditiva temos
[u, h, h] = ((h− 1)2, 1).
Consideremos então o subgrupo normal N = 〈((h− 1)2, 1); h ∈ H〉AZ(H)·H de AZ(H) ·
H.
Observemos que
((h1 − 1)2, 1)(h2−1,h3) = (h2 − 1, h3)−1((h1 − 1)2, 1)(h2 − 1, h3)
= (−(h2 − 1)h3, h−13 )((h1 − 1)2, 1)(h2 − 1, h3)
= (−(h2 − 1)h3 + (h1 − 1)2h3, h−13 )(h2 − 1, h3)
= (−(h2 − 1)h3 + (h1 − 1)2h3 + (h2 − 1)h−13 , 1)
= ((h1 − 1)2h3, 1) (2.1.2)
Além disso, para todos h, h′ ∈ H
(h− 1)2h′ = (h− 1)2(h′ − 1) + (h− 1)2. (2.1.3)
Logo N = I · 1, onde I = 〈(h− 1)2h′ ; h, h′ ∈ H〉 /AZ(H).
Agora a aplicação
 : H ∪Hψ → AZ(H) ·H
N
deﬁnida por h = N(0, h) e (hψ) = N(o, h)u, ∀h ∈ H, preserva a relações de χ(H),
estendendo-se à um epimorﬁsmo
ˆ : χ(H)→ AZ(H) ·H
N
.
Por Sidki [19, Teorema 2.2.1], AZ(H) ·H ∼=
〈
H, Hψ | [H,ψ]′ = 1〉. Logo Nuc(ˆ) =
L′.
Como χ(H) = L ·H e L = AZ(H)·1
N
∼= AZ(H)I , então LL′ ∼= AZ(H)I .
Agora I = 〈(h− 1)2h′ ; h, h′ ∈ H〉 é um ideal de Z(H). Logo Z(H)
I
=< I + h | h ∈
H >. Supondo S = {a1, . . . , an} e H = 〈S〉 então para todos ai, aj ∈ S seguem as
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equações, mod I:
(ai − 1)2 = 0;
a2i = 2ai − 1;
aki = kai − (k − 1); ∀ k ∈ N
a−1i = 2− ai;
(ajai)
−1 = 2− ajai;
a−1i a
−1
j = (2− ai)(2− aj) = aiaj − 2ai − 2aj + 4;
ajai = −aiaj + 2aj + 2ai − 2.





é um grupo abeliano ﬁnitamente gerado. Provamos portanto o
lema seguinte.




I · 1 ,
onde I = 〈(h− 1)2 ; h ∈ H〉 e um ideal de Z(H). Além disso, se H é um grupo
ﬁnitamente gerado, então L
L′ também é ﬁnitamente gerado.
Teorema 2.1.2. Seja H um grupo policíclico por ﬁnito. Então χ(H) é policíclico por
ﬁnito.
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∼= H ×H, (2.1.5)





∼= H ′ ·H.
Logo, sendo H policíclico por ﬁnito, L
W
é policíclico por ﬁnito e, portanto, seu subgrupo
L′
L′∩W
∼= L′WW também o é. Além disso, pelo Lema 2.1.1, LL′ é abeliano ﬁnitamente gerado.
Segue então que L
L′∩W
∼= LL′ . L
′
L′∩W é policíclico por ﬁnito.
Agora, como L′∩W ≤ L′∩Z(L), por Schur [7, Proposição 2.1.7], W ∩L′ é isomorfo
a um subgrupo do Multiplicador de Schur de L
L′∩W . Por Stambach [20], como
L
L′∩W é
ﬁnitamente apresentado, já que é policíclico por ﬁnito, então M( L
L′∩W ) é ﬁnitamente
gerado. Logo L′∩W é ﬁnitamente gerado. Como W
W∩L′
∼= L′WL′ e L
′W
L′ ≤ LL′ é ﬁnitamente
gerado, então W também é ﬁnitamente gerado.
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Considerando P uma propriedade de grupos fechada para subgrupos, quocientes e
extensões, tal que todo grupo abeliano ﬁnitamente gerado tem P , H um grupo que
tem P ﬁnitamente apresentado, tal que H ′ também seja ﬁnitamente apresentado, então
com demonstração idêntica, o teorema anterior pode ser generalizado mostrando-se
que χ(H) têm a propriedade P . De modo particular, se H é policíclico então χ(H) é
policíclico.
Em [1], Blyth e Morse mostram que o grupo deﬁnido por Rocco [14]
ν(H) =
〈
H,Hψ | [h1, hψ2 ]h
ψ
3 = [h1, h
ψ
2 ]





é policíclico se H é policíclico. Como R(H) ≤ W (H) e por Rocco [15, Teorema 2.11]
χ(H)
R(H)
∼= ν(H)∆(H) , em que ∆(H) =
〈
[h, hψ] | h ∈ H〉 é abeliano ﬁnitamente gerado, então
ν(H) é policíclico por ﬁnito se H é policíclico por ﬁnito, generalizando o resultado de
Blyth e Morse. Segue também que o subgrupo [H,Hψ] de ν(H), isomorfo ao quadrado
tensorial não abeliano H ⊗H, é policíclico por ﬁnito se H é policíclico por ﬁnito.
Agora, de modo mais especíﬁco, vamos mostrar que χ(H) ∼= ν(H)∆(H) se H é um grupo
policíclico com série policíclica de comprimento igual a 2.








h3)ψ]−1 | h1, h2, h3 ∈ H
〉T
.



















h3)ψ]−1 | h1, h2, h3 ∈ H
〉χ(H)
.







Por Rocco [15, Teorema 2.11] o epimorﬁsmo ε : χ(H)→ ν(H)
∆(H)
dado por h 7→ ∆(H)h,









tal que ∆(H)h 7→ J(H)h, ∆(H)hψ 7→ J(H)hψ









H,Hψ | [h, hψ] = 1 , [h1, hψ2 ]h3 = [h1h3 , (h2h3)ψ] = [h1, hψ2 ]h
ψ











h3 , (hh32 )
ψ], [h, hψ] = 1, ∀h, h1, h2, h3 ∈ H
seguem em χ(H)
J(H)
. Agora como ς¯ ε¯ é a identidade em χ(H)
J(H)
, então R(H) = J(H).








h3)ψ]−1 | h1, h2, h3 ∈ H
〉H
Além disso, novamente pelos itens (iii) e (x) do Lema 1.4.1,









h3)ψ]−1 | h1, h2, h3 ∈ H
〉T
.
Proposição 2.1.4. Sejam H um grupo policíclico com sequência policíclica








ak)ψ]−1 | ai, aj, ak ∈ S
〉T
.
Demonstração. Como S = {a1, . . . , an} é um conjunto gerador de H, por um resultado








h3)ψ]−1 | h1, h2, h3 ∈ H
〉H∗Hψ








ak)ψ]−1 | ai, aj, ak ∈ S
〉H∗Hψ
.
Assim, se φ : H ∗Hψ 7→ χ(H) é o epimorﬁsmo natural, temos que
















ak)ψ]−1 | ai, aj, ak ∈ S
〉T
, (pela Proposição 2.1.3).
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Proposição 2.1.5. Seja H um grupo policíclico com sequência policíclica S = {a1, a2}.
Então R(H) = 1, isto é, χ(H) ∼= ν(H)∆(H) .








ak)ψ]−1 | ai, aj, ak ∈ S
〉T
,














a2 , (aa22 )
ψ]
e portanto R(H) = 1.
2.2 Redução da apresentação de χ(H)
Em [11], Oliveira e Sidki introduzem uma variação do grupo χ(H) em que nesta nova
versão suas relações são apenas em termos dos geradores de H, isto é, um grupo com




{x | x = ai1ai2 · · · aik , i1 6= i2 6= . . . 6= ik, aij ∈ S, }.
Deﬁne-se então, para todo n ≥ 1, o grupo
χˆ(H,Sn) =
〈
H, Hψ | [a, aψ] = 1, ∀a ∈ Sn〉 .
É claro que a aplicação
θn : χˆ(H,S
n)→ χ(H) tal que hθ = h, (hψ)θ = hψ
é um epimorﬁsmo. Analisamos nesta seção o núcleo de θn quando H é abeliano, e
alguns casos em que θn é um isomorﬁsmo.
Proposição 2.2.1. Seja H um grupo policíclico com sequência policíclica S = {a1, a2}.
Então χ(H) = χˆ(H,S2).
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Demonstração. Em χˆ(H,S2) ocorrem as relações [a1, a1ψ] = [a2, a2ψ] = [a1a2, a1a2ψ] =



































Suponhamos que 1 = H3 /H2 /H1 = H é uma série policíclica de H tal que Hi/Hi+1 =























Mostraremos que ψ move-se no ultimo comutador. Primeiro, para m = n = 1, temos

























































































Analogamente mostramos que [aψ1 , a2
i] = [a1, a
ψ
2 ]
i. Agora, [a1, a
−ψ








Portanto, [a1, (a2i)ψ] = [a
ψ
1 , a2
i] = [a1, a
ψ
2 ]
i, ∀ i ∈ Z. Resta mostrar que [aj1, (a2i)ψ] =
[(aj1)
ψ, a2



































aψ1 [aψ1 , a
j
2]























Agora, por indução sobre i,
[(ai+11 )
























































Como [a−11 , a
ψ
2 ] = [a1, a
ψ
2 ]
−a1−1 = [a1, a
ψ
2 ]




ψ, aj2], ∀ i, j ∈
Z
2.2.1 H abeliano
Nesta subseção vamos considerar H um grupo abeliano. Generalizamos aqui alguns
resultados obtidos por Oliveira e Sidki em [11].
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Lema 2.2.2 (Oliveira e Sidki, [11]). Seja H um grupo. Suponhamos que
[x, xψ] = 1 = [y, yψ], ∀ x, y ∈ H.
Então,
(i) [xy, xψyψ] = [xy, yψ][y, (xy)ψ]. Se, além disso, [x, y] = 1, então [xy, xψyψ] =
[x, yψ][y, xψ];
(ii) Se ainda [x, y] = 1 e mais [xy, xψyψ] = 1, então [x, yψ] = [xψ, y].
Lema 2.2.3 (Oliveira e Sidki, [11]). Seja H = 〈a1, a2, a3〉 um grupo abeliano 3-gerado.
Então valem as igualdades:
(i) [ami , a
ψ
j ] = [ai, (a
m
j )




(ii) [ami , a
n
j

















para i, j ∈ {1, 2, 3}, n, m ∈ N.
Proposição 2.2.4. Se H = 〈a1, a2, · · · an〉 é um grupo abeliano n-gerado, n ≥ 3, tal
que pelo menos n− 2 de seus geradores têm ordem ímpar, então χ(H) ∼= χˆ(H,S2).
Demonstração. Se n = 3, então H = 〈a1, a2, a3〉. Suponhamos, sem perda de genera-
lidade, que a1 tem ordem ímpar.
Pelos Lemas 2.2.2 e 2.2.3, os elementos [ami , (a
m
i )







em χˆ(H,S2) para m, n ∈ Z e i, j ∈ {1, 2, 3}. Assim, para demonstrarmos o caso

































































































Agora, como a1 tem ordem ímpar, então am1 = a
2k















































pois, no último caso, a ação de [a2, ψ] = a2−1a
ψ























 = [a1a2a3, (a1a2a3)







Fazendo as substituições, a1 ↔ a3, a2 ↔ a2, obtemos













































[a2,ψ] = [a21, a
ψ
3 ].






3 ] = 1.
Considerando H = 〈a1, a2, · · · , an〉 um grupo abeliano, em que pelo menos n − 2
de seus geradores têm ordem ímpar, os cálculos desenvolvidos acima nos mostram que
para x, y, z ∈ H com um deles de ordem ímpar e as relações
[x, xψ] = [y, yψ] = [z, zψ] = [xy, xψyψ] = [xz, xψzψ] = [zy, zψyψ] = 1,
então [xiyjz, xiψyjψzψ] = 1, i, j ∈ Z. Assim, considerando x = a1, y = a2, z =
ak3a
l















4 ], i, j, k, l ∈ Z
são triviais em χˆ(H,S2). Prosseguindo indutivamente sobre o número de geradores
provamos a proposição.
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Lema 2.2.5. Seja H um grupo abeliano com geradores S = {a1, . . . , an}. Então o epi-
morﬁsmo θn−1 : χˆ(H,Sn−1)→ χ(H) têm núcleo N =
〈
[a1 · · · an , aψ1 · · · aψn ]
〉χˆ(H,Sn−1)
Demonstração. Para mostrar que Nuc(θn−1) = N , vamos veriﬁcar que
[aα11 a
α2
2 · · · aαnn , aα1ψ1 aα2ψ2 · · · aαnψn ] = 1 α1, α2, · · · , αn ∈ Z,
é consequência de ε = [a1a2 · · · an, aψ1 aψ2 · · · aψn ] = 1
Mas vejamos que
[a1a2 · · · an, aψ1 aψ2 · · · aψn ] = [a1a2 · · · an−1, aψ1 aψ2 · · · aψn ]an [an, aψ1 aψ2 · · · aψn ] (2.2.7)

































Repetindo os cálculos como na equação 2.2.7, obtemos
[aα11 a2 · · · an, aα1ψ1 aψ2 · · · aψn ] = 1.







































E, novamente repetindo os cálculos como na equação 2.2.7,
[aα11 a
α2
2 · · · an, aα1ψ1 aα2ψ2 · · · aψn ] = 1.
Prosseguindo indutivamente dessa maneira sobre as potências, chegamos que
[aα11 a
α2
2 · · · aαnn , aα1ψ1 aα2ψ2 · · · aαnψn ] = 1, α1, α2, . . . , αn ∈ Z
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Teorema 2.2.6. Seja H = Zn2 com geradores S = {a1, . . . , an}. Então o núcleo



















se n é par.
Demonstração. Pelo Lema 2.2.5, N =
〈
[a1 · · · an , aψ1 · · · aψn ]
〉χˆ(H,Sn−1)
. Vamos deter-
minar os conjugados de ε = [a1a2 · · · an, aψ1 aψ2 · · · aψn ] em χˆ(H,Sn−1).
Vejamos que se x = ai, y = a1a2 · · · ana−1i então
ε = [xy, xψyψ]
= [x, xψyψ]y[y, xψyψ]
= [x, yψ]y[y, xψ]y
ψ
= [x, yψ][y, xψ] (2.2.8)
Por outro lado,




= [yψ, x]x[xψ, y]x







i (por 2.2.8). (2.2.9)
Além disso,
1 = [(a1a2 · · · an)2, aψ1 aψ2 · · · aψn ]
= εa1a2···anε (2.2.10)












j=1 |j |ai1ai2 ...aik (por 2.2.9)
=
{
εai1ai2 ...aik se (−1)
∑k







j=1 |j | = −1 (por 2.2.10)
em que j ∈ {1, ψ} e |j| =
{
0, se j = 1
1, se i = ψ, j ∈ {1, 2, . . . , k}, k ∈ {1, 2, . . . , n}
.
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Assim, N é gerado por ε e seus conjugados da forma
εai1ai2 ...aik , 1 ≤ i1 < i2 < . . . < ik ≤ n,
tal que k ∈ {1, . . . , n
2
}, se n é par, e k ∈ {1, . . . , n−1
2
}, se n é ímpar.




















geradores, se n é par.
Vamos mostrar agora que N é abeliano livre. Primeiro consideremos, x = ai, y =
a2 . . . ana
−1
i , z = a1, i ∈ {2, . . . , n}. Como G = 〈x, y, z〉 ∼= Z32 e as igualdades
[x, xψ] = [y, yψ] = [z, zψ] = [xy, xψyψ] = [xz, xψzψ] = [yz, yψzψ] = 1
ocorrem, recorrendo ao caso n = 3 em [11, Teorema 8], segue que
[[xyz, xψyψzψ]x, [xyz, xψyψzψ]] = [εai , ε] = 1, ∀ i ∈ {1, . . . , n− 2}.
Além disso, [xyz, xψyψzψ] = ε é de ordem inﬁnita.
Agora consideremos x = a1a2 . . . ak, y = ak+1 . . . an−1, z = an k ∈ {1, . . . , n− 2}.
Pelo mesmo argumento anterior,
[[xyz, xψyψzψ]x, [xyz, xψyψzψ]] = [εa1a2...ak , ε] = 1, ∀ k ∈ {1, . . . , n− 2}.
Para k = n − 1, temos que εa1...an−1 (2.2.10)= ε−an . Pelo primeiro caso, [εan , ε] = 1;
logo, [εa1...an−1 , ε] = 1.




Comutatividade fraca por isomorﬁsmo
entre n cópias de H
3.1 Deﬁnições
Consideremos H um grupo e χ(H) o grupo já deﬁnido anteriormente. De modo a
generalizar o comportamento desse grupo, dados um grupo H e 〈ψ〉 um grupo cíclico
de ordem n, Oliveira considera em [10] o grupo deﬁnido pela apresentação
G =
〈
H,ψ | [hψi , hψj ] = 1, [Di,j, Lk,l] = 1, ψn = 1, ∀h ∈ H, i, j, k, l ∈ {0, . . . , n− 1}
〉
,




] e Li,j = [Hψ
i











o grupo G possui n subgrupos H, Hψ, . . . , Hψ
n−1
, que comutam fracamente entre si.












] = 1. A inclusão das
relações [Di,j, Lk,l] = 1, {i, j} 6= {k, l}, deve-se ao fato que, sem essas relações, pode-
se obter exemplos com grupos ﬁnitos H, para os quais o grupo G é inﬁnito. Como
exemplo, com ajuda do programa GAP, Oliveira mostra em [10] que se H = C22 , o
grupo 〈
H,ψ | [h, hψ] = ψ3 = 1, ∀h ∈ H〉 ,
é uma extensão de Z4 por um grupo ﬁnito de ordem 2133.
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3.2 Sobre χ(n,H)
Nesta seção apresentamos alguns resultados gerais sobre χ(n,H).
Proposição 3.2.1. Existe um epimorﬁsmo δ : χ(n,H) → Hn tal que Nuc(δ) =∏
0≤i<j≤n−1Di,j.
Demonstração. È claro que a aplicação
χ(n,H)→ Hn
h 7→ (h, 1, . . . , 1)
hψ 7→ (1, h, . . . , 1)
...
hψ
n−1 7→ (1, 1, . . . , h)
estende-se a um epimorﬁsmo δ : χ(n,H)→ Hn, já que preserva as relações deﬁnidoras
de χ(n,H).
Consideremos C = 〈Di,j; 1 ≤ i < j ≤ n〉χ(n,H).





























Ch 7→ (h, 1, . . . , 1)
Chψ 7→ (1, h, . . . , 1)
...
Chψ
n−1 7→ (1, 1, . . . , h)
Por outro lado a aplicação
Hn → χ(n,H)
C
(h, 1, . . . , 1) 7→ Ch
(1, h, . . . , 1) 7→ Chψ
...
(1, 1, . . . , h) 7→ Chψn−1 ,
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também preserva as relações de Hn, de modo que se estende a um epimorﬁsmo α :
Hn → χ(n,H)
C
, em que a composta αδ¯ = 1 sobre Hn. Portanto, Nuc(δ) = C.
Notemos também que a aplicação
φ1 : χ(H)→ χ(n,H) (3.2.1)
h 7→ h
hψ 7→ hψ
pode ser estendida a um homomorﬁsmo.
Por outro lado, em geral não temos um homomorﬁsmo de χ(n,H) para χ(H). Como
exemplo, com a ajuda do GAP não encontramos nenhum homomorﬁsmo de χ(n, S3)
para χ(S3).
No caso em que H é abeliano, pelo Teorema 1.4.3 (i), R(H) = [D,Hψ] = [D,H];
logo, se R(H) = 1 então a aplicação





pode ser estendida a um homomorﬁsmo, onde a composta φ1φ2 é a identidade sobre
χ(H), de onde segue que φ1 é injetiva. Logo
χ(H) ↪→ χ(n,H).
Para H abeliano a condição R(H) = 1 não é necessária para ver que χ(H) ↪→
χ(n,H), pois a aplicação





estende-se a um homomorﬁsmo, já que
[φ3(h
ψi), φ3(h







)] = 1, ∀ i, j, k, l ∈ {0, . . . , n−1}.




Proposição 3.2.2. Se H é solúvel então χ(n,H) é solúvel.
Demonstração. Pelo homomorﬁsmo φ1 : χ(H)→ χ(n,H), deﬁnido em 3.2.1, temos que





n e, portanto, é solúvel.
3.3 Estimativa para a ordem de χ(n,H)
Em [10], Oliveira estima a ordem de χ(n,H), para H abeliano ﬁnito. Aqui generaliza-
mos essa estimativa para H um grupo ﬁnito qualquer.
Teorema 3.3.1. Se H é um grupo ﬁnito, então |χ(n,H)| divide |χ(H)|m|H|n−2m, onde
m = (n2 ).








Consequentemente, como |χ(H)| = |D||H|2,
|χ(n,H)| | |D|m|H|n = |χ(H)|m|H|n−2
A estimativa acima é atingida quando H é um grupo abeliano ﬁnito e o subgrupo
R(H) = [H,L,Hψ] de χ(H) é trivial.
Proposição 3.3.2. Se H é um grupo abeliano ﬁnito tal que R(H) = 1, então χ(n,H) ∼=
(⊕0≤i<j≤n−1Di,j) ·H ·Hψ · · ·Hψn−1.
Demonstração. Vamos primeiro considerar o caso n = 3.
Vimos que se R(H) = 1, então χ(H) ↪→ χ(3, H). Segue então que D ∼= Di,j, ∀ 0 ≤
i < j ≤ 2.
Agora, do epimorﬁsmo φ3 : χ(3, H)→ χ(H), deﬁnido em 3.2.3, temos que Nuc(φ3) =
D0,2D1,2H
ψ2 , logo
|χ(3, H)| = |χ(H)||D0,2D1,2Hψ2|.
Por outro lado, do epimorﬁsmo δ : χ(3, H) → H3, conforme a Proposição 3.2.1,
temos






2 ∩D0,2D1,2 = 1, pois Hψ2 ∩ Nuc(δ) = 1. Logo
|D0,1D0,2D1,3| = |D||D0,2D1,2|
= |D0,1||D0,2D1,2|
Portanto D0,1 ∩ D0,2D1,2 = 1. Permutando os índices dos Di,j na equação anterior,
concluímos que D0,1D0,2D1,3 é uma soma direta.
Para o caso geral n ≥ 3, temos novamente as aplicações que podem ser estendidas
a homomorﬁsmos,




2 7→ hψ2 , e






j 7→ 1 (j > 2),
onde a composta φ5φ4 é a identidade sobre χ(3, H), donde vemos que
χ(H) ↪→ χ(3, H) ↪→ χ(n,H).
Recorremos agora ao caso n = 3 e veriﬁcamos que Di,j ∩ Dl,k = 1, ∀ 0 ≤ i < j ≤




Pelo Teorema 1.4.3 (iii), quando H é um grupo abeliano, segue que R2 = 1. Logo
se H é um p-grupo abeliano com p ímpar então R = 1, donde segue o
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Colorário 3.3.3. Se H é um p-grupo abeliano ﬁnito, onde p é impar, então χ(n,H) ∼=
(⊕0≤i<j≤n−1)Di,j ·H ·Hψ · · ·Hψn−1.
A estimativa da Proposição 3.3.1, para a ordem de χ(n,H), não é atingida no caso
em que H é um 2-grupo abeliano elementar.










Demonstração. Do epimorﬁsmo δ : χ(n,H)→ Hn, conforme a Proposição 3.2.1, temos
que |χ(n,H)| = |C||H|n.



































































Logo C é um 2-grupo abeliano elementar.
Suponhamos que H = 〈a1, a2, . . . , ak〉. Pelas relações de comutadores e pelo fato
































































t ] · · · [aψir , aψjs , a11 , . . . akk ]
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Além disso, novamente pela identidade de Witt
[aψ
i




















































ip , . . . ,
]
.




s ], com 0 ≤ i <
j ≤ n − 1 e 1 ≤ r < s ≤ k, mais os comutadores de peso maior que 2 da forma
[aψ
i
r , ai1 , ai2 , . . . , ait ], em que 1 ≤ r < i1 < i2 < . . . it ≤ k
Assim C tem, no máximo, (k2)(
n
2 ) geradores de peso 2, e (
k
p)(n−1) geradores de peso
















Mas como 2k = (1 + 1)k = (k0) + (
k












p)(n−1) é menor que |D|m = 2(k2)(n2 )+(k3)(n2 )+...+(kk)(n2 ).
3.4 H perfeito
Em [19], Sidki mostra que para um grupo H perfeito, χ(H) é isomorfo ao grupo T (H˜),
em que H˜ é uma extensão tronco maximal de H, isto é, existe Z ≤ H˜ ′ ∪Z(H˜) tal que
H˜
Z
∼= H; além disso D ∼= H˜ neste caso.
De modo a analisar o comportamento da estrutura de χ(n,H) quando H é um
grupo perfeito, vamos apresentar uma generalização do grupo T (H˜).
Seja H um grupo, e H˜ algum recobrimento de H de modo que existe um subgrupo
Z de H˜, tal que
Z ≤ H˜ ′ ∩ Z(H˜) e H˜/Z ∼= H,
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isto é (Z|H˜) é uma extensão tronco de H. Agora deﬁna
T˜n = H˜
n+1,
φ = (1)(2, 3, . . . , n+ 1) ∈ Sn+1,
ψ˜ ∈ Aut(T˜ ) tal que,
ψ˜ : (a1, a2, a3, . . . , an+1) 7→ (aφ(1), aφ(2), aφ(3), . . . , aφ(n+1)),
H˜1 =
〈
(h, h, 1, 1, . . . , 1) | h ∈ H˜
〉
, H˜i = H˜1
ψ˜i−1
, 2 ≤ i ≤ n,
Z1 = 〈(z, z, 1, 1, . . . , 1) | z ∈ Z 〉 , Zi = Z1ψ˜i−1 , 2 ≤ i ≤ n,
G˜ =
〈








Z1Z2···Zn , H2 =
H˜2Z1Z3···Zn
Z1Z2···Zn , . . . , Hn =
H˜nZ1Z2···Zn−1
Z1Z2···Zn .









Deﬁnamos, D˜i,j = [H˜i, H˜j] e L˜i,j = [H˜i, ψ˜j], subgrupos de G˜, e Di,j, Li,j suas
respectivas imagens em G (= Tn(H˜)), para 1 ≤ i < j ≤ n.
Temos que G˜ e Z1Z2 · · ·Zn são ψ˜-invariantes. Denotando por (h)i, o elemento
(1, 1, . . . , h, 1, . . . , 1) ∈ H˜, tal que h aparece na i-ésima coordenada, então ψ˜ induz um
automorﬁsmo ψ de Tn(H˜) tal que
ψ : Z1Z2 . . . Zn(a)1(a)i 7→ Z1Z2 . . . Zn(a)1(a)i+1
para todo a ∈ H˜. Logo
Hi = H
ψi−1









Observação 3.4.1. Para todo 1 ≤ i < j ≤ n, segue
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(i)
D˜i,j, L˜i,j / T˜n
D˜i,j =
〈
([h, k], 1, . . . , 1), h, k ∈ H˜
〉
= H˜ ′ × 1× . . .× 1, (3.4.1)
L˜i,j =
〈
(h−1)i(h)j | h ∈ H˜
〉
,
D˜i,j ∩ Z1Z2 . . . Zn = 1, logo D˜i,j ∼= Di,j.
(ii) Seja H é um grupo perfeito. Então
D˜i,j = H˜ × 1× . . .× 1
.
(iii) Dado x = Z1Z2 · · ·Zn(x1, x2, . . . , xn+1) ∈ Tn(H˜) e y ∈ H˜, denote y¯ = Zy e deﬁna
αn : Tn(H˜)→ Hn
por α(x) = (x¯2, x¯3, . . . , x¯n+1). Então segue que αn é um epimorﬁsmo, tal que
Nuc(αn) = Di,j
Proposição 3.4.2. Existe um epimorﬁsmo λH˜ : χ(n,H)→ Tn(H˜), tal que Nuc(λH˜) ⊆
C.
Demonstração. Deﬁnamos a aplicação
λH˜ : χ(n,H)→ Tn(H˜)
tal que, λH˜(h
ψi) = Z1Z2 · · ·Zn(h)1(h)i.
Como
[Z1Z2 · · ·Zn(a)1(a)i, Z1Z2 · · ·Zn(a)1(a)j] = Z1Z2 · · ·Zn (3.4.2)
para todo a ∈ H˜, e além disso,
[Z1Z2 · · ·Zn(a1)1(a1)i, Z1Z2 · · ·Zn(a2)1(a2)j] = Z1Z2 · · ·Zn([a1, a2])1,
e (Z1Z2 · · ·Zn(a)1(a)k)−1 Z1Z2 · · ·Zn(a)1(a)s = Z1Z2 · · ·Zn(a−1)k(a)s ,
então,
[Z1Z2 · · ·Zn([a1, a2])1, Z1Z2 · · ·Zn(a−1)k(a)s] = Z1Z2 · · ·Zn. (3.4.3)
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Portanto, podemos concluir de 3.4.2 e 3.4.3 que a aplicação
λ : χ(n,H)→ Tn(H˜),




1 , ∀ 1 ≤ i ≤ n,
λH˜(Di,j) = Di,j.
Pela observação (iii) de 3.4.1, temos que C = 〈Di,j ; 1 ≤ i < j ≤ n〉 = Nuc(λH˜αn),
logo Nuc(λH˜) ⊆ C.
Proposição 3.4.3. Se H é um grupo perfeito então,
(i) Di,j = Dk,s ∼= D, ∀ 1 ≤ i < j ≤ n− 1, 1 ≤ k < s ≤ n− 1
(ii) χ(n,H) ∼= D ·H ·Hψ · · ·Hψn−1 ∼= Tn(H˜)
Demonstração. (i) Pelo Teorema 1.4.4, se H é um grupo perfeito então H˜ ∼= D, em
que H˜ é uma extensão tronco maximal de H. Logo, por 3.4.1,
D¯i,j ∼= H˜ ∼= D, ∀ 1 ≤ i < j ≤ n.
Como D ∼= D¯i,j é imagem de Di,j por λH˜ , ∀ 1 ≤ i < j ≤ n e, por outro lado, Di,j
é imagem de D, pelo homomorﬁsmo φ1 : χ(H) → χ(n,H) deﬁnido em 3.2.1, então
D ∼= Di,j, ∀ 1 ≤ i < j ≤ n.
Da relação [Di,j, Lk,s] = 1 em χ(n,H), segue que
D′i,j = [Di,j, Di,j] = [Di,j, Dk,s] = [Dk,s, Dk,s] = D
′
k,s, ∀ 1 ≤ i < j ≤ n, 1 ≤ k < s ≤ n.
Mas D ∼= Di,j é perfeito, logo Di,j = Dk,s,∀ 1 ≤ i < j ≤ n, 1 ≤ k < s ≤ n.
(ii) O isomorﬁsmo χ(n,H) ∼= D ·H ·Hψ · · ·Hψn−1 é consequência imediata de (i)
e da Proposição 3.2.1.








de χ(n,H) é isomorfo a χ(H), já que D ∼= Di,j. Logo pelo
Teorema 1.4.4, λH˜ |〈Hψi ,Hψj〉 é isomorﬁsmo, então Di,j ∩Nuc(λH˜) = 1 e, portanto, deve




No capítulo anterior nos deparamos com os problemas de decidir se os subgrupos
Di,j, 1 ≤ i < j ≤ n de χ(n,H) são independentes e se χ(H) está imerso em χ(n,H).
Um caso em que essas aﬁrmações valem, é quando tem-se a relação [D,H] = 1 em
χ(H).
Aﬁm de averiguar essas condições, vamos introduzir neste capítulo um novo grupo
em que também ocorre a comutatividade fraca por n cópias de um grupo H.
4.1 Deﬁnições
Sejam H um grupo e 〈ψ〉 um grupo cíclico de ordem n. Deﬁnamos
G∗ =
〈
H, ψ | [hψi , hψj ] = ψn = 1, [D∗i,j, Hψ
k
] = 1, i, j, k ∈ {0, 1, . . . , n− 1}, k 6= i, j
〉










subgrupo de G∗. Observe ainda que os subgrupos H, Hψ, . . . , Hψ
n−1
de χ∗(n,H)
comutam fracamente e, além disso, vamos mostrar neste capitulo que χ∗(n,H) deve
manter algumas propriedades de χ(n,H).
4.2 Propriedades gerais para χ∗(n,H)
Nesta seção veriﬁcamos a estrutura de χ∗(n,H).
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Proposição 4.2.1. Para todo grupo H, χ(H) está imerso em χ∗(n,H).
Demonstração. Consideremos a aplicação
φ∗1 : χ(H)→ χ∗(n,H)
tal que h 7→ h, hψ 7→ hψ. É claro que a relação [h, hψ] = 1 é preservada em χ∗(n,H),
por φ∗, logo φ∗ estende-se a um homomorﬁsmo.
Por outro lado, a aplicação
φ∗2 : χ
∗(n,H)→ χ(H)
tal que h 7→ h, hψ 7→ hψ e hψi 7→ 1, 1 < i ≤ n − 1, também preserva as relações de






é a identidade, segue que χ(H) ↪→ χ∗(n,H).
Proposição 4.2.2. Seja H um grupo ﬁnito. Então
(i) D∗i,j / χ
∗(n,H), D∗i,j ∼= D,
(ii) χ∗(n,H) = C∗ ·H ·Hψ · · ·Hψn−1, em que C∗ = ⊕1≤i<j≤n−1D∗i,j
(iii) |χ∗(n,H)| = |D|(n2 )|H|n.
Demonstração. (i) Como χ(H) ↪→ χ∗(n,H), segue imediatamente que D∗i,j ∼= D, logo
D∗i,j é normalizado por H
ψi e por Hψ
j
. Se k 6= {i, j} temos [D∗i,j, Hψk ] = 1. Portanto,
D∗i,j / χ
∗(n,H).
(ii) A demonstração é idêntica à da Proposição 3.3.2.
(iii) Segue de (ii).
Colorário 4.2.3. Se H é um grupo abeliano ﬁnito tal que R(H) = 1, então χ∗(n,H) ∼=
χ(n,H).
Colorário 4.2.4. Se H é um p-grupo abeliano ﬁnito, onde p é um numero primo
ímpar, então χ∗(n,H) ∼= χ(n,H)




A propriedade de comutatividade fraca entre cópias de um grupo H parece ser uma
forte característica para herdar propriedades de H. Como vimos no desenvolvimento
do trabalho, os grupos χ(H) e χ(n,H) preservam ﬁnitude, solubilidade e nilpotênca,
entre outras propriedades.
Vamos examinar nesta seção a nilpotência de χ∗(n,H), quando H é um grupo
nilpotente de classe c.
Algumas demonstrações a seguir são análogas às encontradas em [4], porém vamos
repeti-las aqui para facilitar a leitura do trabalho.







































2 ,··· ,zδnn ), k ∈ {1, ψ, ψ2, . . . , ψn−1},


















1 , · · · , yψ
j
k , x




1 , · · · , yψ
j
k , x
ψi ], i 6= j ∈ {0, 1, . . . , n− 1}.





































































































































(iii) Seja w(z11 , z
2









2 , · · · , zδnn ) = hδi11 hδi22 . . . hδimm ,
onde δij = ψ














se ψi1 ∈ {ψi, ψj}. Caso ψi1 /∈ {ψi, ψj} então pela relação
[D∗i,j, H











































































novamente por (ii) e pela relação [D∗i,j, H
ψk ] = 1












































































































































































1 , · · · , yψ
j
k−1, x




1 , · · · , yk−1ψj, xψ
i
], i 6= j ∈ {0, 1, . . . , n− 1}


























































































































































































1 , · · · , yψ
j
k , x




1 , · · · , yψ
j
k , x
ψi ], i 6= j ∈ {0, 1, . . . , n− 1}
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, H1 , . . . , Hn ] = [Hψ
i
, (n + 1)Hψ
j
], ∀n ≥ 1, i 6= j ∈





, H1 , . . . , Hn ] = 1, ∀n ≥ 1, i 6= j ∈ {0, 1, . . . , n − 1} e se algum
i ∈






ψj)] ≤ [Hψi , (m + n)Hψj ], ∀ m ≥ 0, n ≥ 1, i 6= j ∈
{0, 1, . . . , n− 1};
(iii) [H1 , H2 , . . . , Hn ] ≤ [Hψi , (n − 1)Hψj ]γ(Hψi)χ∗(n,H)γ(Hψj)χ∗(n,H), para k ∈
{ψi, ψj}, i 6= j ∈ {0, 1, . . . , n− 1}
Demonstração. As demonstrações de (i) e (i′) seguem imediatamente do item (iii) do
Lema 4.3.1 junto com a relação [D∗i,j, H
ψk ] = 1 k 6= {i, j}.
A demonstração de (ii) é por indução sobre n. Para n = 1 não há nada a fazer.
Por indução suponhamos o resultado válido para 2 ≤ k ≤ n − 1. Agora com x ∈
γn−1(Hψ
j
), y ∈ Hψj , z ∈ [Hψi ,mHψj ], tomando a forma equivalente da identidade de















≤ [Hψi , (m+ 1)Hψj , γn−1(Hψj)][Hψi ,mHψj , γn(Hψj)]
≤ [Hψi , (m+ n)Hψj ], (por indução).
Em (iii), se n ≥ 2 e (1, . . . , n) = (ψi, ψi, . . . , ψi) ou (1, . . . , n) = (ψj, ψj, . . . , ψj),
não há nada a fazer.
Então sem perda de generalidade, podemos supor
(1, . . . , n) = (ψ
i, ψi, . . . , ψi, ψj, k+2, . . . , n)
para algum 1 ≤ k ≤ n.
Logo,
[H1 , H2 , . . . , Hn ] = [γk(H
ψi), Hψ
j





















)] (pelo item (ii)).
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n), (2c− 1− i)χ∗n] = 1, ∀i ≥ 2.









































(pela relação [Di,j, H






























No item (ii), uma repetitiva aplicação do Lema dos três subgrupos
[A,B,C] ≤ [A,C,B][B,C,A],













Logo como m ≥ c+ 1 ou n ≥ c+ 1, o resultado segue pelo item (i).
Lema 4.3.4. Se γc+1(H) = 1, então para todo hi ∈ H e i ∈ {ψi, ψj},
[h11 , h
2
2 , . . . , h
2c+1






σ(3) , . . . , h
σ(2c+1)
σ(2c+1)]
para toda permutação σ de {3, 4, . . . , 2c+ 1}.
Demonstração. Temos que, ∀ i ∈ {3, . . . , 2c+ 1},
[h11 , h
2




i ]] ≡ 1 mod ([γi−2(χ∗n), γ2(χ∗n)]).
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Então por Levin [6, Teorema 2.1],
[h11 , h
2




i−1 ] ≡ [h11 , h22 , . . . , hi−1i−1 , hii ] mod ([γi−2(χ∗n), γ2(χ∗n)]).
Pelo Lema 4.3.3 item (ii),
[h11 , h
2




i+1 , . . . , h
(2c+1)














2 , . . . , h
2c+1






σ(3) , . . . , h
σ(2c+1)
σ(2c+1)]
para toda permutação σ de {3, 4, . . . , 2c+ 1}.
O lema seguinte é ma consequência do Lema 4.3.4.
Lema 4.3.5. Se H é localmente nilpotente então χ∗(n,H) é localmente nilpotente.
Demonstração. Seja {g1, g2, . . . , gn} um conjunto de elementos de χ∗(n,H) e seja
{h1, h2, . . . , hm} seu suporte em H. Queremos mostrar que 〈g1, g2, . . . , gn〉 é um sub-
grupo nilpotente de χ∗(n,H). Claramente, podemos admitir que m ≥ 2. Como
〈h1, h2, . . . , hm〉 é um subgrupo nilpotente de H, digamos de classe c, então para ana-







1 , . . . , z
ψj
c∗ ] = 1
para algum c∗ > c e todo i 6= j ∈ {0, 1, . . . , n− 1}, x, y, zi ∈ 〈h1, . . . , hm〉.
Com c∗ ≥ 2cm, pelos Lemas 4.3.3 e 4.3.4, [xψi , yψj , zψj1 , . . . , zψ
j
c∗ ] pode ser reescrito







1 , . . . , kmh
′ψj
m ]
onde {h′1, . . . , h′m} = {h1, . . . , hm}, k1 ≥ . . . ≥ km ≥ 0 e
∑m
i=1 ki ≥ c∗ ≥ 2cm. Dessa
forma deve ocorrer k1 ≥ 2c e, portanto, vamos mostrar que [xψi , yψj , kzψj ] = 1 para
todo k ≥ 2c e x, y, z ∈ 〈h1, . . . , hm〉.
Agora seja H = 〈x, y, z〉. Então, por hipótese, γ(H)c+1 = 1. Podemos usar a
























]] ≡ [zψj , yψj , xψi ] mod (γ2(γ2(< xψi , yψj , zψj >))) (4.3.1)



































, (k − 2)zψj , zψi ]−1 (pelo Lema 4.3.1 (iv))
= 1.
O que completa a prova do lema.
Considere agora H um grupo nilpotente de classe no máximo c, c ≥ 1. Então pelo





2 , . . . y
ψj
c+1, x
ψj ] = 1, (4.3.2)
para todos x, yi ∈ H. Se H = 〈x, y〉 então, modulo γc+3(χ∗(n,H)), γc+2(χ∗(n,H))




2 , . . . z
ψj
c+1, x
ψj ], com Zi ∈ {x, y} e i 6= j ∈
{0, 1, . . . , n − 1}, que são triviais pela equação 4.3.2 acima. Logo, γc+3(χ∗(n,H)) =
γc+2(χ
∗(n,H)). Como pelo Lema 4.3.5 χ∗(n,H) é nilpotente, segue que γc+2(χ∗(n,H)) =
1. Isso nos dá o seguinte resultado:
Teorema 4.3.6. Se H é um grupo nilpotente de classe no máximo c, 2-gerado, então
χ∗(n,H) é nilpotente de classe no máximo c+ 1.
Vamos investigar o caso geral com γc+1(H) = 1. Vejamos que, módulo γc+3(χ∗(n,H)),
a equação 4.3.2 nos dá





















que, comutando com xψ
j










] ≡ 1 (mod γc+4(χ∗(n,H))) (4.3.4)
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≡ [[yψi1 , yψj2 , . . . , yψjk ], [xψi , yψjk+1], yψjk+2, . . . , yψjc+1, xψj]
≡ [[xψi , yψjk+1], [yψj1 , yψj2 , . . . , yψjk ], yψjk+2, . . . , yψjc+1, xψj]−1
≡ [[xψj , yψjk+1], [yψj1 , yψj2 , . . . , yψjk ], yψjk+2, . . . , yψjc+1, xψi]−1 por 4.3.2
≡ 1, já que γc+1(H) = 1.
















] ≡ 1 mod γc+4(χ∗(n,H)), (4.3.5)
para todos x, yi ∈ H, 0 ≤ i < j ≤ n − 1 e 2 ≤ k ≤ c. Então, por 4.3.5, para
















≡ [yψi1 , yψ
j











≡ [yψi1 , yψ
j










≡ [yψi1 , yψ
j












2 , . . . , y
ψj
c+1, x
ψj ] ≡ [xψi , yψj1 , yψ
j
2 , . . . , y
ψj
c+1, x













k+2, . . . , y
ψj
c+1, x
ψj ] ≡ 1 mod γc+4(χ∗(n,H)), (4.3.6)
para todo 1 ≤ k ≤ c+ 1.













k+2, . . . , y
ψj
c+1, z
















Usando 4.3.8, segue que todo comutador de peso c+3 em χ∗(n,H), com uma entrada













k+2, . . . , y
ψj
c+1, x
ψj ], 1 ≤ k ≤ c+ 1,
que é trivial por 4.3.6. Em particular, se H é um grupo m-gerado com γc+1(H) = 1 e
m ≤ c+ 2, então γm+3(χ∗(n,H)) = γm+4(χ∗(n,H)) = . . . = 1. Então, pelo Lema 4.3.4,
provamos o
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Teorema 4.3.7. Seja H um grupo m-gerado nilpotente de classe no máximo c tal que
m ≥ 2, c ≥ 1. Então, para m ≤ c+ 2, γc+3(χ∗(n,H)) = 1 .





























]2 ≡ 1 mod γc+4(χ∗(n,H)).
Pelo Teorema 4.3.7 todo comutador de peso c + 4 em χ∗(n,H) com entradas no
conjunto {y1, . . . , yc+1, x, z}, é trivial. Logo
[yψ
i





]2 ≡ 1. (4.3.8)















onde ρ é uma permutação de {2, 3, . . . , c + 3} e |ρ| = 1 ou −1, conforme ρ seja uma
permutação par ou ímpar. Logo, se H é um grupo m-gerado com m ≥ c + 3, então
para c + 3 ≤ k ≤ m, existem (mk ) (n2 ) escolhas distintas para se ter um comutador de
peso k. Este fato junto com 4.3.8 e [Di,j, Dk,s] = 1 para todo 1 ≤ i < j ≤ n − 1 e
1 ≤ s < k ≤ n− 1, temos o seguinte teorema:
Teorema 4.3.8. Seja H um grupo m-gerado nilpotente de classe no máximo c, com
m ≥ 2, c ≥ 1. Então, para m ≥ c+ 3, γc+3(χ∗(n,H)) é um 2-grupo abeliano elementar








Sobre o grupo E(H)
Neste capítulo dado um grupo H e um isomorﬁsmo ψ : H 7→ Hψ, entre H e Hψ,
introduzimos o grupo
E(H) = 〈H, Hψ | [D,L] = 1〉
onde D = D(H) = [H,Hψ], L = L(H) = [H,ψ]. Analisamos sua estrutura e
observamos se ainda é um operador na classe dos grupos ﬁnitos, solúveis, nilpotentes
e policíclicos como χ(H) o é.
Análogo ao grupo χ(H), destacamos os subgrupos de E(H).
W(H) = D(H) ∩ L(H),
L1(H) = [L, H], L2(H) = [L, Hψ],
R = [H,L, Hψ].
O exemplo a seguir mostra que se H é ﬁnito ou nilpotente, então E(H) pode não
ser ﬁnito ou nilpotente.
Exemplo 5.0.9. Seja Z2 =< a >, vamos determinar E(Z2).
Vejamos que
1 = [aa, aψ] = [a, aψ]a[a, aψ]
Da mesma forma
1 = [a, aψaψ] = [a, aψ][a, aψ]a
ψ
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Logo, a igualdade [a, aψ]a = [a, aψ]a
ψ
, vale trivialmente em Z2 ∗ Z2 e, portanto,
E(Z2) ∼= Z2 ∗ Z2 ∼= D∞, o grupo diedral inﬁnito.
5.1 Um estudo sobre E(H), H um grupo qualquer
Alguns resultados a seguir são adaptações de resultados referentes ao grupo χ(H)
encontrados por Sidki em [19].
Lema 5.1.1. Sejam L(H), D(H), eW(H), subgrupos de E(H). Então
(i) L(H), D(H), W(H) / E(H);
(ii) E(H) = L ·H é um produto semidireto;
(ii') Existe um epimorﬁsmo ρ : E(H) → H, h 7→ h, hψ 7→ h, ∀h ∈ H, tal que
Nuc(ρ) = L;
(iii) E(H) = (D ·H) ·Hψ;
(iii') Existe um epimorﬁsmo υ : E(H)→ H ×H, h 7→ (h, 1), hψ 7→ (1, h),∀h ∈ H, tal
que Nuc(υ) = D. Além disso, D ∩H = 1.

















= [h, ψ]−1[h1h, ψ].
Logo E(H) normaliza L(H).




h = [h1, h
ψ
2 ]





W(H) = D ∩ L / E(H) é imediato.
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(ii) Como pelo item (i) , L / E(H), e
hψ = hh−1hψ = h[h, ψ],
obtemos parte de (ii)
(ii) e (ii′) A função ρ˜ : H ∪Hψ → H, tal que h 7→ h, hψ 7→ hψ, ∀h ∈ H, estende-se




hψ3 )ρ˜ = [h1, h2]




ou seja, ρ preserva as relações deﬁnidoras de E(H). Além disso, a restrição de ρ
a H é a identidade, logo Nuc(ρ) ∩ H = 1. Mas como L ⊆ Nuc(ρ), então L ∩ H = 1,




∼= HL∩H ∼= H. Portanto Nuc(ρ) = L.
(iii) e (iii′) Podemos escrever






2 ∀ h1, h2 ∈ H,
logo como D / E(H), temos que E(H) = D ·H ·Hψ.









Logo υ˜ estende-se a um epimorﬁsmo de υ : E(H)→ H ×H.
Agora como D ⊆ Nuc(υ), então υ induz υ∗ : E(H)D → H ×H, tal que Dh 7→ (h, 1)
e Dhψ 7→ (1, h). Por outro lado consideremos a função φ˜ : H × H → E(H)D tal que
(h, 1) 7→ Dh e (1, h) 7→ Dhψ. Pela Proposição 1.3.4 junto com φ˜([(h1, 1), (1, h2)]) =
D[h1, h
ψ
2 ] = D, temos que φ˜ preserva as relações de H ×H. Logo ψ˜ estende-se á um
epimorﬁsmo φ : H ×H → E(H)D , tal que φυ∗ é a identidade. Portanto Nuc(υ) = D.
Observemos ainda que a restrição de υ a H é a identidade, e à Hψ é isomorﬁsmo.
Logo D ∩HHψ = D ∩H = D ∩Hψ = 1.
Lema 5.1.2. Sejam h1, h2, h3, zi ∈ H. Então,
(i) [h1, ψ] comuta com [h2, h3
ψ];
(ii) [h1, h2








2 ,··· ,znn ) = [h1, h
ψ
2 ]
w(z1,z2,··· ,zn) k ∈ {1, ψ, }.
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Demonstração. O item (i) é imediato da deﬁnição de E(H).
O item (ii) segue de
[h1, h
ψ
2 ] = [h1, h2[h2, ψ]]
= [h1, [h2, ψ]][h1, h2]
[h2,ψ]
= [h1, [h2, ψ]]
[ψ,h2][h1, h2] (conjugando por [ψ, h2] e usando (i) )
= [ψ, h2, h1][h1, h2].
(iii) Seja w(z11 , z
2
2 , · · · , znn ) = x1yψ1 . . . xmyψm, tal que
w(zδ11 , z
δ2
2 , . . . , z
δn
n ) = x1y1 . . . xmym.























































x1y1x2y2...xmymxm+1ym+1 (novamente por (i)).
Proposição 5.1.3. O grupoW(H) é central em D(H) e consiste de todos os elementos
de E(H) da forma [h1, hψ2 ] · · · [hs, hψs+1], ondeh1, h2, · · · , hs+1 ∈ H e s é um numero
natural ímpar tal que [h1, h2] · · · [hs, hs+1] = 1.
Demonstração. W(H) é central em D(H) direto do fato que [D,L] = 1, já queW(H) =
D ∩ L.
Seja ω ∈ D(H). Então,
ω = [h1, h
ψ
2 ] · · · [hs, hψs+1],
para h1, h2, . . . , hs+1 ∈ H e ”s” um numero natural ímpar. Pelo item (ii) do Lema
anterior,
ω = [ψ, h2, h1][h1, h2] · · · [ψ, hs+1, hs][hs, hs+1]
= c[h1, h2] · · · [hs, hs+1],
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onde c ∈ L(H). Agora como H ∩ L(H) = 1, temos que
ω ∈ W(H)⇔ [h1, h2] · · · [hs, hs+1] = 1.
Proposição 5.1.4. Sejam L = L(H), L1 = L1(H) e L2 = L2(H). Então
(i) L1, L2 / E(H);
(ii) L1 = L ∩ (DH ′), L2 = L ∩ (DH ′ψ);
(iii) L1 ∩ L2 =W.
Demonstração. (i) e (ii). Seja [w, h] ∈ L1. Então w = l1l2 · · · ls, para li = [hi, ψ] ∈ L
e i ∈ {1, . . . , s}. Logo
[w, h] = [l1, h]
l2···ls [l2, h]l3···ls · · · [ls, h].
Agora pelo Lema 5.1.2 (ii), [ψ, hi, h] = [h, h
ψ
i ][h, hi]
−1, logo [w, h] ∈ (DH ′)E(H). Mas se
d ∈ D, h′ ∈ H ′ e h2 ∈ H, temos que











2 [h′−1, hψ2 ]h
′ ∈ DH ′.
Então DH ′ / E(H), e portanto,
[w, h] ∈ DH ′.
Obviamente [w, h] ∈ L, já que L / E(H). Logo L1 ⊆ L ∩ DH ′.
Para completar (ii) seja x ∈ L∩DH ′. Então x = dh′, para algum d ∈ D e h′ ∈ H ′.
Novamente pelo Lema 5.1.2, d = l0h′0 para algum l0 ∈ L1 e h′0 ∈ H ′. Logo x = loh′h′0.
Mas x ∈ L e L ∩H = 1, portanto x = l0 ∈ L1 e L1 = L ∩ DH ′.
L1 / E(H) segue do fato que L e DH ′ são normais em E(H).
A prova de L2 / E(H), L2 = L ∩ DH ′ψ é análoga.
(iii) Pelo item anterior,
L1 ∩ L2 = L ∩ DH ′ ∩ DH ′ψ.
Logo W = L ∩ D ⊆ L1 ∩ L2. Mas como D ∩HHψ = 1, então W = L1 ∩ L2.
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Proposição 5.1.5. Seja R = R(H) = [H,L(H), Hψ]. Então,
(i) R / E(H), R é ψ-invariante;








] segue em E(H) módulo R, para todos h1, h2, h3 ∈ H;
(iv) [H ′, Z(H)ψ] ⊆ R.
Demonstração. (i) Temos que R = [L1, Hψ] e L1 / E(H), logo RH ⊆ [L1, DHψ] ⊆
[L1, Hψ]. Da mesma forma é claro que RHψ = [L1, Hψ], portanto R / E(H).
Como [D,L] = [H,Hψ, L] = 1, segue que
[Hψ,L, H] = [H,L, Hψ]
e consequentemente R é ψ-invariante.
(ii) Temos pelo lema anterior que W ⊆ L2, então [W , H] ⊆ [L2, H] = R.
Como L1 / E(H), segue que R = [L1, Hψ] ⊆ L1. Analogamente R = [L2, H] ⊆ L2,
portanto R ⊆ L1 ∩ L2 =W .




























ψ, h−ψ3 h3] ∈ [L, Hψ] ⊆ L, temos [hh31 , (hh32 )ψ][(h
h3
2 )








h3 ∈ R[hh31 , (hh32 )ψ].





















































É claro que θ′ preserva as relações de E(H), já que [D,L] = 1 em χ(H). Logo
θ′ estende-se a um epimorﬁsmo θ : E(H) → χ(H). Pela apresentação de χ(H) =〈
H,Hψ | [h, hψ] = 1 ∀ h ∈ H〉, é fácil ver que Nuc(θ) = 〈[h, hψ], | h ∈ H〉E(H).
Agora pelo Lema 5.1.2 (ii), ∀ h ∈ H
[h, hψ] = [ψ, h, h] ∈ D ∩ L =W ,
logo ∆(H) ≤ W(H).
O diagrama segue do Lema 5.1.1, da estrutura de χ(H) e do fato que ∆(H) ≤ W .
Proposição 5.1.7. Existe um epimorﬁsmo β : E(H) → ν(H), tal que h 7→ h, hψ 7→
hψ, ∀ h ∈ H e Nuc(β) = R





h3ψ = [h1, h
ψ
2 ]
h3 , h1, h2, h3 ∈ H,
logo estende-se a um epimorﬁsmo
β : E(H)→ ν(H).










h3ψ = [h1, h
ψ
2 ]




], h1, h2, h3 ∈ H
de ν(H), já que [h1, h
ψ
2 ]
h3ψ = [h1, h
ψ
2 ]







] modR pêlo Lema 5.1.5 (iii), assim essa função estende-se a um epimorﬁsmo
ε : ν(H)→ E(H)R(H) .
A composição de β˜ com ε é a identidade em ν(H), portanto E(H)R(H)
∼= ν(H).
Proposição 5.1.8. Seja H um grupo solúvel de série derivada com comprimento k.
Então, E(H) é um grupo solúvel de série derivada com comprimento no máximo k+ 2.
.
Demonstração. Consideremos o epimorﬁsmo
θ : E(H)→ χ(H),
tal que hθ = h, (hψ)θ = hψ.
Pelo Corolário 4.1.8 de [19], 1 = χ(H)(k+1) = (E(H)(k+1))θ. Logo (E(H))(k+1) ≤
Nuc(θ). Como ∆(H) ≤ W(H) e W(H) é abeliano, obtemos E(H)(k+2) = 1
Proposição 5.1.9. Sejam K, H1 subgrupos de H. Então
(i) [K,Hψ1 ] e [K














〉 ∩ L(H) = [K,ψ].
Demonstração. (i) Para todo k ∈ K e h1, h2 ∈ H1
[k, hψ1 ]
h2 = [k, hψ1 ]
h2
ψ
pelo Lema 5.1.2 (i)




















. É claro que [K,Kψ] ⊆ Kˆ ∩ D(H).
Por outro lado consideremos o epimorﬁsmo υ : E(H) → H ×H deﬁnido no Lema
5.1.1 iii′.
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Como Nuc(υ) = D(H) e Kˆ ∩ D(H) ⊆ D(H), então υ induz um epimorﬁsmo
Kˆ
Kˆ ∩ D(H) → K ×K
e segue o epimorﬁsmo
K ×K → Kˆ
[K,Kψ]
.
A composição desses dois epimorﬁsmos, nos dá
Kˆ




tal que Kˆ ∩ D(H)x 7→ [K,Kψ]x ∀ x ∈ Kˆ.
Portanto Kˆ ∩ D ⊆ [K,Kψ].
A prova de (iii) é similar a prova de (ii) em que consideramos o epimorﬁsmo
ρ : E(H)→ H deﬁnido no Lema 5.1.1 (ii′), e a composição dos epimorﬁsmos
Kˆ




Proposição 5.1.10. Seja H um grupo e K uma imagem homomorfa de H pelo epi-
morﬁsmo φ : H 7→ K. Seja também N = Nuc(φ). Então existe uma extensão natural
de φ para o epimorﬁsmo φˆ : E(H) 7→ E(K) tal que






(iii) Nuc(φˆ |D) = [N,Hψ][Nψ, H].
Demonstração. A extensão φˆ de φ é determinada por hφˆ = hφ e (hψ)φˆ = (hψ)φ, para
todo h ∈ H. Portanto,
φˆ(D(H)) = φˆ([H,Hψ]) = [φˆ(H), φˆ(Hψ)] = [K,Kψ] = D(K)
e ∀h ∈ H
φˆ([h, ψ]) = φˆ(h)−1φˆ(hψ) = k−1kψ, para algum k ∈ K,
logo,
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φˆ(L(H)) = φˆ([H,ψ]) = [φˆ(H), ψ]) = [K,ψ],
mostrando-se (i).




[N,Hψ].[H,Nψ]. É claro que M ≤ Nuc(φˆ),
pois N, Nψ ⊆ Nuc(φˆ). Assim pelo item (i) da proposição anterior M é um subgrupo
normal de E(H) e portanto podemos deﬁnir a função θ : H ∪Kψ → E(H)/M fazendo
θ(k) = Mφ−1(k) e θ(kψ) = M(φ−1(k))ψ. Podemos veriﬁcar que θ está bem deﬁnida já
que N, Nψ ⊆ M . A restrição de θ a K e Kψ, são ambos homomorﬁsmos, logo existe
um único homomorﬁsmo θ∗ que estende θ ao produto livre K ∗Kψ.




k3 = [k1, k2
ψ]k3
ψ
, ∀k1, k2, k3 ∈ K,
são preservadas por θ∗. Consequentemente, θ∗ induz um homomorﬁsmo θ˜ : E(K) →
E(H)/M.
Por outro lado como, M ≤ Nuc(φˆ), então temos um homomorﬁsmo φ˜ : E(H)/M →




























A composição de θ˜ e φ˜ nos dá que φ˜θ˜(k) = φ˜(Mφ−1(k)) = k e φ˜θ˜(kψ) = φ˜(M(φ−1(k))ψ) =
kψ, ∀ k ∈ K. Logo φ˜θ˜ = 1E(K), e isso mostra que φ˜ é isomorﬁsmo.
(iii) Temos que
D(H) ∩ Nuc φˆ ⊇ [N,Hψ][Nψ, H]
de onde podemos concluir que
D(H) ∩ Nuc φˆ = D(H) ∩ (〈N,Nψ〉 [N,Hψ].[H,Nψ])
= [N,Nψ][N,Hψ][Nψ, H] (pelo item (ii) da Proposição 5.1.10)
= [N,Hψ][Nψ, H]
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Proposição 5.1.11. Seja G um grupo e suponha que H e K são subgrupos normais
de G tal que G = H ⊕K. Então:
(i) E(G) = 〈H,Hψ〉 [H,Kψ][Hψ, K] 〈K,Kψ〉 ;
(ii) E(H) ∼= 〈H,Hψ〉 , E(K) ∼= 〈K,Kψ〉 .
Demonstração. Consideremos o epimorﬁsmo φ : G → H tal que, φ(h) = h e φ(k) =
1, ∀h ∈ H, k ∈ K. É claro que Nuc(φ) = K.
Pela proposição anterior φ estende-se ao epimorﬁsmo φˆ : E(G) → E(H), tal que
Nuc φˆ =< K,Kψ > [HK,Kψ][HψKψ, K]. Mas
[HK,Kψ] = [H,Kψ][K,Kψ],
pois pela Proposição 5.1.9 [H,Kψ] é normalizado por K e Kψ, e também por H e Hψ.
Analogamente
[HψKψ, K] = [Hψ, K][K,Kψ].
Portanto





= E(H) e por outro lado E(H) é mapeado sobrejetivamente sobre〈
H,Hψ
〉
. Logo Nuc(φˆ) ∩ 〈H,Hψ〉 = 1 e E(H) ∼=< H,Hψ >. Assim
E(G) ∼= 〈K,Kψ〉 [H,Kψ][Hψ, K] 〈K,Kψ〉
Uma analise semelhante para o epimorﬁsmo φ′ : G→ K, tal que φ′(k) = k e φ′(h) = 1,
nos dá que E(K) ∼=< K,Kψ >.
5.2 H abeliano
Nesta seção conseguimos alguns resultados a respeito da estrutura de E(H), quando H
é um grupo abeliano.
Proposição 5.2.1. Seja H um grupo abeliano. Então,
(i) D =W = [L, H] = [L, Hψ], R = [D, H] = [L, 2H];
(ii) L é nilpotente de classe ≤ 2, L′ ⊆ D ⊆ Z(L), L′ ⊆ Z(E).
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Demonstração. (i) Pelo item (ii) da Proposição 5.1.4, L1 = [L, H] = L ∩ DH ′ e L2 =
[L, Hψ] = L ∩ DH ′ψ. Logo como H é abeliano W = L ∩ D = L1 = L2. Pelo item (ii)
do Lema 5.1.2 D ⊆ [L, H]H ′ = [L, H]. Logo D ⊆ L e portanto L ∩ D = D = W =
[L, H] = [L, Hψ].
Por deﬁnição
R = [H,L, Hψ] = [D, Hψ] = [D, H] = [L, H,H] = [L, 2H].
(ii) Temos que H centraliza L módulo [L, H](= D), assim como Hψ também cen-
traliza L módulo [L, Hψ](= D), então
L′ ⊆ [E(H),L] ⊆ D.
Agora como 1 = [D,L] = [L, H,L] = [H,L,L], então
[L,L, H] = [L′, H] = 1.
Da mesma forma 1 = [D,L] = [L, Hψ,L] = [Hψ,L,L], logo
[L,L, Hψ] = [L′, Hψ] = 1.
E portanto L′ ⊆ Z(E).
Proposição 5.2.2. Seja H um grupo abeliano. Então L′ = 〈[aψ, b][a, bψ]; a, b ∈ H〉.
Demonstração. Sejam l1, l2 ∈ L, então





2, ψ] · · · [h′r, ψ]
para s, r ∈ N e h1, h2, · · ·hs, h′1, h′2, · · ·h′r ∈ H. Logo

































































Portanto os elementos de L′ são produtos de elementos da forma [aψ, b][a, bψ] com a, b ∈
H
Proposição 5.2.3. Sejam ”a” e ”b” elementos de torção de um grupo H abeliano,
com ordens n e m respectivamente. Então a ordem de [a, bψ][aψ, b] divide m.d.c(n,m).
Demonstração. Temos que





n−2 · · · [a, bψ]. (5.2.1)
Da mesma forma






n−2)ψ · · · [aψ, b]
= [aψ, b](a
n−1)[aψ, b](a
n−2) · · · [aψ, b], já que [D,L] = 1 (5.2.2)
Multiplicando 5.2.1 e 5.2.2, temos
1 = [a, bψ]a
n−1
[a, bψ]a
n−2 · · · [a, bψ][aψ, b](an−1)[aψ, b](an−2) · · · [aψ, b]
= ([a, bψ][aψ, b])(a
n−1)([a, bψ][aψ, b])(a
n−2) · · · [a, bψ][aψ, b] (D =W é abeliano)
1 = ([a, bψ][aψ, b])n (L′ ≤ Z(E(H)).
De forma analoga obtemos ([a, bψ][aψ, b])m = 1 e portanto m.d.c(n,m) divide a
ordem de [a, bψ][aψ, b].
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Colorário 5.2.4. Se H é um grupo abeliano ﬁnito, então L′ é abeliano ﬁnito.
Demonstração. Segue direto da proposição anterior.
Vamos considerar agora G˜ = Z(H/H ′) ·H o produto semi direto de Z(H/H ′) por








Dessa forma H ′ age trivialmente sobre Z(H/H ′).
Seja G = AZ(H/H ′) ·H subgrupo de G˜ e deﬁna u = 1¯.1 ∈ G, em que 1¯ é a unidade
de Z(H/H ′). Consideremos
[H, u] = 〈[h, u], h ∈ H〉 ,
subgrupo de G˜.
Observemos que
[h, u] = h−1hu
= u−hu ∈ Z(H/H ′), (5.2.3)
além disso, passando para a notação aditiva em Z(H/H ′) e fazendo H ′h = h,
[h, u] = (−h1 + 1.1).
Portanto [H, u] = AZ(H/H ′) e G = 〈H, Hu〉. Assim considere ε : H ∪ Hψ → G
deﬁnida por hε = h e (hψ)ε = hu ∀h ∈ H.
Notemos que, ∀h1, h2, h ∈ H
[[h1, h
u





= [u−h1h−11 h2−1uh1h2u−h2u, [h, u]]
= [u−h1uh2h1 [h1, h2]u−h2u, u−hu] por 5.2.3
= 1,
já que Z(H/H ′) é abeliano e H ′ age trivialmente sobre Z(H/H ′).
Podemos concluir então que ε preserva a relações de E(H) estendendo-se à um
epimorﬁsmo εˆ : E(H)→ AZ(H/H ′) ·H.
Por Sidki [19], AZ(H) · H ∼=
〈
H, Hψ | [H,ψ]′ = 1〉, logo se H é abeliano, então
Nuc(εˆ) = L′. Daí temos o teorema seguinte.
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Teorema 5.2.5. Seja H um grupo. Então existe um epimorﬁsmo εˆ : E(H) →
AZ(H/H ′) ·H. Em particular, se H é abeliano, Nuc(εˆ) = L′.
Colorário 5.2.6. Se H =< x > é um grupo cíclico de ordem n, então E(H) ∼= Zn−1·H.
Demonstração. Temos que se H é cíclico, então AZ(H) ∼= Zn−1. Vamos então mostrar
que L é abeliano.
Seja l ∈ L, então
l = [h1, ψ][h2, ψ] · · · [hs, ψ] para algum s ∈ N.
Mas
[hi, ψ] = [x
j, ψ]








j−2 · · · [x, ψ],
para algum j ∈ {1, . . . , n− 1}.
Em particular, se j = n
1 = [xn, ψ] = [x, ψ]x
n−1
[x, ψ]x




n−2 · · · [x, ψ]−1.
Logo L =
〈
[x, ψ], [x, ψ]x
2




Agora notemos que pelo Lema 5.1.2 (ii)
[xi, xψ] = [ψ, x, xi] = [x, ψ][x, ψ]−x




, [x, ψ]] = [[xψ, xi][x, ψ], [x, ψ]] por 5.2.4
= [[xψ, xi], [x, ψ]][x,ψ]][[xψ], [x, ψ]]











para todo i, j ∈ Z. De onde concluímos que L é abeliano.
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5.3 H Policíclico
Veremos nesta seção que E(H) é policíclico se, e somente se, H/H ′ é ﬁnito.
Com demostrações idênticas as Proposições 2.1.3 e 2.1.4, temos as proposições
seguintes.








h3ψ]−1 | h1, h2, h3 ∈ H
〉T
.








h3ψ]−1 | h1, h2, h3 ∈ H
〉E(H)
.







h3ψ]−1 | h1, h2, h3 ∈ H
〉E(H)
. Temos que J (H) ≤







Pela Proposição 5.1.7 o epimorﬁsmo β : E(H) → ν(H) dado por h 7→ h, hψ 7→
hψ, ∀h ∈ H têm núcleo R(H). Logo β induz β¯ : E(H)J (H) → ν(H). Por outro lado
a aplicação σ : ν(H) → E(H)
J(H)
tal que h 7→ J (H)h, hψ 7→ J (H)hψ estende-se a um





H,Hψ | , [h1, hψ2 ]h3 = [h1h3 , (h2h3)ψ] = [h1, hψ2 ]h
ψ










h3 , (hh32 )
ψ], ∀h1, h2, h3 ∈ H
seguem em E(H)J (H) . Agora como σ¯β¯ é a identidade em
E(H)
J (H) , então R(H) = J (H).








h3)ψ]−1 | h1, h2, h3 ∈ H
〉H
.
Novamente pelo item (iii) do Lema 5.1.2, temos que [R(H), H ′] = [R(H), [H,Hψ]].
Mas como R(H) ≤ W(H) (5.1.5 (ii)) e pela Proposição 5.1.3 W(H) é central em












Proposição 5.3.2. Sejam H um grupo policíclico com sequência policíclica








akψ]−1 | ai, aj, ak ∈ S
〉T
.
Demonstração. Como S = {a1, . . . , an} é um conjunto gerador de H, por um resultado







h3ψ]−1 | h1, h2, h3 ∈ H
〉H∗Hψ







akψ]−1 | ai, aj, ak ∈ S
〉H∗Hψ
.
Assim se φ : H ∗Hψ 7→ E(H) é o epimorﬁsmo natural, temos que
















akψ]−1 | ai, aj, ak ∈ S
〉T
(pela Proposição 5.3.1).
Teorema 5.3.3. Seja H um grupo policíclico. Então E(H) é policíclico se, e somente
se, H/H ′ é ﬁnito.
Demonstração. Suponhamos que E(H) é policíclico. Então a imagem AZ(H/H ′) de
E(H) é policíclico. Logo H/H ′ é ﬁnto, já que AZ(H/H ′) abeliano livre de posto H/H ′.
Por outro lado se H/H ′ é ﬁnito então R(H) é abeliano ﬁnitamente gerado. Como
E
R
∼= ν(H) é policíclico então E(H) é policíclico.
5.4 H Perfeito
Para H um grupo perfeito veriﬁcamos nesta seção o isomorﬁsmo entre E(H) e χ(H).
Proposição 5.4.1. Se H é um grupo perfeito, então
(i) E = DL; W(H) ≤ Z(E(H));
(ii) D e E(H) são perfeitos;
(iii) E(H) ∼= χ(H).
Demonstração. (i) Temos que E(H)DL
∼= HH′ , logo se H é perfeito E(H) = DL e como
W(H) = D ∩ L e [D,L] = 1 segue que [W , E ] = 1.
(ii) Primeiro temos que E(H)′ = D′L′[D,L] = D′L′, já que [D,L] = 1.
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Agora como χ(H) e seus subgrupos L e D são perfeitos (veja em [19, Lema 4.4.6]
), então
L ∼= L.∆ = L′∆ e D ∼= D.∆ = D′∆.
Por outro lado
L′∆ ∼= L′.∆ e D′∆ ∼= D′.∆
Como ∆ ≤ D′L′ = E(H)′, segue que E(H) = E(H)′.
Para D(H) temos que DW ∼= DLL ∼= H = H ′ ∼= D
′W
W
, implica que D = D′W .
Assim seja E(H) = E(H)D′ . Então D(= [H,Hψ]) =W , que é central em E(H). Logo
[Hψ, H,Hψ] = [Hψ, H,H] = 1,
além disso
H ′ = (HD′)′/D′ = (H ′D′)/D′ = H já que [H,D′]D′′ ≤ D′.
Logo
[Hψ, Hψ, H] = [Hψ, H] = 1
isto é D = D′
(iii) Pelos itens (i) e (ii), W ≤ D′ ∩ Z(D) além disso DW ∼= H. Então D é uma
extensão tronco de H. Por Sidki, Teorema 1.4.4 D ≤ χ(H) é uma extensão tronco
maximal de H. Portanto D ∼= D, e então ∆ é trivial.
Teorema 5.4.2. Seja H um grupo ﬁnito, então o grupo E(H) é ﬁnito se, e somente
se, H é perfeito.
Demonstração. Pelo Teorema 5.2.5, E(H) tem imagem AZ(H/H ′) ·H, logo se E(H) é
ﬁnito então para AZ(H/H ′) ·H ser ﬁnito, deve ocorrer que H = H ′.
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