We introduce a new diffusion process {Xt} t≥0 to describe asset prices within an economic bubble cycle. The main feature of the process, which differs from existing models, is the drift term where a mean-reversion is taken based on an exponential decay of the scaled price. Our study shows the scaling factor on {Xt} t≥0 is crucial for modelling economic bubbles as it mitigates the dependence structure between the price and parameters in the model. We prove both the process and its first passage time are well-defined. An efficient calibration scheme, together with the probability density function for the process are given. Moreover, by employing the perturbation technique, we deduce the closed-form density for the downward first passage time, which therefore can be used in estimating the burst time of an economic bubble. The object of this study is to understand the asset price dynamics when a financial bubble is believed to form, and correspondingly provide estimates to the bubble's crash time. Calibration examples on the US dot-com bubble and the 2007 Chinese stock market crash verify the effectiveness of the model itself. The example on BitCoin prediction confirms that we can provide meaningful estimate on the downward probability for asset prices.
Introduction
An economic bubble usually refers to economic phenomenons that asset prices extremely deviate from their fundamental values [38] . One of the most famous bubbles in history, known as the Dutch Tulip Bubble [12, 18] , could be traced back to the 1630s. According to P.M. Garber [18] , from November 1636 to February 1637, the prices of tulip bulbs had increased about 20 times. At the peak of the bubble, by selling a few bulbs people could even buy a luxury house in Amsterdam. However, only three months later, the bulbs became worthless. The rapid increases and sudden drops in asset prices are a common feature reflected by a bubble cycle. More modern examples can be found in [44, 25, 22] .
The burst of an economic bubble sometimes follows with financial crisis, or even economic depression.
In modern history, the most devastating crisis would be the 2007-2009 Financial Crisis [36] , where people form solution of the FPTD is given by Section 4; in Section 5 we demonstrate the calibration algorithm and illustrate the model application via three examples, among which a prediction on the BitCoin collapse time has been given; Section 6 concludes.
Stochastic Dynamic and Motivation
Consider a filtered probability space {Ω, F, P}, where F = {F t } t≥0 is a natural filtration generated by a standard Brownian motion {W t } t≥0 . We introduce the following three-parameter SDE dX t = e −2αXt − c dt + dW t , X 0 = x ∈ R.
(1)
The parameters , α are restricted on the positive real line and 0 ≤ c ≤ 1.
The dynamic describes a process with exponentially decayed mean-reversion drift. As the most important parameter in our new model, α controls the speed, curvature, and higher order information in the drift term. Figure 1 illustrates the functionals of e −2αXt to different choices of α. We can see, as a function of X t , small α produces mildly linear decays in the drift. This extends the range of the process where positive return is maintained. On the other hand, large α generates evident exponential decays.
In this case the drift sign is sensitive to the values of X t , and the range of positive drift is compressed. To illustrate the new process in a more intuitive way, we plot the simulated path of X t with α = 1 (green curve in Figure 1 ) in 4 years time. The other parameters are chosen as = 0.1, c = 0.5 and X 0 = 0.
Three thresholds in colors of (from below to above) green, black and red indicate different regimes for the process: I) when X t is negative or near 0 (green line), according to SDE (1) the process embeds a strong positive trend; II) black line plots the equilibrium level where e −2αXt = c and in a long-run X t oscillates around this position; III) red line shows the level of X t where e −2αXt = 0.1c and the process is forced to drop back due to the strong negative trend. In addition, the sample path shows X t spends much less time in visiting the equilibrium level from the initial point, than that it drops back from the symmetrical high position. Consider the green curve in Figure 1 , this asymmetric feature is a natural reflection to the exponential transforms from the level X t to the instantaneous return. As a result, X t in general should have a rapid increase when it is below the equilibrium level, but, even though X t exceeds the equilibrium level to higher positions, it is not necessary that X t will drop down immediately. This behaviour essentially differentiates our new model and the OU type mean-reversion processes.
The model feature coincides with observations from economic bubbles. Refer to the theory by H.P.
Minsky and H. Kaufman [30] . A bubble cycle is formed by five steps: Displacement, Boom, Euphoria, Profit Taking, Panic. In the first step the asset price remains at a lower level and the process usually has an 'initiative' to increase. This corresponds to the regime I in our model. During the booming stage, the price becomes sensitive to positive market news and increases rapidly. Although sometimes due to divergence in market anticipations that the price may drop down, after oscillations the asset price will keep increasing. This is described by regime II. In regime III, the peak is shown and large negative drift is accumulated. This describes the euphoria stage where the asset price hits historically high levels;
however, due to market capital limits or aversions of risk, the market expectations become negative. In the profit taking stage, asset price becomes sensitive to negative market news and the process shifts from regime III to regime II. In the end the process drops back to the mean-reversion level, or even continue to drop to regime I. This describes the last step of the bubble.
From the calibration point of view, α mitigates the dependence structure of the instantaneous return to the price, equilibrium level and mean-reversion rate. Consider the drift function where α is suppressed,
In this model once c is determined, the equilibrium level X t = − ln(c) becomes a fixed number. If a large rate of c is calibrated, then we simultaneously have a small equilibrium level − ln(c). Therefore when X t is small, where e −Xt − c is close to 0, in order to fit a large instantaneous return 1 the mean-reversion rate should be adjusted highly as well. But we know usually a bubble spends years to finish its whole cycle; so large reversion rate is not desired for a bubble model.
The analysis shows the α-suppressed model is not capable for calibrating a bubble dynamic. As a complement, extra functional term is required (cf. [27] ). However, without introducing extra functions our three-parameter model extends the freedom in model calibration. Combining previous discussions we see SDE (1) is a good candidate for describing economic bubbles. 1 Otherwise the process will take a long period to visit regime III), where e −X t ≈ 0 and −c becomes dominating.
3 Theoretical Soundness
Existence, Uniqueness and the Strong Markov Property
Proposition 3.1 There exists a unique and strong solution {X t } t≥0 to SDE (1) and which has the following explicit form
moreover {X t } t≥0 is a strong Markov process.
Proof:
We consider an exponential transform on X t such that
By applying Ito lemma we show the coefficients of Y t satisfy global Lipschitz continuity and linear growth conditions:
According to Theorem 2.9 in [26] we conclude there exists a unique and strong solution {Y t } t≥0 to SDE (2) . Therefore {X t } t≥0 is the unique and strong solution to SDE (1). On the other hand, refer to [43, Section 4.4 ] Y t has the following explicit form:
Then by substituting Y t = e 2αXt into the equation above we solve X t . Now we consider the strong Markov property. Note that the coefficients in SDE (2) Proof: When c is suppressed the solution of {X t } t≥0 becomes
The adeptness is clear from definition. We consider the L 1 -integrability of X t . Note that by applying the Jensen's inequality for concave function ln(·), we have
By changing integral and expectation,
On the other hand, when α, ∈ (0, +∞)
Therefore
Combining (4) and (6) we have
In the end, note that
So applying the triangle inequality and combining (7) and (8) we show the L 1 -integrability of X t by
Finally, the non-decreasing conditional expectation of E X t F s , for 0 ≤ s < t < +∞, is given by again using (5) , that
This concludes our proof.
Probability Distribution of {X t } t≥0
We consider finding the distribution of {X t } t≥0 . By Proposition 3.1 we see the solution of X t involves Brownian motion and its exponential integral. Similar problem has been answered by A. Dassios and J. Nagaradjasarma [13] for the square-root process. G. Peskir [33] deduced the fixed time distribution for the Shiryaev process in a special case. But for the general case only the Laplace transform has been
given. Here we refer to the results about Brownian motion and its exponential integral in H. Matsumoto and M. Yor [29, 45] , and have the following proposition.
Proposition 3.4 For fixed t > 0 and u ∈ R, the probability density of X t is given by Proof: Let s = α 2 t, then for another standard Brownian motion B s , with probability 1 the following equation holds true
Denote by
Then referring to [29, 45] we have
where θ(r, ξ) = r
On the other hand, re-express X t using B s . Note that
By changing variable with w = v α 2 we have
Rewrite {X t } t≥0 in Proposition 3.1 using (9) and (11), we get
We now consider the density function for X t . Note that for fixed u ∈ R and X t ≤ u, (12) implies
Considering (10) we have
Taking derivatives on u we further get
Introduce the function ζ(u; µ, y) that
Then rearranging (15) we have
The proof is concluded by substituting µ = c α and s = α 2 t into the equation in above.
Remark 3.5 The function θ(r, s) is closely related to the study in Hartman-Watson distributions [19] .
As noticed by H. Matsumoto, M. Yor [29] , and other researchers [3, 23] , θ(r, s) is highly oscillating, especially for small s. Therefore it is not easy to compute the accurate values of the density.
In practice it is more meaningful to provide the probability distribution function rather than the density function. This requires an extra integral on P(X t ∈ du). Considering the integral involved in θ(r, s), and the integral taking on θ(r, s), in total we need to compute three integrals for the distribution function P(X t ≤ du). A direct finite-difference scheme would therefore generate computational efficiency issue. Instead, we consider computing the probability via Monte Carlo simulation.
Referring to Equation (13) and the density function in Proposition 3.4, we have two choices in developing the simulation algorithm. Based on (13) we could follow the acceptance-rejection approach by considering the relative positions between z and g(u, y). However, in the present paper we will concentrate on the direct sampling scheme by employing the explicit density function.
. Then for two i.i.d. uniformly distributed random variables U and Y , the probability distribution of X t is given by
Proof: First we show the identity betweenθ(r, s) and θ(r, s). Recall Proposition 3.4 that
Rewriting the function we get
Note that the second equation holds true is due to the fact
is an even function.
Now let m(z, y) to be defined as in Proposition 3.6. Based on the identity between θ(r, s) andθ(r, s), and referring to Proposition 3.4, we can write the probability distribution of X t as
Change variables that
Then re-expressing z, y by U, Y in (16) we have
By noticing the fact that uniform distribution has constant probability density dU = dY = 1 we conclude the proof.
Remark 3.7 The main consideration of involving sinc(·) is to reduce the oscillation effects from function sin(·). From the numerical calculation point of view, the function, though cannot totally solve the oscillating issue, could mitigate the chaos to some extent.
Proposition 3.8 For t ↑ +∞, the stationary distribution of X ∞ := lim t↑+∞ X t is given by
Proof: Consider the Fokker-Planck equation at t = +∞:
Define w(x) as in the proposition. Solving the ODE without boundary conditions we get
Note that w(y) ↑ +∞ and is dominated by a double exponential function when y ↓ −∞. As w(y) ≥ 0 on R, so for x > −∞ the integral does not exist:
In order to get a valid density function we therefore set C 1 = 0. Determining C 2 by the full-integrability condition we conclude the proof.
The stationary distribution is right-skewed due to the fact that the double exponential function diverges much faster than the exponential function. In fixed income modelling, the double exponential function is also used in term structure calibrations (cf. Nelson-Siegel model [21] ).
Existence of First Passage Time
In the later section we will deduce the probability density function of the FPT for {X t } t≥0 . Before conducting the calculations we show the existence of the FPT to any constant level a ∈ R.
Proposition 3.10 {X t } t≥0 is a recurrent process on R.
Proof: Consider the substitution that
Applying the Ito lemma we get
Based on Proposition 3.1 we know {Z t } t≥0 is a diffusion process with unique and strong solution; moreover the strong Markov property holds as well 2 .
Our construction indicates that {Z t } t≥0 only takes value on the positive half-plane. Additionally by checking with (18) we see Z t = 0 is an absorbing bound. So consider
as the domain of {Z t } t≥0 . We show {Z t } t≥0 is recurrent on I using the scale function as discussed in [26] . For any fixed parameter A ∈ I, we define
Note that for any z ∈ I the nondegeneracy condition 4α 2 z 2 > 0 holds. Besides, for the fixed z ∈ I, consider δ > 0 is small enough such that z − δ ∈ I. Then the local integrability condition is satisfied by showing
Therefore the scale function (19) is well defined.
We now calculate the limit value of the scale function at boundaries of I. Rewrite the s(z) in (19) as
Let l + := 0 + and r − := ∞ − . Substituting the boundary values into (20) we get
Therefore according to Proposition 5.22 in [26] we conclude that {Z t } t≥0 is recurrent on I. The recurrence of {X t } t≥0 on R follows by (17) .
Proof: This directly follows from Proposition 3.10.
Remark 3.12 Note that in Corollary 3.11 there is no restriction on the direction of FPT. More specifically, define τ a x↑ := inf {t ≥ 0 : X t = a|x < a} , and τ a x↓ := inf {t ≥ 0 : X t = a|x > a} to be the FPTs for from below and from above respectively. Then
By our previous analysis {X t } t≥0 is a well-defined diffusion process. Therefore the corresponding infinitesimal generator exists. Denote by C 2 the collection of twice differentiable and continuous functions defined on R. For f ∈ C 2 , the infinitesimal generator of {X t } t≥0 is given by
Dirichlet Problem
Note by our settings the filtration F is continuous on both sides. So it is equivalent to consider the FPT to either an open or a closed set. W.l.o.g., for a ∈ R we define
to be the domains of upper and lower regions to a. For notational convenience we denote by D to refer to either D u or D l .
Let ∂D to be the set of boundaries of D. Then
The FPT of {X t } t≥0 with X 0 = x ∈ D can be defined correspondingly as
For a short notation we suppress x, a and write
The existence of τ is given by Corollary 3.11. In this section we follow G. Peskir and A.N. Shiryaev [34] to deduce the Dirichlet type boundary value problem for the Laplace transform of τ . Consider an arbitrary sequence of well-defined stopping times {σ n } 1≤n≤+∞ . Define
Note that {X t } t≥0 is a continuous process. Therefore {X t } t≥0 is continuous over all stopping times, i.e.
Moreover, by Proposition 3.1 {X t } t≥0 is a strong Markov process. For fixed β ≥ 0, define
where
. Then refer to [34] f (x, β) is the unique solution to the following
with Dirichlet type boundary conditions 
Direct Solution to the Dirichlet Problem
Refer to [2] . The solution of (23), by substituting (21) into, is given by
where M (m, n, ψ) and U (m, n, ψ) are solutions to the Kummer's equation [11] ψu (ψ) + (n − ψ)u (ψ) = au(ψ).
Now determine the constants C 1 and C 2 . Consider the hitting from below case, i.e. the boundary is
Refer to [28] , the asymptotic of U (m, n, ψ) for large ψ is given by
Although by m > 0, U (m, n, ψ) converges to 0 for large ψ, e λ U (m, n, ψ) still diverges when λ ↑ +∞. On the other hand, referring to [28] again we have
Therefore the limit value at x = −∞ does not exist for either e λ M (m, n, ψ) or e λ U (m, n, ψ). The unique solution for the hitting from below case then becomes
This indicates the LT for the upward FPT does not really exist.
On the other hand, consider the solution to FPT from above, i.e. a downward hitting time that the boundary is taken on ∂D u . By substituting x = +∞ we get ψ = 0 and λ = −∞.
Refer to [28, Section 13.2 (iii)], depending on the choices of β the limit of U (m, n, ψ) at ψ = 0 + has various versions. In order to guarantee the uniqueness of solution 3 we set C 2 = 0. Equation (27) shows the LT for the downward first hitting time. Due to the special function it is difficult to find the explicit inverse transform. For numerical inversion schemes we refer to [1] , where three efficient algorithms are provided. However, considering the complicated functional form, it can be imagined that the speed and accuracy in the numerical inverse may not be desired.
Perturbed FPTD
The earliest and most successful application of the perturbation technique could be traced back to in finding the solutions of the Schrodinger equation for Hamiltonians of even moderate complexity [37, 42] .
In mathematical finance, perturbation theory has been studied extensively; see [17, 14, 15] . Inspired by A. Dassios and S. Wu [14] , J. Fouque et al. [17] , we apply perturbations on the mean-reversion parameter and find the closed-form density for the downward FPT of {X t } t≥0 .
W.l.o.g. we let a = 0 and the FPT problem is defined on D u . Consider the function f ∈ C 2 . Assume there exists a sequence of
Substitute (28) into (23):
For any f ∈ C 2 , introduce
Rearranging the terms in (29) we have
recursive representations:
and for i ≥ 1
Remark 4. 4 The o(1) problem in fact is the corresponding boundary value problem for the downward FPT of Brownian motion. Introduce
Then f 0 (x) = E x e −βτ W . In addition, for i ≥ 1 the function f i embeds the following representation [34] 
According to [34] the solutions for o(1) and o( i ), i ≥ 1, are unique. Therefore the existence of {f i } i≥1 is guaranteed and the perturbation representation (28) is valid.
In the present paper we solve the recursive system up to i = 1 and provide the o( )-accurate FPTD estimation. Referring to [5] , for o(1) we have
where γ := √ 2β. Further let f 1 = f 0 g 1 . Then solving o( ) we get
Proposition 4.5 Let τ * to be the first order approximation of τ . Then the FPTD of τ * is given by
where P x (·) = P(·|X 0 = x) = P(·|F 0 ) and p 0 (t) is the downward FPTD for Brownian motion
Erfc(·) is the complementary error function given by
Proof: Refer to (28), (32) and (33) . The first order perturbed LT of the downward FPT is given by
√ 2β. Therefore f 1 (x) is a function of β as well. To emphasize the transform parameter
we denote by f 1 (β) and f 0 (β) respectively. As mentioned by Remark 4.4, f 0 (β) is nothing but the LT for the downward FPT of Brownian motion. According to [4] this gives
Now consider the inverse transform for the second term in (34) . Definẽ
Then the second term can be re-written as
Refer to [4] . The inverse of (35) is given by
According to the property of inverse Laplace transform [31] , for constant c
Summarizing (36), (37) , (38) gives the inverse transform for the second term in (34) . This concludes the proof. In the case c > 0 the first order perturbation would provide an extra tiny probability by cx. We will discuss the accuracy issue in the later proposition.
Follow directly with Proposition 4.5. The tail asymptotics and probability distribution of running minimum are given explicitly.
Corollary 4.7
The tail asymptotics for P 1 x (τ * ∈ dt) are given by
and
(Right Tail Asymptotics)
Proof: The left tail asymptotic is given by calculations referring to [9] Erfc
Consider the right tail. Note that if we repeat using (39), the second term of P 1 x (τ * ∈ dt) will remain as a constant while the first term vanishes. This leads to a constant tail asymptotic for t ↑ +∞, however, P 1
x (τ * ∈ dt) ↓ 0 indeed. Refer to another fact [32] that
Also note the first term of P 1 x (τ * ∈ dt) can be re-expressed as
Then substituting (40) and (41) into P 1 x (τ ∈ dt), we find as t ↑ +∞,
This completes the proof. Then the first order perturbed distribution of X * t is given by
The SDE of Y t is given by
Similarly define Y * t := min 0≤u≤t {Y u }.
Then
On the other hand, let τ to be the FPT of Y t from y to 0. Note the fact that
So substituting the parameters in (42) into Proposition 4.5, and considering the equivalence between (44) and (43), we prove the result. Now we consider the accuracy of the perturbation estimation. Denote the actual FPTD of τ by
Let the absolute error to be denoted by
Then we show q τ (t) is o( )-accurate. Moreover, the probabilistic representation of q τ (t) is given by On the other hand, according to Corollary 3.11, P x (τ < +∞) = 1. Therefore
By (46) we immediately have
For β ∈ C and Real(β) ≥ 0, consider the Laplace transform ofq τ (t)
Based on (46) and the dominated convergence theorem, we change the order of integral and expectation
In addition, (46) also gives the Fubini's theorem so
Note 1 {u≤t} is the indicator function, which can also be written as the Heaviside step function H u (t).
Consider the fact [31] that
where by our notation
Therefore (48) can be re-expressed as
In the next step we show L {q τ (t)} (β) indeed is the LT for the error function q τ (t). Then the uniqueness of inverse LT concludes our proof. To see this, let
where follow similar convention f 1 (β, x) := f 1 (x) and f 1 (x) is as introduced in (34) . Note that f (β,
. By the linearity of LT we therefore have
As f, f 1 ∈ C 2 , so is Q(β, x) ∈ C 2 . Apply the infinitesimal generator A on Q(β, x). Then by (23), (30) and (31) with i = 1, after standard calculations we get
Note (52) is an equation about x and f 1 is a short for ∂ ∂x f 1 (β, x). Since f and f 1 share the same boundary conditions, so the boundary condition of ODE (52) is given by
According to [34] , the boundary value problem (52) and (53) has the following unique solution
The uniqueness in ODE solution and the uniqueness in inverse LT indicates q τ (t) =q τ (t).
Remark 4.11 Proposition 4.10 shows the error bound is uniformly valid on t ≥ 0. When ↓ 0 + , the error converges to 0. This is true as when X t → W t pathwisely, referring to Proposition 4.5 we have 
Extended SDE with Constant Volatility
For practical purpose it is more interesting to take the volatility into account. We extend SDE (1) by adding a constant volatility σ > 0:
Introduce the scaled version of {X t } t≥0 and define X t t≥0 as X t := X t σ .
Then by setting˜ := σ ,α := ασ andx = x σ , we see X t≥0
indeed is the diffusion process described by SDE (1):
In addition, for a ≤ x, by lettingã = a σ the result of running minimum in Corollary 4.9 can be extended accordingly.
Model Calibration
In this section we provide a calibration scheme for the extended SDE (54). Denote the observations of asset prices {P t } t=0,1,...,N by P t = P 0 eX t , t = 0, 1, ..., N.
(55) Then X t t=0,...,N represents the normalised log-price withX 0 = 0. Let {r t } t=1,...,N to be the log-return of {P t } t=0,1,...,N . By definition we havê
Consider the calibration based on {r t } t=1,...,N . Mathematically, there are 4 parameters to be decided.
Therefore at least 4 different statistical quantities should be provided. A natural candidate is the first four moments of {r t } t=1,...,N . However, on the one hand, as we discussed in Section 2, the bubble dynamic in different regimes could have totally different statistical behaviours. So global moments on the whole time-series may not be representative. On the other hand, from Proposition 3.4, {X t } t≥0 has a very complicated probability density. Following the proposition, we cannot easily get the explicit expression even for the first moment. Instead of using traditional moments calibration, we provide an alternative scheme with the piecewise time-series under different bubble regimes.
Recall those three regimes of {X t } t≥0 in a bubble cycle, according to which we make the following assumptions:
• Regime I), displacement. During this period we assume X t ≈ 0. SDE (54) then can be simplified
• Regime II), boom. In this stage the dynamic follows SDE (54) but will visit the equilibrium level.
Denote the level by X R , we have
• Regime III) euphoria (& profit taking). Within these two steps X t hits the record-high level.
Assume e −2αXt ≈ 0 then SDE (54) degenerates to
Besides, we further assume each regime could be recognised from the data. Let {0, 1, . .., t 1 }, {t 1 , ..., t 2 }, {t 2 , ..., t 3 } to be the time periods for regimes I, II and III. Then denote the piecewise time-series in each regime byX I := X t t=0,...,t1 ,X II := X t t=t1,...,t2 ,X III := X t t=t2,...,t3
.
The corresponding time-series for log-returns are given bŷ r I := {r t } t=1,...,t1 ,r II := {r t } t=t1+1,...,t2 ,r III := {r t } t=t2+1,...,t3 .
Also assume that the equilibrium level is observable and denote the observation bŷ
We now consider parameter estimates. Start withˆ andĉ. The general idea is to take the expected log-returns from regimes I and III in to account. Let Remark 5.2 In order to have a more effective calibration, inr I andr III estimations we can (*) take the average of only positive returns in regime I and only the negative returns in regime III. In addition, we are more interested in the longer term trend rather than the daily trend. So (**) using monthly rolling returns would help in enhancing the estimation stability. We add (*) and (**) as special data cleaning treatments in our algorithm.
Considerσ. By observing (57) and (59) we see the volatilities inr I andr III are provided by the Brownian motion part only. Letr I&III :=r I ∪r III . Then we can computeσ bŷ σ = StdDev r I&III .
As an alternative plan, notice that usually regime III has more volatile time-series. Therefore in order to capture a more significant volatility we choose to user III only:
Givenĉ, the last parameterα is easy to compute. Based on (58), we immediately havê
We summarise the calibration algorithm in Algorithm 1. 
Numerical Examples
We provide three numerical examples. The first two exercises are similar in nature, where based on historical data we verified the effectiveness of {X t } t≥0 in capturing bubble dynamics. In the third exercise we predicted drop-down probabilities for BitCoin. 
The red curve in Figure 3 plots the full series of X t t=0,1,...,N . By observation we set the equilibrium level to beX R = 0.67 (P R = 2, 502).
In order to compare our new model with existing models, we also included the OU process and drifted Brownian motion (DBM). The time-series used for calibrating these two models were the same as in {X t } t≥0 calibration, i.e. from 1997-01-02 to 2000-10-18. For the MLE OU calibration algorithm, cf. [41] . We estimated the mean and volatility directly in the DBM. 1,000 paths between 1997-01-02 and 2003-12-30 were simulated by three different models. In Figure 3 , apart from the historical price ofˆIXIC, we demonstrate the best path among 1,000 simulations for each model. It is clear by the graph that our new model provides better fit than existing models. To quantitatively see the closeness of different paths to the historical dynamic, the correlations for each model were calculated:
{X t } t≥0 : 91.20%, OU : 81.01%, DBM : 72.03%.
As expected, {X t } t≥0 provided the highest correlation while DBM was the worst among three models.
To further explain our algorithm, we plot calibration regimes in Figure 4 . We also show 10,000 onward simulation paths for {X t } t≥0 with X 0 =X t3 . From the figure we see the historical prices are fully covered by the simulation paths. This indicates our model is effective. log-price of SSEC dropped rapidly after the sudden peak, and before which there was a sharp increase.
The exercise settings were the same as in Section 5.3.1. We only mention the regime settings and make comments where are necessary. Figure 5 demonstrates comparisons between best simulation paths and historical log-price. We can immediately see that the OU process provided a much faster mean-reversion rate than which was reflected by the price dynamic. This shows the OU process cannot provide enough degree of freedom in calibrating bubble dynamics. The correlations for different models to the actual data were given by:
{X t } t≥0 : 96.11%, OU : 88.00%, DBM : 84.42%.
Similar plot for the algorithm illustration and 10,000 simulation paths is given in Figure 6 . Through this exercise we further confirm that our new model is a good candidate for describing economic bubbles. data used for calibration. Red curve, covered by shadowed region, shows the following historical data after t 3 . The shadowed region plots 10,000 simulation paths.
BitCoin Downward Probability Estimation
2017 is a year of BitCoin. At the first trading day of 2017, the price of 1 BitCoin was 995.44 USD.
Although spending 1,000 dollars to buy one cryptocurrency was unbelievable to people, within 1 year's time, the price hit 19,345.49 USD. Figure 7 illustrates patterns for the price and trading volume between 2016-01-01 and 2017-12-10. There are many potential reasons that driven the nearly 20 times increase, for example, the increasing investments from institutional investors, more open mind from lawmakers, etc.. We are interested in knowing whether the price would drop in the near future. In this exercise we conducted analysis in predicting the minimum of BitCoin price in the following month, effectively from 2017-12-10 to 2018-01-12. 
Without mentioning too much detail, we summarise Algorithm 1 outputs in beloŵ = 0.51;α = 0.08;σ = 0.91;ĉ = 0.69.
The prediction was made on 2017-12-10 with the price at P t3 = 14, 371 4 . We considered 0% to 60% drops from P t3 . To convert the drop percentages from {P t } t=0,1,...,N to the log-price space, {X t } t=0,1,...,N , we calculated the hitting level a via (55). Referring to Section 5.1, we transferred parameters in (66), together with a, from the extended SDE (54) to the parameters in the standard SDE (1). By Corollary 4.9, in the end we were able to have the probability distribution for the minimum price within one month time. On the other hand, an error evaluation on the perturbed FPTD should be given. Refer to Proposition 4.10. The relative error is given by e(t) := P (τ * ∈ dt) P (τ * ∈ dt) + q τ (t) .
Using the probabilistic representation, we estimated q τ (t) via 10,000 paths simulation. It should be noticed that, the relative error generally is high at tails as the actual density converges to 0. Therefore it is not necessary to compute the relative error at each point. In fact, we are more concerned that whether the peak of the distribution would be changed by perturbations. So only relative errors on the density peak were computed. Table 1 : BitCoin downward price prediction between 2017-12-10 and 2018-01-12. Columns 1-4 correspond to the percentages of price drop, dropped price P l , probability of the lowest price P * t below P l , and the relative error in density peaks.
First by checking the last column (relative errors), we see in general the perturbation model is accurate.
The largest error was in the 5% drop. In this case the hitting level is very close to the initial price P t3 .
As a result, the density curve will shrink to the y-axis. Therefore a larger error is expected. Analogously, large errors might also exist in the case that hitting levels are far to the initial price. By ruling out the extreme drops, in the range of 10% to 50%, we see the estimation errors remained below 2%.
We now consider the possibility of market collapse. Referring to the scenarios inˆIXIC and 000001.SS, we found their largest drops in a month were about 30%, and which happened in the spring of 2000 and autumn of 2008, respectively. Then check the probability of 30% drop for BitCoin. From Table 1 we only see about 17.87%. In fact, even for a 20% drop, the probability was about 40.19%. This means there was more than half chance that the price would remain above 11,497.30. Therefore we concluded that the market was unlikely to collapse in the next month.
We collected the one month data from 2017-12-10 to 2018-01-12 and plot the time-series in Figure 8 .
From the graph we see the lowest close price was 12,531.52 on 2017-12-30. This verified our conclusion that the market would not collapse immediately. On the other hand, compare the probabilities in Table   1 with the thresholds in Figure 8 . The price on 2017-12-30 broke the 10% drop threshold, where the probability given by our prediction was 69.38%. This further confirmed that the model is effective. Table 1 .
Conclusion
In this paper we find a new diffusion process which can be used in modelling economic bubbles. The simple form of the model enables us to deduce its downward FPTD explicitly. Therefore the paper provides a useful tool in estimating the burst time of an economic bubble. Numerical examples in Section 5 consistently confirm that the model and its prediction are effective. Results in Section 3 show the process has desirable properties which potentially can be employed in the future option pricing work.
The perturbation technique, as introduced in Section 4, can be extended in finding explicit FPTDs of other diffusion processes. In another working paper of us, the corresponding closed-form FPTDs have been found for the OU and Bessel processes. One remaining issue is the exact simulation for the process.
This requires further understandings to the θ (r, s) function and we leave it for the future work.
