In this paper we consider the following problem
Introduction
We consider the existence, the multiplicity and the turning-point bifurcation [17] where λ > 0 and N 3.
We seek the solutions of (1.1) λ as the critical points of the functional I associated with (1.1) λ and given by .
where u λ is the minimal positive solution of (1.1) λ and the limit problem
The following energy estimate plays an important role and we find R 0 1 such that
where J is the energy functional of (1.3), e is a fixed unit vector in R N , w(x) is a ground state solution of the limit problem (1.4) and I ∞ is the energy functional of (1.4) . To obtain the energy estimate, assumption (f6) plays an important role. In Section 4, we discuss the properties of the positive solutions of (1.1) λ for λ ∈ (0, λ * ] and show the exact multiplicity of positive solutions of (1.1) λ for λ ∈ (0, λ * ), a unique positive solution for (1.1) λ * , (λ * , u * ) is a turning point in C 2,α (R N ) ∩ W 2,2 (R N ), and further analyses of the set of positive solutions are made.
Existence of positive solutions
In this section, first several technical results will be established. Let us recall that a sequence {u n } ⊂ H 1 (R N ) is called a (PS) c -sequence if I (u n ) → c and I (u n ) → 0 as n → ∞. If any (PS) c -sequence possesses a convergent subsequence, we say (PS) c -condition is satisfied. Proof. Suppose that I (u) = 0, then for all ψ ∈ H 1 (R N ), (I (u) , ψ) = 0. Thus u is a weak solution of
1)
By h(x) 0, the right-hand side of (2.1) is non-negative and then by the maximum principle we have u(x) is non-negative. If u ≡ 0 or h ≡ 0, we can see that the right-hand side of (2.1) is non-negative and not equivalently equal to 0. Thus from the maximum principle we have that u(x) is a positive solution of (1.1) λ . 2
Next we prove the boundedness of Palais-Smale sequences.
Proof. Let {u n } ⊂ H 1 (R N ) be a Palais-Smale sequence for I at level c ∈ R. By (1.2) and if n is large, then
Let us now introduce the problem at infinity associated with (1.1) λ is
We state here some known results for (2.2). First of all, we recall that P.L. Lions [16] has studied the following minimization problem closely related to (2.2):
where
For future reference note also that a minimum exists and is realized by a ground state w > 0 in R N such that S ∞ = I ∞ (w) = sup s 0 I ∞ (sw). Gidas, Ni and Nirenberg [12] showed that there exist a 1 , a 2 > 0 such that for all x ∈ R N ,
w(x) a 2 |x| + 1
Secondly we study the break down of the Palais-Smale condition for I . The ground state solution w of (2.2) plays an important role to describe an asymptotic behavior of Palais-Smale sequence for I . 
where we agree that in the case m = 0 the above holds without u i , x i n .
Proof. This is a standard result that we give here without proof (see [4, 5, 16] for analogous statements). Proof. From (f2), using Sobolev embedding and Hölder's inequality, we see that, for all u ∈ S ρ ,
where C > 0 is a constant which is independent of λ, ρ. Hence by (2.5), there exists λ 0 > 0 such that for λ ∈ (0, λ 0 ), we have I (u) > 0 for all u ∈ S ρ . 2 
and u 0 is a positive solution of (1.1) λ .
Thus the general perturbation principle due to Ekeland guarantees the existence of a (PS)-sequence {u n } ⊂B ρ for I at level inf{I (u): u ∈B ρ }. By Proposition 2.3, there exist a subsequence (still denoted by {u n }), integer m 0, sequence of points {x i n }, 1 i m, a solution u 0 of (1.1) λ and solutions u i (1 i m) of (2.2) such that as n → ∞,
By (2. By a supersolution of (1.1) λ , we mean a function v ∈ H 1 (R N ) such that
By the standard barrier method, we prove the following theorem. Proof. Set Q λ = {λ > 0: (1.1) λ is solvable} and by Lemma 2.5, Q λ is nonempty. Denoting λ * = sup Q λ > 0, we claim that (1.1) λ is solvable for all λ ∈ (0, λ * ). Indeed, for any λ ∈ (0, λ * ), by the definition of λ * , we know that there exists λ > 0 and 0 < λ < λ < λ * such that (1.1) λ has a solution u λ > 0, i.e. Moreover, let λ, λ ∈ (0, λ * ), λ < λ , u λ , u λ are corresponding minimal positive solutions, then u λ is a supersolution of (1.1) λ and 0 is obviously a subsolution of (1.1) λ ; the standard barrier method and a result of Amann enable us to find 0 < u λ < u λ , thus u λ is increasing in λ, for λ ∈ (0, λ * ). 2 Remark 2.7. We will prove that λ * is finite in Theorem 2.9.
Fourthly, we establish the decay estimate for solutions of (1.1) λ which we will use later on.
, and u(x) has uniform limit zero as |x| → ∞.
Proof. The proof follows by the classical regularity theory based on a result of Brezis and Kato [6] . We will write it in detail for the reader's convenience.
For 
Fix K such that ε(K) = 1/2C and observe that for this choice of K (and s as above) we now may conclude that
for any l 1. Hence we may let l → ∞ to derive that 
By the Sobolev embedding theorem, we obtain that u ∈ C(R N ). It is well known that the Sobolev embedding constants are independent of domains [2, Lemma 5.15] . Thus there exists a constant C such that for R > 0,
from this we get lim |x|→∞ u(x) = 0. 2
We will verify that λ * is finite by considering linear eigenvalue problems related to decaying positive solutions of (1.1) λ .
where u λ is the minimal positive solution of (1.1) λ , can be achieved by some v λ > 0; (ii) μ λ > λ and μ λ is strictly decreasing in λ, for λ ∈ (0, λ * ); (iii) λ * is finite.
Proof. (i) It is easy to see that
Without loss of generality (at least by choosing a subsequence) we can assume that, for some
Hence,
To prove that v λ achieves μ λ , it suffices to show that
By (f1), for any ε > 0, there exists δ > 0 such that
and by Lemma 2.8, there exists R > 0 such that
Once again, by the maximum principle for weak solutions we deduce that v λ > 0 in R N .
(ii) We will now prove that μ λ > λ. Setting 0 < λ < λ and λ, λ ∈ (0, λ * ), by Theorem 2.6, u λ > u λ as λ > λ. Noting that λ > λ, h(x) 0, f (x, u λ ) > 0, and by (f4), we get
Multiplying (2.9) by v λ and integrating it over R N , we get
and then by (f3), this implies that μ λ > λ.
so there exists 0 < t < 1 such that
that is μ λ is strictly decreasing in λ for λ ∈ (0, λ * ).
(iii) Fix any λ 0 ∈ (0, λ * ), then λ < μ λ < μ λ 0 < ∞ for all λ ∈ (λ 0 , λ * ) and this implies λ * < +∞. 2 Remark 2.10. Let μ λ (u) denote the number defined by
where u is any positive solution of (1.1) λ , then from the proof of Theorem 2.9, μ λ (u) also can be achieved.
Finally, we show the existence of positive solutions of (1.1) λ for λ = λ * .
Proof. From Theorem 2.9,
and also we have
By (f3) and Hölder's and Young's inequalities we deduce
for all > 0. Taking small enough so that
and hence we have u λ C which shows that u λ is uniformly bounded in H 1 (R N ). By elliptic regularity theory [13] , we can deduce that {u λ :
Let λ ∈ (0, λ * ) and u λ be the corresponding minimal positive solution constructed in Theorem 2.6.
By Theorem 2.6, u λ is increasing in λ. We only need to show that the set {u λ :
The definition of μ λ and μ λ > λ imply that for all v ∈ H 1 (R N ), 
and since
which means that
From (f2), there exists A > 0 such that
Choosing k t 0 , we obtain
, by Hölder's and Young's inequalities, we obtain
Therefore, from (2.11)-(2.13), 14) where
λ,k and integrating by parts, we obtain
From (f2), for k > 0 large, we infer by Hölder's and Young's inequalities that 
Hence {u λ,k } is uniformly bounded in λ ∈ [λ 0 , λ * ) in L q (R N ) for any q > 0. Now we prove our result. We may assume that u λ is a solution of the linear equation
Let B i (x) = {y ∈ R N : y − x < i} be a ball with center at x and radius i. 
Existence of the second positive solution
When λ ∈ (0, λ * ), we have shown that (1.1) λ has at least one positive solution by Theorem 2.6, besides the minimal positive solution u λ of (1.1) λ , we need to show that (1.1) λ has another positive solution by the variational method. In this section, we want to prove that (1.1) λ has another positive solution in the form of U λ = u λ +v λ , wherev λ is a positive solution of the following auxiliary problem:
For (3.1) λ , we define the energy functional J : H 1 (R N ) → R as follows:
Using the monotonicity of f and the maximum principle, we know that the nontrivial critical points of energy functional J are the positive solutions of (3.1) λ . 2
Proof. Let {v n } ⊂ H 1 (R N ) be a Palais-Smale sequence for J at level c ∈ R. From (1.2) and havingθ satisfying 0 <θ <θ < 1/2, if n is large, we find that
where τ =θ/(θ −θ). Therefore, we deduce that {v n } is bounded in H 1 (R N ). 2 Proof. Since M = max{u λ : x ∈ R N } < ∞, f ∈ C 1 and by (f2), we may verify that for any ε > 0 there exists C ε > 0 such that
From the definition of μ λ and Sobolev embedding, we obtain
Since μ λ > λ by Theorem 2.9, we may choose ε > 0 small enough such that μ λ − λ − λμ λ ε > 0. If we fix ε = (μ λ − λ)/(2λμ λ ), then .2) such that as n → ∞,
where we agree that in the case m = 0 the above holds without v i , y i n .
Let us recall that w is a ground state solution of (2.2), S ∞ = I ∞ (w) = sup s 0 I ∞ (sw) and let e be a fixed unit vector in R N . The following estimates are important to find a path which lies below the first level of the break down of (PS) c -condition. Here we use an interaction phenomenon between 0 and w(x − R 0 e). See [1, 4] for similar arguments. To give a proof of Proposition 3.5, we need some lemmas, similarly as in [1] , we have Lemma 3.6. There exist some constants C 1 , C 2 and C 3 > 0 independent of R 1 such that
In what follows, we denote various positive constants independent of R 1 by C 1 , C 2 , and C 3 .
Proof. (I) From (2.4), we have for
(II) From (2.4) again,
We estimate the last integral. First, we observe that
Thus,
Therefore, we can apply the Lebesgue dominated convergence theorem and we obtain
as R → ∞. Thus we have
(III) Since |x + Re| R − |x|, we have
Since we assume that μ ∈ (2, p + 1), we have
The proof of this lemma is completed. 2 Lemma 3.7.
(I) For all s > 0, t > 0 and x ∈ R N , 
Proof. From (f5), we have
Thus we obtain (I).
To prove (II), we use (f5) again. There exists a constant C(s 0 , r 0 ) > 0 such that
Thus we have
The proof of this lemma is completed. 2
Now, we give the proof of Proposition 3.5. Since f (x, ·) ∈ C 1 [0, ∞) and by (f4), we have f (x, t) is monotonically increasing, then
Therefore for t t 0 , we have
.
Since 1/θ > 2, choosing t 0 > 0 large enough, we have (i).
(ii) Since J is continuous in H 1 (R N ), there exists t > 0 such that for t < t,
and from (i), J (tw R ) → −∞ as t → ∞ uniformly in R 1, then there exists t > 0 such that
J (tw R ).
Then we only need to verify the inequality sup t t t J (tw R ) < S ∞ for R large enough.
Straightforward computation gives us
We need to show that there exists a constant R 0 1 such that
Now we estimate Λ 1 and Λ 2 . By (I) of Lemma 3.7,
Setting s 0 = min |x| 1 u λ (x), r 0 = max{max x∈R N u λ (x), t max x∈R N w(x)} > 0 and applying (II) of Lemma 3.7, we obtain
From (I) of Lemma 3.6, we have for A = λC 1 C 4 (s 0 , r 0 )t 2 ,
Next from (f6), we have for any R 1,
From (II) and (III) of Lemma 3.6, we have for
Choosing ε 0 > 0 so small that
and we choose R 0 1 so that
Thus from (3.3)-(3.6), we obtain (3.2). This completes the proof of Proposition 3.5. 2 Proof. We only need to prove that (3.1) λ has a positive solution. Set
By Lemma 3.3 and Proposition 3.5, we deduce that
The Mountain Pass Lemma insures the existence of a (PS)-sequence {v n } for J at level γ . By Proposition 3.4, we deduce that
By the strong maximum principle, we only need to provev λ ≡ 0. In fact, we have
This impliesv λ ≡ 0. 2
Propositions and bifurcation
Denote by Q = {(λ, u): u solves (1.1) λ }, the set of positive solutions of
which is the smallest eigenvalue of the following problem: 
which is impossible. Hence ψ ≡ 0, i.e. u v in R N . Consider the case μ λ (u) < λ. We show then that the set G = {x ∈ R N : v(x) > u(x)} is a proper subset of R N , otherwise let ψ = ω λ be a minimizer of μ λ (u) and by (4.2),
which contradicts to the case μ λ (u) < λ. Next we show that G is empty. If not, set ψ = (v − u) + and for each n = 1, 2, . . . , let Ω n = G ∪ {x ∈ R N : |x| n}. Consider the minimization problems
where ω λ,n is a minimizer of μ λ,n (u) for n = 1, 2, . . . , we have
Consider the case μ λ (u) = λ. Assume to the contrary that v − u ≡ 0 in R N . First we will claim that
Otherwise, by (4.2), 
Since G R N , the above equality contradicts the monotonicity property of the smallest eigenvalue of the problem
with respect to the domain G. And when λ = λ * , we have the existence of positive solution u * of (1.1) λ * in Section 2. Now we show that u * is the unique positive solution of (1.1) λ * .
Lemma 4.4. For any g(x)
∈ H −1 (R N ), the problem
4)
has a solution, where u λ is the minimal positive solution of (1.1) λ , for λ ∈ (0, λ * ).
Proof. Consider the functional
From the definition of μ λ , μ λ > λ, Hölder's inequality and Young's inequality we have
if we choose ε small. Let {w n } ⊂ H 1 (R N ) be the minimizing sequence of the variational problem
From (4.5) we have
By μ λ > λ, we deduce that {w n } is bounded in H 1 (R N ) if we choose ε small. So we may suppose that
By Fatou's lemma
We now prove that
By (f1) and Lemma 2.8, for any ε > 0, there exists R > 0 such that for |x| R, |f (x, u λ )| < ε and there exists a constant C > 0 such that
Since w n → w strongly in L s loc (R N ) for 2 s < 2N/(N − 2), {w n } is a bounded sequence in H 1 (R N ), taking n → ∞, then R → ∞, and finally ε → 0, we deduce our claim.
From (4.6) we deduce that
and hence 
. Applying the implicit function theorem to F we can find a neighborhood 
Proof. We prove that
by using an idea in [15] . To this end, we need the following bifurcation theorem.
Applying the Bifurcation Theorem [9] we conclude that (λ * , u * ) is the turning point, near which the solutions of (1.1) λ * form a curve (λ * + τ (s), u * + sφ 1 + z(s)) with s near s = 0 and
We claim that τ (0) < 0 which implies that the bifurcation curve turns strictly to the left in 
The proof of the theorem is complete. 2 for some constant C 1 > 0, independent of u. By Adams [2] , Gilbarg and Trudinger [13, Theorems 8.32, 9.16] , and the Sobolev embedding theorem, for all 0 < α < 1,
for some constant C 2 > 0, independent of u. The conclusion follows. 2 Proof. By Proposition 2.11, the set of minimal positive solutions {u λ } of (1.1) λ is uniformly bounded in H 1 (R N ). We show that {U λ : λ ∈ (0, λ * )} is unbounded in H 1 (R N ). Since U λ = u λ +v λ , we only need to show that {v λ : λ > 0} is unbounded in H 1 (R N ). If not, then
for all λ ∈ (0, λ * ). We know from Proposition 4.7 that for any δ > 0, {U λ : λ ∈ [δ, λ * )} is bounded in H 1 (R N ), we may assume λ ∈ (0, δ]. Choose λ n ↓ 0 and letv λ n be the corresponding solutions of (3.1) λ n . Thenv λ n satisfies
Cλ n U λ n p v λ n Cλ n for some constant C, independent ofv λ n , where we have used (4.9) and the boundedness of {u λ n } in H 1 (R N ). Hence, we have lim n→∞ v λ n 2 = 0. It implies that On the other hand, we notice that U λ = u λ +v λ is strictly decreasing and u λ is strictly increasing in λ. Therefore,v λ n v δ for all n.
Then we obtain that which is a contradiction with (4.11). Therefore, we may assume that there exists α > 0 independent of λ n such that meas x ∈ R N : U λ n > U δ α > 0 for all λ n , which would imply meas x ∈ R N : U > U δ α > 0.
But U ≡ 0, a contradiction. This completes the proof. 2
