Abstract. The Minimal Learning Machine is a recently proposed supervised method in which learning consists of fitting a multiresponse linear regression model between distances computed from the input and output spaces. This paper approaches the use of Minimal Learning Machines in combination with positive definite kernel functions. Particularly, we investigate if computing distances in feature spaces rather than in the original data space is beneficial for the MLM in the context of regression and classification tasks. This can be accomplished since the kernel trick allows us to calculate inner products (and consequently Euclidean distances) in feature spaces. We compare the standard MLM to its kernel variants on real-world problems.
Introduction
Over the last decade, kernel methods have become part of the state-of-the-art in machine learning. Basically, kernel methods are used to map data into highdimensional feature spaces in which a learning algorithm is used to find linear patterns [1] . Usually, the feature space is implicit and the learning machine is formulated only based on inner products between data items in such space, a fact known as the kernel trick. Although the choice of the kernel depends on the specific data type and the application domain, some of the most commonly used kernels are the linear kernel, the polynomial kernel and the Gaussian kernel.
The Minimal Learning Machine (MLM, [2] ) is a supervised learning algorithm based on distances. Recently, the MLM has gained attention due to its simple and easy implementation, additionally requiring the adjustment of only a single hyperparameter (the number of reference points). Learning in MLM consists in building a linear map between input and output distance matrices. In the test phase, the learned map is used to provide an estimate for the distances from the reference points outputs to the unknown target output value. Such estimates are then used to provide the actual output prediction, formulated as an optimization problem also known as multilateration.
This paper investigates the use of kernel functions in Minimal Learning Machines. More specifically, we are interested in analyzing the behavior of Minimal Learning Machines when distances are computed in features spaces, defined implicitly by the kernel functions. This can be accomplished because the Minimal Learning machine is formulated using only pairwise distances so that they can be easily computed in feature spaces via the kernel trick.
Our empirical assessment is carried out through a comprehensive evaluation on 22 datasets, including both classification and regression tasks. Based on the experiments, we verify that the kernel functions have only a marginal impact on the performance of the regular MLM algorithm.
The remainder of the paper is organized as follows. Section 2 presents the formulation of the Minimal Learning Machine. Section 3 describes the use of MLMs in feature spaces, also providing an interpretation of the standard MLM as a kernel method. In Section 4, an experimental evaluation is conducted to show the performance of the MLM and its kernel-based variants. Conclusions are given in Section 5.
Minimal Learning Machine
The Minimal Learning Machine (MLM, [2, 3] ) is a supervised method whose training step consists of fitting a multiresponse linear regression model between distances computed from the input and output spaces. Output prediction for new incoming inputs is achieved by estimating distances in the output spaces using the underlying linear model, followed by a search/optimization procedure in the space of possible outputs.
Let us define the learning problem as the problem of approximating a smooth
, where x i ∈ X and y i ∈ Y, and i corresponds to an error term to account for situations where the outputs are not perfectly observed. We call X and Y the input and output spaces, respectively. Definition 1 (Minimal Learning Machine, [2] ) The Minimal Learning Machine denotes a class of functions H MLM parametrized by a matrix B ∈ R m×m , and m pairs of input-output points {(r i ,
where y − t j represents the Euclidean distance between y and the j-th output reference point t j ; similarly, x − r i denotes the Euclidean distance between x and the i-th input reference point r i .
Basically, the MLM assumes that distances computed in the output space can be approximated by a linear combination of distances taken from fixed located points (the reference points) in the input space. The Eq. (1) can be used to illustrate the main idea behind the MLM. The term m i=1 B i,j x − r i consists of a linear combination of distances taken from reference points r i , and represents an estimate to the actual distance y − t j . The MLM then searches for the best location of such a point y considering the distances estimates for all the output reference points.
Before solving the optimization problem described in Eq.
(1), we need to estimate the MLM parameters from training data, also known as the learning/training phase. The learning algorithm of the Minimal Learning Machine requires the i) selection of the set reference points {(r i , t i )}; and ii) determination of the parameters B. With regard to the selection of reference points, in the original proposal, the MLM selects the reference points randomly from the available data points for learning, an approach also adopted in this work. The idea of matching distances in the input and output spaces drives the learning process of the parametersB.
In order to simplify notation, let us define the matrix D ∈ R n×m as the pairwise distance matrix between the input samples {x i } n i=1 and the input reference
Once the reference points have been selected, the matrix B is estimated through the minimization of the following objective
in which the optimal solution is achieved atB = (
This corresponds to the least-squares solution of a multiresponse linear regression problem between the distance matrices in the input and output space.
The test step in MLMs consists of predicting the outputs for new input data, and it refers to solving the minimization problem embedded in Eq. (1) , that can also be interpreted as a multilateration problem [4] . In this regard, one may use any gradient-based optimization method, such as the LevenbergMarquardt algorithm. Alternatively, [5] reports an efficient method to solve the multilateration problem for one-dimensional outputs.
For classification tasks, where outputs are represented using the 1-of-S encoding scheme 1 , with S denoting the number of classes, [5] shows that, under the assumption that the classes are balanced, the minimization problem in Eq.
(1) reduces to
where
As aforementioned, the term m i=1 B i,j x − r i denotes an estimate for the distance between the j-th output reference point and the unknown target value y associated with x. Thus, the output predictions for new incoming data can be carried out by simply selecting the output of the nearest reference point in the output space, estimated using the linear modelB [5] . The reader is referred to [2, 5, 3] for a comprehensive discussion about the MLM.
Minimal Learning Machines in Feature Spaces
We now turn our attention into the formulation of Minimal Learning Machines in feature spaces induced by kernel functions. For that, we need to define what we mean by kernel functions.
Definition 2 (Positive definite kernel) A symmetric function k : X × X → R which for all m ∈ N, c i ∈ R, and x i ∈ X , such that
is a positive definite kernel.
The application of a positive definite kernel function on a sample from X induces a positive definite Gram matrix K ij = k(x i , x j ). Moreover, a well-known result on kernel methods [6, 7] is that we can construct kernel functions by defining arbitrary maps φ : X → R X and choosing
for any x i , x j ∈ X . In other words, kernels can be interpreted as inner products on feature spaces. This is also known as the kernel trick. Such a trick allows us to work in the feature space implicitly, i.e., a feature space in which the dot products can be evaluated directly using a nonlinear function in the input space.
A few examples of kernel functions are: Gaussian (Eq. 7), polynomial (Eq. 8) and quadratic, which is a special case of polynomial kernel, where its polynomial degree is set to p = 2. In this work, we assume a 1 and a 2 to be equal to 1.
k(
The extension of the MLM to work in feature spaces is straightforward. This is because we can easily write distances as a function of inner products, i.e, for any arbitrary pair of point x i , x j ∈ X we have that
and thus we can make use of the kernel trick to compute distances in feature spaces by
where k(·, ·) denotes a positive kernel. Thus, the functional form of MLMs in feature space induced by the kernel k(·, ·) is given by
The kernel functions also affect the MLM training phase in a very simple manner. To train MLMs, we replace the input distance matrix D by Φ ∈ R n×m such that its (i, j)-entry is
and, consequently, the optimal estimate of the parameters can be written aŝ B = (Φ T Φ) −1 Φ∆. The Algorithm 1 summarizes the learning process of the MLM using kernels. In this work, we decided to restrict the use of kernel methods to the input space, thus the geometrical interpretation of the output estimation step is kept, and only the training phase significantly changes.
Minimal Learning Machines and conditionally positive kernels
There is a larger class of kernel functions, named conditionally positive definite (cpd) kernels, which can be defined similar to positive kernels, with the difference being that Eq. (5) only needs to be satisfied for values of c i such that i c i = 0.
The importance of conditionally positive kernels in this work comes from the fact that the function given by the negative of the Euclidean distance is a cpd kernel, i.e., kernels functions of the form k(x i , x j ) = − x i − x j are cpd.
In fact, the MLM can be interpreted as a cpd kernel method, even though the MLM uses proper distances rather than its negative values. We argue that the MLM algorithm is not affected if all computed distances are replaced by negative Euclidean distances. To show that, let us first consider the MLM function given in Eq. (1). As one can easily observe, setting the distances to their negative values does not change anything because all the terms are squared. Second, the cost function in Eq. (2) does not change as well, since (−∆ + DB)
T (∆ − DB). Therefore, the optimal solution for the parametersB remains the same.
Differently from other kernel methods proposed in the literature where kernels are applied to input and output spaces [8, 9] , in the MLM, model complexity is controlled by the number of reference points rather than a regularization term (ridge regression). In addition, the preimage problem in kernel methods reduces to the multilateration problem, but it has a geometric interpretation in the MLM.
Experiments
The experiments were performed on classification and regression problems. We used 14 and 8 datasets, respectively, taken from UCI database [10] and StatLib [11] . In Tab. 1, the details of each dataset are described, such as problem category, the number of attributes, classes, and samples for training and test.
The code was implemented in Matlab R2014a and the tests were executed on a Intel Core i3-4130 processor CPU 3.4GHz with 8GB of RAM. The MLM and kernel implementations are available in goo.gl/wUvax3.
To assess the performance of MLM with different kernel functions, for both classification and regression, we executed 30 independent runs, where 80% of the data were used for training and the remaining 20% for testing. For each run, some parameters needed to be tuned, e.g., the percentage of reference points m, the spread of the Gaussian kernel (σ) and the order of the polynomial kernel (p). Those parameters went through a 10-fold cross-validation in a grid search to find the most suitable values.
For m, representing the percentage values, a grid from 0.1 to 1 (equivalent to 10% to 100%) with steps of 0.1 was designed. For each number, a linear kernel MLM was trained and validated by the cross-validation process. The term m is then chosen based on the best mean result (accuracy or RMSE). Once the percentage of reference points is defined, the points themselves are chosen randomly but kept the same to the other tested MLMs. The parameters σ ∈ [5, 55] , with steps of 5, and p ∈ [3, 10] , with steps of 1, are chosen after a similar process, but now using the Gaussian/Polynomial kernel, respectively, plus the reference points previously determined. With those parameters defined, we trained and tested MLMs with linear, Gaussian, quadratic and polynomial kernels. Tab. 2 and 3 provides the mean and standard deviation from the 30 runs for m, σ, p and accuracy (for classification) or RMSE (for regression). Moreover, we applied Friedman's nonparametric hypothesis test [12] with a significance level of α = 0.05, followed by a Dunn-Sydák's post hoc test. We compared the performance of each nonlinear kernels to the linear one. Considering the null hypothesis to be that the different MLMs performances are all the same, if the hypothesis test result fails to reject it, we show a , otherwise, we show an .
For classification problems (Tab. 2) with nonlinear kernels, most of the results presented an "equivalent" performance to the linear one. As exceptions, the Gaussian kernel has four out of fourteen sets with nonequivalent results distributions, the quadratic kernel has two, and the polynomial kernel has seven of them. Nevertheless, within this exception pool, the results show that the linear kernel provides a slightly better accuracy overall.
For regression problems (Tab. 3), the nonlinear kernels, applied to datasets MPG and BH, provided nonequivalent results to the linear kernel. In those cases, also in four others, the linear kernel provided a slightly better average performance.
It is important to highlight that the Gaussian kernel has proved itself to be very sensitive to the choice of its parameter σ. This feature imposes to cover a Table 2 : Results for classification problems using the same reference points. .333 ± 7.008 -3.300 ± 0.877 -large grid when looking for the best parameter value. In contrast, the polynomial kernel's order had an average of p = 3 or p = 4 in the majority of the cases.
In other experiments that we executed, we found that normalizing the data does not improve the accuracy or RMSE for nonlinear kernels, although it increases the number of equivalent results for the Gaussian kernel. One may argue that the choice of m value in Tab. 2 and 3 benefits the linear kernel results, since it is used to define this value. So, to discard such possibility and also verify if nonlinear kernels thrive with smaller percentages, we performed another set of tests, where m is fixed in 10% or 20%. The reference points, in this case, are chosen randomly for each tested MLM.
The results are presented in Fig. 1 and 2 . The datasets used here were solely chosen because of the similar range of their results, which improves their visualizations.
From Fig. 1a and 2a, we observe a decrease of performance with all kernels, due to insufficient references points. Besides that, in average, the results are still similar to the ones presented in Tab. 2 and 3 for both m values. Only for Ecoli dataset and m = 20%, the Gaussian kernel provided a slight improvement.
Conclusions
This paper presented an extensive comparison between linear, Gaussian, quadratic and polynomial kernels applied to the MLM with 22 datasets of classification and regression problems. From the first results in Tab. 2 and 3, one can notice that, in most of the cases, the average performance between them is similar which is also confirmed by the Friedman's statistical test. The next set of tests evaluated their performance when the percentage of reference points is fixed and small. We then verified that a very small percentage of points diminishes the performance but maintain similar average results among the networks.
From those results, we can argue that the regular MLM (linear kernel) has the best trade-off features since it provides good results and does not have any other hyperparameter to be found. In contrast, the Gaussian kernel makes the MLM performance very sensitive to the choice of σ and did not provide better results than the other tested kernels. Thus, based on the results for the datasets considered here, computing distances in feature spaces does not improve over the regular MLM. The fact that the MLM is already a cpd kernel method may provide an explanation for that.
