Abstract -Cone-beam computed tomography (CBCT) has been widely used in radiation therapy. For accurate patient setup and treatment target localization, it is important to obtain high-quality reconstruction images. The total variation (TV) penalty has shown the state-of-the-art performance in suppressing noise and preserving edges for statistical iterative image reconstruction, but it sometimes leads to the so-called staircase effect. In this paper, we proposed to use a new family of penalties-the Hessian Schatten (HS) penalties-for the CBCT reconstruction. Consisting of the second-order derivatives, the HS penalties are able to reflect the smooth intensity transitions of the underlying image without introducing the staircase effect. We discussed and compared the behaviors of several convex HS penalties with orders 1, 2, and + ∞ for CBCT reconstruction. We used the majorization-minimization approach with a primal-dual formulation for the corresponding optimization problem. Experiments on two digital phantoms and two physical phantoms demonstrated the proposed penalty family's outstanding performance over TV in suppressing the staircase effect, and the HS penalty with order 1 had the best performance among the HS penalties tested.
I. INTRODUCTION
C ONE-BEAM computed tomography (CBCT) provides volumetric information for patient setup and target localization during radiation therapy. Repeated CBCT scans during a treatment course expose patients to extra imaging radiation doses [1] , [2] . Lowering the mAs (tube current exposure time product) level in CBCT acquisition can reduce the imaging dose and associated risks to patients [3] . However, the quality of the reconstructed low-mAs image can be dramatically degraded due to excessive noise [4] , [5] . Statistical iterative reconstruction (SIR) algorithms have been used to improve the quality of low-dose CBCT imaging [6] , [7] . Commonly used penalty terms in SIR include the isotropic quadratic penalty [8] , the Huber penalty [9] , and the total variation (TV) penalty [10] - [12] .
Originally introduced for image de-noising by Rudin et al. [10] , the TV penalty has shown state-ofthe-art performance in preserving edges and suppressing noise for CBCT imaging [10] - [24] . Various TV-based CBCT reconstruction algorithms have been studied and evaluated in the last three decades [10] - [24] . Sidky and Pan proposed to minimize the TV penalty subject to a non-negative constraint for sparse-view projection reconstruction, where the TV objective function was minimized by steepest descent with an adaptive step size, and the non-negative constraint was enforced by projection onto convex sets (POCS) [13] , [18] , [19] . Han et al. [20] studied the selection of parameter values in the constrained TV minimizationbased reconstruction and showed, with both visualization and quantitative assessments, that the reconstructions were greatly improved, relative to the clinical FDK reconstruction, in terms of the devised utility metrics. Bian et al. [21] showed that the TV-based iterative algorithm was more robust to different data conditions, such as number of views and exposure levels, than the FDK algorithm for CBCT reconstruction. Hashemi et al. [14] proposed a simultaneous deblurring and iterative reconstruction to explicitly account for image unsharpness caused by different factors in the CBCT reconstruction formulation when using the TV penalty. Huang and Hsiao [15] proposed an iterative reconstruction method to accelerate the ordered-subsets reconstruction with a power factor, in combination with the TV minimization method.
The major limitation of the TV penalty is that it sometimes causes the staircase effect in reconstructed images [25] , [26] , particularly at low-dose levels [16] . TV favors penalizing the first-order derivatives, i.e., minimizing the intensity difference between neighboring pixels. Therefore, it tends to produce piecewise constant reconstructed images, even when the underlying images are not necessarily piecewise constant.
To avoid the staircase effect due to the TV penalty, Yan et al. [26] considered the anisotropic edge property among neighboring image voxels for TV-POCS implementation, where the associated weights were expressed as an exponential function and can be adjusted adaptively by the local image-intensity gradient to preserve the edge details for sparse-view low-dose CT image reconstruction. Several alternative penalty terms with higher-order derivatives have been proposed in other fields, such as image restoration [27] and microscopy imaging deconvolution [28] . These penalty terms do not directly penalize the intensity difference between neighboring pixels. Recently, Sun et al. [29] replaced the TV penalty with a Hessian penalty in a CBCT SIR algorithm. The Hessian penalty was constructed using the secondorder derivative operations and was defined as the Frobenius norm of the Hessian matrix of the image. They used the majorization-minimization (MM) method for the associated optimization problem. In their algorithm, the objective function was upper-bounded by a sequence of quadratic majorizers, which can be minimized directly using the Gauss-Seidel update strategy [29] . The proposed Hessian penalty proved successful in suppressing the TV penalty's staircase effect. However, like most higher-order penalties, the Hessian penalty tends to slightly blur the edges of the reconstructed image. Shi et al. [30] proposed a new penalty combining the TV and Hessian penalties in a structure-adaptive way to reconstruct CBCT images without introducing extra parameters. The proposed penalty can automatically adjust the weight parameters between TV and Hessian according to local image structures to suppress the staircase effect and preserve edges simultaneously.
The Hessian Schatten (HS) penalties are a novel family of second-degree penalties proposed recently by Lefkimmiatis et al. [31] to avoid the staircase effect for illposed linear inverse problems. The penalties in this family are invariant, convex, and non-quadratic, and they are defined as the Schatten norm of the Hessian matrix of the underlying image at each image point [31] . The Schatten norm is a p-norm of the vector of the singular values of a matrix, including many popular matrix norms, such as the nuclear/trace norm ( p = 1), the Frobenius norm ( p = 2), and the spectral/operator norm ( p = ∞). The HS family generalizes the Hessian penalty and provides a more flexible family of second-order penalties. The Hessian penalty employed by Sun et al. [29] is a special case of the HS penalty with p = 2. Hu et al. showed that the HS penalty with p = 1 is nearly proportional to the higher degree total variation (HDTV) penalty with order 2 [32] . The HS family provides a natural way to incorporate image local geometry structure information. Specifically, an HS penalty can be interpreted as a scalar measurement of the curvature at a local image surface patch, and the eigenvalues of the Hessian matrix correspond to the principal curvatures, which can be used to measure the surface flatness in different directions [31] .
The selection of the p value can affect the regularized solution when using the HS penalties for ill-posed linear inverse problems. Lefkimmiatis et al. showed that, for most cases, the HS penalty with p = 1 gives better results than the HS penalties with p = 2 and p = ∞ in sparse image restoration and microscopy image deburring [31] .
Similar phenomena have been observed in both the compressed sensing problem [33] and the rank minimization problem for data recovery in computer vision. It is well-known that finding the sparsest representation (the l 0 norm minimization problem) in compressed sensing [34] and minimizing the data rank for recovering noisy/missing input data are both NP-hard [35] , [36] . The l 1 norm minimization is known to be the best convex approximation of the l 0 norm minimization problem in compressed sensing among all p's in (0, 2) [34] . Note that the Schatten norm with p = 0 (quasinorm) measures the rank of a matrix and thus provides a natural way to approximate the rank minimization problem. Kong et al. [37] showed that the Schatten norm gave better approximation results to the rank minimization problem at smaller p values for noisy data recovery.
In this study, we employed the Hessian Schatten (HS) penalty family for 3D CBCT image reconstruction. The purpose of this study was two-fold. First, we designed a new SIR algorithm based on the HS penalty family for CBCT reconstruction to avoid the staircase effect [38] . Second, we compared the behavior and performance of HS penalties with different orders ( p = 1, p = 2, and p = ∞) for CBCT reconstruction. We note that the HS penalty is convex with p ≥ 1 and non-convex (quasinorm) with 0 ≤ p < 1.
One major challenge when using HS penalties for 3D CBCT reconstruction is that members in this penalty family are not smooth and differentiable, which prohibits direct use of a gradient-based method to optimize the objective function. Furthermore, the optimization method proposed by Sun et al. [29] cannot be directly generalized to the HS penalties with p = 1 and p = ∞, as they are both non-quadratic. In this study, we adopted a primal-dual formulation originally proposed by Lefkimmiatis et al. [31] for 3D CBCT reconstruction with HS penalties of orders 1, 2, and ∞. The original formulation was proposed in 2D [31] , and extending it to 3D is not trivial. For example, in this study, we deduced the numerical formulation of the conjugate Hessian operator in 3D and proved that the dual objective function using the HS penalty for 3D CBCT reconstruction is Lipschitz continuous. We also derived the projection operator onto the l q unit-ball (1/ p + 1/q = 1) using an efficient algorithm in 3D [39] .
The HS family tends to penalize the second-order derivatives, thus yielding smooth reconstructions, rather than the piecewise constant reconstructions that the TV penalty yields. Therefore, the reconstructed image can more faithfully reflect the real intensity transitions of the underlying image. We compared experiments conducted from simulated projection data and real projection data to demonstrate the effectiveness of the HS penalty family. Our experimental results showed that all the tested HS penalties significantly suppressed the staircase effect, and the HS penalty with p = 1 (nuclear/trace norm) performed best in most cases, closely followed by the HS with p = 2 (Frobenius norm).
II. MATHEMATICAL MODELING
The X-ray CT projection is the line integration along the X-ray path l of the tissue attenuation, which can be calculated as the logarithm transform of the ratio of the incident and detected intensities [7] :
where v is the projection, and u is the attenuation coefficient. The noise of the X-ray CT projection approximately follows a Gaussian distribution [6] , [7] . The noise variance σ 2 i associated with the projection v i at the i th detector bin, can be determined as follows [7] :
where I i0 is the incident photon number, andv i is the mean value of the projection data. The CBCT reconstruction seeks the optimal solution by minimizing the objective function [40] :
where τ ≥ 0 is the regularization parameter, A is the system projection matrix, and is a diagonal matrix with its i th element σ 2 i . (Generally, the mean projectionv i is not available in practice. To calculate σ 2 i ,v i is commonly replaced with the projection v i , without considering the statistical variation).
A. Hessian Schatten Penalty
In this study, the HS penalty constructed from the secondorder derivatives is defined as [31] :
where 
H refers to the Hessian operator, N stands for the number of image pixels, · S p denotes the Schatten norm of order p (S p norm) of a matrix, and · 1, p stands for the mixed l 1 − S p norm. The S p norm of an m × n matrix X ∈ R m×n is defined as [41] :
where σ i (X) denotes the i th singular value of X. Note that for 0 < p < 1, X S p is a quasinorm. Intuitively, when p = 0, the S p norm measures the rank of the matrix X. The Schatten norm provides an approximation to the rank minimization problem.
After substituting the penalty term in the objective function (3) with the HS penalty defined in Eq. (4), we can rewrite the objective function (3) as:
In this study, we focused on three convex HS penalties with p = 1, 2, and ∞.
B. Calculating the Projection Matrix A
To implement a forward projector more efficiently, we adopted the separable footprint (SF) projectors [42] . One of the SF projectors, SF-TR, approximates the voxel footprint functions as 2D separable functions and uses a trapezoid function in the transaxial direction and rectangular functions in the axial direction.
III. OPTIMIZING THE OBJECTIVE FUNCTION

A. Reconstruction Process
Our aim in this study is to minimize the objective function (7), in which the HS penalty term is convex but non-smooth.
The first step of the optimization process was to use the MM approach to generate a sequence of upper-bounded functions (9) of the objective function (7). In step 2, we used a primal-dual method to convert the minimization of an upperbounded function (primal problem) to the maximization of the dual objective function (21) (dual problem). Note that the dual objective function (21) is convex and smooth. In step 3, we solved the dual problem using the Nesterov algorithm [43] . In step 4, we obtained the minimizer of the upper-bounded function from the result of the dual problem through a projection operation (22) . To speed up the convergence in each iteration of the MM method, we adopted MFISTA, an extended Nesterov algorithm, to handle a convex non-smooth minimization problem proposed by Beck and Teboulle [44] . Fig. 1 summarizes the optimization process.
B. MM Approach
The main idea of the majorization-minimization (MM) approach is to find the solution by minimizing a sequence of surrogate functions that upper-bound the original objective function (7) [45] . The original objective function is convex, and the solution obtained by minimizing these surrogate majorizer functions will converge to the minimization of the original objective function (7) .
To construct the surrogate majorizers of the objective function (7), we defined a function that measures the distance between u and u t :
where t represents the number of iterations. Note that, when
A is positive definite, and thus d(u, u t ) is non-negative. We obtained the upper-bounded functions (ignoring the constant part) by adding the distance function (8) to the objective function (7):
where
In the iterative process of minimizing Q (u |u t ), the value of the objective function (u) kept monotonically non-increasing (Appendix A). If (u) is convex, u t will converge to the minimizer of (u).
We minimized the objective function (7) by iteratively minimizing the function (9) through the MM method to reconstruct the underlying image.
C. Primal-Dual Method
The fidelity term in (9) is continuously differentiable, while the penalty term is convex but still non-smooth. Because of the relation between the original norm and its dual norm [31] , [46] , we wrote the equivalent form of the penalty term in (9) as
where 1/ p + 1/q = 1, and B ∞,q denotes a unit-norm ball defined as
Let H * represent the conjugate of the Hessian operator H , i.e.,
Lefkimmiatis et al. [31] deduced the numerical implementation of the conjugate operator H * of the Hessian operator H in 2D. In our study of 3D CBCT construction, where ∈ R N×3×3 , the conjugate operator H * was quite different than in 2D [31] . To obtain H * in 3D, we rewrote (12) in the following form:
where tr (·) denotes the matrix trace. By expanding the left hand side of (13), we obtained
where x x , yy , zz , xy , xz and yz denote the forward difference operators. By comparing the right hand side of (14) with the right hand side of (13), we obtained the conjugate operator H * of the Hessian operator H for 3D CBCT reconstruction:
where * x x , * yy , * zz , * xy , * xz , and * yz denote the backward difference operators.
We rewrote the penalty term in (9) as:
Replacing the penalty term with its equivalent form (16) , the objective function (9) can be written as:
Using (17), the reconstruction problem became the following min-max problem:
is convex in u and concave in , and the order of the minimum and maximum of (18) does not affect the solution [31] . We defined the primal objective function s (u) as
and the dual objective function as
Letting the gradient
, where P R N was the projection operator onto the set R N . It followed that
We can calculate the optimal solutionû of the primal objective function (19) or (9), as long as we have obtained the optimal solutionˆ of the dual objective function (21) using the relation of the saddle-value (û,ˆ ):
The next step is to calculate the optimal solutionˆ by optimizing the dual objective function (21).
D. Nesterov Algorithm
Nesterov [47] introduced a method that achieves a greater convergence rate than the theoretical convergence rate of the classical gradient projection method [43] . We utilized the Nesterov algorithm to optimize the dual objective function (21) .
Let P E denote the projection onto a set E. For the problem of min f (x) where x ∈ E, if ∇ f is Lipschitz continuous with a Lipschitz constant L, the Nesterov algorithm can be summarized as follows [43] :
1.
To utilize the Nesterov algorithm, we first proved that ∇g ( ) is Lipschitz continuous for 3D CBCT reconstruction in Lemma 1 (Appendix B). The dual objective function g ( ) is smooth and differentiable in . The gradient of g( ) is
Lemma 1: For 3D CBCT reconstruction, the dual objective function (21) is Lipschitz continuous, namely,
To optimize (21) using the Nesterov algorithm, we used the reconstruction image generated by FDK as the initial value.
E. Orthogonal Projections
To construct the penalty term of the objective function, we selected the three commonly used Schatten norms: the Schatten nuclear norm ( p = 1), the Schatten Frobenius norm ( p = 2), and the Schatten spectral norm ( p = ∞).
To optimize the dual objective function (21) using the Nesterov algorithm, we needed to calculate the orthogonal projection of a matrix X ∈ R 3×3 onto the set B S q = X ∈ R 3×3 : X S q ≤ 1 . (Note that 1/ p + 1/q = 1. Please see (11) ). For a matrix X with singular value decomposition, U [di ag (σ (X))] V T , its orthogonal projection to B S q can be expressed as [31] :
where σ (X) denotes the singular value of the matrix X, di ag (·) maps a vector to a diagonal matrix, and P B q is the orthogonal projection onto the l q unit-norm ball B q = x ∈ R min(m,n) + : x q ≤ 1 . According to (25) , the orthogonal projection of a matrix in R 3×3 onto the S q norm ball converts to compute the orthogonal projection of its singulars onto the corresponding l q unit-norm ball.
In the case of q = 1 (corresponding to the Schatten spectral norm ( p = ∞)), for 3D CBCT image reconstruction, the orthogonal projection of a matrix X ∈ R 3×3 onto the B s 1 unit-norm ball is quite different than that in 2D [31] . In this study, we adopted an efficient algorithm [39] for the projection. The orthogonal projection for q = 1 in 3D can be given as (Appendix C):
In the case of q = 2 (corresponding to the Schatten Frobenius norm ( p = 2)), finding the projection of a matrix X ∈ R 3×3 onto the B s 2 unit-norm ball requires finding a point in the ball that has the shortest distance to the matrix. If the matrix lies inside the B s 2 unit-norm ball, the projection is simply itself. Otherwise, the projection is the normalization of the matrix itself. Therefore, we had
where · F is the Frobenius norm of a matrix.
In the case of q = ∞ (corresponding to the Schatten nuclear norm ( p = 1)), the orthogonal projection of a matrix X ∈ R 3×3 onto the B s ∞ unit-norm ball is similar to the projection onto the B s 2 unit-norm ball. The projection can be divided into two cases: inside the B s ∞ unit-norm ball and outside the B s ∞ unit-norm ball. Different locations correspond to different projection results. Projection onto the B s ∞ unit-norm ball can be given as
where σ ( i ) denotes the singular value of i , and the mi n (·) operation compares each of the three singular values with 1 and takes the smaller one. The pseudo-code of the proposed CBCT reconstruction algorithm using the HS penalties is shown in Appendix D.
IV. MATERIALS AND EVALUATION
Experiments were conducted on two computer simulation phantoms and two physical phantoms. We used the peak signal to noise ratio (PSNR), the improvement signal to noise ratio (ISNR), the contrast-to-noise ratio (CNR), the structural similarity (SSIM), and the full width at half maximum (FWHM) to quantify the quality of the reconstructed images using different penalty terms [29] .
A. Synthetic Phantom
We used two computer simulation phantoms in this study: a Compressed Sensing (CS) phantom [48] and a modified Shepp-Logan phantom. For the CS phantom, we used 360 projections, each containing 800 × 200 pixels, and the pixel size was 0.776 × 0.776 mm 2 . For the modified Shepp-Logan phantom, we used 360 projections, each containing 500 × 500 pixels, and the pixel size was 0.776 × 0.776 mm 2 . For both phantoms, the source-to-axial distance was 100 cm, and the source-to-detector distance was 150 cm. The incident photon number for the CS phantom was set to be 1 × 10 3 and 5 × 10 3 to simulate low-dose and high-dose protocols, respectively. The incident photon number for the Shepp-Logan phantom was set to be 1 × 10 4 , and the noise level was fixed. For both phantoms, the reconstructed image had 350 × 350 × 16 pixels with a pixel size of 0.776 × 0.776 × 0.776 mm 3 .
B. Physical Phantom
We used two physical phantoms in this study: a commercial calibration phantom CatPhan 600 (The Phantom Laboratory, Inc., Salem, NY) and an anthropomorphic head phantom. The projections were acquired by the ExactArms (kV source/ detector arms) of a Trilogy treatment system (Varian Medical Systems, Palo Alto, CA). The number of projections for a full 360°rotation was 634. The dimensions of each acquired projection were 397 × 298 mm 2 , containing 1024 × 768 pixels. For each phantom, the X-ray tube current was set at 10 mA (low-dose) and 80 mA (high-dose) during projection data acquisitions. In both phantom studies, the tube voltage was set at 125 kVp, and the duration of the X-ray pulse at each projection scan was 10 ms. The projection data were acquired in full-fan mode with a bowtie filter. The source-toaxial distance was 100 cm, and the source-to-detector distance 
V. EXPERIMENTAL RESULTS
A. Parameters Setting
CBCT reconstruction always involves a trade-off between image resolution and noise level. Most evaluation criteria used in this work were related to the noise level. To compare the performance of different penalties, we adjusted the parameter τ in Eq. (3) for each phantom by trial and error so that the reconstruction results had the same noise level in each comparison group [40] .
To determine the value of α in Eq. (9), we calculated the value of A T −1 A for each tested phantom and found that setting α to be 2 × 10 10 was enough to assure that α I − A T −1 A is positive definite for all phantoms in our experiment.
In all iterative reconstruction algorithms, the attenuation coefficient u was initialized using the FDK reconstruction u 0 .
B. Convergence Analysis
The range of the values of objective functions using different penalties can differ significantly, even when using exactly the same regularization parameter τ . To make these objective functions "comparable" in the same plot, we used a normalized objective cost to indicate the convergence of the reconstruction algorithms. The normalized objective cost was defined as the ratio of the objective function value of the reconstruction at the kth iteration and that of the initial reconstruction (using FDK), i.e. (u k )/ (u 0 ).
To distinguish between different HS penalty terms, we referred to them as HS p, with p denoting the order of the Schatten norm. HS 1 , HS F , and HS ∞ denoted Hessian nuclear ( p = 1), Hessian Frobenius ( p = 2), and Hessian spectral norms ( p = ∞), respectively. Fig. 2 shows the convergence curves of reconstruction methods with TV, HS ∞ , HS 1 , and HS F , for the CatPhan 600 phantom. Note that the reconstruction method used for TV is the MM method proposed by Sun et al. [29] , while the method used for the three HS penalties (HS ∞ , HS 1 , and HS F ) was the one developed in this study. For all penalties, good convergence was achieved after 30 iterations. Fig. 2 shows that all penalties had a similar or close convergence speed.
Note that there was a sub-optimization problem (the dual objective function (21) . Please see also step 3 in Fig. 1 ) in the reconstruction process. This dual objective function is smooth and differentiable over . To solve this sub-optimization problem, we selected the Nesterov algorithm [47] , rather than the classical gradient projection method. Our experiments showed that, for this sub-optimization problem, the Nesterov algorithm can converge in about 20 iterations, while the classical gradient decent method needs at least 80 iterations to converge. This is consistent with the convergence analysis in the literature [43] .
C. CS Phantom
To demonstrate the superiority of our approach over the TV penalty, we visually compared the reconstructed images using the proposed HS penalties with those using the TV penalty for the CS phantom in the low-dose protocol (with incident photon number 1 × 10 3 ). Fig. 3(a) displays a slice of the original CS phantom, in which the blue rectangle is a region of interest (ROI) over the octahedron with smoothly changed intensity, and the red rectangles were chosen to calculate the noise level (calculated as the average standard deviation (std) of these three rectangles). We also studied the resolution in the reconstructed image via FWHM along the yellow line ( Fig. 3(a) ). To calculate the FWHM value, the image gradient along the yellow line was fitted using a Gaussian function, then the standard deviation of the fitted Gaussian function, δ, was used to calculate the FWHM as 2 √ 2 ln 2δ [29] . The FDK reconstruction result was very noisy, and details such as the small circles (light and dark grey ones in the upper-left part in the image) became hard to perceive (Fig. 3(b) ). By comparison, the SIR reconstruction results using various penalties were less noisy and exhibited significantly better image quality (Fig. 3(c-f) ).
Regions with smoothly changed intensity, such as the octahedron in the upper-right corner and the sphere at the lower-left corner, exhibited many small and unnatural constant intensity artifacts in the image reconstructed using the TV penalty, due to the staircase effect (Fig. 3(c) ). The HS penalty family yielded more natural results (Fig. 3(d-f) ), thus indicating its good ability to suppress the staircase effect. A zoom-in view of the ROI over the octahedron from different algorithms illustrates these differences even more clearly (Fig. 4) .
We quantitatively compared the reconstruction quality in terms of PSNR, ISNR, SSIM, and FWHM for the proposed HS penalties together with the TV penalty and the FDK reconstruction (Table I) . SSIM was used to measure the structural similarity between two images in a local region (an 11 × 11 window, in this study), with a higher value indicating greater similarity [29] , [49] . As the window moved pixel-by-pixel over the reconstructed image and the reference image, we obtained an SSIM map. In practice, we used a single Mean-SSIM (MSSIM) value to evaluate the overall image quality by averaging the SSIM values over a pre-defined region. In Table I , we used original CS image as the reference image to calculate the SSIM. For both the low-dose and highdose protocols, all reconstructions and the simulation of the digital CS phantom itself were repeated eight times, and the evaluation indexes were expressed as mean ± std. Table I shows that the SIR algorithms using TV and the HS penalty family all had much better reconstruction quality than FDK, according to all evaluation indexes. In fact, the evaluation indexes of the SIR reconstruction algorithms at the low-dose protocol were better than the FDK at the highdose protocol. At the low-dose protocol, the HS 1 penalty gave the best result, in terms of PSNR, ISNR, and SSIM. The HS ∞ and HS F penalty had similar reconstruction quality as the TV penalty, all slightly lower than the HS 1 penalty. At the highdose protocol, the HS 1 penalty had the best result in terms of PSNR, ISNR, and SSIM, with the HS F penalty following behind. All three HS penalties produced better reconstruction quality than the TV penalty, in terms of PSNR, ISNR, and SSIM.
The TV penalty had the smallest FWHM value, indicating that it produced the reconstruction image with the sharpest edges (thus, the highest resolution). The FDK results at both protocols were too noisy to calculate the FWHM in Table I . Among the HS penalties, the HS 1 penalty had the smallest FWHM, indicating a better edge preserving ability. These numerical observations are consistent with the visual inspection of Fig. 3 , where the HS penalty family tended to slightly blur image edges, while the TV penalty preserved edges better.
D. Shepp-Logan phantom
The reconstruction results using different penalties for the modified Shepp-Logan phantom also showed that the proposed HS penalties can avoid the staircase effect (Fig. 5) . The blue rectangle in Fig. 5(a) denotes the ROI, which is magnified and displayed in the lower-right corner of Fig. 5(a) ; corresponding ROIs are magnified and displayed in the lower-right corners of Figs. 5(b-f) . The FDK result looks very noisy, especially in the ROI (Fig. 5(b) ), and the reconstructed result using the TV penalty shows an obvious staircase effect in the magnified region (Fig. 5(c) ). The ROIs reconstructed by the HS penalties (Figs. 5(d-f) ) had higher visual quality than those reconstructed by either FDK or TV.
The intensity curves along the yellow line in Fig. 5(a) show that the TV-based reconstruction (Fig. 6(c) ) had several staircase artifacts, but the reconstructed results using the HS penalties (Figs. 6(d-f) ) were much smoother. The profiles displayed in Fig. 6 confirmed the HS penalties' ability to avoid the staircase effect. To quantitatively analyze the penalty terms' performance in preserving edges during CBCT reconstruction, we studied the FWHM of the reconstructed images along the red line in Fig. 5(a) . Different penalties exhibited clear differences in sharpness along the red line. The FWHM corresponding to TV, HS ∞ , HS 1 , and HS F was 2.03, 3.14, 3.48, and 3.49, respectively. The TV penalty has the smallest FWHM value, indicating that the TV penalty produced the reconstructed image with the sharpest edges, and the HS penalties produced reconstructed images with edges that were less sharp.
E. CatPhan 600 Phantom
The reconstructed CatPhan 600 images show that the lowdose protocol (10mA/10ms) results using TV (Fig. 7(c) ), HS ∞ (Fig. 7(d) ), HS 1 ( Fig. 7(e) ), and HS F (Fig. 7(f) ) penalties had significantly better visual quality than the low-dose protocol FDK result (Fig. 7(b) ). To quantitatively compare the penalties' abilities to suppress noise, the blue rectangle in Fig. 7(a) was chosen to calculate the noise level. The black arrows indicate the regions selected to calculate CNR values. Table II lists CNRs of the four ROIs from different algorithms. The high-dose FDK result had a higher CNR value than the low-dose FDK result. The TV and HS reconstructions had higher CNR values than the high-dose and low-dose FDK results. The HS penalties and the TV penalty had comparable CNR values, indicating that the HS penalties and the TV penalty can comparably suppress noise in the reconstructed images. The HS 1 penalty ( p = 1) had a slightly higher CNR values than the other two HS penalties in most cases. Fig. 8 displays the reconstructed anthropomorphic head phantom images. The black rectangle in Fig. 8(a) denotes the ROI selected to calculate the noise level. The blue rectangle represents the region we selected to calculate SSIM between the reconstructed image and the reference image. We used the high-dose FDK result as the reference image to see if the HS penalties could produce comparable results. The red rectangle in Fig. 8(a) is magnified and displayed in the lower-right corner of Fig. 8(a) ; corresponding regions are magnified and displayed in the lower-right corner of Figs. 8(b-f) . Again, the TV result (Fig. 8(c) ) has piecewise constant artifacts, while the HS penalty family results (Figs. 8(d-f) ) look more natural but slightly blurred.
F. Anthropomorphic Head Phantom
MSSIM values calculated between the targeted image and the reference image in the blue ROI are listed in Table III . We also show the SSIM maps in Fig. 9 . The value of each pixel in the SSIM map measures the structural similarity between the targeted image and the reference image in the 11 × 11 window regions centered on each voxel.
The MSSIM values in the blue ROI corresponding to the low-dose FDK, TV, HS ∞ , HS 1 , and HS F are 0.74, 0.79, 0.86, 0.93, and 0.92, respectively (Table III) . The three HS penalties had higher MSSIM values than the TV penalty, indicating that the HS penalties were better able to preserve local structures than TV. According to the MSSIM values, the HS 1 penalty had the best reconstruction result, while the HS F penalty followed rather closely. The differences between different penalties' ability to preserve local structures are better demonstrated in Fig. 9 , where the SSIM map resulting from the HS 1 penalty looks the whitest, indicating the best performance in preserving local structures over the selected ROI. The HS F penalty showed the second best ability to preserve local structures.
VI. DISCUSSION
The penalty term in SIR reflects the prior information of the underlying image. Different penalty terms can be constructed based on different prior information. The TV penalty has demonstrated its superiority in preserving edges in image processing and CBCT reconstruction. However, the TV penalty can sometimes lead to the staircase effect. Our experiments demonstrated the staircase effect in the CS phantom (Figs. 3-4(c) ), the Shepp-Logan phantom (Figs. 5-6(c)), and the anthropomorphic head phantom (Fig. 8(c) ). The oversharpening of regions that are not piecewise constant may wipe out some important details in the underlying image, leading to a false interpretation. To overcome the staircase effect and improve the quality of the reconstructed image, we proposed in this study to use the HS penalty family, instead of the TV penalty, for CBCT reconstruction. Our experiments showed that the HS penalty family performed well in avoiding the staircase effect and preserving image regions with smooth intensity transitions (Figs. 3-6(e, f, g ) and Fig. 8(e, f, g) ). The MSSIM values and the SSIM maps for the anthropomorphic head phantom also demonstrated this (Fig. 9) .
Among the HS penalties tested, the HS 1 penalty yielded the best reconstruction results in most cases, closely followed by the HS F penalty. The improvement due to the HS ∞ penalty is less pronounced, perhaps because the HS ∞ penalty considers only the maximum absolute eigenvalue that satisfies the threshold criteria. In other words, the HS ∞ penalty failed to include additional information that other eigenvalues might have provided.
The FWHM comparison in the Shepp-Logan phantom indicated that the HS penalty family does not preserve edges as well as the TV penalty. This seems to be a common limitation for the second-order penalties that has been observed in a previous study of the Hessian penalty [29] . Shi et al. [30] combined TV and Hessian penalties using a local structure adaptive strategy for CBCT reconstruction, where the associated objective function was not convex anymore and an alternative minimization method was used for the optimization process. A similar strategy can be used in the future to combine the HS penalty family with the TV penalty for 3D CBCT reconstruction to preserve both sharp edges and regions with smooth intensity transitions. However, the optimization method should be re-designed.
In this study, the performance of different penalties for CBCT reconstruction was evaluated under the same noise level by adjusting the regularization parameter [40] . Different strategies can be potentially used for the performance evaluation. For example, Han et al. [20] evaluated the constrained TV minimization-based reconstruction with parameters selected to have the highest performance according to different utility metrics charactering either reconstruction contrast or spatial resolution. Thus the selected optimal parameters are strongly metric-dependent [20] . In this work, we tuned the parameters for different algorithms such that the reconstructed images were at the same noise level and then compared algorithm performance at the matched noise level [40] . Therefore, the parameters we used for TV reconstruction may not be optimal according to different metrics defined in [20] . We will compare the proposed penalties with TV by choosing metricspecific optimal parameters in a future work similar to that in [20] . As the parameters were not adjusted to be optimal according to certain specific evaluation metrics in our experiments, undesired artifacts existed in the reconstructed images in some cases. For example, the HS 1 slice (CS phantom) in Fig. 4(d) has localized diagonal stripe high-frequency artifacts at its lower middle portion. These artifacts can be removed using a larger regularization parameter with a stronger noise suppressing ability but a lower spatial resolution. For the four small dots in Fig. 7 , the HS ∞ (Fig. 7(d) ) and HS 1 (Fig. 7(e) ) penalties tended to reconstruct them to faint line segments. This could be related to the anisotropic spatial resolution property of the used penalties. Similar trend was also observed in the image reconstructed by the TV penalty (Fig. 7(c) ). These dots can be better restored by reconstructing images with a higher resolution through adjusting the regularization parameter.
VII. CONCLUSION
In this study, we proposed to use the HS penalty family for 3D CBCT reconstruction, and we developed an effective algorithm to minimize the objective function using the majorization-minimization approach followed by a primal-dual formulation. Both simulated and physical experiments showed that the HS penalty family can effectively reconstruct the underlying three-dimensional image and preserve regions with smooth intensity transitions without introducing the staircase effect often induced by the TV penalty. Among the three HS penalties ( p = 1, p = 2, and p = ∞), the one with p = 1 performed the best in most cases, followed by the HS penalty with p = 2. However, since it consists of the second-order derivatives, the HS penalty family tends to slightly blur sharp edges in the reconstruction results. A possible remedy is to combine the HS penalty family with the TV penalty in the future.
APPENDIX A. Monotonicity of the MM Approach
It follows from Eq. (9) that Q (u |u t ) ≥ (u) , ∀u, and Q (u t |u t ) = (u t ) .
Let u t +1 denote the minimizer of Q (u |u t ), i.e., u t +1 = arg min u Q (u |u t ). We had
In other words, the value of the objective function (u) kept monotonically non-increasing in the MM iterative process.
B. Proof of Lemma 1
For any pair of variables ,˜ ∈ R N×3×3 , we have 
