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THE "VIRGIN" HIV PUZZLE:  
Can misreporting account for the high proportion of HIV cases in self-reported virgins? 
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Summary 
The Demographic and Health Surveys from Lesotho, Zimbabwe, and Malawi reveal that a 
significant proportion of HIV infections in adolescent women occurred in women who claim 
to be virgin. Two possible conclusions arise from this observation: adolescent women misre-
port sexual status or non-sexual risk is more relevant than previously asserted. This paper uses 
a nonparametric model to estimate the proportion of HIV infections associated with sexual 
activity under different assumptions on data accuracy. It shows that there is an inverse relation 
between data accuracy and importance of sexual HIV transmission. If all adolescent women 
in the considered sub-sample correctly report sexual activity, 70% of HIV infections cannot 
be attributed to sexual HIV transmission. The model predicts that more than 95% of HIV in-
fections are due to sexual HIV infections, if a substantial proportion of self-reported virgins 
(between 40 and 90%) misreport sexual status.  
JEL code: C14, I10, I12 
Keywords: adolescent, HIV, misreporting, nonparametric modelling, sexual transmission  
 
1  Introduction 
It is widely believed that sexual HIV transmission is the dominant transmission mode in Sub 
Saharan Africa accounting for more than 95% of all HIV infections (see for example Schmid 
et al. 2004). This belief seems inconsistent with the data from the Demographic and Health 
Surveys (Table 1): In three of the most affected Sub Saharan countries, a substantial propor-
tion of HIV positive adolescent women claim to be virgins. Two alternative explanations for 
this observation were proposed: (1) Adolescent women misreport sexual status (social desir-
ability bias, Gavin et al. 2006). (2) A significant number of adolescents may have acquired 
HIV by non-sexual HIV transmission (Brewer et al. 2007). 
 
Table 1: HIV Prevalence among adolescent women (age 15-19) 
 HIV  Prevalence 
 Virgin  Sex.  active 
% of HIV infections 
who claim to be virgins 
Lesotho 5.3% 11.2%  36%
Malawi 1.8% 5.1%  20%
Zimbabwe 3.3% 10.4%  41%
Source:  Demographic and Health Surveys (DHS), survey weights are not used 
 
Since the Demographic and Health Surveys (DHS) do not include medical examinations, mis-
reporting remains unobserved. It is therefore a priori unclear whether HIV infections in self-
reported virgins are due to misreporting or due to nonsexual HIV transmission. This issue 
however, is of primary importance for public health research and policy: a high proportion of 
women misreporting sexual behaviour raises the question whether self-reported sexual data   2
should be used to monitor the HIV/AIDS epidemic; a high proportion of non-sexual HIV 
transmission on the other hand may bring up the issue whether the prevention of non-sexual 
HIV risks is sufficiently covered by the current prevention paradigm. The present paper ana-
lyzes the trade-off between data accuracy and the importance of sexual HIV transmission. 
The related economic literature on HIV/AIDS control is fairly new, since HIV/AIDS had not 
attracted a large amount of economic research during the 1990s. With the availability of large 
nationally representative surveys (such as the Demographic and Health surveys used in this 
paper), the control of the HIV/AIDS epidemic became subject to many studies in health and 
development economics. This research applies the economic toolbox to the analysis of risk-
taking sexual behaviour and HIV infections (see for example de Walque 2007, Cogneau and 
Grimm 2007, Luke 2006, Oster 2007).  
This new data however, has also revealed several anomalies that are unexplained by our cur-
rent knowledge on sexual behaviour and HIV transmission: (1) The large regional variation in 
HIV prevalence in Sub Saharan Africa cannot be accounted to differences in self-reported 
sexual behaviours (Buvé et al. 2001a). (2) Studying HIV infection at the level of the cohabit-
ing couples, de Walque (2007b) shows that in a high proportion of sero-discordant couples, 
the female partner is infected. This is at odds because most infected women did not report 
extramarital sexual relationships. (3) It was widely believed that the HIV/AIDS epidemic is 
associated to poverty, because it limits access to condoms, forces women into prostitution, 
and lowers individual incentives to adopt safer behaviours (see for example in Philipson and 
Posner 1995, Oster 2007). Several studies however, report a positive association between HIV 
infection and wealth (see for example Lachaud 2007, Mishra et al. 2007). (4) A high HIV 
prevalence in adolescent women who report that they have not initiated sexual activity is 
found by Gavin et al. (2006) and Buvé et al. (2001b). 
Several researchers have argued, that these anomalies are explained by misreporting (see for 
instance in de Walque 2007b, Gavin 2006). However, no study has systematically analyzed 
whether misreporting can account for these anomalies and which assumptions are needed if 
one wants to explain these findings with misreporting.  
The paper contributes to this discussion by modelling the importance of sexual HIV transmis-
sion under different assumptions regarding data accuracy. It uses a non-parametric model 
based on the propensity score matching method that does not rely on assumptions regarding 
the sexual risk accumulation process. The finding suggests that an inverse relation between 
data accuracy and importance of sexual HIV transmission exists: If all adolescent women in 
the considered sub-sample correctly report sexual activity, 70% of HIV infections in the sub-
sample cannot be attributed to sexual HIV transmission. The hypotheses that more than 95% 
of HIV infections are due to sexual transmission seems only valid, if we are willing to assume 
that between 40 and 90% of self-reported virgins misreport sexual activity. 
This paper is organized as following: The next section outlines the model that is used to esti-
mate the proportion of sexual HIV transmission. Section 3 introduced the data used in this 
study and discusses issues related to econometric methodology and the empirical implementa-
tion. Section 4 presents the results and the final section concludes. 
 
2  A simple model of  the importance of sexual HIV transmission 
Sexual HIV transmission is typically modelled in the context of a Bernoulli-risk accumulation 
model (see for instance in Oster 2005), which each sexual episode or sexual partnership is 
treated as an independent trial and the probability of a "success" (HIV infection) on any one 
trial is assumed to equal the per-contact (or per-partner) probability of HIV transmission. This 
approach requires having knowledge about the number of partnerships, the number of unpro-  3
tected sexual episodes per partner, the partner matching process, the HIV prevalence in part-
ners, and the sexual HIV transmission efficiency. These variables are often not available and 
need to be based on assumptions, are measured only with a great uncertainty, or are also con-
straint by misreporting Estimates from these models are therefore attached with a great uncer-
tainty (a discussion on this issue can be found in Deuchert and Brody 2007). 
This paper uses therefore a non-parametric model that does not rely on parametrically model-
ling the sexual-risk accumulation process. This model compares the average proportion of 
HIV infections that can be traced to sexual activity to the total (observed) HIV prevalence in 
the sub-group. 
Two important issues need to be considered: (1) Sexually active women may be also exposed 
to non-sexual risks (they may use injecting drugs or may be exposed to potentially unsafe 
health care; some women may have been HIV positive at their sexual debut). (2) DHS data 
relies on self-reported behaviour and some women may misreport sexual status.  
Assuming that (correctly classified) sexually active respondents were also exposed to non-
sexual risk factors, the proportion of HIV infections due to sexual transmission (θ) is equal to: 
  
Pr( ) ( 1) ( | 0)
E(HIV)
AE H I V A E H I VA
θ
⎡= − = ⎤ ⎣⎦ =      (1) 
E(HIV|A=1) is the expected HIV prevalence in sexually active respondents, and E(HIV|A=0) 
is the counterfactual which is equal to the expected HIV prevalence in the same group given 
they would not have initiated sexual activity. The difference between these two terms 
[E(HIV|A=1) - E(HIV|A=0)] is equal to the expected increase in HIV prevalence associated 
with sexual activity. The two remaining terms denote the probability to be sexually active 
[Pr(A)] and expected HIV prevalence in the sub-sample [E(HIV)].   
While the expected HIV prevalence can be easily estimated by the sub-sample average, the 
remaining terms of equation (1) cannot be estimated as misreporting of sexual activity is not 
observable. Estimating the proportion of sexual HIV transmissions is only possible if we are 
willing to make assumptions about the proportion of women who misreport sexual activity. 
Assuming that between 0 and 100% of adolescent women who claim to be virgins lie about 
their sexual status, the probability to be sexually active can then be estimated by the portion of 
women who report to have initiated sexual activity plus the proportion of women who are 
assumed to lie about their sexual status.
1 
Expected HIV prevalence in the group of women who misreport sexual status is a priori not 
known and needs to be based on assumptions. This assumption has impact on the estimate for 
the proportion of sexual HIV transmissions: A high assumed HIV prevalence in women who 
misreport sexual activity increases the expected HIV prevalence of sexually active women; a 
low assumed HIV prevalence in women who misreport sexual status decreases the expected 
HIV prevalence of sexually active women. The assumption furthermore impacts the estimate 
for the counterfactual since this estimate will be based on data for ("real") virgins (see section 
3.2). When the assumed prevalence in women who misreport sexual activity is high, HIV-
positive women will be quickly select out the group of "real" virgins, reducing HIV preva-
lence in virgins and thus, the estimate for the counterfactual.  
In this paper, I will assume that HIV prevalence in women who will be reclassified as sexu-
ally active [E(HIV|A
**)] lies between HIV prevalence in ("real") virgins [E(HIV|V)] and HIV 
prevalence in women who report sexual activity [E(HIV|A
*)]: 
                                                           
1 This implicitly assumes that potential bias goes only into one direction (women who report sexual activity have 
correctly reported sexual status and misreporting occurs only in self-reported virgins).   4
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The first part of inequality (2) is justified because women who had sexual intercourse but mis-
report sexual status have been exposed to sexual risk. Therefore, HIV prevalence should be 
higher than in the group of virgins.
2 The second part seems also feasible since it is unlikely 
that women with sexual risks above average (such as women with sugar daddy relationships 
or prostitutes for example) can conceal that they are sexually active (even though they may 
misreport risk behaviours). Furthermore, it seems unlikely that many women who misreport 
their sexual status know that they are HIV positive and try to hide the infection: Only few 
women who claim to be virgins are aware of their serostatus, and HIV prevalence in virgins 
who know their status is not significantly higher than women who do not know HIV status.
3 
Thus, unless we are willing to assume that women systematically misreport HIV tests and 
sexual status,
4 people do not seem to misreport sexual status because they know that they are 
HIV positive. For these reasons, it seems unrealistic to assume that women who misreport 
their sexual status have extraordinary high HIV prevalence rates. 
 
3  Empirical Strategy 
3.1  Data 
The data is from the Demographic and Health Surveys (DHS) in Lesotho, Zimbabwe, and 
Malawi. DHS conduct interviews on maternal and child health, family planning, nutrition and 
related issues, and also collect biological and clinical data such as testing for HIV (a descrip-
tion of DHS surveys can be found on ORC Macro's webpage http://www.measuredhs.com/ or 
in Mishra et al. 2006). The countries are chosen because they have sizeable HIV epidemics 
with HIV prevalence rates (measured as average HIV prevalence in adults age 15 to 49) ex-
ceeding 10% and because the Demographic and Health Surveys reveal a substantial HIV 
prevalence in adolescent women (age 16-19) who claim to be virgins. The data is pooled 
across countries to maximise the size of the cross-sectional sample. The analysis is restricted 
to women, age 16-19 for which HIV test, sexual activity status and all covariates of interests 
are available (N=3085). 39% of the respondents in the sub-sample report to be sexually ac-
tive. HIV prevalence is 9.3% in the group of sexually actives and 3.6% in the group of self-




3.2  Econometric Methodology 
Three estimates are necessary to estimate the proportion of HIV cases that are due to sexual 
HIV transmission (see equation 1): (i) expected HIV prevalence in adolescent women, (ii) the 
proportion of adolescent women who (correctly) report sexual activity, and (iii) the increase 
in HIV prevalence associated with sexual activity. 
                                                           
2 This implicitly assumes that no HIV/AIDS related deaths occur in individuals who have been infected with 
HIV by sexual transmission. This assumption seems feasible since the latent period of HIV is approximately 
10 years (Pantaleo et al. 1993, Morgan and Whitworth 2001), so that respondents should be still alive even 
they acquired HIV early in their sexual career. 
3 In Lesotho, Zimbabwe, and Malawi only 12% of adolescent women have been tested for HIV, 35% of these 
women report that they are virgins. HIV prevalence is slightly higher in self-reported virgins if they have 
been tested (3.5% vs. 4.4%) but the difference does not appear to be statistically significant (Pearson 
chi2(1)= 0.23). 
4 Women have been asked whether they have ever been tested for HIV. It was pointed out during the interview 
that they do not have to disclose their HIV status. 
5 Sample weights are not used because pooled non-random sub-samples from three different countries are used.   5
Expected HIV prevalence (i) is estimated by the sub-sample average of positive HIV test re-
sults. The proportion of adolescent women who (correctly) report sexual activity (ii) is esti-
mated by the sub-sample average of women who are classified as sexually active, once a ran-
domly selected group of self-reported virgins, with average HIV prevalence defined by ine-
quality (2), is reclassified as sexually active. 
The increase in HIV risk associated with sexual activity (iii) is estimated using the propensity 
score matching method (Rosenbaum and Rubin 1983). The general problem, which this esti-
mator tries to solve, is the counterfactual problem: While it is possible to observe the HIV 
status of women who report to be sexually active, it is not possible to observe the HIV status 
of the same woman in case she would not have initiated sexual activity.  
Propensity score matching relies on the potential outcome framework, where the treatment 
effect equals the difference in the potential outcome for the same individual or group. Trans-
lating this principle into the problem of estimating the risk increase imposed by sexual activ-
ity, the propensity score matching estimator seeks to estimate the average treatment effect on 
the treated (ATT) by estimating the difference between HIV status expected for individuals 
who have initiated sexual involvement [E(HIV
A=1¦A=1)] and expected HIV status for the same 
group of women in case they would not have been sexually active [E(HIV
A=1¦A=0)]: 
  () ( )
11 1| 0
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If the decision to start sexual involvement would be a random event, one could estimate the 
ATT by differencing HIV prevalence rates of sexual active women and virgins. However, 
people decide to initiate sexual activity and the same variables that influence the decision on 
sexual debut may also be related to potential outcome (HIV prevalence). Thus, the naïve es-
timator would be biased. If however, all confounding variables that simultaneously affect the 
decision on sexual debut and non-sexual risk can be observed, potential outcomes are inde-
pendent by the "treatment" selection. This conditional independent assumption (CIA) allows 
estimating the treatment effect defined in equation (3) since HIV prevalence rates of virgins is 
identical in expectation to the unobserved counterfactual outcome of sexually active women 
with the same characteristics X: 
  () ( )
01 ,0 ,0
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== == = ==      (4) 
Matching means now that a sub-sample of sexually active persons and virgins is selected, 
whose covariates are similar (enough) so that equation (4) holds. HIV prevalence is then com-
pared between groups that differ only by their activity status but are otherwise equal (ceteris 
paribus assumption).  
The advantage of propensity score matching is, that one does not have to match directly on 
observable characteristics (which would become more and more difficult the larger the set of 
characteristics), but to match on the propensity score i.e. on the probability of sexual activity 
(Rosenbaum and Rubin 1983). Thus, instead of conditioning on an n-dimensional variable, 
women are matched on the basis of a single scalar variable. 
The paper uses thernel matching procedure. Kernel matching takes a kernel-weighted average 
of the comparison group observations near each treated observation to construct the counter-
factual. The weight for each observation of the comparison group is in proportion to the dis-
tance between the propensity scores of the control and the treated.  
   6
3.3  Identification strategy 
The conditional independence assumption is not directly testable. To make CIA creditable, it 
is therefore essential to understand the way how HIV is transmitted and the decision process 
of initiating sexual activity. This is necessary to identify all variables which jointly influence 
outcome (HIV prevalence) and treatment (sexual activity).  
HIV can be transmitted through direct exposure to contaminated body fluids, such as blood, 
semen, cervical and vaginal secretions, and breast milk. The transmission routes are (1) sexual 
transmission (unprotected vaginal, oral, or anal intercourse), (2) blood-to-blood transmission 
(blood transfusions, exposure to HIV-contaminated needles, syringes, and other sharp ob-
jects), and (3) mother-to child transmission (during pregnancy, labour, delivery, and breast 
feeding). 
The highly active antiretroviral therapy (HAART) was developed in 1997 so that effective 
HIV treatment had not been available to women belonging to this sub-sample at infant age. 
Because life expectancy for untreated HIV-positive infants is only 3.75 years (Marston et al. 
2005), long term survivors of mother-to-child transmission should be rare in this age-cohort. 
Therefore, it is relatively unlikely that HIV cases in this sub-sample are caused by mother-to-
child transmission, and infections in ("real") virgins must be through exposure to contami-
nated blood.  
It is of interest to estimate the HIV risk increase imposed by sexual activity. Therefore, it is 
necessary to adjust for all confounders that potentially influence blood-to-blood HIV trans-
mission and the decision to initiate sexual activity. Blood-to-blood transmission occurs by 
direct contact with contaminated blood mainly through the usage of sharp objects. The two 
most common blood-to-blood transmission modes are needle sharing (i.e. injecting drug us-
ers) and unsafe medical procedures (i.e. contaminated blood transfusions, re-use of contami-
nated injection and surgery equipment).
6 
Relatively little is known on injecting drug use in Sub Saharan Africa but it is suggested that 
injecting drug use in an emerging HIV risk as a result of the expanding international drug 
traffic (Beckerleg et al. 2005; Kloos and Mariam 2007). Needle sharing is very common, and 
high risk behaviours such as drawing blood back in a syringe and passing it to other drug us-
ers (which is used as a method to avoid pains from withdrawal) is frequently observed 
(McCrudy 2005; McCurdy et al. 2007). Risk factors that lead to injecting drug use and needle 
sharing have not been studied in the context of Sub Saharan Africa but European data suggest 
that among psychological factors and family background, low socio-economic status (Rein-
herz et al. 2000; Poulton et a. 2002) and low education (Johnson et al. 1995, Stronski et al. 
2000) are associated with illicit substance abuse. 
Health care safety is a major concern (WHO 2002a). Several studies document the lack of 
basic supplies and infrastructure (see for example the Health Service Provision Assessments: 
GSS 2003; MoHR 2003), the re-use of injection equipment (Hutin et al. 2003), or the usage of 
untested blood transfusions (WHO 2002b) in Sub Saharan Africa. Thus, access to potentially 
unsafe health care may increase the risk of HIV infections for virgin and sexually active ado-
lescents.  
The demand for (potentially unsafe) health care is typically influenced by the attributes of the 
disease or health state (such as the severity of the illness), the costs of health care, financial 
and geographic accessibility, barriers that arise from low bargaining power, and individual 
socio-economic status (see for example in Hjortsberg 2003; Sahn et al. 2003). 
                                                           
6 Unsafe medical procedures are effective in transmitting HIV/AIDS as the outbreak of HIV in children attend-
ing the Al-Fateh Hospital in Benghazi, Libya has demonstrated (see for example in de Oliveira et al. 2006).   7
Sexual debut is early in Sub Saharan Africa, with median age at first sex less than 20 in al-
most all Sub Saharan African countries (Zaba et al. 2004). The early sexual debut is often 
explained by socio-cultural differences (see for example in Jordan 2004), economic con-
straints, which may force women to initiate sexual partnerships (for example “sugar daddy 
relationships”, Luke 2006), and the low bargaining-power of women, which leaves them little 
choice over their own sexual behaviour (Clark et al. 2006).  
Based on the analysis above, factors that jointly influence non-sexual risks and sexual debut 
can be categorized into the following groups: (1) socio-economic variables, (2) socio-cultural 
variables, (3) socio-geographic variables, and (4) bargaining power. 
The Demographic and Health Surveys provide a large set of covariates that can be used to 
approximate and describe these categories such as age, education, household wealth, occupa-
tion, religion, regional indicators, and a set of self-reported barriers to health care, which ap-
proximate geographic accessibility, individual bargaining power, as well as moral values. 
Descriptive statistics for these variables can be found in the Appendix (Table A1).  
Unfortunately, DHS does not provide information on current income and ethnic groups (for 
Zimbabwe and Lesotho). Income may increase bargaining power to negotiate sexual activity 
and may also be an important factor that impacts exposure to non-sexual risks. However, 
wealth, education, and occupation may approximate income. Also cultural differences may 
impact sexual debut and exposure to non-sexual risks (for example female genital mutilation). 
This analysis adjusts for regional differences, which may be closely related to differences in 
ethnic composition. Thus, even some doubts on the validity on CIA could be raised, it seems 
reasonable to assume that these missing factors (conditional on all the other variables) play 
only a minor role. 
 
3.4  Estimation of the propensity score 
Table 2 present the results of the Probit estimation for the probability that the respondent re-
ported sexual activity (propensity score if no misreporting is assumed).
7 A higher age is asso-
ciated with a higher likelihood to report sexual activity. Women living in richer households 
are less likely to report sexual activity. However, sexual activity does not seem to be related 
to poverty since there is no statistically significant difference between the other wealth quin-
tiles. Women who are working seem to be more likely to report sexual activity but statistical 
significant effects can be only found for women working in sales or agricultural jobs. Surpris-
ingly, variables that could be associated with barraging power (such as education or the need 
to get permission for getting health care) are not significantly associated with sexual activity.  
Roman-atholic Christians and Muslims are less likely to report sexual intercourse then Chris-
tians belonging to other churches, Traditionalists or women who are not religious, probably 
because these religions have stricter sexual morals. Finally, women who fear that there is no 
female health provider are significantly less likely to report sexual activity. 
Matching requires that the propensity scores of the treatment group (sexually active) and con-
trol group (virgins) overlaps. If propensity scores do not overlap (for example because in-
cluded control variables are perfect predictors), matching cannot be performed and observa-
tions will be excluded from the analysis. Consequently, the estimated effect does not represent 
the average effect for the full sample but have to be redefined at the mean effect for individu-
als falling in the common support (region where propensity scores overlap). With a small 
common support, resulting estimators may be of little relevance because they apply only for 
small groups and are not representative for the full sample. With the given data however, the 
                                                           
7 The estimates for the propensity scores for the models with misreporting are not discusses but can be obtained 
from the author on request.   8
common support is not a problem because the range of propensity score values is very similar 
for virgins and sexually active women (see Appendix, Figure A1). 
 
Table 2: Results of the estimation for the propensity score  
 Coef.    z 
Age 0.48 *** 23.43
Self reported barriers to access health care (big problem vs. small problem) 
Getting permission to go  -0.01   -0.11
Getting money needed  0.10   1.64
Distance to health facility  -0.03   -0.35
Having to take transport  0.03   0.35
Not wanting to go alone  0.06   0.95
No female health provider  -0.21 *** -2.60
Highest educational level:       
Primary 0.12   0.49
Secondary, higher  -0.32   -1.31
Wealth      
Poorer 0.01   0.12
Middle -0.09   -1.04
Richer -0.04   -0.39
Richest -0.44 *** -3.89
Occupation      
Sales 0.26 **  2.02
Agricultural 0.38 *** 4.40
Household & domestic  0.05   0.42
Services 0.06   0.24
Skilled & unskilled manual  0.06   0.35
Clerical 0.35   1.28
Residence: Rural  -0.06   -0.60
Religion      
Other Christian  0.12 *  1.70
Muslim 0.05   0.29
No Religion, Traditional  0.42 *** 3.13
_cons -8.38 *** -16.66
Regional variables 
R2        0.24
N        3085
Note: Depended variable = 1 for women who report sexual activity (no misreport-
ing assumed); significance levels: *** p<0.01, ** p<0.05, * p<0.1; omitted catego-
ries: Highest education level: none, Wealth: Poorest, Occupation: None, Residence: 
Urban, Religion: Roman-Catholic; coefficients for regional variables are not re-
ported but available from the author on request 
 
4  Results 
This section provides the estimates for the proportion of HIV infections caused by sexual 
transmission under various scenarios. These scenarios differ by the assumptions on the pro-  9
portion of virgins who misreport, and by the assumed HIV prevalence in women who misre-
port. 
Assuming that adolescent women did not misreport sexual status, the average risk increase 
associated with sexual activity equals 0.04 [95% bootstrap CI: 0.02-0.07].
8 The proportion of 
women who classify themselves as sexually active is equal to 0.39. Given the HIV prevalence 
in the considered sample of 5.8%, the model predicts that 29.68% [95% bootstrap CI: 13.59 - 
47.01] of HIV infections can be traced to sexual HIV transmission.
9 Thus, if all adolescents 
have correctly reported their sexual status, 70% of HIV infections cannot be explained by 
sexual HIV transmission and must be due to other causes.  
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Note: The Epanechikov kernel with a bandwidth of 0.06 is used to construct weights for estimating the HIV risk 
increase associated with sexual activity.  
 
The analysis above assumes that all women correctly report their sexual status. If this is not 
the case and a significant proportion of virgins misreport sexual status, the proportion of sex-
ual HIV transmissions varies (see Figure 1). With increasing proportion of virgins who are 
assumed to misreport sexual status, the proportion of sexual HIV transmission increases. The 
speed of this process however, depends on the assumed HIV prevalence in women who mis-
report sexual status: When the assumed HIV prevalence in women who misreport sexual 
status is low (4%), the proportion of HIV infections caused by sexual transmission remains 
relatively constant even if 40 to 50% of self-reported virgins are reclassified as sexually ac-
tive. The slope of the curve becomes steeper only if a significant share of women (> 50%) 
misreports sexual activity. The reason for this is that HIV prevalence in ("real") virgins (used 
                                                           
8 The bootstrap estimator is based on 100 repetitions. 
9 The naïve estimator, which sets the counterfactual equal to HIV prevalence in virgins, would predict that 
38.3% of HIV infections are due to sexual HIV transmission.   10
to estimate the counterfactual) declines only slightly once women who are assumed to misre-
port are sampled out, while HIV prevalence in sexually active women declines sharply. As a 
result, the HIV risk increase associated with sexual activity declines sharply, which (partly) 
offsets the increase in the proportion of sexually active individuals. If the assumed HIV preva-
lence in women who misreport sexual status is close to HIV prevalence in women who report 
sexual activity (9%), HIV prevalence in the group of sexually active remains constant but 
HIV prevalence in virgins declines sharply. Because this decreases the estimate for the coun-
terfactual, HIV risk increase associated with sexual activity increases, causing a sharp raise in 
the estimate for the importance of sexual transmission. 
Figure 1 demonstrates nevertheless that a substantial proportion of self-reported virgins need 
to be reclassified as sexually active, to assume that HIV is almost exclusively sexually trans-
mitted. In the scenario, where HIV prevalence in women who misreport sexual activity is 4%, 
more than 90% of self-reported virgins need to be re-classified as sexually active to obtain an 
estimate for sexual HIV transmission of 95% and higher. If HIV prevalence rate in women 
who misreport sexual status is close to HIV prevalence in women who report sexual activity 
(9%), still more than 40% of self-reported virgins need to be reclassified as sexually active.  
It is a priori unclear, to which degree adolescent women misreport sexual behaviour. A first 
insight can give the Multicentre Study of Factors Determining the Different Prevalences of 
HIV in Sub-Saharan Africa, which estimated the magnitude of misreporting by testing for 
various sexually transmitted infections among women aged 15-24 years who reported that 
they had never had sexual intercourse (Buvé et al. 2001b). The study concludes that between 
6 and 18% of women had misreported their sexual activity.
10 Thus, assuming that 20% of vir-
gins misreport sexual status, the model predicts that between 34 and 54% of HIV cases are 
due sexual HIV transmission, between 46 and 66% of HIV infections remains unexplained by 
sexual HIV transmission. However, it is clear that misreporting rates drawn from studies on 
other regional settings may not be representative for the considered sub-samples. Therefore 
the estimates can give only a first insight but should not be treated as an estimate for the im-
portance of sexual HIV transmission. 
The sensitivity of the results is checked using alternative specifications to estimate the pro-
pensity score: (i) It is estimated whether the inability to control for ethnic groups results in a 
significant bias. This sensitivity check includes dummy variables for ethnic groups in Malawi, 
while for Lesotho and Zimbabwe only one dummy variable is created (one for Lesotho and 
one for Zimbabwe). (ii)  To check the sensitivity for omitted socio-economic variables, I omit 
wealth, education, and occcupation. The results for these specifications are not presented but 
are very similar to the ones presented in Figure 1. Therefore, the overall conclusion, that a 
substantial proportion of self-reported virgins need to misreport sexual status when the hy-
pothesis that HIV is almost exclusively sexually transmitted is accurate, remains largely un-
changed by omitting and adding variables. 
Nevertheless, important information are lacking and the analysis above relies on assumptions, 
which validity needs to be investigated by future research: Since no information on women 
who potentially misreport sexual activity is available, I had to randomly select women who 
claim to be virgin to reclassify them as sexually active. This proceeding may be oversimplify-
ing and the analysis could have been greatly improved if some indicators for misreporting (for 
example inconsistent answers, questions on symptoms of sexually transmitted diseases, etc) 
were available. Furthermore, the analysis implicitly assumes that the risk increase in HIV 
                                                           
10 Gavin et al. (2007) report also that approximately 8% of the HIV-positive females who reported no sexual 
history did report a history of STI symptoms. Unfortunately, Gavin et al. do not report how many adolescents 
who reported sexual history also report a history of STI symptoms; therefore it is not possible to estimate a 
misreporting rate for Zimbabwe.   11
prevalence associated with sexual activity is due to sexual HIV transmission. This does not 
need to be the case because sexually active women are more likely to be exposed to non-
sexual risk factors (hormonal injections are a common contraception mode; pregnant women 
receive antenatal health care; sexually active women receive treatment for sexually transmit-
ted infections).
11 It is not possible to adjust for variables that approximate exposure to health 
care, because available variables on access to health care (injections in the previous months, 
visits of health facilities) are constraint by reverse causality: HIV positive women are more 
likely to be in contact with the formal health care sector because they seek treatment for 
HIV/AIDS related diseases. Because of the inability to control for the demand for health care, 
the analysis above may overestimate the importance of sexual HIV transmission. The analysis 
could be improved if information about the symptoms or the reasons why women search for 
searching treatment would be available. Since this information is currently not collected, this 
issue is left for future research. 
 
5  Conclusions 
This study models the trade-off between data accuracy and importance of sexual HIV trans-
mission using non-parametric propensity score methods. The results demonstrate that a large 
fraction of HIV infections remains unexplained by sexual HIV transmission if one assumes 
that women have correctly reported sexual activity. Misreporting can explain the high propor-
tion of "virgin" HIV cases, but at the "cost" of data accuracy: The HIV epidemic in adolescent 
can be explained by sexual HIV transmission only if we are willing to assume that a substan-
tial proportion of virgins (between 40 and 90%) misreport sexual status. 
Two possible implications for public health policy arise from this research: (2) If misreporting 
is assumed to be moderate, non-sexual risk factors account for more HIV infections than pre-
viously assumed. This raises the question whether non-sexual risk factors are sufficiently cov-
ered by the current prevention paradigm and whether or not prevention interventions aimed to 
prevent non-sexual HIV need to be scaled-up. (2) The hypothesis that HIV is almost exclu-
sively sexually transmitted implicitly requires that misreporting of sexual behaviour is severe. 
If this is true, self-reported sexual behaviour is inappropriate to monitor the epidemic and 
studies trying to link recent drop in HIV prevalence to changes in sexual behaviour (for ex-
ample Asiimwe-Okiror et al. 1997, Gregson et al. 2006)  should therefore be treated with cau-
tion. 
Because misreporting is not available, this study cannot provide an estimate for the impor-
tance of sexual and non-sexual transmission modes. Better data can greatly improve our cur-
rent knowledge on the importance of different HIV transmission modes. Surveys should col-
lect detailed information on all relevant transmission modes, such as sexual HIV behaviours, 
health care, and illicit drug use. To validate the effects of social desirability on self-reported 
sexual behaviour, surveys should include testing for other sexually transmitted infections for 
all respondents and/or should include test questions to detect inconsistent answers. Addition-
ally, carefully designed effectiveness trials could help to evaluate whether quality improve-
ment of the health care system or needle-exchange programs are (cost-) effective in prevent-
ing HIV/AIDS in Sub Saharan Africa. 
 
                                                           
11 For example 36% of the sexually active adolescents and only 13.7%% of self-reported virgins reported that 
they visited a health care facility in the past 12 months. Estimating the probability of visiting a health care fa-
cility (Logit model) conditional on self-reported sexual activity and all control variables of Table 2 results in 
a 2.3 times higher likelihood of a health facility visit for sexually active women compare to virgins. Results 
are not reported but are available from the author on request.   12
Appendix 
Table A1: Descriptive statistics 





N 3085 1873 1212
Sexually active  0.39 0.00 1.00
HIV positive  0.06 0.04 0.09
Age 17.04 16.58 17.75
Self reported barriers to access health care (big problem vs. small problem)
Getting permission to go  0.22 0.17 0.28
Getting money needed  0.49 0.49 0.50
Distance to health facility  0.39 0.38 0.41
Having to take transport  0.41 0.40 0.44
Not wanting to go alone  0.32 0.30 0.36
No female health provider  0.25 0.22 0.30
Education      
None 0.01 0.01 0.02
Primary 0.44 0.37 0.56
Secondary, higher  0.55 0.63 0.42
Wealth      
Poorest 0.18 0.15 0.21
Poorer 0.18 0.16 0.21
Middle 0.21 0.21 0.20
Richer 0.20 0.20 0.21
Richest 0.23 0.27 0.16
Occupation      
Not working  0.74 0.79 0.65
Sales 0.04 0.03 0.05
Agricaltural 0.13 0.09 0.20
Household & domestic  0.05 0.05 0.05
Services 0.01 0.01 0.01
Skilled & unskilled manual  0.02 0.02 0.03
Clerical 0.01 0.01 0.01
Residence: Rural  1.72 1.68 1.79
Religion      
Roman-Catholic 0.22 0.22 0.22
Other Christian  0.70 0.72 0.67
Muslim 0.03 0.02 0.04
No Religion, Traditional  0.05 0.04 0.06
Country      
Lesotho 0.25 0.22 0.28
Malawi 0.18 0.12 0.26
Zimbabwe 0.58 0.66 0.46
Note: Unweighted average values are reported; descriptive statistics for regions 
are not reported but are provided from the author on request 
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Note: The Gaussian kernel is used to calculate the kernel density estimate. The optimal width is 
used which minimizes the mean integrated squared error if the data were Gaussian. The density 
estimate is evaluated at N=50. 
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