The power of spectral estimation as a tool for studying geophysical processes is often limited by short records or breaks in available time-series. Direct spectral estimation using multitaper techniques designed to reduce variance and minimize leakage can help alleviate the first problem. For records with gaps, systematic interpolation or averaging of multitaper spectra derived from record fragments may prove adequate in some cases, but can be cumbersome to implement. Alternatively, multitapers can be modified for use in direct spectral estimation with intermittently sampled data. However, their performance has not been adequately studied. We investigate reliability and resolution of techniques that adapt prolate and minimum bias (MB) multitapers to accommodate the longest breaks in sampling, comparing the tapering functions (referred to as PRG or MBG tapers) with the standard prolate and MB tapers used for complete data series, and with the section-averaging approach. Using a synthetic data set, we test both jackknife and bootstrap methods to calculate confidence intervals for PRG and MBG multitaper spectral estimates and find the jackknife is both more accurate and faster to compute. To implement these techniques for a variety of data sets, we provide an algorithm that allows the user to balance judicious interpolation against the use of suitably adapted tapers, providing empirical measures of both bias and frequency resolution for candidate sets of tapers. These techniques are tested on diverse geophysical data sets: a record of change in the length of day, a model of the external dipole part of the geomagnetic field produced by the magnetospheric ring current, and a 12 Myr long irregularly sampled relative geomagnetic palaeointensity record with pernicious gaps. We conclude that both PRG and MBG tapers generally perform as well as, or better than, an optimized form of the commonly used section averaging approach. The greatest improvements seem to occur when the gap structure creates data segments of very unequal lengths. Ease of computation and more robust behaviour can make MBG tapers a better choice than PRG except when very fine-scale frequency resolution is required. These techniques could readily be applied for cross-spectral and transfer function estimation and are a useful addition to the geophysical toolbox.
I N T RO D U C T I O N
Power spectral density (PSD) estimation is used to determine how the variance in a signal is distributed across the frequency domain, often enabling inferences about the nature of underlying physical processes. Spectral techniques have been used with great success in many physical sciences applications, especially in geophysics. Their use is widespread in seismology, for example, in analysing the frequency content of seismic waveforms to identify source parameters of earthquakes (Prieto et al. 2004) , and to identify the normal modes of oscillation of the Earth which provide information about the structure of the deep Earth (Ritzwoller et al. 1986) . Similar methods find applications in helioseismology (e.g. Fodor & Stark 2000; Christensen-Dalsgaard 2002) . In geomagnetism, induction problems are naturally analysed in the frequency domain, because of the frequency dependence of electromagnetic skin depth (e.g. Egbert & Booker 1986; Chave et al. 1987; Chave & Thomson 2004; Kuvshinov & Olsen 2006) . Similarly, internal and external geomagnetic field variations are often separated on the basis of their frequency content which depends on the various physical processes involved (Olsen 2007) . On longer timescales changes in the geomagnetic dipole moment are separated into palaeosecular variation (Guyodo & Valet 1999) , excursional and reversal processes and long-term changes in reversal rate (Constable & Johnson 2005; .
Spectral methods are often limited in resolution by the length of time-series available, restricting inferences about physical processes at long periods or long spatial wavelengths. Missing data or breaks in the record are a common problem and can be a serious limitation on the length of the time-series. Breaks in sampling can occur for a variety of reasons, common examples being the failure of a data recorder, or contamination by sporadic noise sources. These gaps in the time-series often occur at random, resulting in variable lengths for both data segments and the breaks in sampling. For many geophysical data series, the missing samples cannot be recovered or remeasured, because the original experiments were unique or the observations were very difficult to acquire. Care must be taken when considering the method of spectral estimation used.
There are both direct and indirect methods for estimating the PSD of a time-series. Indirect methods generally work with the Fourier transform of the autocorrelation function (Blackman & Tukey 1958) or suppose that a parametric model describes a stochastic process (Priestley 1981) , and can be inefficient or require unwarranted assumptions about the properties of the time-series. We therefore choose to use direct spectral estimation, in particular multitaper methods (Thomson 1982; Riedel & Sidorenko 1995; Percival & Walden 1998) , which are based on modifications of the periodogram technique, and are designed to minimize bias and reduce variance in the resulting estimates. Direct spectral methods generally require a continuous, evenly sampled time-series, something that is not always available, and several strategies have evolved for dealing with breaks or uneven sampling in the data record. When only a few samples are missing, breaks are often filled by careful interpolation, designed to introduce minimal bias into the spectral estimate. For long breaks in a time-series, filling these inconvenient gaps becomes problematic, requiring possibly unjustified assumptions about the process under investigation, and generating potentially unquantifiable bias. An alternative approach known as section averaging splits the time-series into several continuous pieces which are analysed separately and then averaged to produce the final spectral estimate. The shortened series reduce frequency resolution and may limit understanding of long period processes.
For time-series with periodic components, several iterative methods exist for estimating the spectrum from a series with long breaks in sampling. For example, the CLEAN algorithm of Roberts et al. (1987) estimates both the periodic components in a spectrum and the bias from sampling using an iterative non-linear deconvolution. This approach can estimate both the bias associated with a finite sampling and the effects of irregular sampling or breaks in the data record and remove their signature from the spectral estimate. Another iterative approach to breaks in sampling, the GAPES method of Wang et al. (2005) estimates the spectrum and interpolates gaps in the series using a least squares estimator based on an adaptive-filter bank. These methods are computationally intensive and appear to work best for time-series that are well described by periodic components with Gaussian noise.
A general method is provided by the Lomb periodogram (Lomb 1976) . This allows for arbitrarily spaced samples, estimating the power spectrum directly from a least-squares fit to sinusoids at specified Fourier frequencies. In its basic form it suffers from similar bias issues to the raw periodogram. A more strategic approach suggested by Bronez (1988) works from first principles to minimize bias by simultaneously solving for the Fourier coefficients and optimal windowing functions for an incompletely sampled time-series. For a complete and evenly sampled time-series the solution yields Thomson's (1982) result, the prolate tapers (Slepian 1978) as the optimal windowing functions. Fodor & Stark (2000) specialized the approach of Bronez (1988) by reframing the optimization problems used by Thomson (1982) and Riedel & Sidorenko (1995) for multitaper spectral estimation to explicitly solve for a set of windowing functions which are forced to be zero wherever there is a gap in the time-series.
The primary focus of our work is to assess the usefulness of the strategies outlined by Fodor & Stark (2000) for increasing the frequency resolution of spectral estimates of broken time-series and providing more insight into the long period behaviour of the physical processes being studied. Along with improved resolution, we require reliable estimates of the uncertainty associated with spectral estimates from intermittently sampled time-series. We re-evaluate and build on the techniques of Fodor & Stark (2000) who presented tests on a single helioseismological example. We provide a robust method for adapting a set of tapering functions to the samples available. It can be run on a personal computer. We develop enhanced tools to assess the effectiveness of this technique: the average transfer function of a set of tapers is examined to evaluate the frequency response and resolution; using synthetic data we compare bootstrap method and jack-knife methods (Thomson & Chave 1991) for finding confidence limits, which are particularly important for geophysical problems and must be reliable at all frequencies; ultimately we quantify the uncertainty in the spectral estimate with jackknife confidence limits. Using the tools outlined above, we outline a strategy for analysing irregularly sampled time-series and test the algorithm on synthetic data. These techniques for spectral estimation for a time-series with inconvenient gaps are applied to three geophysical data sets, chosen because the underlying physical processes (changes in length of day, external magnetic field variations, and very long period geomagnetic palaeointensity variations) each have distinct spectral amplitudes, dynamic range, and shapes. Data are removed from the complete time-series to simulate gaps in measurements of the change in the length of day from 1962 to 2009 and from the geomagnetic time-series (derived from satellite data) that is related to the external dipolar component of the Earth's magnetic field (Kuvshinov & Olsen 2006) . The properties of spectral estimates from standard multitapers and intermittently sampled tapers are compared for these data sets. We also illustrate this technique using a palaeomagnetic record of field strength (Tauxe & Hartl 1997) recorded in a marine sediment core. The record spans 12 Myr and has many gaps, the longest of which is over 600 000 yr. This time-series was previously subjected to limited spectral analysis by Constable et al. (1998) . A more detailed study of these palaeointensity data using our new techniques is described elsewhere (Smith-Boughner et al. 2011) .
S P E C T R A L E S T I M AT I O N
The simplest direct spectral estimate, the periodogram is provided by the appropriately normalized square of the absolute value of the Fourier coefficients of the time-series (Schuster 1898; Press et al. 2007) . The periodogram has the effect of tapering an equally spaced time-series (dt sampled at t = 0, 1, . . . , N − 1) by a box-car function in the time domain which corresponds to a convolution by a sinc function in the frequency domain and introduces substantial bias. Another problem with the periodogram estimate is its high variance which can be reduced by section averaging. The bias can be reduced if a suitable tapering function, w t , (e.g. Hamming window, cosine taper or prolate taper) is applied to the data in the time domain. The PSD, S f , is then defined at frequency f as
Section averaging can also be used when there are large breaks in data sampling, and involves splitting a record of length N at the breakpoints, yielding M sections with lengths L i , i = 1, . . . , M. A spectral estimate is produced from each piece and the results are averaged. The maximum spectral resolution of each piece is 1/ tL i where t is the uniform time interval between samples. To reduce the bias associated with a periodogram estimate, each section can be windowed to produce a singly tapered spectral estimate, so that each section has resolution W / tL i where W is the full bandwidth of the window (w t ) used. Averaging these independent singly tapered spectral estimates from multiple sections of the data provides a spectral estimate with lower variance and less bias than the periodogram. It is also possible to use section averaging on multitapered spectral estimates, with each section chosen to have similar frequency resolution. In multiple taper spectral estimation, the entire data series is windowed in the time-domain by a series of K orthogonal tapers, v t,k . Each windowed time-series is then Fourier transformed. From this set, a robust spectral estimate is produced by taking a linear combination, a k of the K singly tapered linearly independent estimates:
(The individual estimates are approximately statistically uncorrelated because of the orthogonality of the tapers). Depending upon the application, various functions can be used to taper data, each set the solution (or an approximate solution) to an optimization problem. The resulting spectral estimates can have much lower variance and a higher frequency resolution than section averaging. Thomson (1982) sought a set of orthogonal windows with their energy concentrated within a desired frequency band (−ω, ω) . For discrete problems, the bandwidth of interest is controlled by the choice of NW, known as the time-bandwidth product. This parameter is the product of the number of samples N and the desired frequency resolution W = 2ω. These orthogonal functions v t,k , are calculated by solving the discretized eigenvalue problem:
Prolate multitapers
The eigenvector solutions to the above equation are known as the prolate spheroidal sequences (PR tapers) or the Slepian functions (Slepian 1978) . The corresponding eigenvalue, λ of each eigenfunction indicates the amount of energy that is concentrated within the desired frequency band. At most 2 NW tapers have a large amount of energy within the desired frequency band, and typically no more than 1.6 NW are used in the final spectral estimate. The high energy concentration creates a filtering function with an exceptionally steep roll-off outside of the bandwidth of interest. This property can be exploited further by using the set of eigenvalues as the weights a k in eq. (2). Tapering using prolate functions is particularly useful for spectra with a large dynamic range.
Minimum bias tapers
Another set of orthogonal tapers exists, which minimize the amount of local bias in the resulting spectral estimate. These minimum bias (MB) tapers v t from Riedel & Sidorenko (1995) are the solution to the eigenvalue-eigenfunction problem:
The set of eigenfunction solutions to the MB optimization problem can be approximated very well by a set of sinusoids:
For the MB and the sinusoidal approximation, each taper v t,k , has most of its energy concentrated within the interval
]. The bandwidth of the spectral estimate in eq. (2) is controlled by the number of tapers in the set.
Adapting tapers for inconvenient gaps
For incomplete sampling, both of the multitaper optimization problems discussed above can be adapted using an indicator function, I t from Fodor & Stark (2000) given as,
where d t is set to zero if a sample is unavailable at time t. The indicator function is incorporated into the optimization problems which define the multitaper set of interest as outlined in Table 1 . Using the indicator function to adapt the optimization problem restricts the tapers to be zero when there is a gap in the time-series. The solution of these adapted optimization problems to provide MB tapers with gaps (MBG tapers) and prolate tapers with gaps (PRG tapers) that correspond to the available samples of a particular time-series poses some computational difficulties leading us to use suitable approximate solutions for long time-series. Details of how the solution to the optimization problems for PRG and MBG tapers can be found in a numerically stable and efficient fashion are provided in the appendix.
EVALUATING A SET OF TAPERS
In Section 5, we develop an algorithm for applying PRG and MBG tapers to real data. Before describing the algorithm, we outline some general properties of the adapted tapers in both the time and frequency domains, initially focusing on a single example of an indicator function. The breaks for this particular function vary in length from 230 to 1169 samples, and amount to 14.5 per cent of the total 14 500 sample record. The function used is shown in Fig. 1 , along with its corresponding PRG and MBG tapers. The tapers drop smoothly to zero where there are no samples, as would be expected near the ends of complete time-series. For the PRG tapers, as the energy concentration deteriorates (for k > 19 or λ less than 0.9 for these tapers), the tapers increase in amplitude near the breaks in sampling, resulting in increased ringing in the frequency domain. Each of the MBG tapers samples only one segment of the available data and gives zero weight to data elsewhere. From Fig. 1 it seems that in this case we might expect the gapadapted MB tapers to produce something rather like a sectionaveraged spectral estimate, with multiple orthogonal tapers used within most sections, but self-adapting to provide comparable frequency resolution for the multitaper spectral estimate within each segment. We can examine the data energy distribution, which reflects data usage in the spectral estimate by plotting Fig. 2 for the PRG and MBG tapers and their standard counterparts. As more tapers are added the energy distribution becomes more uniform across the sampled time interval, but spectral leakage will also become a greater problem. It is notable that the PR tapers appear to under utilize data near each end of the record, while all of the PRG, MB and MBG seem less susceptible to this problem. This somewhat counterintuitive result arises because we have limited the number of PR tapers used to 15, whereas a typical PR spectrum would use at least 1.6NW. In the PRG case using tapers with NW < k < 2 NW gave poor control over spectral leakage, further discussed below. The frequency domain properties of both the individual tapering functions and the cumulative impact of the entire set of K tapers provide a useful complement to the energy concentration. They provide empirical measures of the filtering bandwidth, the slope of the fall-off in energy and the level of out-of-band signal rejection.
We examine the frequency domain properties of a set of multitapers empirically by considering the average transfer function of a set of tapers as used by Percival & Walden (1998) ,
The average transfer functions of the standard prolate and MB tapers are plotted in Figs 3(a) and (b), where we have assumed 1 s sampling. From this plot of the response for positive frequencies (the negative frequency response is a mirror image), we can estimate the half-bandwidth and filter roll-off of the combined set of tapers. These plots also allow us to estimate the energy level of the tapers at high frequencies; this controls the out-of-band signal rejection. For standard tapers, these quantities can be easily predicted from theory but for the adapted tapers they vary depending on the indicator function of the data. The empirically determined bandwidth and level of out-of-band rejection provided by a particular set of tapers can be used as a diagnostic for selecting the appropriate number of tapers. To be conservative in estimating the properties of these adapted tapers, the bandwidth of a set of tapers is determined visually from a log-linear plot as the mid-point of the steepest decrease in the energy of the average transfer function and is shown in Fig. 3 for a set of 15 tapers as a horizontal red line in panels (a), (b) and for a set of 17 tapers (explained in Section 6.1), is a blue line in panel (d) . The average transfer function for the set of PRG tapers with NW = 12 (from Fig. 1a) is shown in Fig. 3(a) and compared to the equivalent PR tapers. For these prolate-based tapers, the bandwidth of the set should be a function of the time-bandwidth parameter, NW. With a time-bandwidth product of 12, these tapers should have a half-bandwidth of 12/N f , roughly 0.8 mHz for a data series 14 500 samples long. If a different bandwidth is required, The prolate tapers for complete data (broken lines) compared to the average transfer function used for section averaging (solid lines). The section average scheme using prolate windows has a half-bandwidth of 1 mHz and a much higher level of energy at frequencies higher than W /2. the tapers must be recomputed for the new time-bandwidth parameter. In our example, the prolate tapers with gaps have a slightly larger half-bandwidth of about 0.8 mHz for a set of 15 tapers. We studied other arrangements of incomplete data and found that the bandwidth of the PRG tapers was typically 20-30 per cent larger than predicted by the time-bandwidth parameter, NW. The PRG tapers also have very good energy concentration and fall-off at the same rate as the PR tapers but their out-of-band energy level is many orders of magnitude higher than the prolate tapers. As more tapers are added to the set, this out-of-band energy level increases, greatly reducing the protection against broad-band spectral leakage generally provided by prolate tapers. For a set of MB tapers, the bandwidth is determined strictly by the number of tapers used, and this is also true for the MBG tapers. Their average transfer function for positive frequencies (adapted for the example indicator function in Fig. 1c ) is shown in Fig. 3(b) . For this example, and many other arrangements of gaps we examined, the MBG tapers have a rate of fall-off identical to the standard MB tapers. However, the MBG tapers have the smooth decay of the MB tapers with a slight ripple in the amplitude of the fall-off, this decreases as more tapers are added to the set. In our example, the MBG have a half-bandwidth which is 20-30 per cent larger than the standard MB tapers. The bandwidth of the MBG tapers increases as the time-series becomes more fragmented.
To compare the properties of the MBG and PRG tapers, we examine the average transfer function of the PRG and MBG tapers in Fig. 3 (c). We find that the PRG tapers have a much steeper fall-off than the MBG tapers when fewer than NW tapers are used, giving them a smaller averaging bandwidth for small numbers of tapers. When more than NW tapers are used, the fall-off and averaging bandwidth of the MBG tapers are very similar to the PRG tapers but above 3 mHz (for the tapers in Fig. 3c ) the MBG have a lower level of energy. In fact, for our example, at frequencies greater than
, the average transfer function of the MBG tapers is four orders of magnitude lower than the PRG tapers. Here f N is the Nyquist frequency, which lies far outside Fig. 3 . For this example with NW=12, there is a steep increase in the out-of-band energy level of the average transfer function shown in Fig. 3 when more than 12 tapers are in the set of interest. In our tests with several different values of NW, we found a sharp decrease in the protection against spectral leakage offered by the PRG tapers when more than NW of the tapers are used in the set. Fig. 3 (d) also shows a comparison of PR tapers with the section averaging approach demonstrating the greater spectral leakage and loss of frequency resolution. Comparisons between PRG and section averaging are discussed further in the context of the length of day data in Section 6.1. To quantify the differences between energy concentrations of the PRG and MBG tapers, we determine the average amount of the taper's energy, in the frequency domain, that is outside our desired averaging band and therefore contributes to spectral leakage. Selecting a target averaging bandwidth of 0.0019 Hz, using numerical integration and a slow Fourier transform we compute the energy contained within 0.002-0.50 Hz. Our results, plotted in Fig. 4 indicate that as more MBG tapers are used to produce a spectral estimate there is a steady decrease in energy concentration, resulting in worse frequency resolution. For the PRG tapers, when more than NW tapers are used there is a steep increase in broad-band energy leakage to the 0.002-0.5 Hz band although this does not increase the computed averaging bandwidth. These results indicate that, although small numbers of PRG tapers have the best energy concentration, when a large number of tapers is required for variance reduction the MBG tapers will provide better energy concentration and protection against spectral leakage and hence less bias in the resulting spectral estimate.
C O N F I D E N C E L I M I T S
The confidence limits of a power spectrum estimate a range within which the 'true value' of the PSD is likely to lie with a given probability. Accurate confidence limits for spectra require knowledge of the probability distribution of the spectral estimates. For multiple taper spectral estimates, the spectrum is computed as a linear combination of a set of linearly independent estimates, each produced from a single taper. The singly tapered spectral estimates each follow a scaled chi-squared (χ 2 ) distribution (Percival & Walden 1998) . If prolate tapers or MB tapers are used, then the mean of these spectral estimates roughly follow a χ 2 distribution with K − 1 degrees of freedom, where K is the number of tapers used. For a sufficiently large number of tapers, this can be further approximated as a Gaussian random variable.
Under these assumptions, we can estimate with 95 per cent confidence that for white spectra, the value of the spectral estimate is within 2σ of the mean of the singly tapered estimates, where σ 2 is 2S 2 f /ν, and ν is the equivalent number of degrees of freedom (usually K − 1). When the spectral estimate has complicated structure (e.g. narrow spectral peaks) or is significantly coloured, the assumption that the singly tapered spectral estimates follow a χ 2 distribution fails. More accurate methods for calculating confidence intervals are needed.
Parametric methods are typically unreliable when used to determine uncertainties for spectral estimates. The manifestation of this is usually that a 1 − 2α level of confidence is 1 − 2β with β significantly larger than the stated value of α. Various strategies can be used to address this issue.
We determined empirically (from bootstrap resampling) that for each time-series with samples missing, the statistical distributions of the single PRG or MBG tapered spectral estimates have a different shape from the distributions from PR and MB tapers. As the arrangement of gaps and continuous data changes, the shapes of these distributions also change. For any given time-series with gaps, the distribution of the mean of a set of spectral estimates produced from PRG or MBG tapers is strongly influenced by the number of tapers in the set. Because of the above properties, we seek an empirical method for computing confidence intervals. Thomson & Chave (1991) suggested using empirical jackknife resampling and a logarithmic transformation of the sampled variable to estimate confidence intervals for coloured spectra. This jackknife method was compared to a suite of bootstrap-based methods by Fodor & Stark (2000) , who examined the statistical coverage at one frequency of interest and found that a computationally intensive bootstrap method gave the best coverage. However, we are interested the accuracy of the confidence intervals across all frequencies and investigate which method provides the most accurate confidence intervals for a wide variety of PRG and MBG tapers. Two promising methods are the bias-accelerated and corrected bootstrap percentile method and the jackknife technique of Thomson & Chave (1991) .
Confidence limits using empirical resampling
A jackknife uses an empirical resampling of the statistic of interest, θ , created by removing one (or more) samples at a time. The jackknife estimate of θ is the mean of the set of estimates of θ (i) , where the ith data point has been removed from the set. Thomson & Chave (1991) used a logarithmic transformation of the singly tapered spectral estimates S k and approximated (lnŜ (i) −lnŜ (·) )/σ as a t N −1 distribution. To use this approximation, the variance,σ 2 f of the set of singly tapered estimates at f is estimated using a delete-one jackknifẽ
This yields confidence intervalŝ
The width of these confidence intervals depends on the spectral estimate and is exponentially related toσ , the standard deviation of ln S f . A bootstrap is a random resampling of the K spectra by drawing each datum x i from the set at random, with replacement to generate a new sampling of our data set. This resampling operation is performed B times to form B sets of pseudo-data. From this, a more robust value of the statistic of interest, θ, can be estimated.
Confidence intervals of our statistic θ are determined from the empirical α and 1 − α percentiles of the mean of the spectral estimates. A very large number of bootstrap resamplings, typically 1000, are usually required to accurately estimate the α and 1 − α empirical percentiles of θ. This is known as the percentile method; it is a 'first-order accurate' method, that is the deviation of the empirical α and 1 − α percentiles from their true value heads to zero at a rate of 1/K as K, the number of sample points, increases. For our applications K is the number of singly tapered spectral estimates. Several more accurate methods exist (see Davison & Hinkley 1997 , for further details).
For our application, we consider the 'bias-corrected and accelerated' bootstrap (BCA) percentile method outlined by Davison & Hinkley (1997) ; it is one of the faster bootstrap methods used in Fodor & Stark (2000) . Through the use of a bias-correction parameterẑ 0 and acceleration parameterâ to adjust the empirical percentiles, the BCA method converges at a rate of 1/ (K ). The bias-correction parameter is calculated from the set of B estimates of θ aŝ where #{θ * (b) <θ} is the number of estimates of θ which are less than the mean and −1 is the inverse of the standard normal distribution. The acceleration parameter, which is similar to a measure of skewness, is estimated from
whereθ (i) is the delete-one jackknife estimate of θ with the i datum removed andθ (.) is the mean of these jackknifed estimatesθ (i) .
The accuracy of the bootstrapped BCA and jackknife confidence intervals for the PRG and MBG tapers are explored using many replications of a process from a manufactured spectrum. The spectrum is produced by combining a set of smooth, continuous functions in the time domain to form a time-series x t whose PSD has a large dynamic range, broad peak, and steep fall-off in energy at low frequencies. The spectrum of this series is plotted in red in Fig. 6 . From this synthetic PSD S f , a set {y t, j } J j=1 of different replications of this process is generated using phase noise
where p f ,j is a uniformly distributed random variable and F , F −1 denote the Fourier and inverse Fourier transforms, respectively. A sample time-series is given in Fig. 5 . Using 145 different realizations of our synthetic spectrum S f , sets of singly tapered spectral estimates of y t were created to test the performance of the BCA and jackknife methods for computing confidence intervals for the standard and gap-adapted prolate and MB tapers. From each replication, prolate and MB tapers were used to create a set of singly tapered spectral estimates. Then, using 6, 10, 14 or 18 tapers, approximate 95 per cent confidence intervals were calculated from an unweighted mean of the single taper estimates using the BCA and jackknife methods described above. Although eq. (2) would normally imply the use of a weighted mean here, in this context we found it produced confidence intervals with inadequate coverage. To test the PRG and MBG tapers, data were removed from the time-series in the arrangement shown in Fig. 1(c) and singly tapered spectral estimates produced. Again, confidence intervals were computed using 6, 10, 14 or 18 tapers. Typical BCA and jackknife confidence intervals for one realization are shown in Fig. 6 for MB tapers with gaps and would be nearly identical for prolate tapers with gaps.
The results for 145 replications are compared using two measures, the average normalized width of the confidence interval and the coverage of the 95 per cent confidence interval. The normalized width for a spectral estimate from K tapers is computed at each frequency by subtracting the upper and lower confidence intervals and dividing by the spectral estimate computed from the mean of the K Figure 6 . The spectra of the synthetic data produced from 18 minimum bias tapers on the complete data set (bright green line) and 18 tapers adapted for gaps (yellow line), corresponding to the indicator function in the bottom of Fig. 1 . The data are synthesized to correspond to the spectra plotted in red. Nominal 95 per cent confidence intervals are shown for both the jackknife (black filled region) and BCA methods (grey region). The jackknife confidence intervals shown obtain 95 per cent coverage of the synthetic spectra while the BCA only achieves 91 per cent. singly tapered spectral estimates (for PR and PRG tapers the mean is weighted by the eigenvalues as specified in eq. 2). The coverage is given as the percentage of frequencies where the confidence intervals contain the 'true' spectrum of the process, plotted as the red line in Fig. 6 . These results are documented for BCA and jackknife confidence intervals in Table 2 . From these synthetic tests we see that the BCA confidence intervals are approximate, the actual coverage is always less than our desired 95 per cent, increasing from 83-85 to 91-93 per cent as more tapers are added. For the jackknife method, the coverage is between 95 and 96 per cent regardless of the number or type of tapers used to compute the spectra. Further experiments revealed that when 90 per cent coverage was requested the actual coverage of the jackknifed confidence intervals was roughly 92-93 per cent and therefore broader than necessary while the BCA confidence intervals were slightly too narrow to obtain the desired coverage, achieving 90 per cent coverage only when 18 PR, PRG, or MB tapers were used; the coverage was at most 87 per cent for the MBG tapers. As more tapers are added to the set, the width of the jackknife confidence intervals shrink dramatically while the BCA confidence intervals reduce in width only slightly as more tapers are used. For both the BCA and jackknifed confidence intervals, the normalized width of the interval for adapted tapers (PRG, MBG) are smaller than those corresponding to the standard tapers. This difference gets smaller as more tapers are used.
Jackknife confidence intervals provide more accurate and consistent coverage. In addition, jackknife resampling requires far less computation than the bootstrap. These synthetic examples with 2049 frequencies were computed in 6 s, while the BCA computation required 220 s on a 2.66 GHz Intel Core Duo 2 processor with 4 GB of RAM, 30 times longer to compute.
However, jackknife estimates can be problematic when the estimator is not smooth (Davison & Hinkley 1997) , likeσ . Because variance in the log of the spectra is estimated for the jackknife confidence intervals, they can be excessively large when the distribution of eq. (8) is highly skewed giving more coverage than requested. These problems were most likely to occur when the spectra had a large dynamic range and were therefore prone to spectra leakage. An example of this can be seen with the length of day data discussed in Section 6. However, this issue can be overcome with the use of prewhitening or by using more tapers to compute the spectral estimate.
Now that we have provided a framework for evaluating and understanding the properties of these adapted tapers, we outline an algorithm for applying them to a time-series with long interruptions in sampling.
ALGORITHM
Our strategy is to compute tapers which compensate for the longest gaps within a record to improve the recovery of long period characteristics of the power spectrum. Real data often have many irregular breaks in sampling. The duration and location of these breaks within the time-series are unique, therefore a specific set of adapted tapers must be computed for each time-series. However, as we saw with the PRG tapers in Fig. 1 , there is a trade-off between the tapering properties (minimizing local or broad-band bias) sought in the optimization problem and the length of the continuous segments of data. Many short data segments detract from the desired low-pass filtering properties and this can result in uneven weighting of the data segments in the time domain. Very uneven weighting of the time-series will result in a biased characterization of the average spectral properties of the time-series. Although this problem can be alleviated by using interpolation to eliminate small breaks in sampling, this approach will introduce bias at frequencies inversely proportional to the length of the break being filled. To balance these considerations, we develop an algorithm to apply adapted multitapers and interpolation to a data set with interrupted sampling. This algorithm is outlined in Table 3 and we discuss certain aspects of its application below. Based on the histogram of the length of the breaks in sampling and the indicator function of the time-series, the user selects an interpolation threshold, T i , in terms of the number of samples missing, where i is the iteration number. All breaks in sampling which are shorter than T i are filled by applying the same autoregressive (AR) filter to the segment of data immediately preceding and following a break in sampling to create forward and backward predictions. The break in sampling is filled by averaging these two predictions. The indicator function is updated to include the interpolated segments. For the time-series we studied, the AR filter coefficients are computed from the whole time-series using a modified-covariance technique (Marple 1991) and the order of the filter is chosen through trial and error. After this interpolation, all breaks remaining in the sampling are considered as 'gaps' when the adapted tapers are calculated. Once the adapted tapers are calculated for the current indicator function, plots of K k=1 |v t,k | 2 and H f ,K are examined for several values of K, the number of tapers used for the spectral estimate. If the set of tapers does not have the desired properties in the time or frequency domains (e.g. frequency resolution, filter fall-off, even weighting of data segments in the time domain), parameters are adjusted and new tapers computed. Table 4 outlines how and when to change the parameters of the algorithm to improve the desired property. For most data sets, if the tapers are not satisfactory, the threshold for interpolation must be increased and tapers recalculated using the new indicator function. To demonstrate how the algorithm works, we apply it to a time-series of 580 samples (with 1 s between samples) from the synthetic data set used in Section 4 and remove data to synthesize gaps in sampling. The indicator function describing the availability of data is shown in Fig. 7 (a) and a histogram of the time between samples is shown in Fig. 7(b) . To apply the algorithm, we first choose T 1 = 7 as the threshold value and use an AR filter to interpolate any gaps shorter than T 1 . After the interpolation, the new indicator function has 6 gaps in sampling (shown in Fig. 7c ). Both prolate and MB tapers are calculated for the current indicator function. The time-domain weighting and average transfer functions for the prolate tapers with NW = 4 and the MB tapers are shown as solid lines in Figs 7(d) and (h) (for MBG) and in (f) and (g) (for PRG tapers). For this amount of interpolation, the MBG tapers give zero weight to two data segments, between samples 216-248 and 501-514 (Fig. 7d) . From the average transfer function in Fig. 7(h) , we see that the half-bandwidth of these MBG tapers ranges from 0.012 to 0.02 Hz for sets of two to eight tapers. The prolate tapers adapted for these six gaps have a half-bandwidth of 0.008 Hz (Fig. 7g) . These tapering functions are adequate but, looking at the histogram of the sampling breaks in Fig. 7(b) , we see that increasing the threshold for interpolation slightly will eliminate several gaps and increase the lengths of the continuous segments of data. The small increase in bias due to interpolation should be outweighed by the improvement in the tapers. To determine the amount of improvement in the filtering properties of the tapers, we set T 2 = 10 and interpolate the time-series again, resulting in three breaks in sampling. This indicator function is shown in Fig. 7 (e) and is similar to that shown in Fig. 1 . New adapted tapers are computed; the dashed-lines in Figs 7(d) and (h) (for MBG ) and (f) and (g) (for PRG tapers) of Fig. 7 show the time-domain weighting and average transfer function of these new tapers. The MBG tapers from T 2 have a much better distribution of energy across the time domain than the MBG tapers from T 1 : for T 1 the very short segments of continuous data are essentially ignored. In the frequency domain, the new MBG tapers have a smaller averaging bandwidth but a similar fall-off in energy. At frequencies above the pass-band, the energy level of the tapers is lower than the previous iteration for the MBG tapers.
The decrease in energy at high frequency (and in susceptibility to spectral leakage) is much more pronounced for the PRG tapers. The new PRG tapers also have a steeper fall-off in energy near 8 mHz; this should increase the ability of the PRG tapers to resolve closely spaced spectral lines, a particular strength of the prolate tapers. The slight increase in bias from interpolation has greatly improved the tapering functions. Once a satisfactory set of tapers is calculated, it can be applied to the data to estimate the PSD and confidence intervals. This could reveal an inappropriate choice of K (the number of tapers used), the interpolation scheme or type of multitaper used, in which case another iteration of the algorithm could be required. To determine how robust the various features of the spectrum are, estimates can be made using a different number of tapering functions to assess how different frequency resolutions alter the spectrum. As another check, the tapers from the previous iteration can be used to verify that the increased interpolation does not unduly alter the spectral properties at the frequencies of interest.
A P P L I C AT I O N S T O G E O P H Y S I C A L D ATA
The PRG and MBG tapers are tested on three interesting geophysical data sets. For the length of day and external magnetic field data sets, samples are removed, then a spectrum is produced and compared to a spectral estimate from the complete time-series. The techniques are also tested on a record of palaeointensity measurements from a sediment core spanning 12 Myr, but with many breaks in sampling, the longest of which is over 600 kyr. These techniques have been used elsewhere (Smith-Boughner et al. 2011) to improve the analyses of the long period characteristics in this record.
Length of day
A time-series of 14 500 daily samples of the change in the length of day from the International Earth Orientation Reference System (data from http://hpiers.obspm.fr/, June, 2010), from 1962 to 2009 is used to test the capabilities of tapers adapted for gaps. A full review of the broad range of contributions to changes in length of day is given by Gross (2007) , who notes the largest change as due to the fortnightly tide. Many of these variations occur at low frequencies as high amplitude, narrow band signals seen in pilot spectral estimates. These signals contribute to the large dynamic range seen in pilot spectral estimates and (although in practice these tidal signals would be removed prior to most spectral analyses) they provide a good test of the frequency resolution, local bias properties, and protection against spectral leakage offered by the PRG and MBG tapers. To compare the spectral properties of the various multitapers, we conducted four tests with various gap arrangements: the arrangement of Fig. 1 , equal length data segments, and two more variable gap structures. Initially, we discuss removing 14.5 per cent of the available data record (time-series is shown in Fig. 8 ) again using the arrangement shown in Fig. 1(c) . Power spectral estimates for this intermittently sampled record are generated from 15 PRG tapers with NW = 12 (from Fig. 1a , and shown as the blue spectrum in Fig. 9 ) and 15 MBG tapers (green line). These estimates are compared to an estimate from 15 PR tapers used on the complete record (red line). All three spectra are plotted in Fig. 9 along with 95 per cent jackknife confidence limits produced from the 15 PRG tapers (grey shaded region.) Inset in Fig. 9 is a close up of the low frequency response. The resolution of the PRG tapers is 1.7 × 10 −3 cycles per day, 1.6 × 10 −3 cycles per day for the PR tapers and 1.8 × 10 −3 cycles per day for the MBG tapers (the average of these is shown on the inset figures near f = 0.04 cycles per day).
Comparing the PR and PRG spectra reveals that the amplitudes are very similar at low frequencies with both spectra resolving nearly the same peak widths and shape for nearly all of the narrow band signals. At intermediate frequencies, the PRG spectrum has less energy than the PR spectrum while at higher frequencies, the PRG spectra has more energy as a result of spectral leakage. As we see in the average transfer functions shown in Fig. 3(a) , we expect the PRG tapers to have similar resolution to the PR but less protection against spectral leakage. When more tapers are used to estimate the spectrum, the PRG estimate becomes increasingly prone to spectral leakage at high frequencies; with 18 PRG tapers, the spectrum flattens out at frequencies above 0.28 cycles per day to a noise floor of 10 −10 . The spectrum estimated from MBG tapers (green line in Fig. 9 ) also closely matches the estimate from the complete data set at low frequencies but does not resolve the base of many narrowband signals as well as the PRG tapers. At intermediate frequencies, the MBG spectra matches the PRG spectra, reflecting the similarities in their average transfer function at low frequencies [red lines in panel (c) of Fig. 3] . At high frequencies, the MBG tapers have less energy, because as we noted in Fig. 4 , the estimate from MBG tapers has less spectral leakage than the PRG estimate. In addition, the MBG confidence intervals have a normalized width of 3.07, while the PRG confidence intervals (grey region in Fig. 9 ) have a width of 2.14. The narrower intervals indicate that there is less variance in the spectral estimate and therefore it is more accurate.
To further test the benefits of adapted tapers, we compare spectral estimates from PRG tapers to one where breaks in sampling are addressed using section averaging. Section averaging of the raw periodogram reduces variance in a spectral estimate, and to address the issue of bias in the raw periodogram, we use prolate tapers on each of the four data segments shown in Fig. 1(c) to make a fair comparison to our method. We choose prolate tapers because the frequency resolution is controlled by the time-bandwidth product, rather than the number of tapers (the case for MB tapers.) Each of the four segments is zero padded to be 8192 samples long. The timebandwidth product (NW) of the tapers for each segment is chosen to produce the same frequency resolution in each resulting spectral estimate. Each segment is tapered using 80 per cent of the available tapers (the segments are windowed using six, four, four and three tapers with NW = 4, 2.5, 2.5 and 2, respectively) and combined. The average of these 17 singly tapered spectral estimates is plotted in Fig. 10 (green line) and their average transfer function is shown in as a light blue line in Fig. 3(d) and has a resolution of roughly 2.4 × 10 −3 cycles per day. The peak at the lowest frequencies has a width of roughly 1.6 mHz, this corresponds to NW i / tL i where Figure 9 . Power spectral density from change in the LOD, computed using 15 PRG tapers with data missing (blue line) and using 15 PR tapers (red line) on the complete record. This is compared to a spectrum created using 15 MBG tapers (green). Jackknife 95 per cent confidence limits for the spectrum created with 15 PRG tapers are shown (grey shaded region). The inset shows a close up of the low frequency region. All spectra shown have a frequency resolution of approximately 0.002 cycles per day (shown as the small blue bar in the inset plot near 0.04 cycles per day.) Figure 10 . Power spectral density from change in the LOD plotted on a log-log scale. The spectral estimate from the complete record using prolate tapers (red line) is compared to a section average estimate (green line) computed from four sections each windowed using several prolate multitapers(method described in text). The spectral estimate from the incomplete data using the PRG tapers is plotted in blue.
NW i = 4 and L i = 4791, the length of longest data section. This peak broadens to a width of 2.4 mHz which is roughly to be expected from applying prolate tapers with NW = 2 to the shortest segment, 1473 samples long [ Fig. 3(d) shows only positive frequencies]. The broader shape of this transfer function increases the amount of spectral leakage, particularly at high frequencies. Narrow peaks in the spectral estimate, particularly when they are closely spaced are not well resolved because of this shape. Jackknifed confidence intervals for this spectrum have a normalized width of 3.09 and are wider than confidence intervals of the PRG spectra (shaded grey region in Fig. 9 ). For this data set with 14.5 per cent of the record missing, the narrower confidence intervals and finer frequency resolution of the PRG tapers provide the best spectral estimate, the increased spectral leakage from the PRG tapers could be reduced through the use of prewhitening. However, for this availability of data, if we ignore the shortest segment of data when using section averaging, the frequency resolution would match the PRG tapers but the estimate would have larger confidence intervals.
To compare section averaging and adapted tapers under conditions that might be considered ideal for section averaging, other arrangements of missing data were tested. With 10 per cent of the record missing in five equal, evenly distributed pieces, section averaging using prolate tapers (or MB) provided better frequency resolution than PRG tapers. MBG tapers gave comparable frequency resolution to section averaging and were less prone to spectral leakage but had wider confidence intervals.
We examine the performance of the adapted tapers on a more variable gap structure with 10 per cent of the record missing, leaving five segments of data each of different lengths. We compute PRG and MBG tapers, the first 10 of each are shown in Fig. 11(a) along with the indicator function. Here again, each MBG taper only windows one data segment and the tapers are extremely similar to the tapers used for section averaging with MB tapers. The timedomain energy concentration of these tapers (Fig. 11b) reveals that while the PRG tapers are more complex in the time-domain they provide more even weighting than the MBG tapers and the amplitude of the ripple is similar to that from standard prolate tapers. When only 15 tapers are used, both families of multitapers ignore the shortest data segment.
The average transfer functions of the PRG and MBG tapers are very similar to those from our earlier example with 14.5 per cent of the record missing, shown in the two leftmost plots of Fig. 11(c) . We compare these to the average transfer function from using the section averaging scheme described previously (two rightmost plots in Fig. 11c ). Using prolate tapers for section averaging can provide a frequency resolution similar to PRG tapers when the shortest segment of data is ignored (solid blue line in plot) but much less protection against spectral leakage and wider confidence intervals. For MB tapers with gaps, the frequency response is extremely similar to what would be provided from section averaging, particularly if the last data segment is ignored (sold blue line in plot). In Fig. 11(d) , we compare the spectral estimates using various prolate-based methods. The spectrum estimated using section averaging (green line) has more spectral leakage and distorts the shape of the narrow band peaks, particularly at low frequencies. In contrast, PRG tapers (blue line) have slightly less spectral leakage and resolve nearly the same narrow band features that the prolate tapers do when the complete record is available (red line). Further experiments were conducted using a slightly different indicator function, one where the break in sampling was shifted further down the record, leaving one very long data segment, three segments of similar length and one short segment. In this case, the MBG tapers had more spectral leakage than section averaging.
External dipole magnetic field contribution, from 2001 to 2005
A model of external dipolar fluctuations in the magnetic field of the Earth from Kuvshinov & Olsen (2006) is used to test our techniques (time-series shown in Fig. 12 ). These data are of some interest because the technique for adapting tapers with gaps could be helpful for solving the problem of low frequency transfer function estimation for global geomagnetic depth sounding from satellite measurements. Although not a problem for this model time series, the CHAOS and Ørsted satellites from which it is derived have breaks in the sampling of the magnetic field of several months in length. To simulate such gaps, data are removed from the model in the arrangement indicated in Fig. 1(c) . The model time-series is down-sampled to once every 3 hr to match the number of data available for the LOD record, allowing us to use the same tapers adapted for gaps.
The spectral estimate of the external dipolar contributions to the Earth's magnetic field does not have a large dynamic range or fine spectral lines. These properties suggest that MB tapers would provide the most accurate spectral estimate because they are designed to minimize the local bias in a spectral estimate, rather than broadband bias. In Fig. 13 , we compare the spectral estimates produced from the complete record using MB tapers (red line) to the estimate produced using the MBG tapers on incomplete data (green line). Approximate 95 per cent confidence intervals (grey shaded region) are computed using the jackknife method. The MBG tapers provide a frequency resolution of 8.3 × 10 −3 cycles per day while the MB tapers have a frequency resolution of 6.7 × 10 −3 cycles per day. This slight difference in frequency resolution leads to some minor differences between the spectral estimates from the MB and MBG tapers (shown in inset of Fig. 13 ). The spectrum from the MBG tapers has a slightly lower amplitude and broader peak than the complete MB spectrum. The confidence limits on the spectral estimate from the MBG tapers do not always contain the MB spectrum (shown in inset of Fig. 13) . Note, however, that we expect 96 per cent coverage for the MB spectrum and about 1 per cent less for the MBG, so this does not seem problematic (see Table 2 ).
For comparison we also include an estimate from 20 PRG tapers with NW = 12, (blue line in Fig. 13 ) with a frequency resolution of 8.8 × 10 −3 cycles per day. Because the frequency resolutions, shown in Fig. 3(c) , of a set of 20 PRG (solid light blue line) and MBG (broken light blue line) tapers are similar and the dynamic range in the spectrum is relatively low, the two spectral estimates are very similar for this data set. However, a large number of MBG tapers has better energy concentration than a comparable set of PRG tapers, so the PRG spectrum is more susceptible to spectral leakage than the MBG. Near the Nyquist frequency spectral leakage causes the PRG spectrum to deviate from the MB and MBG. This also yields narrower confidence intervals for the MBG tapers, a normalized width of 1.44 for the MB, compared to 1.22 from the MBG tapers.
A 12 Myr record of palaeointensity
For our final example we examine a relative palaeointensity record (Tauxe & Hartl 1997 ) from a sediment core taken from Site 522, Leg 73 of the Deep Sea Drilling Program. This core spans 12 Myr from 22.7 to 34.7 Ma, during the Oligocene period and remains one of the longest relative palaeointensity records available making it a good candidate for recovering the spectrum of long-period variations in geomagnetic field strength. However, there are numerous interruptions in the temporal sampling. The longest gap occurs at 29.4 Ma and lasts nearly 600 000 yr, while between 22.7 and 28.8 Ma there are several gaps ranging in length from 40 000 to 120 000 yr. The temporal sampling rate is also somewhat variable, because of uneven depth sampling and variations in the rate of sediment accumulation. Previous work by Constable et al. (1998) used Akima spline interpolation and multitaper spectral estimation to evaluate the power spectrum of various subsets of the record (thereby avoiding excessive interpolation), but the resulting spectra are far from optimal for the fragmented later part of the record. When the algorithm is applied to this data, we use an AR(3) filter and Akima spline interpolation to fill all gaps shorter than 100 000 yr (most of these gaps are 10 000-65 000 yr in length).
Even with interpolation, the numerous interruptions in sampling create many short data segments in the younger portion of the record (see the indicator function (shown in Fig. 14a ). These short data segments require the flexibility of the prolate tapers with gaps to adequately weight each segment. The MB tapers with gaps computed for this record do not window the shortest segments of data and have broader frequency resolution than a comparable number of prolate tapers with gaps. Previous spectral estimates by Constable et al. (1998) showed a modest dynamic range, so spectral leakage is not a pressing concern. We compare the spectral estimate of the entire record computed using PRG tapers to the spectral estimate from PRG tapers of the incompletely sampled section from 22.7 to 28.8 Ma and PR tapers for the complete portion of the record from 29.5 to 34.6 Ma (Fig. 15) The PRG and PR tapers are used in this analysis to produce spectral estimates of the three data sections of roughly the same frequency resolution by selecting different values of NW for each section. The confidence limits of each spectrum were computed using the jackknife technique. The plot of all three spectra (Fig. 15) and their confidence intervals reveals more energy in 29.5-34.6 Ma portion of the record than in the time span of 22.7-28.8 Ma at most frequencies. These results suggest that the behaviour of the magnetic field changed during this 12 Myr period. We also see a peak at a frequency of 8 Myr −1 which was reported in Constable et al. (1998) . These results are considered in detail by Smith-Boughner et al. (2011) .
D I S C U S S I O N A N D C O N C L U S I O N S
Our goal in this work was to evaluate the utility of the MBG and PRG adapted multitapers when applied to a variety of geophysical data sets and develop tools to evaluate their performance and reliability. We have applied the basic techniques of Fodor & Stark (2000) for calculating a set of multitapers for a time-series with data missing with some modifications to the numerical algorithms. Prolate tapers with gaps (PRG) are calculated using numerical integration while minimum bias tapers with gaps (MBG) are computed using a QR decomposition performed by a series of householder transformations. Confidence limits for the spectra are calculated accurately and quickly using the jackknife method of Thomson & Chave (1991) .
Both the MBG and PRG tapers provide better spectral estimates than section averaging for most data sets. However, the adapted taper method does have some limitations. When there are many breaks in sampling spanning a variety of lengths, a threshold must be chosen and all gaps shorter than this must be interpolated. Often, this requires some trial-and-error to balance the trade-off between bias due to interpolation and bias from deteriorating filter characteristics. With each different level of interpolation, a new set of tapers must be calculated, which is quite costly when using PRG tapers. The algorithm we outlined allows the user to study the effects of interpolation and the filtering properties of a particular set of adapted tapers and choose the best approach. In evaluating the prolate and MB tapers adapted for gaps, we ignored any potential benefits obtainable from using adaptive-weighting schemes in order to consider the 'worst-case' performance of the tapering functions.
Prolate tapers, which are designed to optimize the amount of energy concentrated within a chosen bandwidth, maintain a large amount of energy within a narrow band when computed for an intermittently sampled time-series and can provide fine-scale frequency resolution not available from MBG tapers or section averaging for most applications. With a small number of tapers, the adapted prolate tapers will generally provide smaller confidence intervals than either MB tapers with gaps or section averaging. However for a set of more than NW tapers, PRG tapers have more energy at high frequency than the same number of MBG tapers. As a result, the MB tapers with gaps are better tapering functions than the PRG tapers when a large number of tapers is required, especially when there is a large dynamic range in the spectrum (and no prewhitening is used).
There are also significant computational benefits to using MBG tapers rather than PRG tapers. A set of MBG tapers need only be calculated once for a given arrangement of data and the computation is faster and more numerically stable. One set of MBG tapers can provide different averaging bandwidths by changing the number of tapers used to compute the spectral estimate. With the PRG tapers, if the resulting bandwidth is not appropriate, a different value of NW must be chosen and the tapers recalculated. Each adapted MB taper often windows only one segment of data, strongly resembling section averaging. In many of these cases the frequency resolution and protection against spectral leakage are quite similar to cleverly tailored section averaging, as we found in our test on the length of day data.
Both PRG and MBG tapers were applied to analyse a record of changes in the length of day from 1962 to 2009 where data had been removed from the record in various different arrangements. Spectral estimates from the complete data set were compared to adapted tapers and to estimates produced from multitaper section averaging of the interrupted record. The LOD time-series allowed us to study how the MBG and PRG tapers performed on a data set with a very large dynamic range with high amplitude, narrow band features. When the time-series consists of equal length data segments with identical breaks in between, our experiments indicated that the resulting MBG tapers essentially performed an optimized section averaging. The three other tests conducted with the LOD data indicated that when the interrupted record has continuous data segments of various lengths, the PRG tapers give slightly better frequency resolution and more accurate recovery of the shape of spectral features, with much more certainty than section averaging. Our example here is purely illustrative. In practice, this data set would be filtered to remove tidal signals and a prewhitening filter could be used to reduce dynamic range. For intermittently sampled data, the prewhitening would increase the length of any gaps by twice the length of the filter used, requiring new adapted tapers.
The analysis of the DSDP sediment core from the Oligocene was conducted using PRG tapers because they are more suitable for short gaps and provide the best possible frequency resolution. Results provide enhanced frequency resolution for the fragmented part of the record and unambiguously show different behaviour in the power spectral densities of the two time periods analysed (Smith-Boughner et al. 2011) .
Our experiences so far suggest that we have a robust algorithm for evaluating the PRG and MBG spectral methods, and that it could be applied to a broad range of geophysical time-series. We conclude that when a large number of tapering functions is required, our method of adapting MB tapers to accommodate breaks in sampling will provide better frequency resolution, protection against spectral leakage and usually provides narrower confidence intervals than prolate tapers with gaps. When each MBG taper windows only one segment of data, the spectral estimate is nearly identical to an optimized section-averaging scheme. However, if fine-scale frequency resolution is required or the record has many breaks in sampling, then the additional computational difficulties of PRG tapers are worthwhile and will give better results than section averaging or MBG tapers. These techniques can also extended to cross-spectral and transfer function estimation. The Multi-Gap code package (written in MATLAB) is available at http://earthref.org/ERDA/1494/.
A P P E N D I X A : C A L C U L AT I N G TA P E R S A DA P T E D F O R I N T E R M I T T E N T S A M P L I N G A1 Calculating tapers-prolates
The optimization problem which defines the prolates (eq. 3) has eigenvalues, λ which are all very close to one and each other. This provides great energy concentration but poses numerical problems whenever prolate tapers are calculated (Percival & Walden 1998) .
To deal with these difficult problems, several methods of computing prolate tapers exist. Bell et al. (1992) suggested computing tapers using an inverse iteration technique and LU decomposition (Press et al. 2007 ). In Thomson (1982) , the prolate multitapers are calculated by using a differential equation derived by Slepian (1978) resulting in a tri-diagonal matrix which is simple to solve. Thomson (1982) also proposed calculating the tapers by using numerical integration to solve for the continuous prolate spheroidal wave function Figure A1 . Prolate tapers with gaps for k = 1 and NW = 12, computed for the simulated arrangement of gaps in Fig. 1(c) for 580 (solid line), 1450 (dotted line) and 2900 (dashed line) sample points then interpolated using cubic splines.
in eq. (A1) where c = π NW.
With gaps in the data sampling, considerable care must be taken in choosing the optimal method for computing prolate tapers. The indicator function used in the optimization problem substantially increases the condition number of matrix, increasing the likelihood of accruing substantial round-off error. Because of the large condition number, we decided against using the inverse iteration approach to calculate the PRG tapers.
The numerical integration approach suggested by Thomson (1982) provides PRG tapers with even weighting across the time domain (shown in Fig. 1a ) and good filtering properties in the frequency domain. The integration is implemented using a Chebyshev quadrature (Clenshaw & Curtis 1960) scheme and an iteratively restarted Lanczos method (IRLM) (see Lehoucq et al. 1998 , for further details) to solve the tapers for 580 sample points. To provide the best possible accuracy with the fewest iterations, we integrate each sample point separately to a tolerance on the order of 10 −12 . Several lower tolerances were tested but there was very little detectable improvement in the numerical properties despite the additional computational time required. Using this numerical integration scheme provides prolate tapers with gaps with very good energy concentration. These tapers are also adaptable to a variety of different intermittently sampled time-series. The solver generally converges in less than ten iterations. However, because of the integration operation, the computational time increases dramatically for larger problems.
To reduce the computational time required and compute the tapers on a personal computer, we downsample the indicator function of length N to length n int = N/r where r is no larger than the length of the smallest gap in the time-series of interest. Tapers are computed for the down-sampled indicator function and then interpolated using cubic spline interpolation. Fig. A1 shows the first-order PRG taper for the indicator function in Fig. 1c . The tapers are computed from down-sampled indicator functions of 580, 1450 and 2900 sample points for a time-bandwidth product of 12 and interpolated to a length of 14 500 samples. For the three different problem sizes, the first order tapers have the same shape but differ slightly in the peak amplitude reached for each continuous segment of data. As the problem size increases, the peak amplitude reached in the smaller sections decreases as the amplitude for the longest two segments increases. This validates our choice of using 580 sample points because it provides the most balanced weighting of each segment of continuous data and can be computed quickly.
A2 Calculating tapers-MB
In principle, the sinusoidal approximation for the MB tapers can be adapted for gaps by projecting the tapers onto the sampling basis (by multiplying by the indicator function) and orthogonalizing the set using a numerically robust technique. We used singular value decomposition to re-orthogonalize the projected sinusoidal tapers. The resulting tapers are very jagged in the time domain, particularly as they approach a gap. The jagged time domain behaviour translated to erratic ringing and poor energy concentration in the frequency domain. Because of these properties, the sinusoidal approximations to the MB tapers are poor windowing functions for incompletely sampled data. As shown in Table 1 , the optimization problem which defines the MB tapers can also be adapted to compensate for gaps in the data record using an indicator function. Incorporating the indicator function into the optimization problem raises the condition number of the matrix by several orders of magnitude so once again, a numerically stable method for solving the eigenvalue problem is required. To solve the eigenvalue problem, we use a series of Householder transformations to perform a QR decomposition (for further details see Anderson et al. 1999) . This approach requires on the order of n 3 computations and because the matrix which defines this eigenvalue problem is full, it requires a large amount of memory. To alleviate some of these computational burdens, the indicator function is down-sampled (using the same method described above for PRG tapers) to only a few thousand sample points before tapers are computed. Then, cubic spline interpolation is used restore the original size while maintaining the frequency domain properties. Ten MB tapers with gaps are shown in Fig. 1(b) . We note that the peak amplitude of the taper is inversely proportional to both the length of the data segment and to the number of tapers which window that region of the data for the examples we examined.
For a set 580 samples long with 14.5 per cent of the data missing, a set of 30 MBG tapers take 0.75 s to compute and a set of 24 PRG tapers (NW = 12) to a tolerance on the order of 10 −11 requires 1 hr and 45 min with a 2.66 GHz Intel Core Duo 2 processor with 4 GB of RAM. For the PRG tapers, the computational time increases by a factor of 2 for every order of magnitude decrease in the error tolerance. The computational time grows like n
