Preliminaries
First we recall the summary of the notions through the papers [10] - [15] and former results together which will be used in this note. Throughout this note, we use notations as follows: (1) u u u = (u 1 , u 2 , · · · , u 2m ) = (ũ u u,ṽ v v),ũ u u = (ũ 1 , · · · ,ũ m ),ṽ v v = (ṽ 1 , · · · ,ṽ m )
x x x=(x 1 , x 2 , · · · , x 2m )=(x x x,ỹ y y), ξ ξ ξ=(ξ 1 , ξ 2 , · · · , ξ 2m )=(ξ ξ ξ,η η η).
We also recall the Weyl algebra W n [ ], the associative algebra generated byũ u u,ṽ v v with the fundamental relations
It is wellknown that this algebra is expressed by giving a product formula on the space of polynomials.
General product formulas and intertwiners
Let S C (n), n=2m, be the space of complex symmetric matrices. For a fixed K∈S C (n) and the standard skew-symmetric matrix J=
we set Λ=K+J and define a product * K on the space of polynomials C[u u u] by the formula
(C[u u u], * K ) is known to be an associative algebra isomorphic to the Weyl algebra W n [ ].
For another symmetric matrix K ′ , we have the following formula: K ij ∂u i ∂u j (f ). Then I K 0 is an isomorphism of (C[u u u]; * 0 ) onto (C[u u u]; * K ).
The isomorphism class is denoted by (W 2m [ ], * ) and called the Weyl algebra. The operator
will be called the intertwiner. Intertwiners do not change the algebraic structure * , but do change the expression of elements by the ordinary commutative structure. Let Hol(C n ) be the space of all holomorphic functions on the complex n-plane C n with the uniform convergence topology on each compact domain. Hol(C n ) is a Fréchet space defined by a countable family of seminorms. It is clear that the product f * K g is defined if one of f, g is a polynomial and another is a smooth function. Proposition 1.1 For every polynomial p(u u u) ∈ C[u u u], the left-multiplication f → p(u u u) * K f and the right-multiplication f → f * K p(u u u) are both continuous linear mappings of Hol(C n ) into itself. If two of f, g, h are polynomials, then associativity (f * K g) * K h = f * K (g * K h) holds.
Generic expression parameters
Consider for instance an element u 2 1 * K u 2 * K u 1 * K u 3 2 , which may be expressed differently via commutation relations. Computing out this by the product formula (2) gives the way to express the element univalent way. In this sense, the * K -product formula is the * K -expression formula for elements of algebra. Note that according to the choice of K = 0, K 0 , −K 0 , I, where General K K-ordered expression the product formulas (2) give the Weyl ordered expression and the normal ordered expression, the antinormal ordered expression respectively, but the unit ordered expression is not so familiar in physics.
For each ordered expression, the product formulas are given respectively by the following formula: where
V -class of expression parameters
The product formula for the unit ordered expression looks a bit complicated to write down, but there are many interesting phenomena which has never appeared in Weyl-, normal-, or anti-normal-ordered expressions. We also give another family of expression parameters which will be often used in this note and involving iI expression parameter as a special case. Set n = 2m. Let V be a real n-dimensional subspace of C n spanned by an O(n) frame such that JV =V and C n =V ⊕iV . We denote π re , π im the projections onto V , iV respectively. As C n =C We define a bilinear form x x x,x x x ′ on V by reducing the canonical bilinear form to the subspace V . Since V is spanned by the O(n) frame we see it is positive definite and x x xJ,x x x ′ = − x x x,x x x ′ J . For a complex symmetric matrix K ∈ S C (n), π re K; V → V and π im K; V → iV are called the V -real part and the V -imaginary part of K respectively.
A class of expression parameters will be called a V -class, denoted by H + (V ), is a special class of expression parameters such that the real part of iK is on V is positive definite, i.e. (6) H + (V ) = {K; 1 ξπ re (iK), ξ ≥ c K |ξ| 2 , ∀ξ ∈ V }. If V =R n , then π re (iK) is positive definite on R n , but if V =(iR) n , then π re (iK) is negative definite on R n . If V =(
n , then π re K is positive definite on R n .
Let dV be the standard volume element on V . We denote by d − V =(
) n dV . , where det(iK) is determined without sign ambiguity in the form
If K is fixed, this does not depend on the choice of V whenever K ∈ H + (V ).
Proof We first fix V . Set iK=R 2 +iS, where R : V → V is symmetric and positive definite on V and S is any real linear mapping of V → V . Let λ 1 , · · · , λ 2m be the eigenvalues of R. By a suitable T ∈ SO(V ), iK is changed into Note that Cauchy's integral theorem and rotation of the path of integration gives
, Re (1+iµ k ) > 0. (1+iµ k ). The result depends only on K, hence the integral gives the same result for K ∈ H + (V ) ∩ H + (V ′
It follows
. ✷
In what follows we set the constant by n/2 .
Some remarks about Fourier transformations
We denote by S(R n ) the space of all rapidly decreasing functions. First, express this space as the projective limit space of a family of Hilbert spaces. Taking the topological completion of S(R n ) by the norm topology defined by the weighted C k -inner product , k . We denote it by S k (R n ). The Sobolev lemma gives that S(R n ) = k S k (R n ). Fourier transform is defined by
F(f )(ξ ξ ξ) is sometimes denoted byf (ξ ξ ξ). Fourier transform is defined for L 1 -functions at first, and extends in various ways.
′′ are continuous and summable, thenf (ξ) is summable, and it holds that
Fundamental properties of Fourier transform are all proved by integration by parts:
It is wellknown that the Fourier transform F gives a topological isomorphism of
) is a Hilbert space. We see easily that
with the inductive limit topology. Elements of S −∞ (R n x ) are called tempered distributions. If a tempered distribution f is a function, that is, the value f (x) is defined for every x, then f is called a slowly increasing function.
For the convenience of notations, we denote
Now let (B), called the space of all bounded derivatives class, be a little wider function space than S consisting of all smooth functions f such that the differential ∂ α f is bounded on R n for every α. The dual space (B)
′ is convenient to make the convolution product:
f (y y y)g(x x x−y y y)d − y y y.
Remark The convolution product is welldefined if one of them is a rapidly decreasing distribution, where f (x x x) is a rapidly decreasing distribution, iff f (x x x)(1+|ξ ξ ξ| 2 ) k belongs to the dual space of all bounded smooth functions on R n for every integer k (i.e. (B ′ )). (B) forms a commutative algebra. Hence (B ′ ) forms also a commutative algebra under the convolution product.
Twisted convolution product * J
ξ ξ ξJ,ζ ζ ζ d − ξ ξ ξ.
As |e 1 2i ξ ξ ξJ,ζ ζ ζ |=1, the twisted convolution product is welldefined under the same condition as above. For instance setting δ a a a (x x x)=δ(x x x−a a a), we have F (δ a a a )(ξ ξ ξ) :=δ a a a (ξ ξ ξ) := e In general, for any holomorphic function H * of u u u, the * -exponential function e tH * * may be defined as the collection :e tH * * : K of power series t n n! :H n * : K formally rearranged as power series of . In the case is not formal, the * -exponential function e tH * * is not defined by a power series. Instead, these are considered as the real analytic solution of an evolution equation
This is a differential equation, if H * is a polynomial, but the solution may not exist in general. The solution (if exists uniquely) with initial data :g * : K will be denoted by :e tH * * * g * : K . In particular, it is easy to have the exponential law with a ordinary exponential functions 
Hence, the integral
converges, and is independent of u u u−x x x, for replacing 2i(u u u−x x x)
By Lemma 1.1, we get
Clearly, this is rapidly decreasing w.r.t. x x x ∈ V . The second one is similar. ✷
Star-delta functions in V -class expressions
Keeping the Fourier transform of 1 in mind, we define * -delta functions of full-variables δ (V ) * (u u u−x x x), and * -delta functions of half-variables δ (V ) * (ũ u u−x x x), δ (V ) * (ṽ v v−ỹ y y) in a V -class expression as follows:
m/2 . By Theorem 2.1, these are rapidly decreasing w.r.t.x x x,ỹ y y and entire functions w.r.t.ũ u u,ṽ v v respectively.
we have the property similar to a usual delta function:
As changing the variables shows that
For the convenience of computations we define
The * -product of * -delta functions is given as follows:
We have also
For a tempered distribution h(x x x) on V , we define the inverse Fourier transform by
Putting the reciprocity h(
As :e 1 i ξ ξ ξ,ũ u u * : K is rapidly decreasing under V -class expressions, one may write this by
By Theorem 2.1 :h (V ) * (ũ u u−x x x): K is rapidly decreasing w.r.t. x x x∈V in a V -class expression, and an entire function w.r.t.ũ u u.
Letf (ξ ξ ξ),ǧ(ξ ξ ξ) be tempered distributions on V . Suppose the convolution product is welldefined as a tempered distribution. Then,
by noting that :e 1 i ζ ζ ζ,ũ u u−x x x * : K is rapidly decreasing inζ ζ ζ under any V -class expression parameters. The basic properties of these * -functions are
By setting x x x=(x x x,ỹ y y), the above arguments may be applied to the case of "full-variables." Proof It is enough to prove the group property. For this, we show that this satisfies the equation
Note that may not be real analytic in t. But the above Theorem shows that for any polynomial p(ỹ y y), the * -exponential function e itp * (ỹ y y) * is welldefined in any V -class expression as a real one parameter group. However, we have seen in [10] that such one parameter group must have singularities in the complex domain. Indeed, if deg p(ỹ y y) ≥ 3 then the radius of convergence of the series k is non-singular. Then
,u u u−x x x , u u u=(ũ u u,ṽ v v), x x x=(x x x,ỹ y y).
Note that the r.h.s. makes sense whenever K+C is non-singular, but this has ± sign ambiguity in det(i(K+C)). In § 4, it will be shown that :δ
K is an idempotent element, and this relates what we called the vacuum.
Several properties of * -functions of full-variables
On the other hand, we have defined the * -delta function (of full variables) as follows:
We note here that the exponential law gives 
Let f (x x x) be a tempered distribution on V and letf
Fourier transform. Noting the wellknown reciprocity formula
Thus we see Applying the exponential law in the r.h.s. gives (24) :f
The next theorem is the main tool to extend the class of * -functions via Fourier transform.
is rapidly decreasing w.r.t. x x x and an entire function of u u u. In particular we see
is welldefined to give an entire function w.r.t. u u u.
ξ ξ ξ,u u u−x x x is rapidly decreasing w.r.t. x x x∈V with the growth order e −c K |x x x| 2 . Hence,
Since the complex differentiation ∂ u i does not suffer the convergence, we see that this is holomorphic w.r.t. u u u. ✷
ξ ξ ξK,ξ ξ ξ + 1 i ξ ξ ξ,u u u . But this is not :
ξ ξ ξ,u u u * : K . It is very easy to make a confusion. We have in fact
Summing up to eliminate the terms involving J, we see
Thus, we see that Proposition 2.6 In a V -class expression, δ (V ) * (u u u) anti-commutes with every generator i.e.
Proof The proof is given also by using (12) and the integration by parts. For the second identity δ
ξ ξ ξ,u u u * , and hence
, the changing variables in the integration gives the result. ✷ Adjoint actions. On the other hand, it is easy to see that in every * K -product
It follows e ad(
Ad(e
a a a,u u u * ) gives a * -isomorphism, we have (26) :
a a a,u u u * * p * (u u u) * e A * -delta function δ (V ) * (u u u) of full variables has a peculiar property. The first equality of (27) gives that
On the other hand, since δ (V ) * (u u u) anti-commutes with generators, f t (u u u) satisfies the evolution equation
, the nature of those are very different. As it will be seen below, :δ
,ǧ(η η η) be their Fourier transforms, and suppose the convolution product is welldefined as a tempered distributionf
Then as V is assumed JV =V , the twisted convolution productf * Jǧ (ζ ζ ζ) (cf., (8)) is also welldefined. We denote
Hence we have
ξ ξ ξ,a a a and
ζ ζ ζJ,ξ ξ ξ e
by setting
By (30), we have a remarkable formula
In particular, we have
This is obtained also by another direct calculation as follows:
By the exponential law and (12), we have :δ
ξ ξ ξJ, η η η :e 1 i ξ ξ ξ+η η η, u u u *
ξ ξ ξJ, ζ ζ ζ−ξ ξ ξ e 
Noting that ζ ζ ζJ, ξ ξ ξ = − ζ ζ ζ, ξ ξ ξJ , we have
By the same reasoning as in Theorem 2.1 and by setting
, we have
Noting that
and J 1 iK J is positive definite as JV =V , we have by (31) that
For a fixed V , we define V k by V k =V ∩ {sũ k +tṽ k ; (s, t) ∈ C 2 } and by d − V k we denote the volume form on V k divided by 2π . Define as follows and note that this is not a hybrid * -delta function but a partial * -delta function:
In the next section, we see that every δ * (ũ i ,ṽ i ) is on a compact one parameter subgroup of a * -exponential function of a quadratic form. Moreover, Theorem 3.1 in § 3.1.1 below shows that 1 2 δ * (k) is one of ±ε 00 (k), ±iε 00 (k).
Star-exponential functions of quadratic forms
In the previous section we have treated elements obtained by the integrations of * -exponential functions of linear forms. In this section, we give some interesting relations between these elements and the * -exponential functions of quadratic forms.
Let H= m k=1
1 i
x kỹk . Then, by (23), we have
where
(a * b+b * a). We denote H * = m k=1
The * -exponential functions of "halfvariables" can be managed by the method mentioned in the previous sections, but e itH δ * (u u u−x x x)d − x x x does not form a group. The * -exponential functions of quadratic forms of full variables are defined by the real analytic solutions of evolution equations (11) . Indeed, this was the main tool in the previous notes [12] , [13] .
Summary of blurred Lie groups
The space of quadratic forms is isomorphic to the Lie algebra of Sp(m, C), i.e.
as Lie algebras under the commutator bracket product. Let E 2m ={ ξ ξ ξ, u u u ; ξ ξ ξ∈C 2m }. For every quadratic form u u uA, u u u * ) is welldefined as a linear mapping independent of expression parameters:
It is easy to see that ad( u u u(
For every α∈sp(m, C), the K-ordered expression of the * -exponential function is given as follows: (35) :
where κ=JK. As (35) has double branched singular points in generic K, we have to use two sheets by setting slits in the complex plane to treat :e tH * * : K univalent way. Because of these singularities, * -products of these * -exponential functions of quadratic forms are defined only for some open subsets depending on expression parameters. Thus, expression parameters may be viewed as "local coordinate system" for that object, and intertwiners are "changing coordinate". However in general intertwiners applied to * -exponential functions do not satisfy the cocycle conditions. Hence :e t i u u u(αJ),u u u * * : K do not form a group, but by considering generic K all together, these generate an object Sp C (m), called the blurred Lie group which looks like a double covering group of Sp(m, C) which is known to be simply connected.
In spite of this, Sp C (m) can contain several genuine groups, when intertwiners on the object G satisfies the cocycle conditions. Some of them are given in [12] . Here we give another comment which may be used later. , then the joint object (:U 1 : K 1 , :U 2 : K 2 ) gives a a point set picture to the object G.
Note that J∈sp(m, C) and also J∈Sp(m, C)={g ∈ GL(2m, C); gJ t g=J}. For every g∈Sp(m, C), J = gJg −1 is both an element of Lie algebra and a group element satisfying
Setting α =J in (35) and noting αJ = gJg
we have in [12] in generic K-ordered expression that : K is rapidly decreasing along lines parallel to the pure imaginary axis of the growth order e −|t| m , where 2m = n.
Polar elements
For any fixed g∈Sp(m, C), the behavior of * -exponential function e u u ug,u u ug * * : K also looks to be a focal point. 
The sign of √ det K is determined by the sheet on which the end point of the path [0∼π] is sitting.
At a first glance, as Sp(m, C) is connected, this looks to be determined without ± ambiguity. Note however that for every g∈Sp(m, C) there is an opposite k∈Sp(m, C) such that − u u ug, u u ug * = u u uk, u u uk * . This is shown for instance
Thus , C) , the sign changes discontinuously at some g. In fact, the sign depends on the path e u u ug,u u ug * * : K has a singular point. One can make a detour of a singular point by a slight change of path, but a double branched singular point forces to change the sheets.
For every k, ε 00 (k)=e
is called a polar element. It is interesting that polar element ε 00 (k) behaves just like a scalar, but it behaves various ways. Sometimes, it behaves as if it were −1, and sometimes it looks as if i depending on K. We call such elements q-scalars. But, to treat this as a univalent element, we have to distinguish more strictly, or it is better to treat ε 00 (k) as two-valued elements. Although the additive structure is difficult to control, the multiplicative structure is treated within such a multi-valued structure by calculations such as √ a √ b= √ ab. Polar elements are obtained also by the formula (42) in the case m=1 at t = ± π 2 . Set t = πi, 
By the bumping identity we have already seen in the previous note remarkable properties of polar elements:
δ klṽ l * ε 00 (k), (k = 1∼m). On the other hand, Proposition 2.6 shows that in a V -class expression δ * (u u u) anti-commutes with every generator. Now, comparing with the K-ordered expression in Theorem 2.1 of δ * (u u u), we see u u ug,u u ug * * =1. We define the total polar element by ε 00 (L)=ε 00 (1) * ε 00 (2) * · · · * ε 00 (m).
In the case m = 1, setting g = a b c d
∈ SL(2, C), the quadratic form u u ug, u u ug * is
In particular this covers the quadratic forms given by the Lie algebra su(2) of SU(2). Let su 1 (2) be the space of all traceless skew-hermitian matrices with determinant 1. Thus by identifying su 1 (2)J with a space of bilinear forms, we set
Then we easily see
where ξ, η are real variables. If ρ= ± 1, we set
Denote by S ′ the subset
To control the sign ambiguity of (36), we have to prepare two sheets and have to fix slits. However, note that the way of setting slits is not unique. Let us consider the case m=1 and a quadratic form 2ũ •ṽ by setting g=
. We take a general expression parameter K= 
Some special classes of expression parameters
As ε 2 00 = ± 1, polar elements have double valued nature, but ε 00 is contained in various one parameter subgroups. Moreover as the periodicity depends also on the expression parameter, polar elements must be considered together with that one parameter subgroup. If ε 00 is given as e : K ′ =1.
A special class K re
We found in [12] there is a special class K re of expression parameters: (ũ 2 −ṽ 2 ) * such that e 2 i = ε 00 . Furthermore, we see e 1 * e 2 = e 3 in the K re -ordered expression.
Generally, adjoint relations of quadratic forms give the following master relations (cf. [13] ) for elements of square roots of the polar element. 
By this master relation, we have in general (43)
e i * e j = e −1 j * e i = ε 00 * e j * e i .
By the identity e 3 = e 1 * e 2 , we have e 2 * e 3 = e 2 * e 1 * e 2 = e 2 * e −1
2 * e 1 = e 1 .
Similarly, e 3 * e 1 = e 3 * e 2 * e 3 = e 3 * e −1
3 * e 2 = e 2 . The bumping identity gives the interesting commutation relations:
u * e 1 = − ie 1 * ũ,ũ * e 2 =−e 2 * ṽ,ũ * e 3 =ie 3 * ṽ, v * e 1 =ie 1 * ṽ,ṽ * e 2 =e 2 * ũ,ṽ * e 3 =ie 3 * ũ. (1−ε 00 ) exist such that
The subalgebra 1 2 (1−ε 00 ) * A is naturally isomorphic to the complexification C⊗H of the quaternion field H such that by denoting1 = (1−ε 00 ) * e i : ε 00 = 1 2 (1−ε 00 ) * ε 00 = −1,ê
On the other hand, the subalgebra
(1+ε 00 ) * A is the group ring over C of the Klein's four group. Obviously, 1 2 (1−ε 00 ) * A and 1 2 (1+ε 00 ) * A are not isomorphic.
Viewing ε 00 as the representative of ε 00 (k), we define for each k square roots e 1 (k), e 2 (k), e 3 (k) of ε 00 (k), and denote by A(k) the algebra generated by ε 00 (k), e 1 (k), e 2 (k), e 3 (k). Then 
Another special class K s
On the other hand, we have shown in [11] the following: Proposition 3.3 There is a small class K s (called another special class) of expression parameters such that polar elements ε 00 (1), ε 00 (2), · · · , ε 00 (m) given by ε 00 (k)=e πi i ũ k •ṽ k * form a Clifford algebra C(m) of m generators such that ε 00 (k) 2 = − 1 for every k.
The shape of matrices in K s is given mainly as follows:
This is an expression parameter such that Re(iK s ) is negative definite.
The proof of Proposition 3.3 is based on the fact that :e it i (u k • v k +u ℓ • v ℓ ) * * Ks has singular points on the open intervals (0, π) and (π, 2π), but no other singular point in
For simplicity of notations we denote in what follows ε 00 (k) in the special class expression K s by ε k , i.e. :ε k : Ks =:ε 00 (k): Ks . The next formula is easy to see e t(ε k cos θ+ε ℓ sin θ) * = cos t+(ε k cos θ+ε ℓ sin θ) sin t.
That is, ε k , ε ℓ are "infinitesimal operators", although these are * -exponentiated elements. Proposition 3.4 A system of polar elements {ε 1 , ε 2 , · · · , ε m } forms a Clifford algebra in a K sordered expression such that ε i * ε j +ε j * ε i = − 2δ ij . If m=2d then
In the later section, we will show that a Grassmann algebra of m generators appears more naturally by making a vacuum representation.
Remark 1
In the previous subsection we have shown the relation that the polar element ε k defined above is one of ±2
However, note this is a very anomalous phenomenon. In spite that the commutativity δ * (ũ k ,ṽ k ) * δ * (ũ l ,ṽ l )=δ * (ũ l ,ṽ l ) * δ * (ũ k ,ṽ k ) is easily checked in a H + (R n )-class expression, Proposition 3.3 insists that ε k * ε l =−ε l * ε k . Indeed, a polar element ε k should be defined together with path in a * -exponential function from the origin. The equality above means only the endpoint of the path is one of ±2
In this sense, polar elements are not elements of Hol(C 2m ), but elements of a certain space which is one step up the degree of fine identifications. This does not seem to be a simple homotopical phenomena.
A class K im
Note now that all ε k in this subsection is defined by e In this expression, the polar element ε 00 splits into three cases:
Note The replacement (u, v) → (e (ũ 2 +ṽ 2 ) * , these do not generate an associative algebra. However, such phenomena suggest only that one can not use e 1 , e 2 , e 3 as elements of binary operations. In the next note, we will show that certain compositions of elements form an associative algebra. It is interesting that this has certain similarity to the so called "quark confinement".
Note So far, K was called an expression parameter and it was treated as a supplemental parameter to express the true nature of elements. However, the observation for the polar elements in this section shows that expression parameters represent certain essential nature of elements. Here we note that K s ∩ K re =∅, K im ∩ K re =∅. In the next section, we give another notion of elements which depend essentially on the expression parameters.
Vacuums, pseudo-vacuums
As it is mentioned in the preface, there is no mathematical definition of "vacuum", but this is a kind of target to which one makes actions to create the "space-time" or the "configuration space".
Recall first several properties of the * -exponential function e zH * * , H * = m k=1
(a) In generic ordered expression, one may suppose that there is no singular point on the real line. e zH * * is 4π periodic w.r.t.t, i.e. :e (z+4πi)H * * : K = :e zH * * : K . More precisely, the periodicity depends on the real part of z. In the case m=1, there is an interval [a, b] , called the exchanging interval in [13] such that e i , we see the following: In generic ordered expressions such that there is no singular point on the real axis, but the limit exist : K =0, without sign ambiguity by requesting that this is in the same sheet as the starting point t = 0. The idempotent properties of ̟ 00 and ̟ 00 follows immediately, but the product ̟ 00 * ̟ 00 is not defined. We call ̟ 00 and ̟ 00 vacuum and bar-vacuum respectively. Now compare (44) with the formula (19) in the case m=1.
is welldefined, but the K-ordered expression in (19) has a sign ambiguity.
On the other hand, :̟ 00 : K is defined without sign ambiguity. We see that the ± sign of δ are called the partial vacuum and the partial bar-vacuum respectively. As they are given by lim t , the exponential law gives the idempotent property ̟ 00 (k) * ̟ 00 (k)=̟ 00 (k), ̟ 00 (k) * ̟ 00 (k)=̟ 00 (k). In these definitions, the * -product ̟ 00 (k) * ̟ 00 (k) is not fixed depending on s+t. We call ̟(L)=̟ 00 (1) * ̟ 00 (2) * · · · * ̟ 00 (m) a standard vacuum, where ̟ 00 (k)= lim t→−∞ e
, but to fix this without sign ambiguity, we have the mention about the path to t → −∞ so that the path does not change sheets, which is always possible, but we can select the another sheet to obtain − ̟(L). Such a selection rule does not suffer the definition of vacuums. As 
In the case ̟(L), the regular representation space w.
. This is obviously ordinary commutative space of functions f (ũ u u). The detail will be mentioned in § 5. Here we give only a several comments.
Extending C-linearly the natural mapping ι(ũ u u)=ṽ v v, we obtain a nondegenerate bilinear form
We call this the Frobenius algebra w.r.
t. ̟(L). (See Wikipedia for a quick view of Frobenius algebra.)
Although K-ordered expressions may have sign ambiguity, * -products of vacuums are defined without ambiguity. Namely under V -class expressions, the family of elements δ ; (x x x,ỹ y y) ∈ V } associatively closed under the * -product and every element is an idempotent element. By Theorem 2.1 together with changing variables gives the product formula:
where (ỹ y y−ỹ y y
Denote by {ỹ y yx x x} * =δ (V ) * (ṽ v v−ỹ y y) * δ (V ) * (ũ u u−x x x) for simplicity and call it the field of vacuums. Hence (46) is the product formula of fields of vacuums.
Proof The associativity follows by the direct calculation. It is enough to show the product formula. By definition, we have 
This becomes
. This is supported only atξ ξ ξ=(ỹ y y−ỹ y y ′ )J. Hence
Plugging this into the integral, we obtain (46). ✷
The product formulas (46) are rewritten as {ỹ y yx x x} * * {ỹ y y
{ỹ y yx x x} * * {ỹ y y ′x x x ′ } * * {ỹ y y ′′x x x} * =C y,y ′ ,y ′′ {ỹ y yx x x} * , C y,y ′ ,y ′′ = 1.
It is easy to see that (ṽ i −ỹ i ) * {ỹ y yx x x} * =0={ỹ y yx x x} * (ũ j −x j ), {ỹ y yx x x} * * f (V ) * (ũ u u) * {ỹ y yx x x} * =f (x x x){ỹ y yx x x} * . Settingỹ y y=φ φ φ(x x x) for a smooth mapping, {φ φ φ(x x x)x x x} * will be called a field of vacuums on V ∩ C m .
Setting C[ũ u u] * {φ φ φ(x x x)x x x} * as the regular representation space,ũ i * is represented as the multiplication operator, and 1 i ṽ i * does as the differential operator
This is often denoted by the notation of covariant differentiation
Recall the definition of * -delta functions (20) of full variables. The next formula gives a relation between δ (V ) * (u u u−x x x) and "half-variable" * -delta functions.
η ηJ byξ ξ ξ ′ , we see In particular, δ (V ) * (u u u) * {00} * =2 m {00} * . Several interesting properties will be given in the next section.
On the other hand, if |Re s| is sufficiently large, then e In fact, we have no need to take the limit. Cauchy's integral theorem gives
The product ̟ 00 * ̟ 00 can not be defined directly by the definition, but the product
can be defined always to give 0, for by using
, and
, the change of variables gives
Thus, we have Proposition 4.4 For every polynomial p(u, v), ̟ 00 * p * (ũ,ṽ) * ̟ 00 =0=̟ 00 * p(ũ,ṽ) * ̟ 00 in generic ordered expression.
Note The next identities are easy to see
Hence in order to keep the associativity (̟ 00 *
̟ 00 * ̟ 00 = 0. To avoid such a strange phenomenon, we have to indicate how an element has been defined.
Clifford vacuum
Recall Propositions 3.3 and 3.4. Note that as ε
Note next that
Proposition 4.5 In generic ordered expression,
We set now
The next formulas are easy to see
Hence, {1, ξ k , η k } generates 2×2 matrix algebra M 2 (C). As ε k * ε ℓ =−ε ℓ * ε k for k =ℓ, we see in general
Hence ξ 1 , · · · , ξ m (resp. η 1 , · · · , η m ) form a Grassmann algebra m (ξ ξ ξ) (resp. m (η η η)). Grassmann algebra is called often a "super commutative" algebra. Now setting ̟(∧)= ̟(L), we call ̟(∧) the Clifford vacuum.
The regular representation space is spanned by the space of all differential forms f α (ũ u u)ξ α * ̟(∧), where ξ α =ξ i 1 ∧ξ i 2 ∧ · · · ∧ξ ip using notations of Grassmann algebra. By this representation, the computations on Clifford algebra is translated into the calculus on the Grassmann algebra. Note that
It is easy to see
Hence, the regular representation space has a natural nondegenerate bilinear from over C, by which we obtain a Frobenius algebra structure. But the commutation relations withũ j variables are a little complicated. In a K s -ordered expression
Hence, it is difficult to fix the formula of the exterior differentiation. Note however that
Sinceũ k * ̟ 00 (k) * ṽ k * ̟(∧)=0, these two are canonical conjugate in a sense. Then, one may use 1 2ũ
The regular representation space is spanned by elements such as
Thus, the exterior differential is defined by
On this space, the computational rule is the same to those of differential forms. As x k = 1 2ũ 2 k and this looks "positive" in a sense, the algebra generated by (x 1 , · · · , x m , y 1 , · · · , y m ) is not isomorphic to the original Weyl algebra, but it looks to be the algebra of m copies of upper half planes. :e (s+it)(
Pseudo-vacuums
This is independent of s whenever a<s<b and ( Important remark ε 00 satisfies ε 00 * ε 00 =1 in K re -expression, while ε 00 * ̟(L)=i ̟(L). This may sound contradiction, but recall the definition of the product e
ũ •ṽ * * F . This is defined as the solution of evolution equation
Note that the property :ε 2 00 : Kre =1 is the property of the solution with the initial data 1. e
is alternating 2πi-periodic in generic ordered expressions, for the vacuum is very far from origin 1.
It should be noted that the identity e
holds only for z is pure imaginary or for a small real part.
In the case m>1 we define
Hence the regular representation space w.r.t.
c.. Moreover, repeated use of the bumping identity gives the following:
Proof It is enough to show that ̟ * (0) * ũ * ̟ * (0)=0=̟ * (0) * ṽ * ̟ * (0) in the case m = 1. Note that the bumping identity and the exponential law give The similar computation gives the second one. ✷ In particular, we have
where (a) p =a(a+1) · · · (a+p−1), all others are 0. Hence by defining an involution 
Note also that
̟ 00 * ̟ 00 =̟ 00 ,ũ * ̟ 00 =0=̟ 00 * ṽ, (ũ
Since (ũ * ṽ) * ̟ * (0)=− i 2 ̟ * (0), if the associativity is expected, then one may set
However note that the double integral 
which is (54) only in the case that the exchanging interval is [a, ∞).
We think this might be the true nature of the formula of the productũ • * ̟ * (0) depending on the expression parameter.
Anyhow, by settingũ
• * ̟ * (0)=α 0ṽ * ̟ * (0), we compute
The bumping identity and the argument about the exchanging interval give
Repeating these we have the next result:
Lemma 4.2 Depending on the expression parameter K ∈ K 0 , there are constants α n =0 such that
Thus the regular representation space is the linear space C[ũ • ,ũ], which is linearly isomorphic to the Laurent polynomial space C[z −1 , z]. However, the space C[ũ • ,ũ] is not closed under the * -product. This generates an algebra A which is the direct sum of the Laurent polynomial space and the space of matrices:
This is singular at a point y=0, ρ+c ′ x=0, cot t=x(1+(c ′ ) 2 ). Hence under the K ′ -ordered expression, there is only one singular point (cot t, x, y, ρ)=(0, 0, 0, 0). As we use only K ′ -ordered expression, we need not care about cocycle conditions, and this expressions determine a point set D 4 . We easily see that the following: Lemma 4.3 There is only one singular point at (cos t, x, y, ρ)=(0, 0, 0, 0) in the unit 4-disk
Note that γ=(cos t, x, y, ρ) such that cos 2 t+ sin 2 t(x 2 +y 2 +ρ 2 ) = 1 corresponds to the element (2) and :SU(2): K ′ forms a group under the * K ′ -product. Thus, one may identify the boundary ∂D 4 with the group SU(2). Letting dm γ be the standard invariant measure on SU(2)=S 3 , we set
:
and call Ω * the SU(2)-vacuum, although this is a collection of expressed elements. Obviously, (1+ε 00 )A defined in Theorem 3.2 where ι(ε 00 ) may be treated as 1. It is enough to prove ι(Ω * ) = 0.
For every fixed g, h∈S ′ , consider a mapping C : ∂D → V ×V SU (2) as in the l.h.s.figure. Note that C extends to a holomorphic mappingC : D → V ×V SU (2) . By Cauchy's integral theorem we see ι(γ(g))= π 0 ι(γ * (t, g) does not depend on g. Setting g=1, we have
. This is non vanishing by the same reasoning as in Proposition 4.6. Now, note that SU(2)/S 1 =S 2 , then integrating by the standard volume form dm(S 2 ) on S 2 gives
In a sense, Ω * is the group SU(2) itself, just as the invariant 3-form on SU(2). ✷ Note that e tQ * (ũ,ṽ) * * Ω * =Ω * holds only for t ∈ R. Note also that the space of quadratic forms is given as sl(2, C)J and sl(2, C)=su(2)⊕h(2) where h(2) is the space of all traceless hermitian matrices. The space h(2)J forms a Lie algebra under a new bracket product [|X, Y |]=i[iX, iY ] * . But this is isomorphic to su(2)J and hence h(2)J may be regarded as the Lie algebra of SU(2). Now, it is a problem how the regular representation space w.r.t. Ω * should be defined. One may think that this must contain the enveloping algebra of h(2)J under the * -product, that is, (h(2)J) n * * Ω * are contained. But this refuses i in the constant term, for i(h(2)J)=su(2)J. Hence it is difficult to make an infinite dimensional algebra under the computation of modulo su(2)J.
On the other hand {1, i,ũ, iũ,ṽ, iṽ, h(2)J} is a Lie algebra over R under the new bracket product [|X, Y |], and there are Lie subalgebras
These are mutually isomorphic under suitable linear change of generators, and their enveloping algebras are infinite dimensional. In general, every closed one-parameter subgroup T s of SU (2) causes a rotation on a 2-dimensional R linear subspace
The R-linear subspaces where the rotations occurs by
The next one is proved by direct calculations:
Proposition 4.9 E 0 forms a Lie subalgebra under the bracket product [|X, Y |]. Furthermore, E 0 has a Lorentz bilinear form
which is adjoint invariant:
In particular, E 0 is a Minkowski space.
It is not hard to see that the Lie group G with the Lie algebra (E 0 , [| , |]) is obtained by giving a group structure on the space E 0 . Note that E 0 is not invariant under the Lorentz group SO(1, 3).
As it is naturally expected, E ± are also Minkowski spaces, and these three {E 0 , E + , E − } jointly define the standard Minkowski metric on R 1+3 such that the positive cone V + in R 1+3 is the subset
of all hermitian matrices R⊕h(2). The Lorentz group SO(1, 3) acts only on such a joint object. This gives a big change of the role of the Lorentz group SO(1, 3) and gives an entrance key to the relativistic quantum theory in physics. These will be discussed in the next note.
Pseudo-differential operators as vacuum representations
Before entering into the field theory, we have to make it clear what the infinite dimensional regular representation space by a vacuum makes a configuration space. In this subsection we set V =R 2m
for simplicity, and we show that ordinary pseudo-differential operators are obtained by the vacuum representation of a certain µ-regulated algebra. 
This may be regarded as the * -function field defined by f ∈ C ∞ 0 (R m ). The inverse correspondence is obtained by taking the Weyl ordered expression of the r.h.s. and replacingũ u u by 0.
Let h(x x x,ỹ y y ′ ) be a smooth function w.r.t.x x x and a tempered distribution w.r.t.ỹ y y ′ on R 2m , we define hybrid * -function, h * (x x x,ṽ v v) by
Consider the operator f * (ũ u u+x x x) * {φ φ φ(x x x)x x x} * → h * (x x x,ṽ v v) * f * (ũ u u+x x x) * {φ φ φ(x x x)x x x} * .
Note that
Following Proposition 2.5, we would like to write the above in the form
and to take out P (h, f )(x+x ′ )-part. For that purpose, rewrite {ỹ y y ′x x x ′ } * * {φ φ φ(x x x)x x x} * as follows Now, note that the * -variableṽ v v does not contained in the integral. By Proposition 2.5, we take its Weyl ordered expression. Since :δ * (ũ u u−x x x ′ +η η ηJ): 0 =δ(ũ u u−x x x ′ +η η ηJ) and this is supported only at η η η=(ũ u u−x x x ′ )J, we replaceη η η in the integral by (ũ u u−x x x ′ )J. Then puttingũ u u=0, we have h * (x x x,ṽ v v) * f * (ũ u u+x x x) * {φ φ φ(x x x)x x x} * = h(x x x,ỹ y y ′ )f (x x x+x x x ′ )e Ifφ φ φ(x x x)=0, the operator in the big parentheses may be regarded as the pseudo-differential operator of Hörmander. The product formula is given by ΨDO-product formula. In general,φ φ φ(x x x) is regarded as the electromagnetic potential. Note also that the variables of configuration space play only parameters. In contrast, these play essential role in pseudo-differential operators of Weyl type mentioned below.
Setting u u u=(ũ u u,ṽ v v), x x x=(x x x,ỹ y y), and using the correspondence f * (ũ u u)= f (x x x)δ * (ũ u u−x x x), h * (u u u)= h(x x x)δ * (u u u−x x x)d − x x x, we consider the operator h * (u u u) * f * (ũ u u) * {00} * = h(x x x)f (x x x ′ )δ * (u u u−x x x) * δ * (ũ u u−x x x ′ )d −x x xd −ỹ y yd −x x x ′ * {00} * .
But we want to rewrite this in the form P (h, f )(x x x")δ * (ũ u u−x x x") * {00} * . Note that by Proposition 2.1 we have δ * (u u u−x x x) * δ * (ũ u u−x x x ′ )= e One may extend this to make the vacuum representations of symplectic transformations of positively homogeneous of degree 1 which is near the identity. This is called a Fourier integral operator.
Here we only mention what is symplectic transformations of positively homogeneous of degree 1. Regard R m ×(R m \{0}) as the cotangent bundle T * R m \{0} with removed 0-section. A symplectic diffeomorphism ϕ=(ϕ 1 , ϕ 2 ) : T * R m \{0} → T * R m \{0} is of positively homogeneous of degree 1, if it satisfies ϕ 1 (x x x, rỹ y y)=ϕ 1 (x x x,ỹ y y), ϕ 2 (x x x, rỹ y y)=rϕ 2 (x x x, rỹ y y), r > 0.
Therefore, this method cannot be applied to the vacuum representations of * -exponential functions of quadratic forms. As it will be seen in the next section, such an equation appears in Schrödinger equation of harmonic oscillators. However, as it is wellknown, Schrödinger equations are not invariant under the Lorentz group. To obtain Lorentz invariance, we have to use the "square root" of the Hamiltonian by loosing the locality of the operator, but such a non-local operator of degree 1 can be treated by Fourier integral operators. Since this is a very difficult problem in general, we restrict our attention to the case H * is a quadratic form 1 i ũ u ug,ũ u ug , g ∈ Sp(m, C) so that e itH * * has a periodical property. In this case, we consider the eigenvalue problem first iH * * f n (ũ u u) * ̟(L)=λ n f n (ũ u u) * ̟(L).
If H * is fixed, then this belongs to the ordinary representation theory of a compact group S 1 , the eigenvectors {f n (ũ u u), n=0, 1, 2, · · · } form an orthonormal system to make a Hilbert space. The initial value problem is solved by making the initial function by a linear combination of eigenvectors {f n (ũ u u)}.
Here we have to care about the two possible cases where e itH * * is alternating π-periodic and π-periodic. Set e itH * * * ̟(L)=φ t (ũ u u) * ̟(L), and according to the periodicity, we define elements Φ + (ũ u u) * ̟(L)= 1 2π Recall the argument in § 3.1.1,(38) and take the opposite quadratic form. The next Theorem shows that it is difficult to make a group of Fourier integral operators on R 4 which extends the group SU(2). Proof Suppose there is a Hilbert space on which e
is represented for all (a, b, c) such that ab−c 2 =1. Then, the argument above shows that ε 00 (k) 2 is represented by i ℓ by some integer ℓ. As the space ab−c 2 =1 is connected this must be fixed throughout the space ab−c 2 =1. Since there is a case that ε 00 (k) 2 = − 1, i ℓ must be −1. However, the existence of opposite quadratic forms gives a contradiction by the same argument as in § 3.1.1. ✷ Note As it is mentioned in [12] , e
, generate a group-like object which looks a "double cover" of SL(2, C) and this contains the "double cover" of SU (2) . Therefore, if an expression parameter K is fixed, these objects cannot form genuine groups and they must contain some singular points. Theorem 6.1 shows such singular points are not removable by the vacuum representation.
To overcome the difficulty, we have to use the SU(2)-vacuum, but we have to restrict the expression parameters.
