Abstract. Let X be either the hyperbolic space H n or the unit sphere S n , and let Ξ be the set of all k-dimensional totally geodesic submanifolds of X, 1 ≤ k ≤ n − 1. For x ∈ X and ξ ∈ Ξ, the totally geodesic Radon transform f (x) →f (ξ) is studied. By averagingf (ξ) over all ξ at a distance θ from x, and applying Riemann-Liouville fractional differentiation in θ, S. Helgason has recovered f (x). We show that in the hyperbolic case this method blows up if f does not decrease sufficiently fast. The situation can be saved if one employs Marchaud's fractional derivatives instead of the Riemann-Liouville ones. New inversion formulas forf (ξ), f ∈ L p (X), are obtained.
Introduction
Following [6, where d(·, ·) designates a geodesic distance, and dµ(x) and dm(ξ) are the relevant normalized measures. For θ = 0 operators (1.1) coincide with the Radon transform f (ξ) and its dualφ(x). Helgason ([5] , [6, p. 97] ) has proved the following formulae:
, σ k is the area of the unit sphere S k ⊂ R k+1 .
Question. Are (1.2) and (
For (1.3) the answer is "yes" [9] provided that all derivatives are understood in the L p -norm or in the a.e. sense. In the noncompact case (1.2) the answer is in general "no" by the following reason. It is known [3] that for f ∈ L p (H n ),f (ξ) exists for almost all ξ ∈ Ξ if and only if
The point is that the integral in (1.2) can be divergent even iff is well defined.
In the present article we suggest "regularized versions" of (1.2) which work well for all f ∈ L p (H n ) where p obeys (1.4). Our method relies on implementation of Marchaud's fractional derivatives. In particular, for k = 1 the following simple inversion formulae hold.
where the limit is understood in the L p -norm and in the a.e. sense. 
where the limit is understood in the L p -norm and in the a.e. sense.
Analogous formulae for k > 1 envolve finite differences of higher orders and/or derivatives which must be understood in a certain L q -norm or in the a.e. sense (see Theorems 2.2, 2.4, and 3.3 below, and also [9, Section 4.2]). These formulae are inevitably more cumbersome in accordance with the general theory of fractional integrals [8] .
Historical remark. Apart from (1.2) and (
∨ , in which k is even, f is smooth, and P k/2 (∆) is a polynomial of the Laplace-Beltrami operator ∆. This formula was extended to all k by Berenstein and Casadio Tarabusi (for X = H n ) in [1] and by the author (for X = S n , H n ) in [9, 10] , using different approaches. Investigation of Radon transforms on L p -spaces was initiated by Oberlin and Stein [7] , and Strichartz [12] . For f ∈ L p ,f can be inverted explicitly by making use of continuous wavelet transforms and the convolution-backprojection method [2, 3, 9, 11] . Applicability of (1.2) to f ∈ L p was not studied before. We complete this gap below. References to the relevant important works by S. Gindikin, E. Grinberg, S. Ishikawa, T. Kakehi, A. Kurusa, E.T. Quinto and others can be found in [2, 3, 6, 9, 10, 11] .
Inversion formulae of the Marchaud type

The case X = H
n . We start with the following equality:
which is due to Helgason [5, 6] in the smooth set-up. Here
From this point our argument becomes different. The first question is whether (2.1) is true for generic f ∈ L p . By setting u = cosh θ, v = cosh θ cosh r, we write (2.1) as
The left-hand side of (2.3) represents a hyperbolic convolution of the form
λ if a > 0 and 0 otherwise). By Young's inequality
The left-hand side of (2.3) (written as (2.4)) is a linear bounded operator from L
. This condition agrees with (1.4). Thus for all f ∈ L p with p in the maximal range 1 ≤ p < (n − 1)/(k − 1), the left-hand side of (2.3) is finite for all u > 0 and almost all x. This justifies all operations having been used in [5, 6] for derivation of (2.1).
In order to recover f we write (2.3) in the form
where
α−1 dv denotes the Weyl fractional integral of order α. A simple calculation yields
and by (2.5), for 1 ≤ p ≤ ∞,
The condition
is necessary for the existence of (2. (as in [5, 6] ) may lead to divergent integrals. In order to avoid unnatural restrictions on k, p and n, we invert (2.6) with the aid of Marchaud's fractional derivative as follows (cf. [8, p. 157] ). Let α = k/2. Given a positive integer > α, we denote (cf. [8, p. 157 
The (right-sided) Marchaud fractional derivative of ψ of order α is defined by
−,ε ψ. Due to normalization, this limit is independent of the choice of > α (see, e.g., [8] 
or the proof of Theorem 2.2 below). The fact that
−u (in the general case this fact can be proved, e.g., by applying the Fourier transform). 
Theorem 2.2. Let
The right-hand side of (2.12) exactly represents Marchaud's fractional derivative of ψ x (u) (see (2.6)) evaluated for u = 1.
+ , and therefore
It is known [8, Lemma 10 .17] that
Owing to (2.7), (2.13) yields
and application of Theorem 2.3 (on approximate identity) from [2] gives the required result.
Theorem A is a particular case of Theorem 2.2 for k = 1.
2.2.
The case X = S n . In this case an analog of (2.6) reads
with the left-sided (!) fractional integral (I
x · y = x 1 y 1 + . . . + x n+1 y n+1 . Now we proceed as in Section 2.1 with the following changes: we extend both sides of (2.14) to u < 0 by zero, and then apply the "left-sided" Marchaud's fractional derivative
By making use of approximation to the identity (see [11, Lemma 2.2] or [9, Lemma 2.9]) we get the following analog of Theorem 2.2. 
