We study a class of backtests for forecast distributions in which the test statistic is a spectral transformation that weights exceedance events by a function of the modeled probability level. The choice of the kernel function makes explicit the user's priorities for model performance. The class of spectral backtests includes tests of unconditional coverage and tests of conditional coverage. We show how the class embeds a wide variety of backtests in the existing literature, and propose novel variants as well. In an empirical application, we backtest forecast distributions for the overnight P&L of ten bank trading portfolios. For some portfolios, test results depend materially on the choice of kernel.
Introduction
In many forecasting exercises, fitting some range of quantiles of the forecast distribution may be prioritized in model design and calibration. In risk management applications, which motivate this study, accuracy near the median of the distribution or in the "good tail" of high profits is generally much less important than accuracy in the "bad tail" of large losses. Even within the region of primary interest, preferences may be nonmonotonic in probabilities. For example, the modeller may care a great deal about assessing the magnitude of once-in-adecade market disruptions, but care much less about quantiles in the extreme tail that are consequent to unsurvivable cataclysmic events. In this paper, we study a class of backtests for forecast distributions in which the test statistic weights exceedance events by a function of the modeled probability level. The choice of the kernel function makes explicit the priorities for model performance. The backtest statistic and its asymptotic distribution are analytically tractable for a very large family of kernel functions.
Our approach unifies a wide variety of existing approaches to backtesting. In the area of risk management, the time-honored test statistic (dating back to Kupiec, 1995) is simply a count of "VaR exceedances," i.e., indicator variables equal to one whenever the realized trading loss is in excess of the day-ahead value-at-risk (VaR) forecast. In our framework, this corresponds to a Dirac delta kernel function concentrated at the target VaR level. At the other extreme, the tests applied in Diebold et al. (1998) represent a special case in which weights are uniform across all probability levels. The likelihood-ratio test of Berkowitz (2001) represents an intermediate case of a kernel truncated to tail probabilities. The class of spectral backtests encompasses discrete kernels, which selectively weight forecasts at a discrete set of probability levels, as well as continuous kernels, which apply positive weight throughout an interval of levels. Perhaps of even greater importance in practice, the class allows for both tests of unconditional coverage and tests of conditional coverage.
The application of a weighting function in this paper bears some similarity to the approach of Amisano and Giacomini (2007) and Gneiting and Ranjan (2011) in the literature on comparisons of density forecasts. In both of those papers, weights are applied to a forecast scoring rule to obtain measures of forecast performance that accentuate the tails (or other regions) of the distribution. However, the measure for any one forecasting method has no absolute meaning and is designed to facilitate comparison with other methods using the general comparative testing approach proposed by Diebold and Mariano (1995) . In contrast, our tests are absolute tests of forecast quality in the spirit of Diebold et al. (1998) . While the comparative testing approach is useful for the internal refinement of the forecasting method by the forecaster, the absolute testing approach in this paper facilitates external evaluation of the forecaster's results by another agent, such as a regulator.
Our investigation is motivated in part by a major expansion in the data available to regulators for the backtesting exercise. Prior to 2013, banks in the US reported to regulators VaR exceedances at the 99% level. The new Market Risk Rule mandates that banks report for each trading day the probability associated with the realized profit-and-loss (P&L) in the prior day's forecast distribution, which is equivalent to providing the regulator with VaR exceedances at every level α ∈ [0, 1]. The expanded reporting regime allows us to assess the tradeoff between power and specificity in backtesting. If a regulator is concerned narrowly with the validation of reported VaR at level α, then a count of VaR exceedances is a sufficient statistic for a test for unconditional coverage. However, if the regulator is willing to assign positive weight to probability levels in a neighborhood of α, we can construct more powerful backtests. Furthermore, our approach is consistent with a broader view of the risk manager's mandate to forecast probabilities over a range of large losses. The formal guidance of US regulators to banks on internal model validation explicitly requires "checking the distribution of losses against other estimated percentiles" (Board of Governors of the Federal Reserve System, 2011, p. 15) .
Under the reforms mandated by the Fundamental Review of the Trading Book (Basel Committee on Bank Supervision, 2013), 99%-VaR is replaced by 97.5%-Expected Shortfall (ES) as the determinant of capital requirements. While there has been a lot of debate around the question of whether or not ES is amenable to direct backtesting (Gneiting, 2011; Acerbi and Szekely, 2014; Fissler et al., 2016) , our contribution addresses a different issue. We devise tests of the forecast distribution from which risk measures are estimated and not tests of the risk measure estimates. When ES is of primary interest it may be argued that a satisfactory forecast of the tail of the loss distribution is of even greater importance, since the risk measure depends on the whole tail.
In Section 2, we lay out the statistical setting for the risk manager's forecasting problem and the data to be collected for backtesting. The transformation that underpins the class of spectral backtests is introduced in Section 3. Spectral backtests of unconditional coverage are described in Section 4. In Section 5, we develop tests of conditional coverage based on the martingale difference property. As an application to real data, in Section 6 we backtest ten bank models for overnight P&L distributions for trading portfolios.
Theory and practice of risk measurement
We assume that a bank models P&L on a filtered probability space (Ω, F, (F t ) t∈N 0 , P) where F t represents the information available to the risk manager at time t, N 0 = N ∪ {0} and N denotes the non-zero natural numbers. For any time t ∈ N, L t is an F t -measurable random variable representing portfolio loss (i.e., negative P&L) in currency units. We denote the conditional loss distribution given information to time t − 1 by
The loss distribution cannot be assumed to be time-invariant. The distribution of returns on the underlying risk factors (e.g., equity prices, exchange rates) is time-varying, most notably due to stochastic volatility. Furthermore, F t depends on the composition of the portfolio.
Because the portfolio is rebalanced in each period, F t can evolve over time even when factor returns are iid.
For t ∈ N we can define the process (U t ) by U t = F t (L t ) using the probability integral transform (PIT). Under the assumption that the conditional loss distributions at each time point are continuous, the result of Rosenblatt (1952) implies that the process (U t ) t∈N is a sequence of iid standard uniform variables. The risk manager builds a model F t of F t based on information up to time t−1. Reported PIT-values are the corresponding rvs (P t ) obtained by setting P t = F t (L t ) for t ∈ N. If the models F t form a sequence of ideal probabilistic forecasts in the sense of Gneiting et al. (2007) , i.e., coinciding with the conditional laws F t of L t for every t, then we expect the reported PIT-values to behave like an iid sample of standard uniform variates; tests of this property are tests that the sequence of models is calibrated in probability.
Reported PIT-values contain information about VaR exceedances at any level α. To see this note that
where VaR α,t := F ← t (α) is an estimate of the α-VaR constructed at time t − 1 by calculating the generalized inverse of F t at α. Thus, we would expect well-designed tests that use reported PIT-values to be more powerful than VaR exceedance tests in detecting deficiencies in the models F t .
Our tests are agnostic with respect to the procedures and models used by the bank in forecasting. In practice, there is considerable heterogeneity in methodology. For nearly two decades, most large banks have relied primarily on some variant of historical sampling (HS), which is a nonparametric method based on re-sampling of historical risk-factor changes or returns. As HS fails to account for serial dependencies in returns due to time-varying volatility, some banks adopt filtered historical simulation (FHS) as suggested by Hull and White (1998) and Barone-Adesi et al. (1998) . In this approach, the historical risk-factor returns are normalized by their estimated volatilities, which are typically obtained by taking an exponentially-weighted moving-average of past squared returns. Banks that do not use HS or FHS typically adopt a parametric model for the joint distribution of risk-factor changes.
In our empirical application, testing for delayed response to changes in volatility is of special interest. Assuming a roughly symmetric loss distribution centered at zero, the frequent switching between positive and negative values will tend to cause PIT values to be serially uncorrelated, even when volatility is misspecified in the model. However, extreme PIT-values (i.e., near 0 or 1) will tend to beget extreme PIT-values in high volatility periods, and middling PIT-values (i.e., near 1 ⁄2) will tend to beget middling PIT-values in low volatility periods. This pattern can be inferred by examining autocorrelation in the transformed values |2P t − 1|. We will exploit this transformation in implementing tests of conditional coverage in Section 6.
There are relatively few empirical studies of bank VaR forecasting. Berkowitz and O'Brien (2002) show that VaR estimates by US banks are conservative (i.e., there are fewer exceedances than expected) and that the forecasts underperform simple time-series models applied to daily P&L. Conversative forecasts have been documented as well for Canadian banks and in a larger international sample (Pérignon and Smith, 2010) . The sensitivity of such results to sample period is revealed by O' Brien and Szerszen (2017) . In a sample of five large US banks from 2001-2014, tests of unconditional coverage reject VaR forecasts as excessively conservative for all banks in the periods of relative stability (2001-2006 and 2010-2014) . In the crisis period of 2007-2009, tests of unconditional coverage reject VaR forecasts as insufficiently conservative for all five banks, and serial independence is rejected for four of the banks. This pattern is consistent with a failure to model stochastic volatility.
Spectral transformations of PIT exceedances
The tests in this paper are based on transformations of indicator variables for PIT exceedances. The transformations take the form
where the kernel measure ν is a Lebesgue-Stieltjes measure defined on [0, 1]. The kernel is designed to apply weight to the probability levels of greatest interest, typically (in practice) in the region of the standard VaR level α = 0.99. With any Lebesgue-Stieltjes measure ν on domain [0, 1], there is an associated increasing right-continuous function G ν such that ν([0, u]) = G ν (u). It is easily seen that (2) is equivalent to the closed-form expression
which shows that W t is increasing in P t . The measure can be normalized such that G ν (1) = 1 without loss of generality, but we do not require it. To streamline the presentation, we will henceforth impose the following mild regularity condition on ν.
Assumption 1. ν({0}) = ν({1}) = 0 and G ν is differentiable except at a finite set of points.
The kernel measure can be discrete, continuous or mixed. In the discrete case, it takes the form ν = m i=1 γ i δ α i for m ⩾ 1 where δ denotes Dirac measure. This places positive mass γ 1 , . . . , γ m at the ordered values 0 < α 1 < · · · < α m < 1 leading to
For the continuous case, the measure has density dν(u) = g ν (u)du for some nonnegative g ν (u) defined on [0, 1] which we refer to as the kernel density.
The (univariate) spectral transformation extends naturally to the multivariate case in which a set of distinct kernel measures ν 1 , . . . , ν m is applied to PIT-values to obtain the vector-valued variables W 1 . . . , W n where
We will refer to any backtest based on spectrally transformed PIT exceedances as a spectral backtest. Regardless of the form of the test, the null hypothesis is
where F 0 W denotes the distribution function of W t in (5) when P t is uniform; obviously this subsumes the univariate case where we will simply write W t for the spectrally-transformed variables. The null hypothesis (6) implies that W 1 , . . . , W n are iid random variables but also requires that W t is independent of all information in the time t − 1 information set F t−1 , such as the values P t−j for j > 0. Observe that our null hypothesis is weaker than a null hypothesis that the (P t ) are iid Uniform. This is by intent. Since the regulator is free to choose ν in accordance with her priorities, she should not object to departures from uniformity and serial independence that arise outside the support of her chosen kernel.
The spectral class encompasses a great variety of tests but two general testing approaches will feature prominently in our presentation: Z-tests and likelihood ratio (LR) tests. In the univariate case, the spectral Z-test is based on the asymptotic normality of W n = n −1 n t=1 W t under the null hypothesis (6). Writing µ W = E(W t ) and σ 2 W = var(W t ) for the moments in the null model F 0 W , it follows from the central limit theorem that
In the multivariate case
W n = n −1 n t=1 W t and µ W and Σ W are the mean vector and covariance matrix of the null distribution F 0 W . Hence a test can be based on assuming for large enough n that
where we refer to T n as a m-spectral Z-test statistic.
The first moment of the transformed PIT-values under the null hypothesis is easily obtained as
The variance σ 2 W and the cross-moments in Σ W are obtained using a simple product rule for spectrally transformed PIT values.
Theorem 3.1. The set of spectrally transformed PIT values defined by
It follows that σ 2 W = µ W * − µ 2 W , where µ W * is found by applying (9) under the measure ν * obtained when ν 1 = ν 2 = ν. This yields
The central limit theorem underpinning the Z-test requires finite second moments. For the univariate case, the following proposition provides a sufficient condition on the tail behavior
In the multivariate setting, the asymptotic distribution in (8) holds if the condition in Proposition 3.2 are satisfied for each ν j , j = 1, . . . , m.
Likelihood ratio tests are based on continuous parametric models F P (· | θ) for the PIT values P t that nest uniformity as a special case corresponding to θ = θ 0 . The implied
for the likelihood function, the test is based on the asymptotic chi-squared distribution of the statistic
whereθ denotes the maximum likelihood estimate based on the transformed sample (W t ).
An important difference between the two classes of test is that the Z-test is sensitive
to the choice of kernel function whereas the LR-test is sensitive only to the support of the kernel. Considering the univariate case for simplicity, we show Theorem 3.3. Let ν 1 and ν 2 be Lebesgue-Stieltjes measures satisfying Assumption 1, and let W t,j = G j (P t ) for j = 1, 2 and t = 1, . . . , n be the respective samples of transformed PIT values. If supp(ν 1 ) = supp(ν 2 ) then LR W 1 ,n = LR W 2 ,n almost surely.
This result can be viewed as a generalization of the invariance property of LR-tests under one-to-one transformations of the data.
Tests of unconditional coverage
It is common to divide backtesting methods into tests of unconditional coverage and tests of conditional coverage. In the context of VaR backtesting, an unconditional test is a test that exceedances are Bernoulli events with the correct probability of occurrence while a conditional test is a test that exceedances have the correct conditional probability of occurrence, which is equivalent to requiring that they are also independent events. For spectrally transformed PIT-values, an unconditional test would test for the distribution F 0 W implied by the uniformity of the PIT-values while a conditional test would explicitly test for both the correct distribution and the independence of W t and F t−1 for all t.
In this section we present a number of unconditional tests based on the Z-test and LRtest ideas discussed in Section 3. It is important to note that the convergence results on which these tests are based, although mostly stated under iid assumptions, do hold in situations where the independence assumption is relaxed, for example for stationary and ergodic martingale-difference processes (according to the martingale CLT of Billingsley (1961) ).
More generally, provided that lim n→∞ var( √ nW n ) ≈ σ 2 W the test statistic Z n in (7) will have no power to detect serial dependence. If, however, there is persistent positive serial correlation in (W t ) leading to lim n→∞ var( √ nW n ) > σ 2 W then the Z-test will have some power to detect dependencies; however, more targeted tests of the independence property are available and are the subject of Section 5.
Our unconditional testing approach subsumes a number of important published tests or close relatives thereof. The discrete weighting framework in Section 4.1 includes the binomial LR-test of Kupiec (1995) and Christoffersen (1998) for the number of VaR exceedances. It also includes the multilevel Pearson chi-squared test recommended by Campbell (2006) and the multilevel LR-test proposed in Pérignon and Smith (2008) which also underlies the work of Colletaz et al. (2013) ; see Kratz et al. (2016) for a comparative study of multilevel tests.
The continuous weighting framework in Section 4.2 builds on the seminal paper of Diebold et al. (1998) . It is close in spirit to the approach of Crnkovic and Drachman (1996) , who apply a statistic based on a weighted Kuiper distance between the distribution of PIT values and the uniform, and subsumes the likelihood ratio test of Berkowitz (2001) based on fitting a truncated normal distribution to probit-transformed PIT-values. Most closely related to our work, Du and Escanciano (2017) and Costanzino and Curran (2015) have proposed test statistics for spectral risk measures which can be viewed as univariate special cases of our spectral Z-test approach. Both papers focus on the case of a uniform kernel and interpret the tests in terms of backtesting expected shortfall.
Discrete weighting
Discrete tests are based on the univariate transformation W t = m i=1 γ i 1 {Pt⩾α i } as defined in (4) and the multivariate transformation W t = (1 {Pt⩾α 1 } , . . . , 1 {Pt⩾αm} ) ′ in (5) for the same set of ordered levels α 1 < · · · < α m . Obviously, when m = 1 (and γ 1 = 1) both transformations yield W t = 1 {Pt⩾α} , so that we obtain iid Bernoulli(1 − α) variables under the null hypothesis (6). This is the basis for standard VaR exceedance testing based on the binomial distribution. The Z-test statistic (7) for W t = 1 {Pt⩾α} coincides with the binomial score test statistic
The LR-test uses an implicit nesting model for P t in which the W t are iid Bernoulli(p) and
tests p = 1 − α against p ̸ = 1 − α by comparing the statistic (11) to a χ 2 1 distribution; this is the approach taken in Kupiec (1995) and Christoffersen (1998) .
Under the null hypothesis (6) the distributions of W t and W t satisfy
where α 0 = 0 and α m+1 = 1. In both cases this describes a multinomial distribution.
The univariate and multivariate tranformations result in different Z-tests which can be considered as alternative generalizations of the binomial score test (12). Application of Theorem 3.1 to the univariate case and use of (10) delivers moments under the null
In constructing the test statistic Z n in (7), we can vary the weights γ i to emphasize different levels α i .
In the multivariate case, we construct an m-spectral Z-test as in (8) 
We then obtain the classical Pearson chi-squared statistic as proposed by Campbell (2006) .
To implement a multinomial (or multi-level) LR-test of (13) we use a nesting model for 
Continuous weighting
Consider a kernel measure ν with associated absolutely continuous G ν . We assume that the kernel density satisfies g ν (u) > 0 for α 1 < u < α 2 and g ν (u) = 0 for u < α 1 and u > α 2 . We refer to supp(ν) = [α 1 , α 2 ] as the kernel window.
When ν 1 and ν 2 are both continuous kernels with the same kernel window, Theorem 3.1 simplifies. The kernel ν * for the product W * t = W t,1 W t,2 is continuous on the same kernel window with density g * (u) = G 1 (u)g 2 (u) + G 2 (u)g 1 (u). Moments and cross-moments can be obtained analytically for a wide variety of kernel densities, e.g., based on linear, quadratic, or exponential functions, or on beta-type densities of the form (u − α 1 ) a−1 (α 2 − u) b−1 for a, b > 0; see Section 6.2 for examples. Thus, our compact presentation of the continuous spectral Z-test subsumes a very large family of possible tests.
For the LR-test, recall that we require a family of distributions F P (· | θ) for the PIT values that nests uniformity as a special case corresponding to θ = θ 0 . Since supp(ν) = [α 1 , α 2 ] for all the kernels of this section, Theorem 3.3 implies that they all give rise to identical LR-tests, depending only on the kernel window [α 1 , α 2 ] and the nesting model F P (· | θ).
The form taken by
Drawing upon the probitnormal model, we assume that the PIT values P 1 , . . . , P n have a distribution satisfying Φ −1 (P t ) ∼ N (µ, σ 2 ). Writing θ = (µ, σ) ′ , the distribution function and density of P t are respectively
and the uniform distribution corresponds to θ = θ 0 = (0, 1) ′ . The test of Berkowitz (2001) is a special case of the LR-test under this nesting model. Choosing the kernel ν with
and then translated to the left.
A bispectral Z-test with mixed weighting
The probitnormal model yields a further spectral test based on a classical score test of θ = θ 0 against the alternative θ ̸ = θ 0 . Let L P (θ | P * t ) denote the likelihood contribution of a truncated observation P * t = α 1 ∨ (P t ∧ α 2 ) when P t follows (14) and write
for the corresponding score vector. Let S n (θ 0 ) = 1 n n t=1 S t (θ 0 ) be the mean of the observed score vectors under the null.
Standard likelihood theory implies that
where I(θ) denotes the covariance matrix of S t (θ), i.e., the Fisher information matrix. For large n we have approximately that
Under a restriction on the kernel window we can show that the score test (16) is a bispectral Z-test with kernel measures ν 1 and ν 2 given by sums of discrete and continuous parts.
Theorem 4.2. Let z 0 be the unique solution to the equation
for γ i,1 ⩾ 0, γ i,2 ⩾ 0 and g i (u) positive and differentiable on [α 1 , α 2 ].
We find Φ(z 0 ) ≈ 0.8, so the constraint on α 1 is unlikely to bind in application to the range of tail probability levels of practical interest. The terms γ i,j , g i (u) and µ W are given explictly in the proof in Appendix A.5 and the Fisher information matrix I(θ 0 ) required in (16) may be found in the Online Supplement.
For α 2 < 1 the W t,i variables are bounded, guaranteeing that the elements of I(θ 0 ) are finite. For α 2 = 1 the G ν functions for ν 1 and ν 2 grow like Φ −1 (u) and Φ −1 (u) 2 respectively.
We can use the asymptotic approximation Φ −1 (u) ∼ −2 ln(1 − u) as u → 1 to verify that the condition of Proposition 3.2 is satisfied in both cases.
Tests of conditional coverage
Whereas unconditional tests are focused on testing for the correct distribution F 0 W of the W t under the null hypothesis (6), conditional backtests are joint tests of the correct distribution and the independence of W t and F t−1 for all t. While the unconditional tests of Section 4 have some limited power to detect the presence of serial dependencies, the aim in this section is to propose conditional extensions of our spectral tests that explicitly address the independence of W t and F t−1 as well as the correctness of the distribution of W t . These tests should have more power to detect departures from the null hypothesis resulting from a failure to use all the information in F t−1 when building the predictive model F t , such as a failure to address time-varying volatility in adequate fashion.
Our tests of conditional coverage extend the regression-based approach to testing conditional coverage of VaR estimates. They include a variant on the widely-applied test of Christoffersen (1998) and subsume the dynamic quantile (DQ) test of Engle and Manganelli (2004) . The Christofferson test is an LR-test of first-order Markov dependence in VaR exceedances and has been generalized to a multilevel test by Leccadito et al. (2014) . In the DQ test VaR exceedance indicators are regressed on lagged exceedance indicators and VaR estimates to assess whether exceedances occur independently at the desired rate.
To describe the tests we introduce the notation ( W t ) for the sequence of transformed reported PIT-values W t = W t − µ W centered at their theoretical mean µ W under the null hypothesis (6). Recall from Section 2 that the filtration (F t ) represents the information available to the risk manager and that P t is F t -measurable. We test that ( W t ) has the martingale difference (MD) property with respect to (F t ), which is necessary for (6) to hold:
When the MD property (19) holds, we must have E(h t−1 W t ) = 0 for any F t−1 -measurable random variable h t−1 . Using a function h, which we refer to as a conditioning variable transformation (CVT), we form the k+1-dimensional lagged vector h t−1 = (1, h(P t−1 ), . . . , h(P t−k )) ′ .
To guarantee the existence of the second moment of h t−1 , we assume that (P t ) is covariancestationary and that h is bounded. Particular examples that we will use in our empirical analysis are h(p) = 1 {p⩾α} for some α and h(p) = |2p − 1| c for c > 0.
We base our test on the vector-valued process Y t = h t−1 W t for t = k + 1, . . . , n. Under the null hypothesis (6), (Y t ) is a MD sequence satisfying E(Y t | F t−1 ) = 0. We want to test that Y k+1 , . . . , Y n are close to the zero vector on average. The conditional predictive test of Giacomini and White (2006) which was developed for comparing forecasting methods can be applied in this context. Let Y n,k = (n − k) −1 n t=k+1 Y t and letΣ Y denote a consistent estimator of Σ Y := cov(Y t ). Giacomini and White show that under very weak assumptions, for large enough n and fixed k,
Giacomini and White (2006) 
W for all t under the null hypothesis (6) to form an alternative estimator. We compute that
The decomposition in (21) has the advantage that it generalizes our unconditional spectral Z-test, which corresponds to the case k = 0. The case k = 1 may be viewed as a Z-test version of the first-order Markov chain test of Christoffersen (1998) . To see that the conditional test also embeds the DQ test statistic proposed by Engle and Manganelli (2004) , let X be the (n − k) × (k + 1) matrix whose rows are given by h t−1 for t = k + 1, . . . , n and let
and Y n,k = (n − k) −1 X ′ W so that (20) may be rewritten as
The DQ test corresponds to the binomial score case, i.e., the case where W t = 1 {Pt⩾α} and the CVT is h(p) = 1 {p⩾α} . Engle and Manganelli (2004) allow as well for lagged VaR values to be included as regressors, but change in portfolio composition implies that lagged VaR values are less informative than lagged PIT values.
The conditional spectral Z-test generalizes to a conditional bispectral Z-test. We construct two sets of transformed reported PIT-values (W t,1 , W t,2 ) for t = 1, . . . , n, and form the vector Y t of length k 1 + k 2 + 2 given by
where W t,i = W t,i − µ W,i and h t−1,i = (1, h i (P t−1 ), . . . , h i (P t−k i )) ′ . Parallel to the univariate case, let Y n,k = (n−k) −1 n t=k+1 Y t for k = k 1 ∨k 2 , and letΣ Y denote a consistent estimator of Σ Y := cov(Y t ). By the theory of Giacomini and White (2006) , for n large and (k 1 , k 2 ) fixed,
Working under the null hypothesis, we can generalize (21) to Σ Y = A W • H, where • denotes element-by-element multiplication (Hadamard product). The matrices are
where J m,n denotes the m × n matrix of ones and σ W,12 = E W t,1 W t,2 . Our tests use the estimatorΣ Y = A W •Ĥ, whereĤ generalizes (22) aŝ
6 Application to bank-reported PIT values
We apply our spectral backtests to a set of ten samples of PIT values reported by US banks to the Federal Reserve Board. Due to the generality of our framework, design of such an empirical exercise involves choices along several dimensions, most notably with respect to test type (Z-test vs LR-test), kernel function, and kernel window. To guide these choices, we have conducted an extensive set of simulation analyses, which are available from the authors in a companion paper. We find that the multinomial and truncated probitnormal LR-tests are outperformed by the corresponding Z-tests. They are similar in power, but the LR-test tends to be oversized. We therefore focus exclusively on the Z-tests.
Our simulations show that power typically increases with the width of the kernel window, but counterexamples abound. Intuitively, a test is most powerful in rejecting a false model when the kernel function weights heavily on probability levels for which the inverse cdf of the risk manager's model diverges from the true model inverse cdf. If widening the window leads to increased weight in the neighborhood of a crossing between the two cdfs, power may diminish. As historical simulation in particular tends to understate the tails of the distribution, in practice we expect that the most powerful tests will weight heavily on extreme probability levels. However, this can come at the expense of the stability of the test, in the sense that the outcome can be determined by the presence or absence of one or two very large reported PIT-values. Furthermore, testing at extreme tail values of α runs counter to the primary regulatory motivation for the backtest, which is to verify the bank's 99% VaR.
Data
Our data consist of ten confidential backtesting samples provided by US banks to the Federal and 6.7%, respectively). Furthermore, close inspection reveals that most of the samples contain a small number of observations that are clearly or very likely to be spurious, e.g., a PIT value of 1 matched to a realized loss that was smaller than the forecast VaR. We developed a heuristic procedure to identify spurious values based on the distance between the reported PIT-value and an imputed value. The latter is constructed using a portfolio- 
A menagerie of tests and kernel functions
We consider kernels of discrete, continuous and mixed form. All the backtests described below fall within our spectral Z-test class. All reported p-values are based on two-sided tests, though one-sided versions of some tests are of course available.
Parameters α 1 and α 2 control the kernel window. For the continuous tests, α 1 and α 2 are the infimum and supremum of the kernel support. For the discrete case, we consider 3-level kernels at the set of points (α 1 , α * , α 2 ), where α * = 0.99 is the conventional VaR level. We define a narrow window for which α 1 = 0.985 and α 2 = 0.995, and a wide window for which α 1 = 0.95 and α 2 = 0.995. Observe that the narrow window is symmetric around α * , whereas the wide window is asymmetric.
For the continuous case, there are a wide variety of plausible candidates for the kernel density. We next list the backtests to be implemented, assigning to each a unique mnemomic.
Binomial score test: the two-sided binomial score test at level α * (BIN) .
3-level multinomial tests:
we apply the Pearson test (Pearson3) and the Z-test with discrete uniform kernel (ZU3). Our simulation analyses show that these 3-level tests perform as well as their 5-level counterparts.
Continuous spectral tests: we apply tests based on the uniform kernel (ZU); the arcsin kernel (ZA); Epanechnikov kernel (ZE); and increasing (ZL + ) and decreasing (ZL − ) linear kernels. 
Kernel Mnemonic Density g(u)
Beta representation Continuous bispectral tests: we combine the increasing and decreasing linear kernels (ZLL), and the arcsin and Epanechnikov kernels (ZAE); we also apply the truncated probitnormal score test (PNS). across the kernel functions. This is to be expected and desirable, as the kernel functions prioritize different quantiles of the unconditional distribution.
Tests of unconditional coverage
In the upper panel of Figure 1 110 narrow 0.0002 0.0015 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0002 wide 0.0002 0.0025 0.0011 0.0006 0.0007 0.0009 0.0001 0.0029 0.0002 0.0031 0.0002 edf for Pf 101 is relatively close to the theoretical uniform cdf (dot-dash line) throughout the kernel window. The edf for Pf 103 lies well above the theoretical cdf, but still is much closer to uniform than the edf for Pf 104. This indicates that departures from uniformity must be fairly large to generate a test rejection in backtest samples of 2-3 years.
With the exception of portfolio Pf 108, the continuous spectral and bispectral Z-tests tend to deliver lower p-values than the binomial score test. As seen in Figure 1 , the edf for Pf 108 is nearly flat in the lower half of the narrow window, and then rises sharply in the upper half. A step function at the center point α * = 0.99 is especially sensitive to this particular form of departure from uniformity, but its performance would not be robust to relatively small changes in a handful of observations.
In the case of Pf 109, the forecast model is rejected (at the 5% level) only by the bispectral ZLL test. Figure 1 reveals a crossing within the narrow kernel window between the edf and the uniform cdf, which implies that the forecast model underestimates quantiles at one boundary of the kernel window and overestimates quantiles at the other boundary. We refer to this as a slope deviation from the uniform cdf. The overall proximity of the edf to the uniform cdf presents a challenge for single-kernel spectral tests in general. In a bispectral test, by contract, when the two kernels differ markedly in how they weight the lower and upper ends of the kernel window, the test can effectively identify slope deviations. We fix k = 4 lags in the monospectral tests which corresponds to looking at dependencies over a time horizon of one trading week. To facilitate comparison to the monospectral tests, we fix (k 1 = 4, k 2 = 0) for the bispectral tests. For parsimony, we consider only the narrow kernel window [0.985, 0.995], and a subset of the kernel functions in the previous section.
Missing or spurious values may be especially troublesome in a test of conditional coverage because a PIT value missing at time t introduces missing regressors at t+1, . . . , t+k. To avoid losing the subsequent k observations, we replace missing or spurious P t−ℓ with an inputed value when computing the lagged vector h t−1 . (As in the tests of unconditional coverage, we do not impute missing P t to backfill the dependent variables W t , but simply drop these observations.) Details of our imputation algorithm are found in the Online Supplement. 
Conclusion
The class of spectral backtests embeds many of the most widely used tests of unconditional coverage and tests of conditional coverage, including the binomial likelihood ratio test of Kupiec (1995) , the interval likelihood ratio test of Berkowitz (2001) , and the dynamic quantile test of Engle and Manganelli (2004 
A Proofs
A.1 Proof of Theorem 3.1
Let G 1 and G 2 be the increasing, right-continuous functions associated with the measures ν 1 and ν 2 . It follows that W * t = G 1 (P t )G 2 (P t ). The function G * (u) = G 1 (u)G 2 (u) must also be increasing and right-continuous and can thus be used to define a Lebesgue-Stieltjes measure ν * by setting ν * ({0}) = G * (0) = 0 and ν * ((a, b] 
. The formula for ν * is obtained by applying the integration-by-parts formula for the Lebesgue-Stieltjes integral (Hewitt, 1960, Theorem A) .
A.2 Proof of Proposition 3.2
Since G ν (u) = O((1 − u) −1/2+ϵ ) as u → 1 for some small ϵ, there exists a value u 0 and a positive constant C such that G ν (u) ⩽ C(1 − u) −1/2+ϵ for u ⩾ u 0 . Letū be the larger of u 0 and the last point at which G ν is not differentiable (there are only finitely so many points by Assumption 1). We can decompose (10) as
The integrand in the first term is bounded above by 2G ν (ū) and so the integral is finite. We only need to prove the finiteness of the second term which can be written as
using integration by parts.
Since 0 ⩽ G ν (u) 2 (1 − u) ⩽ C 2 (1 − u) 2ϵ for u ⩾ū and (1 − u) 2ϵ → 0 as u → 1, it follows that [G ν (u) 2 (1 − u)] 1 u = −G ν (ū) 2 (1 −ū). Moreover, the second term is finite because
A.3 Proof of Theorem 3.3
Let p t denote the realized value of P t and w t,j = G j (p t ) the corresponding realized value of W t,j for t = 1, . . . , n and j = 1, 2. There are two cases to consider. Either p t occurs in an interval where the right derrivative of G j is 0 or in an interval where the right derivative is positive. Let G j denote the subset of [0, 1] consisting of all points for which the right derivative of G j equals zero.
If p t ∈ G j then, by the right-continuity of G j , p t must occur in an interval of the form [a t,j , b t,j ) (if there is a jump in G j at b t,j ) or [a t,j , b t,j ] (if G j is continuous at b t,j ). In either case the contribution of w t,j to the likelihood is P (W t,j = w t,j ) = P (G j (P t ) = G j (p t )) = F P (b t,j ) − F P (a t,j ) .
If P t ̸ ∈ G j then w t,j satisfies P(W t,j ⩽ w t,j ) = P(P t ⩽ p t ) and p t = G −1 j (w t,j ), the unique inverse of G j at w t,j . The contribution to the likelihood is a density contribution given by
.
The general form of the realized likelihood given w j = (w 1,j , . . . , w n,j ) ′ is thus
For the measures ν 1 and ν 2 the sets G 1 and G 2 may differ at most by a null set. Let us assume that each realized point p t is either in both of the sets G 1 and G 2 or in neither of the sets.
If p t ∈ G 1 and p t ∈ G 2 then the agreement of the supports on (0, 1) implies that a t,1 = a t,2 and b t,1 = b t,2 . Thus the likelihood contributions are identical.
If p t ̸ ∈ G 1 and p t ̸ ∈ G 2 then the likelihoods differ only by the scaling factor G ′ j (p t ) which does not involve the parameters θ. This factor will appear in the log-likelihood only as an unimportant additive term and cancel out of the LR test statistic.
It follows that the likelihoods L W j (θ | w j ) are maximized by the same valuesθ and the LR-test statistics are identical.
A.4 Proof of Theorem 4.1
Let X t = (X t,0 , . . . , X t,m ) ′ be the (m + 1)-dimensional random vector with X t,i = 1 {1 ′ Wt=i} for i = 0, . . . , m. Under (6) X t has a multinomial distribution satisfying E(X t,i ) = θ i , var(X t,i ) = θ i (1 − θ i ) and cov(X t,i , X t,j ) = −θ i θ j for i ̸ = j. Now define Y t to be the m-dimensional random vector obtained from X t by omitting the first component. Then E(Y t ) = θ = (θ 1 , . . . , θ m ) ′ and Σ Y is the m × m submatrix of cov(X t ) resulting from deletion of the first row and column. Let Y = n −1 n t=1 Y t . A standard approach to the asymptotics of the Pearson test is to show that
and hence to argue that S m ∼ χ 2 m in the limit as n → ∞ by the central limit theorem. It remains to show that the right-hand side of (A.2) has the spectral test representation (8).
Let A be the m × m matrix with rows given by (e 1 − e 2 , e 2 − e 3 , . . . , e m ) where e i denotes the ith unit vector. It may be easily verified that Y t = AW t , θ = Aµ W and Σ Y = AΣ W A ′ .
It follows that
A.5 Proof of Theorem 4.2
The likelihood L P (θ | P * ) takes the form
whereF (u) denotes the tail probability 1 − F (u). The likelihood contributions L P (θ | P * t ) are given by the individual terms in (A.3) according to whether P * t = α 1 , α 1 < P * t < α 2 or P * t = α 2 . Computing the score statistic and evaluating it at θ 0 = (0, 1) ′ yields
where ψ 1 (u) = The discontinuities at α 1 and α 2 are given by (γ 1,1 , γ 2,1 ) ′ = ψ * (α 1 ) − ψ 1 (α 1 ), (γ 1,2 , γ 2,2 ) ′ = ψ 2 (α 2 ) − ψ * (α 2 ) and non-negativity of the γ i,j in all cases is guaranteed provided ψ * (α 1 ) − ψ 1 (α 1 ) ⩾ 0. The second component of this vector inequality leads to condition (17). The weighting functions can be obtained by differentiating ψ * (u) with respect to u on [α 1 , α 2 ] and are thus g 1 (u) = 1 ϕ(Φ −1 (u)) 1 {α 1 ⩽u⩽α 2 } , g 2 (u) = 2Φ −1 (u) ϕ(Φ −1 (u)) 1 {α 1 ⩽u⩽α 2 } .
Finally, since µ W = W t − S t (θ 0 ), we must have that µ W = −ψ 1 (α 1 ).
