The k-Hessian equation for k 2 is a class of fully nonlinear partial differential equation of divergence form. A Sobolev type inequality for the k-Hessian equation was proved by the second author in 1994. In this paper, we prove the Moser-Trudinger type inequality for the k-Hessian equation.
Introduction
Let Ω be a bounded smooth domain in the Euclidean space R n . For a function u ∈ C 2 (Ω), the k-Hessian operator S k [u] is defined by
The existence and a priori estimates of smooth solutions to the k-Hessian equation were first proved in [1] and also in [10] for some cases, and were extended to more general equations in [12, 21] , see also [7, 8, 14, 24, 25] for related results. The k-Hessian equation for k = 2, . . . , n − 1 can be regarded as a series of fully nonlinear partial differential equations linking the Laplace equation to the Monge-Ampère equation, and in particular they are also of divergence form. Therefore one may expect various variational and potential theoretic properties for these equations. There has been a lot of research in this direction indeed [2, 5, 13, 18, 19, 23, 27] . Due to its variational structure, Sobolev and Moser-Trudinger type inequalities for the k-Hessian equation are fundamental and of particular interest.
A Sobolev type inequality for the k-Hessian equation has been obtained by the second author in [27] (and also in [3] for convex functions), which was used in [5] to study the associated variational problems. In this paper we prove a Moser-Trudinger type inequality for the k-Hessian equation, which occurs in the case when k = n/2. First we recall the divergence structure of the k-Hessian operator, (x) ) are the principal curvatures of ∂Ω at x [1] . In this paper we will always assume that ∂Ω is (k − 1)-convex.
Denote One easily verifies that · Φ k 0 is a norm in Φ k 0 [27] . The following Sobolev type inequalities were proved in [27] . For convex functions, they were first established in [3, 2] . where C depends on n, k, and diam(Ω).
The exponent k * in (1.6) is optimal. In [27] it was proved that the best constant in (1. Therefore when p + 1 = k * and k < n 2 , by the classical Sobolev embedding, the best constant C is attained when Ω = R n by the function
Moreover, when p + 1 < k * , by Hölder's inequality we see that the constant C depends on the volume |Ω|. When k > n 2 , it was shown that any k-admissible function is Hölder continuous with the optimal exponent α = 2 − n k [23] . Theorem 1.1 was used in [5] to study the associated variational problems. In [22] it was also shown that for any k-admissible function u ∈ Φ k 0 (Ω),
where 1 l < k n and C is a constant depending on n, k, l, and Ω. Note that by the compactness of the Sobolev embedding
n−2 , we also have the compactness of the embedding
See [28] for details. The purpose of this paper is to prove the following Moser-Trudinger type inequality for the kHessian equation with k = n 2 . When n = 2, k = 1, it coincides with the special Moser-Trudinger inequality W
ω n is the surface area of the unit sphere in R n+1 , and C is a positive constant depending only on n and diam(Ω).
By Theorem 1.2, the set Φ k 0 (Ω) can be embedded in the Orlicz space associated with the function exp(t (n+2)/n ). Recall that for an even, convex function ϕ in R 1 satisfying lim t→∞ ϕ(t)/t = ∞, the Orlicz class L ϕ (Ω) is the set of functions satisfying (1.15)
Moser improved the exponent λ to the optimal one
About the proof of Theorem 1.2, since the norm · Φ k 0 involves both the first and second derivatives, the proofs for the classical Moser-Trudinger inequalities do not apply to the kHessian equations. A weak version of (1.12) (namely when α > 0 is small) can be obtained by using the Sobolev type inequality (1.7) and the Taylor expansion. But to obtain the optimal exponent α 0 , we cannot use the symmetrization techniques as in Moser's proof. The associated symmetrization for the k-Hessian equation is not available. One of the main ingredients of the paper is to prove a monotonicity formula (Lemma 3.1) so that the proof of (1.12) can be reduced to radial functions.
Another difficulty in proving (1.12) is that we cannot use the variational principle directly, as the k-Hessian equation is fully nonlinear. More precisely, we cannot prove directly that a maximizer of (1.12) satisfies the associated Euler equation, even in a very weak sense of measure [23] . We have to employ a gradient flow and establish the global existence and convergence of smooth solutions, and show that the limit of the gradient flow at t → ∞ converges to a maximizer of (1.12) (Theorems 4.1 and 4.2).
The proof in this paper is inspired by that in [27] but technically the argument in this paper is much difficult. For example, a similar gradient flow was used in [27] , but the gradient flow in this paper contains a constraint involving second derivatives, new techniques (see Remarks 4.1-4.4) are needed to obtain the global existence of smooth solutions, which make the proof very involved. A simpler and more direct proof is desirable. In a recent paper [26] , Verbitsky found a different proof of the inequalities (1.6) and (1.11). He also proved some new inequalities related to the k-Hessian equalities. His proof uses the Wolff potential estimate for the k-Hessian equation [13] , which was based on the Hessian measures developed in [23] . He also obtained the inequality (1.12) for small α > 0 (Theorem 2.1). In [9] we also proved a new class of Sobolev type inequalities. This paper is arranged as follows. In Section 2 we prove (1.12) for β = β 0 and a small α > 0, using the Sobolev type inequality (1.7) and the Taylor expansion. In Section 3 we prove a monotonicity formula, which reduces the inequality (1.12) to radial symmetric functions in a ball, and obtain (1.12) from the sharp Moser-Trudinger inequality in [16] . In Section 4 we prove the global regularity of solutions to a gradient flow of an approximation problem of the functional in (1.12). Finally in Section 5 we use the gradient flow to prove the existence of a smooth maximizer of (1.12).
Taylor expansion
In this section we prove (1.12) for β = β 0 and a small α by the Taylor expansion, making use of the Sobolev type inequality (1.7). Set
It was proved in [27] that
and
where B 1 is the unit ball, and
: u is radial 
.
By direct computation,
Hence we obtain (2.4). 2
Now we compute, by (1.9),
By (2.4) with p + 1 = n+2 n j , we obtain
When the constant α < (
2 n , the right-hand side is bounded. Recall that T p (Ω) T * p . We have thus proved the following weak form of Theorem 1.2.
n , where C depends only on n and the diameter of Ω.
A monotonicity formula
Denote
where α > 0, β 1 are constants. To prove Theorem 1.2, it suffices to prove
for α = α 0 , β = β 0 . We wish to reduce (3.1) to radial functions. Our purpose is to prove the monotonicity formula
is well defined and finite. The following monotonicity is crucial for the proof of Theorem 1.2. Our proof uses the existence of maximizers of (3.3), which will be established in the next section. 
Proof. Assume to the contrary that (3.4) does not hold. Then there exist
. Let u be a smooth maximizer of (3.3) with Ω = Ω 1 (the existence of u is proved in Theorem 4.1). By multiplying a constant we assume that
Then u satisfies the equation
Let ϕ be a k-admissible solution to
where we let the right-hand side S k [u] = 0 in Ω 2 − Ω 1 and use the notion of weak solutions in [23] . Noting that ϕ 0 on ∂Ω 1 , by the comparison principle, we have ϕ u in Ω 1 . We also have
where the first inequality is by definition and the second one is by assumption. Denote
We will prove that
Suppose (3.8) and (3.9) hold, then we have Φ(u) Φ(ϕ), which, together with (3.6), leads to
we reach a contradiction, so (3.4) must holds. First we verify (3.8). By direct computation, and observing that ϕ u 0,
Next we verify (3.9). Denote
. It suffices to show that Φ j satisfies (3.9) for every k j m. Set p + 1 = jβ for some fixed j . Then
Observe that when k = 1,
and the monotonicity inequality is obvious. Hence we may assume k 2, so that pk (kβ − 1)k 1 (recall that p + 1 = jβ kβ). Therefore
By the Cauchy inequality,
Therefore we obtain G(t) 0 and thus (3.9) holds. 2
where B R is a ball of radius R with center at 0. Then
By Aleksandrov's moving plane method, we conclude that u is a radial function. Hence
. Sending m → ∞ and using monotone convergence theorem, we obtain the second inequality in (3.10). 2
Now we are in a position to prove Theorem 1.2.
Proof of Theorem 1.2. Let R > 0 such that Ω ⊂ B R . By the monotonicity formula (3.4),
where k = n 2 . By Lemma 3.2, the supremum on the right-hand side is attained by a radial function
Since u is radial,
We introduce a new variable s = r (BR) . (BR) , 
This completes the proof. 2 Remark 3.1. It is easy to verify that the exponent β 0 = n+2 n is optimal, and when β = β 0 , the exponent α 0 is also optimal. Indeed, a truncation of the function u(x) = log |x| shows that the exponents in the Moser-Trudinger inequality are optimal. As the function is k-admissible, it also implies the exponents in (1.12) are optimal.
Gradient flow
In this section we prove that for any fixed m k, k = n 2 , there is a maximizer of (3.3) which satisfies the associated Euler equation. By using the Hessian measure in [23] , it is easy to prove that there is a (nonsmooth) maximizer of (3.3), but we are unable to show that the maximizer satisfies the associated Euler equation. Here we use the gradient flow method to obtain a smooth maximizer. Let f m and F m be as in Section 3. For simplicity, we omit the subscript m. 
which satisfies the equation
2)
We will introduce a gradient flow to prove Theorem 4.1. There are different gradient flows for the maximizers of (4.1). One is to keep the norm u ≡ 1 constant, see Remark 4.1 below. Here we introduce a different one. Instead of the functional J in (4.1), we consider a modified one with a constraint η,
where δ ∈ (0, 1] is a small constant,
,
is a uniformly convex function. Since η(t) t and η(t) = t only at t = 1, a maximizer u of J δ,η necessarily satisfies u = 1 and is also a maximizer of J (when δ = 0). Conversely, if u is a maximizer of J , then u/ u is a maximizer of J δ,η (when δ = 0). See Lemma 4.1 below. The purpose of introducing the constant δ is such that the associated Euler equation is non-degenerate. By the Sobolev type inequality (1.7),
where the constant C is the one in (1.7) with p = 1.
To get a gradient flow, let u(·, t) be a k-admissible function with parameter t. Differentiating the functional J δ,η to get
where η = η( u ) and (noticing that η (t) = η(t))
Then for any monotone increasing function μ, if u(x, t) is a solution of
we have
In this section we choose the function μ such that μ ∈ C ∞ (0, ∞), μ (t) > 0, μ is concave, and μ(t) = log t when t < 1 100 , t 1/q when t 1,
where q = mβ 0 (β 0 = n+2 n ).
Remark 4.1. To derive a gradient flow which keeps u(·, t) constant, let η(t) ≡ t and w(·, t)
where λ = [ Ω (−w)f δ (w) dx] −1 . Hence for any monotone increasing function μ,
is an ascent gradient flow. Noting that
we obtain an ascent gradient flow 
For the parabolic equation (4.5), we say a function u(x, t) is k-admissible if for any time t, u(·, t) is k-admissible.
Choose an initial function u 0 ∈ Φ k 0 (Ω) such that J δ,η (u 0 ) > Y δ,η − ε, for some small ε > 0. By modifying u 0 slightly (see [5, 27, 28] ), we may assume that u 0 satisfies the compatibility condition
Let u be a smooth k-admissible solution to initial-boundary value problem (4.5). By the monotonicity (4.6),
Proof. Let g(t) = t η(t) = te 1−t . Then g(t) < g(1)
= 1 for any t = 1. For any t > 0, t = 1 and any u ∈ Φ k 0 (Ω) with u = t, we have
By the Taylor expansion F (t) = m j =k α j j ! |t| βj , we obtain for all t > 0. Next, observe that
By the Sobolev type inequality (1.7) we also have
In the above, the constants C may depend on m and δ, but do not depend on M T . We denote
As a preliminary to the estimates for u t , we first compute
where we denote where C depends on m, δ. Hence
It follows
for a different C, depending on m but not on M T .
Next we compute d dt λ(t). Recall that
We have
In the last integral we have used η = η. By our previous estimates (4.10)-(4.13) and by the Sobolev type inequality (1.7), we obtain
(4.14)
With the above preparation, we can compute furthermore
where C −1 λ, η C. Note that when t 1, μ(t) = t 1/q with q = mβ 0 . Hence when
We obtain
where c * depends on m, n, δ, Ω but not on T . When t > 0 is small, μ(t) = log(t). Note that f δ δ > 0. Hence when λ(t)f δ ( u η ) 1, μ C and we also obtain estimate (4.15). Therefore (4.15) holds for any u.
Lemma 4.2.
Let u ∈ C 4 (Q T ) ∩ C 3 (Q T ) be a k-admissible solution of (4.5) satisfying (4.9). Then ∃C > 0, which depends on n, m, δ, Ω, and the initial function u 0 , but is independent of T , such that
where M = 2M T + 1, the constant c * > 0 is given in (4.15), and Ψ is defined before (4.12),
If G attains its minimum at the parabolic boundary ∂ * Q T , we have u t −C for some C > 0 depending on the initial value u 0 . Hence we may assume G attains its minimum at some interior point (x 0 , t 0 ) of Q T . We may also assume u t 0 at (x 0 , t 0 ). Then at (x 0 , t 0 ), G t 0, G j = 0 for 1 j n and matrix {G ij (x 0 , t 0 )} 0, namely
Differentiating Eq. (4.5) in t gives
where
and we have used the relation
From (4.19), (4.21) and (4.22) , we obtain at (x 0 , t 0 ),
By (4.15) we have
We obtain (4.17) from (4.18).
Next we prove
Similarly as above, let
If G attains its maximum on the parabolic boundary ∂ * Q T , then u t C for some C > 0 depending only on the initial value u 0 . So we may assume that G attains its maximum at some point (x 0 , t 0 ) in Q T and u t (x 0 , t 0 ) 0. Let u t (x * , t * ) = sup Q T u t . Then as above,
At (x 0 , t 0 ) we have G t 0, G j = 0 for 1 j n and matrix {G ij (x 0 , t 0 )} 0, namely
Hence by (4.21), 
q −1 and therefore we obtain by (4.25) and (4.5), at (x 0 , t 0 ),
) is of linear growth in u. Hence by (4.11),
Therefore we obtain from (4.26)
Using (4.15) again, we obtain
and as above, (4.23) follows from (4.24). Combining (4.17) and (4.23) we obtain
Hence 
where Du is the derivative of u in x.
Lemma 4.3 can be obtained in a similar way as in [5] , see Theorem 5.1 of [5] . Note that in Eq. (4.5), λ and η are functions of t. They do not give us any trouble for the estimation of sup Q T |Du|. We omit the details here. We remark that in the case k < n 2 in [5] , a precise power of M T is required for the L ∞ estimate for u. In this paper, we consider the case k = n 2 only. Any positive power of M T in (4.28) is sufficient for the L ∞ estimate below.
From the gradient estimate, we obtain the estimate for sup Q T |u(·, t)|, uniformly in t.
be a solution of (4.5) satisfying (4.9). Then ∃C > 0, which depends on n, m, δ, Ω, and the initial function u 0 , but is independent of T , such that
Proof. Suppose |u| attains its maximum at (x 0 , t 0 ). By the gradient estimate (4.28), we have C.
(4.31)
Proof. Multiplying both sides of (4.5) by S k [u] and then integrating over Ω, by Lemma 4.5 we obtain
by ( involves second derivatives, (4.30) does not imply λ and η are Hölder or Lipschitz continuous, and we cannot apply Krylov's regularity theory [11] to get higher regularity directly. We were stuck at the point for long time. We did find a proof of the interior C 2+α,1+α/2 x,t estimate for the more general parabolic equation
where G = G(D 2 u, Du, u, x) is a constraint involving second derivatives. But at the moment we were not able to prove the boundary estimate and the higher regularity for Eq. (4.32). Most recently we realized that for Eq. (4.5), u(·, t) Φ k 0 is indeed Lipschitz, which implies the global regularity immediately, as shown above.
Proof of Theorem 4.1
With the global regularity, Theorem 4.2, we are in position to prove Theorem 4.1. First we prove the local existence of solutions to the initial boundary value problem (4.5). 0, 1) ), satisfies the compatibility condition at ∂Ω × {t = 0}. Then for T > 0 small, there is a unique local solution u ∈ C 4+α,2+α/2 x,t (Q T ) to the problem (4.5).
Lemma 5.1. Suppose the initial function
There are several papers dealing with fully nonlinear parabolic equations with constraints involving the second derivatives, but in most papers the proof of the local existence is very vague. A natural idea is to introduce the mapping in the standard Banach space B := C 4+α,2+α/2 x,t (Q T ) such that for any v ∈ B, u = M(v) is the solution of
where λ v and η v are the functions in (4.5) with u replaced by v. But since λ and η are integrals involving second derivatives, we cannot prove the mapping M is precompact or contractive if we work in the space B. In other words, the usual methods for the local existence of solutions to parabolic equations do not apply to fully nonlinear equations with constraints involving second derivatives. Our trick here is to introduce the Banach space
equipped with the usual norm for u, u x , u xx in C 2+α,1+α/2 x,t (Q T ) [15] . We will prove the mapping M is contractive for sufficiently small T > 0. Therefore the local existence of solutions follows from the contraction mapping theorem. Note that in the a priori estimates in Section 4, we assume the initial function u 0 satisfies J δ,η (u 0 ) > Y δ,η − ε. But for local existence, this assumption is not needed.
Proof.
To prove the local existence we use the contraction mapping theorem for the mapping M in the ball
where r > 0 is a small constant, and u 0 is regarded as a function in B * . For any v ∈ B * r (u 0 ), let u = M(v). As in Section 4 we can establish the global regularity for u, namely
, which is uniformly bounded when v ∈ B * r (u 0 ), where
Note that the global regularity implies u(·, t) Φ k
is not enough such that the mapping M is contractive. But we can raise the regularity of u in x, since the function f has better smooth condition in x than in t. Differentiate Eq. (5.1) in x, we get
where L is the linearized operator of μ(S k [u]), which is uniformly elliptic due to the estimate (5.4). The least and largest eigenvalues of L depend only on the estimate (5.4). Hence by the regularity theory of linear parabolic equations [11] , .
We show that the mapping M is contractive when T > 0 is small. For any given
and u 2 = M(u 2 ) be the corresponding solutions to (5.1). Then by the a priori estimate (5.4), u 1 − u 2 satisfies a linear, uniformly parabolic equation
One can easily verify that
On the other hand, by constructing proper sub and super solutions, we have where λ is given in (4.5). Note that the solution depends on the choice of the initial function u 0 and so also depends on ε. We claim that the constant C in (5.12) is independent of ε. Indeed, similarly to (4.28) we can establish a gradient estimate |Du| C(1 + sup Ω |u|) 2q/k for some constant C independent of ε, then apply the proof of Lemma 4.4 to obtain (5.12) .
By the monotonicity formula (4.6), we have for some C > 0 independent of δ ∈ (0, 1). Therefore in any subdomain Ω ⊂⊂ Ω, by (5.13), (5.14) and the subharmonicity of u δ , there is a constant C = C Ω independent of δ ∈ (0, 1) such that u δ −C in Ω . Hence Eq. (5.11) is non-degenerate, uniformly in δ, in Ω . By Evans and Krylov's regularity theory for fully nonlinear, uniformly elliptic equation [6] , we obtain the interior estimate for high order derivatives, namely u δ C 3 (Ω ) C 1 (Ω ). See also the interior estimates in [5] . Therefore by passing to a subsequence we assume that u δ → u * as δ → 0. Then u * ∈ C 3 (Ω) ∩ C 1,1 (Ω) is a maximizer of (4.1) and satisfies the Euler equation (4.2) . This completes the proof. 2
