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During boreal summer, the Indian summer monsoon (ISM) represents
one of the most energetic components of the earth’s climate system. The
ISM circulation and its related abundant rainfalls are crucial for economy
and natural ecosystems of South Asia and extreme states of the ISM
can lead to droughts or floods, which can have severe impacts on Indian
society. But the influence of the ISM related convective activity is not
limited to the Indian region. Acting as a heat source, the ISM can affect
the mid-latitude circulation via its interaction with quasi-stationary
wave patterns in the mid-latitude regions. Circumglobal wave trains
are important for the formation and the maintenance of heat waves
and flood events in the mid-latitudes. These wave trains can modulate
the ISM rainfall activity and thus influence ISM intraseasonal and
interannual variability. The understanding of these two-way interactions
between mid-latitude circumglobal wave trains and monsoon system
and the influence of these teleconnections on local and remote surface
weather conditions and extreme weather events is fundamental for
improving seasonal, as well as long-term climatological forecasts of
both, the ISM and the mid-latitude summer circulation. During many
periods with extreme ISM conditions, interactions with the mid-latitude
circulation have been observed. The 2010 Indo-Pakistan flooding is an
insightful example of such interaction: it occurred simultaneously with
a devastating heatwave over Russia and the two events were linked via
a wavy jet stream pattern. However, the mechanisms that govern the
ISM-mid-latitudes interaction are not yet well understood.
Here, I analyse the topic of tropical – extra-tropical interactions in
the Northern Hemisphere during boreal summer using a combination
of machine learning approaches and state of the art climate model
simulations. To improve our understanding of these links, I apply causal
discovery tools to assess causal pathways between different components
of the ISM circulation system and distinct remote regions including
such from the mid-latitudes. Using this technique, the importance and
magnitude of tropical and extratropical drivers of the ISM circulation
and intraseasonal variability are assessed. As a complementary approach,
I use a large ensemble of simulations from an atmospheric model to study
the influence of several boundary and surface conditions on concurrent
extremes in the ISM – western Russia regions. Both approaches show
the importance of a mutual connection between ISM rainfall and the
circulation in northern mid-latitudes.
In the course of this thesis, I first analyse the 2010 concurrent
extremes affecting Russian surface temperatures and Pakistan rainfall
using a large ensemble of model simulations. My results show that the
atmospheric pattern responsible for those events is a recurrent wave
pattern, which is captured by the climate model. La Niña sea surface
temperature anomalies are important in elevating the probability of
these events. Moreover, other local conditions such as dry soils or strong
warming over high-latitudes further increase the probability of such
recurrent waves to develop.
Second, I analyse the causal relationships among mid-latitude
circulation, the ISM and its tropical drivers using a causal discovery
tool able to remove spurious non-causal links among a set of variables
selected based on theory. The direction and the sign of these causal links
are not affected by the El Niño-Southern Oscillation (ENSO), while
the strength of the causal links is modulated by the phase of ENSO.
In general, the relationship between the ISM and the mid-latitude
iv
circulation strengthens during La Niña years, with a higher impact of
the ISM system on remote regions in both, subtropics and mid-latitudes.
Finally, these causal discovery tools are applied to the problem of
seasonal forecasting of the ISM total rainfall amount. Here, I show that
causal precursors give useful predictive skill up to 4-month lead time.
Also in this case, the ENSO phase affects the detected causal precursors,
and in addition strong non-stationarity of the latter is demonstrated.
Finally, I further develop the applied techniques to overcome spurious
correlations on a 2-dimensional map. The corresponding results show
great potential for improving seasonal forecasts and better understanding
the differences between observations and dynamical model output.
In conclusion, in this thesis I show that the two-way link between
the ISM and the mid-latitude circulation (i) is confirmed in both
a causal analysis framework and in experiments using a dynamical
atmosphere model, (ii) is modulated by ENSO and (iii) is important for
the understanding of concurrent mid-latitude – tropical extreme events.
v






List of Figures xv
List of Tables xxi
1 Introduction 1
1.1 Extreme events and societal impacts across the Indian
sub-continent . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The Indian summer monsoon system . . . . . . . . . . . 3
1.2.1 Indian summer monsoon intraseasonal variability:
the dynamics of active and break phases . . . . . 7
1.2.2 Indian summer monsoon interannual variability:
El Niño-Southern Oscillation . . . . . . . . . . . 11
1.2.3 Indian summer monsoon predictability . . . . . . 14
1.2.4 Indian summer monsoon and climate change . . 17
1.3 Interactions between the Indian summer monsoon and
the mid-latitude circulation . . . . . . . . . . . . . . . . 21
1.3.1 Extreme rainfall events and mid-latitude interac-
tions . . . . . . . . . . . . . . . . . . . . . . . . 21
ix
TABLE OF CONTENTS
1.3.2 Circumglobal teleconnection pattern, subtropical
deserts and ISM: interannual interactions . . . . 24
1.4 Research Questions . . . . . . . . . . . . . . . . . . . . . 26
2 Data and Methods 33
2.1 ERA-Interim and ERA-20C Reanalyses . . . . . . . . . 33
2.2 Observational rainfall datasets . . . . . . . . . . . . . . 36
2.3 Weather@home/climateprediction.net . . . . . . . . . . 37
2.4 Maximum covariance analysis . . . . . . . . . . . . . . . 38
2.5 Causal discovery algorithm . . . . . . . . . . . . . . . . 39
2.5.1 PCMCI Algorithm and Causal Effect Networks . 40
2.5.2 Response-guided Causal Precursor Detection (RG-
CPD) Algorithm . . . . . . . . . . . . . . . . . . 46
2.5.3 Causal Maps . . . . . . . . . . . . . . . . . . . . 48
3 Drivers behind the recurrent atmospheric wave train
leading to the summer 2010 Russian heat wave and
Pakistan flooding 51
3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.3.1 Observational Data . . . . . . . . . . . . . . . . . 55
3.3.2 Weather@home/climatepredicition.net . . . . . . 56
3.3.3 2010 model experiments . . . . . . . . . . . . . . 56
3.3.4 High-latitude land warming . . . . . . . . . . . . 58
3.3.5 Soil moisture . . . . . . . . . . . . . . . . . . . . 59
3.3.6 Temperature and rainfall indices . . . . . . . . . 59
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Summary and Discussion . . . . . . . . . . . . . . . . . 72
4 Causal interactions between the Indian summer mon-




4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . 84
4.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3.2 CEN and RG-CPD . . . . . . . . . . . . . . . . . 85
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4.1 Causal testing of the two-way ISM-circumglobal
teleconnection mechanism and the influence of NAO 86
4.4.2 Eurasian and North Atlantic mid-latitude features
affecting the Indian summer monsoon . . . . . . 94
4.4.3 Intraseasonal variability and tropical influence on
the monsoon circulation . . . . . . . . . . . . . . 98
4.4.4 Combining local, tropical and mid-latitude causal
interactions . . . . . . . . . . . . . . . . . . . . . 102
4.5 Discussion and conclusions . . . . . . . . . . . . . . . . . 106
5 Dominant pattern of tropical – mid-latitude interactions
and the influence of time scales 113
5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . 118
5.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.3.2 Maximum Covariance Analysys . . . . . . . . . . 119
5.3.3 Causal Effect Networks and Causal Maps . . . . 120
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.4.1 Tropical – mid-latitude interactions: maximum
covariance analysis . . . . . . . . . . . . . . . . . 122
5.4.2 Influence of tropical – mid-latitude MCA modes
on Northern Hemisphere circulation . . . . . . . 125
5.4.3 The influence of ENSO on tropical – mid-latitude
causal interactions . . . . . . . . . . . . . . . . . 131
5.4.4 MCA causal interactions . . . . . . . . . . . . . 133
xi
TABLE OF CONTENTS
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 141
6 Statistical seasonal forecasts for Indian summer mon-
soon rainfall from causal precursors 143
6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 144
6.3 Data and Methods . . . . . . . . . . . . . . . . . . . . . 148
6.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.3.2 RG-CPD . . . . . . . . . . . . . . . . . . . . . . 149
6.3.3 Statistical hind- and forecast model . . . . . . . 152
6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.4.1 Causal precursors of ISMR . . . . . . . . . . . . 154
6.4.2 Hindcast based on causal precursors . . . . . . . 156
6.4.3 Forecast based on causal precursors . . . . . . . 159
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.5.1 Hindcast and forecast skill and potential . . . . . 163
6.5.2 Physical interpretation of causal precursors . . . 165
6.5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . 168
7 Discussion and outlook 171
7.1 New insights . . . . . . . . . . . . . . . . . . . . . . . . 171
7.2 Overarching perspective . . . . . . . . . . . . . . . . . . 176
7.3 Causal discovery: Strengths and pitfalls . . . . . . . . . 179
7.4 Applications and future research . . . . . . . . . . . . . 181
7.4.1 How are these causal relationships between trop-
ical and mid-latitude circulation reproduced in
general circulation models? . . . . . . . . . . . . 181
7.4.2 How can we use this method to improve seasonal
forecasting? . . . . . . . . . . . . . . . . . . . . 184
7.4.3 What is the effect of climate change on these
teleconnections? . . . . . . . . . . . . . . . . . . 185
xii
TABLE OF CONTENTS
7.5 Concluding remarks . . . . . . . . . . . . . . . . . . . . 188
Appendix A 191
A.1 Text A1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
A.2 Text A2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
A.3 Text A3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
A.4 Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
A.5 Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
Appendix B 209
B.1 Text B1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
B.2 Text B2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
B.3 Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
B.4 Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
Appendix C 239
C.1 Text C1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
C.2 Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
C.3 Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 258
Appendix D 259
D.1 Text D1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
D.2 Text D2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 260
D.3 Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
D.4 Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Bibliography 277
Summary in Italian 317
Acknowledgements 321
List of Publications 327




1.1 Rainfall and temperature climatology over India . . . . 4
1.2 The global monsoon . . . . . . . . . . . . . . . . . . . . 5
1.3 Monsoon onset and withdrawal . . . . . . . . . . . . . . 7
1.4 Monsoon Active and break phases . . . . . . . . . . . . 9
1.5 ISM and ENSO . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 ISM and Eurasian snow cover . . . . . . . . . . . . . . . 15
1.7 Climate change and the Indian summer monsoon . . . . 19
1.8 Eastern Himalayan extreme rainfall events . . . . . . . . 22
1.9 The circumglobal teleconnection pattern . . . . . . . . . 25
1.10 Maximum covariance analysis between tropical rainfall
and mid-latitude circulation . . . . . . . . . . . . . . . . 27
2.1 Spurious links . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2 Causal Effect Network . . . . . . . . . . . . . . . . . . . 45
2.3 RG-CPD schematic . . . . . . . . . . . . . . . . . . . . . 47
2.4 Causal map . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1 Rainfall climatology over India . . . . . . . . . . . . . . 58
3.2 Observational temperature, precipitation and circulation
anomalies in summer 2010. . . . . . . . . . . . . . . . . 61
3.3 Schematic of 2010 extremes probabilities derived from
W@H. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
xv
LIST OF FIGURES
3.4 Weather@home 2010 ensemble mean. . . . . . . . . . . . 65
3.5 Recurrent wave connecting 2010 extremes in
weather@home. . . . . . . . . . . . . . . . . . . . . . . . 66
3.6 W@H High-latitude land warming. . . . . . . . . . . . . 68
3.7 W@H Soil moisture in June. . . . . . . . . . . . . . . . . 70
3.8 Concurrent extremes, high-latitude land warming and
soil moisture. . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1 Rainfall climatology over India . . . . . . . . . . . . . . 87
4.2 Mid-latitude variability associated with the ISM . . . . 89
4.3 Causal mid-latitude interactions with the ISM . . . . . . 94
4.4 Mid-latitude causal precursors of ISM. . . . . . . . . . . 95
4.5 Mid-latitude wave train . . . . . . . . . . . . . . . . . . 97
4.6 Tropical causal interactions of ISM . . . . . . . . . . . . 99
4.7 Combined mid-latitude and tropical causal interactions
of ISM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.1 MCA of mid-latitude Z200 and tropical OLR at intrasea-
sonal timescales. . . . . . . . . . . . . . . . . . . . . . . 123
5.2 Influence of MCA mode 1 on Northern Hemisphere
circulation. . . . . . . . . . . . . . . . . . . . . . . . . . 126
5.3 Influence of MCA mode 2 on Northern Hemisphere
circulation. . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.4 Causal maps and ENSO influence. . . . . . . . . . . . . 132
5.5 Two-way causal link between tropical OLR and mid-
latitude Z200. . . . . . . . . . . . . . . . . . . . . . . . . 134
6.1 Rainfall datasets. . . . . . . . . . . . . . . . . . . . . . . 150
6.2 Causal precursors over the 1979-2016 period. . . . . . . 151
6.3 Summary of employed hind- and forecasting strategies. . 153
6.4 ENSO influence on causal precursors. . . . . . . . . . . . 157
6.5 Hindcasting ISMR. . . . . . . . . . . . . . . . . . . . . . 159
6.6 Operational forecasting. . . . . . . . . . . . . . . . . . . 161
xvi
LIST OF FIGURES
7.1 Schematic of all four papers . . . . . . . . . . . . . . . . 172
7.2 Integrating the results together . . . . . . . . . . . . . . 177
7.3 New preliminary results . . . . . . . . . . . . . . . . . . 183
A.1 Regional model. . . . . . . . . . . . . . . . . . . . . . . . 194
A.2 Global SST anomalies for 2010 from OSTIA dataset. . . 195
A.3 Z300 detrended. . . . . . . . . . . . . . . . . . . . . . . . 196
A.4 Concurrent extremes for Glob2010 Rainfall . . . . . . . 197
A.5 Soil moisture and temperature/rainfall extremes . . . . 198
A.6 Soil moisture and temperature/rainfall extremes . . . . 199
A.7 High-latitude land warming. . . . . . . . . . . . . . . . . 200
A.8 Soil moisture. . . . . . . . . . . . . . . . . . . . . . . . . 201
A.9 High-latitude land warming. . . . . . . . . . . . . . . . . 202
A.10 High-latitude land warming and temperature/rainfall
extremes. . . . . . . . . . . . . . . . . . . . . . . . . . . 203
A.11 Concurrent extremes. . . . . . . . . . . . . . . . . . . . . 204
A.12 Anomaly composites of days with rainfall over Pakistan 205
A.13 Anomaly composites of days with high-latitude warming 206
A.14 High-latitude land warming fingerprint. . . . . . . . . . 207
B.1 Standard deviation of Z200 . . . . . . . . . . . . . . . . 216
B.2 North test . . . . . . . . . . . . . . . . . . . . . . . . . 217
B.3 EOFs for the JJAS weekly Z200 field . . . . . . . . . . . 218
B.4 Temperature and precipitation anomalies related to high
and low CGTI states . . . . . . . . . . . . . . . . . . . . 219
B.5 Linear regression of the MT rainfall on the CGTI index 220
B.6 Causal Effect Network for Eurasian Sector . . . . . . . . 221
B.7 Correlation maps for the CGTI index with Z500 and SLP222
B.8 Correlation maps between the CGTI time series and Z200
fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
B.9 Forward propagating wave . . . . . . . . . . . . . . . . . 224
B.10 CEN built with MT rainfall from the CPC-NCEP dataset225
xvii
LIST OF FIGURES
B.11 Time evolution of path coefficients for a CEN . . . . . 226
B.12 CGTI and MT rainfall at monthly time scale . . . . . . 227
B.13 Rainfall climatology over the study region . . . . . . . . 228
B.14 Mid-latitude variability associated with ISM . . . . . . . 229
B.15 Causal mid-latitude interactions of the ISM . . . . . . . 230
B.16 Mid-latitude causal precursors of ISM . . . . . . . . . . 231
B.17 Mid-latitude wave train . . . . . . . . . . . . . . . . . . 232
B.18 Tropical causal interactions of ISM . . . . . . . . . . . . 233
B.19 Combined mid-latitude and tropical causal interactions
of ISM . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
B.20 ISMR, WHF and EHF rainfall . . . . . . . . . . . . . . 235
B.21 CEN for ISMR, WHF and EHF rainfall . . . . . . . . . 236
C.1 Composites of seasonal averaged SST anomalies . . . . . 242
C.2 Time evolution of weekly tropical and mid-latitude
anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . 243
C.3 BSISO time evolution. . . . . . . . . . . . . . . . . . . . 244
C.4 EOF analysis. . . . . . . . . . . . . . . . . . . . . . . . . 245
C.5 MCA of mid-latitude Z200 and tropical vertical velocit . 246
C.6 MCA of mid-latitude Z200 and tropical velocity potential 247
C.7 MCA of mid-latitude Z200 and tropical OLR . . . . . . 248
C.8 Robustness test for causal maps . . . . . . . . . . . . . 249
C.9 Robustness test for causal maps . . . . . . . . . . . . . . 250
C.10 Influence of MCA mode 2 on Northern Hemisphere
circulation . . . . . . . . . . . . . . . . . . . . . . . . . . 251
C.11 Influence of MCA mode 1 on Northern Hemisphere
circulation . . . . . . . . . . . . . . . . . . . . . . . . . . 252
C.12 Robustness test for causal maps . . . . . . . . . . . . . . 253
C.13 MCA modes during different ENSO phases . . . . . . . 254
C.14 Histograms for spatial correlation . . . . . . . . . . . . . 255
C.15 Causal maps: ENSO influence . . . . . . . . . . . . . . . 256
xviii
LIST OF FIGURES
C.16 Two-way causal link between tropical OLR and mid-
latitude Z200. . . . . . . . . . . . . . . . . . . . . . . . . 257
D.1 Causal Precursors lag 2-3 . . . . . . . . . . . . . . . . . 263
D.2 Forecast model Niño3.4 . . . . . . . . . . . . . . . . . . 264
D.3 Forecast model Niño3.4 and AIR . . . . . . . . . . . . . 264
D.4 Comparison between different rainfall datasets . . . . . 265
D.5 Sensitivity of hindcasts on different rainfall datasets . . 266
D.6 Operational forecasting RAJ 1901-2004 period . . . . . 267
D.7 Pacific decadal Oscillation . . . . . . . . . . . . . . . . 268
D.8 Operational forecasting RAJ 1901-2004 . . . . . . . . . 270
D.9 Frequency plot RAJ 1901-2004 lag 2-3. . . . . . . . . . . 271
D.10 Frequency plot RAJ 1901-2004 lag 4-5. . . . . . . . . . . 271
D.11 Table D1. Number of precursor regions . . . . . . . . . . 272
D.12 Table D2. Regression coefficients . . . . . . . . . . . . . 272
D.13 Table D3. Bayesian Information Criterion (BIC) . . . . 273
D.14 Table D4. AIC and BIC values with Niño3.4 . . . . . . . 274
D.15 Table D5. Correlation and MSRE for ISMR forecast for
2-3 month lead time. . . . . . . . . . . . . . . . . . . . . 274
D.16 Table D6. Correlation and MSRE for ISMR forecast for




5.1 Abbreviations . . . . . . . . . . . . . . . . . . . . . . . . 122
A.1 Kolmogorov-Smirnov test . . . . . . . . . . . . . . . . . 208
B.1 Causal effect values. . . . . . . . . . . . . . . . . . . . . 237
B.2 Average causal effect and average casual susceptibility . 237





Seasonal changes and weather patterns in both tropical and mid-latitude
regions have a strong impact on daily life, economy and ecological
systems of the Northern Hemisphere. Interactions between tropical
regions and mid-latitude circulation patterns partly explain the nature
of weather regimes in the Northern Hemisphere and may help to improve
seasonal to subseasonal (S2S) forecasts. Anthropogenic warming and
climate change threaten to disrupt observed patterns and challenge
our current understanding and the optimization of seasonal forecasting
performance. The study of teleconnections between remote regions on
our planet represents a crucial step to understand the mechanisms that
govern the dynamics of the Earth system and therefore to improve
predictability along with scientific knowledge. In this Chapter, first
the key elements of this thesis will be introduced: the Indian monsoon
system, boreal summer planetary waves in the Northern Hemisphere
and their interaction with the Indian monsoon, extreme weather events
in the Indian monsoon region and their impact on society. Next, the
research questions addressed in this thesis will be presented.
1
1. Introduction
1.1 Extreme events and societal impacts
across the Indian sub-continent
India is the second most populated country on Earth with more than 1.3
billion people living on its territory. Consequently, the Indian summer
monsoon (ISM) is of paramount importance to Indian society with
direct and indirect effects on all aspects of daily life, economy and
ecosystems of the country. India is also the 6th largest economy in the
world and a newly industrialized country, thus making it increasingly
susceptible to weather extremes. India’s neighboring countries such as
Pakistan, Nepal, Bhutan and Bangladesh are also directly influenced by
the Indian summer monsoon and are susceptible to similar threats and
issues related to too abundant or too weak Indian summer monsoon
rainfall.
Climate change, strong interannual oscillations and extreme weather
all represent risks to the population of the Indian peninsula. Recent
examples of the magnitude of the impact of extremes in this region
include the Pakistan flood in 2010, the Indian drought in 2013 and the
flood in Kerala in 2018.
In 2017 a study reported that "warming over the last 30 years
is responsible for 59,300 suicides in India" [21]. For a country where
roughly 50% of the population is employed in the primary sector, a
below normal summer monsoon season can lead to devastating effects
for Indian society, especially for farmers. Droughts create a great stress
on society: yields fail, farmers do not have the money to support their
families and seasonal workers lose their jobs. As a consequence many
move from the countryside to urban areas in search for food and water.
The correlation between higher than usual temperature during the crop
growing season and the suicide rate found by Carleton (2017)[21] is an
extreme but good example of how crucial the summer monsoon rainfall
is in India. Climate change poses a threat not only because it can change
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the mean seasonal rainfall average, the number and intensity of weather
extremes and water storage resources, but also as an additional stress
factor on the agricultural society [126].
1.2 The Indian summer monsoon system
The Indian monsoon is one of the most powerful monsoon systems in the
world. The Indian Peninsula is located between 5◦-35◦N and 65◦-95◦E,
thus in between the sub-tropics and the tropical belt. Mean annual
temperatures over the Indian sub-continent span from ∼0◦C of the
Himalayan mountain range to the ∼30◦C of some areas in south-eastern
India and Pakistan (Figure 1.1, panel a). Similar to temperature, also
rainfall patterns show large differences between different areas: the
Western Ghats mountain range, central-east India and the Himalayan
foothills receive between 1 and 3 meters of cumulative annual rainfall,
while regions at the border with Pakistan receive less the 0.3 m of
cumulative annual rainfall (see Figure 1.1, panel b).
In first approximation, the Indian monsoon can be defined as a
seasonally reversing wind system. Supposedly, the term "monsoon" comes
from the Arabic "mawsim" meaning "season". During boreal winter, the
winter monsoon is characterized by cold and dry low level winds from
the inner parts of the Asian continent towards the Indian peninsula,
mostly suppressing precipitation. During summer this circulation is
reversed and the summer monsoon brings warm and moist southwesterly
winds over the Indian peninsula. The Indian summer monsoon (ISM) is
characterized by these southwesterly winds together with abundant and
intermittent rainfall outpours lasting from June to September [74].
Another way to interpret the ISM is as a seasonal displacement of the
intertropical convergence zone or ITCZ. In its simplest representation,
the ITCZ is a belt of convection situated along the equator, where the
incoming solar radiation is at its peak. Strong surface heating is the
main driver of global atmospheric circulation and without the rotation
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Figure 1.1: Panel (a): Mean annual 2m temperature from ERA-Interim for the
period 1979-2016. Panel (b): Cumulative annual rainfall from CPC-NCEP for the
period 1979-2016.
of the Earth it would result in a gigantic convection cell, with uprising
motions at the equator and sinking at the poles. The rotation of the
Earth and the Coriolis force break down this cell into three sections
per Hemisphere: one Hadley cell between the equator and the sub-
tropics, one Ferrel cell between the subtropics and high-latitudes and
the polar cell encircling the Polar Regions. The ITCZ is located between
the two Hadley cells, where the solar heating drives strong convective
motions with copious rainfall and convective clouds. The position of the
ITCZ is not fixed throughout the year but varies following the seasonal
cycle imposed by solar radiation changes and land-sea temperature
contrasts to the ground. During the equinoxes, the incoming solar
radiation is perpendicular at the equator, thus the ITCZ is located
roughly there. During the boreal summer solstice, the incoming solar
radiation is perpendicular at the Tropic of Cancer and the ITCZ is
displaced northward. During the austral summer solstice, the incoming
solar radiation is perpendicular at the Tropic of Capricorn and the
ITCZ is displaced southward. This seasonal cycle does not only drive
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the ISM but also other monsoon systems such as the South American
monsoon and the Australian monsoon, peaking during boreal winter, or
the African monsoon, which brings life-bearing rainfall to dry soils in
sub-Saharan regions once per year. This complex system of monsoon
activity is referred to as the global monsoon (Figure 1.2).
Figure 1.2: Panel (a): The climatological mean for the annual range of precipi-
tation, defined by the local summer mean precipitation rate (June to August in
the Northern Hemisphere, and December to February in the Southern Hemisphere)
minus the local winter mean precipitation rate. The bold lines delineate the global
monsoon domain. The data used are a blended GPCP data (1979–2003) and the
means of the four precipitation data sets (described in the text) for the period of
1948–2003. Adapted from Wang & Ding (2006)[256].
The geographical position and orographic features of the Indian sub-
continent are of great importance for the development of the summer
monsoon and show some extraordinary features. India is flanked on
its northern side by the highest mountain range of the planet, the
Himalayan Mountain range. Moreover, India is located south of the
Asian continental landmass and north of the Indian Ocean that covers
most of the Southern Hemisphere at Indian longitudes. This peculiar
combination of ocean and land creates a temperature gradient with
warm temperatures on land during boreal summer and on the Indian
Ocean during boreal winter. This temperature gradient is the first driver
of the Indian monsoon system. The ISM brings strong convective rainfall
activity to regions that are at the same latitudes of the Sahara Desert,
thus relatively close to the path of the subtropical jet stream, creating
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a potential for interaction between tropical convection and mid-latitude
circulation (see Section 1.3 for further discussion).
The ISM is one of the characteristic features of boreal summer in
the Northern Hemisphere. Starting in June and ending in September,
in only four months on average the ISM is responsible for 34 of the
total annual rainfall falling over India. When seen from an atmospheric
physics point of view, the Indian summer monsoon can be visualized
as a geopotential height ridge in the upper troposphere (∼10-15 km).
This ridge is referred to as the Tibetan High and its strength is a proxy
for the strength of summer monsoon rainfall during boreal summer:
the stronger the Tibetan High, the more intense the ISM season. This
geopotential height ridge develops both in response to the geographical
position of the Tibetan Plateau and to latent heat release by water
vapor condensation in convective clouds. The Tibetan Plateau has an
average height of ∼5000 m and covers an area of ∼2,5 million km2. Thus,
the Tibetan Plateau is a unique orographic feature worldwide and plays
a dual role in the evolution of the ISM circulation system [282]. On one
hand, its exceptional height, extent and sunny rocky landscapes act
as a unique source of sensible heat injected directly into the middle of
the troposphere. On the other hand, Tibetan Plateau southern borders
are flanked by the Himalayan Mountain range with record-high snowy
peaks and steep slopes, which represents a natural orographic barrier
for low level winds and contributes to enhanced orographic rainfall.
Since more than 100 years the India Meteorological Department
(IMD) monitors the development and intensity of the ISM both
regionally and country-wide. Each summer the ISM brings an average
of 890 mm of cumulative rainfall averaged spatially over the entire
country. Countrywide, annual mean fluctuations exceeding 110% of
the climatological mean are considered excessive summer monsoon
years, while years with rainfall below 90% are considered drought
years. Regionally, these thresholds are increased by +/-20% of the
climatological seasonal average. Monitoring the ISM development is
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crucial for farmers, in particular as the ISM season does not start
contemporaneously over the entire country. The transition between the
winter monsoon and the summer monsoon is referred to as the monsoon
onset and appears first in southeast India, moving northwestward
from the Bay of Bengal towards the Indian peninsula in early June.
Climatologically, the onset line reaches central India around mid-June
and then keeps moving northwestwards until it reaches the borders with
Pakistan in mid-July (Figure 1.3). Similar to the onset, the end of the
monsoon season, or monsoon withdrawal, begins at the border with
Pakistan in early September and then proceeds back towards the Kerala
state and leaves the Indian peninsula in December (Figure 1.3).
Figure 1.3: Climatological dates for monsoon onset (left panel, period 1961-2019)
and withdrawal (right panel, period 1971-2019) over Indian. Source: New Normal
Dates of Onset/Progress and Withdrawal of Southwest Monsoon over India. India
Meteorological Department.
1.2.1 Indian summer monsoon intraseasonal vari-
ability: the dynamics of active and break
phases
Intraseasonal variability of the ISM represents a crucial aspect of the
monsoon season. Each ISM season is characterized by periods of intense
rainfall activity, or active phases, and periods of reduced or absent
7
1. Introduction
rainfall, or break phases [63]. Extreme variations of these phases can lead
to floods or drought events over the Indian peninsula and therefore can
have serious consequences on Indian agriculture and society. Explaining
the physical mechanisms and the local and faraway drivers that lead
this alternation of break and active phases of the ISM presents an open
challenge.
In general an active phase is defined as a period of at least a
few days characterized with rainfall over central India higher than
1 standard deviation (st.d.) of the daily rainfall climatology (see Figure
1.4). Similarly, breaks are defined as days with rainfall below 1 st.d. over
the same area (see Figure 1.4). However, the exact definition of active
and break phases varies depending on both subjective choices and data
availability [63][120][184]. The low pressure system that drives active
ISM phases and that during these phases resides over central India, here
defined as the region between 18◦-25◦N and 80◦-90◦E, is referred to as
the monsoon trough [34][115][185]. The monsoon trough region is the
most extended region that receives the highest rainfall amounts in the
Indian peninsula. Higher annual rainfall rates occur in the Himalayan
foothills and on the west side of the Wester Ghats mountain range, due
to a combination of ISM circulation and orographic features. The spatial
extent of these regions is much smaller. During breaks, the monsoon
trough leaves central India and moves northeastward towards the eastern
Himalayan foothills, bringing abundant rainfall in these regions [251].
This alternation of break and active phases on central India is
linked to the surrounding circulation and to the monsoon circulation
cell extending from the Indian peninsula towards the equatorial Indian
Ocean. During boreal winter, rainfall activity is usually concentrated in
the Indian Ocean at about 5◦S and the winter monsoon brings cold and
dry northeasterly winds over the Indian continent. Thus, winter (rare)
rainfall activity in India is usually related to passing mid-latitude trough
activity intruding from the north [74]. During summer, a reminiscence
of this circulation type can be seen during break phases, when the
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Figure 1.4: Top panel: Daily average rainfall over the monsoon though region for
summer 2017. Bottom panel: standardized rainfall over the monsoon though region
for the same year. Break spells are marked in red (rainfall anomaly < -1 st.d.) and
active phases are marked in green (rainfall anomaly > 1 st.d.). Days with average
rainfall < 1 st.d. & > -1 st.d. are marked in blue. Source: India Meteorological
Department (IMD).
monsoon trough region receives no or little rainfall, and the rainfall
activity develops over the equatorial Indian Ocean [120]. Subsequently,
this rainfall band travelling northwestward towards the Indian peninsula
brings rainfall over the monsoon trough again. This oscillation is
referred to as the Boreal summer intraseasonal oscillation (BSISO). The
BSISO has a cycle of about 30-60 days and can also be explained as a
combination of both the Madden-Julian Oscillation and the Intraseasonal
Oscillation that characterizes the ISM [2][151][164]. The Madden-Julian
Oscillation (MJO)[139] is characterized as a transient region of enhanced
convective and rainfall activity developing in the tropical Indian Ocean
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and moving eastward towards the tropical Pacific. The MJO has a cycle
of 30-90 days and specific active phases (labelled 3 to 6) are usually
linked to enhanced ISM rainfall, thus coinciding with ISM active phases
[2][151][164].
Another mechanism that can drive the alternation between active
and break phases is the negative feedback of ISM rainfall on the ISM
circulation itself. In general, latent heat released by strong convective
rainfall in the middle troposphere acts as a driving force for the
monsoon circulation cell by enhancing ascending motions [134]. However,
prolonged periods of rainfall and cloud cover also lower the temperature
at the surface by reducing incoming solar radiation and by increasing
the soil moisture content and thus heat capacity of the soils (i.e. the soil
can absorb more energy before it can warm up). A lower temperature at
the surface acts against the main driver of the ISM circulation system
by reducing the thermal gradient between land and ocean. Some studies
have pointed to this intrinsic negative feedback as the responsible driver
of a bi-weekly oscillation in the active and break phase activity over
central India [114]. Alongside the effect on soil temperature, convective
rainfall and the consequent latent heat release in the middle troposphere
can act against further convection by increasing the static stability of the
air column [207]. Next to these natural mechanisms, human activity can
also contribute to enhanced or suppressed rainfall activity on the Indian
peninsula. One perhaps unexpected example is the damping effect of
irrigation on local rainfall activity [35]. Although irrigated fields can
provide a source of moisture, wet soil has a higher thermal capacity
and a lower temperature. Therefore, similar to what has been described
above, a lower temperature at the surface acts against the main driver
of the ISM circulation system. Aerosols emitted in the atmosphere
by human activities can also have a major impact on ISM circulation
[160](see Section 1.4 for further details). Finally, interactions between
the mid-latitude circulation and the ISM circulation system have also
been identified as possible drivers of ISM intraseasonal variability (see
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Section 1.3 for further details). This is extensively explored in this thesis
(see Chapters 3, 4 and 5).
1.2.2 Indian summer monsoon interannual variabil-
ity: El Niño-Southern Oscillation
The ISM interannual variability is closely linked to the El Niño-Southern
Oscillation (ENSO) activity in the tropical Pacific. The El Niño-Southern
Oscillation is one of the most influential factors for global interannual
temperature variations and can affect rainfall and circulation patterns
across the globe [48][262]. In a simplified manner, given the relative
proximity of the ISM region to the tropical Pacific Ocean, ENSO
exerts a semi-direct influence on the interannual rainfall amount in
the Indian region by disrupting or intensifying the Walker circulation
in the tropical Pacific basin [94][95][236][277]. The Walker circulation
is a zonally oriented feature of the tropical Pacific, characterized by
ascending motions over the Maritime Continent, in correspondence
with the climatological warm pool located on the western side of the
tropical Pacific, low level easterlies in the tropical Pacific, descending
motions over the eastern side of the Pacific basin and westerlies in the
upper troposphere to close the circulation cell. ENSO can be defined as
an oscillation in the wind and (surface and sub-surface) temperature
patterns in the tropical Pacific that disrupts or intensifies the Walker
circulation cell on a period of about 2-7 years [261]. During the ENSO
warm phase, or El Niño phase, temperatures over the central-eastern
tropical Pacific show positive anomalies and, as a direct consequence, the
Walker circulation is shifted towards the east with respect to its average
position. Ascending motions and consequently convection and rainfall
are shifted towards the eastern Pacific and the ascending motions over
the Maritime Continent weaken, while low level easterlies are replaced
by low level westerlies. Weaker ascending motions in the western Pacific
can weaken the ascending branch of the nearby ISM circulation cell
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and thus El Niño years are usually associated with a drier ISM [94][95].
In contrast, during la Niña years, warm SST anomalies in the western
tropical Pacific and cold SST anomalies in the east intensify the Walker
circulation in its typical position with its ascending branch over the
Maritime Continent. Enhanced ascending motion over this region is in
turn favourable for ascending motions over the Indian peninsula and
therefore La Niña years are usually associated with a wetter ISM.
However, this relationship is neither linear nor stationary in time
[22][123][230][279]. While La Niña years are usually associated with
higher than usual seasonal ISM rainfall, El Niño years have seen both
severe droughts and normal ISM rainfall [124]. One reason for this
could be the different flavours in ENSO activity: the position of the
El Niño warm pool can shift from the eastern tropical Pacific on the
coast of Peru and Ecuador to a more central position in the tropical
Pacific. The shift in the ascending branch of the Walker circulation
to the central Pacific following central Pacific El Niño events seems
to be more disrupting for ascending motions over the Indian Ocean
region/Maritime Continent, while eastern Pacific El Niño events seem to
have a weaker influence on the ISM region [124]. Moreover, the ENSO-
ISM relationship shows a change in its strength at interdecadal time
scale [123][124]. This could also be due to interdecadal variability in the
ISM rainfall itself, which may lead to an intensified (or diminished) effect
of ENSO on the ISM depending on ISM interdecadal variability [112].
At interdecadal timescales, the ISM rainfall shows variations between
period of diminished and enhanced activity. The positive effect of La
Niña on the ISM circulation will act on top of the ISM interdecadal
phase and thus will be amplified, while the weakening effect of El Niño
will be less pronounced. In contrast, during a negative phase of the ISM
interdecadal variability, the drying effect of El Niño will be amplified
while La Niña will have a less pronounced effect [112]. In recent decades,
the effect of La Niña over the ISM rainfall seems to have weakened in
comparison with previous decades [3], with less rainfall falling over the
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Figure 1.5: (a) Composite of 16 La Niña years seasonal (JJAS) mean rainfall from
CRU. (b) same as (a) but for APHRODITE data. (c) difference in rainfall between
post-1980 and pre-1980 La Niña composite (post-minus pre-1980) from CRU. (d)
same as (c) but from APHRODITE data. Units are mm day 1. In (c) and (d) red
dots represent statistical significance (90% or above) of the anomaly. Adapted from
Aneesh and Sijikumar (2018)[3].
monsoon trough region during La Niña events after 1980 (see Figure 1.5).
However, it should be noted that while the ISM characterizes boreal
summer, ENSO peaks in boreal winter. Thus, generally the ISM receives
the effects of the developing phase of El Niño or La Niña, since usually
an ENSO events starts to develop in spring and reaches its maturity in
the following winter. In contrast, the decaying phase of ENSO, i.e. the
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summer following the ENSO peak in winter, is more difficult to analyse.
For example, the decaying phase of El Niño can lead to a neutral year,
be a transition phase to La Niña, or remain in the El Niño state.
1.2.3 Indian summer monsoon predictability
Predicting the amount of rainfall that falls every year during the summer
season in India is a century-long problem to which great scientific
effort has been dedicated [12][122][178][180]. Tropical and mid-latitude
precursors have been hypothesized to influence the seasonal ISM rainfall
amounts both locally and in remote regions. Before climate models
based on digital computational power were available, observational data
together with statistical relationships have opened the way to seasonal
forecasts of ISM rainfall in India [12][252][255][267]. Already in the
second half of the 19th century, a connection between snowfall over the
Himalayan region and seasonal droughts in India has been proposed [12].
From observational data, it was possible to notice a relationship between
the amount of snowfall over the Himalayan region during winter and
early spring and the amount of rainfall falling over Northwestern India
during the following summer. It was hypothesized that prolonged snow
coverage in spring could result in dry and cool northwesterly winds,
which would prevent rainfall over Northwestern India. This hypothesis
is referred to as the "Blanford hypothesis.
In the second half of the 20th century, this hypothesis has been
further developed and it was proposed that the snow cover over the
Eurasian landmass in winter and early spring may affect ISM rainfall in
the following summer [79]. This so called snow – monsoon mechanism
is based on the hypothesis that enhanced snow cover over the Eurasian
landmass during early spring influences the albedo at the surface and
the soil moisture content in the months preceding the summer season.
Increased albedo has the effect of preventing solar energy intake by the
surface, while increased soil moisture would allow the soil to absorb
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more energy before starting to warm up. Both mechanisms would result
in a decreased large-scale meridional temperature gradient between
the Eurasian landmass and the Indian Ocean, which is at the basis of
the ISM circulation system [5][40][112][125]. Snow anomalies in turn
can induce changes in the large-scale circulation over Eurasia during
spring, those can interact with the developing ISM circulation system
and weaken it in the following summer [38][39]. While the Blanford
hypothesis suggests that the influence of snow conditions on the ISM
rainfall comes from regions close to India, i.e. the Himalayan region and
the Tibetan Plateau, the snow – monsoon mechanism suggests that the
relationship is extended to the entire Eurasian region [60].
Figure 1.6: Composites of snow cover fraction for strong minus weak monsoons
for the period 1967–2005: (b) spring snow cover. Stippled areas represents the 90%
confidence level. From Peings and Douville (2009).
The monsoon – snow relationship is neither stationary in time
(Robock et al. 2003) nor homogeneous in space, with studies showing
the correlation between snow coverage over Eurasia and ISM rainfall
changing sign depending on the region [5][112]. The spatial structure of
the correlation between snow cover and ISM rainfall in northern Eurasia
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shows a negative correlation in the west and a positive correlation in the
east, as shown in Figure 1.6 [110][169]. Modelling studies have shown
that snow conditions over Eurasia (excluding the influence of El Niño)
can drive a response of the ISM circulation [61][169][245]. However,
other studies indicate that this relationship may depend on the ENSO
state, suggesting that the relationship between snow cover over Eurasia
and rainfall over India is a consequence of the influence of ENSO on
snow accumulation over Eurasia in winter [60]. The negative correlation
between snow cover and ISM rainfall weakens when the snow cover
signal is averaged over the entire Eurasian continent. Moreover when
spatial patterns are analysed, the snow cover signal seems to come
from remote regions, posing a question on whether a causal relationship
between ISM and the snow cover signal can be assessed [169]. Thus, it
may be more plausible to consider the effect of directly neighbouring
regions on the ISM rainfall, as suggested by the Blanford hypothesis.
Atmospheric general circulation models (AGCM) provide a compre-
hensive tool based on atmospheric physical equations to provide seasonal
forecasts. However, due to the nonlinearity of the equations describing
atmospheric motions, uncertainties in the initialization of the models,
intrinsic model biases and parametrizations of local scale processes
and the intrinsic stochastic nature of atmosphere dynamics, AGCM
seasonal forecasts provide limited skill in representing the ISM rainfall
[90][257][268]. Therefore, also statistical models have been applied to
help forecasting the ISM rainfall several months in advance. However,
the non-stationarity of these relationships poses a great challenge to the
development of statistical forecast models and explains why the India
Meteorological Department (IMD) has frequently updated its statistical
operational forecasting system in the past decades [122][178][180]. Next
to the monsoon – snow mechanisms (described above), the ENSO –
monsoon relationship is another candidate for the prediction of seasonal
ISM rainfall amounts. The relationships between ENSO and the ISM
system has been described more in detail in Section 1.2.4. In the past
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decades, several methods have been applied to predict the ISM rainfall
ranging from multilinear regression models [178] to neural networks
[122][223][224].
In the past decades, potential predictors from remote regions across
the globe have entered the pool of statistical precursors used by IMD
for their statistical forecast model. These precursors have often been
identified using correlation relationships between the total amount of
ISM rainfall falling during the summer season over India and other global
oceanic or atmospheric fields, such as sea surface temperature (SST),
sea level pressure (SLP) or surface atmospheric temperature (SAT)
[70][177][179][181][221][253]. The main challenge with using correlation-
based precursors is that it is not possible to distinguish between causal
precursors and precursors that appear so because they reflect the
behaviour of an (unknown) external driver causally related to both
the predictor and the target variable. A way to identify and clean
the precursors set from these co-called spurious correlations will be
presented and described in detail in Chapter 2.
1.2.4 Indian summer monsoon and climate change
In the last century, the ISM system and the Indian peninsula have
been affected by anthropogenic warming, climate change and urban and
industrial air pollution [73][149][196][243]. The ISM circulation system
has shown a complex and sometimes contradictory response to global
warming [78][91][117][196][222][273]. Monsoon rainfall and mountain
glaciers provide water to a country with more than one billion people.
Thus, changes in the seasonal water cycle, the total amount of seasonal
rainfall or the frequency of active and break phases can have serious
consequences for the society, economy and ecosystems of the entire
region. Changes in temperature can affect mountain glaciers which
provide a stable source of water during the summer [145][166][187].
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Given the importance of the ISM rainfall for the country, rainfall
measurements have started already in the second half of the 19th
century. It is possible to study both interdecadal variability of the ISM
and changes in rainfall total amounts and intraseasonal variability with a
certain degree of confidence. Observations have shown multiple changes
in the behaviour of ISM rainfall. On the one hand, a decrease in the
total amount of seasonal rainfall has been observed [59][73][93]. On
the other hand, both extreme rainfall events and drought events have
become more intense [73][91][196][251].
Without considering the effect of aerosols and air pollution, the
effect of anthropogenic warming on the ISM system has a dual response
which may explain the observed changes [149][196][216][243]. On the
one hand, the Clausius-Clapeyron law prescribes an increase in the
amount of water vapor that the atmosphere can hold to rise by about
7% per degree (K) warming [159][239][244]. Although the increase in
rainfall is smaller (∼3-4%)[225], in general future projections obtained
from global climate models agree on a future increase in seasonal ISM
rainfall following anthropogenic warming [130][149][243]. However, at
the same time, climate models project a decline in the strength of the
ISM circulation cell which acts in the opposite direction and reduces the
strength of the ISM circulation system and consequently of the amount
of rainfall [29][146].
Changes in the thermal gradient between the Eurasian landmass
and the Indian Ocean can represent another crucial factor for the
strengthening or weakening of the ISM circulation. This thermal gradient
is a major engine for the ISM circulation, and so it is important to study
which changes in its magnitude have occurred in the past and which may
happen in the future. In the past decades a weakening of this thermal
gradient has been observed [91], which may help explaining the apparent
decrease in ISM total seasonal rainfall. However, recent research has
shown that in the past decade this tendency may have reversed [194].
With increasing greenhouse gas concentrations in the atmosphere and
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Figure 1.7: Panel (a): June–September (JJAS) rainfall climatology (mm/day)
during the period 1970–2000 from the India Meteorological Department (IMD)
daily gridded observational dataset. Panel (b): June–September (JJAS) rainfall
climatology (mm day1) during the period 1871–2004 for 20 CMIP5 models. Adapted
from Menon et al. 2013 [149].
consequently increase in temperature, continental landmass is prone
to larger temperature changes than oceanic surfaces [97]. The physical
mechanism behind this phenomenon is straightforward: land has a much
smaller thermal capacity than the ocean, thus, given the same amount
of incoming solar radiation, it will warm up more than the ocean when
the solar insolation increases, and cool down more than the ocean when
the insolation is reduced. Moreover, changes in the amount of snow
covering the northern parts of Eurasia or in the timing of snow melt
can further increase land warming [53][191]. Early snow melt has an
effect both on the albedo of the surface (darker soil without snow cover
has a lower albedo and can absorb more incoming solar energy) and on
the amount of soil moisture. A positive land-atmosphere feedback may
exacerbate this phenomenon: warmer soils dry up more quickly and
drier soils warm up even more. However, as seen before in Section 1.1.3,
the relationship between soil moisture, snow cover and ISM rainfall is a
complex nonstationary issue and therefore it represents a further source
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of uncertainty in future projection. However, the western Indian Ocean
has warmed up more than other basins in recent decades [195], thus
potentially increasing the moisture source available for fuelling the ISM
system.
Next to greenhouse gases, aerosols emitted in the atmosphere by
human activities can have serious consequences, not only on human
health but also on the ISM circulation system. Highly reflecting aerosols
like sulphites emitted by industrial activities and fossil fuels combustion
can accumulate in the atmosphere and increase the albedo over highly
polluted areas. This effect is likely responsible for overshadowing
regionally the increase in global mean surface temperatures in the 1980s
[13]. In recent decades, many countries have banned the emission of
sulphites due to their high risks for human health and as a consequence
temperatures have started rising at a faster rate (note that natural
climate variability may also explain partially this behaviour). India is
a newly industrialized country, where air pollution and aerosols can
still contribute to local warming rates and changes in the thermal
gradient between the land and the Indian Ocean [222]. Nevertheless,
the contribution of non-Asian emitted aerosols has also been shown
to affect ISM circulation trends over the Indian peninsula [37][77].
Increased aerosol concentrations lead to an increased albedo and thus
less solar energy can reach the surface. The thermal gradient between
the land and the ocean decreases and, as a consequence, the ISM
circulation weakens and rainfall decreases [222]. Modelling studies show
that aerosol emissions over South Asia can affect the ISM circulation
system and cause a decreasing trend in the total amount of ISM rainfall
[13][14][67][78]. In models, sulphur dioxide emissions may have been
contributing up to 75% of the decreasing trend in rainfall observations
[77].
Finally, it should be noted that on top of uncertainties due to
contrasting physical mechanisms and the length and accuracy of observa-
tional data, models still struggle in reproducing ISM climatology [227]. A
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mid-latitude circulation
clear example is given in Figure 1.7, showing observational climatological
rainfall over India (Figure 1.7a) together with climatological rainfall from
historical runs from 20 models from the coupled model intercomparison
project phase 5 (CMIP5) (Figure 1.7b). Comparing CMIP5 runs with
the observed climatology shows that although some models capture
the climatology pattern fairly well, e.g. IPSL and GFDL, others miss
completely the most important region of intense rainfall on the monsoon
trough region, e.g. CSIRO and HadGEM2.
1.3 Interactions between the Indian sum-
mer monsoon and the mid-latitude cir-
culation
Tropical convection can represent a source of Rossby waves that can
reach and influence the circulation in the mid-latitudes [161][240]. At
the same time, disturbances in the mid-latitude flow can affect and
influence convective activity in subtropical regions [50]. Due to its
geographical position, the Indian peninsula finds itself in the right spot
for a possible interaction with mid-latitude tropospheric waves. In this
Section, observational evidence of these possible interactions is described,
starting from the influence of mid-latitude cyclonic activity on ISM
extreme rainfall events (Section 1.2.1) and then on the ISM effect on
the mid-latitude intraseasonal variability (Section 1.2.2).
1.3.1 Extreme rainfall events and mid-latitude in-
teractions
The alternation between active and break phases of the ISM (introduced
in Section 1.2.1) characterize each ISM season. Although break events
are defined as dry spells in the ISM intraseasonal variability, this is
specifically true for northern-central India where the monsoon trough
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usually resides. Spatial-temporal rainfall patterns in other regions across
India can be out of phase with active/break phases over central India.
Vellore et al. (2014)[251] has shown that during the first 3-to-5 days
of a break spell abundant rainfall activity is detected over the central-
eastern Himalayan (CEH) foothills (see Figure 1.8). This feature is not
an isolated event but is detected in composites of 246 break days. During
these events, the CEH region can receive up to three times more rainfall
than during the active phase of the ISM, thus leading to possible extreme
rainfall events in the region (see Figure 1.8). Locally, during these events
the monsoon trough shifts towards the CEH region while the large
scale circulation pattern is characterized by a southward intruding mid-
latitude westerly trough and regional circulation anomalies in the mid-
troposphere levels. These circulation anomalies can interact with the ISM
circulation and lead to mid-level convergence, strong mid-tropospheric
ascent and vorticity stretching over the CEH region. Synoptic scale
westerly troughs together with mesoscale interactions with the orography
lead to enhanced moisture inflow from the Bay of Bengal and fuel the
precipitation over the region.
Figure 1.8: Panel (a): Observed composite maps during monsoon breaks: a
precipitation (mm day-1). Panel (b): Precipitation anomaly (mm day-1). The
rainfall is based on the APHRODHITE dataset. Adapted from Vellore et al.
(2014)[251].
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A somewhat similar mechanisms is also observed during strong
rainfall events over the western Himalayan foothills, such as the Pakistan
flood in 2010. As for break events, also in this case copious precipitation
over the Himalayan foothills is registered together with mid-latitude
westerly troughs intruding into the Indian peninsula. However, extreme
rainfall events in western and eastern Himalayan foothills differ in
two key characteristics: first, eastern Himalayan rainfall events happen
during ISM break spells while western Himalayan rainfall events happen
during periods of average rainfall over central India (thus neither during
breaks nor active phases of the ISM) [250]. Second, the position of the
intruding mid-latitude monsoon trough is shifted eastwards (westwards)
during eastern (western) Himalayan rainfall events [250]. Analysing
34 extreme rainfall events during the period 1973-2013 common large-
scale circulation patterns emerge. Key features of these events show
a blocking high over western Eurasia together with a mid-latitude
trough on its eastern side. Rossby wave breaking downstream of
the Eurasian high leads to the descent of high potential vorticity
stratospheric air from the extratropics toward the north-western Tibetan
Plateau, while an unstable Tibetan anticyclone further facilitates the
southward penetration of the mid-latitude westerly trough. Together
with strong convective motions, these circulation anomalies lead to
extreme abundant rainfall in the region with potential great impact on
the society.
One great example of extreme rainfall over the Himalayan foothill
was the 2010 Pakistan flood event. This devastating event has inspired
many studies as it happened contemporaneously with the Russian heat
wave. Several studies have reported that these two events have been
connected by a wavy jet stream over Eurasia [85][89][128].
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1.3.2 Circumglobal teleconnection pattern, sub-
tropical deserts and ISM: interannual
interactions
In the previous Section, the influence of mid-latitude circulation on
extreme rainfall events in the Indian peninsula was described. In this
Section, the influence of the ISM rainfall on circumglobal (or regional)
wave patterns in the mid-latitudes/subtropical regions is described.
The ISM system has long been shown to support dry conditions over
the Eastern Sahara during boreal summer [192]. The Sahara desert is
located in the subtropics surrounding the Tropic of Cancer, in the same
latitude range as the Indian peninsula. However, while the Sahara desert
is hot and dry for most of the year, the ISM allows tropical forest to grow
in some regions in India. While during winter the descending branch
of the Hadley circulation is the main cause for descending (and thus
rainfall-suppressing) motions over the Sahara Desert, observations show
that in summer the strength of the Hadley cell circulation alone decreases
and is not considered to be able to sustain these descending motions.
However in summer the latent heat released by ISM rainfall represents a
potential Rossby wave source [68]. Using a diabatic forcing representing
the ISM heat source in an idealized model, descending motion located
west with respect to the heat source (as predicted by Gill (1980) [68])
appear over the Sahara region, suppressing precipitation. This result
depends on both orographic characteristics of Northeast Africa and on
the latitudinal position of the ISM heat source. A response in Northeast
Africa is found when the heat source is located at 25◦N, corresponding
to the ISM season, but not when the heat source is located at 10◦N,
corresponding at the pre-monsoon onset phase. This phenomenon is
referred to as the monsoon – desert mechanism [192]. This mechanism
may partly be responsible for paleoclimate proxies showing that the
Northeastern Sahara was driest in periods with enhanced ISM circulation
(when the solar forcing in the Northern Hemisphere is stronger in
24
1.3 Interactions between the Indian summer monsoon and the
mid-latitude circulation
summer), which should correspond to wetter conditions also in the
northern subtropics. Recent studies show that the monsoon – desert
mechanism is reproduced in CMIP5 models and that a strengthening of
the ISM activity related to global warming could contribute to drying
and warming trends projected for the eastern Mediterranean region,
exacerbating the desiccation conditions in these regions [31][30].
Figure 1.9: Panel (b): One-point correlation map between the base-point (box)
and summertime (JJAS) 200-hPa geopotential height for 1948–2003. Panel (c):
Schematic illustrating six main action centres of the CGT. Adapted from Ding
& Wang (2005) [49].
The ISM has been proposed to influence the circulation in the
mid-latitudes via the heat source anomaly described above. Given the
position of the Indian peninsula, the Tibetan high and the latent heat
release related to convective ISM rainfall are close to the subtropical
jetstream. This creates the conditions for a possible interaction with the
mid-latitude flow. A circumglobal wave train with five action centres has
been identified in the northern mid-latitudes at seasonal and monthly
timescales [49]. This pattern is identified in 200 hPa geopotential height
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fields and is referred to as the Circumglobal teleconnection (CGT)
pattern (see Figure 1.9). The CGT is characterized by 5 positive centres
of action located east of the Caspian Sea, over East Asia, the North
Pacific, North America and Western Europe. These action centres are
associated with rainfall and surface air temperature anomalies across the
Northern Hemisphere in summer [49]. It is hypothesized that the ISM
circulation and the mid-latitude circulation may be linked by a two-way
interaction. On one hand, the diabatic heat sources associated with ISM
convection could reinforce the CGT pattern propagating to the east; on
the other hand, the CGT pattern may modulate the ISM rainfall [49].
Over the last three decades, the CGT pattern has weakened, possibly
due to the observed weakening of the ISM precipitation and the relation
of the ISM with the ENSO [264]. The CGT pattern is reproduced by
seasonal forecast models from the European Centre for Medium-Range
Weather Forecasts (ECMWF), though with a too weak magnitude, in
particular for the month of August [11]. At interannual timescale, a
CGT-like pattern appears together with the ISM convective activity as
first covariance mode for boreal summer (Figure 1.10).
At intraseasonal time scales, a mid-latitude wave train originating
from the north-eastern Atlantic is observed to propagate with an arch-
shape trajectory through the western Siberia plain to central Asia [50].
This large-scale mid-latitude wave train features a high in 200 hPa
geopotential heights over central Asia and leads to strong convection
anomalies over the northern-central Indian region. Thus, the detected
wave train may be able to trigger positive rainfall anomalies over the
monsoon region that partly contribute to active and break conditions
over the ISM region [50].
1.4 Research Questions
In this thesis, the research focuses on the interactions between the
mid-latitude circulation and the Indian summer monsoon circulation
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Figure 1.10: Maximum covariance analysis between tropical rainfall and mid-
latitude circulation. Panel (a) MCA mode 1 (M1) and panel (b) MCA mode 2 (M2)
between 200-hPa height (contours, interval = 3 m) and PREC tropical rainfall
(shading, interval 5 = 0.3 mm day-1). SCF and the temporal correlation coefficient
(r) between two expansion coefficient time series are indicated on the top of each
panel. Singular vectors are scaled by one standard deviation of the corresponding
expansion coefficient time series, and these represent typical amplitudes. The
zonally averaged 200-hPa height anomalies are shown on the right side of the panels.
By Ding et al. (2011) [51].
system at different intraseasonal timescales. An illustrative example of
ISM – mid-latitude waves interaction is represented by the Russian heat
wave and the Pakistan flood which co-occurred in summer 2010. These
two extreme events led to massive societal, economic and environmental
impacts. A central features of these events was an atmospheric wave
train spanning over Eurasia, connecting the two extremes. This wave
train was accompanied by a wavy jet stream, bringing warm sub-tropical
air from northern Africa towards Russia and colder and drier Arctic
air towards the Indian sub-continent. This synoptic situation lasted for
several weeks, fuelling the Russian heatwave and the Pakistan rainfall
extremes.
In this thesis, the following research questions are investigated:
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· 1) Does the 2010 observed wave pattern represent a recurrent wave
train making extremes in these regions correlated? What are the
main drivers of this wave train?
To answer these questions, the 2010 Russian heat wave – Pakistan
flood example is analyzed by using a large ensemble of AGCM simu-
lations provided by the weather@home/climateprediction.net project.
This overcomes the limitations to capture extreme rainfall or heat
events in the relatively short period of observational data (limited to
the 20th century) and the discontinuous reliability of the data after
introduction of satellite-era from 1979. This issue becomes even more
relevant when concurrent events are analyzed, i.e. two (or more) extreme
events happening simultaneously in different regions, such as the 2010
Russian heat wave – Pakistan flood. Large ensembles of simulations
can help in assessing the probability of these events to happen, both
separately and simultaneously, and can give information on the change
of probability of these events under selected assumptions such as the
amount of greenhouse gases present in the atmosphere, sea surface
temperatures or sea ice extent. Specifically, the 2010 Russia – Pakistan
concurrent event is analyzed to assess first whether the weather@home
model is able to reproduce the dynamical patterns that led to the
concurrent extremes and whether a recurrent wave can be found in
the model. Then, the influence of a set of potential drivers is assessed
regarding the ability to change the statistical properties of these events,
both considered separately and as concurrent events. Here, the influence
of phenomena such as the ENSO phase or warming in the northern
high-latitudes or soil moisture conditions on the 2010 Russian heat wave
– Pakistan flood extreme events are analyzed.
In the remainder of my thesis, I aim at better understanding the
dynamical interactions between ISM and mid-latitude circulation. At
interannual and intraseasonal timescales, the interaction between the
ISM circulation system and the mid-latitude circulation has been
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proposed to follow a two-way mechanism [49][50][51]. Moreover, the ISM
is a potential connector between ENSO activity in the tropical Pacific
Ocean and mid-latitude circulation in summer [49][51]. Most previous
studies have used correlation measures to infer relationships between
sets of variables. However, correlation does not imply causation and
correlation measures can be inflated by the presence of autocorrelation,
common drivers or indirect links [147][202]. In this thesis, I will therefore
use novel causal discovery algorithms to disentangle cause from effect,
and address the following research question:
· 2) What are the dominant spatial patterns and timescales of interac-
tions between the Indian summer monsoon and the mid-latitude
circulation and what is the direction of causality? How do these
patterns change at different intraseasonal timescales? And how
does ENSO affect them?
To identify causal links among different surface and atmospheric
variables, I perform a series of experiments using a causal discovery
algorithm, the Peter and Clark Momentary Conditional Independence
(PCMCI) algorithm. The circumglobal teleconnection (CGT) pattern
and its hypothesized two-way link with the ISM rainfall, demonstrated
to act at interannual timescale, is analysed at intraseasonal timescale.
In this way, it is assessed whether mid-latitude variability can influence
break and active phases of the ISM and whether enhanced precipitation
over the Indian peninsula may in turn influence circulation anomalies
in the mid-latitudes. Moreover, other possible drivers of ISM break and
active phases such as the MJO/BSISO phenomenon, are analyzed in
a causal framework to quantify their relative strength in comparison
to mid-latitude drivers. At interannual timescales, the ISM together
with the circumglobal teleconnection pattern have been identified as the




Moreover, the link between shorter (weekly) and longer (monthly)
timescales is analyzed. Maximum covariance analyses is applied to
atmospheric fields at different intraseasonal timescales in tropical and
mid-latitude regions. Then, I present a new application of PCMCI to
unravel the causal effect of these tropical and mid-latitude patterns on
other atmospheric/surface fields. Finally, the same analysis framework
is applied to separate ENSO phases to determine if and how ENSO can
affect these causal relationships. Finally, predicting the amount of rainfall
that falls during the ISM season in India has been an ongoing challenge
since the end of the 19th century [122][178][180][208][223]. Atmospheric
general circulation models struggle to provide skilful seasonal forecasts;
hence, statistical models have been used to predict the total seasonal
amount of rainfall several months in advance [268](see Section 1.1.2
for more details). In the final part of this thesis, the following research
question is asked:
· 3) Is there potential for predictability of Indian summer monsoon
rainfall based on causal precursors?
Lastly, it is tested whether causal precursors identified using PCMCI
can provide skilful predictions of total ISM rainfall amounts and whether
the background state of the ocean-atmosphere system (i.e. the ENSO
state) can affect both the identified causal precursors and forecasts skill.
The aim of this last part is to show whether causal discovery tools,
such as PCMCI and its applications, can help in solving along-lasting
problems like the ISM seasonal forecasting, which has the potential to
help improving water resources planning and drought risk alert across
the Indian peninsula.
The remainder of this thesis is organized as follows: Chapter 2
describes the methodologies, the observational data and the model used
in the course of this analysis. Chapter 3 answers to the first research
question and provides an adaptation of the manuscript submitted to
NPJ Climate and Atmospheric Science with the (tentative) title "Drivers
30
1.4 Research Questions
behind the recurrent atmospheric wave train leading to the summer
2010 Russian heat wave and Pakistan flooding". The second research
question is addressed in Chapter 4, which is an adaptation of the
manuscript "Tropical and mid-latitude teleconnections interacting with
the Indian summer monsoon rainfall: A Theory-Guided Causal Effect
Network approach" published in Earth System Dynamics [46]. Chapter
5 answers to the third research question and is an adaptation of the
manuscript "Dominant patterns of interaction between the tropics and
mid-latitudes in boreal summer: Causal relationships and the role of
timescales" published in Weather and Climate Dynamics [47]. In Chapter
6 answers, the fourth research question is answered in an adaptation of
the manuscript "Long-lead statistical forecasts of the Indian Summer
Monsoon Rainfall based on causal precursors" published in Weather
and Forecasting [20]. Finally, in Chapter 7 the main results from each
Chapter are brought together and ways forward on how to further





In this Chapter, a description of the model and observational data and
of the statistical and modelling tools that have been applied during the
course of the thesis is provided.
2.1 ERA-Interim and ERA-20C Reanaly-
ses
On the webpage of the European Centre for Medium-Range Weather
Forecasts (ECMWF), climate reanalyses are described as ".. a numeri-
cal description of the recent climate, produced by combining models
with observations." (source: https://www.ecmwf.int/en/research/
climate-reanalysis). This sentence provides a great summary of
what reanalyses data are and how they are produced. Reanalyses data
are produced by combining observations of atmospheric variables such
as temperature, pressure or wind velocity with outputs from forecast
models. Observational measurements are taken with a wide range of
instruments from ground stations, to ship instruments, satellites and
weather balloons. These observational data are usually spatially and
temporally discontinuous. Therefore, to produce reanalyses, atmospheric
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general circulation models are used to assimilate observational data
and fill in the gaps by providing data on a spatially and temporally
homogeneous grid. Reanalyses provide useful and complete datasets to
study atmospheric dynamics, daily variations to interdecadal variability
of oceanic, land and atmosphere components of the climate system,
monitoring climate change and assessing impacts on economy, society,
human health and natural ecosystems. For these reasons, reanalyses
data are very popular and widely used in the atmospheric sciences
community. In this thesis, two reanalysis datasets provided by ECMWF
have been used: ERA-Interin [41] and ERA-20C [172].
ERA-Interim provides data from the 1st of January 1979 until the
31st of August 2019. The dataset ends in 2019, as ERA-Interin has
been superseded by the ERA5 reanalysis. The starting date of ERA-
Interim coincides with the start of the satellite era. Since 1979, satellite
measurements have greatly improved the coverage of observational
measurements, providing information on the energy balance of the
planet, precipitation, aerosol concentrations, albedo and cloud cover,
to name a few. The assimilation process used by ERA-Interim is fully
described in Dee et al (2011)[41]. Here, a brief description of the main
characteristics of this reanalysis dataset is provided.
ERA-Interim represents the evolution of the ERA-40 reanalysis
[246] and uses the ECMWF Integrated forecasting system (IFS) release
Cy31r2, which couples a forecast model with atmosphere, land-surface
and ocean waves components. The ERA-Interim configuration uses
30-minute time step and has a horizontal resolution of approximately 79
km. The vertical resolution has 60 layers with the top of the atmosphere
located at 0.1 hPa. The data assimilation process uses a sequential
data assimilation scheme with a 12-hourly analysis cycles. In each
cycle, the evolving state of global atmospheric and surface conditions is
estimated by combining observations with information obtained by the
forecast model. Upper-air atmospheric fields such as temperature, wind,
humidity and surface pressure and near surface parameters such as 2m
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temperature, soil moisture and snow cover "are computed and used to
initialise a short-range model forecast, which provides the prior state
estimates needed for the next analysis cycle" [41].
The ECMWF twentieth century reanalysis (ERA-20C) provides data
for the period 1900-2010, thus extends reanalysis from ERA-Interim
considerably. However, observation measurements in the first half of the
20th century were more sparse and less accurate, given that satellite
data were not available yet. Thus, although this dataset can provide
essential information on interdecadal variability or help to extend a time
series to expand the sample size, it also provides less reliable data when
going back in time. Nevertheless, datasets calculated for atmospheric
fields close to the surface (like sea level pressure or 10 m winds) or for
surface variables (like 2m temperature) are fairly reliable compared to
variables calculated in the top layers of the troposphere, since more
measurements in the assimilation data are available close to the surface
compared to higher atmospheric levels. As for ERA-Interim, ERA-20C
uses ECMWF’s Integrated Forecasting System (IFS) (version cy38r1)
to provide the reanalyses. The model has 91 levels between the surface
and 0.01 hPa reaching an altitude of about 80-km and a horizontal
resolution of approximately 125 km.
Most of the atmospheric and surface data analysed in this thesis, such
as geopotential heights, zonal and meridional wind velocities at different
pressure levels, or surface temperature, come from either ERa-Interim
or ERA-20C. In each results Chapter, a description of the exact datasets
used for each manuscript is provided. The main exception is represented
by rainfall data. Rainfall is typically a variable that is not assimilated in
the reanalysis process but is instead provided by the model in forecast
mode. Thus, in general it is more reliable to use observational-based
datasets when analysing rainfall events. A description of the two rainfall
datasets used in the following part of this thesis is provided in the
Section below.
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2.2 Observational rainfall datasets
In this thesis, two rainfall datasets have been used: the Rajeevan dataset
and the CPC-NCEP dataset. The former dataset provides observational
rainfall data over India and is provided by the India Meteorological
Department [183]. The CPC-NCEP dataset is provided by the Climate
Prediction Center (CPC) - National Center for Environmental Prediction
(NCEP) based in the United States and contains rainfall data over land
for the entire globe [28], a brief description of the main characteristics
of these two datasets is provided below.
The Rajeevan rainfall dataset provides daily observational rainfall
data for the period 1901-2004 and is based on a network of 1384 (fixed)
rain gauges, located in India [183]. Each rain gauge needs to have at
least 70% of data available over the entire period in order to be included
in the dataset. The resolution of the Rajeevan dataset is a 1◦x1◦ regular
grid obtained by interpolating the station data using the Shepard (1968)
method. Being based on a fixed network of rain gauges, this dataset
can also be used to determine long term trends in both intraseasonal
and interannual ISM rainfall variability [183].
The CPC-NCEP rainfall dataset provides global daily observational
rainfall data from 16.000 ground stations located over land from 1979
until present [28]. This dataset is obtained by combining station data
from four different rainfall datasets: the Global Telecommunication
System (GTS) and the CPC unified daily gauge datasets over the
contiguous United States (CONUS), Mexico, and South America. The
optimal interpolation (OI) method [66] is used to interpolate station
data in a 0.5◦x0.5◦ regular grid. Although this dataset is built upon
station data, during quality control procedures suspicious entries with
zero or extremely large values are removed by comparing climatological
statistics at the target station with observations from nearby stations,
radar images, satellite estimates and numerical model forecasts of daily
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precipitation [28]. This step thus provides a more reliable dataset than
ERA-Interim rainfall data.
2.3 Weather@home/climateprediction.net
Adapted from Di Capua et al. "Drivers behind the recurrent atmospheric
wave train leading to the summer 2010 Russian heat wave and Pakistan
flooding ", in Review at NPJ Climate and Atmospheric Science
The weather@home system runs on a volunteer distributed
computing network provided by the climateprediction.net project.
weather@home consists of the HAdRM3P regional climate model, which
is driven by the atmosphere-only global climate model HadAM3P.
Both HAdAM3P and HadRM3P are based upon the atmosphere
component of the HadCM3 model, developed by the UK Met Office
Hadley Centre [173] [69]. With respect to HadCM3, HadAM3P and
HadRM3P present a higher resolution and an improved physical
parametrisation of clouds and radiative fluxes. These changes help in
reducing biases in HadAM3P and HadRM3P with respect to HadCM3
[144] . Together with an improved physical parametrisation, HadAM3P
is forced with observed SST, sea ice fractions and carbon dioxide
(CO2) concentrations, resulting in a better representation of large scale
weather patterns [144]. HadAM3P and HadRM3P further differ in
their spatial and temporal resolutions: while HadAM3P has a spatial
resolution of 1.25°x1.875° and a time step of 15 minutes, HadRM3P is
forced by the global model and has a spatial resolution of 0.44°x0.44°
and a time step of 5 minutes. Therefore, HadRM3P is better suited to
simulate mesoscale features and orographic precipitation. For a detailed
description of the weather@home model and for more information on
its performance, biases and applications see [144] [76] [163].
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2.4 Maximum covariance analysis
Adapted from Di Capua et al. "Dominant patterns of interaction between
the tropics and mid-latitudes in boreal summer: causal relationships and
the role of timescales", Weather and Climate Dynamics, 2020
Maximum Covariance Analysis (MCA) represents a useful tool
to extract the dominant co-variability patterns reflecting interactions
between two different atmospheric (or oceanic) fields. For example, Ding
et al. (2011)[51] apply MCA to outgoing longwave radiation (OLR)
fields (used as a proxy for convective activity) in the tropical belt
paired with 200 hPa geopotential height (Z200) fields in the northern
mid-latitudes to identify the dominant co-variability patterns between
the mid-latitude circulation in the Northern Hemisphere and tropical
convection at intraseasonal timescales.
MCA identifies the patterns that explain the greatest squared
covariance between two different fields [51][272] and ranks them
according to their explained squared covariance fraction (SCF) [274].
Among the available correlation based methods to highlight strong
co-variability and reduce the dimensionality of a spatiotemporal dataset,
MCA allows the identification of patterns in pairs of variables that
evolve simultaneously and may be causally related (via e.g. dynamical
coupling between multiple climatological fields). MCA detects patterns
that can explain shared covariance, which cannot be achieved using other
dimensionality reduction methods that consider individual variables
separately, such as empirical orthogonal function (EOF) analysis.
Each MCA mode provides two coupled 2D spatial patterns for each
field and two associated 1D time series (the time-dependent MCA
scores or pattern amplitudes for both fields), describing the magnitude
(prominence) and phase (sign) of those patterns for each time step.
These 1D time series are obtained by calculating the scalar product
between each MCA spatial pattern (2D field) and the original spatial
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field of the associated variable at each time step as
A = uT X (2.1)
B = vT Y (2.2)
where A and B represent the two MCA scores for Z200 and OLR, X
and Y are two matrices representing the two selected fields, u and v
are the coupled patterns that maximize their covariance c, defined as:
c = cov[A, B] = cov[uT X, vT Y] = (2.3)
= 1
n − 1 [u
T X(vT Y)T ] = (2.4)






with n denoting the number of observation times.
2.5 Causal discovery algorithm
Countless studies in atmospheric and climate physics fields use cross-
correlation analysis to identify statistical relationships between a set
of two (or more) variables. However, while correlation measures can
give a first information on a linear relationship between two time series,
this type of analysis is not able to identify causal relationships. Two
time series can appear to be correlated even though there is no causal
relationship among them. This phenomenon can arise due to the presence
of autocorrelation effects in one or both variable(s), common drivers or
indirect links [147][202]. Thus, it is essential to find a way to recognize
and eliminate spurious correlations and retain only the causal links.
This issue can be addressed with causal discovery tools.
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Causal discovery has been addressed with various methods from
Granger causality to Bayesian networks which have found great number
of application in atmospheric sciences (but not only). In this PhD
thesis, the Peter and Clark – Momentary Conditional Independence
(PCMCI) algorithm is applied to solve part of the research questions
enumerated in Section 1.4 [202][201][197][200]. The PCMCI algorithm
has been used to construct so-called Causal Effect Networks (CEN)
[107][106][201][200]. CEN have helped to undercover causal links
between the stratospheric polar vortex variability and other surface-
atmospheric components [107][106], study the multi-decadal North
Atlantic overturning circulation [210], the coupling between stratosphere
and troposphere in the Southern Hemisphere at intraseasonal timescales
[204] and the causal interactions between the ISM, the Silk Road Pattern
and the monsoon-desert mechanism [231]. In the Section below, the
PCMCI causal discovery algorithm is described.
2.5.1 PCMCI Algorithm and Causal Effect Net-
works
Adapted from Di Capua et al. "Dominant patterns of interaction between
the tropics and mid-latitudes in boreal summer: causal relationships and
the role of timescales", Weather and Climate Dynamics, 2020
PCMCI is a causal discovery method based on the PC algorithm
(named after its inventors Peter and Clark, see Spirtes et al., 2000 [228])
combined with the Momentary Conditional Independence approach
(MCI, Runge et al., 2019 [200]). Given a set of univariate time series
(referred to as actors), PCMCI estimates their time series graph
representing the conditional independencies among the time-lagged
actors. In general, actors are user-selected based on theoretical knowledge
to represent a specific component of the atmospheric circulation or
surface conditions. Any initial set of actors shall contain at least 2
time series. Here, an initial set of 5 actors is hypothesized to provide
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an example of how the algorithm works: actors = {A, B, C, D, E}.
Assuming linear dependencies, PCMCI uses partial correlations to
iteratively test conditional independencies and remove spurious links
arising from autocorrelation effects, indirect links, or common drivers
(Figure 2.1). For example, if an actor Z drives variable X at lag -1 and
variable Y at lag -2, but X and Y are otherwise independent, then X
and Y will be correlated, but the partial correlation ρ(Xτ−1, Yτ |Zτ−2)
will be zero.
Figure 2.1: Spurious links. Possible scenarios leading to a correlationwithout
a direct causation between process X and Y : (a) inflated correlation due to
autocorrelation; (b) indirect chain via Z; (c) common driver Z. From Kretschmer
et al. (2016).
PCMCI efficiently conducts partial correlation tests to identify which
links cannot be explained by other time-lagged actors. Compared to the
PC algorithm, PCMCI was designed to deal with autocorrelation and
high-dimensional sets of actors (Runge et al., 2019a).
It is important to note that the term causal rests on specific
assumptions [228][197]. The main set of assumptions includes the
fulfilment of the causal Markov condition, faithfulness, causal sufficiency,
stationarity of the causal links and assumptions about the dependence-
type [197]. Causal sufficiency requires that all relevant actors in a specific
system are accounted for [197], while causal Markov condition "intuitively
(..) implies that once we know the values of Yt’s parents, all other
variables in the past (t − τ for τ > 0) become irrelevant for predicting
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Yt"[197]. Faithfulness, together with the Causal Markov Condition,
implies that "a measured statistical dependency is actually due to some
(not necessarily direct) causal mechanism and, conversely, a measured
independence (given any set of conditions) implies that no direct causal
mechanism exists" [197]. Stationarity requires that the causal links
among the set of variables do not change over time. Adding (or removing)
an actor can alter the result of PCMCI, highlighting the importance of
having an expert-guided hypothesis underlying the choice of the selected
set of actors. Thus, here the term causal should be understood as causal
relative to the set of analysed actors. In addition, using partial correlation
for a conditional independence test implies further assumptions such as
the stationarity and linearity of the relationships. A detailed description
and mathematical definition of these concepts can be found in Runge
(2018)[197]. Finally, to control for multiple testing among the multiple
grid locations in causal maps, a false discovery rate (FDR) correction
can be applied [9].
Based on the reconstructed network among the actor variables (at
some significance level α), we determine the causal parents as the
incoming links to each actor (A, B, C, D, E), which can come from the
pasts of A, B, C, D or E, i.e., Aτ=−1, Bτ=−1, Cτ=−1,Dτ=−1,Eτ=−1,
... , Aτ=τmax , Bτ=τmax , Cτ=τmax ,Dτ=τmax ,Eτ=τmax . In its first step,
PCMCI iterates through partial correlations with increasing cardinality
of conditions to remove the influence of common drivers and indirect
links and estimate a preliminary set of parents. The first iteration of
PCMCI (cardinality 0) calculates the correlation between a selected
time series, e.g. Aτ=0, and the past of any other available time
series, Aτ=−1, Bτ=−1, Cτ=−1,Dτ=−1,Eτ=−1, ... , Aτ=τmax , Bτ=τmax ,
Cτ=τmax , Dτ=τmax , Eτ=τmax , including its own past Aτ=−1,..,−τmax. For
illustration purposes, we here provide an example for A, where ρ denotes
the correlation and τ is the lag that is being used in the network (in
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this example, τmax = -2):
ρ(Aτ=0, Bτ=−1) = 0.42, p = 0.01 (2.7)
ρ(Aτ=0, Bτ=−2) = 0.13, p = 0.1 (2.8)
ρ(Aτ=0, Cτ=−1) = 0.05, p = 0.25 (2.9)
ρ(Aτ=0, Cτ=−2) = 0.03, p = 0.058 (2.10)
ρ(Aτ=0, Dτ=−1) = 0.36, p = 0.01 (2.11)
ρ(Aτ=0, Dτ=−2) = −0.16, p = 0.09 (2.12)
ρ(Aτ=0, Eτ=−1) = 0.09, p = 0.12 (2.13)
ρ(Aτ=0, Eτ=−2) = −0.39, p = 0.002 (2.14)
ρ(Aτ=0, Aτ=−1) = 0.18, p = 0.07 (2.15)
ρ(Aτ=0, Aτ=−2) = −0.15, p = 0.16 (2.16)
When applying a significance threshold α = 0.05, only three actors are
significantly correlated with A at the chosen time lag. These form the
initial preliminary set of parents for A and are ordered by the strength
of their correlation
P 0A = {Bτ=−1, Eτ=−1, Dτ=−2} (2.17)
Next, partial correlations between A and each actor in P 0A are calculated
by conditioning on the actors in P , starting with the strongest one:
ρ(Aτ=0, Bτ=−1|Eτ=−2) = 0.43, p = 0.02 (2.18)
ρ(Aτ=0, Eτ=−2|Bτ=−1) = −0.41, p = 0.03 (2.19)
ρ(Aτ=0, Dτ=−1|Bτ=−1) = 0.25, p = 0.04 (2.20)
Those actors with significant partial correlations will enter the second
set of preliminary parents. Here we have
P 1A = {Bτ=−1, Eτ=−2, Dτ=−1} (2.21)
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Next, the partial correlations are calculated by conditioning on the two
strongest parents in P 1A:
ρ(Aτ=0, Bτ=−1|Eτ=−2, Dτ=−1) = 0.38, p = 0.03 (2.22)
ρ(Aτ=0, Eτ=−1|Bτ=−1, Dτ=−1) = −0.23, p = 0.04 (2.23)
ρ(Aτ=0, Dτ=−1|Bτ=−1, Eτ=−2) = 0.12, p = 0.08 (2.24)
Since it is not possible to further increase the dimension of the condition
set, from the PC step, the preliminary parents converge to:
P 2A = {Bτ=−1, Eτ=−2} (2.25)
By applying this procedure for each variable (and for each longitude
and latitude position), preliminary sets of parents are estimated for
each variable. Let’s assume that in our example we obtain:
P 3B = {Bτ=−1, Aτ=−2} (2.26)
P 2C = {Eτ=−1 Dτ=−1} (2.27)
P 2D = {Dτ=−1} (2.28)
P 4E = {Eτ=−1 Cτ=−2} (2.29)
In the MCI step, partial correlation is calculated again across each pair
of actors (at different time lags) conditional on the above estimated sets
of preliminary parents, whereby both sets of parents are conditioned
upon. To give one example, this would lead to:
ρ(Aτ=0, Bτ=−1|P 2A, P 3B) = (2.30)
= ρ(Aτ=0, Bτ=−1|Bτ=−1, Eτ=−2 Bτ=−2, Aτ=−3}) = (2.31)
= 0.1, p = 0.03 (2.32)
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Note that the parents of Bτ=−1 are shifted in time by τ = -1. After
repeating (2.30) for each pair of actors shown in (2.7-2.16) and for time
lags from 0 to τmax , those parents that are significant in the MCI test
will then form the final set of causal parents for each actor. We refer to
Runge et al. (2019a) for a more detailed discussion and explanation of
the algorithm design and extensive numerical experiments.
Figure 2.2: Causal Effect Network. Example of CEN of actors of winter (DJF)
circulation for (a) half-monthly data with τmax = 3 embedded in a schematic
projection of the earth and the atmosphere. The edge of the arrow represents the
direction of causality, the color represents the strength of the causal link and the
numbers represent the lag of each link. From Kretschmer et al. (2016)[107].
Finally, one can construct the Causal Effect Network (CEN)
[107][201] among A, B, C, D and E by applying standardized multiple
regression of each actor onto its causal parents identified via PCMCI,




βiXi + ηY (2.33)
where Xi ∈ P{Y }, i = 1, .., N , i.e. the set of N parents of Yt and
ηY is the residual of Yt (i.e. the difference between the observed value
Yt and the value obtained by the linear regression on the causal parents∑︁
i βiXi). Note that there can be different numbers N of parents for
each actor. An example of CEN can be seen in Figure 2.2.
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When using the standardized linear regression, the strength of a
causal link Yt−τ → Yt, expressed in terms of the path coefficient β,
can be interpreted as the change in the expectation of Yt (in units
of its standard deviation (s.d.)) induced by raising Xt−τ by 1 s.d.,
while keeping all other parents of Yt constant. Thus, for β = 0.5, a
change in a causal parent of 1 s.d. at lag -1 corresponds to a change
of 0.5 s.d. in the analysed actor at lag 0 (Runge et al., 2015a). The
influence of an actor on itself is referred to as the autocorrelation path
coefficient, which must not be confused with the Pearson autocorrelation.
A detailed description of the PCMCI algorithm is available in Runge et
al. (2019)[200], while recent applications can be found in Kretschmer et
al. (2016, 2018)[107][106] and Di Capua et al. (2019, 2020)[46][20].
2.5.2 Response-guided Causal Precursor Detection
(RG-CPD) Algorithm
Adapted from Di Capua et al. "Tropical and mid-latitude teleconnections
interacting with the Indian summer monsoon rainfall: A Theory-Guided
Causal Effect Network approach", Earth System Dynamics, 2020
RG-CPD identifies the causal precursors of a response variable based
on multivariate gridded observational data [108][20]. It combines a
response-guided detection step (Bello et al., 2015) with the PCMCI
causal discovery step [228][202][201][200]. Without requiring an a priori
definition of the possible precursors, RG-CPD searches for spatially
contiguous regions in multivariate gridded data that are significantly
correlated with a variable of interest (i.e., the response variable) at a
given lag and then detects causal precursors by filtering out spurious
links due to common drivers, autocorrelation effects, or indirect links
(as explained in Section 2.4.1).
Using pne-point correlation maps, an initial set of precursors is
identified in relevant meteorological fields by finding regions in which
the recorded variability precedes changes in the response variable at
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Figure 2.3: Schematic representation of the response-guided causal pre-
cursor detection (RG-CPD) scheme. (a) Detect regions in multi-variate data
which correlate positively (red) or negatively (blue) with the response variable at
different lead-lag times. (b) Take area-weighted averages of all regions creating time
series of precursors. (c) By construction, all time series are (at least) at some lag
significantly correlated with the response variable (left). A causality test removes
all noncausal links due to common drivers, auto-correlation or indirect links (right).
From Kretschmer et al. (2017)[108].
some lead time (Figure 2.3a). Correlation values are calculated with a
two-sided p-value for a hypothesis test whose null hypothesis is that
there is no correlation, using the Wald Test with a t-distribution of
the test statistic. All p-values are corrected using the Benjamini and
Hochberg false discovery rate (FDR) approach to address the variance
inflation due to multiple testing [9][10]. Then, adjacent grid points
with a significant correlation of the same sign at a level of α=0.05
are spatially averaged to create single 1D time series (Figure 2.3b),
characterising the dynamics of the considered field in the so-called
precursor region [274][275]. In the second step, PCMCI identifies the set
of causal precursors for the response variable (Figure 2.3c). Although
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all possible links among the set of actors are calculated, RG-CPD only
shows the causal precursors of the chosen response variable. Instead
of plotting a CEN as in the example shown before, the results present
only those precursor regions on a global map that are identified to be
causally linked with the response variable.
2.5.3 Causal Maps
Adapted from Di Capua et al. "Dominant patterns of interaction between
the tropics and mid-latitudes in boreal summer: causal relationships and
the role of timescales", Weather and Climate Dynamics, 2020
To explore the causal effects that a specific actor has on a selected
3D (lat, lon, time) atmospheric field, we introduce the concept of causal
maps. Conceptually, causal maps are similar to correlation maps, as they
show the spatial pattern of the relationship between a 3D climate data
set (covering two spatial dimensions plus time) and a 1D time series.
However, instead of computing correlations between the time variations
at each grid point and one additional time series, here the PCMCI+CEN
approach is applied with actors consisting of two time series (A, B)
selected based on theoretical knowledge and each individual grid point
time series (C(lat, lon)). The causal map then shows the path coefficient
β from one of the time series (as one actor) to this gridpoint, conditioned
on all remaining actors. For a set of two actor timeseries (A and B
in Figure 2.4) and one time-varying atmospheric field C, we can thus
derive two causal maps: one from A to C(lat, lon) conditioned on B
and on the autocorrelation in all actors, and one from B to C(lat, lon)
conditioned on A and on all autocorrelation effects. Figure 2.4 provides
an illustrative example of this type of analysis.
Both correlation maps (Figure 2.4a) indicate a positive value for a
specific geographical location highlighted with the black diamond. The
CEN constructed for A, B and C(lat, lon) at this gridpoint is plotted
in Figure 2.4b and shows that only B is causally connected to C. The
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Figure 2.4: Schematic explanation of causal maps. Panel (a) shows the
correlation maps for A with C(lat,lon) (left panel) and B with C(lat,lon) (right
panel). Panel (b) shows an example of a CEN constructed with A, B and C(lat,lon)
for a specific geographical position (identified with a diamond in the 2D maps).
Panel (c) shows the corresponding causal maps showing the path coefficients β
from A to C, conditioned on B and all autocorrelations (bottom-left panel) and
from B to C, conditioned on A and all autocorrelations (bottom-right panel). The
"|" denotes the conditioned-out actor: A for the right panel and B for the left panel.
See text for further description.
correlation between A and C is thus assumed to be due to an indirect
link via B (or to a common driver not included in the CEN). This is
also seen in the causal maps showing the path coefficient β which for
the B → C(lat, lon) link is positive (Figure 2.4c, right panel) but is
non-significant for the A → C(lat, lon) link (Figure 2.4c, left panel).
Using causal map visualization, one can directly illustrate the effect of
a specific actor on a global field (taking into account the influence of
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Adapted from Di Capua et al. "Drivers behind the recurrent atmospheric
wave train leading to the summer 2010 Russian heat wave and Pakistan
flooding", in review by npj Climate and Atmospheric Science
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3. Drivers behind the recurrent atmospheric wave train leading
to the summer 2010 Russian heat wave and Pakistan flooding
3.1 Abstract
Summer 2010 saw two simultaneous extremes linked by an atmospheric
wave train: a record-breaking heat wave in Russia and severe floods in
Pakistan. Here, we study this wave-event using a large ensemble climate
model experiment. First, we show that the circulation in 2010 reflected
a recurrent wave train connecting the heat wave and flooding events.
Second, we show that the occurrence of the wave train is favored by
three drivers: (1) 2010 sea surface temperature anomalies increase the
probability of this wave train by a factor 2-to-4 relative to the model’s
climatology, (2) early-summer soil moisture deficit in Russia not only
increases the probability of local heat waves, but also enhances rainfall
extremes over Pakistan by forcing an atmospheric wave response, and (3)
high-latitude land warming favors wave-train occurrence and therefore
rainfall and heat extremes. These findings highlight the complexity
and synergistic interactions between different drivers, reconciling some
seemingly contradictory results from previous studies.
3.2 Introduction
In summer 2010, a strongly meandering jet stream connected two
simultaneous extreme weather events, the Russian heat wave and the
Pakistan flood, leading to severe societal impacts. By the end of July,
beginning of August 2010, a series of heavy rainfall outpours hit Pakistan
and the western Himalayan foothills region, causing the flooding of one-
fifth of the country, severe damage to infrastructure and taking the
lives of 1700 people [128] [89]. Simultaneously, western Russia was hit
by a severe heat wave with anomalously warm temperatures from the
end of June until mid-August[128]. The heat wave was accompanied by
drought conditions and forest fires and may have caused the death of
∼ 15000-55000 people [7] [128]. These events were characterized by a
semi-permanent blocking anticyclone accompanied by air subsidence,
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adiabatic warming, reduced cloudiness and soil drying [150] [128]
[52] [211] [241]. Below normal soil moisture limits evapotranspiration,
reducing cloudiness and further exacerbating land warming [52] [128].
Over Pakistan, a combination of a mid-tropospheric trough bringing
relatively dry and cold air from the mid-latitudes, high sea surface
temperatures (SST) over the Arabian Sea and La Niña conditions in
the tropical Pacific, allows the advection of moisture into the region
[128] [174]. This situation led to three weeks of intense rainfall over the
region, with rainfall anomalies 300% higher than the climatology for the
same period [128] [89] [241]. These two extreme events were connected
by an unusually wavy jet stream [128]. Such wave trains can have a
strong impact on surface weather conditions and weather extremes, and
in particular on heat waves, with possible consequences for simultaneous
crop failures in the northern mid-latitudes [103].
Thermodynamic warming of the atmosphere intensifies heat waves
and rainfall extremes [269] [132]. Extreme rainfall events have increased
in recent decades and model simulations project further increases due
to thermodynamics, although uncertainties are larger for rainfall than
for temperature changes [132] [243] [270] [285] [4]. The frequency of
heat extremes over Europe has increased in recent decades at a pace
which cannot be explained by atmospheric thermodynamics alone [83]
[175] [248] [249]. The effects of global warming on dynamics, including
summer wave trains and blocking are not well understood [36] [212]
[131] [102] [103] [55] [276]. Blockings and atmospheric Rossby waves
could contribute to changes in the probability and persistence of extreme
warm events in summer [131] [171] [193]. Some studies suggest that
the frequency of occurrence of the mid-latitude wave pattern that
characterized summer 2010 and led to the Russian heat wave has greatly
increased since 1990 [131], though results are sensitive to the metric
used and the analyzed region [45][6].
Sea surface temperatures, especially in the tropics, have a strong
influence in shaping atmospheric waves in the North Atlantic/European
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[54][278] [161] and North American sector in boreal summer [242]. SST
and tropical convection can act as a source of circumglobal wave trains,
thus influencing the mid-latitude circulation [49] [51] [46] [161] [162]. In
summer 2010, La Niña-like SST anomalies co-occurred with a warmer
than usual Indian Ocean and a negative Indian Ocean Dipole phase [154].
Model simulations of the 2010 Pakistan flood event show that these SST
anomalies are instrumental in causing the circulation anomalies that
led to the anomalous rainfall over Pakistan and northern India [174].
Moreover, the combined dynamical and thermodynamic response to
anthropogenically induced trends in SST patterns, shown in atmospheric
models, increases the probability of occurrence of the Russian heat wave
[266].
Recent work suggests that high-latitude land warming can also affect
the development and persistence of atmospheric wave patterns in boreal
summer. Quasi-resonant amplification (QRA) refers to the amplification
of synoptic scale quasi-stationary free waves due to the presence of a
mid-latitude waveguide in the zonal wind field [102]. QRA has been
linked to the occurrence of amplified planetary waves and some recent
heat waves in the mid-latitudes, including the Russian heat wave in
2010 [170]. Anthropogenic climate change and in particular enhanced
warming over high-latitude land areas might alter the characteristics
of these waves by two possible mechanisms: i) weakening of jet and
storm tracks, which could in turn make wave trains more persistent
[36][171]; and ii) favoring double jet states characterized by a confined
sub-tropical jet that acts as an efficient waveguide [170] [142]. These
mechanisms may create more favorable conditions for the formation of
waveguides and amplified wave patterns and thus for extreme weather
[36] [142].
Soil moisture anomalies can act as a source of Rossby waves and thus
represent another surface forcing that can impact large scale dynamics
and induce or exacerbate heat waves in the mid-latitudes [234]. In
northern mid-latitudes, model experiments have shown that dry soils can
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induce terrestrial heating anomalies which in turn can lead to a stronger
wave response [234] [235] [105]. Soil moisture changes related to global
warming could act to exacerbate the impact of heat wave events [214].
Summer soil moisture in extratropical regions is projected to decrease
with climate change and such regional changes can substantially affect
the climate in both hemispheres, with stronger and more robust impacts
on surface temperatures than rainfall [215] [254]. Future changes in soil
moisture patterns may further exacerbate extreme events characterized
by atmospheric circulation patterns similar to those observed in 2010
[186] [81].
Here, we study the influence of SST-patterns (together with global
warming), high-latitude land warming and early summer soil moisture
conditions by quantifying their respective contribution to the 2010
Russian and Pakistan extremes. To do so, we use a very large ensemble
of general circulation model simulations forced with observed SST
anomalies and greenhouse gas (GHG) concentrations provided by the
weather@home/climateprediction.com project. We use the global version
of weather@home and a one-way nested 50km regional climate model
covering the South Asia region (region boundaries denoted in figure S1).
The regional model domain is much larger than the study area ensuring
that any boundary effects in the region of interest are minimal. We
quantify the relative contribution of these mechanisms to the probability




To characterize the atmospheric conditions related to the Russian heat
wave and the Pakistan flood, we use 1.5◦x1.5◦ surface atmospheric
temperature at 2 m (SAT), meridional wind component at 300 hPa
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(V300) and geopotential height at 300 hPa (Z300) data from the
ERA-Interim Reanalysis [42] and 0.25◦x0.25◦ rainfall data from the
CPC/NCEP [28] averaged over the period 25.07-08.08.2010. Anomalies
are calculated based on the 1987-2015 climatology of 25.07-08.08
averages, consistent with the available weather@home climatology.
3.3.2 Weather@home/climatepredicition.net
The weather@home system runs on a volunteer distributed computing
network provided by the climateprediction.net project. weather@home
uses the HadAM3P atmospheric model developed by the UK Met
Office Hadley Centre [173] [69]. HadAM3P is forced by observed
SST, sea ice fractions and carbon dioxide (CO2) concentrations and
has a resolution of 1.25◦x1.875◦ [144]. The model is also forced by
observed aerosols (SO2 and atmospheric dimethyl sulfide) and observed
solar forcing (but it does not include black carbon). The regional
version, HadRM3P, uses HadAM3P as boundary forcing and has a finer
spatial resolution (0.44◦x0.44◦) for improved simulation of mesoscale
features and orographic precipitation. For a detailed description of the
weather@home model and for more information on its performance,
biases and applications see further references [144] [76] [163].
3.3.3 2010 model experiments
The weather@home model is described in Chapter 2 (Section 2.3). The
large ensemble consists of 649 ensemble members for both the HadAM3P
(from now on referred to as Glob2010) and HadRM3P (referred to as
Reg2010) models. Each ensemble member starts in December 2008 and
runs till September 2010. From Glob2010, we analyze geopotential height
at 300 hPa (Z300), zonal and meridional winds at 300 hPa (U300 and
V300 respectively), surface atmospheric temperature at 1.5 m (SAT)
and soil moisture (soilM). Note that ERA-Interim SAT are calculated at
2m. Rainfall is available from both Reg2010 and Glob2010 simulations.
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All variables are available at daily resolution for both Glob2010 and
Reg2010 with the only exception of soilM, which is provided on monthly
time scale. To reduce the noise associated with precipitation data, 3-day
running means of both Glob2010 and Reg2010 rainfall output are taken.
The climatology of both regional and global models is calculated over
the period 1987-2015 (for a total of 29 years) and hereafter referred
to as GlobClim and RegClim. Each year in GlobClim (RegClim) has
170 (99) ensemble members, leading to a total of 4930 (2871) years.
Figure 3.1 shows a schematic of the model experiment setup together
with their corresponding labels. The 2010 large ensemble provided by
weather@home is labelled as Glob2010 for the global model and as
Reg2010 for the regional model. The corresponding 1987-2015 model
climatologies are labelled as GlobClim and RegClim respectively. See
methods section for further information on the model experiment set
up and the definitions of the indices.
Both Glob2010 and Reg2010 ensembles are forced by observed SST
and GHG concentrations. The pattern of observed SST trends in the
past decades, induced by the GHG forcing, resembles the La Niña SST
anomaly pattern (Fig. A2). Nevertheless, our model setup does not
allow for a thorough assessment of the effect of GHG and SST forcing
separately. In the following, we calculate anomalies by subtracting the
Glob2010 (or Reg2010) ensemble average (thus removing the SST/GHG
effect), and show both anomalies and ensemble means. Glob2010 and
Reg2010 come from the same model batch, making it possible to select
a set of ensemble members in Glob2010 and select the corresponding
ensemble members in Reg2010 (or vice versa). This is not possible
between GlobClim and RegClim, as they do not come from the same
batch (for more detailed information see Appendix A, Text A1).
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Figure 3.1: Schematic of model experiment. Panel a: Observations. Panel b:
weather@home climatology for the global model (GlobClim) and for the regional
model (RegClim) (gray dashed box) and 2010 large-ensemble for the global model
(Glob2010)and for the regional model (Reg2010) (red dashed box). While Reg2010
is directly nested on Glob2020, RegClim is nested on a different set of global
simulations than those contained in GlobClim. See Text A1 in Appendix A for
further information.
3.3.4 High-latitude land warming
From the Glob2010 and Reg2010 ensembles, we make two sub-selections
of ensemble members that meet specific characteristics. The first sub-
selection consists of those ensemble members showing enhanced warming
over land in high-latitudes (∼65◦N) in the Northern Hemisphere. We
define high-latitude land warming (abbreviated as T65N) following
Mann et al. (2018)[142] that introduces a new metric based on surface
air temperature to identify QRA events. Observed QRA events are
diagnosed by peaks in zonal SAT profiles around ∼65◦N, labelled as
climatological QRA fingerprint (see Figure A9 in Appendix A). Here,
we calculate the contemporaneous (lead zero) correlation between the
QRA fingerprint and the zonal SAT profile from the Glob2010 ensemble.
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Those ensemble members that are characterized by high correlation
values (above the 90th percentile = r90th = 0.72, where rmin=-0.61
and rmax=0.90) are selected for the “high-latitude land warming” sub-
selection (Glob2010|T65N and Reg2010|T65N).
3.3.5 Soil moisture
The second sub-selection of Glob2010 and Reg2010 ensemble members
is applied using local soil moisture characteristics over western Russia.
First, we calculate a monthly soil moisture (soilM) index by averaging
over the region of the western Russia heat wave (45◦-65◦N, 25◦-60◦E)
from the Glob2010 ensemble. Then, ensemble members that show soilM
values lower than the 10th percentile in the month of June are included
in these sub-selections as Glob2010|soilM and Reg2010|soilM. Thus,
the soil moisture signal is detected one month in advance (one month
lead) with respect to the target variable, which is detected in end of
July/beginning of August.
3.3.6 Temperature and rainfall indices
An index for the western Russia heat wave is defined, both in
observations and model experiments, by applying a spatial average
of SAT over western Russia (45◦-65◦N, 25◦-60◦E). Similarly, the
Pakistan flood is defined by averaging rainfall over the Pakistan/western
Himalayan foothills region (25◦-40◦N, 65◦-85◦E). Following Lau and
Kim (2011) [128], all indices are temporally averaged in the period
24.07.10-08.08.10 (starting on the 24.07 instead of 25.07 since the model
uses a 360 days calendar), obtaining one index in each region for each
ensemble member. We will refer to these indices as to WRussia SAT
and Pakistan Rainfall indices respectively. To account for model biases
both indices are standardized by removing the climatological mean and
dividing by their respective standard deviation derived from the 1987-
2015 climatology. Extreme heat events over western Russia are defined
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as ensemble members where the WRussia SAT index exceeds the 90th
(climatological) percentile threshold. Similarly, extreme rainfall events
over Pakistan are defined as those ensemble members where the Pakistan
Rainfall index exceeds the 90th (climatological) percentile threshold.
Concurrent events are defined as those ensemble members where both
the WRussia SAT index and the Pakistan rainfall index exceed their
respective climatological 90th percentile thresholds simultaneously.
3.4 Results
A circumglobal wave, visible in observed meridional winds and geopo-
tential height data (Figure 3.2e-f), connects the extreme temperature
in Russia (Figure 3.2a) with rainfall anomalies in Pakistan (Figure
3.2c). Figure 3.2b shows the probability density function (PDF) of
standardized SAT anomalies over WRussia based on the observed
1987-2015 climatology (consistent with the available weather@home
climatology). The observed mean value for this region is 293.1 K (=20.1
◦C), with an interannual standard deviation (s.d.) of 1.7 K. Figure 3.1d
shows the PDF of standardized anomalies of observed Pakistan Rainfall
for the 1987-2015 period. The mean value is 2.7 mm/day, with a s.d of
0.9 mm/day. Both WRussia SAT and Pakistan Rainfall indices have an
outlier in 2010, with both extremes exceeding 3 s.d. above the mean.
Figure 3.3 shows a schematic of the model experiment setup together
with their corresponding labels. The 2010 large ensemble provided by
weather@home is labelled as Glob2010 for the global model and as
Reg2010 for the regional model. The corresponding 1987-2015 model
climatologies are labelled as GlobClim and RegClim respectively. See
methods section for further information on the model experiment set
up and the definitions of indices.
Our model experiment shows the relative contribution of drivers
to the extreme SAT and Rainfall of summer 2010 by conditioning on
different potential drivers (Figure 3.3). In GlobClim, concurrent events
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Figure 3.2: Observational temperature, precipitation and circulation
anomalies in summer 2010. Panel a: ERA-I surface air temperature at 2m (SAT)
anomalies over Eurasia. Panel b: 1987-2015 probability density function for SAT
index averaged over the western Russia (WRussia) region, highlighted by a black
box in Panel a. Panel c: Same as for panel a but for CPC/NCEP Rainfall anomalies
over South Asia. Panel d: probability density function for Rainfall index averaged
over the Pakistan region, highlighted by a black box in Panel c. Panel e: Same
as for panel a but for ERA-I geopotential height at 300 hPa (Z300) anomalies.
Panel f: Same as for panel a but for ERA-I meridional wind component at 300 hPa
(V300) anomalies over the Northern Hemisphere. In both Panels b and d vertical
red lines highlight 2010 values for SAT and Rainfall respectively. All anomalies are
calculated for the period 25.07-08.08.2010 based on the 1987-2015 climatology of
25.07-08.08. The smoothing of the curve is done using a Gaussian kernel to produce
a continuous density estimate.
occur twice as frequently than expected for independent variables,
supporting the significance of the role of an atmospheric wave train
for their concurrent occurrence. In both Glob2010 and Reg2010 these
61
3. Drivers behind the recurrent atmospheric wave train leading
to the summer 2010 Russian heat wave and Pakistan flooding
events have clearly larger probability to occur, both individually
and in concurrent mode. In 2010, exceedance-probabilities increase
approximately by a factor of 2 for WRussia SAT index and by a
factor 4 for both the Pakistan Rainfall index and the concurrent event.
Conditioning on drier soils (Glob2010|soilM and Reg2010|soilM) over
western Russia in June and high-latitude land warming (Glob2010|T65N
and Reg2010| T65N) in July-August, further enhances these probabilities
by a factor of ∼2.5 for WRussia SAT index to a factor of ∼5 for the
Pakistan Rainfall index.
Figure 3.3: Schematic of 2010 extremes probabilities derived from W@H.
First row: probability of exceeding the 90th percentile threshold for WRussia SAT
and Pakistan Rainfall Indices and probability of exceeding both the 90th thresholds
for both WRussia SAT and Pakistan Rainfall contemporaneously in GlobClim. 10%
probabilities in the climatology row of the WRussia SAT and Pakistan Rainfall
columns are true by construction. Pakistan Rainfall is available for both global
and regional model runs but WRussia SAT is available only for global simulations
as the regional model is centered over South Asia. The probability of concurrent
events cannot be carried out for RegClim since this ensemble of simulations is not
nested in the analyzed GlobClim ensemble. Second row: Same as first row but for
Glob2010 (SAT and Rainfall) and Reg2010 (Rainfall). Third row: Same as first row
but for a sub-selection of ensemble members in Glob2010 (SAT and Rainfall) and
Reg2010 (Rainfall) showing dry soil conditions over western Russia in June. Fourth
row: Same as first row but for a sub-selection of ensemble members in Glob2010
(SAT and Rainfall) and Reg2010 (Rainfall) showing high-latitude land warming
signal in the 24.07-08.08 period.
Figure 3.4 shows ensemble mean composites for SAT over Eurasia
(Figure 3.4a), Z300 (Figure 3.4g) and V300 (Figure 3.4h) from Glob2010,
and for rainfall over the Indian subcontinent from both Glob2010 and
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Reg2010 (Figure 3.4c and 3.4e respectively). A pronounced atmospheric
wave-5 pattern and associated warm anomalies in Russia (shifted
eastward as compared to the observed anomalies, black box in Figure
3.2a and 3.4a), and increased rainfall over Pakistan up to ∼3 mm/day
higher than the climatology are shown. Rainfall from Reg2010 (Figure
3.4e) shows the same pattern and magnitude as for Glob2010 (Figure
3.4c), though with more detailed small-scale structure close to the
Himalayan Mountain range. In all three cases, the 2010 PDFs are
shifted towards higher values compared to the climatological PDF
(Figure 3.4b,d,f). The PDFs are estimated from 649 temperature values
for both Glob2010 and Reg2010, and 4930 (2871) precipitation values
for GlobClim (RegClim), i.e. one value for each member and/or year.
Temperature and precipitation data are standardized based on the
mean and standard deviations of GlobClim and RegClim, respectively.
GlobClim has an average SAT of 296.4 K, i.e. 3.3K above the observed
climatological mean for WRussia in the period 25.07-08.08, and a s.d. =
2.4 K. GlobClim (RegClim) has a mean rainfall value of 3.50 mm/day
(3.36 mm/day) and a s.d. of 0.59 mm/day (0.53 mm/day). To account
for the model bias with respect to observations, we standardize the
model’s outputs by subtracting the mean and dividing by standard
deviation. Observed SST pattern used as boundary conditions for the
2010 model experiments can be seen in Fig. A2 in Appendix A.
The number of extreme events for the WRussia SAT index increases
from 10% (i.e. 90th percentile) to ∼17% in Glob2010, while for the
Pakistan Rainfall index it increases from 10% to ∼34% in Glob2010 (43%
in Reg2010), i.e. by about a factor 3 to 4. The percentage of ensemble
members exceeding the 2010 threshold for the different experiments is
shown in Figs. 3.4b,d,f. While the WRussia SAT index never reaches
the standardized 2010 threshold as observed, there is a clear increase in
probability in the hot-tail of the distribution for 2010. Pakistan Rainfall
indices jump from a 0.2% of occurrence in the climatology to a 0.8%
and 1.4% in Glob2010 and Reg2010 respectively. Thus, there is a 4-to-
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7-fold increase in extreme rainfall events in this region linked to 2010
forcing conditions. Thus, the 2010 SST pattern strongly influences
the appearance of these two interconnected extremes. All pairs of
PDFs shown in Figs. 3.4b, 3.4d and 3.4f are significantly different
from each other using a Kolmogorov-Smirnov test and a significance
level of α=0.05(see Table A1 in Appendix A).
The WRussia SAT 2010 event was so extreme that neither the
climatology of the model nor the 2010 ensemble can reproduce values
exceeding its threshold (Fig. 3.4b). This implies that the occurrence
probability for such extreme temperatures in the W@H 2010 ensemble is
lower than 0.2% (or a one in 500-year event) indicating that even under
present-day GHG forcing the event was extremely rare. These estimated
return-times are higher than Otto et al. (2012)[163] 49 who reported
about a one in 33 years event in the 2000s. However, their definition was
based on the monthly mean July temperatures whereas we focus on a
shorter period of 2 weeks coinciding with the most extreme temperature
anomalies [52] and rainfall extremes over Pakistan.
A circumglobal wave with a wavenumber 5 appears both in
geopotential height (Z300, Fig. 3.4g) and meridional winds (V300, Fig.
3.4h) in the 2010 ensemble mean, showing generally higher than usual
Z300 values when compared to the climatology of the model (See also
Text A2 and Fig. A3 in Appendix A), in agreement with higher than
usual SAT shown in Fig. 3.4a. V300 anomalies follow the ridges shown
in the Z300 plot. This wave pattern shows similarities to the observed
2010 wave train (Fig. 3.2e,f), especially over the Atlantic-European
sector. However, observed SAT anomalies are about a factor 4 stronger
in observations (Fig. 3.2a) compared to the 2010 ensemble mean (Fig.
3.4a) and shifted more to the west. This difference can be explained
by the fact that the ensemble mean contains 649 possible realizations
of 2010 (compared to one in real life observations). This shows the
importance of 2010-SST patterns in forcing the circumglobal wave train
behind the heat- and rainfall extremes.
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Figure 3.4: Weather@home 2010 ensemble mean. Panel a: ensemble mean of
SAT anomaly for the period 24.07-08.08 for Glob2010. Note that the apparent date
mismatch stems from the fact that weather@home uses a 360 days calendar. Panel
b: PDF for standardized WRussia SAT index for GlobClim (solid black line) and
for Glob2010 (solid orange line). Using standardized indices helps to correct for
model biases for a better comparison with observation. Panel c: Same as for Panel
a but for Rainfall anomalies over the Indian subcontinent for Glob2010. Panel
d: PDF for standardized Pakistan Rainfall index for GlobClim (solid gray line)
and Glob2010 (solid blue line). Panel e and f: Same as panel c and d for Rainfall
anomalies in Reg2010 and RegClim. Vertical lines in panel b, d and f shows the
climatological 90th percentile threshold (black line) and the 2010 threshold (red
line) together with the percentage of ensemble members exceeding each threshold
in the climatology (upper value) and in the 2010 ensemble (lower value). Panel g:
ensemble mean for Z300 anomalies from Glob2010. Panel h: Same as for Panel g
but for V300 anomalies from Glob2010. Anomalies are calculated as deviation from
GlobClim and RegClim ensemble means. The stippling represents the significance
at each grid point and is calculated applying a Student-t Test. The smoothing of the
curve is done using a Gaussian kernel to produce a continuous density estimates.
Figure 3.5 shows that a recurrent circumglobal wave pattern connects
the Russia and Pakistan events, and therefore extremes in these regions
are correlated [104]. Note that anomalies for the sub-selections of
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Figure 3.5: Recurrent wave connecting 2010 extremes in weather@home.
Panel a: composite of Glob2010 SAT over Eurasia for the period 24.07-08-08
(anomalies from Glob2010 ensemble mean for the same period) obtained by selecting
those ensemble members that show both WRussia SAT and Pakistan Rainfall
indices above the 90th percentile, i.e. the concurrent events. Panel b: PDF for
WRussia SAT index in Glob2010 (solid orange line, top). PDF for Pakistan Rainfall
index in Glob2010 (solid blue line, middle right) and scatter plot (middle left)
of Pakistan Rainfall index on WRussia SAT for GlobClim (gray dots) and for
Glob2010 ensemble (orange dots). PDF for Pakistan Rainfall index in Reg2010
(solid blue line, bottom right) and scatter plot (bottom left) of Pakistan Rainfall
index on WRussia SAT for Reg2010 (orange dots). Using standardized indices helps
to correct for model biases for a better comparison with observation. Black lines
show the 90th percentile both in the PDFs and in the scatter plot and highlights
the concurrent events in the top right grey-shaded panels in each scatter plot. Panel
c and d: Same as for Panel a but for Glob2010 and Reg2010 Rainfall respectively.
Panel e: composite of Glob2010 Z300 for the period 24.07-08-08 (anomalies from
Glob2010 ensemble mean for the same period) obtained by selecting those ensemble
members that show both Glob2010 WRussia SAT and Reg2010 Pakistan Rainfall
indices above the 90th percentile. Panel f: Same as for Panel e but for V300. The
stippling represents the significance at each grid point and is calculated applying
a Student-t Test. The smoothing of the curve is done using a Gaussian kernel to
produce a continuous density estimates.
Glob2010 and Reg2010 are compared to the ensemble mean of Glob2010
and Reg2010, and not compared to GlobClim or RegClim. This is
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because we are interested in how different (pre-existing)conditions within
2010 affect the occurrence of extremes, beyond what’s driven by SSTs (as
shown in Fig. 3.4). Figure 3.5b shows how the percentage of concurrent
events (see Methods for the definition) changes between the climatology
of the model and the 2010 run, with a ∼4-fold increase (∼8-9%) of 2010
concurrent events with respect to the climatology of the model (∼2%).
It is important to notice that, already in GlobClim, this percentage is
∼2%, thus twice as large as expected for independent extremes (0.1 x
0.1 = 1%). Note that we can calculate this value only for the global
model ensemble, as the regional rainfall data for the climatological
run come from a different batch of initial conditions (see Text A1 in
Appendix A for further information). For concurrent events selected in
Glob2010 and Reg2010 ensembles, this percentage jumps to ∼8% and
∼9% respectively, showing how exceptional 2010 was. Composites of
concurrent events (Fig. 3.5a,c-f) show patterns largely resembling those
seen in the observations (Fig. 3.2) for the Atlantic-Eurasian sector. The
same composites for SAT, Z300 and V300 but obtained with Rainfall
from Glob2010 (Fig. 3.5c) are shown in Appendix A (Fig. A4). SAT
over western Russia shows values up to ∼4 K higher than the 2010
ensemble mean (Fig. 3.5a), while rainfall over Pakistan shows values
between 2-4 mm/day higher than the 2010 ensemble mean (Fig. 3.5c).
In Z300 and V300 fields, a pronounced wave over the Eurasian continent
is shown, with positive anomalies for Z300 centred over western Russia
and strongest V300 anomalies, showing southerly winds to the west and
northerly winds to the east of this positive Z300 anomaly (Fig. 3.5e,f).
By conditioning on high-latitude land warming in the 2010 ensemble
(Glob2010|T65N or Reg2010|T65N, see Methods section), the probability
of occurrence of both extreme events further increases (Fig. 3.6). As
for Fig. 3.5, anomalies are deviations from the Glob2010 (or Reg2010)
ensemble. While we select for zonal-mean land warming that peaks
around 65◦N, two main warming anomalies appear south of that
latitude (∼50◦N), i.e. over central Canada and from Eastern Europe to
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Figure 3.6: W@H High-latitude land warming. Panel a: composites of SAT for
ensemble members for Glob2010|T65N (exceeding the 90th percentile, 65 ensemble
members out of 649) showing high-latitude land warming. Panel b: composites
of SAT for Glob2010|T65N (exceeding the 90th percentile) contemporaneously
exceeding the 90th WRussia SAT index (GlobClim) percentile (black solid line
in Panel c). Panel c: PDF of WRussia SAT index for Glob2010 (orange solid line),
for Glob2010|T65N (red solid line) and for GlobClim (grey solid line). The rug
shows the exact position of the data, which are smoothened in the PDF using
a Gaussian kernel to produce a continuous density estimates. Using standardized
indices helps to correct for model biases for a better comparison with observation.
Panel d: composites of Rainfall for Reg2010|T65N (exceeding the 90th percentile)
and also exceeding the 90th Pakistan Rainfall (RegClim) percentile (black solid line
in Panel e). Panel e: PDF for Pakistan Rainfall index in Reg2010 (solid light blue
line), for Reg2010|T65N (blue solid line) and for RegClim (grey solid line). Both in
panels c and e vertical solid black lines show the 90th percentile calculated from the
climatological PDF and vertical solid red lines show the 2010 threshold (expressed
in units of s.d.), together with the percentage of events that exceed this threshold
in the T-65N sub-selection. Anomalies are calculated based on the Glob2010 (or
Reg2010 for Rainfall) ensemble mean to differentiate from the impact of 2010 global
SST. The stippling represents the significance at each grid point and is calculated
applying a Student-t Test.
central Asia (Fig. 3.6a). WRussia SAT extremes increase from ∼17% for
Glob2010 to ∼26% in Glob2010|T65N, thus with an absolute increase of
∼10% (Fig. 3.6c). Pakistan rainfall shows an increase of the percentage of
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extreme wet events from ∼43% in in Reg2010 to ∼54% in Reg2010|T65N
(Fig. 3.6e). The corresponding composites of SAT for Glob2010|T65N
(exceeding the 90th percentile) and also exceeding the 90th WRussia
SAT index (GlobClim) percentile (Fig. 3.6b) and that of Rainfall for
Reg2010|T65N (exceeding the 90th percentile) and also exceeding the
90th Pakistan Rainfall index (RegClim) percentile (Fig. 3.6d) show
positive SAT anomalies over western Russia paired with enhanced
rainfall over the Himalayan foothills and the Indus basin. The PDF
pairs shown in Figs. 3.6c and 3.6e are significantly different from each
other using the Kolmogorov-Smirnov test (see Table A1 in Appendix
A).
Drier than usual early season (June) soil moisture conditions increase
the probability of both 2010 extremes (Fig. 3.7). Figure 3.7a shows
composites of June soil moisture for Glob2010|soilM compared to the
Glob2010 ensemble mean. Composites for SAT (Fig. 3.7b) and Pakistan
rainfall (Fig. 3.7d) from ensemble members with drier soils show a
higher percentage of extremes (Figs. 3.7c,e). WRussia SAT extremes go
from ∼17% of Glob2010 to ∼25% in Glob2010|soilM. The percentage of
Pakistan Rainfall extremes increases from ∼43% in Reg2010 to ∼48%
in Reg2010|soilM. This shows that dry soils in western Russia increase
the probability of extreme heat over WRussia (i.e. its endemic region)
but also influence extreme rainfall in Pakistan by strengthening the
connecting wave train (See Fig. A5 in Appendix A). The latter effect
is similar for Glob2010 (Fig. A6) though the increase in the far tail
is somewhat smaller probably due to the lower resolution. The higher
resolution of the regional model improves topographic representation and
convective activity and is therefore better suited for very extreme rainfall
events. The PDF pairs shown in Figs. 3.6c and 3.6e are significantly
different using the Kolmogorov-Smirnov test (see Table A1 in Appendix
A).
Both for Figs. 3.6 and 3.7, we also produce similar plots (i) selecting
only soilM or T65N events without double-selecting also on WRussia
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Figure 3.7: W@H Soil moisture in June. Panel a: composites of soil moisture
for ensemble members selected with soil moisture signal over WRussia signal below
the 10th percentile (65 ensemble members out of 649) during June (Glob2010|soilM).
Panel b: composites of SAT for Glob2010|soilM and also exceeding the 90th
WRussia SAT index (GlobClim) percentile (black solid line in Panel c). Panel c:
PDF of WRussia SAT index for Glob2010 (orange solid line) and for Glob2010|soilM
(red solid line). Using standardized indices helps to correct for model biases for
a better comparison with observation. The rug shows the exact position of the
data. Panel d: composites of regional Rainfall for Reg2010|soilM and also exceeding
the 90th Pakistan regional Rainfall index (RegClim) percentile (black solid line in
Panel e). Panel d: PDF for Pakistan Rainfall index in Reg2010 (solid light blue
line) and for Reg2010|soilM (blue solid line). Both in panels c and e vertical solid
black line show the 90th percentile calculated from the climatological PDF and
vertical solid red lines show the 2010 threshold (expressed in units of s.d.) together
with the percentage of events that exceed this threshold in the soilM sub-selection.
Anomalies are calculated based on the Glob2010 (or Reg2010 for Rainfall) ensemble
mean to differentiate from the impact of 2010 global SST. The stippling represents
the significance at each grid point and is calculated applying a Student-t Test. The
smoothing of the curve is done using a Gaussian kernel to produce a continuous
density estimates.
SAT and Pakistan Rainfall extremes (Figs. A7 and A8 in Appendix A),
(ii) using Glob2010 rainfall instead of Reg2010 rainfall (Figs. A6 and A9
in Appendix A) and (iii) showing the corresponding composites for Z300
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Figure 3.8: Concurrent extremes, high-latitude land warming and soil
moisture. Top panel: PDF for WRussia SAT index in Glob2010 (solid orange
line), Glob2010|T65N (solid red line) and Glob2010|soilM (solid brown line). The
black solid line shows the 90th WRussia SAT index (GlobClim) percentile. Bottom
right panel: PDF for Pakistan Rainfall index in the 2010 ensemble (solid light blue
line), Glob2010|T65N (solid blue line) and Glob2010|soilM (solid dark blue line).
The black solid line shows the 90th Pakistan Rainfall index (GlobClim) percentile.
Bottom left panel: scatter plot of Pakistan global Rainfall index on WRussia SAT
for the GlobClim (grey dots, 4930 ensemble members), for the Glob2010 (orange
dots, 649 ensemble members, of which 54 exceeding the 90th quantile for both
WRussia SAT and Pakistan Rainfall indices), for Glob2010|T65N (red dots, 65
ensemble members of which 8 also exceeding the 90th quantile for both WRussia
SAT and Pakistan Rainfall indices) and Glob2010|soilM (brown dots, 65 ensemble
members, of which 7 also exceeding the 90th quantile for both WRussia SAT and
Pakistan Rainfall indices). Concurrent events are highlighted in the top right grey-
shaded area. Using standardized indices helps to correct for model biases for a
better comparison with observation. The smoothing of the curve is done using a
Gaussian kernel to produce a continuous density estimates.
and V300 (Figs. A5 and A10 in Appendix A). A detailed description of
these Figures is found in Text A3 in Appendix A.
Finally, we analyze how the concurrent extreme is influenced by
either dry soils in June or contemporaneous high-latitude land warming.
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Figure 3.8 shows the PDFs for the 2010 events that are characterized by
high-latitude land warming signal or dry June soil moisture conditions.
The probability of concurrent extremes (shown in the upper-right gray-
shaded corner) greatly increases in the 2010 ensemble to 8.3%, or
about a 5-fold increase. When we condition on (contemporaneous) high-
latitude land warming and dry soil moisture conditions (in June), the
percentage of concurrent events increases to 14.8% and 13% respectively
in Glob2010. This thus represents a 50-80% increase when compared to
the full 2010 ensemble. Similar results are obtained for Reg2010 (Fig.
A11 in Appendix A).
3.5 Summary and Discussion
Between late July and early August an atmospheric wave train connected
the western Russia heat wave with the Pakistan flood. Using a very
large model ensemble, we show that this wave can be reproduced by the
weather@home model. Already in the model’s climatology, this recurrent
wave connects the two extremes, making the probability of having a
concurrent extreme (i.e. surface temperatures over western Russia and
rainfall over Pakistan both exceeding the 90th percentiles threshold
simultaneously) twice as likely compared to assuming independence
between the two events. We quantify the influence of different previously
proposed drivers [142] [215] [174] in increasing the probability of
occurrence of the 2010 summer extreme events. 2010 SST anomalies
combined with greenhouse gas forcing have the strongest effect in
increasing both surface temperature anomalies in western Russia and
rainfall anomalies in Pakistan. Exceeding the 90th percentile temperature
anomalies in western Russia increases 2-fold in the 2010 ensemble
compared to the 1987-2015 climatology of the model, while Pakistan
rainfall anomalies increase up to 4 times. The experimental setup does
not allow for a strict separation between direct GHG-induced versus
SST-driven effects.
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High-latitude land warming, i.e. enhanced surface temperature
anomalies centered around 65◦N in the Northern Hemisphere, further
increases the probability of such extremes up to 2,5-fold (for temper-
ature anomalies in western Russia) and 5-fold (for Pakistan rainfall
anomalies). Drier than usual soils in western Russia in June lead to a
similar quantitative increase of both extremes. Thus, low soil moisture
conditions in late spring and early summer over Russia represent a
potential driver for enhancing both local surface temperatures and
remote rainfall over Pakistan. Consistent with that, the probability of
concurrent extremes becomes 4 times higher in the 2010 ensemble and
grows even further when high latitude land warming or dry soils are
considered (about a 7-fold increase). Similar conclusions regarding the
roles of SST, high-latitude warming and soil moisture, can be drawn
both for single and concurrent extremes, highlighting the important role
of the wave train in those events.
A characteristic feature of 2010 was the La Niña-like SST anomaly
in the tropical Pacific. Warm SST anomalies in the Indian Ocean have
also contributed to increased low level moisture content, possibly fueling
rainfall activity in the Indian summer monsoon (ISM) region [143]. La
Niña-like SST patterns affect the ISM rainfall by shifting the region
of strong convection related to the Walker circulation cell closer to
Southeast Asia, enhancing the ISM circulation cell [113] [111]. The most
active center of ISM rainfall is usually located over central India, in a
region where the monsoon trough is located (∼25◦N, 80◦E) [34] [118].
However, Figure 3.4 shows that in the 2010 ensemble mean, rainfall is
displaced towards the Indus river basin, instead of over the monsoon
trough region, as also seen in observations (Fig. 3.2). Complementary
analysis performed on GlobClim on El Niño and La Niña years shows
that selecting high-latitude land warming or enhanced Pakistan Rainfall
higher than 90th quantile leads to higher than usual SAT anomalies
over western Russia and enhanced rainfall anomalies in Pakistan both
for El Niño and La Niña years. However, in both for high-latitude land
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warming or enhanced Pakistan Rainfall, anomalies are higher during
La Niña years than during El Niño years (see Figs. A12 and A13 in
Appendix A).
Extreme rainfall events on the western Himalayan foothills, such
as the one that led to 2010 Pakistan flood, have been linked to a
combination of dry and colder air intruding into the Indian sub-continent
from higher latitudes combined with local orographic features [250].
Here, both observations and model simulations show a trough in 300
hPa geopotential heights located north-west of the Pakistan region
(Figure 3.2e and 3.5e respectively). This trough is part of a mid-latitude
wave train stretching from the eastern North Atlantic through Europe
and western Russia towards the Indian subcontinent. Thus, model
simulations can reproduce the atmospheric circulation pattern linking
these two extreme events and their concurrent probability is higher than
that of independent events.
Previous studies showed that soil moisture can act as a Rossby wave
source [105], influencing the severity of temperature extremes in the
mid-latitudes [84] [62]. Here, we show that local soil moisture conditions
can not only increase the probability of local heat extremes but also that
of remote rainfall extremes, in this case over Pakistan. The link from
drier-than-usual soils in western Russia in June to higher-than-usual
temperatures in the same region is straightforward: low soil moisture
values reduce evapotranspiration and cloudiness, further enhancing the
warming [52]. The link between high temperatures over western Russia
and enhanced rainfall over Pakistan can be explained by the connecting
wave train. Soil moisture feedbacks thus likely strengthen the blocking
over Russia by heating the atmospheric column [150] [234], generating a
downstream response of enhanced cold air advection southwards towards
Pakistan, which is instrumental in producing massive rainfall with a
lead time of ∼one month (see Methods section). We analyze the soil
moisture effect with one month lead time as, contemporaneously, the
blocking over Russia could intensify due to a large-scale dynamical
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process (e.g. high-latitude land warming), and lead to both intensified
soil drying locally and southward cold air advection toward Pakistan.
In this case, although the two extreme events would result as correlated,
one would not have caused the other. Finally, taking into account high-
latitude land warming in the Northern Hemisphere as defined by Mann
et al. (2018)[142], reveals that increased temperatures in high-latitudes
also increase the probability of occurrence of both extremes. However,
the exact causal chain here is less clear. On one hand, high-latitude
land warming may be detected as a consequence of the wave pattern
that transports additional heat northwards. Alternatively, high-latitude
warming itself might change the characteristics of the wave pattern. For
example, while the wave-train might be mostly driven by SSTs and local
soil-moisture anomalies, its persistence might increase due to enhanced
warming in high-latitudes. More research is needed to disentangle these
aspects.
How the potential drivers of weather extremes over Eurasia, as
identified in this study, may change in the future is still an open question.
The Indian summer monsoon precipitation is projected to increase under
global warming [149] [243]. The ENSO response to climate change is
uncertain: while observations suggest a La Niña-like warming trend in
central-western Pacific SST [101] [154], some studies indicate that in the
long run an El Niño-like pattern might dominate [1] [280]. However, a
recent study suggests that the La Niña-like trend might in fact be GHG
forced and the El Niño-like tendency shown by future projections may
be bias-induced [213]. Global warming may also intensify the summer
drying of soils and the corresponding modulation of heat waves and
potentially wave trains [214] [215] [254]. Finally, high-latitude land
warming is projected to increase under climate change [141], and thus
may contribute to heat extremes in mid-latitude regions and to extreme
rainfall events over the western Himalayan region. The concurrent
nature of these two extremes, as shown in our experiment, might imply
enhanced societal risks in vulnerable regions [103].
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The weather@home model has shown its suitability to conduct
climate simulations and attribution studies on several weather extremes,
such as the 2010 Russian heat wave, Australian wild fires in 2018,
extreme rainfall events in Bangladesh, the 2017 Chinese heat wave
and real-time extreme weather event attribution [82] [135] [189] [226]
[163]. Despite the presence of a warm bias in mid-latitudes the global
model (HadAM3P) is reliable in most regions, and in terms of year-to-
year variability in global temperature over land [76] [144]. Moreover, in
this experiment, weather@home, is able to reproduce the circulation
pattern that characterizes these extreme events, thus giving additional
confidence in the performance of the model.
In conclusion, we have shown that the weather@home model
can reproduce the atmospheric circulation pattern which led to the
concurrent Russia-Pakistan extreme in summer 2010 and we have
identified the influence of different drivers on those extremes. The
climatological run of our modelling study shows that the probability
of getting a concurrent event is almost twice as high as if the two
events were independent. This probability increases 5-fold when the
2010 year is simulated, highlighting the importance of the 2010 La
Niña-like SST. Moreover, contemporaneous high-latitude land warming
further increases the probability both of single events and of concurrent
events. Drier than normal local soil moisture features over western
Russia are found to increase the extreme events probability with a
time lag of approximately one month. Thus, the combination of SST
anomalies, high-latitude land warming, and low soil moisture, favors
the occurrence of the atmospheric wave train leading to the concurrent
Russian heat wave and Pakistan flooding. These findings highlight the
complexity and dependencies behind such persistent wave trains and






summer monsoon and the
mid-latitude circulation at
intraseasonal time scales
Adapted from Di Capua et al. "Tropical and mid-latitude teleconnections
interacting with the Indian summer monsoon rainfall: A Theory-Guided
Causal Effect Network approach", Earth System Dynamics, 2020
4.1 Abstract
The alternation of active and break phases in the Indian summer
monsoon (ISM) rainfall at intraseasonal timescales characterizes each
ISM season. Both tropical and mid-latitude drivers influence this
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intraseasonal ISM variability. The circumglobal teleconnection observed
in boreal summer drives intraseasonal variability across the mid-latitudes
and a two-way interaction between the ISM and the circumglobal
teleconnection pattern has been hypothesized. We use causal discovery
algorithms to test the ISM-circumglobal teleconnection hypothesis
in a causal framework. A robust causal link from the circumglobal
teleconnection pattern and the North Atlantic region to ISM rainfall
is identified and we estimate the normalized causal effect (CE) of this
link to be about 0.2 (a one standard deviation shift in the circumglobal
teleconnection causes a 0.2 standard deviation shift in the ISM rainfall
one week later). The ISM rainfall feeds back on the circumglobal
teleconnection pattern, however weakly. Moreover, we identify a negative
feedback between strong updraft located over India and the Bay of
Bengal and the ISM rainfall acting at a biweekly timescale, with
enhanced ISM rainfall following strong updraft by one week. This
mechanism is possibly related to the Boreal Summer Intraseasonal
Oscillation. The updraft has the strongest CE of 0.5, while the Madden-
Julian Oscillation variability has a CE of 0.2-0.3. Our results show that
most of the ISM variability on weekly timescales comes from these
tropical drivers, though the mid-latitude teleconnection also exerts a
substantial influence. Identifying these local and remote drivers paves
the way for improved subseasonal forecasts.
4.2 Introduction
The Indian summer monsoon (ISM) is crucial for the Indian society,
which receives 75% of its total annual rainfall during the summer
months June through September (JJAS). The ISM rainfall variability
at intraseasonal timescales is characterized by periods of enhanced and
reduced rainfall activity over the monsoon-core region of central India.
These periods are usually referred to as active (wet) and break (dry)
phases, respectively, and have a duration that spans from a few days
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up to three weeks. Prolonged active and break spells in the ISM can
lead to floods or droughts and consequently have severe socio-economic
implications for the Indian subcontinent. A salient semi-permanent
feature of the ISM is the "monsoon trough" (MT), which manifests
as a low pressure zone extending from north-western India into the
Gangetic plains and the Bay of Bengal [185], [115],[34]. The rainfall
amount over the MT region is generally used to define dry and wet
spells within the ISM season [120] [63]. The position and strength of MT
significantly influences the spatial distribution of monsoon precipitation
and associated agricultural productivity on the Indian subcontinent,
and the internal dynamics of the ISM circulation itself provides a first
mechanism for intraseasonal rainfall variability [167]. The land-sea
temperature difference and the mid-tropospheric thermal forcing over
the Tibetan Plateau are the prime drivers for the monsoon circulation
[282]. Ascending motions over the Indian subcontinent enhance the
northward air flux from the ocean toward the land thereby bringing
moisture from the ocean and fuelling rainfall. The latent heat released by
strong convective rainfall is important for sustaining the ISM circulation
[134]. However, it has two opposing effects: on the one hand, the latent
heat release in the early stage of an active phase enhances ascending
motions by heating the mid-to-lower troposphere [134]. On the other
hand, latent heat release, that propagates upward and heats the upper
layers of the air column, tends to increase the static stability and inhibits
further ascending motions [207]. Also, rainy weather and cloudy skies can
have a cooling effect on the surface, which tends to suppress convection
[114]. While this thermodynamic perspective is useful to understand
the quasi-biweekly variations of the ISM elements locally, the spatio-
temporal variations in the evolution of active and break phases over
the Indian monsoon region are known to involve interactions between
the wind anomalies and the northward propagation of the major rain
band anomalies of the Boreal Summer Intraseasonal Oscillation (BSISO)
[258] [24] [217].
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The Boreal Summer Intraseasonal Oscillation represents a char-
acteristic feature of the atmospheric circulation over the northern
Indian Ocean and South Asia [71] [207] [232]. The BSISO is identified
as a rainfall band that stretches from the Indian sub-continent to
the Maritime Continent, featuring a north-west/south-east tilt and
propagating north-eastward from the equatorial Indian Ocean towards
South East Asia with a timescale of about one month [258] [129]. The
BSISO can influence the oscillation between break and active phases
typical for the ISM intraseasonal variability, with favorable conditions
for the initiation of an active phase when the BSISO rainfall band
reaches the Indian sub-continent during its northeastward propagation
[71] [232]. Krishnan et al. (2000)[120] hypothesized that the triggering of
Rossby waves by suppressed convection over the Bay of Bengal initiates
ISM breaks through northwest propagation of high pressure anomalies
from the central Bay of Bengal into northwest India. They noted that
the initiation of suppressed convection and anticyclonic anomalies over
the equatorial Indian Ocean and central Bay of Bengal occurred a week
prior to the commencement of a monsoon break over India followed by
the traversing of suppressed anomalies from the central Bay of Bengal
to northwest India in about 2-3 days.
At intraseasonal timescales, the Madden-Julian Oscillation (MJO),
which governs the intraseasonal tropical climate variability operating
at 30-90 day timescale, represents an important tropical driver of the
ISM intraseasonal variability [284] . The MJO consists of a transient
region of strong convective motions and enhanced precipitation, which
propagates eastward from the tropical Indian Ocean to the tropical
western Pacific. Normally, only one area of strong convective motions
related to the MJO is present in these regions. The MJO influences the
ISM system with enhanced convective rainfall activity during active
MJO phases and negative rainfall anomalies during suppressed MJO
phases [2] [151] [164]. However, during boreal summer, the MJO strength
is reduced as compared to boreal winter, and both the MJO and the
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BSISO propagation and phases can be well described by the outgoing
longwave radiation MJO index (OMI) [265].
Next to tropical drivers, mid-latitude circulation, the North Atlantic
variability and mid-latitude wave trains have been proposed to modulate
the occurrence of active and break phases of the ISM [109] [49] [50]. A
circumglobal teleconnection pattern, characterized by a wave number
5 has been associated with seasonal and monthly rainfall and surface
air temperature anomalies across the Northern Hemisphere in summer
[49]. One way to identify this circumglobal teleconnection pattern is
via point-correlation maps of the 200 hPa geopotential height with a
location directly east of the Caspian Sea. A two-way interaction between
the ISM circulation system and the circumglobal teleconnection pattern
has been hypothesized: while the diabatic heat sources associated with
ISM convection can reinforce the circumglobal teleconnection pattern
propagating downstream (i.e. moving from west to east following the
mid-latitude westerlies), the circumglobal teleconnection pattern itself
may modulate the ISM rainfall, with enhanced rainfall associated with
the positive phase of the circumglobal teleconnection pattern [49]. The
circumglobal teleconnection pattern also shows interdecadal variations,
with a general weakening of its major centres of action over the last
three decades, which has been attributed to weakening of the ISM
precipitation and to the relation of the ISM with the El Niño-Southern
Oscillation (ENSO) [264]. Seasonal forecast models, e.g. simulations
based on seasonal forecasts from the European Centre for Medium-Range
Weather Forecasts (ECMWF), tend to have difficulties reproducing this
pattern correctly: the circumglobal teleconnection pattern is too weak
in models and one of the possible causes could be a too weak interaction
with the north-western India rainfall [11].
The latent heat released via strong convection in the ISM region
has also been shown to influence regions which are located upstream
(i.e. westward). The so-called monsoon-desert mechanism involves
long Rossby waves to the west of the ISM region generated by ISM
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latent heating. These waves enhance the downward flow over the
eastern Mediterranean and north-eastern Sahara Desert suppressing
precipitation in these dry regions [192]. A subset of CMIP5 models is
able to capture this mechanism [31], and CMIP5 scenarios for the 21st
century project increased ISM precipitation, despite a decrease in the
strength of the ISM circulation. Thus, the monsoon-desert mechanism
could contribute to drying and warming trends projected for the eastern
Mediterranean region, exacerbating the desiccation conditions in these
regions [30].
Variability of sea surface temperatures (SSTs) and mid-tropospheric
variables in the North Atlantic region has been shown to influence the
ISM at a wide range of timescales. At inter-decadal and interannual
timescales, SSTs related to the Atlantic Multi-decadal Oscillation
(AMO) index have been shown to modulate the strength of the ISM
by an atmospheric bridge involving the North Atlantic Oscillation
(NAO) index: positive (negative) NAO phases alter westerly winds and
associated storm tracks in the North Atlantic/European area, modify
tropospheric temperatures over Eurasia and thus enhance (weaken)
the strength of the ISM rainfall [70]. At intraseasonal timescales, a
wave train originating from the north-eastern Atlantic and propagating
along an arch-shaped trajectory into central Asia may influence the
intraseasonal variability of the ISM and modulate the intensity of the
northern ISM rainfall at a bi-weekly timescale, linking the latter with
mid-latitude circulation features [50] [116]. An important feature of
this wave train is the 200 hPa Central Asian High, located to the
east of the Caspian Sea, i.e. over the same region used to define the
circumglobal teleconnection pattern, which may trigger positive rainfall
anomalies over the northern ISM region by modifying the easterly
vertical shear that drives the ISM circulation and its related effect on
moist dynamic instability in the ISM region. Thus, this wave train
generated in the North Atlantic might aid in modulating the alternating
active and break conditions over central India [50] [116] [203]. A positive
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feedback mechanism between the northern ISM and the Central Asian
High has also been hypothesized, with enhanced ISM precipitation
acting to reinforce the positive anomaly in the Central Asian High
via a Rossby wave response related to the ISM heating source [50].
Lagged correlation and regression analysis have been commonly used to
assess the relationship between two or more climate variables [49] [128]
[251]. Such an analysis is useful as it gives a first information on the
association of two or more variables, but it can easily lead to erroneous
interpretations. For instance, two non-causally related variables can
appear significantly correlated, due to strong autocorrelation and/or
common driver effects [147] [202]. In lead-lag regression analyses, the
causal direction is assumed to be from the variable that leads to the
variable that lags. However, in complex dynamical systems there is often
no solid basis for such assumptions. For example, linear regressions
alone would suggest that surface temperatures over North and South
America lead ENSO variability while the opposite causal relationship
is generally accepted [147]. When controlling for the autocorrelation
of ENSO, this spurious correlation vanishes [147]. However, due to the
numerous (possible) linkages in the climate system, it is usually not
obvious which variables to control for when studying the dependence of
two processes.
To overcome these issues, causal discovery algorithms such as Causal
Effect Networks (CEN) have been recently developed and subsequently
applied to gain insights into the physical links of the climate system [107]
[106][201] [200]. For a given set of time series, a CEN reconstructs the
likely underlying causal structure, by iteratively testing for conditional
independent relationships among the input time-series. CEN have
been applied to the study of stratospheric polar vortex variability
[107] [106], multi-decadal North Atlantic overturning circulation [210],
the intraseasonal stratosphere-troposphere coupling in the Southern
Hemisphere [204] and to study the causal interactions between the
ISM, the Silk Road Pattern and the monsoon-desert mechanism [231].
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Although shown to be a useful statistical tool to study teleconnection
pathways, a successful application of CEN requires (such as any data-
driven method) expert knowledge of the underlying physical processes,
including relevant variables, time-scales and temporal resolution [197].
Here we study the two-way interactions of tropical and mid-latitude
regions with the ISM by applying such a theory-guided causal effect
analysis. First, we assess whether the connection between the ISM and
the mid-latitude wave trains can be considered causal in one or both
directions. Next, we quantify the relative causal effect of tropical, mid-
latitude and internal drivers on the ISM. The remainder of this paper is
organized as follow: Section 2 describes the data and methods that have
been applied. Section 3 presents the results obtained by applying causal
discovery tools to the analysis of the ISM mid-latitude and tropical
drivers. In section 4, these results are discussed in the context of the
existing literature and our conclusions are presented.
4.3 Data and Methods
4.3.1 Data
We define the monsoon trough (MT) region as the region between
18◦-25◦N and 75◦-88◦E. We analyse weekly rainfall averages over this
region from the CPC-NCEP (0.25◦x0.25◦) observational gridded global
rainfall dataset over the period 1979-2016 [28] and from the Pai et al.
(2015)[165] (0.25◦x0.25◦) observational gridded Indian rainfall dataset
over the period 1979-2017. In the remainder of this paper, we will mainly
focus on the results obtained for the latter data set, while those for the
former are provided as parts of Appendix B. Using data taken from
the ERA Interim reanalysis [41] for the period 1979-2017, precursor
regions are calculated from global weekly averaged gridded (1.5◦x1.5◦)
fields including outgoing longwave radiation (OLR) at the top of the
atmosphere, vertical velocity at 500 hPa (W500) and geopotential
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height at 200 hPa (Z200). The NAO weekly index is obtained by aver-
aging daily data from NOAA (available at ftp://ftp.cpc.ncep.noaa.
gov/cwlinks/norm.daily.nao.index.b500101.current.ascii). To
identify MJO phases, we use the OLR MJO Index (OMI) provided
by NOAA (https://www.esrl.noaa.gov/psd/mjo/mjoindex/) . This
metric features the first and second principal components obtained by
the empirical orthogonal function (EOF) analysis of OLR in the tropical
belt (between 30N and 30S) filtered to remove influences outside the
MJO timescale (30-90 days). OMI PC2 corresponds to the first principal
component of the Real-Time Multivariate MJO index (RMM1), which
is widely used in the literature [271] [100] [165]. Moreover, the OMI
index has also been proven useful in describing the BSISO behaviour,
which is relevant for the ISM break and active phases in summer [265].
All time series of MT rainfall, Z200 and all datasets analysed in this
work are detrended and anomalies are calculated at weekly time-steps.
Thus, both the climatological and seasonal cycle are removed. Since the
interannual variability may affect the analysis, we follow the approach
proposed by Ding and Wang (2007)[50] and filter the data by removing
from each JJAS season its seasonal average.
4.3.2 CEN and RG-CPD
In this work, Causal Effect Networks (CEN, see Section 2.4.1 for further
information) and the Response-guided Causal Precursors Detection
(RG-CPD) algorithm (see Section 2.4.2 for further information) are
applied to uncover the local and remote drivers of the ISM rainfall at
weekly timescale. For this work, Tigramite version 3 is used to calculate
both CEN and RG-CPD results. CEN and the RG-CPD algorithm
are used with τmax=-1. For each CEN, the path coefficients (β) and
the autocorrelation path coefficients are shown. On top of each causal
link in CENs the corresponding β value (i.e. the strength of the causal
relationship, see Section 2.4.1) is shown. CEN are calculated using
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actors coming from both theoretical knowledge and those identified via
the RG-CPD technique. RG-CPD is applied to calculate the causal
precursors of the MT rainfall, here the identified response variable.
4.4 Results
4.4.1 Causal testing of the two-way ISM-
circumglobal teleconnection mechanism and
the influence of NAO
First, we assess whether the two-way interaction between the circum-
global teleconnection pattern (that characterizes the boreal summer
circulation) and the MT rainfall, as hypothesized by Ding & Wang
(2005, hereafter DW2005)[49], is reproduced using our CEN analysis.
We will refer to this theory as the monsoon-circumglobal teleconnection
mechanism. We also analyse the influence of the North Atlantic on
the MT rainfall, as hypothesized by Ding & Wang (2007, hereafter
DW2007)[50].
Figures 4.1a,b show the JJAS climatology and the s.d. of weekly ISM
rainfall from the Pai et al. (2015)[165] dataset for the period 1979-2017.
We average the rainfall over the MT region and identify a univariate
time series, which represents the weekly variation of the ISM during
JJAS over the MT region (Figure 4.1c). This time series contains 18
weeks for each of the 39 analysed years, each year starting on the
27th of May. The analysis of the MT rainfall starts on the 3rd week
(10th of June) for a total of 16 7-day time slots per year. Skipping the
two first time steps (weeks) of each monsoon season is necessary since
they allow detecting lagged relationships, and the PC-MCI algorithm
requires to add twice the maximum time lag explored (here a maximum
lag of 1 week is chosen). Information from the previous year does not
interfere with the following year. The weekly timescale is considered to
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represent the relevant interaction between ISM rainfall and Northern
Hemisphere atmospheric circulation at intraseasonal timescales [114]
[50] [251]. Moreover, a weekly timescale is also adequate to represent the
propagation of different BSISO phases and the switch between active
and break phases of the ISM [71].
Figure 4.1: Rainfall climatology over India. Panel (a): JJAS rainfall climatol-
ogy over the 1979-2017 period from the Pai et al. (2015)[165] dataset. The black
box identifies the MT region. Panel (b): standard deviation (s.d.) of weekly JJAS
rainfall over the 1979-2017 period from the Pai et al. (2015)[165] dataset. Panel
(c): time series of weekly MT JJAS rainfall over the period 1979-2017; each year
contains 18 weeks, with the first week starting on the 27th of May.
To analyse the major mode of Z200 variability in the Northern
Hemisphere mid-latitudes, following DW2005, we calculate the first and
second empirical orthogonal functions (EOFs) of weekly averaged Z200
fields over the Northern Hemisphere (0◦ -90◦ N, 0◦ -360◦ E) for the
summer months coinciding with the ISM season (June to September,
weeks 21 to 38). Figures 4.2a,b show these first and second EOFs. EOF1
represents the dominant component of intraseasonal variability of the
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Z200 field, and qualitatively resembles the s.d. of Z200 (see Figure
B1 in Appendix B). EOF2 represents the second dominant pattern of
intraseasonal variability of the Z200 field. However, EOF1 and EOF2
explain respectively only 6.4% and 6.2% of the intraseasonal variability,
i.e., after removing mean annual cycle and interannual variability. The
first 5 EOFs explain together 28.5% of the total variability. These low
values are not surprising if we consider that the mean annual cycle
and interannual variability have been removed, thus leaving only the
disturbances from the year-specific mean state. We apply a test for
pronounced separation of EOFs following North et al, (1982) [157].
This test is based on the eigenvalues of the EOF analysis and provides
a rule of thumb to determine whether two EOFs are degenerate, i.e.
"indistinguishable between their uncertainties" (for further details see
North et al. 1982 and Hannachi et al. 2007). The test shows that the
first three EOFs are not well separated mutually, while EOF1 and EOF2
are well separated from EOF4 and EOF5 (see Appendix B, Figure B2).
Similarly, DW2007 also found a twin EOF mode in their study, although
their work focuses on the Eurasian sector only. However, by design EOFs
do not necessarily reflect physical patterns (irrespective of whether the
individual EOFs are separable or not). They only capture dominant
patterns of variability, and here EOF2 is useful since it resembles the
wave-pattern in the correlation map and, thus, likely results from the
circumglobal teleconnection pattern related physics.
In general, we cannot a priori exclude an influence of EOF1 on the
analysed system (while an influence from EOF2 is expected). Therefore,
we will test whether this is the case in the following part of this sub-
section.
DW2005 define the ISM-circumglobal teleconnection mechanism
at interannual and monthly timescale, DW2007 uses daily data (after
removing the interannual variability) to analyse the influence of the
Eurasian wave train initiated from the North Atlantic on the north-
central Indian rainfall. Thus, first we need to show that the definition
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Figure 4.2: Mid-latitude variability associated with the ISM. Panels (a)
and (b): EOF1 and EOF2 expressed as covariance for the JJAS weekly Z200 field
in the Northern Hemisphere (0◦-90◦N, 0◦-360◦E) for the period 1979-2017. Panel
(c): correlation between weekly MT rainfall (lag = 0) and Z200 (lag = -1 week).
Panel (d): the CGTI region (white box) and the correlation between CGTI and
Z200 (both at lag = 0), which forms the circumglobal teleconnection pattern. In
panels (c) and (d), correlation coefficients with a p-value of p < 0.05 (accounting for
the effect of serial correlations) are shown by black contours. Panel (e): Composite
temperature difference between weeks with CGT I > 1CGT Is.d. minus weeks with
CGT I < −1CGT Is.d. over the Northern Hemisphere. Panel (f): as panel (e) but
for rainfall anomalies from the CPC-NCEP dataset (as rainfall data for the Pai et
al. (2015)[165] dataset are available over India only) for the period 1979-2017. In
panels (e) and (f), anomalies with a p-value of p < 0.05 (accounting for the effect of
serial correlations) are shown by black contours, while grid points which are found
significant only with non-corrected p-values are shaded.
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of the circumglobal-teleconnection pattern as in DW2005, also applies
meaningfully at weekly timescales, with the interannual variability
filtered out. Figure 4.2c shows the spatial correlation structure of MT
rainfall with the variability of Z200 in the Northern Hemisphere at
weekly timescale with Z200 leading the MT rainfall by one week (lag
= -1). The arch-shaped structure which is visible in Figure 4.2c over
Europe and Central Asia suggests that there could be a wave pattern
propagating eastward from Western Europe and affecting the MT rainfall
with a 1-week lag. This hypothesis will be further tested in the next
section. Following DW2005, we define a circumglobal teleconnection
index (CGTI) as the weekly-mean Z200 spatially averaged over the region
35◦-40◦N, 60◦-70◦E (white box in Figure 4.2d). The contemporaneous
(lag = 0) spatial correlation structure between the CGTI and Z200, i.e.,
the circumglobal teleconnection pattern, is shown in Figure 4.2d. A large
region of strong positive correlation surrounds the Caspian Sea, while
downstream, a circumglobal wave train is shown with 4 positive centres of
action positioned over East Asia, the North Pacific, North America and
Western Europe. Despite different temporal averaging, using different
datasets and the fact that we remove the interannual variability, our
results with 5 centres of positive correlation strongly resemble the
circumglobal teleconnection pattern described by DW2005, in terms
of sign and the geographical position of its centres of action. Thus, we
conclude that the circumglobal teleconnection pattern defined by the
CGTI region manifests also at weekly timescale. Moreover, the wave
pattern shown over Eurasia in Figure 4.2c and 4.2d also resembles the
wave pattern identified by DW2007. Thus, this resemblance represents
the first hint that the circumglobal teleconnection pattern and the
Eurasian wave train analysed by DW2007 share common elements, and
link the North Atlantic variability to the ISM region. In both Figure
4.2c and 2d correlation values with corrected p-values p < 0.05 are
highlighted with black contours.
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The circumglobal teleconnection pattern (Figure 4.2d) shows a very
low though significant negative spatial correlation with the EOF1 pattern
(r = -0.09 ± 0.02; here and later, r is shown together with its confidence
interval at α = 0.05). The spatial correlation of EOF2 (Figure 4.2b)
with the circumglobal teleconnection pattern (Figure 4.2d) over the
Northern Hemisphere is r = 0.35 ± 0.02, and the spatial correlation
with the circumglobal teleconnection pattern increases when limited
to the Eurasian sector only (0◦-90◦N – 0◦-150◦E, r = 0.52 ± 0.02).
Contrarily, the spatial correlation with EOF1 and the circumglobal
teleconnection is also low when only the Eurasian sector is taken into
account (r = -0.16 ± 0.03). When EOFs are calculated only on the
Eurasian sector, the order of the first and second EOFs is reversed, but
the spatial patterns are very similar: EOF1Eurasia is strongly spatially
correlated with EOF2 (r = 0.89 ± 0.01) and with the circumglobal
teleconnection pattern (r = 0.44 ± 0.02; see Appendix B, Figure B3).
Thus, the choice of the region to calculate the EOFs does not strongly
affect the results. Moreover, since we are interested in the two-way
effects of the entire mid-latitude circulation and the MT rainfall, we
decided to use the EOFs defined over the entire Northern Hemisphere
(as shown in Figs. 4.2a,b). The time series for the principal component of
EOF2 also significantly correlates with the CGTI time series (r = 0.30
± 0.07) while the correlation for the first principal component is low
and not significant (r = -0.06 ± 0.08). The circumglobal teleconnection
pattern (Figure 4.2d) also strongly resembles the correlation structure
between MT rainfall and Z200 at lag -1 (Figure 4.2c) with a spatial
correlation of 0.69 ± 0.01. These findings are consistent with those of
DW2005, and thus illustrate a likely interaction between MT rainfall
and Z200 variability. Composite 2m-temperature and precipitation
differences between weeks with strong CGTI (CGTI > 1CGTIs.d. ,
where CGTIs.d. is the s.d. of the CGTI index) minus weeks with weak
CGTI anomalies (CGTI < −1CGTIs.d.) also exhibit a clear wave
train pattern originating from Western Europe and Central Europe
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respectively. Figures 4.2e,f present the corresponding 2m-temperature
and precipitation anomalies from the ERA-Interim and CPC-NCEP
dataset, respectively, showing anomalies with p-values p < 0.05 shaded
and highlighting anomalies that have corrected p-values p < 0.05 by
black contours. In both variables, a wave train from Western/Central
Europe to India via European Russia is detected (in Figure 4.2e,f
highlighted by a black arrow). Wet and cold anomalies appear over
central India and European Russia, while warm and dry anomalies
are found over Western/Central Europe and east of the Caspian Sea.
Warm anomalies appear together with the high and low features shown
in the circumglobal circulation pattern over Europe and central Asia
(Figure 4.2d), however precipitation anomalies show a slight eastward
shift with respect to temperature anomalies. Precipitation anomalies are
more spatially confined than those found for 2m-temperature. However,
a clearly defined wave pattern appears over the Eurasian sector for
both variables. Though these plots are obtained by plotting composites
of weeks with CGTI > 1CGTIs.d. minus composites of weeks with
CGTI < −1CGTIs.d., we have found that these composites behave
close to linearly when plotted separately (see Appendix B, Figure B4).
This further supports the assumption that a linear framework is a
reasonable choice in this context. Moreover, when regressing the MT
rainfall on the CGTI index at different lags (from lag 0 to lag -2 weeks),
the strongest relationship between the CGTI and the CPC-NCEP
rainfall is found at lag -1 week, with the CGTI leading a change in MT
rainfall by one week (see Appendix B, Figure B5). This information
also further supports the choice of analysing the relationships between
these two variables at lag = -1 week.
Based on the DW2005 hypothesis, we build a CEN with CGTI, MT
rainfall and the principal component of EOF2 (Figure 4.3a). This CEN
depicts a positive two-way connection both between CGTI and MT
rainfall and between CGTI and EOF2. This implies that anomalously
high CGTI values (with relatively high Z200 east of the Caspian Sea)
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enhance MT rainfall at a 1-week lag, while lower CGTI values have the
opposite effect. Note that the causal effect here is always acting in the
direction of the arrow with a lag of one week, e.g., the arrow from CGTI
towards MT rainfall represents a causal effect of 0.22 (given by the colour)
from CGTI to MT rainfall with a lag of one week. The link directed from
MT rainfall to CGTI illustrates a reverse influence, creating a positive
feedback between CGTI and MT rainfall, supporting the monsoon-
circumglobal teleconnection pattern hypothesis. The strength of the
causal link between the CGTI and MT rainfall is expressed by the
path coefficients (see Methods section). The causal link strength of the
CGTI acting on the MT rainfall is βCGT I→MT ∼ 0.2 (meaning that a
change of 1 s.d. in CGTI leads to a change in 0.2 s.d in MT rainfall,
while the reverse link is weaker (βMT →CGT I ∼ 0.1) but still significant.
EOF2 shows a two-way link with the CGTI. The links between EOF2
and CGTI support the DW2005 hypothesis that wave trains in the
mid-latitudes (represented by EOF2) affect the MT rainfall via the
CGTI.
To assess whether the North Atlantic variability affects the MT
rainfall (as hypothesized by DW2007), we add the NAO index to our
original CEN. In order to check whether the first mode of variability in
the Northern Hemisphere may also play a role in shaping MT rainfall
variability, we additionally include EOF1. Figure 4.3b shows the resulting
CEN: the causal links identified in the previous CEN (Figure 4.3a)
remain unaltered, and two additional positive links from NAO to CGTI
and from the EOF2 to the NAO emerge. A positive NAO phase will
strengthen the CGTI at 1-week lag (βNAO→CGT I ∼ 0.2), while the
NAO is influenced by EOF2 (βEOF 2→NAO ∼ 0.1), though weakly.
EOF1 does not show a causal connection with CGTI or with any other
actor, showing that in this context, EOF1 and EOF2 present a different
behaviour, though in principle not statistically separated following the
North test. This CEN unveils both an influence of the mid-latitude
atmospheric dynamics (EOF2) and North Atlantic variability (NAO)
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Figure 4.3: Causal mid-latitude interactions with the ISM. Panel (a): Causal
Effect Network (CEN) built with CGTI, the principal component of EOF2 and MT
rainfall for the period 1979-2017. Panel (b): Same as panel (a) but with the addition
of the principal component of EOF1 and NAO. The strength of the causal links
expressed by the standardized regression path coefficients and autocorrelation path
coefficients are shown over the arrows and inside the circles respectively. All links
have a lag of 1 week. Only causal links with corrected p < 0.05 are shown. See the
main text for discussion.
on MT rainfall and back, with the CGTI acting as a gateway, thus
supporting both the DW2005 and DW2007 hypotheses. Substituting
EOF2 with its corresponding EOF calculated over the Eurasian sector,
EOF1Eurasia, shows consistent results (see Appendix B, Figure B6).
4.4.2 Eurasian and North Atlantic mid-latitude fea-
tures affecting the Indian summer monsoon
The EOF-based CEN analysis depicts the total hemispheric response
of Z200 without differentiating among the influences of different
geographical regions. To detect influential regions, we next apply the
Response-guided Causal Precursors Detection (RG-CPD) scheme to
search for causal precursors of both the CGTI and MT rainfall at 1-
week lead time in weekly OLR and Z200 fields. In the tropical belt,
OLR is often used as a proxy of rainfall and convective activity due
94
4.4 Results
to its relation with the temperature at the top of the clouds. Deep
convection is characterized by high altitude cloud tops and low emission
temperatures (and thus low OLR values), while at clear sky conditions,
the emission temperature of the land surface is higher and leads to
larger OLR values [120].
Figure 4.4: Mid-latitude causal precursors of ISM. Panel (a): correlation of
CGTI with Z200 at 1-week lead time (top), and the causal precursors of CGTI
identified via RG-CPD (bottom) for the period 1979-2017. Panel (b): as for panel
(a) but for OLR fields. Panel (c): correlation map for weekly MT rainfall and Z200
field at 1-week lead time (top) and the causal precursors identified via RG-CPD
(bottom). Panel (d): ISM rainfall over the MT region from the Pai et al. (2015)[165]
dataset (reproduced from Figure 4.1a). Regions with correlation values with a p-
value of p < 0.05 (accounting for the effect of serial correlations) are shown by
black contours.
Figure 4.4 summarizes our corresponding findings. The right column
(Figure 4.4) shows the MT region and represents lag 0. Moving towards
the left, the second column shows the correlation maps (top) and causal
precursors (bottom) of the MT rainfall identified at 1-week lead time
in Z200 (Figure 4.4c). Causal precursors describe an arch-shaped wave
train from Western Europe to India. The wave train features one low-
pressure region (L1 over European Russia) and two high-pressure regions
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(the CGTI and H1 over Western Europe). The leftmost column in Figure
4.4 shows the correlation maps (top) and causal precursors (bottom)
of the CGTI identified in the Z200 (Figure 4.4a) and OLR (Figure
4.4b) fields at 1-week lead time with respect to the CGTI (2-week lead
time with respect to the MT rainfall). Again, both Z200 and OLR
correlation maps show an arch-shaped wave pattern emanating from the
North Atlantic and propagating towards the Caspian Sea via European
Russia. The associated Z200 causal precursors for the CGTI clearly
depict this mid-latitude wave train both in Z200 and OLR (Figs. 4.4a,b).
In the Z200 field (Figure 4.4a), the wave train features two lows (L1
over European Russia and L2 over the eastern North Atlantic) and two
highs (the CGTI and H1 over Western Europe). OLR causal precursors
(Figure 4.4b) depict only the L1 and H1 components of the wave, as
the correlation over L2 is not significant. Moreover, the prominent
influence of the tropical belt on the CGTI is also detected (OLR1,
Figure 4.4b), in agreement with previous findings (se Figure 4.3). This
result further supports the hypothesis that a wave train coming from
the mid-latitudes influences the ISM circulation system via the CGTI
region as already shown in Figure 4.2, while strong temperature and
precipitation anomalies shown in Figs. 4.2e,f coincide markedly with
the regions H1, L1 and CGTI identified in Figs. 4.4a,c. Figure 4.4a
shows a North Atlantic pattern that resembles a negative NAO, whereas
Figure 4.3b indicated a positive causal link from NAO on CGTI. This
seeming mismatch is explained by the difference in pressure level and
lead-time with a more positive NAO pattern at lag -2 (see Appendix B,
Figure B7). The CEN built with MT rainfall, CGTI and the upstream
part of the mid-latitude wave train, i.e., L1 and H1, is shown in Figure
4.5. The causal links between the CGTI and the MT rainfall remain
unaltered (see Figure 4.3), with the CGTI mediating the connection
between the mid-latitude wave (represented by H1 and L1) and the
MT rainfall. Further, the obtained CEN can be interpreted as a wave
train that propagates eastward from the East Atlantic towards the
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Figure 4.5: Mid-latitude wave train. CEN built with the MT rainfall, CGTI,
L1 and H1 (as identified in Figure 4.4a) for the period 1979-2017. The strength
of causal links expressed by the standardized regression path coefficients and
autocorrelation path coefficients are shown above the arrows and inside the circles
respectively. All links have a lag of 1 week. Only causal links with corrected p <
0.05 are shown. See the main text for discussion.
Indian monsoon region, as postulated by DW2007. Let us focus on the
connections between H1 and L1. If H1 increases, then L1 decreases at
1-week lag. The backward link is positive: thus, if L1 increases H1 also
increases at 1-week lag. This dampening loop is easiest explained by
an eastward propagating wave. To illustrate this, we design a simple
experiment using synthetic time series representing a simple cosine-
wave propagating eastward with added noise sampled at two locations.
We estimate the wavelength, wave speed and amplitude based on the
observed properties of H1 and L1 (see Appendix B, Figure B8-B9). The
CEN resulting from these time series is equivalent to that of H1 and L1
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in Figure 4.5. with a negative forward link and a positive backward link.
Physically, this can be understood by a traveling wave amplifying in
the forward direction, but at the same time dampening in the backward
direction.
4.4.3 Intraseasonal variability and tropical influ-
ence on the monsoon circulation
Next, we perform a similar analysis applying RG-CPD to fields of vertical
wind velocities (W500) and OLR to capture the internal feedbacks and
dynamics of the ISM convective updraft. Their correlation maps and
detected causal precursors are shown in Figs. 4.6a,b. MT rainfall has four
causal precursors in OLR. A large region extending from the Arabian Sea
towards the Maritime Continent via the Indian sub-continent (OLR1,
Figure 4.6a) shows a negative causal link, while another region covering
parts of the Tibetan Plateau shows a positive causal link (OLR2, Figure
4.6a). A third region is found north-east of the Caspian Sea, over
western Russia (OLR3) with a negative causal relationship with MT
rainfall. A fourth, though small, region of positive correlation is found
over the equatorial Indian Ocean (OLR4, Figure 4.6a). OLR1 spatially
overlaps with W1, the largest causal precursor in the vertical wind field,
representing the north-west/south-east tilted rainfall band related to
the BSISO over the northern Indian Ocean and western Pacific Ocean
(Figure 4.6b, top panel). The positive correlation of W1 and negative
correlation of OLR1 with MT rainfall indicate that ascending motions
and associated high-level cloud formation are followed by enhanced
rainfall over the MT region with a lag of 1 week. OLR2 and OLR3
largely overlap with the regions L1 and the CGTI region identified
in Figure 4.4c, further supporting the importance of this mid-latitude
wave pattern in modulating the rainfall over the MT region also when
a different variable is selected. OLR4 hints to the presence of a seesaw
of enhanced and suppressed convective activity alternating between
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the equatorial Indian Ocean and the Indian Peninsula, likely related
to the northward propagation of the BSISO. Figures 4.6c,d show two
Figure 4.6: Tropical causal interactions of ISM. Panel (a) shows the corre-
lation map of weekly MT rainfall with the global OLR field at 1-week lead time
(top panel) and the causal precursors identified via RG-CPD (bottom panel) for
the period 1979-2017. Regions with correlation values with a p-value of p < 0.05
(accounting for the effect of serial correlations) are shown by black contours. Panel
(b): as for panel (a) but for the W500 field. Panels (c) and (d) show the CEN
build with W1, OLR1 and MT rainfall and MT rainfall, W1, CGTI and MJO2,
respectively. The strengths of causal links expressed by the standardized regression
path coefficients and autocorrelation path coefficients are shown above the arrows
and inside the circles respectively. All links have a lag of 1 week. Only causal links
with corrected p < 0.05 are shown. See the main text for discussion.
CENs constructed from the MT rainfall causal precursors in OLR and
W500 (region OLR1 as defined in Figure 4.6a and W1 as defined in
Figure 4.6b), and including CGTI and MT rainfall itself. Since the OLR
and W500 fields present less organized large-scale spatial patterns than
Z200, we use only the two dominant causal precursors. Although the
regions OLR1 and W1 show a large spatial overlap, they represent two
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different components of the ISM system. OLR is calculated at the top
of the atmosphere with low OLR values representing strong convective
motions. W500 is calculated at 500 hPa and W1 thus represents the
ascending branch of the ISM circulation cell and nearby BSISO. The
CEN built with OLR1, W1 and the MT rainfall at weekly timescale
(Figure 4.6c) represents the intraseasonal variability of the monsoon
circulation and therefore its relation with the BSISO and the initiation
of active and break phases. Enhanced vertical motions (W1) precede
an increase in the MT rainfall by one week; seemingly, more clouds
(lower OLR1) are associated with enhanced W1 one week later (thus
enhancing the ISM circulation). Contrarily, enhanced rainfall shows a
negative feedback on both OLR1 and W1: stronger MT rainfall leads to
reduced vertical motions and clearer skies (lower W1 and higher OLR1,
respectively). Hence, this CEN depicts a negative feedback intrinsic to
the ISM intraseasonal variability: while enhanced ascending motions
and thus strengthened ISM circulation lead to stronger MT rainfall,
enhanced rainfall leads to weaker ISM circulation and in turn diminished
MT rainfall, hinting to an alternation of rainy and dry periods over
the MT region, likely related to the alternation of active and break
phases. Thus, from a physical point of view, this can be explained in two
ways: (1) as a seesaw representing the switch of the ISM system between
an active and a break phase and (2) via an increase of atmospheric
static stability due to latent heat release in the higher layers of the
troposphere. The latter mechanism is further analysed in Figure B10
(see Appendix B), where we build a CEN with MT rainfall, sea level
pressure (SLP) over the Bay of Bengal (SLPBOB), temperature at
400hPa (Tp4M T ) and temperature at 600 hPa (Tp6M T ). The resulting
causal links show that while a decrease in SLP over the Bay of Bengal is
followed by an increase in MT rainfall and both Tp4M T and Tp6M T , an
increase in Tp4M T (thus enhanced static stability) leads to a decrease
in MT rainfall. The described mechanism is in agreement with what
was proposed by Saha et al. (2012)[207] and Krishnamurti and Bhalme
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(1976)[114]. Next, we test the causal relationships identified between
MT rainfall and W1 when adding the CGTI and MJO variability to the
CEN (Figure 4.6d). MJO variability is expressed by the OMI PC2 index
(here referred to as MJO2), the second EOF of OLR in the tropical
belt [100]. OMI PC2 corresponds to the RMM1 index, widely used in
previous work on the relationship between the MJO and the ISM [164]
[100] [151]. Positive RMM1 values correspond to MJO phases 3-6 (also
referred to as the active phases of MJO) and physically represent the
presence of strong convection activity propagating eastward from the
Indian Ocean towards the western Pacific. Several studies show that MT
rainfall is enhanced during active MJO phases [164] [2] [151]. Moreover,
in summer the OMI index also represents the BSISO, further linking
OLR1 and W1 to the BSISO related convective activity [265]. In this
CEN, the link from the MT rainfall towards W1 remains unaltered
(while the link in the opposite direction disappears, indicating that this
link is less robust than the others), while the CGTI shows a positive
feedback with W1: an increase in the CGTI causes stronger ascending
motions (W1), while stronger ascending motion over the Indian region
strengthens the CGTI. The CGTI has a direct positive causal link to
MT rainfall (Figure 4.6d). Even though the direct link from MT rainfall
to CGTI has now disappeared (likely because this link was already
relatively weak in a simpler CEN configuration, see Figure 4.3a), the
link between the ISM circulation and the mid-latitudes remains via
W1. Stronger updraft over the ISM and the Maritime Continent regions
(higher W1) leads to increased CGTI and vice versa as seen in Figure 4.3,
where higher CGTI leads to enhanced MT rainfall, both directly and
via W1. MJO2 displays a positive causal link with W1, meaning that
OMI PC2 positive values lead to enhanced vertical motions with 1-week
lead time and, as a consequence, enhanced MT rainfall with 2-week lead
time. However, stronger W1 leads to decreased MJO2 (negative causal
link from W1 to MJO2). Thus, MJO2 shows exactly the same causal
relationships (but opposite signs) with W1 as shown for OLR1 in Figure
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4.6c, likely because the OMI index is also defined based upon OLR
fields in the tropical belt and the OLR pattern shown by the second
EOF of the OMI index largely overlaps with our OLR1 region (Kiladis
et al., 2014). We checked how these links decay over time and found
that the causal links from W1 to the CGTI and from the CGTI to the
MT rainfall remain stable at lag -2 weeks, but then decay to zero at lag
-3 weeks. The causal effect from W1 on the MT rainfall and from MJO2
to W1 drop to values close to zero at lag -2 and -3 (see Appendix B,
Figure B11). This result is further visible if the timescale is changed
from weekly to monthly: in this case, the spatial correlation between the
circumglobal teleconnection pattern and the correlation map between
MT rainfall and Z200 at lag 0 is still high (r = 0.79). However, when
the correlation is calculated between MT rainfall and Z200 at lag -1
(month), the map becomes non-significant (see Appendix B, Figure
B12). This result further suggests that these causal relationships have a
characteristic timescale shorter than one month and of about 1-2 weeks.
Moreover, OLR shows no significant correlation patterns with the MT
rainfall and no significant causal links are detected between MT rainfall
and the CGTI at monthly timescale (not shown).
4.4.4 Combining local, tropical and mid-latitude
causal interactions
Finally, we bring together the findings obtained with CEN and RG-
CPD throughout this study and summarize them in a single CEN to
provide an overall picture and test the consistency of the results. We
include the most important identified regions from both the tropics and
the mid-latitudes together in a single CEN (Figure 4.7) and plot the
corresponding CEN over a map to help the reader associate each actor
with its corresponding approximate region (though in cases when the
index is defined over all longitudes, such as EOF2, it is only possible to
associate the actor with its average latitude). Specifically, this CEN is
102
4.4 Results
built with elements that come from both, the DW2005 and DW2007
hypotheses (Figure 4.3) and from our RG-CPD analysis (Figs. 4.4 and
4.6). Moreover, to test the consistency of the results under a change of
rainfall dataset, we also performed the same analysis using the CPC-
NCEP rainfall dataset over the period 1979-2016 (see Appendix B,
Figs. B13-B19) and found that our results remain robust. In Figure 4.7,
all causal links are reproduced with the same directions and only the
magnitudes of the causal effects exhibit minor changes with respect to
CEN shown in Figure 4.3 and 4.6. Our results show that the influence
of both, the mid-latitude circulation (EOF2) and the North Atlantic
(NAO), on the MT rainfall is mediated via the CGTI and is robust:
the structure and the direction of the causal links are retained. The
backward influence of the MT rainfall on the mid-latitude circulation
is weaker and more complex, as shown already in Figure 4.6d. CGTI
has both a direct causal link to MT rainfall and an indirect one via
W1. MT rainfall and W1 show a negative feedback (though the link
from the MT rainfall towards W1 is only significant when CPC-NCEP
rainfall data are used, see Appendix B, Figure B19), with increased W1
leading to enhanced MT rainfall but stronger MT rainfall leading to
weaker W1. The MT rainfall is also influenced by MJO2 via W1 with a
two-way connection. Higher MJO2 values (linked to the MJO phases 3
to 6) are followed by stronger upward motions (increased W1) one week
later, which in turn causes enhanced MT rainfall two weeks later (with
respect to MJO2). In the opposite direction, suppressed or weakened
ascending motions promote lower MJO2 one week after, thus promoting
the switch toward MJO phases 7-8 and 1-2, also known as suppressed
MJO phases. Suppressed MJO phases are in turn linked with the onset
of break phases of the Indian monsoon [164]. To quantify the relative
influence of tropical and mid-latitude teleconnections on MT rainfall, we
report the causal effect (CE) strength of each link, which is given by the
path coefficient in the CEN (see Figure 4.7 and Table B1 in Appendix
B). W1 has the strongest causal effect on MT rainfall with βW 1→MT
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Figure 4.7: Combined mid-latitude and tropical causal interactions of
ISM. CEN built with W1, MJO2, MT rainfall, NAO, CGTI and EOF2 for the
period 1979-2017. The strengths of causal links expressed by the standardized
regression path coefficients and autocorrelation path coefficients are shown above
the arrows and inside the circles respectively. All links have a lag of 1 week. Only
causal links with corrected p < 0.05 are shown. See the main text for discussion.
= 0.54, implying that a one s.d. shift in W1 causes about a half s.d.
change in MT rainfall after one week (under the previously mentioned
conditions, see Methods section). The CGTI influences MT rainfall
directly and indirectly via W1 and the total causal effect is given by
βCGT I→MT + βCGT I→W 1 ∗ βW 1→MT = 0.23, where βCGT I→MT =0.18
and βCGT I→W 1 = 0.09 The causal effect of CGTI is thus roughly half
as strong as that of the intraseasonal variability of the Indian monsoon
system as represented here by W1. MJO2 has a causal effect on W1
of βMJO2→W 1 = 0.49 and is influenced by W1 with βW 1→MJO2 =
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-0.39. Looking more specifically at the causal effect of MJO2 on MT
rainfall mediated via W1, we find βMJO2→W 1 ∗ βW 1→MT = 0.26, i.e.,
the tropical driver effect on MT rainfall itself is similar in magnitude
as that of CGTI as for the key extratropical driver. Thus, taking both
W1 and MT as representatives of ISM intraseasonal variability, the
effects of external drivers from both tropics and mid-latitudes on the
ISM circulation are both about half as strong as that of W1 on MT.
For comparison, the path coefficients for all the identified causal links
are reported together with the corresponding Pearson correlations of
each pair of variables (see Appendix B, Table B1). In general the values
of the causal effect and the simple correlation do not differ greatly,
despite a few exceptions where linear correlation is not significant even
though there exists a causal link, or when the sign of the causal effect
and the simple correlation differ. However, one should not forget that
plain correlation does not indicate causality, nor can identify chains of
causality between different variables. Moreover, we calculate the average
causal effect (ACE) and average causal susceptibility (ACS) for each
actor. While ACE gives a measure of the causal effect that each actor
has on the rest of the network, ACS measures the sensitivity of each
actor to perturbations entering in any other part of the network [201].
In this CEN, W1 has the highest ACE (∼0.22) and both CGTI and
MJO2 the second highest ACE (∼0.10). MT rainfall and W1 show the
strongest ACS (∼0.1). ACE and ACS values for each actor are further
summarized in Table B2, see Appendix B. These values again stress
the importance of both, ISM intraseasonal variability and CGTI, in
mediating mid-latitude waves towards the ISM. Finally, we test for the
robustness of the causal links when different regions other than the MT
area are studied. In general, analysing all-India rainfall (AIR), western
Himalayan foothills (WHF, defined over 26◦-35◦N and 70◦-83◦E) or
eastern Himalayan foothills (EHF, defined over 20◦-30◦N and 87◦-97◦E)
rainfall does not affect the strength or the sign of the causal links (see
Appendix B, Figure B20-B21), thus showing that our results are robust
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and can actually represent the dynamics of the entire ISM basin. This is
likely a consequence of the fact that AIR strongly reflects the behaviour
of the MT rainfall (r = 0.57 ± 0.05), as here the most abundant rainfall
takes place. While the correlation between AIR and WHF rainfall is
lower (r = 0.35 ± 0.06), the same causal links as for the MT rainfall are
observed, suggesting a strong similarity in the dynamical mechanisms
that govern MT and WHF rainfall. However, when EHF rainfall is taken
into account, the correlation with the AIR is low and not significant
(r = 0.03 ± 0.05). As a consequence, the links from the CGTI and
W1 to EHF disappear (though all other links are left unchanged). This
suggests that the dynamical mechanisms that bring abundant rainfall
to this region are different from those that determine the MT rainfall
(see Appendix B, Figure B21).
4.5 Discussion and conclusions
In this study, we apply causal discovery algorithms to analyse the
influence of global middle and upper tropospheric fields on weekly ISM
rainfall and study the two-way causal links between the mid-latitude
circulation and ISM rainfall, together with tropical drivers and ISM
intraseasonal variability. We perform a validation of both the monsoon-
circumglobal teleconnection hypothesis proposed by DW2005 and the
North Atlantic-monsoon connection proposed by DW2007 using causal
discovery tools. We use the Response-guided Causal precursor detection
(RG-CPD) scheme to detect causal precursors from both mid-latitude
and tropical regions and then apply Causal Effect Networks (CEN) to
assess the influence of different drivers of MT rainfall and their relative
contribution to the MT rainfall intraseasonal variability.
The new findings of this work can be summarized in two main
aspects: first, we prove the DW2005 hypothesis from a causal point
of view, showing that the hypothesized two-way link between the MT
rainfall and the mid-latitude circulation can be demonstrated in a
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causal framework. Second, we quantify the relative importance of a)
the mid-latitude circulation, b) the intraseasonal variability and c) the
tropical drivers of the ISM circulation, showing a link that connects
the Boreal Summer Intraseasonal Oscillation (BSISO) and the Madden-
Julian Oscillation (MJO) to the ISM intraseasonal variability (see Figure
4.7 and Table B1 in Appendix B). Moreover, we also show that the
circumglobal teleconnection hypothesis by DW2005, initially defined
at seasonal/monthly timescale, holds also at intraseasonal (weekly)
timescale and it can be unified with the hypothesis by DW2007, which
analysed wave trains propagating from the North Atlantic toward the
MT region at 2-week timescale. Thus, we argue that the CGTI region and
the mid-latitude circulation are important for both the intraseasonal and
seasonal variability of the MT rainfall. An explanation for this could be
that the seasonal/monthly representation of the monsoon-circumglobal
teleconnection interaction is actually strongly influenced by mechanisms
that act on intraseasonal timescales, similarly to what has been proposed
by Stephan et al. (2019) [231], who come to a similar conclusion but
analysing the causal interaction between the Silk Road pattern and the
monsoon-desert mechanism. Here, a hint in this direction is provided by
the analysis of the monsoon-circumglobal teleconnection link at monthly
timescale: while the spatial correlation between the MT rainfall and the
Z200 field at lag 0 strongly resembles the circumglobal teleconnection
pattern (when monthly averages are analysed), this similarity disappears
when Z200 leads the MT rainfall by 1 month (see Appendix B, Figure
B12). Therefore, we suggest that the mechanism responsible for the
monsoon-circumglobal teleconnection is acting at a timescale shorter
than one month.
Our causal analyses confirm the influence of the mid-latitude
circulation on MT rainfall via the CGTI, as hypothesized by DW2005.
We also confirm that MT rainfall forces the mid-latitude circulation via
the CGTI but this link is weaker (see Appendix B, Figure B18). We test
the sensitivity of the monsoon-circumglobal teleconnection hypothesis
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to changes of the selected rainfall region, showing the general robustness
of the identified causal links. Both all-India rainfall (AIR) and western
Himalayan foothills (WHF) rainfall behave consistently with the MT
rainfall (see Appendix B, Figs. B20-21). These similarities are likely due
to the strong correlation that exists between the MT rainfall and AIR,
with the MT rainfall being one of the dominant features of the ISM
intraseasonal variability [120]. However, eastern Himalayan foothills
(EHF) rainfall is found to behave differently, and does not show any
connection with the updraft region identified by W1. This is likely
related to the fact that the EHF region receives heavy rainfall amounts
during the early stage of a break event and thus it is likely to be affected
by different circulation patterns than those that govern the MT rainfall
[251] (Vellore et al., 2014). Nevertheless, also in this case, all other
causal links in the CEN are retained.
Next to the influence of the MT rainfall, our analysis also shows
that the link between the circumglobal teleconnection pattern and the
ISM can be seen in the wider perspective of the BSISO variations. Our
OLR1 and W1 regions (see Figure 4.6a,b) show a north-west/south-east
tilted rainfall band that shows great similarities with the BSISO rainfall
band [265]. In light of this relationship, the negative feedback that
characterizes the causal links between W1 and the MJO2 (see Figure
4.6d) and the MT rainfall and W1 (see Figure B18 in Appendix B) can
be interpreted as the shift of the ISM system between a break and an
active phase and to the north-eastward propagation of BSISO convective
anomalies. Therefore, while on the one hand we analyse MT rainfall
(which is directly linked to active and break phases at intraseasonal
timescales), on the other hand our W1 region also represents the BSISO
influence on the monsoon-circumglobal teleconnection mechanism, thus
linking the mid-latitude circulation not only to local latent heat release
connected to the MT rainfall, but to the wider updraft region related to
the South Asian monsoon in its broader definition that closely resembles
the BSISO rainfall band. This connection is supported by the fact that
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the direct link from the MT rainfall to the CGTI disappears when W1
is added to the CEN (see Figure 4.6). While an indirect link from the
MT rainfall to the CGTI remains via W1, the disappearance of the
direct link indicates that the influence of W1 on the CGTI is stronger
than the direct link from the MT rainfall.
Applying RG-CPD, we find a wave train that emanates from
the eastern North Atlantic stretching towards India via Europe and
western Russia. This wave pattern is visible in geopotential height fields,
temperature and precipitation anomalies, and acts on MT rainfall via
the CGTI with a 1-2 week lead time, in agreement with the DW2007
hypothesis and with previous studies showing that there is a connection
from the North Atlantic toward the ISM system [70]. Moreover, the
larger CGTI region as defined in Figure 4.4c, while showing the strongest
correlation over the CGTI region as defined in Figure 4.2d, also stretches
south-westwards towards North-east Africa, to the area that features the
downdraft related to the monsoon-desert mechanism [192]. Therefore,
our work is in agreement with previous findings that show an influence of
the ISM latent heat release on North-east Africa arid conditions via the
excitation of Rossby waves to the west. However, here we focus on the
relationship between the MT rainfall and the circumglobal teleconnection
pattern, thus a link from the MT rainfall towards the Saharan region
cannot be inferred from this analysis. Moreover, the causal relationship
between the north-eastern Indian rainfall and the downdraft over the
north-eastern Sahara related to the monsoon-desert mechanism has
already been shown [231]. Our results show that RG-CPD can detect
well-known circulation features of the MT rainfall with 1-week lead
time, without using any a priori theoretical or geographical constraint to
select the causal precursors among all precursor regions demonstrating
the efficacy of the presented method. Moreover, causal discovery tools
can quantify the causal influence of tropical drivers versus mid-latitude
influences and BSISO on the ISM intraseasonal circulation dynamics.
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Intraseasonal variability of the ISM system, here represented by the
updraft region identified by W1 has the strongest effect on MT rainfall.
The influence from the mid-latitudes on MT rainfall, as mediated by
CGTI, is about half of the magnitude of that of the internal dynamics,
while the influence of MJO as the key tropical driver on MT rainfall
is only slightly weaker (Figure 4.7). However, when taking MT rainfall
and vertical wind field over the Indian subcontinent together as two
interdependent yet different facets of the ISM, we find that the general
effect of tropical drivers (MJO) on the system is slightly stronger than
that of the extratropical drivers, while looking on the one hand on the
effect of MJO on the circulation and on the other hand on the total
effect of CGTI on MT rainfall via both, directed linkages and through
a parallel influence on the vertical wind field over India. Though in
this framework a direct influence of higher latitudes on the MT rainfall
it is not identified, this may depend on the choice of the analysed
(intraseasonal) timescale. However, an influence from the Arctic on the
ISM rainfall has been identified at longer (inter-seasonal) timescales and
has shown to provide some forecast skill for seasonal all-India rainfall
at 4- and 2-month lead times [180] [20].
The reported findings are in good agreement with the existing
literature. It is well known that intraseasonal variability dominates
ISM inter-annual variability [72] [232]. Our causal approach enables
us to quantify the relative importance of local internal dynamics,
separate it from the influence of remote actors, and remove spurious
factors. The negative feedback in the ISM intraseasonal variability,
here represented by the opposite relationship between MT rainfall and
W1 (see Figs. 4.6d and 4.7), features a switch from an active to a
break phase inside the ISM system, likely linked to the BSISO. Other
physical mechanisms can include both radiative effects [114] and local
changes in static stability due to the latent heat release that follows
convective precipitation [207]. While strong upward motions precede
strong MT rainfall, enhanced rainfall over the W1 region is known to
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lead the initiation of breaks by 7-10 days [120]. Moreover, suppressed
convection over the Bay of Bengal initiated over the tropical Indian
Ocean and associated westward propagating Rossby waves cause break
conditions over the monsoon trough [120]. Our results also support
previous findings that suggest a link between the active MJO phases
(3-6, corresponding to positive RMM1 values) and enhanced ascending
motions over the MT region and adjacent Maritime Continent which in
turn promote enhanced MT rainfall (Figure 4.6d and 4.7) [164] [151]
[2] . Our theory-guided causal effect network approach, i.e. creating
CENs starting from physical hypotheses, enables us to: (1) test those
hypotheses in a causal framework, removing the influence from spurious
correlations, and (2) quantify the relative strength (i.e., the causal
effect) of different local and remote actors. With this approach, one can
gain insight in which role each part of a complex system such as the
ISM circulation plays in relation to the other components. However,
domain knowledge is essential to be guided by known physical processes
and associated timescales. By combining RG-CPD and CEN, one can
test initial hypotheses and perform further more explorative causal
analyses to identify new features. For example, in this study, we first
identify our initial actors based on the literature. Then, we increase
the pool of actors by searching for causal precursors using RG-CPD.
Finally, we reconstruct a CEN that combines those findings and helps
to put them into a broader context. This approach can be applied
to both observational data (as done here) and climate model data to
validate the underlying processes behind intraseasonal variability, which
might pave the way for improved forecasts. The described identification
and quantification of causal dependencies is based on linear statistical
models between the different considered variables quantified in terms
of partial correlations. While such linear models can provide useful
approximations of real-world climate processes, there could be cases
in which they miss other existing linkages that are not described by
linear functional relationships. In turn, extending the present analysis
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to a fully nonlinear treatment is straightforward but would come on
the cost of much higher computational demands, which is why we
have restricted ourselves in this work to the linear case. Nevertheless,
accounting for possible nonlinearities may add further information on
the inferred mechanisms and should therefore be undertaken in future
research. In conclusion, our results indicate that, on weekly timescales,
the strength of the influence from the mid-latitudes on MT rainfall
itself is as large as that from the tropics (MJO) but about a factor
of two smaller than the ISM intraseasonal variability. However, the
tropical (MJO) effect on the associated vertical wind speed over the MT
region is larger than that of extratropical drivers on MT rainfall. While
previous studies that have analysed the relationships between the ISM
and the mid-latitude circulation have often considered the rainfall over
north-western India [49] [11] [231], here we take into account the MT
rainfall, showing that connection between active and break phases of the
ISM (by definition identified over this region [120]) and the circumglobal
teleconnection pattern. The circumglobal teleconnection pattern is an
important source of variability for European summer weather, thus
improving its representation in seasonal forecasting models could in
turn improve seasonal forecasts in boreal summer (which generally show
lower skill than those for boreal winter)[11]. Related to the confirmed
relevance of extratropical drivers for ISM variability at weekly time
scales, we emphasise that there exists a substantial body of literature
suggesting that the influence from the mid-latitudes is particularly
important for extremes [128] [251] [250] . Future work should therefore
aim to further disentangle the specific mechanisms that particularly act






influence of time scales
Adapted from Di Capua et al. "Dominant patterns of interaction between
the tropics and mid-latitudes in boreal summer: causal relationships and
the role of timescales", Weather and Climate Dynamics, 2020
5.1 Abstract
Tropical convective activity represents a source of predictability for
mid-latitude weather in the Northern Hemisphere. In winter, the
El Niño–Southern Oscillation (ENSO) is the dominant source of
predictability in the tropics and extra-tropics, but its role in summer is
much less pronounced and the exact teleconnection pathways are not well
understood. Here, we assess how tropical convection interacts with mid-
113
5. Dominant pattern of tropical – mid-latitude interactions and
the influence of time scales
latitude summer circulation at different intraseasonal timescales and how
ENSO affects these interactions. First, we apply maximum covariance
analysis (MCA) between tropical convective activity and mid-latitude
geopotential height fields to identify the dominant modes of interaction.
The first MCA mode connects the South Asian monsoon with the mid-
latitude circumglobal teleconnection pattern. The second MCA mode
connects the western North Pacific summer monsoon in the tropics
with a wave-5 pattern centred over the North Pacific High in the mid-
latitudes. We show that the MCA patterns are fairly insensitive to the
selected intraseasonal timescale from weekly to 4-weekly data. To study
the potential causal interdependencies between these modes and with
other atmospheric fields, we apply the causal discovery method PCMCI
at different timescales. PCMCI extends standard correlation analysis by
removing the confounding effects of autocorrelation, indirect links and
common drivers. In general, there is a two-way causal interaction between
the tropics and mid-latitudes but the strength and sometimes sign of
the causal link are timescale dependent. We introduce causal maps that
show the regionally specific causal effect from each MCA mode. Those
maps confirm the dominant patterns of interaction and in addition,
highlight specific mid-latitude regions that are most strongly connected
to tropical convection. In general, the identified causal teleconnection
patterns are only mildly affected by ENSO and the tropical-mid-latitude
linkages remain similar. Still, La Niña strengthens the South Asian
monsoon generating a stronger response in the mid-latitudes, while
during El Niño years, the Pacific pattern is reinforced. This study paves
the way for process-based validation of boreal summer teleconnections in
(sub-)seasonal forecast models and climate models and therefore works




Tropical–mid-latitude teleconnections in boreal summer can have a great
impact on surface weather conditions in the northern mid-latitudes
[49] [259] [161]. Still, the direct influence of the El Niño-Southern
Oscillation (ENSO) on the mid-latitude circulation is weaker in summer
than in winter [15] [212] [238]. Instead, in summer, convective activity
related to the Northern Hemisphere tropical monsoon systems can
profoundly influence surface weather conditions in the mid-latitudes
[16][49][161][192]. Vice versa, mid-latitude wave trains and cyclonic
activity at intraseasonal timescales can modulate the tropical monsoons,
and have been linked to extreme rainfall events in the Indian region
[128][251][250]. Therefore, tropical and mid-latitude regions are likely
connected in complex, two-way, teleconnection patterns operating at a
range of sub-seasonal timescales [46][49][50].
During boreal summer, the South Asian monsoon (SAM), represents
one of the most powerful features of the tropical/subtropical circulation.
Characterized by heavy rainfall over central India and the Bay of Bengal,
the SAM has strong intraseasonal variability associated with alternating
active and break phases, linked to the boreal summer intraseasonal
oscillation (BSISO)[34] [63][115][120][185][232][207]. The western North
Pacific summer monsoon (WNPSM) represents the Pacific counterpart
to the SAM and is identified by strong rainfall over the sub-tropical
western North Pacific [136]. Similar to the SAM, the WNPSM also
exhibits strong intraseasonal oscillations [260].
Latent heat release due to strong monsoonal rainfall can influence
subtropical and mid-latitude regions via Rossby wave teleconnections.
The SAM has been connected to subtropical arid conditions in the
North African region via the so-called monsoon – desert mechanism,
creating reinforced descending motions over the Sahara during strong
SAM phases [192][231]. This mechanism is fairly well captured by both
climate [31] and seasonal forecast models [11].The SAM is also connected
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to mid-latitude circulation via its interaction with the circumglobal
teleconnection pattern (CGT), a wave pattern with 5 centres of action
encircling the northern mid-latitudes and affecting temperature and
precipitation there [49][109]. This wave-5 like CGT pattern can be
identified through interannual to intraseasonal (weekly) timescales and
it is likely connected with the SAM via two-way causal links [46].
Seasonal forecast models are biased in their representation of the CGT,
with typically a too weak CGT signal [11]. Therefore, seasonal forecasts
miss an important source of predictability on intraseasonal timescales,
primarily in summer [268].
The WNPSM has been shown to influence precipitation anomalies
over North America via its relation to the Western Pacific – North
America (WPNA) pattern [259]. The WNPSM is shown to be related to
surface pressure conditions over East Asia, with high pressure anomalies
during years characterized by stronger WNPSM activity [156]. The
WNPSM area also represents a genesis region for tropical cyclones in
the North Pacific [17]. The WNPSM is weaker during the decaying phase
of El Niño [259] and its related circulation anomalies provide a link from
ENSO to the East Asian summer monsoon[283]. Thus, in summary, the
SAM appears particularly important for sub-seasonal variability over
Eurasia, while the WNPSM is important for the Pacific-North American
sector.
ENSO, operating at interannual timescales, might primarily influence
the mid-latitude circulation via its effect on the SAM strength[51].
During boreal summers preceding La Niña phases, a strengthening
of the Walker circulation can enhance SAM rainfall, while El Niño
phases often have an opposite effect [94][95][236][277]. However, this
relationship depends on the longitudinal position of the strongest El Niño
related sea surface temperature (SST) anomalies [124] and potentially
has weakened over recent decades [22][123][230][279]. At interannual
timescales, anomalous tropical convection in the central-eastern Pacific
related to ENSO has also been shown to affect mid-latitude circulation
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over the Euro-Atlantic sector as well as temperature and precipitation
anomalies over Europe during boreal summer [161]. Trends in tropical
SSTs play a crucial role in the interdecadal changes of this tropical-
extratropical teleconnection [162].
In general, a major challenge faced by teleconnection research is
to understand the underlying physical processes and associated cause-
effect relationships. Past observational studies have typically employed
correlation analysis or linear regression techniques. Such analyses can
however be dominated by spurious correlations and therefore can give
only limited insight into cause-effect relationships. On the other hand,
model-based studies can be affected by biases in the representation of
circulation and precipitation characteristics [11][212][268], which can
feed back on each other. Also, although perturbation and sensitivity
experiments can point towards potential causal relationships, they do not
necessarily reveal the causal links between tropical and mid-latitudinal
features, since the uncovered relationship may not be the dominant one.
In recent years, several approaches have been applied to identify
causal relationships in climate and atmospheric sciences [198], ranging
from Granger causality [147][148][209] to causal (Bayesian) graphical
models [58][57][86][168] and conditional independence-based network
discovery methods for time series [200]. These studies have shown
the ability of causal discovery tools to improve our understanding
of several atmospheric circulation interactions such as Arctic–mid-
latitudes connections [148][209], synoptic-scale disturbances between
boreal summer and boreal winter [58] and the relationship between
ENSO and surface temperature in the American continent [147].
Here, we use a causal inference approach to study the relationships
between the Northern Hemisphere mid-latitudes and the tropical belt
during boreal summer at different intraseasonal timescales. We apply
a causal discovery approach making use of the so-called PCMCI
(Peter & Clark algorithm combined with the Momentary Conditional
Independence approach, see Section 2.3) method [200] and then
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estimate physically interpretable causal link weights by (standardized)
multivariate regression. The resulting weighted network representation
of causal interdependencies is referred to as a Causal Effect Network
(CEN) [107]. Expanding our understanding of the corresponding physical
mechanisms has the potential to improve seasonal and subseasonal
forecasts in boreal summer. The main advantage of causal discovery
tools is that they can identify and remove spurious correlations [199]
[197][200] and thus provide insight into the potential causal relationships
[147][202]. Building upon this advanced methodology, we introduce a
new concept called causal maps, visually highlighting causally related
spatial structures. Finally, we assess the role of the ENSO background
state on the identified causal relationships between the tropical belt and
the mid-latitude circulation. The remainder of this paper is organized as
follows: Section 2 presents the data and methods used in this analysis.
Section 3 describes the results obtained by applying CEN and causal
maps to the identified research questions. Section 4 provides a discussion
of the obtained results in the context of the existing literature and finally,
Section 5 presents a short summary and conclusions.
5.3 Data and Methods
5.3.1 Data
In our analysis, we diagnose monsoon characteristics and Northern
Hemisphere circulation features using outgoing longwave radiation
(OLR) at the top of the atmosphere, geopotential height at 200 hPa
(Z200) and 2m surface temperature (T2m) data from the ERA-Interim
Reanalysis [41] for the period 1979-2018 (1.5◦x◦1.5). Strong tropical
convection is characterized by high cloud tops and thus by low emission
temperatures, which in turn correspond to low OLR values[120]. In
the tropical belt, OLR can be used as a proxy of convective activity,
and therefore, rainfall. To select different ENSO phases, we use the
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monthly Niño3.4 index from NOAA (data are available at https://www.
esrl.noaa.gov/psd/gcos_wgsp/Timeseries/Nino34/), representing
the central Pacific SST anomalies. El Niño and La Niña events are
discerned by periods of December-to-February Niño3.4 index values
larger than 0.5◦C or smaller than -0.5◦C respectively. Then, we identify
El Niño summers as those preceding the El Niño peak in winter and La
Niña summers as those preceding the La Niña peak in winter. We use
the Niño3.4 index since it has been shown to have a relatively strong
connection to Indian monsoon rainfall [124].
We also use the BSISO index as defined by Kikuchi et al.
(2012)[99] and Kikuchi and Wang (2010)[98] (data are available
at http://iprc.soest.hawaii.edu/users/kazuyosh/ISO_index/
data/BSISO_25-90bpfil_pc.txt) in order to describe the phase and
amplitude of the BSISO characterising the large-scale driver of active
and break events over India. Causal discovery tool techniques require
detrended anomalies centred at zero. Therefore, all data are linearly
detrended and anomalies are calculated relative to an individual year’s
mean seasonal state by removing both the mean seasonal cycle and
the year’s mean seasonal state (i.e. the seasonal average from May
to September, MJJAS) [46][50]. Removing the year’s mean seasonal
state, and thus excluding the influence of interannual variations of the
involved mechanisms, is essential to analyse intraseasonal variability
of atmospheric components that present a strong interannual variably,
such as the SAM.
5.3.2 Maximum Covariance Analysys
To extract the dominant co-variability patterns reflecting interactions
between mid-latitude circulation in the Northern Hemisphere and
tropical convection at intraseasonal timescales, we follow Ding et al.
(2011)[51] and apply maximum covariance analysis (MCA) to OLR
fields (used as a proxy for convective activity) in the tropical belt (15◦S-
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30◦N, 0◦-360◦E) paired with Z200 fields in the northern mid-latitudes
(25◦N-75◦N, 0◦-360◦E).
Each MCA mode provides two coupled (2D) spatial patterns (one
for tropical OLR and one for mid-latitude Z200) and two associated
(1D) time series (the time-dependent MCA scores or pattern amplitudes
for both fields), describing the magnitude (prominence) and phase (sign)
of those patterns for each time step. These (1D) time series are obtained
by calculating the scalar product between each MCA spatial pattern
(2D field) and the original spatial field of the associated variable at each
time step as
A = uT X (5.1)
B = vT Y (5.2)
where A and B represent the two MCA scores for Z200 and OLR, X
and Y are two matrices representing the Z200 and OLR fields, u and v
are the coupled patterns that maximize their covariance c (see Chapter
2 for further description).
Here, we select the first two MCA modes that represent the dominant
patterns of co-variability between tropical convection and mid-latitude
circulation, and calculate time series for each MCA mode. These time
series will be used as inputs for the causal discovery algorithm (see
Sections 2.4 and 2.5). To provide a complete picture we will also discuss
the corresponding EOF patterns and the fraction of variance explained
for comparison with our MCA results.
5.3.3 Causal Effect Networks and Causal Maps
Here, Causal Maps (see Section 2.5.3) are applied to estimate the causal
effect of each pair of MCA score time series on other atmospheric fields
in the Northern Hemisphere. Causal Maps are derived using the time
series obtained with MCA for modes 1 and 2 and Z200, OLR and T2m
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fields both for the entire time period (1979-2018) and for two subsets
depicting different ENSO phases, to assess how the ENSO background
state influences the causal relationships. El Niño (La Niña) summers
are defined as summers preceding the El Niño (La Niña) peak in boreal
winter. We thus obtain 14 La Niña years and 13 El Niño years (see
Table 1 in Appendix C for a list of corresponding years and Figure C1
for the associated SST anomaly composites). Although the strongest
SST anomalies related to the ENSO phase are found in winter, warm
(cold) SST patterns related to El Niño (La Niña) phases are already
clearly developed during the preceding summers. To test the robustness
of our causal maps to the choice of time period, we calculate causal
maps for a range of sub-periods. In 10 trials we removed 10% of the
record (4 years). For ENSO-phase dependent causal maps, we have
shorter time series and we thus remove one year in each trial, leaving
a set of 14 causal maps for La Niña events and 13 causal maps for El
Niño events. As a result, we obtain an ensemble of causal maps and
apply the false discovery rate correction to p-values of each single map.
Then, both for the full period (1979-2018) and for El Niño and La Niña
years separately, we masked out areas where less than 70% of the trials
indicated a significant causal link, giving an indication of the robustness
of our findings and at the same time suppressing noise. A summary
of the abbreviations and variables used in this analysis can be found
in Table 1, while the parameters used for the PCMCI algorithm are
reported in Appendix C.
Moreover, Causal Effect Networks (CEN, see section 2.5 for further
information) are used to estimate the causal links between pairs of score
time series for each MCA mode at different timescales (weekly and
4-weekly).
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Abbreviation Full name Dimensions
BSISO Boreal summer intra-seasonal oscillation 1D timeseries
SAM South Asian monsoon 2D field+time series
CGT Circumglobal teleconnection pattern 2D field+timeseries
WNPSM Western North Pacific summer monsoon 2D field+timeseries
NPH North Pacific High 2D field+timeseries
Z200 Geopotential height at 200 hPa 2D field+time
OLR Outgoing longwave radiation 2D field+time
T2M 2m temperature 2D field + time
Table 5.1: Abbreviations
5.4 Results
5.4.1 Tropical – mid-latitude interactions: maxi-
mum covariance analysis
Figures 5.1a-d show the coupled patterns for the first two MCA modes
between weekly tropical OLR and mid-latitude Z200. Figure 5.1e shows
the associated time series of MCA scores for all four patterns (two
for each MCA mode), obtained as explained in Section 2.2. The first
two MCA modes highlight the two key patterns of boreal summer
monsoonal activity in the tropics along with the co-varying mid-latitude
Z200 patterns. In both modes, the mid-latitudes are characterized by a
zonally oriented circumglobal wave pattern with a wavenumber close to
5 (i.e. roughly 5 centres of action). However, the two wave patterns are
phase shifted, aligned with the longitudinal position of the strongest
monsoonal convection in the tropics.
The first MCA mode explains 18% of the squared covariance (squared
covariance fraction, SCF) and shows a CGT-like wave-5 pattern in mid-
latitude Z200. The Pearson correlation between the two time series of
MCA scores for the first mode is r ∼ 0.5. The spatial correlation with
the weekly CGT pattern, as defined by Di Capua et al. 2020[46], is
0.52 (Figure 5.1a). The CGT pattern also represents the second most
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Figure 5.1: MCA of mid-latitude Z200 and tropical OLR at intraseasonal
timescales. Panels (a) and (b) show the first MCA mode for mid-latitude Z200
(25◦-75◦ N) and tropical OLR (15◦S-30◦N), respectively, at the weekly timescale.
The first MCA highlights the circumglobal teleconnection (CGT) pattern in the
mid-latitudes and the South Asian monsoon (SAM) in the tropical belt. Panels (c)
and (d): Same as for panel (a) and (b) but for the second MCA mode. This mode
depicts the North Pacific High (NPH) in the mid-latitudes and the western North
Pacific summer monsoon (WNPSM) in the tropical belt. The squared covariance
fraction (SCF) of each MCA mode is given on top of the panels. Panel (e) shows the
time series of MCA scores for the two MCA modes at weekly timescale. Each MCA
pattern has its own time series, i.e. one for tropical OLR and one for mid-latitude
Z200 (note that different y-axes are used).
important pattern in boreal summer mid-latitude circulation [46][49].
This wave-5 pattern is linked to the South Asian monsoon (SAM) activity
via its positive centre of action east of the Caspian Sea (see Figure 5.1a).
Applying MCA, we find that the CGT pattern co-varies with a band
of enhanced tropical convective activity that extends from the Arabian
Sea towards Southeast Asia, with a peak of convective activity over
the Bay of Bengal (Figure 5.1b)[96]. Using OLR composites and the
Kikuchi Boreal Summer Intraseasonal Oscillation (BSISO) index, we
explicitly show that the temporal evolution of SAM convective activity
as defined in Figure 5.1b at weekly timescales closely resembles the
evolution of the BSISO [207][71] (see Figs. C2-C3 and further discussion
in Appendix C). Therefore, we explicitly link the region of low OLR
identified in Figure 5.1b over the northern Indian Ocean and the Indian
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subcontinent to SAM activity as described in the literature. Note that
we name each MCA pattern after a characteristic regional feature, but
the analysis is applied to the larger geographical domains as shown in
Figure 5.1.
The second mode of co-variability explains a SCF of 14% and is
characterized by a region of strong positive Z200 anomalies located at ∼
45◦N, over the western North Pacific, directly to the west of the dateline
(i.e. the most prominent centre of action of the mid-latitude wave). The
Pearson correlation between the two time series of MCA scores for the
first mode is r ∼ 0.6. We will refer to this pattern as the North Pacific
High (NPH) (Figure 5.1c). The NPH is the summer counterpart of
the North Pacific subtropical high, which characterizes boreal winter.
During summer, this high pressure region is displaced northward by the
start of the monsoon season over the western Pacific Ocean and replaces
the Aleutian Low [138][190]. The NPH is associated with a region of
enhanced convection over the sub-tropical western North Pacific, related
to the western North Pacific summer monsoon (WNPSM) convective
activity (Figure 5.1d) [136][156][259]. The WNPSM core domain extends
from 110◦-160◦E and 10◦-20◦N, while the boundary with the SAM is
located over the South China Sea [155]. The WNPSM is characterized by
a late sudden onset (end of July) and a peak in rainfall activity during
August and September, which is different from the SAM that features
an earlier onset (in June) and peak rainfall activity during July-August.
We compare the patterns obtained with MCA with those obtained with
EOF analysis of Z200 and OLR fields (see Figure C4 in Appendix C).
We find that the closest match of the Z200 MCA mode 1 pattern is
with Z200 EOF 2 (spatial correlation ∼ 0.8), while the closest match
of Z200 MCA mode 2 is with EOF 1 (spatial correlation ∼ 0.6). OLR
MCA mode 1 has the closest match with EOF 2 (spatial correlation
∼ 0.5), while OLR MCA mode 2 has the closest match with EOF 5
(spatial correlation ∼ 0.4). Thus, in general our MCA patterns also
reflect the first two EOFs of Z200 and OLR indicating that they explain
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an important fraction of the regional variability. Nevertheless, here we
are interested in those patterns that can explain shared covariance,
which cannot be achieved by using EOF analysis alone. Therefore, we
use the MCA-defined patterns for the following part of the analysis. We
also investigate whether the obtained MCA patterns are sensitive to
the choice of OLR in representing tropical convective activity. Using
vertical velocity, another proxy for tropical convection where strong
convective activity is represented by enhanced upward motion, shows
qualitatively the same patterns as those in Figure 5.1a-d (see Figure
C5 in Appendix C). When velocity potential is used instead of OLR,
the first MCA mode still closely resembles the OLR/Z200 MCA mode
1, while the second MCA mode only partly captures features in the
western Indian Ocean (see Figure C6 in Appendix C). Application of
MCA to 4-weekly data gives nearly identical MCA patterns but with
somewhat lower magnitude of the Z200 and OLR anomalies (see Figure
C7 in Appendix C). In this case, we define both 4-weekly and weekly
MCA scores by projecting 4-weekly MCA patterns onto 4-weekly and
weekly data respectively (see Figure C7e-f in Appendix C). In this way,
we check whether the analysis is robust given different definitions of the
MCA patterns.
5.4.2 Influence of tropical – mid-latitude MCA
modes on Northern Hemisphere circulation
To show how each MCA mode affects the circulation and surface
conditions in the Northern Hemisphere, we calculate causal maps for the
influence of SAM, CGT, WNPSM and NPH time series (as defined in
Figure 5.1e) on selected atmospheric fields in the Northern Hemisphere
(15◦S-75◦N, 0◦-360◦E). Although we use τmax = -2 and τmin = 0, we
plot only β values for lag -1 (week), as β values for longer time lags are
mostly nonsignificant. This way the past behaviour of each actor, with
potential confounding effects, is also accounted for in the corresponding
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grid-point CEN. Note that we only show robust links as defined in
Section 2.4 and the masks used to plot the results are shown in Figs.
C8-C9 in Appendix C.
Figure 5.2: Influence of MCA mode 1 on Northern Hemisphere circulation.
Panel (a): Correlation map between the weekly SAM time series and the Z200 field.
Panel (b): Same as panel (a) but for the correlation between weekly CGT time series
and the Z200 field. Panel (c): Path coefficient β for link SAMτ=−1 → Z200τ=0 for a
3-actors CEN built with SAM, CGT and Z200. Here, the "|" denotes the conditioned-
out actor: CGT. Panel (d): Same as panel (c) but for the link CGTτ=−1 → Z200τ=0.
The "|" denotes the conditioned-out actor: SAM. Panels (e) and (g): Same as panel
(c) but for the influence of SAM on OLR and T2m fields respectively. Panels (f)
and (h): Same as panel (d) but for the influence of CGT on OLR and T2m fields
respectively. Only path coefficients β with p < 0.05 (accounting for the effect of
serial correlations) and the robustness mask (see Figure C8 in Appendix C) are
shown. The dashed black line located at 30◦ N shows the border between the
tropical and the mid-latitude belt which separates OLR and Z200 analysis.
Figure 5.2 shows the causal maps for weekly Z200, OLR and T2m
fields with SAM and CGT time series, including correlation maps
for weekly Z200 fields with SAM and CGT time series. Referring
to the schematic illustrated in Figure 2.4 and following the PCMCI
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algorithm explanation (section 2.3), here the A and B time series
are represented by the SAM and CGT time series respectively, while
C(lat, lon) is represented by Z200, OLR and T2m fields. In the mid-
latitudes, the correlation map between Z200 and SAM (Figure 5.2a)
shows some similarities with the correlation map between Z200 and
CGT (Figure 5.2b), with negative correlation regions over central Europe
and Scandinavia (Region 2 and Region 4) and over the eastern North
Pacific and eastern Canada visible in both plots (regions 3 and 6).
Both correlation maps also display a positive correlation over northern
Africa (Region 1), though with smaller values in the CGT plot. The
causal map for the link SAMτ=−1 → Z200τ=0 (after removing the
effects of the CGT and of the past of both SAM and Z200) show that
the path coefficient β remains pronounced over northern India and
northern Africa (Region 1 in Figure 5.2c), with values β ∼ 0.3-0.4.
Interestingly, those regions disappear completely in the causal map for
the link CGTτ=−1 → Z200τ=0 (after removing the effects from SAM
and of the past of both CGT and Z200). Thus, in this way, we can
separate the signal coming from SAM convective activity from signals
originating from the CGT pattern. Also, the causal maps in Figs. 5.2c
and 3d indicate that the influence of SAM on Europe (negative path
coefficients shown by Region 2 in Figure 5.2c) and the North Pacific
(seesaw of positive and negative path coefficients shown by Region 3
in Figure 5.2c) is not mediated via the CGT. This influence is weaker
than that over the North Africa, with values of β ∼ 0.1-0.3. In turn, the
influence of SAM on other mid-latitude regions (over the North Atlantic,
Region 4, over some parts of East Asia, Region 5 and Canada/USA,
Region 6 in Figure 5.2d) is mediated via the CGT, with values of β
∼ 0.1-0.3. In the mid-latitudes, the causal maps for OLR and T2m
(Figs. 5.2e-h) are largely consistent with those obtained for Z200, with
negative β values for OLR representing wet anomalies overlapping
with negative β values for T2m representing colder anomalies and dry
anomalies (positive β values for OLR) overlapping with warm T2m
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(positive β values for T2m). The CGT influence is mostly concentrated
in the mid-latitude regions, where the same Regions 4 to 6 identified in
Figure 5.2d, can also be found in Figs. 5.2f and 5.2h. A significant and
consistent negative causal effect of the CGT pattern on OLR values
in the tropical regions can only be seen in a small area in the western
Indian Ocean (Region 1 in Figure 5.2f). Again, the OLR and T2m
causal maps indicate that the SAM has a direct influence on northern
Africa and Europe as well as tropical Africa (Region 1 in Figs. 5.2e
and 5.2g). Over the Indian peninsula and Indochina, strong convective
motions (negative β values for OLR in Figure 5.2e) are accompanied
by colder temperature (negative β values for T2m in Figure 5.2g),
related to increased precipitation and consequently, decreased surface
temperatures during active SAM activity. The influence of SAM on
the western North Pacific identified by Region 3 in Figure 5.2c is also
detected in OLR (Region 3 in Figure 5.2e). Negative β values found
over Region 2 in Figure 5.2c are only slightly visible in OLR and T2m.
However, we should also remind the reader that our causal maps show
only the most robust links (see Section 2.4).
Figure 5.3 shows the same set of results but now for the second MCA
mode consisting of WNPSM and NPH pattern related time series. Here,
our A and B time series are represented by the WNPSM and NPH time
series while C(lat, lon) is again represented by either Z200, OLR or T2m
fields. As expected, both correlation maps resemble the Z200 field of
MCA 2 (Figure 5.1c,d) with two characteristic features: an arch-shaped
wave pattern in the North Pacific (Regions 7,8 and 9 in Figs. 5.3a and
5.3b) with a prominent positive correlation over the NPH region and
over western North America and two weaker centres of action over the
Eurasian continent (Region 10 and 11 in Figure 5.3b and Region 11 in
Figure 5.3a). The corresponding causal maps based on CENs are given
in Figs. 5.3c (path coefficient β for the link WNPSMτ=−1 → Z200τ=0)
and 5.3d (for the link NPHτ=−1 → Z200τ=0). If we compare the
correlation maps (Figure 5.3a,b) with the causal maps (Figure 5.3c,d),
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Figure 5.3: Influence of MCA mode 2 on Northern Hemisphere circu-
lation. Panel (a): Correlation between the weekly WNPSM time series and the
Z200 field. Panel (b): Same as panel (a) but for the correlation between weekly
NPH time series and the Z200 field. Panel (c): Path coefficient β for the link
W NP SMτ=−1 → Z200τ=0 in a 3-actors CEN built with WNPSM, NPH and Z200.
Here, the "|" denotes the conditioned-out actor: NPH. Panel (d): Same as panel
(c) but for the link NP Hτ=−1 → Z200τ=0. Here, the "|" denotes the conditioned-
out actor: WNPSM. Panels (e) and (g): Same as panel (c) but for the influence of
WNPSM on OLR and T2m fields respectively. Panels (f) and (h): Same as panel
(d) but for the influence of NPH on OLR and T2m fields respectively. Only path
coefficients β with p < 0.05 (accounting for the effect of serial correlations) and the
robustness mask (see Figure C9 in Appendix C) are shown. The dashed black line
located at 30◦ N shows the border between the tropical and the mid-latitude belt
which separates OLR and Z200 analysis.
we find great similarity in the spatial structures of the Z200 patterns
over the North Pacific in both figures (Region 7 in Figure 5.3c,d) with
β ∼ 0.1-0.3 for the influence of NPH on Z200 and β ∼ 0.1-0.2 for
the influence of WNPSM on Z200. These causal maps show that the
influence of the WNPSM on Z200 (after removing the effect of the NPH)
is confined to the North Pacific alone (Regions 7 and 8 in Figure 5.3c).
The causal effect of the NPH pattern on Z200 (after removing effects of
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WNPSM) shows two most prominent regions displaying a significant
positive path coefficient β ∼ 0.2-0.4 over the NPH region (Region 7
in Figure 5.3d) and over the US west coast (Region 9 in Figure 5.3d).
Region 7 in the Pacific sector coincides with that found for the WNPSM
causal map (Figure 5.3c). This suggests that the NPH is reinforced both
by convective activity of the WNPSM and by the mid-latitude wave
pattern localized in the North Pacific. Regions 10 and 11 found in Figs.
5.3a and 5.3b disappear in both Figs. 5.3c and 5.3d, showing that the
correlation in these regions is mostly explained by Z200 activity in the
mid-latitude itself (note that in the CEN we also condition on the past
of Z200) or by other factors not considered in this analysis.
Next, we compute the causal maps for the influence of WNPSM
and NPH on weekly OLR and T2m fields (Figs. 5.3e,f and 5.3g,h
respectively). The impact of the WNPSM on OLR and T2m fields is
very weak, though it is possible to recognise some negative β ∼ 0.1-0.2
over the Arabian Sea and over the WNPSM area (Region 8 in Figure
5.3e). The impact of NPH on OLR and T2m causal maps shows some
similarities with the correlation map shown in Figure 5.3b. T2m and
OLR show the strongest effect over North America (Region 9 in Figs.
5.3f and 4h) with β ∼ 0.2-0.4, and this result is largely consistent with
that obtained for Z200, with positive Z200 anomalies hinting at warm
and dry weather in the mid-latitudes related to an active WNPSM.
Over Eurasia, it is possible to recognize Regions 10 and 11 in both ORL
and T2m causal maps but with smaller regions and lower β ∼ 0.1-0.2
(Figs. 5.3f and 5.3h). Thus, these results highlight the importance of
the NPH pattern in shaping surface temperatures across the northern
mid-latitudes.
Using weekly MCA scores obtained from 4-weekly MCA patterns
(Figure C7) gives consistent results, showing that the analysis is robust
when a different definition of the MCA pattern is chosen (see Figs.
C10-C11 in Appendix C). Causal maps calculated for 4-weekly Z200 for
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both MCA 1 and MCA 2 show less significant results, likely due to the
limited time series length (not shown).
5.4.3 The influence of ENSO on tropical – mid-
latitude causal interactions
Next, we assess how the ENSO background state influences the causal
relationships between mid-latitude and tropical patterns in boreal
summer. We recalculate the causal maps for both MCA scores and
Z200 fields, where A and B time series are represented by the SAM and
CGT time series for the first MCA mode and by the WNPSM and NPH
time series for the second MCA mode, while C(lat, lon) is represented
by Z200. As for Figure 5.2 and 5.3, the robustness mask used to plot
the results shown in Figure 5.4 is shown in Figure C12 in Appendix C.
In general, the strength and the sign of the patterns seen in the causal
maps (Figure 5.2 and 5.3) are not markedly affected by ENSO, though
we can see higher absolute values of β ∼ 0.1 in Figure 5.4 with respect
to Figs. 5.2 and 5.3. During La Niña years, the effect of SAM on the
Sahara Desert intensifies and also its effects on the Tibetan Plateau
and in the mid-latitudes are more pronounced (Region 1, 2 and 6 in
Figure 5.4c). This is likely related to stronger SAM convective activity
during La Niña summers. The region of negative causal effect of SAM
on central Europe, is present only during La Niña summers (with a β ∼
0.2-0.3 and larger in area when compared to the 1979-2018 causal map
in Figure 5.2c), and it disappears during El Niño summers. This signal
is possibly linked to the strong positive causal effect over the Sahara
Desert (Region 1). The region of positive causal effect over the Tibetan
Plateau shows the same intensity as for the 1979-2018 period (β ∼
0.2-0.3) though it remains more confined over the Indian subcontinent
and the Tibetan Plateau with respect to the 1979-2018 period (Region
1 in Figure 5.4c). During La Niña, we also see an area of positive β
values over North America (Region 6 in Figure 5.4c) that is not present
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during El Niño. During El Niño summers, the influence of the SAM
is almost completely absent in the mid-latitude regions, with only one
region of low β values over the eastern North Pacific still being present
(Region 3 in Figure 5.4a). The positive β values over the tropical Pacific
found in Figure 5.2c disappear during La Niña and only some residues
of this region are seen during El Niño years (Region 8 in Figure 5.4a).
In the western North Pacific, the most notable feature is the presence of
Figure 5.4: Causal maps and ENSO influence. Panel (a) shows the β for link
SAMτ=−1 → Z200τ=0 a 3-actors CEN built with SAM, CGT and Z200 during
El Niño years. Here, the "|" denotes the conditioned-out actor: CGT. Panel (b):
Same as panels (a) but for the link CGTτ=−1 → Z200τ=0. The "|" denotes the
conditioned-out actor: SAM. Panel (c): Same as panel (a) but for La Niña years.
Panel (d): Same as panel (c) but for the link CGTτ=−1 → Z200τ=0. Panel (e) and
(g): Same as panels (a) and (c) but for the link W NP SMτ=−1 → Z200τ=0 from
a 3-actors CEN built with WNPSM, NPH and Z200. Panel (f) and (h): Same as
panels (e) and (g) but for the link NP Hτ=−1 → Z200τ=0. Only path coefficients
β with p < 0.05 (accounting for the effect of serial correlations) and the robustness
mask (see Figure C12 in Appendix C) are shown. The dashed black line located
at 30◦ N shows the border between the tropical and the mid-latitude belt which
separates OLR and Z200 analysis.
both the WNPSM and NPH on the North Pacific only during El Niño
132
5.4 Results
summers (Figs. 5.4e,f). During those summers, the positive causal effect
of the WNPSM over the western North Pacific (Region 7 and 8 in Figure
5.4e) intensifies in magnitude (absolute β ∼ 0.3-0.4) with respect to the
1979-2018 mean pattern (Figure 5.3c), although the geographical extent
of Region 7 shrinks. Over the western tropical Pacific, in correspondence
with the La Niña warm pool, a region of positive causal effect is shown
(Region 8 in Figure 5.4e). These features disappear during La Niña
summers. Thus, the second MCA mode (the WNPSM-NPH pair) has
its strongest effect during El Niño summers, whereas the first MCA
mode (SAM-CGT pair) is important during both La Niña and El Niño
summers but with different spatial characteristics. Calculating MCA
pattern during different ENSO phases does not change the results in
a qualitative way, although the order of the patterns is reversed in La
Niña summers (see Figure C13, in Appendix C). Moreover, we have
checked whether the distribution of the spatial correlation between each
MCA mode and the respective Z200/OLR fields changes during different
ENSO phases and found that ENSO does not affect the frequency of
each pattern in a significant way (see Figure C14, in Appendix C).
As for the 1979-2018 causal maps, when weekly MCA scores obtained
from 4-weekly MCA patterns (Figure C7) are used to provide ENSO-
dependent causal maps, consistent results are obtained (see Figs. C15
in Appendix C). Further analysis of possible physical explanations is
provided in Section 4.
5.4.4 MCA causal interactions
Finally, we study the role of timescales on the causal interaction patterns
presented above. We create CENs between the two time series of scores
for each MCA mode, as identified in Figure 5.1 and Figure C7, and do so
for weekly and 4-weekly data for the 1979-2018 period. Figure 5.5 plots
the path coefficient β for two separate sets of CENs built for MCA mode
1 (SAM with CGT, Figure 5.5a) and MCA mode 2 (WNPSM with NPH,
133
5. Dominant pattern of tropical – mid-latitude interactions and
the influence of time scales
Figure 5.5b) for both 4-weekly and weekly timescales. As for the causal
maps, we use τmax = -2 for weekly data and τmax = -1 for 4-weekly data.
In both cases, τmin = 0. At the 4-weekly timescale, the WNPSM-NPH
pair does not show significant causal links (Figure 5.5b). The SAM-
CGT pair shows two fairly strong causal links with absolute values β ∼
0.3-0.4, though with different signs (Figure 5.5a). The northward link,
i.e. SAMτ=−1 → CGTτ=0, shows a positive β ∼ 0.4: a 1 s.d. shift in
the SAM leads to a ∼ 0.4 s.d. positive shift in the CGT 4 weeks later
(Figure 5.5a). The southward link, i.e. CGTτ=−1 → SAMτ=0, shows
β ∼ -0.3, meaning that at this timescale a more intense CGT pattern
leads to a weakening of the SAM pattern 4 weeks later (Figure 5.5a).
At the weekly timescale, both the WNPSMτ=−1 → NPHτ=0 and
Figure 5.5: Two-way causal link between tropical OLR and mid-latitude
Z200. Shown is the path coefficient for pairs of MCA time series. The CGT
is studied along with the SAM, while the NPH is analysed together with the
WNPSM. Panel (a) shows the path coefficient β for the link SAMτ=−1 →
CGTτ=0 over the 1979-2018 period (first row), and path coefficient β for the link
CGTτ=−1 → SAMτ=0 (second row). 4-weekly β are shown in the left column,
weekly β values are shown in the right column. Panel (b): Same as for panel (a) but
for W NP SMτ=−1 → NP Hτ=0 and NP Hτ=−1 → W NP SMτ=0 links respectively.
β values with p < 0.1 (0.05) are identified with one (two) asterisks.
the NPHτ=−1 → WNPSMτ=0 links show a β ∼ 0.1-0.2, indicating
that the two-way link has a similar magnitude in both southward and
northward directions (Figure 5.5b). At this timescale, the path coefficient
β for the SAMτ=−1 → CGTτ=0 link is about a factor 4 smaller than
that for the 4-weekly timescale (Figure 5.5a). The southward link,
CGTτ=−1 → SAMτ=0, shows a positive β ∼ 0.2 that is about twice
as strong as the northward link (Figure 5.5a). Thus, the influence
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of the SAM on the CGT pattern is weak (but present) at shorter
(weekly) timescales, but much stronger at longer (4-weekly) timescales.
Finally, we tested how the CENs change when the 4-weekly signal is
removed from the weekly time series: Each 4-weekly mean is removed
from the four values of the corresponding weekly data (Figure C16).
This way, we attempt to isolate the dominant timescales of physical
processes behind the different MCA patterns. This is similar in rationale
to removing the effects of interannual variability before quantifying
intraseasonal variability. Results for the first MCA (SAM and CGT)
shows that the path coefficient β for CGTτ=−1 → SAMτ=0 link remains
almost unaffected (see Figure C16a, in Appendix C). This suggests that
this southward link typically operates at weekly timescales (rather
than 4-weekly), which is rather intuitive since mid-latitude variability
dominates at synoptic timescales. In contrast, the path coefficient β for
the northward link (SAMτ=−1 → CGTτ=0) becomes insignificant when
the 4-weekly signal is removed from the weekly time series, suggesting
that the influence from the tropics via the SAM pattern operates at
longer, 4-weekly timescales. Removing the 4-weekly signal from the
weekly time series for the second MCA (WNPSM and NPH) roughly
halves the path coefficient β for both the northward and southward link
(see Figure C16b in Appendix C).
5.5 Discussion
In our analysis, we have found that the dominant patterns of interaction
between the tropics and mid-latitudes remain qualitatively similar across
different sub-seasonal timescales (weekly and 4-weekly averages) (Figure
5.1 and Figure C7 in Appendix C). Two pairs of co-varying patterns are
identified: a) convective activity of the South Asian monsoon (SAM)
paired with a mid-latitude wavenumber-5 wave train resembling the
circumglobal teleconnection (CGT) pattern and b) convective activity
of the western North Pacific summer monsoon (WNPSM) paired with
135
5. Dominant pattern of tropical – mid-latitude interactions and
the influence of time scales
a second wave-5 circumglobal wave pattern with its strongest action
centre represented by the North Pacific High (NPH). This second mid-
latitude wave pattern is phase shifted with respect to the CGT pattern,
to the longitudinal position of WNPSM monsoonal convection in the
tropics. These patterns of sub-seasonal co-variability between the mid-
latitudes and tropics during boreal summer are remarkably similar to
those identified by Ding et al. (2011)[51] for interannual timescales. This
consistency across timescales (from weekly over monthly to interannual)
suggests that the interannual patterns originate from a summation of
the same patterns at sub-seasonal timescales. Still, the strength and sign
of the causal interactions are timescale dependent. At longer timescales
(from monthly to seasonal) slowly varying components such as tropical
SST and associated regions of convective activity dominate tropical
– mid-latitude interactions. Therefore, on these timescales the causal
links from the tropics to mid-latitudes tend to be stronger. At shorter
(weekly) timescales, in general a two-way positive feedback between
the tropics and mid-latitudes is found, although strong variability in
the mid-latitudes dominates over the tropical convection and thus the
reversed southward pathways become stronger (Figure 5.5). Moreover,
we have introduced a novel visualization approach – termed causal
maps – that can provide regionally specific information on the causal
influence of a specific teleconnection source, and how this signal gets
mediated. In this way, we identify mid-latitude regions and surface
weather conditions that are influenced by tropical drivers by taking into
account the linear influence of both MCA patterns together (for each
MCA mode). The strongest causal effect of SAM convection is found
over the Saharan region, and depicts the monsoon-desert mechanism
[192]. Also important is the effect of SAM on the central Asian CGT
centre of action (see Di Capua et al., 2020[46]). The SAM also appears
to directly influence geopotential heights in the North Pacific and central
European surface temperatures one week ahead (Figure 5.2c,e). The
influence of the CGT pattern is stronger over the mid-latitude regions,
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nevertheless some influence on the Indian Ocean is detected (Figure
5.2d,f), further supporting the results shown in Figure 5.5. In the North
Pacific there is a clear positive influence from the WNPSM towards
the NPH patterns reflecting a Hadley cell-like circulation (Figure 5.3d).
The direct causal effect from the NPH on surface weather conditions
is particularly strong in central North America while its direct effect
back on the tropics is weak (Figure 5.3d,f,h). Thus, for MCA mode 2,
the signal from the WNPSM towards the NPH is consistent both in
simple CEN (Figure 5.5) and causal maps (Figure 5.3), while the direct
influence of the NPH on the tropical belt is present but weaker and less
robust (see Fig. C9 in Appendix C).
In the tropical belt, the processes behind the identified MCA patterns
are linked to strong convection related to monsoon activity. Though
tropical convection is characterized by heavy precipitation with a typical
duration of less than a day, the latent heat release can act as a Rossby
wave source for up to two weeks after the initial forcing is removed [16].
Moreover, while individual convective events are short-lived, the regions
of dominant convective activity in the tropics change on much longer
timescales, such as in response to the BSISO (30-60 days). Thus, this
finding could explain why the patterns identified at weekly and 4-weekly
timescales show great similarity (see also the discussion surrounding
Figs. C2 and C3 in Appendix C). It appears reasonable to assume that
the tropics operate at longer timescales providing potential sources of
predictability at seasonal-to-subseasonal (S2S) timescales. In contrast,
mid-latitude circulation in summer is weaker than in winter and is
characterized by circumglobal wave trains with typical timescales of
about one or two weeks [46][50][102].
On the western North Pacific side, our findings linking the WNPSM
convective activity to the NPH, and in turn to a wave-5 circumglobal
wave train that affects surface weather condition in the mid-latitudes,
further support results from previous studies suggesting that convective
activity related to this oceanic monsoon system can enhance the high
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pressure found in the North Pacific mid-latitudes and that this affects
weather conditions in western North America [33][259]. Four centres
of action over northern and eastern Europe, central Asia, central
North America and the central North Pacific are identified in the
T2m causal map (Figure 5.3h). Eastern Europe and central North
America were also identified to be teleconnected regions associated
with a boreal summer wave-5 by Kornhuber et al. (2020)[103], who
highlighted the risk for potential bread-basket failures. Recent evidence
indicates that land-atmosphere interactions and increased aridity in
mid-latitude regions such as North America and Europe may constitute
an enhancing mechanism for the amplification of circumglobal quasi-
stationary Rossby wave events during boreal summer [234]. Therefore,
our results support the importance of the role of Pacific forcing for this
wave-5 circumglobal wave pattern. Although other mechanisms could
also be relevant in exciting and maintaining this pattern, the link to the
WNPSM convection may hold the potential to affect seasonal forecasts
and climate risks, such as heat waves and simultaneous crop failures.
We have applied our causal map analyses to specific ENSO phases
to assess the role of El Niño and La Niña in modulating the interactions
between mid-latitude circulation and tropical convection in boreal
summer. These analyses suggest that in general the ENSO phase does
not change the qualitative nature of the causal relationships between
different MCA patterns: the signs and strengths of the causal links are
largely unaffected (see Figure 5.4). Moreover, the same MCA patterns
occur both in La Niña and El Niño summers, and their frequency is
hardly affected (Figs. C13-C14). Nevertheless, during La Niña summers,
the effect of the SAM-CGT mode is reinforced over Europe, North Africa
and the Indian subcontinent and reaches northward towards Canada
while during El Niño summers the effect of the SAM is mainly confined
to the tropical belt. For the WNPSM-NPH pattern, a clear asymmetry
between El Niño and La Niña summers is shown, with a stronger signal
during El Niño years (Figure 5.4e,f) that is absent during La Niña years.
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Although this effect is not very large, it is still significant. During La
Niña summers, SAM exerts a stronger causal effect on the Tibetan High
than over the entire 1979-2018 period, along with a reinforced monsoon-
desert mechanism and a stronger effect on European circulation. This
could be because under La Niña conditions, the SAM circulation is
supported by a favourable Walker circulation [95][236]. The same applies
to the southward link: although ENSO does not alter the standardized
causal effect from the CGT to SAM, a stronger CGT pattern in the mid-
latitudes would have a stronger absolute effect on SAM activity at the
weekly timescale. At interannual timescales, Ding et al. (2011)[51] show
that the SAM-CGT pair is strongest during the developing phase of
ENSO. Therefore, our results further support the hypothesis that ENSO
acts on the CGT pattern via its influence on SAM activity, in agreement
with Ding et al. (2011)[51]. This finding is also in agreement with
previous work showing that, at decadal timescales, the CGT and Silk
Road patterns intensify under PDO negative (i.e. La Niña-like) forcing
[231]. During El Niño summers, the SAM shows a more prominent effect
on the tropical Pacific. Nevertheless, since we condition on the effect
of the CGT, we cannot exclude that this strong signal over the Niño-
3.4 region may be due to an element outside our CEN. In the North
Pacific, causal maps for different ENSO phases show stronger activity of
both WNPSM and NPH links during El Niño summers, consistent with
previous literature [33][137]. During El Niño events, tropical convection
shifts together with SST anomalies towards the central-eastern Pacific,
which may favour WNPSM convective activity. In contrast, during La
Niña summers convection is shifted towards the Maritime Continent
and the western tropical Indian Ocean, reducing convective activity
over the central Pacific and WNPSM region. A weaker WNPSM system
may in turn be more prone to the influence of mid-latitude variability
on the NPH.
Future projections describe an increase in monsoon precipitation
associated with increasing global mean temperature and thermodynamic
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arguments [149][243]. Quantifying teleconnections between the tropics
and mid-latitudes is important in order to better understand and
constrain future changes in boreal summer circulation, as uncertainty
may arise due to changing connections to remote regions. While
simulations show great uncertainty in the ENSO response to global
warming [19][26][25][27], observations show a La Niña-like warming
trend in central-western Pacific SST[101][154]. A better understating of
these teleconnections in observations can help to improve S2S forecasts.
Verifying the existence and strength of causal teleconnections in forecast
models could help diagnose the origin of model biases. E.g. one could
disentangle whether lower forecast skill (such as in the mid-latitude
regions in summer) is related to local processes or to a misrepresentation
of remote drivers. Beverley et al. (2019)[11] showed that the CGT
representation in seasonal forecasts is too weak. The CGT is important
for predictability of summer extremes and its relationship with the SAM
may provide some information to improve predictability. Therefore,
these methods could help answering the question "where do model
biases come from?" and help developing a physics-based bias correction.
At the same time, CEN provide an encoded statistical predictive model,
which can be used for actual forecasting [20][108][133]. Our analysis
shows that at 4-weekly timescale, the effect of SAM on the CGT
pattern has a path coefficient β ∼ 0.4, thus indicating some potential
for predictability. Future studies should analyse how the causal links
between these teleconnection patterns are reproduced in corresponding
state-of-the-art S2S forecast and climate models, respectively.
Finally, it should not be forgotten that in the context of the present
work, causal interpretation rests upon several assumptions, such as the
causal Markov condition, faithfulness, causal sufficiency, stationarity of
the causal links and assumptions about the dependence-type[197](Runge,
2018). These assumptions can be violated in a real system and it is
important to be aware of the associated typical challenges for causal
discovery in Earth system sciences [200]. Causal sufficiency requires
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that all relevant actors in a specific system are accounted for. Here,
given the limited set of actors analysed, we cannot rule out that other
excluded actors may act as important (common) drivers. Therefore,
the obtained links can be considered causal only with respect to the
specific set of actors used here. However, the absence of a link can still
be interpreted as a likely indication that no direct physical connection
among the respective variables exists [197]. Moreover, we assume linear
dependencies and stationarity for the detection of causal links. While
linearity has been shown to be a useful assumption in previous work
[46], monsoon dynamics behaves partly nonlinearly and therefore, our
causal networks only capture some part of the underlying mechanisms
by construction. Also, the SAM teleconnections might well behave in
a nonstationary manner on decadal timescales [20][191]. We therefore
cannot exclude the possibility that (multi-)decadal oscillations such as
the Pacific Decadal Oscillation may influence our results. However, the
amount of reliable data is limited and this prohibits the application of
nonlinear measures or the study of effects due to nonstationarity.
5.6 Conclusions
We have analysed the interdependencies and spatial effects of the two
main MCA modes of co-variability between tropical convection and
Northern Hemisphere mid-latitude circulation in boreal summer. The
first MCA pair connects the circumglobal teleconnection (CGT) pattern
in the mid-latitudes with the South Asian monsoon (SAM) convection,
while the second MCA pair connects the western North Pacific summer
monsoon (WNPSM) convection with a second circumglobal pattern
related to the North Pacific High (NPH). These patterns seems to be
qualitatively independent from the analysed timescales and emerge in
weekly, 4-weekly and interannual analyses. The strength of the causal
links is timescale dependent. Specifically, the influence of SAM on CGT
is strongest at the 4-weekly timescale, while the reversed link is stronger
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at weekly timescale. The patterns and sign of the standardized causal
effect links are also not strongly affected by ENSO. During La Niña
years the effect of the SAM on the mid-latitudes intensifies, while we find
statistically significant links for the WNPSM effect on the mid-latitudes
only for El Niño years. Moreover, the boreal summer intraseasonal
oscillation exerts strong control on the SAM convection at various lags.
Furthermore, we have introduced causal maps, a new application of the
concept of causal effect networks and have highlighted how this method
can overcome limitations of correlation maps by removing spurious
links. These causal maps further confirm our findings by showing a
general positive two-way causal relationship between the dominant
modes. Moreover, they highlight specific regions in the mid-latitudes
that are particularly affected by the tropical modes (e.g. Eurasia, North
America). These findings provide an improved understanding of the
interactions between tropical convective activity and circumglobal wave
trains that characterize mid-latitude circulation in boreal summer. This
may help improving sub-seasonal forecasts as well as constraining future
projections of boreal summer circulation. Further work shall assess
whether these causal relationships are captured by general circulation
models and whether this knowledge can be used to improve seasonal







Adapted from Di Capua et al. "Long-lead statistical forecasts of the
Indian Summer Monsoon Rainfall based on causal precursors", Weather
and Forecasting, 2019
6.1 Abstract
Skillful forecasts of the Indian summer monsoon rainfall (ISMR) at
long lead-times (4-to-5 months in advance) pose great challenges
due to strong internal variability of the monsoon system and non-
stationarity of climatic drivers. Here, we use an advanced causal
discovery algorithm coupled with a response-guided detection step
to detect low-frequency, remote processes that provide sources of
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rainfall from causal precursors
predictability for the ISMR. The algorithm identifies causal precursors
without any a priori assumptions, apart from the selected variables
and lead-times. Using these causal precursors, a statistical hindcast
model is formulated to predict seasonal ISMR which yields valuable
skill with correlation coefficient (CC) over the 1981-2004 period ∼0.8
at 4-month lead-time. The causal precursors identified are generally in
agreement with statistical predictors conventionally used by the India
Meteorological Department (IMD); however, our methodology provides
precursors that are automatically updated, providing emerging new
patterns. Analyzing ENSO-positive and ENSO-negative years separately
helps to identify the different mechanisms at play during different
years and may help to understand the strong non-stationarity of ISMR
precursors over time. We construct operational forecast for both shorter
(2-month) and longer (4-month) lead-times and show significant skill
over the 1981-2004 period (CC∼0.4) for both lead-times, comparable
with that of IMD predictions (CC∼0.3). Our method is objective and
automatized and can be trained for specific regions and timescales that
are of interest to stakeholders, providing potential to improve seasonal
ISMR forecasts.
6.2 Introduction
The Indian summer monsoon (ISM) is a key climate feature critical for
Indian society, economy, and ecosystems. The Indian summer monsoon
rainfall (ISMR), i.e. all-India rainfall averaged over the summer season
(June to September – JJAS), provides about 75% of the total annual
rainfall. Thus, enhanced or reduced ISMR strongly affects agriculture
output and Indian economy [64]. Moreover, extremes such as droughts or
floodings, can seriously affect society and everyday life. Improving ISMR
forecasts at sufficiently long lead-times would help to plan effective water
management strategies, improve flood or drought protection programs
and prevent humanitarian crises.
144
6.2 Introduction
The complexity and strong internal variability of the ISM circulation
system make skillful seasonal forecast challenging [72]. At seasonal
scale, both tropical and northern mid-latitude drivers of the ISMR have
been identified [123][191][60][180]. The El Niño/Southern Oscillation
(ENSO) affects the ISM strength via the horizontal displacement of
the Walker circulation. During El Niño years, the convection is shifted
toward the eastern Central Pacific, weakening the ISM [123] and making
severe droughts more likely. However, the correlation between ENSO
and ISMR is non-stationary [191], and the exact physical mechanisms
are not well understood [112]. The intrinsic decadal variability of ISMR
can further enhance the impact of ENSO on the occurrence of dry and
wet spells, i.e., El Niño’s drying effect is stronger during drier decades
[112]. The correlation between ENSO and the ISMR has weakened over
recent decades [123][32], nevertheless, statistical seasonal prediction
models for the ISMR demonstrate some predictability originating from
ENSO[153][220].
The snow-monsoon mechanism proposes that altered snow cover
conditions over Eurasia can modify surface variable characteristics
and the radiative balance via snow-albedo and soil moisture effects.
Increased snow cover might decrease the land-ocean temperature
gradient, reducing the ISMR [112][125][5][40] and cause large-scale
circulation changes in the mid-latitude in winter and spring, which
in turn affect the ISMR [39][38]. This relationship is neither stationary
nor spatially homogeneous [5][112][191] and depends on ENSO [60].
However, model experiments show that snow conditions alone can
significantly affect the ISM circulation [61][169][245].
Seasonal forecasts of ISMR from Atmospheric General Circulation
Models (AGCM) are usually initialized on the 1st of May and their skill
is fairly modest [268]. Dynamical models show that prescribing tropical
sea surface temperature (SST) patterns leads to erroneous correlation
patterns between the SST and the rainfall, while coupling AGCM to
oceanic models helps to improve the represented teleconnections [257].
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Seasonal forecasts from the Climate Historical Forecast Project show
an improvement in forecasts skill both for single models and multi-
model ensembles, with correlations between the observed and forecasted
rainfall that go up to ∼0.4 over the land-only Indian region, although
large model biases remain [90].
To complement dynamical forecasts, the India Meteorological
Department (IMD) uses a long-range statistical forecasting model
for the ISMR based on correlations between different precursors of
the atmosphere-ocean system [178][180][122]. The IMD operational
forecasting system provides ISMR forecasts in April, June and July,
based on three sets of 6-to-9 precursors [122]. This system has undergone
major changes in 2003 [178], 2007 [180] and 2012 [122], following its
failure in forecasting critical years such as 2002 and 2004. Different
techniques have been applied, from multilinear regression models [178],
to multi-model ensembles [180] and neural networks [122]. The most
recent version of IMD precursors (in 2019) features 5 precursors, which
require data till March and forecasts are provided in April, with an
update in June. The correlation between precursors and the ISMR is
non-stationary, and therefore the precursors require frequent updates
[178][182].
Anomalies in boundary conditions like snow cover, SST and soil
moisture from both mid-latitudes and tropical regions are critical to
determine ISMR [219]. Additional to the influence of ENSO, other
atmospheric and surface conditions from mid- and high-latitudes are
used. Several precursors, i.e. atmospheric and surface fields averaged
on a certain spatial domain and usually determined by correlation
relationships with the ISMR at a certain lead-time, have been used
to forecast the ISMR with statistical models [181][179][180]. Here,
we briefly summarize some of the precursors used by IMD for their
statistical forecasts. Some predictability comes from the Eurasian and
European region [179]. An enhanced pressure gradient between northern
and southern Europe in January is linked to stronger ISMR: the
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North Atlantic Oscillation (NAO) may affect the Eurasian westerly
flow and therefore snow cover anomalies over Eurasia [176][70]. IMD
also uses temperature anomalies over the Scandinavian regions [179],
while warm temperature anomalies over the Northern Hemisphere in
January have been linked to enhanced ISMR [221][253]. Positive surface
temperature anomalies over Eurasia, north of 60◦N, show significant
positive correlation with excess ISMR years, while central Asia, around
40◦N, sees a reversed relationship [181]. Negative February-to-March
pressure anomalies over east Asia due to a westward shift of the Aleutian
low might alter typhoon tracks during the monsoon season and are linked
to deficient ISMR [179][205]. IMD identifies some predictability for the
ISMR also from SST in the North Atlantic east of the Gulf of Mexico
and sea-level pressure (SLP) from the Azores High region (likely linked
to the NAO) [179][180]. Another IMD precursor is represented by SST
over the southeast Indian Ocean during February and March. Here,
higher SST may induce enhanced evaporation and thus fuel stronger
ISMR [182][236]. Surface winds and warm water volume over the Niño
3.4 region also enter the set of IMD precursors [179].
Next to the non-stationary nature of ISMR precursors [123][177],
spurious correlations overshadowing the actual physical links, overfitting,
and decadal variability in the correlation structure also represent
challenges for statistical ISMR forecasts [80]. Selection of precursors
purely on their correlation with the ISM introduces a significant risk of
including non-causal relationships and of overfitting the model [44].
Machine learning techniques such as artificial neural networks (ANN)
have also been applied to the ISMR forecasting problem, showing
promising results for both monthly and seasonal ISMR at 1-month
lead-time [208][224][223]. In Singh (2018)[223], ANN are trained with
past values of monthly ISMR time-series for the period 1871-1960 and
provide forecasts for the period 1961-2014: to forecast all-India rainfall
amount for June, monthly all-India rainfall values for the months from
January to May are used. The promising results obtained with ANN
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show the potential of machine learning techniques in improving ISMR
forecasts.
Recently, a novel statistical forecast method based on a causal discov-
ery algorithm was introduced, designed to identify causal precursors of
a variable of interest, thereby limiting the risk of overfitting [108]. This
Response-Guided Causal Precursors Detection (RG-CPD) algorithm
combines spatial clustering [8] with causal discovery [202][201][199].
Without requiring an a priori definition of the possible precursors, RG-
CPD searches for correlated precursor regions of a variable of interest
in multivariate gridded data and then detects causal precursors by
filtering out spurious links due to common drivers, autocorrelation
effects or indirect links. This approach was shown to be able to extract
known physical pathways affecting the stratospheric polar vortex and
thereby deliver skillful forecasts of the vortex’s strength at lead-times
up to two months [108]. Here, we apply the RG-CPD scheme to detect
causal precursors of ISMR and show that the method can provide
skillful hindcasts at 4-month lead-time. We analyze the influence of the
ENSO background state on casual precursors. The sensitivity of the
results to the choice of the observational data is tested by using two
different rainfall datasets. We also test the robustness of our methodology
given the non-stationarity of the precursors. Finally, we construct an
operational forecast model based on causal precursors and compare
the results with existing operational forecasts from IMD, showing that
causal discovery techniques have the potential to improve seasonal
forecast of ISMR.
6.3 Data and Methods
6.3.1 Data
We analyze all-India summer (JJAS averaged) monsoon rainfall (ISMR)
from the Climate Prediction Center-National Center for Environmental
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Prediction (CPC-NCEP) observational monthly gridded (0.25◦x0.25◦)
global rainfall dataset (in the following briefly referred to as CPC) for
the period 1979-2016 [28] and from the Rajeevan (1◦x1◦) observational
gridded rainfall dataset (RAJ) over India for the period 1901-2004 [183].
Precursor variables are taken from monthly averaged gridded (1.5◦x1.5◦)
sea-level pressure (SLP) and 2m surface temperature (T2m) fields from
the ERA-Interim [41] for the period 1979-2016 and ERA20C reanalyses
for the period 1901-2004 [172]. We choose T2m and SLP because they
provide fairly reliable data over the 20th century and historically have
been used by IMD for their statistical forecast [179][180]. Figure 6.1
shows the JJAS 1979-2016 climatology for CPC (Figure 6.1a) and 1979-
2004 climatology for RAJ (Figure 6.1b), the time-series of summer mean
CPC over the 1979-2016 period and RAJ over the 1951-2004 period
(Figure 6.1c). IMD operational forecasts compared with IMD observed
ISMR are shown in Figure 6.1d. The correlation between CPC and
RAJ over the common period (1979-2004) is CC=0.58, highlighting
some uncertainty in the data. For CPC and RAJ time-series, anomalies
relative to the mean seasonal climatology are calculated and the data
are detrended.
6.3.2 RG-CPD
Here, the Response-guided Causal Precursors Detection (RG-CPD)
algorithm is applied to monthly T2m and SLP fields to find the causal
precursors of ISMR (i.e. the response variable). RG-CPD uses Tigramite
version 2, τmin=-4 and τmax=-5. A description of RG-CPD is found in
Section 2.4.2. Here, the RG-CPD scheme is applied to identify causal
precursors of observed ISMR anomalies (Figure 6.1c). We search for
causal precursors in the global fields of SLP and T2m at 4- and 5-month
lead-times (i.e. signatures in February and January respectively). In the
first RG-CPD step, the ISMR time-series is correlated with monthly
SLP or T2m fields in February (F) (4-month lead) and January (J)
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Figure 6.1: Rainfall datasets. ISMR (JJAS averaged) climatology over India
for a) CPC-NCEP (CPC) covering 1979-2016 and b) Rajeevan (RAJ) covering
1951-2004. Panel c) shows detrended JJAS-mean time-series for all India rainfall
(ISMR) for CPC (red) and RAJ (purple). ENSO-positive (ENSO-negative) years
are highlighted by red (blue) background shading. Panel d) plots ISMR for 1988-
2016 for observed IMD ISMR (black solid line) and the IMD operational forecast
(solid blue line), expressed in %-anomaly from the long period (50 years) average
(LPA). Correlation and RMSE values are reported for both the 1988-2016 period
and for the comparison period 1988-2004 (in brackets).
(5-month lead), see Figure 6.2a. In all correlation maps, adjacent grid
points with a significant correlation of the same sign at a level of α=0.05
(accounting for a two tailed Student’s t test ignoring autocorrelation
effects and field significance) are spatially averaged to create single
time-series: each region is reduced to one single one-dimensional time-
series, called precursor region [275]. The set of precursor regions (PR)
is defined as:
PR = {T2m1τ=−4, . . . , T2mmτ=−5, . . . , SLP 1τ=−4, . . . , SLP nτ=−5}. (6.1)
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where τ is the lag at which the correlation is detected expressed in
months and m and n represent the total number of identified precursor
regions for T2m and SLP respectively.
Figure 6.2: Causal precursors over the 1979-2016 period. Panel a-I) and
b-II) show a schematic figure of the RG-CPD algorithm. Panel a) (left) shows
correlation maps of T2m and SLP with ISMR at 4 and 5-month lead-times. Panel
a-I) schematically shows the first step of RG-CPD that identifies a large number
of spatial regions (grey dots) that correlate (black solid lines) with ISMR. Panel b)
(left) shows the subset of causal precursors, with name and lead-time, detected with
the second step of RG-CPD algorithm. Panel b-II) schematically illustrates this
second step: causal links are shown by solid green arrows (conditionally dependent
with ISMR), while spurious links are shown by dashed green arrows (conditionally
independent with ISMR). The green and yellow stars in panel a)-I and b)-II identify




By design, each element in PR is significantly correlated with the
response variable (ISMRτ=0), forming a dense correlation network
(Figure 6.2a-I). As an example, in Figure 6.2a-I we highlight the
regions T 2m58τ=−5 and T 2m56τ=−5 (green and yellow stars in Figure 6.2a).
After running the RG-CPD algorithm, ISMRτ=0 and T2m56τ=−5 are
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conditionally independent, the correlation with the response variable is
spurious and therefore T2m56τ=−5 is filtered out. Figure 6.2a-II shows a
schematic of this step. Contrarily, the partial correlation of T2m58τ=−5
with ISMR is significant even after conditioning on the influence of a
range of different combinations of precursors in PR. Thus, T2m58τ=−5
and ISMR are found to be conditionally dependent and T2m58τ=−5 is
interpreted as a causal precursor of ISMR.
6.3.3 Statistical hind- and forecast model
We test the hindcast skill of the causal precursors (identified by applying
RG-CPD over the full time period) by performing a multivariate linear
regression of the 4 and 5-month lead-time causal precursors of ISMR. To
assess the performance of the regression model, we divide the time-series
into training and testing periods containing 25 and 13 years respectively.
In order to avoid using any information from the predicted year in the
regression model, all data processing (i.e., calculating anomalies and
detrending the data) is based on the training period only. However,
although the training of the regression model is independent of the
testing period, it still contains some information from the testing period
as the causal precursors are detected on the full period (training plus
testing, see Figure 6.3a). We refer to this prediction method as “hindcast”.
When testing for the influence of ENSO, we hindcast ISMR using leave-
one-out cross-validation instead of the training-testing period approach.
In this case, the regression model is trained by leaving out all data from
the year of the summer to be hindcasted, and thus the length of the
training period is always equal to the total length of the time-series
minus 1. For example to predict 1979 ISMR, we train the model with
data from the 1980-2016 period and so on. We use the leave-one-out
method because the time-series for ENSO-positive and ENSO-negative
years alone are too short (∼20 year each) to be divided into training and
testing periods. Next, we build an operational forecast model. For this
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purpose we apply RG-CPD on a moving window of 30 years (training
period), and then forecast the 31st year (testing period), as would be
the case in an operational forecast system. This way, no information
(including the detection of the causal precursors) from the year to be
forecasted enters the forecast model. We refer to this prediction method
as an (operational) forecast (see Figure 6.3b for schematic visualization).
To identify robust causal precursors, we first calculate the correlation
Figure 6.3: Summary
of employed hind- and
forecasting strategies. Panel
a) schematically shows the
hindcasting method whereby
the causal precursors are
identified using all 38 years
(1979-2016) and the regression
model is trained over the first
25 years (1979-2003) and tested
over the last 13 years (2004-
2016). Panel b) schematically
shows the forecasting method
whereby the causal precursors
are identified and the regression
model is trained using 30 years
of data to forecast the 31st
year. Panel c) schematically
shows how a robust set of causal
precursors are identified for the
forecasting method shown in b).
maps (1st RG-CPD step) over the 30-year window (Figure 6.3c). The
choice of using a 30-year window is motivated by the need to balance
the non-stationarity of the precursors (which thus requires a shorter
time-series) and the need to satisfy the statistical requirements of the
causal discovery algorithm (with longer time-series preferred). Next, we
divide this 30-year window into 5 sub-sets of 24 years by excluding a
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moving interval of 6 years and then apply the causal discovery step
(2nd RG-CPD step) to each of these 5 sub-sets (Figure 6.3c). For each
30-year window, we obtain 5 sets of causal precursors. To predict the
31st year, we use all identified causal precursors of the 5 sub-sets (using
overlapping causal precursors just once). To assess the skill we calculate
the receiver operating characteristic (ROC) curve, a common metric to
evaluate the skill in predicting pre-defined observed events, illustrated
by the true and false positive rates for different threshold settings of
the predicted time-series [274]. For a given set of observed events, the
true positive rate is the number of correctly predicted events (i.e., the
number of events in the predicted time-series that exceeds a certain
threshold), normalized by the number of observed events. Likewise, the
false positive rate is the rate of wrongly predicted events. An area under
the ROC curve (AUC) of 1.0 means perfect hindcast (or forecast) skill
while an AUC of 0.5 means no skill.
6.4 Results
6.4.1 Causal precursors of ISMR
Correlation maps of CPC and SLP/T2m respectively at 4 and 5-month
lead-times (Figure 6.2a), give a set of 112 possible precursor regions
in T2m and 28 in SLP (see Appendix D, Table D1). A few features
arise from the correlation maps: in general, SLP patterns tend to be
larger and smoother than T2m patterns. Here, a negative correlation
means that low pressure anomalies over a certain area during January
(5-month lead) or February (4-month lead) are followed by enhanced
ISMR. SLP patterns show a large region of negative correlation over the
tropical belt at both lead-times, centered in the western tropical Atlantic
at 4-month lead and over central tropical Pacific at 5-month lead. In
general, northern mid-to-high latitudes positively correlate with ISMR,
with higher pressure anomalies over the Arctic and mid-latitude regions
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during boreal winter being followed by enhanced ISMR. Relevant T2m
patterns are spatially more confined and scattered than SLP precursors.
Notably, the T2m correlation maps in the mid-latitudes shows a dipole
extending from a positively correlated region over the Arctic towards
a negatively correlated region over Eurasia. The tropical belt shows a
general tendency towards positive correlations with T2m, with larger
centers over the western central Atlantic and central Pacific (partly
reflecting the SLP patterns).
After applying the PC algorithm, only five causal precursors remain
(Figure 6.2b): two T2m regions in the Arctic, T2mArcticτ=−5 at 5-month
lead-time and T2mArcticτ=−4 at 4-month lead-time, a tropical SLP band
over the central Pacific at 5-month lead-time SLP P acificτ=−5 , a small T2m
region north of Indonesia at 4-month lead-time (T 2mIndonesiaτ=−4 ) and T2m
over the southern Atlantic at 4-month lead-time (T2mSAtlanticτ=−4 ). Thus,
more than 95% of strongly correlated regions are removed, showing how
pervasive spurious correlations are and how important it is to account
for this effect. Causal precursors for 2 and 3-month lead-time are shown
in Appendix D, Figure D1.
Next, we test the hypothesis that the causal precursors of CPC
depend on the ENSO background state. To study the influence of ENSO
on CPC, we divide the 1979-2016 period into two subsets corresponding
to positive and negative Niño3.4 index averaged over the January to
April (JFMA) period (here briefly referred to as ENSO-positive and
ENSO-negative years, respectively, see Figure 6.1c) and rerun RG-CPD
for each of these subsets separately. Due to the shortness of the time-
series, it is not feasible to differentiate between neutral, positive and
negative ENSO phases. In total, we define 21 ENSO-positive and 17
ENSO-negative years (Figure 6.1c).
The correlation patterns for ENSO-positive and ENSO-negative
years are very different from those shown above (Figure 6.4), illustrating
that the causal precursors shown before (Figure 6.2b) are linked to either
positive or negative ENSO conditions. This does not need to imply that
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the causal precursors resemble classical El Niño or La Niña patterns.
In fact they do not. Rather, the different causal precursors suggest
that the ENSO cycle redistributes the background state and thereby
creates possibilities for different far-away precursors to dominate. During
ENSO-negative years, the Arctic is not a precursor, while during ENSO-
positive years its positive T2m correlation with CPC strengthens (from
∼0.5 to ∼0.7). The negatively correlated SLP region over the Pacific
shifts from the tropical Atlantic/Indian Ocean during ENSO-positive
years to the Central Pacific/tropical Atlantic during ENSO-negative
years. The signal from the tropical North Atlantic intensifies during
ENSO-negative years and disappears for ENSO-positive years. During
ENSO-positive years, three regions are detected as causal precursors
of CPC: T2mArcticτ=−4 , a negatively correlated T2m region over Central
Asia T2mCAsiaτ=−5 and a positively correlated T2m region close to west
Antarctica (T 2mW Antarcticaτ=−4 ) (Figure 6.4a-II). Two regions are found to
be causal precursors of CPC during ENSO-negative years: T2m over the
southwest Indian Ocean T2mSW indianOcτ=−5 , and T2m over the tropical
North Atlantic (T2mNAtlanticτ=−5 ) (Figure 6.4b-II).
6.4.2 Hindcast based on causal precursors
We now test the predictive skill of the identified causal precursors over
the full 1979-2016 period. The five precursor regions identified in Figure
6.2b are used to build a multiple-linear regression hindcast model, using
25 years to train the model and 13 years to test it (Figure 6.3a). Figure
6.5a shows the results for the training (blue line) and testing period
(green line), together with the correlation with observed ISMR over the
training period (CC=0.88) and over the testing period (CC=0.85). Table
D2 (in Appendix D) reports the regression coefficients for each region of
the linear regression hindcast model. The ROC curves for hindcasting
dry events (i.e., values below the empirical 30th percentile of all ISMR
values) and for wet events (above the 70th percentile) are shown in
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panels 5c and 5d, respectively. The resulting AUC values are 0.94 for dry
events and 0.96 for wet events (Figure 6.5c,d, p-values<0.05), meaning
that the model has good skill in hindcasting CPC at 4-month lead-time.
Here, the significance of the AUC score has been calculated via shuffling
techniques.
Figure 6.4: ENSO influence on causal precursors. Panel a-I) correlation maps
between JJAS-mean CPC and T2m (left) or SLP (right) from the ERA-Interim
reanalysis during ENSO-positive years. The top row shows 4-month lead (Feb) and
the bottom row 5-month lead (Jan). Regions that are significantly correlated (p-
value<0.05) are contoured in solid black lines. Panel a-II) shows the detected subset
of causal precursors, identified by name and lead-time. Panel b-I) and b-II): as panel
a-I) and a-II) but for ENSO-negative years.
The hindcast performed separately for ENSO-positive and ENSO-
negative years along with leave-one-out cross-validation is shown in
Figure 6.5b, together with correlation values for the regression model
compared to observations. To hindcast ISMR during ENSO-positive
years (shaded in red in Figure 6.5b), we use only the causal precursors
identified over the ENSO-positive years (shown in Figure 6.4a). In the
same way, to hindcast ISMR during ENSO-negative years (shaded in
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blue in Figure 6.5b), we use the causal precursors shown in Figure 6.4b.
The AUC values obtained for ENSO-positive and ENSO-negative years
separately improve slightly with AUC=0.96 for dry events during ENSO-
positive years and AUC= 0.97 for wet events during ENSO-negative
years (Figure 6.5c,d), showing that considering the ENSO phase might
help to improve hindcast skill. Combining the specific hindcast models
for ENSO-positive and ENSO-negative into a single hindcast time-series
(Figure 6.5b), we obtain AUC values of 0.93 for dry and 0.92 for wet
events. Table D2 (in Appendix D) reports the regression coefficients
for the hindcast model for ENSO-positive and ENSO-negative years. In
addition to ROC analysis, we performed model selection with respect
to the given set of precursors by calculating the Akaike information
criterion (AIC) for the full 1979-2016 period and for different ENSO
phases. AIC is a criterion for selecting the most appropriate among a
finite set of models; the model with the lowest AIC is generally preferred.
AIC values are calculated for different combinations of 1, 4 and 5 causal
precursors identified over the 1979-2016 period. In all three cases, the
combination of all five causal precursors exhibits the lowest AIC value
with respect to all individual precursors or any combination of four
precursors (Table 1). Hence, AIC demonstrates that adding causal
precursors leads to better hindcasts without running into overfitting
problems, and supports the idea that each of our limited number of causal
precursors adds independent information to the forecast. Calculating
the Bayesian Information Criterion (BIC), a metric similar to AIC, gives
consistent results (see Appendix D, Table D3).
Moreover, we use the Niño3.4 index to predict ISMR based on a
simple linear regression model at 4-month lead-time (see Appendix D,
Figure D2-D3). For the same training and testing periods as for the
CPC 1979-2016 dataset, this index does not provide any significant
skill (see Appendix D, Figure D2-D3). Calculating the AIC for the
combination of all 5 causal precursors and the Niño3.4 index shows that
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Figure 6.5: Hindcasting ISMR. Panel a): CPC observations (solid black line)
and hindcasts for training (1979-2003, solid blue lines) and testing (2004-2016, solid
green line) periods. Correlations between observed and hindcasted time-series is
also shown. Panel b): CPC observations (solid black line) and hindcasts for ENSO-
positive (ENSO+, solid red line) and ENSO-negative (ENSO-, solid light blue line)
years separately, with the resulting correlation values. Panel c): ROC curves for
hindcasted events below the 30th percentile for the full 1979-2016 period (dashed
blue line), for ENSO-positive years only (dashed red line), ENSO-negative years
only (dashed light blue line) and for all years reconstructed using ENSO-positive
and ENSO-negative years (dashed yellow line). Panel d) as panel c) but for events
exceeding the 70th percentile. Double asterisks denote AUC values with p-value <
0.05.
the combination that gives the lowest AIC is the one that excludes the
Niño3.4 index (see Appendix D, Table D4).
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6.4.3 Forecast based on causal precursors
The causal precursors used to provide hindcasts in Figures 6.5 are
detected over the full period, implying that some information from
the to-be-hindcasted year might enter the model. Therefore, we apply
RG-CPD to provide an actual forecasting model that does not contain
any information on the future. For this purpose, we use RAJ together
with ERA20C T2m and SLP fields for the 1901-2004 period and apply
RG-CPD on a moving window of 30 years, and then forecast the 31st
year, as would be the case in an operational forecast system (see Figure
6.3b,c). We do not use CPC because of the shortness of the time-series.
A comparison between causal precursors obtained from CPC and RAJ
datasets over the common period (1979-2004) and from the RAJ over
the 1951-2004 period are shown in Figure D4 (see Appendix D). Related
hindcast timeseries are shown in Figure D5 (see Appendix D). For each
to-be-forecasted year, one forecast model is built based on all causal
precursors identified in the five sets (see Methods section and Figure
6.3c). Note that since the period 1901-1930 is used as a training period
for the first 30-year moving window, the first forecasted year is 1931.
Analyzing IMD predictions for the period 1988-2004 (3-month lead-
time) reveals low non-significant correlation with IMD observed ISMR
(CC∼0.22, p-value>0.1, Figure 6.1d), while AUC values for dry and
wet events show no skill (AUC∼0.5, Figure 6.6c,d). Here we show that
building a forecast system based on causal precursors identified via RG-
CPD provides some significant skill at different lead-times. Forecasts
obtained with forecast model at 4-month lead-time (Figure 6.6a) and
2-month lead-time (Figure 6.6b) for the period 1981-2004 are shown
together with correlations and root mean squared errors relative to
observations. Panels 6c and 6d show ROC curves and associated AUC
values for dry events and wet events. The full forecast period 1931-2004
is shown in Appendix D, see Figure D6. The forecasting skill shown
in Figure 6.6 drops as compared to the previously reported hindcast
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skill (Figures 6.5 and D4), however remains significant. Correlation
values between the observed and forecasted ISMR over the 1981-2004
period are CC=0.37 (4-month lead-time, p-value<0.1) and CC=0.41 (2-
month lead-time, p-value<0.05, see Figure 6.6a-b). Our method shows
significant, though modest, AUC values for both, wet and dry events,
and at both, 4 and 2-month lead-times. Specifically, the AUC values for
4-month lead-time show significant skill with AUC=0.73 for dry events
(p-value<0.1) and AUC=0.75 for wet events (p-value<0.05). AUC values
for 2-month lead-time show significant skill only for wet events, with
AUC=0.76 (p-value<0.05). Forecasting skills are summarized in Table
2.
Over the full 1931-2004 period (see Appendix D, Figure D6), both
AUC and correlation values are smaller in magnitude, nevertheless still
significant at least for 2-month lead-time with CC=0.2 (p-value<0.1)
and AUC=0.64 for wet events (p-value<0.05). The drop in AUC and
correlation scores is mainly due to the fact that the presented forecasting
method fails in predicting ISMR amounts for the period 1957-1980 (see
Appendix D, Figure D6). Contrarily, for the periods 1931-1956 and 1981-
2004 correlation values are about 0.4 and AUC values reach ∼0.8 (see
Appendix D, Tables D5-D6). A reason for this behavior may lie in the
influence of the Pacific decadal oscillation (PDO) phase on the forecast
performance: periods of good predictability correspond to positive PDO
phases, while the 1957-1980 period showing no predictability corresponds
to a negative PDO phase (see Appendix D, Figure D7). To compare our
method with IMD predictions, we also calculate AUC and correlations
over the common period 1988-2004 (see Figure 6.6c,d, values in brackets).
Forecasts at 2-month lead-time obtained with our forecasting method
show similar correlation values with observed values for the period 1988-
2004 of CC∼0.35 for both lags. AUC values are higher than for IMD
predictions, with significant values at 4-month lead-time for wet events
(AUC=0.85, p-value<0.05) and AUC∼0.7 for dry events (though non-
significant due to the shortness of the time-series). Therefore, we show
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Figure 6.6: Operational forecasting. Panel a): ISMR as observed from RAJ
(dashed black line) and forecast models (solid magenta line, all detected causal
precursors). IMD forecasts are also shown for the period 1988-2014 (solid blue
line). Correlations between observed and forecasted values are also given. Panel b)
as panel a) but for lead-time of 2 months. Panel c) ROC curves for events below the
30th percentile for 1981-2004: 4-month lead, all causal precursors (solid magenta
line) and 2-month lead, all causal precursors (solid green line). AUC values for
IMD are reported in blue. Panel d): as panel c) but for events higher than the 70th
percentile. Single (double) asterisk(s) denote AUC values with p-value < 0.1 (0.05).
that providing forecasts of seasonal ISMR at 4-to-2 month lead-time
based on causal precursors gives fairly good and significant forecast skill
and also outperforms the forecast provided by IMD over the comparison
period at least for both wet and dry events, with best AUC scores for
wet events. Moreover, applying the same forecasting method also to
ENSO-positive and ENSO-negative years separately for the period 1901-
2004, we identify 55 ENSO-positive and 49 ENSO-negative respectively
(see Appendix D, Figure D8). The resulting forecasts show that different
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ENSO phases have specific patterns and may help to improve the
forecast of anomalous dry years. Finally, it should be noted here, that
for each year and for each lag (2 and 4-month lead-time) a specific set
of causal precursors is identified. Thus a total of 74 causal precursor
sets is identified over the 1931-2004 period. The causal precursors used
to train the actual forecasting model for both 2 and 4-month lead-
time are shown in the form of frequency plots in Figure D9 and D10
respectively (see Appendix D). In these plots, the color indicates how
many times a region has been used as an ISMR predictor. Frequency
plots for different time periods (1933-1956, 1957-1980 and 1981-2004)
underscore the non-stationarity of the precursors. Physical mechanisms
that underlie the identified causal precursors are further discussed in
the discussion section.
6.5 Discussion
6.5.1 Hindcast and forecast skill and potential
Our study shows that a multiple-linear regression model based on
causal precursors from monthly SLP and T2m fields over the 1979-2016
period, provides a good hindcast of ISMR from CPC with a 4-month
lead-time (CC∼0.8, AUC∼0.95). Considering the ENSO background
state only slightly increases hindcast skills, nevertheless, it provides
insightful information on the different mechanisms that are at play
during different ENSO phases. RG-CPD detects ISMR causal precursors,
avoiding spurious correlations and identifying a small set of precursors:
our precursor set (2-to-5 variables) is smaller than that used in the
IMD model (5-to-9), helping to limit overfitting of statistical regression
models [43][274]. AIC values (Table 1) show that the combination of
causal precursors chosen via RG-CPD is optimal when compared to
smaller combinations of the same precursors. Thus, using all the detected
precursors together actually improves the model, showing that higher
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correlation values are not an artifact of overfitting. Moreover, causal
precursors detected with RG-CPD show a strong similarity with the set
of precursors used for IMD operational forecasts [180]. Specifically, the
IMD operational forecasts use, among others, precursors from the central
Pacific, western Indian Ocean, Scandinavia, eastern Eurasia, the Gulf of
Mexico and the North Atlantic, as described in the introduction section
[179]. Our set of regions largely overlaps with IMD precursors: the most
robust precursors across different time periods and datasets are the
central/western Pacific causal precursors and the Arctic and Eurasian
causal precursors, while the North Atlantic seems to be important in
particular during ENSO-negative phases. This is encouraging, given
that RG-CPD does not use any a priori pre-selection of the possible
causal drivers and the causal precursors are detected among a set of
more than one hundred precursor regions, all significantly correlated
with ISMR. However, RG-CPD also detects new patterns such as causal
precursors over the Southern Ocean and the set of precursors can easily
be updated with new data becoming available (see Appendix D, Figures
D9-D10).
Actual forecast skill, i.e. with no information from the future entering
the RG-CPD process, decreases with respect to hindcasts, likely due to
the strong non-stationarity of the precursors. Still, our method produces
significant correlation (CC∼0.4, p-value<0.05) and AUC∼0.7-0.8 (p-
value<0.05) values at both 2 and 4-month lead-time over the 1981-2004
period, outperforming IMD forecasts when compared over the same
period (Figure 6.6).
RG-CPD provides a complementary method to ANN [224][223].
While both methods provide objective and automatized forecasts, causal
precursors detected via RG-CPD can be interpreted from a physical
point of view, while ANN extract the predictability from the ISMR time-
series itself. RG-CPD provides forecasts with lower skill when compared
to Singh (2018)[223], but at 2-month lead time (instead of 1-month).
Moreover, with RG-CPD it is possible to trace back all calculations
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that lead to the discarding or retaining any of the causal precursors.
Finally, RG-CPD makes it straightforward to develop forecasts for
specific regions and time-scales of interest and can be easily applied to
provide real-time seasonal ISMR forecasts.
6.5.2 Physical interpretation of causal precursors
Causal precursors need to be considered together with theoretical
understanding of the physical mechanisms which lie behind statistical
causality. In general, many of the detected causal precursors show similar
patterns as IMD [179] and as Saha at al. (2016)[206], in particular when
a 2-month lead time is considered (see Appendix D, Figure D1 and D9).
The physical interpretation of these patterns has been very difficult
[177] [180][65]. While a detailed analysis into that is outside the scope
of this paper, here we discuss previously proposed physical hypotheses
that help explaining the detected precursor regions.
To propagate into summer, winter and early spring phenomena need
to be governed by slowly changing components of the land-ocean system
with a long memory, such as SST, snow cover or soil moisture. Tropical
SST are crucial in modulating the intensity of ISMR [257]. Accordingly,
most of the detected causal precursors are located over the oceans.
SLP P acificτ=−5 is the largest detected region in the SLP field over the
equatorial Pacific and Indian Ocean. Despite interdecadal oscillation,
both models and observations show that the location and intensity of
the Walker circulation and ENSO are essential in shaping the ISMR
[119][123][113][153]. Depending on the specific period, the shape and
geographical position of the causal precursors coming from the Pacific
Ocean can change. Still a central Pacific precursor is almost always
present in the set of causal precursors and is also used by IMD forecasts
[180].
While soil moisture does not seem to have a strong direct influence on
the ISMR [218], the snow-monsoon mechanism supports the hypothesis
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that Eurasian snow cover conditions in winter-to-early spring might
influence the onset and the intensity of the ISMR [79][5][39][38] and
have been often used by IMD forecasts [178]. T2mCAsiaτ=−5 is negatively
correlated with ISMR, and corresponds to the East Asia SLP region
also used by IMD for their operational forecasts [180][122]. Colder
temperatures are positively correlated with higher snow cover [5].
Although the signal we find is shifted further westward, T2mCAsiaτ=−5
supports prior evidence that the strongest snow cover-ISMR link
originates from eastern Eurasia [169].
T 2mArcticτ=−5 and T 2mActicτ=−4 show a positive correlation between ISMR
and Arctic temperatures in particular during ENSO-positive years
supporting prior studies that link higher temperatures over the Northern
Hemisphere during January with enhanced ISMR [221][253]. Similarly,
temperature over Eurasia in February-March is linked with enhanced
ISMR [181]. In our study, T2m anomalies over Eurasia, north of 60° N,
show significant positive correlation with ISMR (T2mArcticτ=−5 ), while
central Asia around 40◦N (T2mCAsiaτ=−5 ) sees a reversed relationship
[181]. Similarly, IMD uses temperature anomalies from stations over
Scandinavia [180]. The land-ocean temperature contrast is a well-known
driver of the ISM circulation. Thus, the relationship between higher
temperatures over the Arctic in winter and enhanced ISMR could be
linked to the enhanced thermal contrast between the Eurasian land-mass
and the Indian Ocean in summer. The snow-monsoon mechanism may
further support these findings: positive temperature anomalies in the
Arctic during winter could be linked to negative snow cover anomalies
and thus to increased ISMR. Additionally, some studies show that the
correlation between the ISMR and Eurasian snow cover is particularly
strong in the northernmost regions [140]. A second option could be that
the Arctic region responds to signals coming from the tropical belt and
is linked to ENSO, which is stronger in winter. The detected causal
relationship with the ISMR might be an artifact of missing relevant
variables or time scales in our analysis. Note again that the causal
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precursors identified are only causal relative to the set of analyzed
precursors.
T2mNAtlanticτ=−4 is also used as a precursor by IMD [180]. In this case,
the physical linkage is less clear [179], nevertheless IMD identifies some
predictability for the ISM from SST in the tropical North Atlantic and
SLP over the Azores High region (likely linked to the NAO) [179][180].
Previous evidence suggests that the ISMR and the Atlantic Niño share
an inverse relationship during summer months [263][281]. The Atlantic
Niño significantly influences a dipole pattern of rainfall in the northern
parts of India and the positive phase of the Atlantic Niño results
in a local tropospheric warming, which intensifies the inter-tropical
convergence zone over the equatorial east Atlantic and west Africa and
excites an anticylconic anomaly over India [263][281][121]. During March
and April, a positive correlation is found between Atlantic tropical SST
and the ISMR, as shown in our study [247]. Moreover, models show
that temperatures over the North Atlantic give useful skill in predicting
temperatures over eastern Eurasia in summer at yearly time scale [152].
Keeping in mind the link between temperatures over Eurasia and the
ISMR, this could further explain the link between North Atlantic T2m
in winter and the ISMR.
Additional evidence for a link between the North Atlantic and the
ISMR is provided also by the relationship detected between the Atlantic
Multidecadal Oscillation (AMO) and multidecadal variability of the
Indian summer monsoon rainfall [70]. The AMO weakens the meridional
gradient of tropospheric temperature by setting up some negative
temperature anomaly over Eurasia during boreal late summer/autumn,
which results in an early withdrawal of the south west monsoon and
decreased ISMR [70]. In May, OLR in the North Atlantic negatively
correlates with the ISMR, further supporting the link between the
NAO and the ISMR [229]. The T2mSW indianOcτ=−5 might be linked to
higher SST over the southern Indian Ocean, also used by IMD, which
167
6. Statistical seasonal forecasts for Indian summer monsoon
rainfall from causal precursors
during February and March enhance evaporation and fuel stronger
ISMR [182][236][237].
Robust causal precursors are identified in the southern ocean, in
particular in the South Atlantic (see Appendix D, Figure D4). The
South Atlantic anticyclone is a characteristic feature of the austral
winter climatology and has been linked to the West African and Asian
summer monsoon circulations during summer [188]. In this study, the
monsoon influences the South Atlantic anticyclone: the convergence
centers associated with monsoon activity in the Northern Hemisphere
affect large-scale subsidence over the South Atlantic [188][233]. Here,
we hypothesize that the opposite link holds as well.
The dependence of ISM precursors on the ENSO background state
can help to better understand these underlying physical mechanisms.
During ENSO-positive years, the predictability of ISMR originates from
high latitudes (in both hemispheres), while during ENSO-negative years
the predictability predominantly originates from the tropical belt. A
possible explanation is that during ENSO-positive the weakening of
easterly trades over the tropical Pacific is accompanied by a pronounced
extra-tropical circulation response to tropical convective anomalies.
This creates patterns of alternating anomalous low and high pressure
systems in an area extending from the tropics to mid-latitudes [127].
This is consistent with a Rossby wave dispersion mechanism arising
from interactions between anomalies of tropical convection and large-
scale circulation[88]. This situation is reversed during ENSO-negative
periods, when the atmospheric circulation response is confined to a
much narrower tropical belt due to strong easterlies.
The ENSO phase might also affect the ISMR via its effect on
the winter European climate [18]. The ENSO-positive effect on the
European climate is similar to that of a negative NAO phase and
as previously discussed, NAO affects the ISMR via changes in the





Our study shows that a novel causal discovery algorithm coupled
with a response-guided detection step can identify causal precursors
of global atmospheric fields for seasonal all-India summer monsoon
rainfall (ISMR). The Response-Guided Causal Precursor Detection
(RG-CPD) identifies causal precursors without a priori assumptions,
except for the selection of variables and prediction lead-times. The
global sea-level pressure and 2m temperatures are used in this study for
the inference of causal precursors, and a statistical hindcasting model
is developed for predicting the seasonal ISMR at long (4-month) lead-
times using these precursors. The detected causal precursors provide
appreciable hindcast skills with CC∼0.8 and AUC scores ∼0.9, and
also are generally consistent with the variables used by the India
Meteorological Department (IMD) for operational forecasting. Further
accounting for the El Niño-Southern Oscillation (ENSO) background
state in the analysis sheds additional insight into physical pathways
during different ENSO phases.
Using causal precursors in a true operational mode without knowl-
edge of any future years gives significant forecast skill at both shorter
(2-months) and longer (4-month) lead-times. While the forecast skill
in operational mode is higher than IMD skill, it is substantially lower
than that of the hindcasts. Our forecast model yields significant CC∼0.4
and AUC∼0.7 for the period 1981-2004 and CC∼0.2 and AUC∼0.6
over the longer period 1931-2004. One of the advantages of using
the RG-CPD procedure is that it detects a smaller set of variables
which reduces the risk of overfitting, as confirmed with the Akaike
Information Criterion analysis. In addition, since the precursors are non-
stationary, this objective methodology provides a fast and automatized
procedure to update precursors by itself in association with changing or
emerging new patterns. This study clearly provides evidences that causal
discovery tools such as RG-CPD can significantly improve the physical
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understanding of far-away or remote drivers influencing the ISMR at
different time scales and also under different background conditions. We
also conclude that this promising automatized technique can provide
superior skill in seasonal ISMR forecasts at 2-to-4 month lead-time,





In this final Chapter, I first present a summary of how I have addressed
each of the research questions, as given in Section 1.4 (Section 7.1). Next,
I have analysed the results together aiming for a broader perspective
(Section 7.2 and 7.3). Finally, open research questions and further
research ideas are described (Section 7.4).
7.1 New insights
In this thesis, four research questions have been addressed. First, a case
study of the 2010 Russian heat wave and Pakistan flood extremes was
presented using a very large ensemble of model simulations to answer
the question:
· 1) Does the 2010 observed wave pattern represent a recurrent wave
train making extremes in these regions correlated? What are the
main drivers of this wave train?
The modelling experiment shows that, in the climatology of the
model, the probability of both events exceeding the 90th percentile
threshold contemporaneously is almost twice as large as the value
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expected by chance (i.e. without any statistical dependence). The
analyses show that the mechanism behind the statistical dependence
of the two concurrent extremes is a recurrent large-scale atmospheric
wave. Second, the 2010 La Niña SSTs were the dominant driver behind
the summer extremes, causing enhanced rainfall over Pakistan and
Northwest India and higher than normal surface temperatures over
North America and Russia. The probability of extreme rainfall over
Pakistan during 2010 is 4 times higher than in the climatology, due
to the 2010 La Niña-like SST forcing, while the probability of extreme
surface temperature over western Russia almost doubles. Finally, July-
August high-latitude land warming and local soil moisture deficiency
in June further increase the probability of these events by maintaining
the wavetrain. One should note that sea-ice and greenhouse gas forcing
have been prescribed in the model runs.
Figure 7.1: Schematic summary of all four papers. Papers are numbered in
the same order as they appear described throughout this thesis.




· 2) What are the dominant spatial patterns and timescales of interac-
tions between the Indian summer monsoon and the mid-latitude
circulation and what are the causal links? How do these pattern
change at different intraseasonal timescales? And how does ENSO
affect them?
In Chapter 4, using this data-driven causality method, I have found
that the link between ISM rainfall and the circumglobal teleconnection
pattern (CGT), as hypothesized by Ding and Wang (2005)[49], can be
reproduced at different intraseasonal timescales and can be considered
causal. Applying the Response-Guided Causal Precursors Detection
(RG-CPD) algorithm, a mid-latitude wave pattern emanating from the
North Atlantic appears at a 2-week lead time to the monsoon trough
(MT) rainfall anomalies. This wave pattern is a causal precursor of the
MT rainfall, similar to that proposed by Ding and Wang (2007)[50] based
on non-causal measures. Building a CEN with indices representing the
CGT pattern and the MT rainfall shows a two-way causal link between
ISM rainfall and mid-latitude circulation at weekly timescales. Thus,
I showed that the hypothesis by Ding and Wang 2005[49] holds when
the elements are analysed at intraseasonal timescale and in a causal
framework.
Moreover, I have quantified the relative importance of different
causal drivers of MT rainfall from tropical and mid-latitude regions.
The causal precursors with the strongest link towards the MT rainfall in
the tropical belt come from the boreal summer intraseasonal oscillation
(BSISO) and the Madden and Julian oscillation (MJO) systems. The
influence of mid-latitude wave trains on the ISM circulation system is
about a factor 3 smaller than the BSISO-MJO driver.
Using both monthly and weekly data, in Chapter 5 I have anal-
ysed the causal relationships between the two dominant patterns of
covariability between tropical convection and mid-latitude circulation at
intraseasonal timescale. The identified patterns are timescale indepen-
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dent and show very similar features from weekly to monthly timescales.
The first pair of dominant modes show the South Asian monsoon
(SAM)/BSISO convective activity paired with the CGT pattern. Thus,
the CGT pattern and the ISM system, as discussed above, represent
the first mode of covariability between mid-latitude circulation and
tropical convective activity. The second mode of interaction is almost as
important and consists of the western North Pacific summer monsoon
(WNPSM) paired with a high pressure system in the North Pacific. I
have introduced causal maps to study the influence of each of these
patterns on surface temperature, convection and high level tropospheric
circulation in the Northern Hemisphere. These results further support
the two-way link between the mid-latitude and the SAM rainfall (as
shown in Chapter 4) and provide detailed spatial information on the
ISM’s influence on specific mid-latitude regions. Moreover, the causal
effect of the SAM on both subtropical and mid-latitude regions intensifies
during La Niña years (likely due to a stronger SAM activity induced
by La Niña phases). Thus, the importance of La Niña in strengthening
monsoon rainfall and wavetrain, as found in the model study for the
2010 case study (shown in Chapter 3), is also identified when the
intraseasonal variability over 40 years of data is analyzed. During El
Niño, the WNPSM dominates the interactions in the North Pacific area
(in agreement with previous studies). Finally, the causal link from the
SAM towards the CGT pattern intensifies at monthly time scales while,
in opposite direction, the CGT causal effect on the SAM is stronger
at weekly timescale. This may be interpreted as a consequence of the
fact that while mid-latitude circulation is dominated by synoptic wave
activity acting at shorter timescales, the SAM creates a latent heat
source that intensifies during the boreal summer season and thus has
a greater effect at longer timescales. Moreover, the SAM is strongly




Finally, in Chapter 6, I have assessed the usefulness of causal
discovery tools for forecasting purposes to address the question:
· 3) Is there a potential for predictability of Indian summer monsoon
(ISM) rainfall in causal precursors?
Answering this final research question addressed in this thesis shows
that causal discovery tools can be applied to more practical aims such
as providing skillful statistical forecasts of seasonal ISM rainfall total
amounts. Providing skillful seasonal forecasts is a major challenge
for both tropical and extra-tropical regions. Due to both the chaotic
behavior of atmospheric dynamics and complexity and non-stationarity
of the potential statistical precursors, forecast skill remain relatively low.
Using the causal discovery-based Response-Guided Causal Precursors
Detection (RG-CPD) algorithm, it is possible to identify a set of causal
precursors in sea level pressure and surface temperature fields of the ISM
total seasonal rainfall amounts at 2-to-4 month lead time. While hindcast
skill is very good, developing an operational forecasts model shows a
drop in skill likely due to a prominent non-stationarity of the causal
precursors. Using 100 years and updating the 30-year training window
each year, it becomes evident that causal precursors change every two-
to-three decades, explaining why statistical forecasts developed by the
India Meteorological Department have undergone major updates several
times in the past decades. However, more work is needed to identify the
physical causes for these interdecadal changes. One hypothesis is that
these changes are linked to other interdecadal oscillations characteristic
of the ocean-atmosphere system, such as the Pacific Decadal Oscillation
(PDO), which also projects fairly strongly on ENSO activity. Next to
non-stationarity of ISM precursors, the identified causal precursors also
show a non-linear dependence on the ENSO phase, with mid-latitude
drivers dominating El Niño years and tropical – subtropical drivers
dominating La Niña years. Although statistical seasonal forecasting still
needs improvement, this analysis shows that causal discovery and RG-
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CPD have the potential to help improving seasonal forecasts and study
remote causal precursors of a chosen variable with strong nonstationary
and nonlinear behavior.
7.2 Overarching perspective
Combining the different perspectives provided by each aforementioned
research question, the core results of this thesis ultimately answered the
question “How important is the interaction between tropical convection
and mid-latitude circulation in boreal summer for variability and
extremes?”. This question has been addressed by all four manuscripts
collected in this thesis each from a different perspective. The 2010 case
study (Chapter 3) answers this question in a modelling environment,
while the three following Chapters show the nature of these interactions
in a causal discovery framework and at different spatial and temporal
scales. Causal discovery tools analyse causality using statistical tools, a
model case study explains the physics underlying a certain phenomenon,
thus representing a different way to assess causality. In this thesis,
both approaches have been used, each adding a piece to the puzzle.
Each method has its advantages and disadvantages and therefore using
both methods to analyse the same (or similar) research question is still
meaningful.
Figure 7.2 shows a schematic illustration of the main components of
the analysed tropical and mid-latitude teleconnections. In the northern
mid-latitudes, the NAO, the CGT pattern, and other recurrent waves
(that can be anchored at different longitudinal positions) are depicted.
These mid-latitude components are found to drive (at least to some
degree) the ISM rainfall activity and circulation cell. Meanwhile, tropical
drivers such as the BSISO and ENSO also influence the ISM and in turn
the mid-latitude circulation via its link to the ISM. These teleconnections
are strongly non-stationary and show a strong state dependence. For
example, the link between the ISM and the mid-latitude circulation is
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particularly active during developing La Niña summers, when the ISM
rainfall activity is more intense. But state dependence is also found
in forecasting mode, when the causal precursors of the ISM seasonal
rainfall change during different ENSO phases. In the latter case, causal
precursors also show a strong non-stationarity when diferent decades
are analysed.
Figure 7.2: Schematic illustration of the main components and mecha-
nisms at play.
The physical mechanism underlying this ISM-mid-latitudes telecon-
nection is that there is a two-way pathway between the heat source
generated by convective activity in the tropical belt and mid-latitude
wave trains. Using both statistical tools and modelling experiments, it is
shown that these two key elements of boreal circulation in the Northern
Hemisphere can interact effecting both intraseasonal variability and
extreme weather events. Concurrent extremes such as the 2010 Russian
heat wave – Pakistan flood event can increase in frequency under global
warming scenarios featuring high-latitude land warming or drier soil
moisture conditions, while both extremes become thermodynamically
more intense. The geographical position of the ISM convective activity
(as shown in Figure 7.2) is crucial in allowing the ISM system and
the mid-latitude circulation to interact during boreal summer. Causal
discovery allows us to quantify the importance of both mid-latitude
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wave trains and tropical factors (ENSO, BSISO) in modulating the
rainfall intraseasonal variability over the Indian subcontinent.
Modelling studies provide a dynamical description of the interactions
between the ISM and the mid-latitudes. However, the existence of biases
in atmospheric models together with necessary parameterization of
small scale phenomena (like convective activity or cloud formation)
render difficult to capture observed phenomena. Model experiments
also make it difficult to disentangle the effect of specific drivers. For
example, in the 2010 case study, the availability of both the climatology
of the model and the large ensemble for 2010 makes it possible to
disentangle the effect of SST patterns specific to 2010 and from different
surface conditions in the mid-latitude regions. However, the setup of this
particular experiment does not allow to distinguish between the effect
of the aforementioned drivers and the effect of increased greenhouse
gases and anthropogenic aerosols, as the latter are present in both
the climatological and the 2010 ensembles. Specific experiments can
be designed to isolate different potential drivers of a certain variable
and therefore help to disentangle causal relationships among different
variables. To study individual drivers in a model framework, typically
the model is perturbed, e.g. by removing Arctic sea ice or by using
different greenhouse gas forcings. Analysis on how the model responds
to these perturbations indicates for example whether there is a causal
link from sea ice to the jet only. However, this might also be a causal
link in the opposite direction (e.g. from the jet to the sea ice). Moreover,
these experiments can be costly from a computational point of view.
Moreover, even specific experiments will still be affected by model bias.
In conclusion, at the foundation of this thesis was the hypothesis
that the ISM system may interact in a two-way mode with the mid-
latitude circulation. The work reported in this thesis shows that this is
demonstrated by both causal discovery and modelling. Open ends and
possible ways forward are discussed in the Section 7.4.
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7.3 Causal discovery: Strengths and pit-
falls
Causal discovery allows to test the hypothesis of a causal link between
several variables by removing spurious correlations. Spurious correlations
are commonly found in the atmosphere and climate system due to the
complexity of the system and the intertwined relationship that each
variable has with multiple others. Using causal discovery, spurious effects
caused by common drivers, indirect links or strong autocorrelations are
removed. The causal algorithm described in this thesis is fast from a
computational point of view and versatile in the number of variables,
timescale and number of spatial dimensions it can be applied to. However,
this process is based on statistical properties and depends on the set
of variables and assumptions used. Thus, it is important to combine
causal discovery tools with an explicit hypothesis of the type of physical
relationships expected between variables. Expert knowledge is essential
to create a causal hypothesis and choose the best fitting set of parameter
settings, timescale and mathematical relationship. For example, causal
discovery can be applied using nonlinear measures; however, those
require longer time series than linear ones, which are often not available
in observational datasets. The length of the time series also affects the
significance of the identified causal links under linear assumptions and
short time series represent problems when interdecadal variability is
considered.
Statistical causality and physical causality represent two separate
aspects of a physical problem. Statistical causality stems from statistical
relationships based on a simplified mathematical model which is assumed
to underlie the observed behavior of a set of variables. A statistical
causal link thus means that this link cannot be explained by spurious
effects, given the underlying assumptions. Physical causality stems from
the understanding of the physical mechanisms acting in a certain system,
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such as the effect of dry or wet soils on the temperature of a region
or the warming effect caused by water condensation in a convective
cloud. Hence, a crucial step when applying causal discovery is the
need to enable a physical interpretation of the detected causal links. In
this rationale, in the fourth Chapter a theory-guided approach is put
forward. In Chapter 6, which chronologically was developed first, one of
the greatest challenges was indeed finding the physical interpretation
of remote regions that lead ISM rainfall by 4 or 5 months. Results
found with causal statistical tools can provide useful and meaningful
information. However, to trust a statistical relationship and to fully
understand the system, a convincing physical interpretation of these
results is essential.
If statistical causality is not backed up by a solid physical inter-
pretation, one risks over-interpreting those statistical links which do
not actually correspond to the real physical system. The physical
interpretation of statistical results has been easier for shorter timescales,
e.g. as shown by results reported in Chapters 4 and 5. This is due to the
fact that we have a better understanding of these shorter timescales. For
example, in Chapter 4, enhanced ascending motions precede enhanced
rainfall by one week, and this is straightforward to understand, given that
rainfall to occur requires an ascending mass of air which is cooling while
raising. Contrarily, finding the physical link between a warmer Arctic
during late winter and higher than normal precipitation during the ISM
season requires a more complex chain of hypotheses to link the two actors
with a physical chain of causality. Thus, ideally in future applications
causal discovery algorithms should be combined with dynamical models,
to further deepen the understanding of statistical and dynamical results.
This topic will be further developed in the last section of this Chapter.
A potential future application of Causal Effect Networks in a forecasting
model is discussed in Section 7.4.
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7.4 Applications and future research
The work presented in this thesis shows that there is potential to apply
causal discovery to a broader range of datasets and in different config-
urations. First,it should be assessed how the analysed teleconnections
found in reanalyses and observational data are reproduced by general
circulation models. This knowledge can be used to improve regional
climate projections and seasonal forecasts. Further, it is important to
explore the potential effect of these tropical-mid-altitude teleconnections
on extreme weather events and thus their impact on society. Finally, it
is of great importance to study how climate change and anthropogenic
warming will affect both the teleconnections themselves and their
associated likelihood of generating extremes. In this section, these points
are discussed in more detail and ways forward in how to further continue
this analysis and gain more knowledge in the tropical – mid-latitude
interactions are presented.
7.4.1 How are these causal relationships between
tropical and mid-latitude circulation repro-
duced in general circulation models?
The first step forward, following the results of this thesis, is to study
how causal links among different components of the tropical – mid-
latitude circulation system are represented in general circulation models.
Nowack et al. (2020)[158] has shown that those models that are better
able to reproduce observed causal links also perform better when
rainfall patterns across the globe are analysed. Beverley et al. (2019)[11]
shows that the CGT pattern is weaker but reproduced in ECMWF
seasonal forecasts (System 4), especially during August, when the
magnitude of this pattern is at its peak in observations. The monsoon
– desert mechanisms is also captured in CMIP5 models, though the
descent over the Mediterranean region induced by the ISM system is
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underestimated [31]. Reproducing the climatology of ISM circulation
and rainfall patterns themselves is still a challenge [227]. Consequently,
if single components of the tropical – mid-latitude circulation system
are underestimated or difficult to reproduce, it may be expected that
also the interactions between these components are either weaker or
misrepresented in the GCM. Moreover, on one hand models may miss
the physical mechanisms leading to these observed causal relationships.
On the other hand, the observed relationships could be non-stationary in
time (when longer time periods other than those analysed in this thesis
are considered) and thus lead to an overestimation of the importance of
these relationships in observational data. Applying the causal discovery
techniques discussed in this thesis to GCM would thus aim to address
the two following key questions:
· Are the tropical – mid-latitude causal links found in observations
reproduced by GCMs? If so, is their strength comparable to the
observed ones?
· Can we use causal discovery tools to identify missing (or misrepre-
sented) links in GCMs and thus provide useful information to
improve the model dynamics?
To address this question, as a starting point data from SEAS5,
i.e. the latest version of the seasonal forecasts ensemble provided by
ECMWF, can be used. SEAS5 provides a large ensemble of forecast
data, and thus a longer time series. Like in a climate model, these data
are obtained from atmospheric physics equations implemented in the
atmospheric model and thus any result found with these data would
stem from physical equations. Forecast data are closer to observations
than climate simulations as each run is initialized using observational
data. However, since the model is not free running, there is a mix of
information from both observations and the physics represented in the
model. This knowledge could then be used for the next step of the future
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work plans: using causal discovery tools to improve seasonal forecasts
(see Section 7.3.2).
Figure 7.3: Causal maps for SEAS5 data. Panel (a): Correlation map between
the weekly SAM time series and the Z200 field. Panel (b): Same as panel (a) but
for the correlation between weekly CGT time series and the Z200 field. Panel (c):
Path coefficient β for link SAMτ=−1 → Z200τ=0 for a 3-actors CEN built with
SAM, CGT and Z200. Here, the "|" denotes the conditioned-out actor: CGT. Panel
(d): Same as panel (c) but for the link CGTτ=−1 → Z200τ=0. The "|" denotes
the conditioned-out actor: SAM. Panels (e) and (g): Same as panel (c) but for the
influence of SAM on OLR and T2m fields respectively. Panels (f) and (h): Same as
panel (d) but for the influence of CGT on OLR and T2m fields respectively. Only
path coefficients β with p < 0.05 (accounting for the effect of serial correlations)
and the robustness mask are shown. The dashed black line located at 30◦ N shows
the border between the tropical and the mid-latitude belt which separates OLR
and Z200 analysis. Note that here, SAM and CGT are obtained as projections of
SAM and CGT pattern obtained in ERA-I (Figure 5.2 in this thesis) onto SEAS5
data.
Preliminary results obtained with weekly outgoing longwave radia-
tion (OLR), geopotential height at 200 hPa (Z200) and 2m temperature
(T2m) data from SEAS5 [92] for the period 1993-2016 provide causal
maps with similar spatial patterns as those shown in Chapter 5 (Figure
7.3). This ensemble of forecasts contains daily data for 24 years starting
1st of May and ending 1st of October. For each year, 25 ensemble
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members are available leading to a total of 600 model years. Weekly
averages are calculated and the interannual variability is removed to
be consistent with Chapter 5. A one to one comparison is rendered
difficult by the fact that maximum covariance analysis (MCA) in SEAS5
data give similar, but not equal, MCA modes. Thus, in Figure 7.3,
causal maps are calculated using South Asian monsoon (SAM) and
circumglobal teleconnection (CGT) patters obtained by projecting the
SAM and CGT patterns obtained in ERA-Interim (Figure 5.2 in this
thesis) onto SEAS5 data. The causal maps shown in Figure 7.3, show
that the causal links tend to differ in magnitude with respect to the
observed ones. Nevertheless, in general the results we see in Chapter 5
are qualitatively reproduced. This preliminary analysis opens the door
for investigating whether and how observed links are reproduced by
models using atmosphere dynamics equations. However, further work is
needed to clarify the reasons behind these differences.
7.4.2 How can we use this method to improve
seasonal forecasting?
In this thesis, Causal Effect Networks and RG-CPD tools have been
applied to the problem of statistical seasonal forecasting (see Chapter
6). The work reported in Chapter 6 has shown that there is potential
for these causal discovery tools to provide useful precursors of ISM
rainfall over the Indian subcontinent. As discussed in Chapters 1 and
6, skillful seasonal forecasts for the ISM rainfall are difficult to achieve
both in models and in statistical models [178][180][122][268]. Thus, it is
worthwhile to exploit the potential provided by causal discovery tools to
find the best set of causal predictors to implement a statistical forecast
model. Below, a possible strategy to tackle this research question is
described. First, there are two ways to apply causal discovery tools to
the problem of seasonal forecasting:
· a direct one, i.e. using these tools to provided statistical forecasts
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· and an indirect one, i.e. applying causal discovery to evaluate how
observed causal links are represented in dynamical models and
then use the acquired information to improve forecasts themselves
or to generate hybrid forecasts.
For the direct step, causal discovery algorithms can be applied to
different temporal (for example monthly instead of seasonal rainfall)
and spatial (for example regionally instead of country-wide) grids than
those chosen in Chapter 6. Testing the ability of CEN and RG-CPD
to provide seasonal forecasts of ISM rainfall on a finer temporal and
spatial scale would be of great help in particular for severe extreme
events such as floods and droughts in India.
For the indirect step, i.e. improving dynamical seasonal forecasts, the
information acquired in Section 7.4.1 would serve a basis for understating
which links are missing in the GCM and then work on how to improve
the latter. For example, causal discovery tools may be applied to find
out which of the observed causal links are missing of misrepresented
in models. This approach can also work in the opposite direction, i.e.
by confirming our interpretation of an observed causal link in case this
is correctly depicted in GCMs. Hybrid forecasts may be developed by
merging information from the dynamical forecasts with knowledge of
observed causal links between different variables. For example, seasonal
forecasts in tropical regions show higher skill when compared to mid-
latitude regions. Thus, the presence of a causal link between the tropical
belt and the mid-latitude circulation may provide useful information
for forecasts, once the tropical state is predicted.
7.4.3 What is the effect of climate change on these
teleconnections?
Finally, a last but crucial point that needs to be considered is how
climate change and anthropogenic global warming will affect the above
mentioned tropical – mid-latitude causal links. Studying these tropical
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– mid-latitude causal links in climate models is naturally divided into
three steps:
· Assessing the representation of these links in historical runs and
therefore the ability of climate models to reproduce these links
· Studying how these links will change under different future emission
scenarios and the robustness of the signal
· Identify the physical processes responsible for the eventual changes.
Generally there are large uncertainties in how the tropical – mid-
latitude circulation system will alter under global warming scenarios
(see also Section 1.7). However, based on previous literature it is possible
to give at least some potential scenarios on how climate change may
affect the causal links identified in Chapters 4 and 5. Based on the
physical understanding of the mechanisms studied in this thesis, three
key elements at play can be identified: (i) changes in the strength of the
ISM circulation and rainfall amounts, (ii) changes in the strength and
occurrence of ENSO events and (iii) changes in mid-latitude westerlies.
Most studies show an increase of ISM rainfall with global warming,
following the Clausius-Clapeyron law implications on increased water
vapor content available with increasing air temperatures [243][159]. This
effect is likely to be at least partly overshadowed by the effect of reflecting
aerosols in the atmosphere and the decrease in strength of the ISM
circulation cell [14][29]. Nevertheless, towards the end of the century,
ISM rainfall is projected to increase [149]. Increased precipitation over
the ISM region would act as a stronger latent heat source and, following
the causal links identified in this thesis, this would lead to a stronger
coupling with the CGT pattern and to a strengthening of the monsoon –
desert mechanism (see Figure 7.2). Chapters 4 shows that enhanced ISM
rainfall and ISM vertical motions act in the direction of reinforcing the
pressure high over central Asia and in turn the CGT pattern (see Figure
4.7 in Chapter 4). Chapter 5 shows that when the ISM convection and
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the CGT pattern are identified using maximum covariance analysis, the
same result is to be expected. Moreover, causal maps give more detailed
spatial information on which regions are most affected by changes in ISM
activity. Thus, an increase in ISM activity would be particularly critical
for the North Africa/Mediterranean Sea region, for central Europe and
for the eastern North Pacific.
However, under climate change scenarios, the stability of the
atmosphere in the northern mid-latitudes is projected to increase and the
CGT pattern itself is projected to weaken in CMIP5 models in RCP4.5
simulations [130]. The same study also suggests a weakening of the
ISM – ENSO relationship, although these results are subjected to major
uncertainties related to model biases in the representation of the Asian
summer monsoon precipitation, tropical SST pattern and their related
teleconnections [130]. Changes in ENSO variability are also critical to
determine changes in tropical – mid-latitude teleconnections. The results
in Chapter 5 show that the causal effect of ISM convective activity on
both subtropical and mid-latitude regions is increased during La Niña
phases. Future projections of ENSO activity show an increase in El
Niño phases with global warming ; this would likely act against the ISM
circulation and therefore reduce its influence on the regions mentioned
above. However, future projections of ENSO show a discrepancy with
observations of SST over the past decades, which show a La Niña-like
trend, and could be due to model biases [213]. On the other hand,
increased El Niño activity would strengthen WNPSM-NPH patterns,
as shown in the results from Chapter 5 (Figure 5.5) and in agreement
with previous studies [130].
Changes in mid-latitude circulation pattern in boreal summer could
further affect tropical regions via the ISM-CGT causal pathway. Summer
storm track activity shows a decreasing trend both in model and
observations [36][23]. Reduced storm track activity may exacerbate
extreme heat conditions. In turn, this may represent a heat source
for the initiation of circumglobal wave trains. Given the importance
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of such wave trains both in intraseasonal variability and extremes of
the ISM system (as shown in Chapters 3 and 4), the position and
persistence characteristics of forced waves will be crucial in determining
the sign and magnitude of the effect on the ISM system. Under global
warming scenarios, the subtropical jet is projected to move northward
[36][75]. This may weaken the connection with the ISM region, as the
proximity of the Indian subcontinent with the climatological subtropical
jet position is one of the reasons why the two systems can interact.
Finally, wave resonance and mid-latitude wave guides may be favored
by climate change due to the formation of double jet conditions at the
barrier between the cold Arctic Ocean and the warm Eurasian landmass
[87]. Similarly to what has been discussed above, the formation of
the circumglobal wave train will influence the ISM system based on
its position and persistence. The most direct approach to test these
hypotheses with causal discovery tools would be to apply the same
analysis framework as described in Chapters 4 and 5 and in Section 7.2
to CMIP6 data.
7.5 Concluding remarks
The presented work has shown that causal discovery represents a useful
tool to study the complexity, non-stationarity and non-linearity of
driving mechanisms of the Indian summer monsoon circulation and of
the interactions between the latter and the mid-latitude circulation. In a
journey that does not presume to have covered all relevant aspects of the
ISM – mid-latitude interactions and with many new questions which still
need to be answered, I achieved new insights into those teleconnections.
Much can still be done to exploit the possibilities of causal discovery
combined with dynamical models to improve the understanding of
ISM – mid-latitude interactions, their seasonal forecasting and their
changes under future climate change scenarios. Finally, assessing the
impact of the tropical – mid-latitude teleconnections identified in this
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thesis on society and the environment represents a crucial step to
integrate scientific knowledge and extreme events forecasting and early-
action mitigation measures. Thus, identifying the influence of tropical –
mid-latitude causal links on the occurrence and magnitude of extreme
weather events such as floods or heat waves represents a future step
which deserves more attention. Effort will be put forward to pursue
these objectives and hopefully answering these key questions will be




· Supplementary Material for Chapter 3: Drivers behind the recurrent
atmospheric wave train leading to the summer 2010 Russian heat
wave and Pakistan flooding
A.1 Text A1
It is important to point out that, although the regional climatology
ensemble (RegClim) we use was produced using a set of global
simulations, this set is not the same as that used for the global
climatology ensemble (GlobClim) in the remainder of our analysis.
The set of global simulations corresponding to RegClim was smaller
in size and did not contain all the variables needed for our analysis.
Thus, due to project and time constraints and to availability of relevant





Figure 3.4g in the main text shows ensemble mean anomalies for
Glob2010 Z300 (for the period 24.07-08.08) calculated from GlobClim.
The plot is shown again in Fig. A2b. We show that the positive anomalies
over almost the entire hemisphere can be explained by a combination of
interannual variability and climate change. To do so, we have calculated
interannual hemispheric Z300 averages for the period 24.07-08.08 (Fig.
A2a, red dotted solid line), and the relative trend (Fig. A2a, blue solid
line) over the period 1987-2015. Figure A2a shows that 2010 is warmer
than usual over the entire Northern Hemisphere, yet the anomaly is not
abnormal compared to the standard deviation of detrended anomalies
(Z300det [2010] = 1.76 * Z300det−s.d. ). When the difference between
the linear fit (blue line) in 2010 and 2001 (median of 1987-2015 period)
is subtracted from the Z300 ensemble mean (Fig. A2c), the positive
anomalies become less pronounced.
A.3 Text A3
For a complete analysis, we provide composites of SAT, Z300 and V300
for Glob2010|T65N without double selecting also on WRussian SAT
and Pakistan Rainfall 90th quantile thresholds as done in Fig. 3.6 in
the main text (Fig. A7). Figure A7 shows that, also when selecting
on high-latitude land warming alone, the atmospheric field features a
circumglobal wave, similar to what shown in Fig. A6c though not as
pronounced. Figure A9 shows same figure as Fig. 3.6 but with global
Rainfall data. Figure A10 shows the composites of V300 and Z300 using
the same set of ensembles used to produce Fig. 3.6.
Figure A5 shows the composites of V300 and Z300 using the same
set of ensembles used to produce Fig. 3.7. We also provide composites
of SAT, Z300 and V300 for Glob2010|soilM without double selecting
also on WRussian SAT and Pakistan Rainfall 90th quantile thresholds
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as done in Fig. 3.7 in the main text (Fig. A8). Similarly to what shown
above, Figure A8 shows that the response of the atmospheric field to dry
soils over WRussia alone also features a circumglobal wave, though the
similarity with Fig. A6c is most pronounced over the Eurasian continent,
and not so much over North America. Figure A6 shows same figure
as Fig. 3.7 but with global Rainfall data. Figure A6e shows a similar
increase in exceeding 90th percentile. However, in Glob2010 the increase
in the far-end of the tail is smaller than in Reg2010 (Fig. 3.7e). This is
likely due to the higher resolution of the regional model resulting in an
improved topographic influence and convective activity, more suited to




Figure A.1: Regional model. Nested regional model (HadRM3P) boundary




Figure A.2: Global SST anomalies for 2010 from OSTIA dataset. Anomalies
calculated based on the 1987-2015 period. Anomalies are expressed in ◦C.
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Figure A.3: Z300 detrended. Panel a): Z300 interannual northern hemispheric
average for the period 24.07-08.08 from GlobClim (1987-2015) (red dotted solid
line) and trend for the same period (blue solid line). Panel b): Same as for Fig.
3.4g in the main text but with different scale. Panel c): Same as Panel b but with
the long-term trend subtracted. See also Text A2.
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Figure A.4: Concurrent extremes. As for Fig. 3.5 but for concurrent extremes
defined based on Glob2010 Rainfall.
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Figure A.5: Soil moisture and temperature/rainfall extremes Panel a:
composites of soil moisture for ensemble members selected with soil moisture signal
over WRussia signal below the 10th percentile (65 ensemble members out of 649)
during June (Glob2010|soilM). Panel b: composites of SAT for Glob2010|soilM and
also exceeding the 90th WRussia SAT index (GlobClim) percentile (black solid
line in Panel c). Panel c: composites of V300 corresponding to ensemble members
selected for panel b. Panel d: Same as panel c but for Z300. Panel e: composites of
regional Rainfall for Glob2010|soilM and also exceeding the 90th Pakistan regional
Rainfall index (RegClim) percentile (black solid line in Panel e). Panel f: composites
of V300 corresponding to ensemble members selected for panel e. Panel g: Same as
panel f but for Z300. Anomalies are calculated form the Glob2010 ensemble mean
over the period 24.07-08.08. The stippling represents the significance at each grid
point and is calculated applying a Student-t Test.
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Figure A.6: Soil moisture and temperature/rainfall extremes Same as Fig.
3.7 but for Glob2010 Rainfall.
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Figure A.7: High-latitude land warming. Panel a: Composites of SAT for
Glob2010|T65N (ensemble members for which the zonal SAT profile has a correla-
tion with the QRA fingerprint exceeding the 90th percentile, 65 ensemble members
out of 649). Panel b: Same as for Panel a but for Reg2010 Rainfall. Panel c: Same as
for Panel a but for Glob2010 Z300. Panel d: Same as for Panel a but for Glob2010
V300. Anomalies are calculated form the Glob2010 (or Reg2010 for the rainfall)
ensemble mean over the period 24.07-08.08. The stippling represents the significance
at each grid point and is calculated applying a Student-t Test.
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Figure A.8: Soil moisture. Panel a: Composites of SAT for Glob2010|soilM
(selected with soil moisture signal over WRussia signal below the 10th percentile,
65 ensemble members out of 649). Panel b: Same as for Panel a but for Reg2010
Rainfall. Panel c: Same as for Panel a but for Glob2010 Z300. Panel d: Same as for
Panel a but for Glob2010 V300. Anomalies are calculated form the Glob2010 (or
Reg2010 for the rainfall) ensemble mean over the period 24.07-08.08. The stippling








Figure A.10: High-latitude land warming and temperature/rainfall ex-
tremes. Panel a: composites of SAT for ensemble members for Glob2010|T65N
(exceeding the 90th percentile, 65 ensemble members out of 649) showing high-
latitude land warming. Panel b: composites of SAT for Glob2010|soilM and also
exceeding the 90th WRussia SAT index (GlobClim) percentile (black solid line in
Panel c). Panel c: composites of V300 corresponding to ensemble members selected
for panel b. Panel d: Same as panel c but for Z300. Panel e: composites of regional
Rainfall for Glob2010|soilM and also exceeding the 90th Pakistan regional Rainfall
index (RegClim) percentile (black solid line in Panel e). Panel f: composites of V300
corresponding to ensemble members selected for panel e. Panel g: Same as panel
f but for Z300. Anomalies are calculated form the Glob2010 (or Reg2010 for the
rainfall) ensemble mean over the period 24.07-08.08. The stippling represents the
significance at each grid point and is calculated applying a Student-t Test.
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Figure A.11: Concurrent extremes. As Figure 3.8 but for Reg2010 data.
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Figure A.12: Anomaly composites of SAT, V300, U300, Z300 and global Rainfall
of days with rainfall over Pakistan (25◦-40◦N, 65◦-85◦E) higher than 90th quantile
for La Niña (left column) and El Niño (right column) years. El Niño years are [1987,
1991, 1997, 2002, 2004, 2009, 2015], La Niña years are [1988, 1998, 1999, 2000, 2007,
2010, 2011]. El Niño and La Niña years are identified based on a threshold of +/-
0.5◦C for the Oceanic Niño Index (ONI) (3 month running mean of ERSST.v5
SST anomalies in the Niño 3.4 region (5◦N-5◦S, 120◦-170◦W)) from NOAA –
Climate Prediction Center, https://origin.cpc.ncep.noaa.gov/products/analysis_
monitoring/ensostuff/ONI_v5.php. When the +/- 0.5◦C threshold is exceed for
consecutive JJA and JAS month, we identify the year as El Niño or La Niña
respectively. The western Russia (WRussia) region and the Pakistan region are
highlighted by a black boxes. The stippling represents the significance at each grid
point and is calculated applying a Student-t Test.
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Figure A.14: High-latitude land warming. Quasi-resonant amplification zonal





Clim. vs 2010 2010 vs T65N 2010 vs soilM
Pak. rainfall (Glob.) 1.7*10−117 9.0*10−21 2.6*10−19
Pak. rainfall (Reg.) 2.6*10−116 1.4*10−19 3.6*10−17
WRussia SAT (Glob.) 4.7*10−15 2.3*10−7 3.2*10−5
Table A.1: Kolmogorov-Smirnov test This table shows the p-values obtained
applying a two-sided Kolmogorov-Smirnov test (calculated using python package
scipy.kstest) to pairs of distributions for each Pakistan rainfall (Glob. and Reg.)
and WRussia SAT (Glob.) indices. The second column shows the p-values for
the comparison between distributions obtained from GlobClim (or RegClim) and
Glob2010 (or Reg2010). The third column shows the p-values for the comparison
between distributions obtained from Glob2010 (or Reg2010) and Glob2010|T65N
(or Reg2010|T65N). The fourth column shows the p-values for the comparison
between distributions obtained from Glob2010 (or Reg2010) and Glob2010|soilM
(or Reg2010|soilM). In all cases p-values are < 0.05 and we can thus reject the null
hypothesis that the two distributions are identical.
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The PC-step has one main free parameter α, which is the significance
threshold chosen to retain or discard a certain parent after calculating the
partial correlation. In the latest version of the algorithm (TIGRAMITE
3.0, https://github.com/jakobrunge/tigramite_old), this value
can either be set as a single value, e.g., α=0.05, or as a set of values
(the default set is α= 0.05, 0.1, 0.2, 0.3, 0.4, 0.5). In the second case,
the best value is chosen by applying the Akaike information criterion
(AIC), which compares the parents obtained with each element of
α. The PC-step starts by first identifying the set of actors that we
want to analyse. As an example, we assume that our set of actors is
composed by 7 univariate time series, which we hypothesize to share
causal relationships. This set is referred to as the initial parents and is
defined as follows:
P = {A, B, C, D, E, F, G} (B.1)
Each letter in P represents a univariate time series, which in our case
must be given in the form of detrended anomalies. The PC algorithm
first calculates plain correlations between the first element (at lag 0)
and each of the remaining elements in P at a certain lag τ (here τ =
1,2). Let us assume that Aτ=0 is found to be significantly correlated
with 3 other actors, which will form the set of initial parents for Aτ=0
(note that actors in (P0 ) are ordered by the strength of the correlation):
P0̂( τ = 0) = {Cτ=−1, Dτ=−2, Eτ=−1, Gτ=−2} (B.2)
For each element in P0̂( τ = 0) , partial correlations are calculated
conditioning on the first strongest correlation. The partial correlation
between the variables x and y conditioned on variable z is calculated
by first performing linear regressions of x on z and of y on z and then
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calculating the correlation between the residuals:
ρ = ρ( x, y|z) = ( Res( x) , Res( y) ) (B.3)
If the partial correlation between x and y is still significant at
a certain confidence level α, x and y are said to be conditionally
dependent given variable z, i.e., the correlation between x and y cannot
be (exclusively) explained by the influence of variable z. When the
opposite happens, the link is thus spurious and therefore filtered out
and x and y are conditionally independent. Following our example, the
algorithm would proceed as follows:
ρ = ρ( Aτ=0, Cτ=−1|Dτ=−2) = 0.3, p < 0.05 (B.4)
ρ = ρ( Aτ=0, Dτ=−2|Cτ=−1) = −0.23, p < 0.05 (B.5)
ρ = ρ( Aτ=0, Eτ=−1|Cτ=−1) = 0.35, p < 0.05 (B.6)
ρ = ρ( Aτ=0, Gτ=−2|Cτ=−1) = −0.18, p > 0.05 (B.7)
In each step, the algorithm calculates the partial correlation between
Aτ=0 and each of the remaining elements of P0̂( τ = 0) conditional on
the first strongest parents Cτ=−1 for all parents except for Cτ=−1 itself,
where the second strongest, Dτ=−2, is used). After this step, the set of
parents is reduced to
P1̂(Aτ=0) = {Cτ=−1, Dτ=−2, Eu=−1} (B.8)
Now, the algorithm tests the remaining parents conditioning on a
subset of two variables, again starting from the strongest:
ρ = ρ( Aτ=0, Cτ=−1|Dτ=−2, Eτ=−1) = 0.29, p < 0.05 (B.9)
ρ = ρ( Aτ=0, Dτ=−2|Cτ=−1, Eτ=−1) = −0.17, p > 0.05 (B.10)
ρ = ρ( Aτ=0, Eτ=−1|Cτ=−1, Dτ=−2) = 0.27, p < 0.05 (B.11)
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The resulting set of parents will now be:
P2̂( Aτ=0) = {Cτ=−1, Eτ=−1} (B.12)
In the next step, the algorithm would test a combination of three
variables. In our example, this is no longer possible because the set of
parents now contains only two variables. When the number of parents
becomes smaller or equal to the number of conditions that should be
tested, the algorithm converges for A and starts to test the parents of
B, following exactly the same process. Let us assume that after testing
all the actors in P, we find three sets of parents:
P2̂( Aτ=0) = {Cτ=−1, Eτ=−1} (B.13)
P3̂( Cτ=0) = {Aτ=−1, Dτ=−1} (B.14)
P2̂( Eτ=0) = {Bτ=−1, Fτ=−1} (B.15)
The selected sets of parents then enter the second step of PCMCI.
The PC-step has one main free parameter α, which is the significance
threshold chosen to retain or discard a certain parent after calculating
the partial correlation.
In the MCI-step, the partial correlation between an actor and its
set of parents is calculated again, but conditioning also on the sets of
parents of the parents of the actor we are interested in. Following our
example:
ρ = ρ( Aτ=0, Cτ=−1|Aτ=−2, Dτ=−2) = 0.26, p < 0.05 (B.16)
ρ = ρ( Aτ=0, Eτ=−1|Bτ=−2, Fτ=−2) = 0.22, p > 0.05 (B.17)
After this final test, both parents pass the MCI test and will then
form the final set of parents for Aτ=0. When a set of different α is used,
the parents with the highest AIC score are used as conditions when
calculating partial correlations in the MCI-step (Runge et al., 2017).
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results = pcmci.run pcmci(tau max=1,
pc alpha = [ 0.2, 0.1, 0.05, 0.01, 0.001],
tau min = 1,
max combinations=1)
independence test = par corr
tau min = 1
tau max = 1
pc alpha =[ 0.2, 0.1, 0.05, 0.01, 0.001]
max conds dim = None




CEN for a forward (along the z axis) propagating wave We
study the following model for a forward propagating wave shown in Fig.
B8 :
f(z, t) = A ∗ cos(k ∗ z − ω ∗ t) + εt (B.18)
with the following variables and parameters:
A = amplitude, here A=1
k = 2∗πλ , here λ = 60◦
ω = 2 ∗ π
T
, here T = 4
εt = random samples from a normal (Gaussian) distribution with mean
value 0 and s.d.=0.6
t = time dimension
z = space dimension
We estimate the period T and the wave length λ from Figure B7.
In the bottom panel (at lag -2), we can identify the upstream high
(H1) and the downstream low (L1), which are by definition located at a
relative distance of 12λ. In the top panel (at lag -1), we can see that both
H1 and L1 have moved downstream (eastward) of about 12λ (∼15
◦).
We can thus estimate the wave length as λ ∼ 60◦ and the period (i.e.,
the time the wave needs to be displaced by 1 λ) as T ∼ 4 time steps.
We use these parameters in equation (1) and then calculate the time
series for the wave taken at two different spatial locations: one upstream
(z1 ∼ 0) and one downstream (z3 ∼
1
2λ).
We then test what a CEN for these two wave variables Wavez1 and
Wavez3 would look like when a lag = -1 is considered. Our results reveal
that if the two points in space are taken at a distance of 12λ, the CEN
does not show any causal link (Figure not shown). This happens because
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B.2 Text B2
for half of the time, one wave is increasing while the other is decreasing,
but for the remaining time the two wave act in phase. However, as soon
as the exact spatial location is displaced by a few degrees, and the time
period is not perfectly T=4 time steps, the same behaviour as the one
shown in Fig. 4.5 in the main text is detected: the causal link from z1 to
z3 has a negative sign, meaning that when the amplitude of the wave is
increasing upstream, going forward in time, it will decrease downstream,
while the opposite happens for the link from z3 back to z1. In Fig. B8,
the following values for the wave parameters are used:
z1 = 0.5◦ (upstream location)




Figure B7 shows evidence that the depicted wave train propagating
eastward can be seen in the correlation maps between the CGTI and
Z200 at lag -1 and -2. From these plots, it is possible to estimate the
period T and wave length λ of the depicted wave. Using these values to
build an idealized wave function, we provide an example to show how
a wave that propagates downstream measured at two different spatial
locations would behave in the PC-MCI algorithm (Fig. B8, panels a,b).
Figure B8, panel c shows that the CEN built with the time series of a
forward propagating wave observed at two different locations in space,
one upstream (z1 ∼ 0) and one downstream (z3 ∼
1
2λ), show the same
behaviour as H1 and L1: the causal link from z1 to z3 has a negative sign,
meaning that when the amplitude of the wave is increasing upstream,
going forward in time, it will decrease downstream, while the opposite




Figure B.1: Standard deviation of weekly detrended anomalies of JJAS Z200 in
the Northern Hemisphere for the period 1979-2017.
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B.3 Figures
Figure B.2: North test for the first ten EOFs for the full Northern Hemisphere (0◦-
90◦N, 0◦-360◦E, left panel) and for the Eurasian sector (0◦-90◦N, 0◦-150◦E, right
panel). The North test function assesses the uniqueness of EOF modes through
assumptions of error on singular values (λ) as described by North et al. (1982)
and Hannachi et al. (2007). Overlapping error bars between neighbouring λ values
indicates a possible mixture of signals.
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B.
Figure B.3: EOF1 (right panel) and EOF2 (left panel) for the JJAS weekly Z200
field in the Eurasian mid-latitudes (0◦-150◦E) for the period 1979-2017.
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B.3 Figures
Figure B.4: Temperature and precipitation anomalies related to high and
low CGTI states. Panels (a) and (b) show mean precipitation anomalies over
the Northern Hemisphere during weeks with CGT I > 1CGT Is.d. and weeks with
CGT I < −1CGT Is.d.,. respectively, from NCEP CPC data and for the period 1979-




Figure B.5: Linear regression of the MT rainfall on the CGTI index.
Precipitation from CPC/NCEP for the period 1979-2917 linearly regressed on the
CGTI index. Panel (a) shows the regression coefficient (mm*day−1*m−1) for lag
-2 (i.e., the CGTI leads the precipitation by 2 weeks). Panel (b) and panel (c): as
for panel (a), but for lags -1 and lag 0, respectively.
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B.3 Figures
Figure B.6: Causal Effect Network (CEN) built with CGTI, NAO, the PC of EOF1
and EOF2 defined on the Eurasian sector (shown in Figure B3) and MT rainfall
for the period 1979-2017.
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B.
Figure B.7: Correlation maps for the CGTI index with Z500 (left panels) and SLP
(central panels) for lags -1 and -2 weeks. A CEN similar to that shown in Fig. 3b
in the main manuscript is reproduced at lag -2.
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B.3 Figures
Figure B.8: Correlation maps between the CGTI time series and Z200 fields at
lags -1 and -2 weeks. Yellow circles denote the central points of L1 and H1.
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B.
Figure B.9: Forward propagating wavePanel (a) and (b) show the time series
for a forward propagating wave with T=3.8 and λ=60◦, taken in z1=0.5◦ and
z3=34.6◦, respectively. Panel (c) shows the CEN built with the time-series of the
propagating wave taken in two different points in space z1 and z3, where z1 is found
upstream (z1 = 0.5◦) and z3 is located downstream (z3 = 34.6◦). See also Text S2
and the main manuscript for further explanation.
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B.3 Figures
Figure B.10: CEN built with MT rainfall from the CPC-NCEP dataset,
SLPbob, T p4M T, andT p6M T forthe1979 − 2016period.
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B.
Figure B.11: Time evolution of path coefficients for a CEN built with CGTI, W1,
MJO2 and MT (over the period 1979-2017) from lag -1 up to lag -3 weeks. Circles




Figure B.12: CGTI and MT rainfall at monthly time scale. Panel (a): correlation
between monthly MT rainfall (lag = 0) and Z200 (lag = -1 month). Panel (b): as
panel (a), but with monthly MT rainfall (lag = 0) and Z200 (lag = 0). Panel (c)
as panel (a), but for MT rainfall and W. Panel (d): correlation between CGTI and
Z200 (both at lag = 0), which forms the circumglobal teleconnection pattern. In
panels (c) and (d), correlation coefficients and anomalies with a p-value of p < 0.05
(accounting for the effect of serial correlations) are shown by black contours.
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Figure B.13: Rainfall climatology over the study region. Panel (a): JJAS rainfall
climatology over the 1979-2016 period from the CPC-NCEP dataset. The black box
identifies the MT region. Panel (b): standard deviation for weekly JJAS rainfall over
the 1979-2016 period from the CPC-NCEP dataset. Panel (c): time series of weekly
MT rainfall over the period 1979-2016; each year contains 18 weeks, with the first
week starting on the 27th of May.
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B.3 Figures
Figure B.14: Mid-latitude variability associated with ISM. Panel (a) and (b):
EOF1 and EOF2 for the JJAS weekly Z200 field in the northern mid-latitudes
for the period 1979-2016. Panel (c): correlation between weekly MT rainfall and
Z200 (lag = -1 week) for the period 1979-2016. Panel (d): the CGTI region
(white box) and the correlation between CGTI and Z200 (lag = 0), which forms
the circumglobal teleconnection pattern for the period 1979-2016. In panels c,d,
correlation coefficients and anomalies with a p-value of p < 0.05 (accounting for
the effect of serial correlations) are shown by black contours. Panel (e): Temperature
anomalies over the Northern Hemisphere during weeks with CGTI > 1 s.d. of CGTI
minus weeks with CGTI < -1 s.d. of CGTI for the period 1979-2016. Panel (f): as
panel (e), but for rainfall anomalies. In panels e,f, anomalies with a p-value of p <
0.05 (accounting for the effect of serial correlations) are shown by black contours,
while grid points significant with non-corrected p-values are shaded.
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B.
Figure B.15: Causal mid-latitude interactions of the ISM. Panel (a): Causal Effect
Network (CEN) built with CGTI, the PC of EOF2 and MT rainfall from CPC-
NCEP dataset for the period 1979-2016. Panel (b): as panel (a), but with the
addition of the EOF1 and NAO.
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B.3 Figures
Figure B.16: Mid-latitude causal precursors of ISM. Panel (a): correlation of CGTI
with Z200 at 1-week lead time (top panel), and the causal precursors of CGTI
identified via RG-CPD (bottom panel) for the period 1979-2016. Panel (b): as for
panel (a), but for OLR fields. Panel (c): correlation map for weekly MT rainfall
and Z200 field at 1-week lead-time (top panel) and the causal precursors identified
via RG-CPD (bottom panel) for the period 1979-2016. Panel (d): ISM rainfall over
the MT region from the CPC-NCEP dataset for the period 1979-2016.
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Figure B.17: Mid-latitude wave train. CEN built with the MT from the CPC-




Figure B.18: Tropical causal interactions of ISM. Panel (a) shows the correlation
map for weekly MT rainfall from the CPC-NCEP dataset for the period 1979-2016
and the global OLR field at 1-week lead-time (top panel) and the causal precursors
identified via RG-CPD (bottom panel). Panels (b): as for panel (a), but for W fields.
Panel (c) and (d) show the CEN build with W1, OLR1 and MT rainfall and MT
rainfall, W1, CGTI and MJO, respectively.
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Figure B.19: Combined mid-latitude and tropical causal interactions of ISM. CEN
built with W1, MJO2, MT rainfall from the CPC-NCEP dataset for the period
1979-2016, NAO, CGTI and EOF2.
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B.3 Figures
Figure B.20: ISMR, WHF and EHF rainfall. Panel (a) shows Indian summer
monsoon rainfall (ISMR, defined over the study area) for CPC-NCEP data. Panel
(b) shows western Himalayan foothills (WHF, defined over 26◦-35◦N and 70◦-
83◦E) and eastern Himalayan foothills (EHF, defined over 20◦-30◦N and 87◦-97◦E)
contoured by a black box. Panel (c) shows the time series for ISMR averaged over
the whole country for the period 1979-2017. Panels (d) and (e): as panel (c), but




Figure B.21: CEN for ISMR, WHF and EHF rainfall. Panel (a) shows a CEN as
for Fig. 4.7 in the main text, but for western Himalayan foothills (WHF) rainfall
from CPC-NCEP data. Panels (b) and (c): as panel (a), but for eastern Himalayan
foothills (EHF) rainfall and Indian summer monsoon rainfall (ISMR, defined over




Link Link strength (CE) Correlation
βW 1→MT 0.54 0.55
βMJO2→W 1 0.49 0.45
βCGT I→MT 0.18 0.26
βW 1→MJO2 -0.39 0.17
βEOF 2→NAO 0.12 -0.01
βNAO→CGT I 0.17 0.12
βW 1→CGT I 0.16 0.2
βEOF 2→CGT I 0.14 0.16
βCGT I→EOF 2 0.07 0.15
βCGT I→W 1 0.09 0.15
βMJO2→W 1 ∗ βW 1→MT 0.49*0.54 = 0.26 0.38
βCGT I→W 1 ∗ βW 1→MT 0.09*0.54 = 0.05 0.26
βNAO→CGT I(βCGT I→MT ∗ βW 1→MT ) 0.17*(0.18+0.05) = 0.04 0.04
Table B.1: Causal effect (CE) values. CE values for links presented in Fig. 4.7
in the main text.
name ACE ACS






Table B.2: Average causal effect (ACE) and average casual susceptibility






· Supplementary Material for Chapter 5: Dominant patterns of
interaction between the tropics and mid-latitude in boreal summer:
Causal relationships and the role of timescales
C.1 Text C1
Using OLR composites, we explicitly show that the temporal evolution
of the SAM convective activity at weekly time scales resembles the
evolution of the Boreal Summer Intraseasonal Oscillation (BSISO)
(Goswami and Ajaya Mohan, 2001; Saha et al., 2012) (see Fig. C2 in the
Supplementary Material). The OLR pattern depicted by the first MCA
mode represents phase 4-5 of the BSISO evolution (Fig. C2). The BSISO
is characterized by a rainfall band tilted from northeast to southwest
propagating from the tropical Indian Ocean toward Southeast Asia with
a period of about one to two months. To further explore this hypothesis,
we present a Wheeler-Hendon diagram using the BSISO index as defined
by Kikuchi (2010) and plot (using different colours) BSISO phases that
correspond to different lags (as defined considering the MCA mode 1
pattern for OLR as lag 0, see Fig. C2). The results show that each lag
tends to cluster consistently around the corresponding BSISO phase (see
Fig. C3a in the Supplementary Material). This suggests that the BSISO
may exert a large-scale tropical control on mid-latitude anomalies, using
variations in SAM rainfall as a pathway. When the same approach
is applied to the WNPSM pattern, no consistent behaviour can be
identified (Fig. C3b).
Parameters used for PCMCI (see https://jakobrunge.github.io/
tigramite/ tigramite.pcmci.PCMCI for further explanation):
For causal map (Figs. 3,4,5 in the main text):
Pc alpha = 0.2
Alpha level to print results= 0.05
Weekly: tau max = -2, tau min = 0








For CEN (Fig. 6 in the main text):
Pc alpha = None (PCMCI default)
Alpha level to print results= 0.05
Weekly: tau max = -2, tau min = 0









Figure C.1: Composites of seasonal averaged SST anomalies for summer JJAS
preceding El Niño, winter (DJF) with El Niño peak an summers following El Niño
(left column). Right column: Same as left column but for La Niña years.
242
C.2 Figures
Figure C.2: Time evolution of weekly tropical and mid-latitude anomalies.
Composites of weekly OLR (left column), Z200 (central column) and V200 (right
column) fields are calculated for weeks with high MCA mode 1 OLR scores
(M1OLR) and M1OLR > M1OLRstd minus weeks with low M1OLR (M1OLR <
M1OLRstd). Here, lag 0 refers to the weeks where the M1OLR anomalies larger or
smaller than M1OLRstd are identified. Lags -1 and -2 are defined as 1 and 2 weeks
prior lag 0, while lags +1 and +2 are defined as 1 and 2 weeks following lag 0.
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Figure C.3: BSISO time evolution. BSISO data from Kikuchi et al. (2010)
weekly averaged. The colour of each point in the Wheeler-Hendon diagram repre-
sents different lags defined as in Fig. C2. For simplicity, overlapping events are
shown only once (only the event that stars first in time is shown). See SI text.
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C.2 Figures
Figure C.4: EOF analysis. The right column shows the first five EOF patterns
for Z200, the left column shows the first five EOF patterns for OLR. In the title of
each panel, the spatial correlation values with the MCA patterns reported in Fig. 2
of the main manuscript are shown. Red font highlights those EOFs that exhibit the
strongest overall correlation with the MCA patterns discussed in our manuscript.
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Figure C.5: MCA of mid-latitude Z200 and tropical vertical velocity at
intraseasonal time-scales. Panels (a) and (b) show the first MCA mode for mid-
latitude geopotential height at 300 hPa (Z200, expressed in m) (25◦-75◦ N) and
tropical vertical velocity (Omega, expressed in Pa/s) (15◦S-30◦N), respectively, at
the weekly time scale. The first MCA highlights the circumglobal teleconnection
(CGT) pattern in the mid-latitudes and the South Asian monsoon (SAM) in the
tropical belt. Panels (c) and (d): Same as for panel (a) and (b) but for the second
MCA mode. This mode depicts the North Pacific High (NPH) in the mid-latitudes
and the western North Pacific summer monsoon (WNPSM) in the tropical belt.
The squared covariance fraction (SCF) of each MCA mode is given on top of the
panels. Panel (e) shows the time series of MCA scores for the two MCA modes
at the weekly time-scale. Each MCA pattern has its own time series, i.e. one for
tropical OLR and one for mid-latitude Z200 (note that different y-axes are used).
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C.2 Figures
Figure C.6: MCA of mid-latitude Z200 and tropical velocity potential at
intraseasonal time-scales. Panels (a) and (b) show the first MCA mode for mid-
latitude geopotential height at 300 hPa (Z200, expressed in m) (25◦-75◦ N) and
tropical velocity potential (VelPot, expressed in m2/s) (15◦S-30◦N) respectively, at
the weekly time scale. The first MCA highlights the circumglobal teleconnection
(CGT) pattern in the mid-latitudes and the South Asian monsoon (SAM) in the
tropical belt. Panels (c) and (d): Same as for panel (a) and (b) but for the second
MCA mode. This mode depicts the North Pacific High (NPH) in the mid-latitudes
and the western North Pacific summer monsoon (WNPSM) in the tropical belt.
The squared covariance fraction (SCF) of each MCA mode is given on top of the
panels. Panel (e) shows the time series of MCA scores for the two MCA modes
at the weekly time scale. Each MCA pattern has its own time series, i.e. one for
tropical OLR and one for mid-latitude Z200 (note that different y-axes are used).
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Figure C.7: MCA of mid-latitude Z200 and tropical OLR at intraseasonal
time scales. Panels (a) and (b) show the first MCA mode for mid-latitude Z200
(25◦-75◦ N) and tropical OLR (15◦S-30◦N), respectively, at the 4-weekly time scale.
This mode depicts the North Pacific high (NPH) in the mid-latitudes and the
western North Pacific summer monsoon (WNPSM) in the tropical belt. Panels
(c) and (d): Same as for panel (a) and (b) but for the second MCA mode. The
second MCA highlights the circumglobal teleconnection (CGT) pattern in the mid-
latitudes and the South Asian monsoon (SAM) in the tropical belt. The squared
covariance fraction (SCF) of each MCA mode is given on top of the panels. Panel
(e) shows the time series of MCA scores for the two MCA modes at 4-weekly time
scale. Each MCA pattern has its own time series, i.e. one for tropical OLR and
one for mid-latitude Z200 (note that different y-axes are used). Panel (f): Same
as panel (e) but for weekly time series obtained by projecting the 4-weekly MCA
modes on weekly OLR and Z200 3D fields.
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C.2 Figures
Figure C.8: Robustness test for causal maps as shown in Fig. 5.2 of the
main manuscript. Dark purple shows regions that show a significant causal link
at a significance level of alpha α = 0.05 (after applying the false discovery rate
correction) in all ten causal maps obtained by iteratively removing a set of 4




Figure C.9: Robustness test for causal maps as shown in Fig. 5.3 of the
main manuscript. Dark purple shows regions that show a significant causal link
at a significance level of alpha α = 0.05 (after applying the false discovery rate
correction) in all ten causal maps obtained by iteratively removing a set of 4




Figure C.10: Influence of MCA mode 2 on Northern Hemisphere circu-
lation. Panel (a): correlation map between the weekly SAM time series (obtained
from 4-weekly MCA modes, see SI Fig. C1) and the Z200 field. Panel (b): Same
as panel (a) but for the correlation between weekly CGT time series and the Z200
field. Panel (c): path coefficient β for link SAMτ=−1 → Z200τ=0 for a 3-actor
CEN built with SAM, CGT and Z200. Panel (d): Same as panel (c) but for the link
CGTτ=−1 → Z200τ=0. Panels (e) and (g): Same as panel (c) but for the influence
of SAM on OLR and T2m fields respectively. Panels (f) and (h): Same as panel
(d) but for the influence of CGT on OLR and T2m fields respectively. Only path
coefficients β with p < 0.05 (accounting for the effect of serial correlations) are
shown by black contours, while grid points which are found significant only with
non-corrected p-values are shaded. The dashed black line located at 30◦N shows
the border between the tropical and the mid-latitude belt.
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Figure C.11: Influence of MCA mode 1 on Northern Hemisphere circu-
lation. Panel (a): correlation map between the weekly SAM time series (obtained
from 4-weekly MCA modes, see SI Fig. C1) and the Z200 field. Panel (b): Same as
panel (a) but for the correlation between weekly CGT time series and the Z200 field.
Panel (c): path coefficient β for link W NP SMτ=−1 → Z200τ=0 for a 3-actor CEN
built with WNPSM, NPH and Z200. Panel (d): Same as panel (c) but for the link
NP Hτ=−1 → Z200τ=0. Panels (e) and (g): Same as panel (c) but for the influence
of WNPSM on OLR and T2m fields respectively. Panels (f) and (h): Same as panel
(d) but for the influence of NPH on OLR and T2m fields respectively. Only path
coefficients β with p < 0.05 (accounting for the effect of serial correlations) are
shown by black contours, while grid points which are found significant only with
non-corrected p-values are shaded. The dashed black line located at 30◦N shows
the border between the tropical and the mid-latitude belt.
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C.2 Figures
Figure C.12: Robustness test for causal maps as shown in Fig. 5.4 of
the main manuscript. Dark purple shows regions featuring a significant causal
link at a significance level of alpha α = 0.05 (after applying the false discovery
rate correction) in all ten causal maps obtained by iteratively removing a set of




Figure C.13: MCA modes during different ENSO phases. Panels (a) and
(b) show the first MCA mode for mid-latitude Z200 (25◦-75◦ N) and tropical OLR
(15◦S-30◦N), respectively, at the weekly time scale and during La Niña years only.
Panels (c) and (d): Same as for panel (a) and (b) but for the second MCA mode.
Panels (e) to (h): Same as panels (a) to (d) but for El Niño summers.
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C.2 Figures
Figure C.14: Histograms for spatial correlation between each weekly
MCA mode and the Z200/OLR fields. Panel (a): histogram for the spatial
correlation between the weekly MCA mode 1 Z200 pattern and the Z200 weekly
field. Panel (b): Same as panel (a) but for the weekly MCA mode 1 OLR pattern
and the weekly OLR fields. Panel (c): Same as panel (a) but for MCA mode 2.
Panel (d): Same as panel (b) but for MCA mode 2.
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Figure C.15: Causal maps: ENSO influence. Panel (a) shows the β values
for the link W NP SMτ=−1 → Z200τ=0 a 3-actor CEN built with WNPSM,
NPH and Z200 during El Niño years. Panel (b): Same as panel (a) but for
La Niña years. Panels (c) and (d): Same as panels (a) and (b) but for the
link NP Hτ=−1 → Z200τ=0. Panels (e) and (f): Same as panels (a) and (b)
but for the link SAMτ=−1 → Z200τ=0 from a 3-actors CEN built with SAM,
CGT and Z200. Panels (g) and (h): Same as panels (e) and (f) but for the link
CGTτ=−1 → Z200τ=0. Only β values with p < 0.05 are shown.
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C.2 Figures
Figure C.16: Two-way causal link between tropical OLR and mid-latitude
Z200.Same as Figure 5.5 but for time series obtained from OLR and Z200 fields



















Table C.1: Classification of El Niño and La Niña years. See Method section





· Supplementary Material for Chapter 6: Long-lead statistical forecasts
of the Indian Summer Monsoon Rainfall based on causal precursors
D.1 Text D1
In this work, a modified version of the Peter and Clark algorithm
was used, the code is available on the following github repository:
https://github.com/jakobrunge/tigramite. The function used is
run pc stable().
D.2 Text D2
In order to satisfy statistical requirements, for identifying the causal
precursors via RG-CPD and training a corresponding forecast model,
we need a minimum of 30 years of data. Thus, in order to provide at
least 20 years of forecasts, we need a longer time series than provided by
AIR from CPC, which contains only 38 years. We thus use the Rajeevan
rainfall dataset (RAJ) over the period 1951-2004 together with SLP
and T2m from the ERA20C reanalysis. Before discussing the results
obtained for the forecast, we provide a comparison between the causal
precursors of the AIR from CPC and the AIR from RAJ over the period
common to both datasets, i.e., 1979-2004.
Figure S3 shows the correlation maps and causal precursors for
AIR from CPC over the 1979-2004 period (panel D3a), for AIR from
RAJ over the 1979-2004 period (panel D3b) and for AIR from RAJ
over the 1951-2004 period (panel D3c). The correlation maps shown in
Figure D3a-I are obtained from a different time range (1979-2004) of
the rainfall and reanalysis datasets than those used in Figures 6.2a-I
(1979-2016), leading to different correlation patterns. The magnitude
and patterns of the correlations with SLP remain very similar to those
shown in Figure 6.2a-I. However, the significance of the correlations
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D.2 Text D2
generally decreases. As a result, we have smaller SLP precursor regions
in Figure D3a-I. Three causal regions are identified (Figure D3a-II):
two regions with positive correlation over the tropical central Pacific
and southeastern Pacific in T2m (T2mP acificτ=−4 and T2m
SP acific
τ=−4 ), and
one positively correlated region in the South Atlantic (SLP SAtlanticτ=−4 ).
T 2mP acificτ=−4 spatially corresponds to the T 2m
P acific
τ=−5 region that is shown
in Figure 6.2b, while SLP SAtlanticτ=−4 is the same which is detected during
ENSO-positive years in Figure 6.4a.
Figure S3b shows the correlation maps and causal precursors for
AIR from RAJ over the 1979-2004 period. Comparing SLP and T2m
correlation maps with those shown in Figure S3a, we see that the
correlation maps obtained for AIR from RAJ are in general qualitatively
similar to those calculated for AIR from CPC. However, the significance
and exact geographical location of the patterns can differ, resulting
in a different set of precursor regions. Here, since the time period
and the reanalysis data are the same as in Figure S3a, differences in
precursor regions and, consequently, in causal precursors must arise from
differences between the two rainfall time series, which over the 1979-2004
period show a correlation of only r=0.58 (Figure 1c). Over the 1979-2004
period, two causal precursors are detected over the Arctic (T2mArcticτ=−4 )
and in the Southern Atlantic (T 2mSAtlanticτ=−4 ) in T2m. Although displaced
westward, T2mSAtlanticτ=−4 is consistent with the T2mSAtlanticτ=−4 shown in
Figure D3a, while T 2mArcticτ=−4 is detected in Figure 6.4a (ENSO-positive
years) and 6.2b (full 1979-2016 period).
Figure D3c shows the precursors of AIR from RAJ over the 1951-
2004 period. Here, SLP and T2m from the ERA-20C reanalysis are used.
Because the rainfall dataset is the same, differences in the correlation
maps between Figures D3c and 6.6b possibly arise from the different time
periods analyzed (54 and 26 years, respectively), although differences in
the two reanalysis datasets may also play a role. As in the previous case,
in general the sign of the correlations is qualitatively consistent. However,
their significance changes modifying the exact position and spatial
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extension of the precursor regions. Four causal precursors are detected
over the 1951-2004 period: a negatively correlated SLP region over the
Arctic region and eastern Canada at 4-month lead time (SLP Acticτ=−4), a
positively correlated T2m region in the northeastern Pacific at 5-month
lead time (T 2mP acificτ=−5 ), a negatively correlated T2m region over eastern
Eurasia at 5-month lead time (T2mCAsiaτ=−5 ), and a negatively correlated
SLP region in the southern Pacific at 5-month lead time (SLP SP acificτ=−5 ).
Figure S4 shows the hindcasts obtained for AIR from CPC over the
1979-2004 period (panel S4a), for AIR from RAJ over the 1979-2004
period (panel D4b), and for AIR from RAJ over the 1951-2004 period
(panel D4c). In panel D4a,b (D4c) the first 15 (30) years are used to
train the multiple regression model and the last 11 (24) are hindcasted.
The correlation between observations and forecasts over the training
periods is 0.8-0.9, while over the testing period it is slightly lower
(r=0.6-0.8) but still significant (p-value<0.05, with the only exception
of panel S4b with p-value<0.1).
Overall, this comparison shows first the differences due to the choice
of the length of the time series (Figure 6.2a,b compared to Figure S3a
and Figure S3b compared to Figure D3c), and the utilization of different
rainfall datasets (Figure S3a compared to Figure D3b). Although the
exact shape or geographical location of the precursor regions changes
due to both data and time period chosen, the identified causal precursors
show a consistency in the detected patterns. Taking into account the
results shown in Figures 6.2, 6.4 and D3, we can identify those precursor
regions that are most robust, i.e., those which are detected across
different datasets or selected periods. We can categorize the detected
causal precursors into three main groups: causal precursors that come
from the Arctic and Eurasian regions (appearing in Figures 6.2b, 6.4a,
D3b and D3c), causal precursors from the tropical Pacific and tropical
Atlantic (appearing in Figures 6.2b, 6.4b, D3a and D3c), and causal





Figure D.1: Same as figure 6.3 but for lag 2-3.
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Figure D.2: Forecast model based on linear regression between the monthly
Niño3.4 index at lag -4 and CPC-AIR over the period 1979-2016.
Figure D.3: Forecast model based on linear regression between the monthly
Niño3.4 index at lag -4 and RAJ-AIR over the period 1951-2004.
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Figure D.4: Comparison between different rainfall datasets: Causal pre-
cursors. Panel a-I): correlation maps between seasonal AIR from CPC and T2m
(left) or SLP (right) from the ERA-Interim reanalysis over the period 1979-2004.
The top row shows 4-month lead (Feb) and the bottom row 5-month lead (Jan).
Regions which are significantly correlated (p-value<0.05) are contoured by solid
black lines. Panel a-II): detected causal precursors, identified by a name-tag and
lag-time. Panel b-I) and b-II): as panel a-I) and a-II) but for AIR from RAJ over
the 1979-2004 period. Panel c-I) and c-II): as panel b-I) and b-II) but for AIR from
RAJ over the 1951-2004 period.
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Figure D.5: Sensitivity of hindcasts on different rainfall datasets: Panel
a): AIR as observed from CPC (solid black line) and hindcasts trained on 1979-
1993(solid blue line) tested on 1994-2004 (solid green line). Correlations between
observed and hindcasted values are also shown. Panel b): as panel a) but for
the AIR from RAJ. Panel c): AIR as observed from CPC (solid black line) and
hindcasts trained for 1951-1980 (solid blue line) and tested for 1980-2004 (solid
green line).Single (double) asterisk(s) denote AUC values with p-value<0.1 (0.05).
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Figure D.6: Operational forecasting RAJ 1901-2004 period. Panel a): ISMR
as observed from RAJ (dashed black line) and forecast model (solid magenta line)
for the period 1931-2004. IMD forecasts are also shown over the period 1988-2014
(solid blue line). Correlations between observed and forecasted values are also given.
Panel b) as panel a) but for lead-time of 2 months. Panel c) ROC curves for events
below the 30th percentile for 1931-2004: 4-month lead (solid magenta line ), 2-
month lead (solid green line). AUC values for IMD are reported in blue. Panel
d): as panel c) but for events higher than the 70th percentile. Panels e), g) and
i) as for panel c) but for periods 1933-1956, 1957-1980 and 1981-2004 respectively.
Panels f), h) and j) as for panel d) but for periods 1933-1956, 1957-1980 and 1981-




Figure D.7: Pacific decadal Oscillation (PDO). Observed PDO from NOAA






Figure D.8: Operational forecasting RAJ 1901-2004 period based on
ENSO-positive and ENSO-negative. Panel a): ISMR as observed from RAJ
(dashed black line) and forecast model (solid magenta line) for the period 1947-
2004. IMD forecasts are also shown over the period 1988-2014 (solid blue line).
ENSO-positive (ENSO-negative) years are highlighted by red (blue) background
shading. Correlations between observed and forecasted values are also given. Panel
b) as panel a) but for lead-time of 2 months. Panel c) ROC curves for events below
the 30th percentile for 1931-2004: 4-month lead (solid magenta line), 2-month lead
(solid green line). AUC values for IMD are reported in blue. Panel d): as panel c)
but for events higher than the 70th percentile. Panels e) and g) as for panel c) but
for periods 1957-1980 and 1981-2004 respectively. Panels f) and h) as for panel d)
but for periods 1957-1980 and 1981-2004 respectively. Single (double) asterisk(s)
denote AUC values with p-value<0.1 (0.05).
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Figure D.9: Frequency plot RAJ 1901-2004 lag 2-3. Frequency plot represent-
ing the frequency of each grid point in being detected as causal precursor, where
1.0 means that a certain grid point has been used 100% of the times. This type
of plot does not differentiate between T2m and SLP regions. Panel a) shows the
frequency plot for the period 1931-2004, panel b) for the period 1933-1956, panel
c) for the period 1957-1980 and panel d) for the period 1981-2004.




Figure D.11: Table D1. Number of precursor regions. The number of
precursor regions identified at each lag is reported for both SLP and T2m fields
over the 1979-2016 period and for ENSO-positive and ENSO-negative years. Values
for ENSO-negative years are shown in brackets.
Figure D.12: Table D2. Regression coefficients. β coefficients for the multiple-
linear regression model referring to CPC-AIR over the period 1979-2016 and
for ENSO-positive and ENSO-negative years together with the names of the
corresponding region and their standard errors.
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Figure D.13: Table D3. Bayesian Information Criterion (BIC). Over the
period 1979-2016, BIC values for the hindcast model are reported for individual
causal precursors, combinations of four causal precursors and for all five causal
precursors (first column). For ENSO-positive years, BIC values for the hindcast
model are reported for individual causal precursors, all possible combinations of
two causal precursors and for all three causal precursors together (second column).
Same for ENSO-negative years (third column).
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Figure D.14: Table D4. AIC and BIC values with Niño3.4. Over the period
1979-2016, AIC and BIC values are reported for single regions and the Niño3.4
index, all combinations of five regions and for the six potential predictor variables
together.
Figure D.15: Table D5. Correlation and MSRE for ISMR forecast for 2-3




Figure D.16: Table D6. Correlation and MSRE for ISMR forecast for 4-
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Durante l’estate dell’emisfero boreale, il monsone indiano rappresenta
una delle componenti più energetiche del sistema climatico terrestre.
La circolazione atmosferica legata al monsone e le sue abbondanti
piogge sono fondamentali per l’economia e gli ecosistemi naturali
dell’Asia meridionale, mentre stati estremi del monsone possono portare
a siccità o inondazioni, con gravi impatti sulla società sia in India
che negli stati vicini. L’influenza dell’attività convettiva legata al
monsone non é limitata all’India, ma si estende anche alle regioni
limitrofe. Agendo come una fonte di calore, il monsone indiano può
influenzare la circolazione alle medie latitudini attraverso la sua
interazione con treni d’onda quasi-stazionari nelle medie latitudini.
I treni d’onda a carettere emisferico sono importanti per la formazione
e il mantenimento sia di ondate di calore che di eventi alluvionali
alle medie latitudini. Inoltre, questi treni d’onda possono modulare
l’attività pluviometrica del monsone e quindi influenzare la variabilità
intrastagionale e interannuale dello stesso. Comprendere i meccanismi
fisici alla base di queste interazioni bidirezionali tra i treni d’onda
emisferici delle medie latitudini e il sistema monsonico e l’influenza di
queste teleconnessioni sulle condizioni meteorologiche superficiali locali
e remote e su eventi meteorologici estremi è fondamentale per migliorare
le previsioni stagionali e a lungo termine sia del monsone che della
circolazione estiva delle medie latitudini. Durante periodi di condizioni
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estreme del monsone, sono state osservate interazioni con la circolazione
delle medie latitudini. L’alluvione avvenuta nella regione del Pakistan
nel 2010 è un chiaro esempio di tale interazione: questo evento si è infatti
verificato contemporaneamente a una devastante ondata di calore sulla
Russia e i due eventi erano collegati tramite le correnti del jet stream.
Tuttavia, i meccanismi che governano l’interazione tra il monsone e le
medie latitudini non sono ancora ben compresi.
In questo lavoro, ho analizzato le interazioni tra i tropici a gli
extra-tropici nell’emisfero settentrionale in estate utilizzando una
combinazione di approcci di "machine learning" e simulazioni tramite
modelli climatici allo stato dell’arte. Per migliorare la comprensione di
queste interazioni, ho applicato degli strumenti di "causal discovery" per
valutare le interazioni causali tra le diverse componenti del sistema di
circolazione monsonico ed altre regioni remote, comprese quelle delle
medie latitudini. Usando questa tecnica, sono stati valutati l’importanza
e la magnitudine dei "driver" tropicali ed extratropicali della circolazione
monsonica e della variabilità intrastagionale. Come approccio comple-
mentare, ho utilizzato un "grand ensemble" di simulazioni da un modello
atmosferico per studiare l’influenza di diverse condizioni al contorno e
condizioni iniziali sugli estremi concomitanti tra la penisola indiana e
la Russia occidentale. Entrambi gli approcci mostrano l’importanza
di una connessione reciproca tra la precipitazioni monsonica e la
circolazione nelle medie latitudini dell’emisfero nord. Nel corso di questa
tesi, ho analizzato innanzitutto gli estremi concomitanti del 2010 che
interessano le temperature al suolo in Russia e la precipitazione in
Pakistan utilizzando un ampio "ensemble" di simulazioni da modello. I
miei risultati mostrano che la configurazione atmosferica responsabile
di questi eventi è un’onda emisferica, che viene riprodotta dal modello
atmosferico. Le anomalie di temperatura superficiale oceanica e il
fenomeno de "La Niña" sono importanti nell’aumentare la probabilità
di questi eventi; inoltre, altre condizioni locali come suoli aridi o alte
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temperature al suole nelle alte latitudini aumentano ulteriormente la
probabilità di sviluppo di queste onde atmosferiche a carattere ricorrente.
Inoltre, ho analizzato le relazioni di causalitá tra la circolazione alle
medie latitudini, il monsone indiano ed i suoi driver tropicali utilizzando
uno strumento di causal discovery in grado di rimuovere le relazioni non
causali tra un insieme di variabili selezionate in base alle conoscenze
teoriche. La direzione e il segno di queste relazioni causali non sono
influenzati da El Niño-Southern Oscillation (ENSO), mentre l’intensitá
delle relazioni causali è modulata dalla fase di ENSO. In generale,
la relazione tra il monsone e la circolazione alle medie latitudini si
rafforza durante gli anni dominati da La Niña, con un maggiore impatto
del sistema monsonico in regioni remote sia nei subtropici che alle
medie latitudini. Infine, questi strumenti di "causal discovery" sono
applicati al problema della previsione stagionale dell’accumulo totale
di precipitazione nella regione dell’India. Qui, ho dimostrato che i
precursori causali danno un’abilità predittiva utile fino a 4 mesi di
anticipo. Anche in questo caso, la fase di ENSO influenza i precursori
causali rilevati, e inoltre viene dimostrata una forte non stazionarietà di
questi ultimi. Infine, ho sviluppato ulteriormente le tecniche applicate
per eliminare le correlazioni non causali su di una mappa bidimensionale.
I risultati corrispondenti mostrano un grande potenziale per migliorare le
previsioni stagionali e comprendere meglio le differenze tra le osservazioni
e l’output del modello dinamico.
In conclusione, in questa tesi ho dimostrato che il legame bidirezionale
tra il monsone e la circolazione atmosferica alle medie latitudini (i) è
confermato sia in un quadro di analisi causale che in esperimenti che
utilizzano un modello atmosferico, (ii) è modulato da ENSO e (iii) è
importante per la comprensione degli eventi estremi concomitanti tra le
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Il mio percorso verso il dottorato è iniziato quasi 9 anni fa, quando
durante uno stage svolto presso l’istituto CNR-ISAC di Torino, ho
scoperto quanto fosse affascinante il mondo della fisica dell’atmosfera
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grande".
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sogno.
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sogno. Naturalmente, chiunque abbia fatto o stia facendo un dottorato
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stato un sogno, ma la mia vita non sarebbe la stessa senza di voi.
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dottorato con tante persone divertenti ed aperte, che mi hanno insegnato
molto, sia al PIK che all’IVM. Poche cose sono state così tristi nell’ultimo
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gruppo SacreX, ci sará sempre un piatto di lasagne pronto ad aspettarvi.
E infine ai miei tre relatori del dottorato, grazie per la vostra pazienza
e per avermi insegnato come si conduce un buona ricerca. Ho imparato
molto da voi, e non solo dal punto di vista scientifico ma anche da quello
personale.
Ho avuto la fortuna di poter seguire un sogno, che mi ha portato
a scoprire nuovi paesi e culture, a viaggiare e a incontrare persone
straordinarie.
Per tutto questo e per molto di più, a tutti coloro che hanno reso
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