Abstract. An accurate colorimetric characterization of digital still cameras (DSCs) is vital to any high-quality color-reproduction system. However, achieving a perfect relationship between DSC responses and input spectral radiance is not practically easy, even when they have a reasonable linear relationship. In this research, we investigated differences in capturing geometries as a source of nonlinearity in camera characterization workflows. This nonlinearity can be corrected using a physical model describing the spectrophotometric changes according to illumination/capturing geometries. We introduced a model based on the Saunderson equation as an approach to predict surface properties suitable for paint layers in different geometries. According to the results, the Saunderson surface correction successfully compensated for the dissimilarities among spectrophotometric and spectroradiometric measurements, regardless of the capturing and lighting geometries. The model was also used for characterizing digital still cameras using matte, semi-glossy and glossy color targets as training datasets. The Saunderson-based models improved the transformation matrix for different geometries compared to conventional methods. Also, the results confirmed the validity of a simpler derivation of the Saunderson surface correction based on linear matrix operations. d
INTRODUCTION
Having an accurate image acquisition system is imperative for any high-quality color management workflow, influencing the error cascading through the whole system. Besides the capacities of image-capturing hardware, color characterization techniques can be a significant source of error in the acquisition steps. For digital still cameras (DSCs), color characterization methods refer to the techniques of converting camera responses (e.g. RGB) to a deviceindependent colorimetric representation (e.g. CIEXYZ). [1] [2] [3] [4] The capability of current DSCs in high-quality and reliable image acquisitions has generated the interest of using such instruments as image-based (two-dimensional) colorimeters in scientific applications. Basically, the constitutive optical elements of DSCs and scientific colorimeters are fundamentally identical. In addition, the availability of RAW data from current DSCs removes any extra and unwanted processes (e.g., white balance and gamma correction), providing more flexibility for accurate color characterizations.
The target-based color characterization of DSCs has been the subject of many research articles in the past decade, [5] [6] [7] [8] [9] [10] [11] [12] [13] evaluating a number of factors affecting the accuracy of color characterization regarding utilized characterization algorithms, color target structure, and camera hardware. The conclusions mostly point out that the targetbased characterization methods are valid for a particular lighting geometry, color target materials, and surface structure. This dependence had led to designing optimized color targets in recent research, taking into account several factors, such as material, gamut, and the number of color patches, with less consideration of the role of lighting geometry on the color target appearance. The variety of capturing geometries and the uncontrolled nature thereof are other factors increasing the complexity of the characterization process. The more divergent these geometries and differences in surface properties between the profiling target and object, the greater the characterization error. To avoid possible appearance changes caused by the capturing geometries, it is recommended to keep the viewing/illuminating geometry consistent with the measurement geometry and typical observing conditions. 1, 2, 5 The material aspects become important particularly when color patches vary in surface and spectral properties, leading to different appearance changes according to geometry changes. On the other hand, DSCs have the potential of acting as colorimeters independent of any geometrical capturing structure and color target materials. In this research, we investigated the dependence of target-based camera color characterization with respect to the target's surface structure and camera-taking geometry. It will be discussed that this dependence on capturing conditions can be predicted and in turn reduced by compensating for geometry and surface characteristics using an appropriate optical model. categories in the literature: spectral sensitivity-based ones, and color target-based ones, as specified by ISO17321. 14 The spectral sensitivity-based models connect device-dependent and device-independent color spaces by a linear combination of camera spectral sensitivity curves and color matching functions. 5, 8, 9, [14] [15] [16] In the target-based characterization method, this relationship is established according to a set of color patches with available pre-measured spectral or colorimetric data. The concepts investigated in this research mostly include the target-based DSC characterization method since it is inexpensive and more practical compared to the other method. Nevertheless, other device characterization methods, including spectral sensitivity-based techniques and those for characterizing scanners, can still benefit from the conclusions drawn in this research.
The simple polynomial-based regression methods have been introduced as practical and simple models with satisfactory accuracy compared to other methods. In most of the proposed methods, camera responses are required to be RAW data and already corrected for nonlinearity, dark current, and optical flare. In many cases, a simple linear transformation is sufficient to map device-dependent and device-independent spaces with adequate performance; even so, higher-order polynomials have reportedly improved estimations. 5 It is also mentioned that the lower-order conversions are preferred to avoid unwanted local maxima and minima in the transformation, as well as over-fitting systematic errors, which cause dependence on specific capturing conditions. 1,2 As a conclusion, even though a simple linear mapping seems to be sufficient, it is not perfectly achievable in practice.
Another disadvantage of target-based characterization methods is a higher risk of dependence on a particular lighting/illumination geometry and training color target materials. Hence, it is recommended to restrict the acquisition geometry corresponding to spectrophotometric measurements in high-quality color-capturing systems. For instance, the capturing geometry recommended by ISO17321 contains two equally spaced illumination sources with a 45 • incident angle to the center of the target area. The DSC is placed normal to the test target to prevent specular reflections. The characterization matrix provides accurate data to the extent that the geometry of spectral and camera-capturing measurements are matched.
We will discuss that some of the current characterization limitations are due to the differences of the lighting/viewing geometries influencing the material appearances. For example, matte and glossy surfaces appear differently in a 45 • :0 • geometry despite similar reflectance factor when measured by a d:0 • spectrophotometer. Two objects may have a similar reflectance factor for a particular viewing geometry, but differ for other lighting conditions. As a result, further information, i.e., either surface characteristics or the geometrical conditions, should be expressed in addition to the spectral data for a more comprehensive description of the surface characteristics. In other words, the reflectance factor of any surface varies with respect to the light incident and detecting angles.
The reflectance factor is defined as the ratio of the radiant or luminous flux reflected in the directions delimited by the given cone to that reflected in the same direction by a perfect reflecting diffuser identically irradiated or illuminated. 17 This quantity is calculated based on the sensor response by knowing the radiant flux received from the surface relative to a reference white after dark current subtraction. 18 The workflow is almost the same for colorimeters, except that the amount of energy is integrated along visible wavelengths weighted by color matching functions. Similar to reflectance factors, colorimetric measurements also can be varied depending on the capturing geometry. In a typical target-based camera characterization, camera signals are related to the colorimetric values corresponding to a specific spectrophotometer geometry that might not be matched to the camera-taking geometry. This mismatch is already mentioned by some researchers as a possible source of error, but without proposing any practical solutions. 2, 19 Ideally, the actual radiant flux of the measurement in the scene must have a perfect correlation with the linearized camera signals where camera RGB sensitivity functions span human eye color matching functions properly. In such cases, the DSC is independent of the training material and capturing geometry, since it simply converts the camera responses to the corresponding relative radiant flux similar to a colorimeter. Illumination/capturing geometry mismatches can be a source of a disagreement between spectral measurements and camera responses during the characterization procedure. Appropriate corrections should be embedded within the characterization procedure when the geometric differences are noticeable. This consideration needs a model for describing the surface properties in a variety of illumination/capturing conditions such as the bidirectional reflectance distribution function (BRDF). The BRDF provides a comprehensive description of material surfaces for all possible incident and reflected geometries. 20 BRDF-based methods, however, require precise knowledge of the capturing geometry as well as complex instrumentation. In most cases, none of the mentioned requirements are easily accessible. On the other hand, the color targets for camera characterization typically have isotropic uniform surfaces, which can be described by simpler surface correction methods, such as the Ward model 21 or the Saunderson equation. 22, 23 The Saunderson correction is commonly used in colorant formulation, accounting for spectrophotometer geometry. In this research, we have selected the Saunderson equation as a simple surface correction model for spectral estimations accounting for geometry differences.
The Saunderson correction relates the internal and external reflections due to changes in the refractive index at the surface of a paint layer. The equation corrects the measured reflectance, R m , for surface reflections. The corrected reflectance is called internal reflectance, R i , which is independent of the surface structure. The original equation was derived by Ryde for the general form of incident light and translucent materials. 24 Later, Saunderson applied the Ryde correction equation for color formulation of opaque pigmented plastics using Kubelka-Munk's theory. The correction equation is named after the Saunderson because of the application of the simplified equation in industry. [22] [23] [24] The general form of the Saunderson correction interrelating internal and external reflectance factor is shown in Eqs. (1) and (2):
The variables k 1 and k 2 are wavelength-dependent coefficients specifying the reflection portion at the surface for light incident from outside and inside, respectively. However, these values are assumed to be constant in all the visible wavelengths in most cases, including in this research. The Saunderson coefficients have already been calculated and optimized for specific measurement geometries, materials, and incident light angles, according to available spectrophotometer geometries. 22,25,26 k 1 is specified using the Fresnel equation as a function of incident angle and refractive index of the surface, suggested to be set to 0.040 for parallel light and 0 • incident angle and 0.092 for diffuse lighting geometries (for a medium with refractive index of about 1.5). k 2 is usually determined experimentally, because most materials are not perfect isotropic scatterers, and it is difficult to have an accurate description of the internal specular reflectance within the pigmented layers. 25 The recommended values for paint layers varies between 0.4 and 0.6 according to the refractive index, surface properties, and the lighting geometry. 22, 23 k ins describes the geometry of the measurement determining the proportion of the external reflected light received by the detector. It is important to note that the Saunderson coefficients (k 1 , k 2 , and k ins ) change according to the lighting and measurement geometries. Accurate calculation of the coefficients is not always practical, even for a particular spectrophotometer with known geometry. Hence, it is recommended to apply an additional optimization algorithm to achieve the best quantities. 18 The Saunderson equation can be applied in the same manner when DSCs are the measurement devices. The correction imposes the difference between the spectral radiance reaching the camera and the spectrophotometer detectors. Looking at Eqs. (1) and (2), the Saunderson equation is a function of three coefficients, which makes the model simple and easy to implement.
The main difference between a conventional and the surface-corrected method is illustrated in Figure 1 . In conventional characterization methods ( Fig. 1(a) ), camera signals are converted to the tristimulus values of a specific spectrophotometer. Notice that the characterization algorithm connects two different geometries. Hence, camera responses and tristimulus values do not correspond to the same geometrical domain. In contrast, in the proposed method ( Fig. 1(b) ), the reflectance factors of the color targets are corrected, corresponding to the camera-taking geometry. Thus, the characterization algorithm directly transforms the camera responses to colorimetric values with the same geometry. Figure 2 is a flowchart of the process of the proposed reflectance correction. The reflectance factor from the spectrophotometer, R m , is converted to internal reflectance, R i , using Eq. (1) and according to the geometry of the spectrophotometer. Afterward, the internal reflectance is converted to the reflectance factor of the geometry of the camera-taking system, R m,c . In fact, the whole process is a model for characterizing the surface property that converts the reflectance factor among different illumination/capturing geometries. By a simple replacement of R m with new coefficients in Eq. (2), reflectance values for the second geometry (R m,c ) can be calculated using a single 
equation:
In this equation, k 1 , k 2 , k ins are the Saunderson coefficients corresponding to the second (or camera-taking) capturing geometry. Since the capturing geometry is not accurately known for the image-capturing system, the Saunderson coefficients are determined using an iteration loop to achieve the best possible linearity between DSC responses and tristimulus values after surface correction. It should be remembered that the camera signals must already be corrected for dark current, optical flare, and linearization so that the actual entrance radiance is represented as a linear combination of the output signals (or camera responses). 1,2,4,9 Nonlinearity of two spaces can be resolved by replacing the linear equation by nonlinear ones, such as polynomial or root-polynomial equations. 27 The optimization process is illustrated in Figure 3 . The measured reflectance, R m , of the color target is converted to the internal reflectance, R i , using the Saunderson coefficients according to Eq. (1) (step 1). Then, the calculated internal reflectance is converted back to the reflectance factor, R m,c , but according the new Saunderson coefficients and Eq. (2) (step 2). Next, CIEXYZ values of the patches are obtained based on corrected reflectances (step 3). These two steps also can be merged as a single procedure by utilizing Eq. (3). Afterward, the camera system is characterized using the calculated CIEXYZ values and camera signals from a simple 3 × 3 matrix (step 4). The estimated and calculated CIEXYZ values are compared by a color difference formula (step 5). Any color difference formula can be considered for optimization. We used E xyz rather than any perceptual color difference formula to avoid any additional nonlinearity between radiance values and camera responses so a simple matrix operation could be employed. The optimization algorithm minimizes E xyz to reach the optimized Saunderson coefficients (step 6). Recommended coefficients in the literature are good candidates for the starting values of the optimization iteration loop. 22, 26, 28 It must be remembered that the optimized coefficients 
where coefficients α, β, and γ are functions of the Saunderson coefficients for both measuring and capturing geometries. As a result, using the equation with six variables
leads to an ill-posed system of equations. One alternative to converge the coefficients to feasible values is to fix the first Saunderson coefficients (the three variables k 1 , k 2 , and k ins ) to predefined values for the utilized spectrophotometer with a known geometry. More simplifications can be made with respect to physical facts. As an example, Eq. (3) can be expressed in a simpler form by considering the physical facts about the internal reflectance within the paint surface. The internal reflectance (k 2 and k 2 ) is assumed identical for isotropic pigmented layers because the incident light will be diffused similarly inside the paint layers independent of the light incident angle. This assumption leads to a simpler form of the equation, with only two free variables (more details are provided in Appendix B):
Coefficients µ and ρ are also functions of the Saunderson coefficients. Finally, the optimized Saunderson coefficients are used for calculating corrected reflectances used for deriving a 3 × 3 matrix for camera characterization by common regression algorithms or a pseudo-inverse matrix technique. It is worthwhile noting that this process can be included in common camera profiling without any necessity of further information or measurements. This simplification enables us to apply the surface corrections in colorimetric coordinates rather than spectral space.
Considering Eq. (5), spectral curves of different geometries are interrelated by a linear relationship. This linearity brings up the idea of utilizing simple matrix algebra in the colorimetric domain rather than nonlinear optimizations in the spectral domain. In this section, we proceed to implement a method for optimizing these coefficients using matrix operations.
A typical 3 × 4 transformation matrix that maps camera responses to CIEXYZ tristimulus values of the spectrophotometer can be easily obtained by the equations below:
where subscript m denotes the tristimulus values calculated from spectrophotometer spectral measurements. R, G, and B values refer to dark current subtracted and linearized camera responses. This equation is analogous to the following equation mathematically:
Here M 3×3 is the same matrix as M 3×4 , except for omitting the offset column and expressing the offsets by X g , Y g , and Z g values on the other side of the equation. By multiplying both sides of the equation to a scalar µ,
Finally, by replacing X g , Y g , and Z g with a set of new variables X ρ , Y ρ , and Z ρ , the following equation is derived:
In this equation, X ρ , Y ρ , and Z ρ are offset values, which are basically corresponding to the offset tristimulus values in Eq. (5) 
Therefore, the transformation matrix can be simplified as follows:
In the same manner, 
In this equation, the superscript + represent the matrix pseudo-inverse. The scalar is embedded within the final matrix (M cr ) as the last step:
The normalized 3 × 3 transformation matrix (M cr ) is used for the final camera characterization to map camera RGB space to CIEXYZ space. It must be noted that this simplification relies on the validity of the simplification regarding the internal reflectances for paint layers, which is studied in this publication. A practical procedure of this method is also provided in Appendix C.
EXPERIMENTAL
Experiments were conducted in three phases. In the first phase, the general idea of surface correction using the Saunderson equation was evaluated. The second phase of the experiment includes characterizing a digital camera using different algorithms. In the third phase of the experiment, the independence of the characterization model was studied, where the characterization procedure was applied for a dissimilar illumination geometry and color patches with different surface properties.
Phase I
The reflectance factors of a set of gray patches were measured by two spectrophotometers and a tele-spectroradiometer. A Photo Research PR-655 SpectroScan tele-spectroradiometer (PR-655) was used for the radiance measurements. The Xrite Eye-one with 45 • a:0 • geometry and Color-Eye 7000 with di:8 • and de:8 • geometries were used for spectrophotometric measurements. The set of gray patches was made by mixing different concentrations of matte (carbon black and titanium white of GOLDEN Matte Fluid Acrylic paints) and glossy (black and white paints of Sherwin Williams Acrylic high-gloss latex paints) paints. The gray scale contains 14 patches with the glossy and the matte gray surfaces, shown in Figure 4 . The gray patches were approximately spectrally nonselective so as to be insensitive to the errors of wavelength misalignments and bandwidth differences between the spectrophotometers and the spectroradiometer. When the PR-655 was used, the reflectance factor of each sample was extracted using pressed PTFE as a reference white. PTFE has a reflectance factor of almost 1 in all visible wavelengths, and a matte surface close to a Lambertian surface. The measurements were conducted for three different lighting and capturing geometries, as shown in Figure 5 . The spectral properties of the patches were the average of at least three measurements to reduce the noise, particularly for dark samples.
In the first geometry, the target was imaged under a GTI EVS light booth with a diffuse fluorescent simulated D50 lighting ( Fig. 5(a) ). In order to achieve a constant lighting and capturing geometry, the position of the PR-655 was kept fixed and each sample was repositioned.
In the second geometry, two directional lights (Buhlite Soft Cube light Sc-150) at almost 45 • from the normal were used for illumination (45 • /0 • -dual-light geometry). The spectroradiometer was placed approximately at the normal axis of the target surface (Fig. 5(b) ). This geometry fit the best with the proposed geometry recommended by ISO17321 (Section 4.3.3) for target-based illumination geometry. 14 The third geometry is similar to the previous one, but using only one light at 45 • to the surface normal, as shown in The results were compared to a case in which no correction was applied to the reflectance factors as a metric of geometrical effects on the measured spectrals. Minimizing the spectral RMS values between the spectroradiometer and spectrophotometers measurements, the coefficients of each method were optimized. Figure 6 is a plot of the optimization process. In all of the experimental phases, a nonlinear iterative optimization algorithm based on quadratic programming (the fmincon function in Matlab) was used. The Saunderson coefficients were constrained to be between zero and unity so that they had physical meaning. Optimization iteration rapidly converged to the optimum values for all of the geometries and different initial values. If all six Saunderson coefficients were optimized, the coefficients would depend on the initial values, even though this did not affect the final error.
Results of Phase I
The RMS values between the reflectance factors measured by the two spectrophotometers and the spectroradiometer for the first phase are compared in Figure 7 . As explained above, this phase includes spectral matches of glossy and matte samples in three spectrophotometric and three spectroradiometric geometries. When no correction was applied to the reflectance factors (plotted as not corrected bars in Fig. 7 ), the differences are extensive, highlighting that the geometrical changes do influence the measured reflectance factor as expected. The more the geometrical dissimilarities, the larger the spectral differences. For instance, reflectance factors measured by the Color-Eye 7000 di:8 • have the largest RMS values compared to reflectances measured by the PR-655 with the 45 • /0 • -single-light geometry. On the other hand, the Eye-one spectrophotometer produced a good correlation with the 45 • /0 • -dual lights (which is a symmetrical directional lighting geometry) since they have analogous lighting and capturing characteristics. Thus, selecting spectrophotometers in accordance with the capturing geometries reduces spectral errors. The measurement geometry using an integrating sphere and specular excluded (de: geometry. This implies that the specular reflectances are smaller for camera-capturing geometries, even compared to di:8 • geometry. This explains why di:8 • yielded larger errors for all the geometries when no correction was applied.
Comparing matte and glossy patches, glossy patches were more sensitive to the geometrical changes. This sensitivity can be either amplified or weakened according to the capturing geometries. For example, diffuse or 45 • /0 • -dual light geometry with matte patches gave small and similar RMS values regardless of the spectrophotometer geometry. In contrast, glossy patches in the 45 • /0 • -single-light condition led to distinct results for different spectrophotometric geometries.
The surface correction resulted in almost the same RMS values for all of the capturing geometries (plotted as Saunderson bars in Fig. 7 ). For the diffuse capturing geometry, the RMS values were slightly larger, which could be caused by lower illumination level in the diffuse capturing geometry. The results indicate that the Saunderson correction is capable of eliminating the effect of geometric differences. The Scaler and Offset bars in Fig. 7 correspond to Eq. (5). This method yielded similar RMS values as the Saunderson correction method, confirming the validity of the assumption made. This also implies that a characterization method with a 3 × 4 transformation matrix (by adding the offset coefficients in the regression model) is capable of improving the estimations compared to a 3 × 3 matrix, but only for certain materials; this is evaluated in the next phase of the experiment.
Neither the single scaler method nor the single offset method performed satisfactorily in compensating for the geometrical changes. The single offset correction (indicated by the Offset bars in Fig. 7 ) is particularly effective for the Color-Eye 7000 spectrophotometer with SPIN; nevertheless, the RMS errors are still large for some geometries. Likewise, the single scaler correction (indicated by the Scaler bars in Fig. 7) could not noticeably address geometrical changes.
It is also important to mention that a single set of the Saunderson coefficients is valid only for either matte or glossy samples; so combinations of matte and glossy samples should not be used for deriving the coefficients or optimizing the transformation matrix. In other words, the optimized k values are different for matte and glossy samples because of their surface properties. Accordingly, k values optimized for glossy patches cannot be used for matte samples, and vice versa. This dissimilarity resulted in greater RMS errors when both matte and glossy patches were utilized for optimization (look at Fig. 7 when 14 matte and glossy samples are utilized).
In summary, the measured reflectance factors are different according to the surface properties of the samples and the geometry of the measurements. Also, the reflectance factor geometrical mismatches can be corrected for a given capturing geometry using the Saunderson equation and minimizing the spectral RMS values. The conclusions drawn in this phase were used for characterizing a trichromatic camera in the second phase of the experiment.
Phase II
A Canon Rebel XSi digital SLR camera with EF-S 17-85 mm f /4.0-5.6 IS lens was selected to evaluate the profiling process. The PR-655 in the diffuse lighting geometry of the first phase (corresponding to Fig. 5(a) ) along with the Xrite Eye-one spectrophotometer were selected as spectral measurement instruments for this phase. The camera-taking geometry was similar to the diffuse lighting condition of phase I, illustrated in Figure 8 . The Xrite Eye-one spectrophotometer was chosen due to ease of measurements, and the diffuse geometry was chosen to be different from the Xrite Eye-one spectrophotometer geometry. The images were captured in RAW format (CR2) with a 12-megapixel resolution and converted to 16-bit Tiff format to be processed in Matlab R2010b.
The exposure time and aperture size of the camera were adjusted (with an ISO of 100) so as to be in the dynamic range of the camera. The linearity of the camera sensor was evaluated by taking several shots with different exposure times of a uniform field when no lens was installed.
Flat-field and dark current/optical flare corrections were applied to the taken images in advance of any further processes. The dark current and optical flare of the camera were extracted by placing a light trap in each scene. We used a light trap made for dark calibration of the Color-Eye 7000 spectrophotometer, shown in Figure 9 . Since the optical flare is variable from scene to scene, the optical flare and dark current correction were done for each image. Afterward, the collected images were rectified for lighting nonuniformities and lens fall-off using a flat uniform surface of fluorilon (with the surface close to that of a Lambertian), known as flat-field correction.
The RGB responses of each color patch were extracted by averaging the pixel values. Since the distance between the camera and the color targets are different according to the capturing geometry, a different number of pixels was averaged for each geometry by considering approximately 50% of the sample area from its center. A ColorChecker SG (SG), an Xrite ColorChecker Classic (Classic), and a custom color target (CC) were used for evaluations. In contrast to the ColorChecker Classic with matte surfaces, the ColorChecker SG has semi-gloss patches. We only evaluated 24 color patches of the SG corresponding to the ColorChecker Classic so two color charts can be compared according to their surface properties. The custom color chart was comprised of 100 matte and glossy patches. Different patches were made by mixing GOLDEN Matte Fluid Acrylic paints to achieve a reasonable color gamut, a set of neutral and dark patches, as shown in Figure 10 . An automotive gloss coating was applied to half of the samples to generate the glossy surfaces ( Fig. 10(b) ). Each of the color charts was used as a training color target, and the transformation matrix was investigated by estimating the tristimulus values of the custom color chart for the 1931 standard observer and standard illuminant D65 based on spectral measurements using the PR-655. The training and test color charts information is provided in Table I . Five characterization methods were examined for camera characterization based on conventional linear and surface-corrected methods.
Results of Phase II
The resulting RMS values of E XYZ and CIEDE2000 are shown in Figure 11 . As already mentioned, five characteri- Figure 11 . Comparison of mean value of E xyz (top) and CIEDE2000 (bottom) for regular and optimized reflectance factors of 100 patches of the custom color chart. The horizontal axis specifies the color checker used for training the algorithm, according to Table I. zation methods were evaluated for camera characterization. The first and second methods were based on the optimization of the reflectance factors by the simplified and basic forms of the Saunderson equation, denoted as Scaler-Offset and Saunderson, respectively, in Fig. 11 . The third and fourth methods converted RGB camera signals to colorimetric values by means of a conventional 3 × 3 and 3 × 4 transformation matrices (denoted as Matrix 3 × 3 and Matrix 3 × 4 in Fig. 11) . Finally, the fifth method was a Saunderson-based 3 × 3 matrix derived according the correction made on the 3 × 4 matrix and Eq. (11), shown as Corrected 3 × 3 in Fig. 11 . According to Fig. 11 , the Saunderson-based methods enhanced the process compared to typical 3 × 3 and 3 × 4 transformation matrices. Using the ColorChecker Classic as the training data resulted in the smallest color difference for typical characterization methods due to its matte surface. The scaler-offset method, with the assumption of the equality of k 2 for both geometries, had identical performance for all color checkers and about similar performance to the Saunderson correction method, as expected, considering the results from the previous phase. Looking at the RMS and CIEDE2000 values in Fig. 11 , results for the new corrected matrix (corrected 3× 3 method) are also comparable to those from the Saunderson and scaler-offset methods, which shows that the procedure of optimizing the 3 × 3 matrix can be followed by the simplification explained in Eqs. (6) and (13) rather than nonlinear optimization algorithms.
When color charts other than the ColorChecker Classic were used as a training data set, typical characterization methods (with no surface correction) led to noticeably large errors (particularly for glossy and semi-glossy color targets). One of the extreme cases it to use ColorChecker SG as the training data set with the considerable differences in measured reflectance factors among geometries. Estimated and actual CIELAB values of 100 test patches of the custom color chart (for diffuse image-capturing geometry and spectral data measured by the Eye-one spectrophotometer), and using the ColorChecker SG as the training chart, are plotted in Figure 12 (a). Since diffuse lighting conditions cause the color patches to appear lighter and more desaturated for the ColorChecker SG patches, the 3 × 4 transformation matrix compensates the color changes by shifting the color values toward darker and more chromatic (a) (b) Figure 12 . CIELAB values of the custom color chart patches produced by a conventional 3 × 4 transformation matrix (a) and the Saunderson-based (b) methods in CIELAB color space (a * -L * and C * -L * ). In each plot, filled circles represent estimated values of the custom color chart. The line connected to each circle shows the location of the actual value measured by the PR-655. These plots correspond to diffuse image-capturing geometry and spectral measurements by the Eye-one spectrophotometer.
regions. However, obviously this transformation is not valid for glossy and matte samples, because their color appearance changes differently. Therefore, the transformation matrix is considered a geometric-dependent matrix that is only suitable for the semi-glossy samples of the ColorChecker SG. Conversely, Saunderson correction methods tended to reduce the RMS error, independent of the training data set, because the radiance data corresponded to the scene geometry. The improvement in estimation when the ColorChecker SG was used is shown in Fig. 12(b) . Note that the correction specifically had better predictions, particularly for dark samples, after Saunderson-based corrections. Using the same dataset for testing and training did not make an efficient improvement to the performance of the Saunderson-based models. This highlights that the algorithm did not overfit to the training data, showing independence from the training color target. It is important to point out that one source of estimation error is a result of differences between the camera sensor spectral sensitivities and the human visual system. This source of the error has been studied and mentioned by previous researchers. 8 There are other sources of error, such as nonuniformity of the detector and color patches, and camera and spectrophotometer noise levels, which limit characterization algorithms to a maximum achievable accuracy.
The optimized Saunderson-based 3 × 3 transformation matrix (Corrected 3 × 3) and regular method matrices (3 × 4 and 3 × 3 matrices) are shown in Table II . Using the Saunderson surface correction, the 3 × 3 matrices were almost similar for all color charts and the training data, whereas the regular method using a 3 × 4 matrix resulted in different matrix values, particularly for the offset row. Note that, when the ColorChecker Classic was used as the training data set, the offset values were close to zero, and the transformation matrix was close to a 3 × 3 matrix. The offset values for the ColorChecker SG and glossy samples of the custom color chart were larger compared to other training data sets, illustrating their sensitivity to the geometric changes. A conventional 3 × 3 matrix is quite different according to different color targets, indicating the dependence on the training data.
The optimized Saunderson coefficients from two capturing geometries of this phase are summarized in Table III . According to the optimized coefficients, k ins is rather similar for the two spectral measurement geometries when the ColorChecker Classic was used as the training data set, because its appearance changes in similar fashion for both geometries. For other training sets, k ins for the spectrophotometers were smaller than those for the spectral radiance measurements. The Eye-one spectrophotometer detects smaller amounts of specular reflectance compared to the diffuse camera-taking geometry. However, as already mentioned, the optimized coefficients are relative values and do not express absolute physical metrics. As a conclusion, the application of typical 3 × 4 matrixbased methods (without surface correction) is limited to the specific materials as the training color target. Correcting for the surface mismatches, the camera signals are converted to the tristimulus values of scene geometry rather than the spectrophotometer geometry. These corrections make the characterization valid for all of the materials in the scene. Comparing Saunderson-based methods, the classic Saunderson equation is preferred for more accurate results, but it is more expensive computationally.
The ability of the scalar-offset method in characterizing isotropic surface properties is also applicable for evaluating the characterization process when spectroradiometric data are not available. According to the results, the tristimulus values of the spectrophotometer can be obtained from the RGB responses using the M 4 * 3 in Eq. (6) . The differences between estimated and measured tristimulus values of the training dataset can be utilized for examining the performance of the transformations. Obviously, this transformation matrix is merely valid for surfaces similar to the training color patches.
Phase III
The last phase of the experiment considered the independence of the characterization models. In this phase, the transformation matrix optimized in phase II was used to estimate the radiance values of ten patches of the ColorChecker DC in a directional lighting condition shown in Figure 13 . The evaluation patches contained five glossy and five matte patches ( Figure 14) . The new illumination geometry and color patches were completely different to those used for the camera characterization. However, the camera exposure time and aperture size were identical to the training condition.
The spectral radiance of the samples in the new geometry was measured using the PR-655 and converted to tristimulus values under D65 using the spectral radiance of PTFE. Since the goal is to evaluate the characterization method according to the incoming radiance (but not training the model), flat-field correction was unnecessary in this phase. Other sources of error, such as lens fall-off for the new geometry, still exist and cause minor color differences. The workflow of calculating the new tristimulus values relative to those from the characterized camera is illustrated in Figure 15 . The upper part of the diagram illustrates the workflow of the camera characterization, which actually explains the previous phase. In the evaluation section, the radiometric values from the PR-655 should be converted to tristimulus values comparable to the characterization step. Therefore, radiometric values were converted to relative reflectance using the spectral radiance of PTFE under the source lighting condition (diffuse lighting under the light booth in the second phase). The calculated tristimulus values from the PR-655 and characterized camera were evaluated using the CIEDE2000 color difference formula.
Results of Phase III
The mean and maximum CIEDE2000 and E xyz RMS values for the ten samples of the ColorChecker DC are shown in Table IV . The average CIEDE2000 value for the surface-corrected methods is approximately 2.6 with color patches made from consistent materials (i.e. either all matte or all glossy). However, it should be noted that, even for the color charts with the uniform surface properties, the illumination and capturing geometry must be identical for all the patches when they are used for the characterization. This is one of the factors that makes working with glossy samples difficult, because their appearances are more sensitive to spatial changes due to specular reflectances. Over and above these restrictions, the camera characterization process would be independent of the color chart used as the training dataset.
The regular characterization methods (3 × 4 matrix and 3 × 3 matrix) produced the largest color differences. A paired-sample t-test on the E xyz RMS values also confirmed that the 3 × 4 matrix produced larger errors in all cases (95% significance level). The conventional 3 × 3 matrix led to the second largest error except when the ColorChecker Classic was used for training because of the large variances of E xyz values. For conventional matrix-based methods, the best matches resulted with the ColorChecker Classic. In contrast, glossy and semi-glossy samples resulted in the poorest results, specifically for the 3 × 4 matrix transformation. However, even using the ColorChecker Classic with matte samples did not lead to smaller color differences than any of the surface-corrected methods.
Looking at Table IV , the CIEDE2000 values of Saunderson-based methods (e.g. Scaler-Offset, Saunderson, and Corrected 3 × 3) are similar for different training data, which implies independence to both the geometry and the training data. The estimation error increased slightly when a combination of training data with different surface properties was utilized, as expected. Another possible source of error in the new geometry is the illumination level, which is lower than in the calibration geometry. This affects the signal-to-noise ratio (SNR) and sensor linearity for both the spectroradiometer and camera measurements, particularly for short wavelengths. The use of an incandescent light source also intensifies the deviations, because of lower radiance in short wavelengths. The maximum error for this geometry occurred for the glossy red sample in all cases. Considering the large amount of absorption in the middle and short wavelengths for the glossy red patch, the incandescent light source, and the lower illumination level, any measurement uncertainty propagates to large estimation errors. 
CONCLUSIONS
In this research, a geometrically independent camera characterization workflow was introduced by modeling the appearance of the training data set due to geometrical changes. A surface correction method based on the Saunderson equation was selected and applied to the spectral data of the training data set to compensate for geometrical dissimilarities between camera responses and reflectance factors provided by spectrophotometers. The Saunderson equation takes the advantage of simplicity and applicability for isotropic paint surfaces compared to the variety of available models. The proposed method was evaluated in three phases. In the first phase, the influence of the Saunderson correction was assessed by comparing spectrophotometric and spectroradiometric measurements. The correlation of the reflectance factors from two spectrophotometers and a spectroradiometer was studied in three lighting geometries. The results of this phase validated that the Saunderson correction method was capable of compensating for appearance changes due to lighting geometries. In addition, a simplified version of the Saunderson equation was also implemented and evaluated, assuming similarity in the internal reflection coefficient for different geometries. The trivial differences between the Saunderson equation and the simplified form of the equation confirmed the validity of this assumption for paint surfaces.
In the second phase of the experiment, the Saunderson correction was used in the color characterization of a DSC. Three different color charts were used for training the characterization algorithms to estimate the tristimulus values of a test color chart containing glossy and matte patches. From the different color charts, the ColorChecker Classic led to the best results when no correction was applied to the reflectance factors, because of its Lambertian-like surface properties. As a result, matte surfaces are more appropriate for color characterization of the camera when no further processes are applied to the reflectance factors. New algorithms corrected the reflectance factor for geometric changes and eliminated dependences on the lighting geometries and training target materials.
Finally, the characterized camera, using training datasets under a diffuse geometry, was used to predict the tristimulus values of a series of matte and glossy samples of a distinct color chart (ColorChecker DC) and a directional lighting geometry. New characterization workflows resulted in acceptable color difference values compared to conventional 3 × 3 and 3 × 4 transformation matrices. Comparing generated matrices from conventional characterization methods, greater color differences were achieved because of over-fitting the colorimetric coordinates for the spectrophotometric geometry. The best results were obtained for conventional characterization methods when the ColorChecker Classic was used as the training dataset, even though the color difference errors were still larger than in Saunderson-based models. Equation (3) can be rewritten as follows: 
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where A, B, C, D, and E are defined as
By defining further auxiliary variables, the following equation is derived:
where α = 
APPENDIX B
This appendix shows the mathematical steps for deriving Eq. (5). By letting k 2 be equal to k 2 in Eq. (3),
then
By reforming this equation based on variable R m , the following equation is obtained:
which is similar to the equation below:
where µ = 
APPENDIX C
The following is a list of procedures for deriving the transformation matrix for colorimetric camera characterization according to the new method. The transformation is based on camera responses of a light trap (RGB k ), a flat-field image from a uniform diffuse surface (RGB fl ), RGB values of a reference white (RGB w ) with the corresponding average reflectance (R w ), and average RGB values of each patch of the color target (RGB cc ). All the RGB values must be scaled between zero and unity. The characterization process can be summarized as follows.
