The interaction of electromagnetic fields with the human body is quantified by the dielectric properties of biological tissues. These properties are incorporated into complex numerical simulations using parametric models such as Debye and Cole-Cole, for the computational investigation of electromagnetic wave propagation within the body. These parameters can be acquired through a variety of optimisation algorithms to achieve an accurate fit to measured data sets. A number of different optimisation techniques have been proposed, but these are often limited by the requirement for initial value estimations or by the large overall error (often up to several percentage points). In this work, a novel two-stage genetic algorithm proposed by the authors is applied to optimise the multi-pole Debye parameters for 54 types of human tissues. The performance of the two-stage genetic algorithm has been examined through a comparison with five other existing algorithms.
Introduction
Dielectric properties determine the response of a material to an applied electromagnetic field. These properties, namely, the conductivity (σ) and relative permittivity (ε r ), are inherent characteristics of biological tissues and are determining factors for the dissipation of electromagnetic (EM) energy in the human body. The dielectric properties of tissues are essential in a wide variety of applications, including dosimetry and the determination of the Specific Absorption Rate (SAR) and the design and use of electromagnetic medical devices. Existing technologies, including magnetic resonance imaging and X-ray, are an essential part of the medical diagnostic process. However, they have limitations in cost, accuracy, and patient comfort [33, 14, 28] , motivating researchers to explore alternate techniques. Researchers are developing novel EM-based technologies for both diagnostics and therapeutics.
Several such prototypes have been developed and early pilot studies have begun [34, 27, 1, 13, 19, 15] .
The interaction of biological tissue with EM fields is defined through the frequency-dependent complex permittivity. Several complex simulation models have been developed for computational investigation of electromagnetic signal propagation through tissues, for example the Finite-Difference TimeDomain (FDTD) method [35, 18] . The accuracy of simulation models is dependent upon the dielectric models of the tissues. Extensive studies have been completed to determine the dielectric properties of different tissues for a wide range of frequencies [32, 23, 21] . One of the largest and most comprehensive studies of the dielectric properties of human tissues was completed by Gabriel et al. [9, 11, 12] .
To integrate measured dispersive dielectric properties with EM numerical models, parametric models have been developed. The Debye and Cole-Cole models [4] are two of the most well-known models. The Debye model is widely used since it can easily be expressed in both time and frequency domains. In both Cole-Cole and Debye, the model parameters are optimised to find the best fit to the measured data.
Previously, studies have fitted parametric models to a number of data sets using different optimisation algorithms. Hurt [16] used an iterative elimination and substitution technique to fit the multi-pole Debye model for muscle tissue. Lazebnik et al. [22] investigated one and two-pole Debye models for healthy and malignant breast tissues. For both methods, the total error was over 10%. Fujii [7] fitted three-pole Debye for 20 tissues using a Weighted Least Squares Method (W-LSM). The accuracy of W-LSM depends highly on the initial value estimation. Kelley et al. [17] Genetic algorithms are a powerful optimisation technique inspired by the natural process of evolution; they are particularly useful when the problem has a large search space. The general work flow of the GA involves first producing a random population of possible solutions. Then, from this random population, the best solutions are selected as the parents using a selection method. After the selection of the parents, crossover is performed to produce the offspring. Crossover is a process of taking more than one parent solution and producing child solutions from them. Finally, mutation is performed on the offspring to produce a population of new solutions. Mutation is a divergence operation that introduces new generic information in the offspring.
The whole process is repeated until the desired accuracy level is achieved.
This accuracy is determined by minimizing a cost function that represents the relationships between the different parameters to be optimised. The GA terminates once the desired minimum value of the cost function is achieved or the maximum number of iterations is exceeded.
In this work, a Two-Stage Genetic Algorithm, presented in Krewer et al. [20] , is applied to fit Debye models of biological tissues and compared with five other techniques. Typically, GAs have a tendency to converge towards local optima, or even arbitrary points, instead of the global optima, if the relationship between the parameters is not well-defined. Furthermore, the difference between the relative permittivity and the conductivity is large.
This can cause the GA to over-fit the permittivity and neglect equal fitting for the conductivity. To address these limitations, the authors proposed a novel two-stage GA. The "two-stage" refers to the fact that the GA uses two distinct cost functions, one linear and one logarithmic, at two different stages of the evolution process. Using the two-stage GA, the multi-pole Debye model is fitted to all of the tissue types measured by Gabriel et al. [11] over a wide frequency range, as well as to liver and muscle measurements that we performed at the National University of Ireland (NUI) Galway. The performance of two-stage GA is analysed and compared with previously implemented optimisation algorithms. To ensure a fair comparison, the same error metrics are used and applied to each of the algorithms. The most accurate values of multi-pole Debye model parameters up to three poles are presented for reference purposes. To the best of authors' knowledge, this work is the first of its kind to compute multi-pole Debye parameters for such a large data set using five different techniques over such a broad frequency range.
Parametric Models of Dielectric Properties
In this section, the two most commonly used parametric models for the dielectric properties of tissues are described.
The complex permittivityε(ω) of a material is defined as:
where ω is the angular frequency, ε (ω) is the relative permittivity and ε (ω)
is the dielectric loss factor. The dielectric loss can be converted into effective conductivity using:
where ε 0 is the permittivity of free space.
Dielectric properties are highly dependent on frequency. Gabriel et al.
[12] performed measurements of the tissue dielectric properties at different frequencies and fitted parametric Cole-Cole models Cole and Cole [4] to those measurements. The Cole-Cole model is defined as:
where ε ∞ is the highest frequency permittivity, ∆ε c is the change in the permittivity, σ s is the static ionic conductivity, τ c is the relaxation constant and α is the empirical parameter to broaden the dispersion.
The Cole-Cole model is computationally expensive and cannot be easily expressed in the time domain. Therefore, the multi-pole Debye model is often used in simulations. The model is defined as:
where n is the total number of Debye poles, ∆ε p is the change in the permittivity and τ p is the relaxation constant at pth dispersion. These parameters are optimised using optimisation algorithms that are described in detail in the next section.
Optimisation Algorithms
In this study, the following optimisation algorithms for the parametric models are used: The first two algorithms (LSM and PSO) are well-known thus not described in this paper. This section describes the remaining four algorithms.
Weighted Least Squares Algorithm
Fujii proposed the weighted least squares method (W-LSM) for numerical fitting [7] . Due to the frequency dependence of permittivity, a complex weight factorẇ i was introduced to facilitate control and enhance accuracy of the fit. The error was chosen to be dependent on the permittivity itself asė i ≈ {ε(ω i )} ξ with ξ = 0.75. The value of the power factor ξ was chosen to be 0.75 in order to place more weight on the lower frequency data (with larger permittivity values). A factor ξ = 1 would lead to equal weight on all permittivity values and ξ > 1 would place more weight on higher frequency values. The non-linear LSM was then used with the Newton iterative method to minimize the total weighted and the squared error as:
where c r (ω i ) and c i (ω i ) are the real and imaginary parts of the calculated complex permittivity respectively, d r (ω i ) and d i (ω i ) are the real and imaginary parts of the measured data respectively, e r (ω i ) and e i (ω i ) denote the real and imaginary parts of the allowable errorė i , respectively. The results of the W-LSM are highly dependent on the estimated initial values. Therefore, a successful least squares solution is only possible with careful selection of these values.
Hybrid Particle Swarm-Least Squares Algorithm
Kelley et al. [17] proposed an approach to approximate the complex permittivity using the Debye function expansion of the form:
where a p is a dimensionless weight and ω p = 1/τ p is the relaxation frequency.
Since the real and imaginary parts of the complex permittivityˆ (ω) are related via the Kramers-Kronig relation, the imaginary part of the permittivity can be approximated by a sum of the imaginary parts of the Debye function and the real part of the permittivity can be approximated by the corresponding real part of the Debye function. Thus, the real-valued expansion given in Eq. (7) was optimised as:
where (ω) is the negative of the imaginary part in the usual decomposition of the complex permittivity given in Eq. (1). A good real part approximation can be obtained using the same parameters of Eq. (7). In their work, LSM was used to determine the weights and PSO to determine the relaxation frequencies. Each sample of ε (ω) was normalised by the value (ε s − ε ∞ ) and was set equal to the weighted sum of the Debye function imaginary part:
where N f is the number of frequency samples. The matrix representation of equations in Eq. (8) is of form c = Da, where N f × 1 vector c and N F × n matrix D are defined as:
The vector a contains the LSM solution of the weights for n poles:
The weights obtained from the LS are then used in PSO to determine the corresponding relaxation frequencies. The fitness function used in PSO is the negative of the sum of the squared errors between the imaginary part of the actual (ε a (ω i )) and the calculated (ε c (ω i )) permittivity Kelley et al. [17] as:
One-Stage Genetic Algorithm
Clegg and Robinson [3] implemented a one-stage GA to optimise the multi-pole Debye parameters to fit the Cole-Cole model over a wide frequency range. In their design, the values of the parameters ∆ε i , σ s , ε ∞ and τ i were allowed to vary within the GA. The values of these parameters typically differ by many orders of magnitude. To overcome this problem, logarithmic values of parameters were used rather than their linear values. The cost function C GA to be minimised by the algorithm is:
The function is the sum of the squared differences between the measured data (Gabriel multi-dispersion Cole-Cole model) and the multi-pole Debye 
Two-Stage Genetic Algorithm
The two-stage genetic algorithm, presented in Krewer et al. [20] , determines the best Debye parameters for a highly accurate fit with a minimum number of poles. This method is to first to apply a limitation on the Debye pole time-constants for more precise and efficient ADE-2 (Auxiliary Differential Equation method 2) FD 2 DT simulations [26] . The parameters to be evolved by the two-stage GA include log 10 (ε ∞ ), log 10 (∆ε i ), log 10 (σ s ) and log 10 (τ i ), which are the same as those used by Clegg and Robinson [3] . The logarithmic values are used to reduce the search space. Significantly, two distinct cost functions are used here, a logarithmic followed by a linear cost function. The logarithm function puts the real and the imaginary values on a similar scale which enables the cost function to reflect the accuracy of the Debye model equally in terms of both the conductivity and the relative permittivity. A logarithmic cost function, which is the same as described in Eq. (12), is used until the GA fails to reduce the cost function value by more than a set threshold over a given number of generations. Once the GA fails to further reduce the error, a linear function is used which considers the linear values of the real and imaginary parts of the permittivity as described in Eq. (13) . The linear cost function further reduces the error of the relative permittivity and the conductivity equally as both values are now on a similar scale. As the relative permittivity value is often much higher than the value of the conductivity over the first 10 decades, the linear function cannot be used as the initial cost function since it would cause the GA to fit the relative permittivity while neglecting equal fitting of the conductivity.
Experimental Design
In this section, the experimental parameters are defined and the data set is described. Then the performance metrics used to calculate the error in the fit of each algorithm are presented. These metrics will be used in Section 5
to compare the functionality of all algorithms under consideration.
Experiment Data
In this study, the multi-pole Debye model is fitted to a wide range of tissue models, 54 in total, from Gabriel et al. [12] and to experimentally measured data, using the following algorithms: 
NUI Galway Measured Data
The performance of two-stage GA is also validated against the other four algorithms using experimental data. Dielectric measurements on ovine liver and bovine muscle were performed at NUI Galway, over the frequency range of 500 MHz to 8.5 GHz. The measurements were made using the slim form probe (Agilent Technologies 85070E) connected to a network analyser (VNA; Keysight E5063A). The VNA was calibrated using the standard open/short/load technique. The Smith chart was visually inspected to ensure short quality. Deionised water was used as the load, while saline was used to validate the calibration. The tissue samples were obtained from an abattoir. Standard handling procedures, which were maintained across samples, were followed to minimise sample contamination. One sample of each tissue type was used with five measurements averaged per each sample. All measurements were performed within 15 minutes of obtaining the sample to avoid dehydration. To examine the measurement uncertainty, 15 measurements were performed on known material 0.1 M NaCl (saline) at 22 o C over three calibrations of the VNA. Using these measurements, the total combined uncertainty, calculated as in Gabriel and Peyman [10] , was found to be 2.1 for relative permittivity and 3.4 for conductivity.
Havriliak-Negami Model
Lastly, the two-stage GA is compared directly with the PS-LSM using the Havriliak-Negami (HN) model. For a fair comparison, the same parameters as those reported by Kelley et al. [17] are used. The parameters are presented in Table 1 . 
Parameters
For this investigation, the logarithmic cost function is used until the GA fails to reduce the cost function by more than 0.1% in the previous 100 generations. Then, the linear cost function is applied. The population size is 1000 individuals. A tournament selection method is used, with the parameter value of 20. The mutation probability and crossover fraction are set to 0.1 and 0.9, respectively. The M AT LAB c implementation of LSM and PSO have also been used in this work for a comprehensive performance comparison. For PSO, the number of particles is set to 1000. The velocity clamping factor and cognitive constant are both set to 1.5. The maximum and minimum inertia weights are set to 0.9 and 0.4, respectively. The maximum number of function evaluations is set to 1000 for non-linear LSM. The maximum number of iterations for all of the above mentioned algorithms is selected to be 1000. Significantly, this work considers a wide range of tissue types, advancing it over prior studies that had limited frequency ranges or tissue types [16, 7, 25] .
Selection of Debye Poles
The dielectric properties of biological tissue have been widely examined.
They have three major dispersion regions: alpha, beta and gamma [31, 6] .
Biological tissues also exhibit a small dispersion region known as the delta dispersion [2] .
In the Cole-Cole model, one pole is required for each dispersion. Cole-Cole poles are more flexible than Debye poles because of an additional parameter, α. For a two-pole Cole-Cole model, the total number of parameters to be optimised is 8, whereas with two-pole Debye model, the total number of parameters is 6. Thus, a three pole Debye model is selected for this investigation to cover the two dispersion regions (gamma and delta) present in the frequency range covered in this work.
Performance Metrics
In this work, the results from all algorithms are compared using the same performance metrics, thus, ensuring a fair performance comparison. The average fractional error of each algorithm has been calculated separately for both relative permittivity Eq. (14) and conductivity Eq. (15) .
Results
In this section, the results of the two-stage GA are presented and compared with the results obtained from other algorithms.
Altogether, the five algorithms have been used to fit the multi-pole Debye model to 54 tissues given by Gabriel et al. [12] , along with measured muscle and liver tissues. The maximum average fractional error of the one-stage GA is 1.32% for relative permittivity and 2.84% for conductivity. For W-LSM, the relative permittivity and conductivity maximum error values are 13.25% and 16.36%, respectively. The two-stage GA outperforms all of the other algorithms under comparison with a maximum average fractional error of 0.67% for relative permittivity and 1.0% for conductivity.
Comparison with LSM, PSO, W-LSM and W-LSM
To provide more insight, Fig. 2 shows the average fractional error distribution, mean and median of the relative permittivity over all 54 tissue types for the above-mentioned five algorithms.
From The tissues are sorted by permittivity to analyse the performance of the two-stage GA on high and low permittivity tissues. It is found that the two- stage GA performance is consistent across all tissue permittivities, as shown in Fig. 3 .
The three-pole Debye curves produced by the two-stage GA for example tissues (breast fat, liver and muscle) are shown in Fig. 4 (a) and (b) to have a high-quality fit.
Comparison using Measured Data
The resultant fitting curves produced by the two-stage GA algorithm for three-pole Debye model using liver and muscle measured data are presented in Fig. 4 (c) and (d) . For liver data, the average fractional error produced by the two-stage GA for relative permittivity is just 0.40% compared to 1% for one-stage GA and 1.21% for W-LSM. The error for conductivity using the two-stage GA is 0.53% compared to 1.72% for one-stage GA and 0.94% for W-LSM. For muscle data, the average fractional errors for relative permittivity and conductivity produced by the two-stage GA are 0.43% and 0.67% compared to 1.63% and 0.84% for one-stage GA, and 1.36% and 0.94%
for W-LSM, respectively. The non-linear LSM and PSO have produced more than 5% average fractional error for both cases.
Comparison with hybrid PS-LSM
Hybrid PS-LSM, presented by Kelley et al. [17] , optimises the complex part of the permittivity only, and was tested with the Havriliak-Negami model [30] . This model is an empirical modification of the Debye model. In
Kelley et al. [17] , an ideal model without a loss factor was considered. This implies that the PS-LSM cannot be used directly with Gabriel's data set without considerable modification. The aim is to compare the performance of the two-stage GA with the PS-LSM method, therefore, the HavriliakNegami model is optimised using the two-stage GA instead of modifying PS-LSM for Gabriel's data set. The results underscore that the two-stage GA performs better than the PS-LSM. Fig. 5 demonstrates the high-quality fitting of the two-stage GA with both the real and the imaginary parts of the Havriliak-Negami model. Table 4 presents statistical information about the average fractional error produced by the two-stage GA and PS-LSM for the Havriliak-Negami model. The maximum error of the two-stage GA is 3.33%, whereas the PS-LSM results in a maximum error of 5.53%. The lower mean value for the two-stage GA indicates that it has performed better than the PS-LSM. The obtained parameters from the two-stage GA are presented in Table 5 . The most accurate multi-pole Debye model parameters for 54 tissues obtained in this work are presented in Table 6 .
Conclusion
In this work, multi-pole Debye models have been fitted to 54 tissue types from the literature, and to additional measured data using five different optimisation algorithms, including the novel two-stage GA developed by the authors. The two-stage GA is a robust, fast method that does not require initial estimations or seed values. The two-stage genetic algorithm has been proven to be the most effective and efficient method for fitting multi-pole Debye models to the dielectric properties of different biological tissues over different frequency ranges. These multi-pole Debye models can easily be transformed into the time-domain for use in computational EM simulations, 
Conflict of Interest
The authors have declared that no conflict of interests exists.
Ethical Approval
Animal tissue samples were collected and used in accordance with the National University of Ireland Galway ethical procedures.
