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Abstract
The P-difference between two sets A and B is the set of all points, C, such that the addition of B to any of the points in C is
contained in A. Such a set difference plays an important role in robust model predictive control and in set-theoretic control. In
this paper we demonstrate that an inner approximation of the P-difference between two semi-algebraic sets can be computed
using the Sums of Squares Programming, and we illustrate the procedure using several computational examples.
Key words: Pontryagin difference, Sum of Squares, Robust control
1 Introduction
The Pontryagin set difference (or simply P-difference),
so named after Pontryagin who used it in the setting of
game theory [1], has become an indispensable part of
robust model predictive control (MPC) [2,3] and of set
theoretic control [4,5]. Additionally, the P-difference has
also been used in image processing applications [6] and
in path planning [7]. Depending on the authors, the P-
difference is sometimes referred to in the literature as
a Minkowski set difference or as a set erosion. Efficient
procedures to compute the P-difference or its approxi-
mations, especially in the case of non-polyhedral sets,
can greatly expand the range of applications of robust
MPC.
In this paper, we demonstrate that an inner approxima-
tion of the P-difference between two semi-algebraic sets
can be computed using Sum of Squares Programming
(SOSP). Computational examples are reported to illus-
trate the proposed approach.
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Notation
The ring of polynomials in the variables x1, . . . , xn
and with coefficients in the field R is denoted by
R[x1, . . . , xn]. The set of all Sum of Squares polynomials
in the variables x1, . . . , xn is denoted by Σ[x1, . . . , xn].
For a number of elements a1, . . . , an, {ai}ni=1 denotes
the set {a1, . . . , an}, and every operator applied to it is
meant to be understood element-wise, e.g. {ai}ni=1 ≥ 0
means ai ≥ 0, ∀i = 1, . . . , n.
2 Problem statement
For two sets A ⊂ Rn and B ⊂ Rn, the P-difference is
defined as
A	B = {x ∈ A : x + z ∈ A ∀z ∈ B},
where typically 0 ∈ B. A simple geometrical way to
interpret this operation is that the set C = A	B is a set
so that if we select a point in C and we add an uncertainty
bounded by B, the resulting point still belongs to A (see
Fig. 1).
Although some algorithms able to perform this opera-
tion in the case of polyhedral A and convex B [8,9] exist
in the literature, to the best of the authors’ knowledge
there exists no systematic way to compute the Pontrya-
gin difference for wider classes of sets. The objective of
this paper is to solve the following problem
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Fig. 1. Visualization of the Pontryagin difference between
sets A, the blue star, and B, the dashed-line ball. As it can
be seen, x1 will belong to A	B since every vector z ∈ B is
such that x1 + z ∈ A; on the contrary, x2 does not belong to
A	B since there exist some z′ ∈ B such that x2 + z′ /∈ A.
Problem 2.1 (Pontryagin difference) Let A and B be
two semi-algebraic sets in the form
A = {x : ai(x) ≥ 0, i = 1, . . . , n},
B = {x : bj(x) ≥ 0, j = 1, . . . ,m},
where ai(x), bj(x) ∈ R[x], i = 1, . . . , n, j = 1, . . . ,m.
Determine a systematic procedure to compute an inner
approximation of A	B.
3 Computation of the Pontryagin Difference us-
ing Sum of Squares
In this section we propose a way to solve Problem 2.1 for
the case where the sets A and B are described as the in-
tersection of polynomial inequalities. The proposed so-
lution makes use of the Krivine – Stengle Positivstellen-
satz (P-satz) [10].
To simplify the problem, the first step is to note that the
set A can be represented as
A =
n⋂
i=1
Ai
where Ai = {x : ai(x) ≥ 0}, i = 1, . . . , n. Since
A	B =
n⋂
i=1
Ai	B,
we can focus on a single set Ai at a time without any
loss of generality. Consider the P-difference Ai	B
Ai	B = {x : ai(x + z) ≥ 0, z ∈ B}.
A possible way to approximate Ai	B is by means of a
set Ci = {x : ci(x) ≥ 0} ⊆ Ai	B, where the function
ci must be such that
ci(x) ≥ min
z∈B
ai(x + z). (1)
Note that whenever (1) is an equality, Ci = Ai	B.
Condition (1) is equivalent to the following set emptiness
condition
{x, z : ci(x)− ai(x + z) < 0, z ∈ B} = ∅. (2)
Since in the Krivine–Stengle P-satz, the set required to
be empty is described in terms of equal-to, greater-than-
or-equal-to, and not-equal-to operators, the set (2) is
rewritten in terms of these operators as{
x, z : ci(x)− ai(x + z) ≥ 0,
ci(x)− ai(x + z) 6= 0, {bj(z)}mj=1 ≥ 0
}
= ∅. (3)
At this point the Krivine–Stengle P-satz states that (3)
is satisfied if and only if there exist two polynomials
p(x, z) and q(x, z) such that
p(x, z) + q2(x, z) = 0,
where
p ∈ Cone ({ci(x)− ai(x + z), b1(z), . . . , bm(z)}) ,
q ∈ Monoid (ci(x)− ai(x + z)) .
Performing standard algebraic manipulations this allows
to obtain the sufficient condition
(ci(x)− ai(x + z))2 + s0(x, z) (ci(x)− ai(x + z))
+
m∑
j=1
sj(x, z)bj(z) (ci(x)− ai(x + z)) = 0
where si(x, z) ∈ Σ[x, z], i = 0, . . . ,m. This equation can
be further simplified by cancelling ci(x)− ai(x + z)
ci(x)− ai(x+ z) + s0(x, z) +
m∑
j=1
sj(x, z)bj(z) = 0.
Since s0 ∈ Σ[x, z], it follows that the latter is equivalent
to
Pi(x, z) = ai(x + z)− ci(x)
−
m∑
j=1
sj(x, z)bj(z) ∈ Σ[x, z]. (4)
2
Finally, since we are interested in the largest inner ap-
proximation of A	B, using (4) we can define the prob-
lem of finding ci(x) as the following Sum of Squares Pro-
gramming (SOSP) problem
max
∫
R
ci(x) dx
s.t. Pi(x, z) ∈ Σ[x, z]
{sj(x, z)}mj=1 ∈ Σ[x, z],
(5)
where R is a normal domain [11] that contains A. As is
well known [12], optimization problem (5) can in turn be
cast into a Semi-Definite Programming (SDP) optimiza-
tion problem that can be solved efficiently using existing
SDP solvers.
Remark 3.1 Note that whenever R is a normal domain
described by polynomials,
∫
R
ci(x)dx can be computed in
closed form and is polynomial [13], which implies that the
objective function of (5) is linear in the coefficients of
ci(x). If one prefers to not use a normal set R, a practical
approach is to randomly select a (possibly large) number
of points r1, . . . , rN ∈ R, and use the objective function
1
N
N∑
j=1
ci(rj). (6)
Note that for a sufficiently large N , optimizing over (6)
is equivalent to optimizing over
∫
R
ci(x) dx.
4 Examples
In this section we apply the proposed methodology to a
number of 2 and 3-dimensional sets to illustrate its ef-
fectiveness. All of the showcased examples depict C ≈
A	B, where A = {x : a(x) ≥ 0}, and B = {x :
b(x) ≥ 0} with varying a(x) and b(x) depending on
the example. Table 1 reports the expressions of a(x)
and b(x) as well as the chosen degrees of c(x) and the
si(x, z), and the elapsed time to compute the approxi-
mation. Lastly, Figs. 2–6 depict A as a solid blue set,
B as a solid green set, and C as a solid orange set. For
space reasons, the expressions of c(x) have been omitted
in this paper, but they can be found in the addendum
http://www.gprix.it/SoSPontryagin.pdf . All opti-
mization problems were solved using MATLAB R2019b
and YALMIP [14], running on an Intel Core i7-7500 at
2.7 GHz with 16 GB of RAM.
5 Concluding remarks
In this paper we proposed a systematic approach based
on SOSP for the computation of an inner approximation
of the Pontryagin difference between two semi-algebraic
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Fig. 2. Result of subtracting the norm-2 ball to the bow-tie
set.
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Fig. 3. Result of subtracting an ellipsoid to the guitar pick
set.
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Fig. 4. Result of subtracting a 4-pointed star-shaped set from
the norm-2 ball.
sets. We subsequently showcased the capabilities of this
methodology by applying it to several different examples
in two and three dimensions. Possible applications for
this methodology include the analytical determination
of an inner approximation of constrained sets in robust
3
Fig. a(x) b(x) ∂c(x) ∂sj(x, z) t
2 0.1− x41 − x42 + 10x21 − x22 1− x21 − x22 14 6 11.93 s
3 x42 − (x1 − 0.5)3 − (x1 − 0.5)4 0.1− 2x21 − 16x22 10 6 2.63 s
4 4− x21 − x22
0.1− 25x21x22
10 2 1.02 s
−0.05(x1 + x2)2
5
−(x21 + x22 + x23)3 + 3(x21 + x22 + x23)2
0.1− x21 − x22 − 4x23 10 4 52.11 s−9(x21 + x22 + 3) + 16(x31 − 3x1x22 + 2x23)
6
1− x61 − x62 − x63 + 5x41x2x3 − 3x41x22
10−4 − x61 − x62 − x63 10 4 29 min−10x21x32x3 − 3x21x42 + x52x3
Table 1
Polynomials used in the Figures.
Fig. 5. Result of subtracting an ellipsoid from the 3-dimen-
sional 2-torus.
Fig. 6. Result of subtracting the 6-norm ball from the rotated
5-pointed star algebraic cylinder.
control.
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