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We present a step by step introduction to the notion of time-delay in classical and quantum me-
chanics, with the aim of clarifying its foundation at a conceptual level. In doing so, we motivate
the introduction of the concepts of “fuzzy” and “free-flight” sojourn times, that we use to provide
the most general possible definition for the quantum time-delay, valid for simple and multichannel
scattering systems, with or without conditions on the observation of the scattering particle, and
for incoming wave packets whose energy can be smeared out or sharply peaked (fixed energy). We
conclude our conceptual analysis by presenting what we think is the right interpretation of the con-
cepts of sojourn and delay times in quantum mechanics, explaining why, in ultimate analysis, they
shouldn’t be called “times.”
I. INTRODUCTION
Time-delay is a classical concept everyone is familiar
with. For instance, everybody agree in saying that a
train has some delay when it doesn’t reach destination
in time, where “in time” means “the arrival time written
in the train schedule.” This means that the concept of
time-delay hints to a measure of an arrival time at some
given place in space, and its comparison with a reference
arrival time which, by definition, is assumed to corre-
spond to a situation of zero delay or, which is equivalent,
of zero advance. In other terms, time-delay is a relative
quantity. It is also a conventional quantity by reason of
the infinitely many a priori possible different choices for
a comparison reference time.
In physics one usually associates a time-delay to a scat-
tering particle moving in presence of a force field. Time-
delay then measures the excess or defect of time the par-
ticle spends in the interaction region, when its movement
is compared to that of a free particle, subject to similar
initial or final conditions.
The knowledge of time-delay clearly informs us about
the nature of the interaction. Generally speaking, a pos-
itive time-delay corresponds to an effect of deceleration;
a positive large time-delay corresponds to the formation
of a metastable quasi-bound state (resonance); an infi-
nite positive time-delay corresponds to the capture of the
particle by the interaction; finally, a negative time-delay
indicates that the particle has been accelerated by the
effects of the interaction.
The main historical motivation in studying time-delay
was to develop a formalism allowing for a general descrip-
tion and analysis of the different resonant scattering phe-
nomena, as well as to provide an information that would
be complementary with respect to that contained in the
usual differential scattering cross-section (or transmission
and reflection probabilities, in simple one-dimensional
systems).
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Another important motivation was to clarify, by means
of a proper time-delay operator, the status of so-called
time-energy uncertainty relations, whose derivation was
notoriously unsatisfactory because of the lack of a proper
self-adjoint time-operator in (conventional) quantum me-
chanics (let us however note that this historical difficulty
has been overcome by approaches justifying the associ-
ation of time with a quantum observable by exploiting
the more general properties of maximal Hermitian oper-
ators, in the case of continuous energy spectra, and of
quasi-self-adjoint operators, in the case of discrete en-
ergy spectra [19–23, 36–39]; see also our comments in
Sec. III A).
The first attempt to formalize the concept of time-
delay in quantum scattering can be traced back to a
seminal paper of Wigner [1] (who also refers to an ear-
lier unpublished thesis by Eisenbud [2]), who in the am-
bit of a single channel scattering process, and consider-
ing wave packets very narrow in energy (quasimonochro-
matic), succeeded to heuristically derive a formula con-
necting the time-delay concept with the energy derivative
of the scattering phase shift.
This formula, today known as the Eisenbud-Wigner
formula, was subsequently generalized by Smith [3] to a
multichannel scattering context. However, the definition
adopted by Smith only used the unnormalizable steady-
state solutions of the time-independent Schroedinger
equation, and therefore was not fully transparent from a
physical point of view, seeing that the stationary formal-
ism is obtained from the time-dependent one by precisely
discarding the time variable.
To have available a physically meaningful and math-
ematically precise definition of time-delay, in terms of
proper normalizable wave-packets of arbitrary shape, one
has to wait the time-dependent methods introduced by
Goldberger and Watson [4] and then further developed
by Jauch and collaborators [5, 6]. In these years, the for-
mal equivalence between the time-dependent and time-
independent formulations was also established by Bolle´
and Osborn [7], and following these important prelimi-
nary works an entire line of research took hold, with the
aim of better understanding this important notion.
2There were essentially two distinct problems. The first
one was to establish the most general conditions for the
existence of the time-delay, defined as the difference be-
tween sojourn times, i.e., between the time spent by the
interacting and free reference particles inside a given spa-
tial region, in the limit where the latter covers the en-
tire physical space. Such a limit, and its equivalence to
Eisenbud-Wigner expression, presented a very challeng-
ing mathematical problem, that gave birth to an entire
line of research in mathematical physics.
The other problem was the one of finding generaliza-
tions of the time-delay definition, by considering more
general scattering systems, like multichannel processes,
as well as more general conditions of observation of the
scattering particles, as they occur when the scattering is
observed by counters in a differential cross-section mea-
surement (angular time-delay); see Refs. [8, 11] and the
references cited therein; see also Refs. [12, 13] for two
examples of more recent works on the subject.
In parallel to this rather abstract and mathematically
oriented line of research, other physicists analyzed time-
delay and related notions by employing a more pragmatic
approach: the utilization of clocks. Again, it is Wigner,
together with Salecker, that initiated this line of inves-
tigation, with his analysis of the accuracy limits in the
reading of a microscopic clock, as a consequence of the
quantum nature of the clock pointer’s variable [14].
Probably, the better known example of a microscopic
quantum clock is the so-called Larmor clock, that was
firstly introduced by Baz’ [15], who had the idea to ex-
ploit the mechanism of spin precession in a homogeneous
magnetic field, as a mean to equip quantum particles with
a portable stopwatch, that would be activated when they
enter a (weak homogeneous) magnetic field, and subse-
quently deactivated when they leave it. By reading the
spin-clock, one could measure then, at least in principle,
the amount of time a particle has sojourned inside the
field region, and this could obviously be used to calcu-
late sojourn times and, consequently, time delays.
The preliminary analysis of Baz’ was later followed by
a number of works, through which a number of different
clock models have been proposed and analyzed. This
research developed rather impressively in more recent
times, stimulated by the necessity of better understand-
ing the electronic transport properties of semiconductor
heterostructures, also in view of the possibility of de-
signing high-speed devices based on the tunneling time
phenomenon.
In fact, since an old paper by Hartman [17], it was clear
that the tunneling phenomenon can take place in an ex-
tremely short time. But how much time does exactly a
tunneling particle spend in the barrier region? This puz-
zling and controversial question, known as the tunneling
time problem, was at the origin of a great theoretical
effort which resuscitated, in the last decades, the very
old and apparently academic study of one-dimensional
quantum scattering systems (seeing that semiconductor
mesoscopic structures can be modelized by effective one-
dimensional systems).
Being extremely difficult to identify only a few rep-
resentative articles in this huge literature, we refer the
interested reader to the review papers [18–21, 24], as
well as to two recent multi-author volumes on the sub-
ject [25, 26]. However, as we will explain in this pa-
per, the notion of tunneling time (and more generally
of transmission time) is rather different from the one of
time-delay (and more specifically of angular time-delay),
which was the main concern of the more mathematically
oriented line of research we have previously mentioned
and that, apparently, has been pretty much overlooked
in the tunneling time controversy, although with some
notable exceptions [27–32].
The purpose of the present work is certainly not to
illustrate, in a comprehensive way, this broad and mul-
tifaceted subject, that we have just outlined in this in-
troduction. For this, many volumes would be required.
What we shall do, instead, is to present a pedestrian, step
by step introduction to the notion of time-delay, with the
aim of providing the reader the necessary background to
address this field of research with a clear mind regard-
ing its conceptual foundations. In doing so we shall also
present some new concepts and results, like the defini-
tion of the concepts of “fuzzy” and “free-flight” sojourn
times, that we use to provide the most general possible
definition for the quantum time-delay. The article will
be organized as follows.
In Sec. II A, we consider a classical point-like particle
and define the notion of global time-delay as the limit of
a difference of arrival times, and derive for it an explicit
formula. In Sec. II B, we consider an alternative defini-
tion, using sojourn times instead of arrival times, then
show their equivalence.
In Sec. II C, we study the invariance of global time-
delay under space translations. This will allow us to de-
rive more general formulae, making explicit the inherent
conventional character of the time-delay notion.
In Sec. II D, we propose an equivalent definition for
the global time-delay, in terms of a newly introduced
“free-flight” reference sojourn time, and in Sec. II E we
conclude our classical analysis by giving a simple inter-
pretation of the global time-delay formula, as a difference
of two specific finite arrival times.
In Sec. III A, we address the problem of quantization of
the classical time-delay formula. We show that a quan-
tum analogue can be obtained straightaway, by applying
the standard quantization rule to the classical expression.
However, such a procedure is not without conceptual dif-
ficulties, due to the absence of a self-adjoint arrival time
operator in quantum mechanics (QM).
For this reason, in Sec. III B we come back to sojourn
times, that contrary to arrival times can be represented
in QM by bona fide self-adjoint operators. A quantum
sojourn time has to be understood as an average quan-
tity, defined as a sum over probabilities of presence. Such
a definition is perfectly consistent and reduces to the
usual classical definition when the particle’s dynamics is
3known, as we explicitly show in a simple one-dimensional
example.
In Sec. III C, we further investigate the concept of so-
journ time by studying its relation to physical clocks. We
consider three different paradigmatic examples of clocks:
the Larmor clock, the dissipative clock and the energy
clock (the latter, as far as we know, hasn’t been consid-
ered so far in the literature) and show that the reading
of all of them is in perfect agreement with the abstract
sojourn time definition.
Having analyzed the conceptual foundation of the
quantum sojourn time operator, we then proceed by
studying it in more explicit terms. In Sec. III D, after
showing that the free sojourn time operator commutes
with the free Hamiltonian, and therefore does not partic-
ipate to Heisenberg uncertainty relations, we derive an
explicit expression for it in the one-dimensional case.
In Sec. III E, we pursue our analysis of the quantum
free sojourn time showing that, contrary to the classical
case, it allows for the manifestation of interference effects.
In Sec. III F, we analyze the sojourn time in presence
of an interaction, and always in the one-dimensional con-
text we derive an explicit formula, that we then use, in
Sec. IIIG, to study the global time-delay limit and its
relation to the Eisenbud-Wigner formula, which we then
use in Sec. III H to illustrate the relation between time-
delay and the energy-width of a resonance.
In Sec. IV, we introduce the new concept of “fuzzy
sojourn time,” which we show is free from the “trouble-
some” oscillating interference terms that are present in
the standard definition of sojourn time, thus allowing to
consistently derive the time-delay limit also at fixed en-
ergy. The main difference between standard and fuzzy
sojourn time definitions is that the former asks the ques-
tion regarding the localization of the quantum entity in
very sharp terms (only admitting a “yes” or a “no” as
possible answers), whereas the latter allows for an en-
tire range of intermediate responses, according to the
degree of certainty one can ascertain the belonging or
non-belonging of the entity to a given region of space.
In Sec. V, we analyze the notion of time-delay in the
more general context of multichannel systems. For this,
following a brief introduction to the time-dependent for-
malism, we consider, in Sec. VC, the paradigmatic exam-
ple of scattering by a symmetric time-periodic potential
and derive an explicit formula for the sojourn time opera-
tor on the quasi-energy shell. We then use it, in Sec. VD,
to show that the existence of the time-delay limit neces-
sitates (contrary to the static case) a symmetrized free
reference sojourn time.
In Sec. VI, we discuss the notion of conditional time-
delay and the conceptual problems it presents. We show
that although we cannot make sense of a notion of condi-
tional sojourn time in conventional quantum mechanics,
we can nevertheless give a proper meaning to the one of
conditional time-delay. We also show that, contrary to
the unconditional case, such a definition necessarily re-
quires an outgoing free reference sojourn time to remain
consistent, then we derive for it an explicit formula that
generalizes the one of Eisenbud-Wigner.
In Sec. VIC, we provide what we believe is the most
general possible definition of time-delay in quantum me-
chanics, valid for simple and multichannel scattering sys-
tems, with or without conditions on the observation of
the scattering particle in the distant future, and for in-
coming wave packets whose energy can be smeared out
or, instead, sharply peaked (fixed energy). For such a
general definition to remain fully consistent, the use of
a newly introduced notion of “fuzzy free-flight” sojourn
time will be shown to be crucial.
Finally, in Sec. VII, we present some concluding re-
flections regarding the conceptual status of the notion
of sojourn time in quantum mechanics and of its phys-
ical interpretation, showing that, in ultimate analysis,
it shouldn’t be understood as a “time” of permanence,
but as a quantifier of the total (spatial) availability of a
quantum entity in a given region of space. Accordingly,
time-delay has to be re-interpreted as the total availabil-
ity shift of a quantum entity, as a consequence of the
“switching on” of the interaction.
II. CLASSICAL GLOBAL TIME-DELAY
A. Time-delay as a difference of arrival times
In classical mechanics, a notion of trajectory is avail-
able. Therefore, it is natural to define the time-delay as-
sociated to a scattering particle in terms of a difference
of arrival times, exactly as we would do for the macro-
scopic entities populating our everyday life. For this, one
can consider the times at which the scattering particle
arrives at a distance r from the origin. Taking r suf-
ficiently large, this happens exactly twice: once in the
past, before it enters the interaction region, and once in
the future, when it emerges from it.
Let us denote these two arrival times by t−(r) and
t+(r), respectively. Then, one can choose to compare
them to the times associated with a free reference parti-
cle having same (initial) condition as the scattering par-
ticle in the remote past, that we shall denote by t0,−in (r)
and t0,+in (r), respectively. Accordingly, we can define the
following time-differences, or local time-delays :
τ−in (r) = t
−(r) − t0,−in (r) (1a)
τ+in(r) = t
+(r) − t0,+in (r). (1b)
In a similar way, one can also take as a reference the
movement of a particle having same (final) condition as
the scattering particle in the distant future, and denote
by t0,−out (r) and t
0,+
out (r) the corresponding arrival times at
a distance r from the origin. Again, we can define the
following local time-delays:
τ−out(r) = t
0,−
out (r) − t−(r) (2a)
τ+out(r) = t
0,+
out (r) − t+(r). (2b)
4The next step is to study the limit of the above four
quantities, as the distance r → ∞, in order to obtain
r-independent global (instead of local) time-delays. This
limit is of course meaningful, as we are dealing here with
scattering trajectories that behave as free trajectories far
away from the interaction region.
To this end, let {q(t),p(t)} be the position and mo-
mentum of the scattering particle of mass m (three-
vectors are in bold type), where p(t) = mq˙(t), and q(t)
is the unique solution of the Newton’s equation of motion
mq¨(t) = F(q(t)), with asymptotic form:
q(t) =
{
q0in(t) = q− + p−t/m, t→ −∞
q0out(t) = q+ + p+t/m, t→ +∞.
(3)
In (3) we have defined the asymptotic momenta p± =
limt→±∞ p(t), and |p−| = |p+| =
√
2mE, by energy con-
servation.
To determine the arrival times t±(r), we set |q(t)| = r
in (3), and solve for t as a function of r. In the limit
r →∞ (|t| → ∞), we find:
t±(r) =
√
m
2E
pˆ±
(
rqˆ(t)− q±
)
+ o(1) (4a)
=
1
v
(±r − pˆ±q±)+ o(1), (4b)
where we have defined the unit length vectors pˆ± =
p±/|p±|, qˆ(t) = q(t)/r, v =
√
2E/m is the scalar ve-
locity, and we have used the fact that pˆ±qˆ(t) → ±1 as
t→ ±∞.
Proceeding in the same way for the free incoming tra-
jectory q0in(t), we find:
t0,±in (r) =
1
v
(±r − pˆ−q−)+ o(1), (5)
whereas for the outgoing free trajectory q0out(t), we get:
t0,±out (r) =
1
v
(±r − pˆ+q+)+ o(1). (6)
Inserting (4b), (5) and (6) into (1a), (1b), (2a) and (2b),
we obtain:
lim
r→∞
τ−in (r) = limr→∞
τ+out(r) = 0 (7)
and
lim
r→∞
τ+in(r) = limr→∞
τ−out(r) = τ, (8)
with
τ = −1
v
(
pˆ+q+ − pˆ−q−
)
. (9)
The reason why the local time-delay τ−in (r) [respec-
tively τ+out(r)] tends to zero, as r → ∞, is that, by
definition, the incoming (respectively, the outgoing) free
trajectory coincides with the scattering trajectory in the
remote past (respectively, distant future) so that, as
r → ∞, it reaches the distance r from the origin in the
past (respectively, in the future) at the same time as the
scattering particle.
On the other hand, to understand why the local time-
delays τ+in(r) and τ
−
out(r) converge both to the same global
time-delay limit τ , as r →∞, one only needs to observe
that if a time reversal transformation t → −t is per-
formed, then the free outgoing trajectory becomes the
free incoming trajectory, and vice versa, so that apart
from a sign change [which is duly taken into account in
the definition of τ±out(r)] the outgoing and incoming free
evolving particles do play an equivalent role in the def-
inition of time-delay (this however, as we shall see in
Sec. VI, is not any more true when dealing with the con-
cept of conditional time-delay).
B. Time-delay as a difference of sojourn times
Following the above analysis, we now introduce alter-
native, but equivalent, definitions of global time-delay,
that will prove their usefulness in the sequel, when con-
sidering the quantum case.
To start with, we observe that, as it is the case with po-
sition, we never measure time instants in absolute terms,
but always in relative terms (i.e., we measure durations).
When for instance we tell somebody that a train will ar-
rive at the railway station at, say, 16:00, what we mean is
that a time interval of 16 hours will have elapsed between
the following two events: “our watch indicates 00:00” and
“the train arrives at the railway station.”
The reason why we usually forget to mention the first
event is that we assume that our interlocutor’s clock is
duly synchronized with our, so that we share a same time
origin. If, on the contrary, we suspect this not being
the case, then we certainly need to make a more precise
statement, making for instance explicit our time zone,
or giving whatever other relevant information allowing
the other observer to unambiguously determine the time
origin with respect to which we have measured the train’s
arrival time.
In the same way, when we say that a particle emerg-
ing from the scattering region arrives at the distance r
from the origin at time t+(r), what we truly mean, more
exactly, is that a time interval ∆t+(r) = t+(r) − 0 has
elapsed between the following two events: “the labora-
tory clock indicates 00:00” and “the particle arrives at a
distance r from the origin, after having interacted with
the force field.”
Of course, the choice of the time origin of the labo-
ratory clock is completely arbitrary, and we are free to
change it according to our preferences. For instance, we
can choose to set the zero of the laboratory’s clock in co-
incidence with the instant the scattering particle arrives
at a distance r from the origin (r large) before it enters
the interaction region.
This choice amounts to consider a new inertial frame,
5specified by the following time-shift transformation: t→
t − t−(r). In this new inertial frame, the arrival time
t+(r) becomes t+(r)→ t+(r)− t−(r). In other terms, in
a frame of reference having the time origin at t−(r), the
arrival time t+(r) becomes equal to the sojourn time:
T (Br) = t
+(r)− t−(r), (10)
namely to the time spent by the scattering particle inside
a ball Br of radius r, centered at the origin of the spatial
system of coordinates.
Obviously, time-delay being itself a difference of arrival
times, it cannot be affected by a shift of the time origin.
Therefore, we can also write for (1b):
τ+in(r) =
[
t+(r) − t−(r)] − [t0,+in (r) − t−(r)]
= T (Br)−
[
t0,+in (r)− t0,−in (r)
]
+
[
t−(r) − t0,−in (r)
]
= T (Br)− T 0in(Br) + τ−in (r), (11)
where
T 0in(Br) = t
0,+
in (r) − t0,−in (r) (12)
is the time spent by the free evolving incoming particle
inside the ball Br. According to (11), we can now intro-
duce another local time-delay
τin(r) = T (Br)− T 0in(Br) (13)
= τ+in(r) − τ−in (r), (14)
defined as a difference of sojourn times, instead of a dif-
ference of arrival times.
In a similar way, we can also define the local time-delay
τout(r) = T (Br)− T 0out(Br) (15)
= τ−out(r) − τ+out(r), (16)
defined with reference to the outgoing free sojourn time
T 0out(Br) = t
0,+
out (r) − t0,−out (r). (17)
According to (7) and (8), it immediately follows that
lim
r→∞
τin(r) = lim
r→∞
τout(r) = τ. (18)
In other terms, we have shown that the local time-
delays (13) and (15), defined in terms of sojourn times,
are classically equivalent to the local time-delays (1b)
and (2a), defined in terms of arrival times, in the global
time-delay limit r →∞.
Of course, we can easily construct as many equivalent
local time-delays expressions as we like, all converging
to the same global time-delay limit (9), by simply com-
bining together, in different ways, the four expressions
(13), (15),(1b),(2a). For later purpose, we also define the
following symmetrized local time-delay:
τs(r) =
1
2
[τin(r) + τout(r)]
= T (Br)− T 0s (Br), (19)
where we have defined the symmetrized free reference
sojourn time:
T 0s (Br) =
1
2
[
T 0in(Br) + T
0
out(Br)
]
. (20)
Clearly, also in this case we have:
lim
r→∞
τs(r) = τ. (21)
C. Invariance under space translations
In Sec. II B, we have observed that a translation of the
time origin cannot affect the value taken by the time-
delay. Let us now consider a translation of the origin of
the spatial coordinate system to a point a, i.e., x→ x−a.
Is time-delay affected by this transformation?
To answer this question, we observe that when per-
forming a spatial translation, momentums remain un-
changed but positions are affected, so that q± → q±−a,
and (9) transforms to:
τ → −1
v
[
pˆ+
(
q+ − a
)− pˆ− (q− − a)] . (22)
In other terms, the global time-delay formula (9) is not
invariant under a spatial translation.
This however should not surprise us, as when we have
defined the time-delay we have only considered arrival
times at a distance r from the origin or, which is equiva-
lent, times of sojourn in balls Br of radius r, centered at
the origin. But there are infinitely many other possible
choices, i.e. different conventions, we can alternatively
adopt.
For instance, instead of considering arrival times at a
distance r from the origin, we can consider arrival times
at a distance r from an arbitrary given point c. In terms
of sojourn times, this amounts using balls Bcr centered at
a point c 6= 0 in space, instead of the origin.
Then, considering any one of the five equivalent local
time-delay expressions we have previously derived, and
taking the global time-delay limit r → ∞, it is a simple
matter to check that the global time-delay becomes in
this case:
τ(c) = −1
v
[
pˆ+
(
q+ − c
)− pˆ− (q− − c)] . (23)
That the usual definition of time-delay in classical me-
chanics wasn’t invariant under spatial translations was
first noted in [33], then further clarified in [11]. Contrary
to (9), formula (23) is a more general and consistent ex-
pression, duly taking into account all possible different
6choices for the spatial point c from which the arrival or
sojourn times are defined. Indeed, if x→ x−a, then not
only q± → q± − a, but c → c− a, so that (23) remains
clearly invariant under a spatial translation, as it should
by its very definition.
However, let us observe that not even (23) corresponds
to the more general possible situation. Indeed, one could
as well decide to estimate the interacting and free refer-
ence (arrival or sojourn) times from two different points
in space. For instance, one could compare the arrival
time of the interacting particle at a distance r from a
point c, to the arrival time of the free particle at a dis-
tance r from another point c0 6= c. Adopting such a
mixed convention, one finds that (1a) and (2b) do not
converge any more to zero, but to:
τ−in (c, c0) = −
1
v
pˆ− (c0 − c) (24)
τ+out(c, c0) = −
1
v
pˆ+ (c− c0) . (25)
Also, the local time-delays (1b) and (2a) do not converge
any more to the same limit (23), but each one to a dif-
ferent value:
τ+in(c, c0) = −
1
v
[
pˆ+
(
q+ − c
)− pˆ− (q− − c0)] (26)
τ−out(c, c0) = −
1
v
[
pˆ+
(
q+ − c0
)− pˆ− (q− − c)] . (27)
On the other hand, considering local time-delays de-
fined in terms of sojourn times, one can also choose a ball
Bcr centred at c for the interacting particle, and a differ-
ent ball Bc0r centred at c0 for the free reference parti-
cle. However, seeing that the free sojourn times T 0in(B
c0
r )
and T 0out(B
c0
r ) behave asymptotically as 2r/v, one finds
in this case that (13), (15) and (19) converge all to the
same limit (23), independently of the choice of c0.
In the sequel, unless otherwise stated, we shall limit
ourselves to the choice c = c0 = 0, which is the most
simple and natural one, especially in the case of a sym-
metric potential centered at the origin. However, it is
important to keep in mind that this is only one among
an infinite number of possible different conventions, and
that the most general expression for the classical global
time-delay is not (9), but (23), or even (26) and (27).
D. A further definition of global time-delay
As we have seen in the previous sections, classical
global time-delay can be equivalently defined in terms
of sojourn or arrival times. In all these definitions, the
idea is to subtract from the interacting (sojourn or ar-
rival) time, a suitable reference time, associated to a free
particle whose motion is synchronized with the interact-
ing particle, either in the remote past or in the distant
future (or a combination of both).
We want now to provide a slightly different definition,
the idea of which is to simply extract from the interacting
time its free-flight component. More precisely, we observe
from (4b) and (10) that:
T (Br) =
2r
v
+ τ + o(1). (28)
Thus, the divergent component of the interacting sojourn
time is only given by its free-flight contribution, which
grows linearly with r. Therefore, we can define the local
time-delay (the subscript ‘ff’ stands for ‘free-flight’):
τff(r) = T (Br)− T 0ff(Br), (29)
where
T 0ff(Br) ≡ r
[
lim
r′→∞
T (Br′)
r′
]
=
2r
v
, (30)
so that
lim
r→∞ τff(r) = τ. (31)
As we shall see in the foregoing, the “free-flight” so-
journ time (30) is the only reference time that remains
fully consistent in the most general situation: multichan-
nel scattering and arbitrary conditions of observation of
the scattering particle.
E. A simple interpretation
The classical global time-delay formula (9) has a sim-
ple and direct interpretation. To see this, we define the
following two arrival times [33]:
t0out = −
1
v
pˆ+q+, t
0
in = −
1
v
pˆ−q−, (32)
and observe that we can simply express the global time-
delay as the difference:
τ = t0out − t0in, (33)
where the finite arrival time t0out (respectively t
0
in) is the
time at which the outgoing free particle q0out(t) (respec-
tively, the incoming free particle q0in(t)) intersects the
plan passing from the origin, orthogonal to the direction
of movement pˆ+ (respectively, pˆ−).
III. QUANTUM GLOBAL TIME-DELAY
A. The quantization problem
We want now to generalize the concept of global time-
delay to the case of a quantum scattering particle. The
main difficulty in comparison to the classical case is that
a notion of trajectory is not any more available. But, as
we shall see, this doesn’t constitute a major problem.
7In (non-relativistic) quantum mechanics, a n-
dimensional scattering particle is described by a vector
|ψt〉 belonging to a Hilbert space H = L2(Rn) of square
integrable wave functions, obeying the Schroedinger
equation i~d/dt|ψt〉 = H |ψt〉, where H = H0 + V is
the total Hamiltonian, H0 = P
2/2m the free Hamilto-
nian and V the potential (we shall use capital letters to
distinguish quantum operators from classical variables).
If |ψt〉 describes a scattering solution, its asymptotic
behavior is of the form:
|ψt〉 =
{
e−
i
~
H0t|ϕ−〉, t→ −∞
e−
i
~
H0t|ϕ+〉, t→ +∞.
(34)
The state |ϕ−〉 is the so-called incoming state at time
t = 0, whereas |ϕ+〉 is the outgoing state at time t = 0.
The incoming state is mapped into the outgoing one by
the scattering operator: |ϕ+〉 = S|ϕ−〉. For later conve-
nience, we also introduce the (isometric) wave operators:
Ω± = s−lim
t→±∞
e
i
~
Hte−
i
~
H0t, (35)
that we assume to exist (as strong limits) and to be com-
plete, so that the scattering operator S = Ω†+Ω− is uni-
tary. The scattering state at time t can then be written
as |ψt〉 = e− i~HtΩ−|ϕ−〉 = Ω−e− i~H0t|ϕ−〉, where for the
last equality we have used the intertwining property of
the wave operators, HΩ± = Ω±H0, from which it also
follows that the scattering operator is compatible with
the free evolution, i.e., H0S = SH0.
Now, if we apply the standard quantization rule that
consists in replacing in a classical expression the po-
sition and momentum variables by the corresponding
position and momentum operators, q → Q, p → P,
then symmetrizing all products of non-commuting ob-
servables [34], we immediately get from (32) the following
candidate for a quantum mechanical arrival time opera-
tor, relative to a free evolving particle:
T0 = −1
4
(
H−10 PQ+QPH
−1
0
)
. (36)
Taking then the expectation value of (36) over the in-
coming and outgoing states |ϕ−〉 and |ϕ+〉, respectively,
we obtain the following formal quantum analogues of the
classical arrival times (32):
t0out(ϕ+) = 〈ϕ+|T0|ϕ+〉 , t0in(ϕ−) = 〈ϕ−|T0|ϕ−〉 . (37)
Using |ϕ+〉 = S|ϕ−〉, we can thus write for the quantum
global time-delay:
τϕ− = t
0
out(ϕ+)− t0in(ϕ−) (38)
=
〈
ϕ−|S†T0S|ϕ−
〉− 〈ϕ−|T0|ϕ−〉
=
〈
ϕ−|S† [T0, S] |ϕ−
〉
(39)
In other terms, the quantum analogue of the classical
global time-delay expression (9) can be obtained by sim-
ply taking the expectation value of the global time-delay
operator
τ = S† [T0, S] (40)
over the incoming state |ϕ−〉.
Despite its immediacy, the above formal procedure of
obtaining the quantum global time-delay is not without
difficulties. Indeed, the arrival times (37) have no simple
interpretation in standard quantum mechanics. One of
the reasons is that the free arrival time operator T0 is not
self-adjoint.
This can be easily shown using the canonical commuta-
tion relations between position and momentum, to prove
that:
[H0, T0] = i~I. (41)
Since T0 obeys the canonical commutation relation
with the free Hamiltonian, if it would be self-adjoint,
then exp (iαT0) would be a unitary representation of the
group of energy translations, and since we can translate
both to the right and to the left, the very existence of
such a representation would be in contradiction with the
boundedness from below of the spectrum of H0. Thus,
T0 cannot be self-adjoint andH0 doesn’t possess a canon-
ically conjugate operator (this is a famous argument due
to Pauli; see for instance the discussion in [35]).
Let us open a brief parenthesis, to recall that in physics
a system is described in terms of its properties, and that
in quantum mechanics properties correspond to orthog-
onal projectors, whose expectation values over the state
of the system give the a priori probabilities for the prop-
erties being confirmed by an experiment, and this inde-
pendently of the specificities of the measuring apparatus.
The request to represent physical observables by
(densely defined) self-adjoint operators then follows from
the spectral theorem, which allows to uniquely decom-
pose a self-adjoint operator by means of a projection-
valued measure, and therefore to unambiguously relate
the measure of the observable to the properties of the
system.
Thus, since T0 is not self-adjoint, but only sym-
metric, one cannot easily interpret the quantum global
time-delay (39) as a difference of arrival times, at least
not within the standard interpretational frame requiring
physical observables to be represented by self-adjoint op-
erators.
The difficulty of not having a self-adjoint operator for
arrival time observables is usually believed to be related
to the essentially different role that time would play
in quantum physics in comparison to classical physics.
However, as it has been lucidly pointed out by Hilgevo-
ord [35], the problem is only apparent and results from
a confusion between the time coordinate (the partner of
the space coordinate of the space-time reference frame),
which needs not be quantized, and the time variables,
which are ordinary dynamical variables, measured by
specific instruments, called clocks.
Of course, quantum mechanics being not classical me-
chanics (for instance, there is no notion of trajectory in
8quantum mechanics), one must be prepared to encounter
situations where quantum dynamical time variables can-
not always be defined as in the corresponding classical
situation. This is exactly what happens when dealing
with arrival times, which cannot be defined in terms of
self-adjoint operators, but only in terms of symmetric
operators.
This means that one has to renounce to decompose
the time operator in terms of projection-valued measures,
using instead more general positive operator-valued mea-
sures. The price to be paid is that then the projection
postulate no longer holds and arrival time observables
cannot anymore be uniquely defined and will in general
depend on the detailed description of the experimental
apparatus used to carry out the measure.
Although the study of non self-adjoint arrival time ob-
servables is per se an interesting and important field of
investigation (see for instance [19–22, 36–39] and the ref-
erences cited therein, and particularly the very recently
published work [23], which presents an interesting me-
thodical and conceptual review on time as a quantum
observable), our concern in this article is to confine our-
selves within the usual direct correspondence between
physical observables and self-adjoint operators. More
precisely, our goal is to motivate a general, physically
transparent and self-consistent formula for the quantum
mechanical global time-delay, making only use, from the
beginning, of self-adjoint operators.
It is worth emphasizing that with this strategy we
do not want to imply that the above mentioned ap-
proaches, in terms of non-self-adjoint arrival time opera-
tors, wouldn’t be important, or secondary, or that some-
how our approach would be in a sense superior. Also, a
comparison between our results and those obtained us-
ing the concept of arrival time instead of sojourn time,
as a primary classical concept to be quantized, is cer-
tainly of interest, but would go beyond the scope of the
present essay. Therefore, we refer the interested reader to
the above mentioned references (and those cited therein)
and the review papers mentioned in the Introduction.
Said this, we can start noticing that although the oper-
ator T0 is not self-adjoint, the global time-delay operator
(40), also referred to in the literature as the Eisenbud-
Wigner time-delay operator, is in fact a bona fide self-
adjoint operator (for a proof see Refs. [40, 41]). There-
fore, the following question arises: although expression
(40) doesn’t possess a direct unambiguous interpretation
in terms of a difference of finite arrival times in the ambit
of standard quantum mechanics, can we nevertheless pro-
vide a general and physically sound justification for its
use? In the next section, we shall give a positive answer
to this interrogative.
B. Quantum sojourn times
As we have seen in Sec. II A and II B, classically speak-
ing one can define the time-delay in terms of a difference
of arrival times or, equivalently, in terms of a difference
of sojourn times. On the other hand, as we discussed in
the previous section, arrival times do not possess a sim-
ple interpretation in standard quantum mechanics. What
about sojourn times?
It would be natural to guess that as there is no place
in quantum theory for arrival times as self-adjoint ob-
servables, the same should be true for notions which are
classically related to them, like for instance sojourn times
which, in principle, should be defined as a difference (or
sum of differences) of arrival times. Fortunately, as we
shall see, this is not true, as one can make sense of a
notion of sojourn time without making any explicit ref-
erence to a notion of arrival time.
As we did in (10), it is very natural to define the time
of sojourn of a classical (point-like) particle in the spatial
region Br ⊂ Rn, as the difference between the times the
particle leaves and enters the region (if we assume r large
enough, it will enter and leave it only once).
However, one can also adopt a probabilistic perspec-
tive and consider the probability Pt(Br) for the classical
particle being inside Br at time t. Integrating this proba-
bility of presence inside Br over all time instants, we can
calculate the average time the particle spends in total
inside Br by:
T (Br) =
∫ ∞
−∞
dtPt(Br). (42)
Defining the sojourn time as a sum over probabilities
of presence is a natural procedure if one only possesses
a statistical knowledge of the particle’s trajectory, as it
is the case for instance when its initial (or final) condi-
tions are described by a probability distribution ρ(x, p)
in phase space. Then, the time-dependent probability
Pt(Br) can be entirely expressed in terms of ρ, of the
measure preserving dynamical transformations describ-
ing the particles’ dynamics, and the characteristic func-
tion of the spatial region Br (see for instance [31] for the
details).
However, definition (42) makes full sense also when
the particle’s dynamics is perfectly known, and thus con-
stitutes an alternative, more general definition for the
sojourn time, which is in fact equivalent to the one given
in Sec. II B in terms of a difference of arrival times, when
a notion of trajectory is available.
Let us show this more explicitly, and for sake of sim-
plicity let us limit ourselves to the one-dimensional case.
Then, the ball Br of radius r, centered at the origin, re-
duces to the interval [−r, r], and the particle’s probability
of being present inside Br is equal to 1 if q(t) ∈ [−r, r],
and zero otherwise.
More precisely: Pt(Br) = χr[q(t)], where χr(x) is the
characteristic function of the interval [−r, r]. Thus, the
9sojourn time T (Br) is given by:
T (Br) =
∫ ∞
−∞
dt χr[q(t)] (43)
=
∫ −s
−∞
dt χr[q(t)] +
∫ ∞
s
dt χr[q(t)] (44)
+
∫ s
−s
dt χr[q(t)], (45)
where s is an arbitrary positive number.
If one takes the radius r to be large enough, then q(s)
and q(−s) belong to the interval [−r, r], and integral (45)
becomes equal to 2s. Furthermore, if s is also chosen
large enough, we can replace q(t) in the two integrals
(44) by the free asymptotic forms q0in(t) = q− + v−t, and
q0out(t) = q+ + v+t, respectively (v± = p±/m). Then,
performing the change of variables α = q− + v−t, in the
first integral of (44), and assuming v− > 0 (the particle
comes from the left), we find:∫ −s
−∞
dt χr[q(t)] ≈
∫ −s
−∞
dt χr(q− + v−t) (46)
=
1
v−
∫ q−−v−s
−∞
dαχr(α) (47)
=
q− + r
v−
− s. (48)
In the same way, performing the change of variables
α = q++v+t, in the second integral of (44), and assuming
for instance that v+ > 0 (the particle is transmitted), one
obtains: ∫ ∞
s
dt χr[q(t)] ≈
∫ ∞
s
dt χr(q+ + v+t) (49)
=
1
v+
∫ ∞
q++v+s
dαχr(α) (50)
=
r − q+
v+
− s. (51)
Thus, for a sufficiently large radius r, the sojourn time
T (Br) converges to (v = v− = v+):
T (Br) ≈ 2r
v
− 1
v
(q+ − q−) (52)
=
1
v
(r − q+)︸ ︷︷ ︸
≈t+(r)
− 1
v
(−r − q−)︸ ︷︷ ︸
≈t−(r)
. (53)
In other terms, defining the sojourn time as a time-
integral over probabilities of presence, or as a difference
between an exit and entrance time, is in fact equivalent
when a trajectory is available. Of course, we can repeat
the same reasoning as above for the case of a reflected
particle, and the result can easily be generalized to more
than one spatial dimension [33].
Let us now come back to our concern, which is the
proper definition of global time-delay in quantum me-
chanics. Thanks to definition (42), we can bypass the
mentioned difficulty of a lack of a self-adjoint arrival
time operator and define the quantum mechanical so-
journ time as an integral over presence probabilities.
In fact, in quantum mechanics the probability of pres-
ence of a particle inside a given region of space is a per-
fectly well defined quantity. More precisely, to the prop-
erty “The particle is inside the spatial ball Br,” we can
associate an orthogonal projection operator Pr, such that
if |ψt〉 = e− i~HtΩ−|ϕ〉 is the state describing the scatter-
ing particle at time t (we have set |ϕ〉 ≡ |ϕ−〉), then
Pψt(Br) = ‖Prψt‖2 = 〈ψt|Pr|ψt〉
=
∫
Br
dnx |ψt(x)|2 (54)
is the probability for the quantum particle to be found
inside the ball Br, at time t, following a measurement.
Thus, using (42), we can define the quantum sojourn time
by:
Tϕ(Br) =
∫ ∞
−∞
dtPψt(Br) =
∫ ∞
−∞
dt
∫
Br
dnx |ψt(x)|2 .
(55)
Let us observe that the conceptual validity of the defi-
nition (55) depends only on the conceptual validity of the
probability (54). And since the latter possesses a proper
meaning in quantum mechanics, the same must also be
true for the average (55).
In other terms, as a purely probabilistic statement,
definition (55) is independent of the details of the theory
which underlies (54), and in particular of the existence
or not of a classical notion of trajectory [69].
A possible objection could be that (55) is not just
a probabilistic statement, as its physical interpretation
also depends on the interpretation one attaches to the
time parameter t, in quantum physics. There are indeed
two different concepts of time incorporated in (55), which
should not be mixed.
On one hand, we have the time variable t, which is here
to be understood as a simple classical parameter, having
the only function of ordering the different measurement
projects an experimenter can possibly do in his labora-
tory, in order to define and attribute properties and states
to the different physical entities. On the other hand, we
have the time observable Tϕ(Br), associated to a specific
entity, which is a purely dynamical observable that can
be linked to a certain class of measurements performed
by very specific instruments, called clocks (see the next
section).
The ordering time-parameter t and the dynamical
time-observable Tϕ(Br), although linked together by for-
mula (55), are of course very different quantities from a
conceptual point of view, and are not to be confused.
C. Physical clocks
In the previous section we have shown that the concept
of “probability of presence” of a quantum particle can be
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used to obtain a general definition for a quantum sojourn
time, that reduces to the usual classical definition (in
terms of a difference of arrival times) when a notion of
trajectory is available. In this section we want to further
motivate the sojourn time definition (42), considering the
possibility of measuring it by means of physical clocks.
Generally speaking, a clock is a physical system ex-
hibiting a dynamical variable (which we can call the clock
variable), the evolution of which is known and sufficiently
regular. The observation of the clock variable (like the
hand position of a watch) corresponds then to a measure
(or realization) of time. Here we shall limit ourselves to
idealized clocks, such that the clock variable C behaves
under time translations similarly to the time coordinate
t (see also the discussion in [35]):
C(t)− C(t0) = t− t0. (56)
A comment is in order to elucidate the meaning of
(56) that, similarly to (55), is an expression containing
two different kinds of time: the ordering time-parameter
t and the clock dynamical variable C(t).
Generally speaking, the time coordinate t can be as-
sociated to the reading of an idealized classical labora-
tory clock (or ensemble of duly synchronized laboratory
clocks), so that every expression indexed by the param-
eter t, like for instance the state vector |ψt〉, does im-
plicitly refer to the reading of such an idealized classical
clock: vector |ψt〉 is the state of the system at the time
instant t indicated by the laboratory clock, which is the
instrument used by the experimenter to properly order
the different happenings of his laboratory.
This means that (56) is just to be considered as a
consistency relation, expressing the request that ideal-
ized clocks are instruments that have to measure the
same time intervals, and therefore deliver fully compati-
ble readings.
Said this, we want to use a suitable clock as a
chronometer, to measure the amount of time spent by
a particle inside the spatial region Br. Therefore, we will
have to find a way to start the clock (i.e., allow the clock
variable to evolve) when the particle enters Br, and then
stop it when it leaves it.
For this, we obviously need to couple the two systems,
inevitably causing a certain non zero amount of pertur-
bation to the particle’s motion. In the following, we shall
consider three different paradigmatic examples of ideal-
ized clocks – the spin-clock, the dissipative-clock and the
energy-clock – and will show that they all provide the
same answer (42).
1. The spin-clock
The spin-clock (also known as the Larmor clock), origi-
nally introduced in Refs. [15, 16], exploits the well-known
mechanism of the uniform precession of a spin in a ho-
mogeneous magnetic field.
The idea is to locally apply a constant magnetic field
in the region of interest, to activate and deactivate the
particle’s spin precession at the entry and exit of the
field region, respectively. In the limit of an infinitesimal
field strength (i.e., in the limit of a minimal perturbation
of the spin-clock on the particle’s movement), the total
accumulated angle of the outgoing spin (with respect to
the incoming one) is then expected to be proportional to
the time spent by the particle inside the field region.
More precisely, if the magnetic field points in the z-
direction, one needs to consider the perturbed Hamilto-
nian H(ω) = H + ωWSz, acting on the Hilbert space
L2(Rn)⊗ C2s+1, where s is the spin, ω = −µB (µ is the
magnetic moment and B the intensity of the field), Sz the
z-component of the spin operator vector S = (Sx, Sy, Sz),
and W =
∫
dnxw(x)|x〉〈x| the multiplication operator
by the local bounded function w(x), whose support de-
termines the spatial region where the field is applied.
To simplify the discussion, we can assume that the par-
ticle is neutral (for instance, for a neutron, Si =
~
2σi,
i = x, y, z, where the σi are the 2 × 2 Pauli matri-
ces and µ is negative). Let S± = Sx ± iSy, and |Ψt〉
be the scattering state at time t. Using the commuta-
tion relation [Sz , S±] = ±~S±, and the fact that |Ψt〉
obeys the Schroedinger equation i~d/dt|Ψt〉 = H(ω)|Ψt〉,
it is straightforward to show that the average 〈S±〉t =
〈Ψt|S±|Ψt〉 obeys the differential equation:
d
dt
〈S±〉t = ±iω〈S±W 〉t, (57)
or, in integral form:
〈S±〉t = 〈S±〉t0 ± iω
∫ t
t0
dt′〈S±W 〉t′ . (58)
Consider first the case where magnetic field is constant
and fills the entire three-dimensional space, i.e., W = I.
Then, the spin clock is uncoupled to the spatial degrees
of freedom of the particle and (58) becomes:
〈S±〉t = 〈S±〉t0e±iω(t−t0), (59)
which corresponds to a uniform rotation of the spin vec-
tor in the plane perpendicular to the field direction, with
angular speed ω (the so-called Larmor precession fre-
quency). Therefore, because of the uniform spin pre-
cession,
C(t) ≡ 1±iω ln〈S±〉t (60)
is a bona fide clock variable, obeying the consistency re-
lation (56), and can be used to properly measure time.
Consider now the case where w(x) is the characteristic
function χr(x) of the ball Br, i.e., χr(x) = 1, if |x| ≤ 1,
and χr(x) = 0, otherwise, so that W =
∫
Br
dnx|x〉〈x| =
Pr is the projection operator into the subspace of states
spatially localized inside Br.
The spin-clock is then coupled to the particle’s transla-
tional movement and the spin will be set into precession
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only when the particle is inside the constant field region.
Hence, the difference C(t) − C(t0) will not anymore be
equal to t− t0, but to the amount of time T (Br; t0, t;ω)
the particle has remained inside Br, during the time in-
terval [t0, t].
In fact, it would be so only provided the magnetic
field would cause no perturbation to the particle’s evolu-
tion, which in general cannot be true because of the well-
known phenomena of reflections at the field boundaries
and Stern-Gerlach splitting of the spin components [42].
However, in the limit of a zero field (ω → 0), one can
expect the perturbation to be the weakest possible and
the spin-clock to deliver a proper measure of the time
spent by the particle inside Br.
To see this, let |Ψt〉 = e− i~H(ω)tΩ−(ω)|Φ〉 be the scat-
tering state of the particle in presence of the magnetic
field, with past asymptotic form |Ψt〉 → |Φt〉, as t→ −∞,
where |Φt〉 = e− i~H0t|Φ〉, and |Φ〉 = |ϕ〉 ⊗ |ξ〉, where |ξ〉
is the incoming spin state, and |ϕ〉 ≡ |ϕ−〉.
Clearly, |Ψt〉 = |ψt〉 ⊗ |ξ〉 + O(ω), with |ψt〉 =
e−
i
~
HtΩ−|ϕ〉 being the scattering state for the problem
without spin (or without magnetic field), and we have:
Tϕ(Br; t0, t) = lim
ω→0
TΦ(Br; t0, t;ω)
= lim
ω→0
1
±iω ln
(
1± iω〈S±〉t0
∫ t
t0
dt′〈S±Pr〉t′
)
=
∫ t
t0
dt′〈ψt′ |Pr|ψt′〉
=
∫ t
t0
dt′
∫
Br
dnx|ψt′ (x)|2. (61)
Finally, taking the limits t0 → −∞ and t → ∞, we
observe that the reading of the spin clock coincides, in
the zero field limit, with the sojourn time (55), defined
in terms of presence probabilities [29, 32, 43].
2. The dissipative-clock
We now consider a different example of clock that ex-
ploits the constant rate of absorption of a dissipative
medium (the idea of which was first proposed by Golub
et al. [44]).
This can be modelized by adding a purely dissipative
interaction term in the Hamiltonian: H(λ) = H + iλW ,
where λ is a real coupling constant and W is defined as
per above. Then, the evolution operator is not anymore
unitary, but given by a (strongly continuous) semi-group
of contractions [45]:
U(t, t0) =
{
e−
i
~
H(λ)(t−t0), t > t0
e−
i
~
H∗(λ)(t−t0), t < t0,
(62)
and the scalar product Pt = 〈Ψt|Ψt〉 can be interpreted
as the probability that the particle is still present (i.e.,
that it has not been absorbed) at time t.
For t > t0, it clearly obeys the integral equation:
Pt = Pt0 − 2
λ
~
∫ t
t0
dt′〈Ψt′ |W |Ψt′〉, (63)
which in the homogeneous case W = I can be readily
integrated to give the exponential law:
Pt = Pt0e−2
λ
~
(t−t0). (64)
Therefore, the clock variable obeying (56) is now given
by
C(t) ≡ − ~
2λ
lnPt. (65)
As we did for the spin-clock, we consider the caseW =
Pr and take the limit of a dissipative interaction of zero
stength: λ → 0. Then, if |Ψt〉 = U(t, 0)Ω−(λ)|Φ〉 is
the scattering state in presence of dissipation, we have
|Ψt〉 = |ψt〉 + O(λ), where |ψt〉 = e− i~HtΩ−|ϕ〉 is the
scattering state for the problem without dissipation, and
we have:
Tϕ(Br; t0, t) = lim
λ→0
TΦ(Br; t0, t;λ)
= lim
λ→0
−~
2λ
ln
(
1− 2λ
~Pt0
∫ t
t0
dt′〈Ψt′ |Pr|Ψt′〉
)
=
∫ t
t0
dt′
∫
Br
dnx|ψt′(x)|2. (66)
Taking the limits t0 → −∞ and t → ∞, we thus find
that the dissipative-clock fully agrees with the spin-clock,
as it also yields the permanence time (55).
3. The energy-clock
As a last paradigmatic example of an idealized clock,
we can add to the particle’s Hamiltonian a time-
dependent perturbation growing linearly with time:
H(λt) = H + λtW . Then, the average energy of the
particle 〈E〉t = 〈Ψt|H(λt)|Ψt〉 is not anymore conserved,
but obeys the integral equation:
〈E〉t = 〈E〉t0 + λ
∫ t
t0
dt′〈Ψt′ |W |Ψt′〉, (67)
which in the homogeneous case W = I can be easily
integrated to give:
〈E〉t − 〈E〉t0 = λ(t− t0). (68)
Thus, in this case the clock variable verifying (56) is sim-
ply
C(t) =
1
λ
〈E〉t. (69)
Again, let us consider the case W = Pr and take
the limit of an infinitesimal time-dependent perturbation:
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λ→ 0. Observing once more that |Ψt〉 = |ψt〉+O(λ), we
obtain:
Tϕ(Br; t0, t) = lim
λ→0
TΦ(Br; t0, t;λ)
= lim
λ→0
1
λ
[〈E〉t − 〈E〉t0 ]
=
∫ t
t0
dt′
∫
Br
dnx |ψt′(x)|2. (70)
Similarly to the case of the spin and dissipative clocks,
in the limits t0 → −∞ and t→∞, we recover once more
the sojourn time expression (55).
4. Linear response to a perturbation
From a mathematical point of view, the reason why the
spin, absorption and energy clocks, all measure the same
quantum sojourn time (55), is related to the general role
played by the sojourn time operator in the linear response
of a scattering system to a perturbation.
If to an Hamiltonian H = H0 + V we add a constant
perturbation λI, so that the perturbed Hamiltonian be-
comes H(λ) = H + λI, the evolution operator in the
interaction picture can be written as
UI(t, t0;λ) = e
i
~
H0te−
i
~
H(λ)(t−t0)e−
i
~
H0t0
= e
i
~
H0te−
i
~
HtU˜I(t, t0;λ)e
i
~
Ht0e−
i
~
H0t0 ,
(71)
where
U˜I(t, t0;λ) ≡ e i~Hte− i~H(λ)(t−t0)e− i~Ht0 (72)
obeys the differential equation
i~
∂
∂t
U˜I(t, t0;λ) = −λU˜I(t, t0;λ) (73)
and is therefore a pure phase factor:
U˜I(t, t0;λ) = e
− i
~
λ(t−t0)I. (74)
Inserting (74) into (71), we thus obtain
UI(t, t0;λ) = UI(t, t0; 0)e
− i
~
λ(t−t0), (75)
which can also be written in the form
i~U †I (t, t0;λ)
∂UI(t, t0;λ)
∂λ
= t− t0. (76)
In other terms, the linear response of the evolution
operator in the interaction picture, to a constant pertur-
bation, is a clock variable. Therefore, if we restrict the
action of the perturbation to the finite spatial region Br,
i.e., H(λ) = H+λPr, the scattering particle will only be
affected by it for a finite amount of time, and we can ex-
pect the average of the left hand side of (76) to converge
to a finite value in the limit t→∞ and t0 → −∞.
Furthermore, taking the zero-field limit λ→ 0, we can
expect this value to correspond to the average time spent
by the particle inside Br. To see that this is indeed the
case, we can use the Dyson’s series for U˜I(t, t0;λ):
U˜I(t, t0;λ) = I− iλ
~
∫ t
t0
ds e
i
~
HsPre
− i
~
Hs +O(λ2). (77)
Observing that, by definition, the perturbed scatter-
ing operator S(λ) is nothing but the (strong) limit of
UI(t, t0;λ), as t → ∞ and t0 → −∞, if we derive (77)
with respect to λ, then take the infinite time limits and
use (35), we obtain:
i~ lim
λ→0
〈ϕ|S†(λ)dS(λ)
dλ
|ϕ〉 = Tϕ(Br), (78)
where Tϕ(Br) is the quantum sojourn time (55). (For a
rigorous proof of this result, we refer the interested reader
to Refs. [29, 32, 43]).
Seeing the above intimate relation between the quan-
tum sojourn time and the linear response of the scatter-
ing operator to an additional external perturbation, in
the limit where its strength tends to zero, and consid-
ering that all clock models require the perturbation of
the scattering particle by an infinitesimal local field, to
conveniently couple its motion to the clock variable, it
becomes clear why, independently of the specific nature
of the perturbation (i.e., the specific model chosen for the
clock), it will necessarily give the sojourn time (55).
D. Free sojourn time
Having shown that the quantum sojourn time (55) is
consistent with the reading of idealized physical clocks,
let us now study it in some detail, starting with the
simple situation of a free evolving particle. Setting
|ψt〉 = |ϕt〉 = e− i~H0t|ϕ〉 into (55), with |ϕ〉 ≡ |ϕ−〉,
we can write:
T 0in,ϕ(Br) =
∫ ∞
−∞
dtPϕt(Br) =
〈
ϕ|T 0(Br)|ϕ
〉
, (79)
where T 0(Br) is the so-called free sojourn time operator :
T 0(Br) =
∫ ∞
−∞
dt e
i
~
H0tPre
− i
~
H0t. (80)
We can observe that:
e
i
~
H0αT 0(Br) =
∫ ∞
−∞
dt e
i
~
H0(t+α)Pre
− i
~
H0t
=
∫ ∞
−∞
dt e
i
~
H0tPre
− i
~
H0(t−α)
= T 0(Br)e
i
~
H0α. (81)
Deriving (81) with respect to α, then setting α = 0, we
thus obtain: [
H0, T
0(Br)
]
= 0. (82)
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In other terms, contrary to the arrival time operator
T0, which formally obeys the canonical commutation re-
lation with the free Hamiltonian, the free sojourn time
operator T 0(Br) is fully compatible with the energy H0
of the system and doesn’t entertain with it an Heisenberg
uncertainty relation. In particular, the Pauli’s argument
(mentioned in Sec. III A) doesn’t apply, and in fact one
can show that T 0(Br) is a bona fide self-adjoint opera-
tor [46].
Let us also observe that the sojourn time (79) is finite
only if the probability density |ϕt(x)|2 decreases suffi-
ciently rapidly as t→ ±∞. If, for example, we chose for
the state ϕ at time t = 0 a Gaussian wave packet, one
can easily show that |ϕt(x)|2 = O (t−n), so that T 0ϕ(Br)
is finite for n ≥ 2, but infinite for n = 1, and this for any
choice of the initial velocity of the wave packet.
This difference between the one-dimensional and
higher dimensional cases can be explained in terms of
the spreading of the wave packet, a purely quantum phe-
nomenon with no analogues in classical mechanics: con-
trary to the case n ≥ 2, in the n = 1 situation the spread-
ing of the wave packet increases at the same linear rate
t as the distance covered by the particle.
In general, one can show that T 0ϕ(Br) is a bounded op-
erator for n ≥ 2, and an unbounded, but densely defined,
operator for n = 1, typically on the set of states having
no components near the zero of energy [46–48].
To explicitly calculate the free sojourn time (79), it is
useful to introduce the simultaneous improper eigenvec-
tors of H0 and Pˆ = P/|P|:
H0|E, kˆ〉 = E|E, kˆ〉, Pˆ|E, kˆ〉 = kˆ|E, kˆ〉, (83)
where E ∈ [0,∞) and kˆ ∈ Sn−1 (the unit sphere). They
obey the relations of completeness∫ ∞
0
dE
∫
Sn−1
dkˆ|E, kˆ〉〈E, kˆ| = I (84)
and orthogonality
〈E, kˆ|E′, kˆ′〉 = δ(E − E′)δ(kˆ− kˆ′), (85)
and their wave function is given by:
〈x|E, kˆ〉 = (2π~)−n2 √m (2mE)n−24 ei
√
2mEkˆx. (86)
In the following, we shall denote by ϕ(E) = 〈E|ϕ〉 the
vectors in L2(Sn−1), at fixed energy, and by
〈ϕ(E)|ϕ′(E)〉 =
∫
Sn−1
dkˆ ϕ∗(E, kˆ)ϕ′(E, kˆ), (87)
the corresponding scalar product, where ϕ(E, kˆ) =
〈E, kˆ|ϕ〉.
For simplicity, we shall limit ourselves to the one-
dimensional case n = 1. For a single spatial dimension,
the unit sphere S0 is made only of two points, kˆ = ±1,
and we can write Pˆ = P 0+ − P 0−, where
P 0± =
∫ ∞
0
dE |E,±〉〈E,±| ≡ |±〉〈±| (88)
are the projection operators into the subspaces of states
of positive (+) and negative (−) momentum, respectively.
For a free particle coming, say, from the left, i.e.,
P 0+|ϕ〉 = |ϕ〉, we have:
T 0in,ϕ(Br) = 〈ϕ|T 0(Br)|ϕ〉
=
∫ ∞
0
dE
∫ ∞
0
dE′ ϕ∗(E,+)〈E,+|T 0(Br)|E′,+〉ϕ(E′,+)
=
∫ ∞
0
dE
∫ ∞
0
dE′ ϕ∗(E,+)〈E,+|Pr|E′,+〉ϕ(E′,+)×
×
∫
dt e
i
~
(E−E′)t
=
∫ ∞
0
dE 〈+|T 0E(Br)|+〉|ϕ(E,+)|2, (89)
where for the last equality we have used the identity∫
dt exp[ i
~
(E − E′)t] = 2π~δ(E − E′), and we have de-
fined:
〈+|T 0E(Br)|+〉 = 2π~〈E,+|Pr|E,+〉
= 2π~
∫ r
−r
dx |〈x|E,+〉|2
= 2π~
∫ r
−r
dx
∣∣∣∣ 1√2π~
√
m
~k
eikx
∣∣∣∣
2
=
2r
v
, (90)
with v = ~k/m =
√
2E/m.
Finally, inserting (90) into (89), and setting ϕ(E) ≡
ϕ(E,+), we obtain that the one-dimensional quantum
free sojourn time for a particle coming from the left is
simply given by:
T 0in,ϕ(Br) =
∫ ∞
0
dE
2r
v
|ϕ(E)|2. (91)
In the limit of an incoming wave packet sharply peaked
about the energy E, i.e., in the limit
|ϕ(E′)|2 → δ(E′ − E) (92)
of a monoenergetic (but still square integrable!) incom-
ing wave, we obtain that the quantum one-dimensional
incoming free sojourn time is equal to the classical ex-
pression 2r/v. The same result holds of course for a
particle coming from the right, i.e., 〈+|T 0E(Br)|+〉 =
〈−|T 0E(Br)|−〉.
E. Interferences
According to the above calculation, for a monoener-
getic particle coming from the left (or from the right),
the one-dimensional quantum free sojourn time coincides
with the classical one. This however will not be true in
general, because of the well known phenomenon of in-
terference, which is typical of quantum mechanics but
totally absent in classical mechanics. Let us show how in-
terferences manifest in the ambit of the one-dimensional
free sojourn time.
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For this, we recall that in quantum mechanics inter-
ference terms manifest as a consequence of the non com-
patibility of certain properties or, which is equivalent, of
the non commutativity of certain observables. More pre-
cisely, consider two properties a and b and let Pa and Pb
be the associated orthogonal projection operators. Let
also a¯ be the inverse property of a, associated to the pro-
jector Pa¯ = I− Pa. Then, we can write:
Pb = (Pa + Pa¯)Pb (Pa + Pa¯)
= PaPbPa + Pa¯PbPa¯ + PaPbPa¯ + Pa¯PbPa. (93)
Taking the expectation value of (93) over a state |ϕ〉,
we thus find that the probability Pϕ(b) = 〈ϕ|Pb|ϕ〉 can
be written as:
Pϕ(b) = Pϕ(a and then b) + Pϕ(a¯ and then b)
+ 2ℜ〈ϕ|PaPbPa¯|ϕ〉, (94)
where
Pϕ(a and then b) = 〈ϕ|PaPbPa|ϕ〉 (95)
is the expectation value (which lies between 0 and 1) of
the self-adjoint operator PaPbPa, which can be roughly
interpreted as corresponding to a measure of property a
immediately followed by a measure of property b. Simi-
larly,
Pϕ(a¯ and then b) = 〈ϕ|Pa¯PbPa¯|ϕ〉 (96)
is the expectation value of the self-adjoint operator
Pa¯PbPa¯, that can be associated to a measure of prop-
erty a¯ immediately followed by a measure of property
b.
When properties a and b are compatible (i.e., the as-
sociated orthogonal projection operators commute), the
last term in (94) is zero and one finds that:
Pϕ(b) = Pϕ(a and then b) + Pϕ(a¯ and then b), (97)
which is the theorem of total probability of classical prob-
ability theory (see for istance the discussion in [49]). In
this case Pϕ(a and then b) and Pϕ(a¯ and then b) can
be interpreted as the joint probabilities associated to the
meet properties a ∧ b and a¯ ∧ b, respectively.
However, if a and b are not compatible, then the last
term in (94), which is an interference term, will in general
be different from zero, and one cannot anymore interpret
Pϕ(a and then b) and Pϕ(a¯ and then b) as joint probabil-
ities, at least not in the usual sense of classical probability
theory.
1. Incoming free sojourn time
Let us show now how interferences can manifest at the
level of the quantum free sojourn time. For this, let b
be the property “The particle is inside the ball Br,” as-
sociated to the projector Pr, a the property “The parti-
cle has positive momentum,” associated to the projector
P 0+, and a¯ the property “The particle has negative mo-
mentum,” associated to the projector P 0−. Let also the
state describing the particle at time t = 0 be given by
|ϕ〉 = (|ϕ1〉+ |ϕ2〉)/
√
2, where |ϕ1〉 is a normalized state
with only positive momentum, i.e., P 0+|ϕ1〉 = |ϕ1〉, and
|ϕ2〉 is a normalized state with only negative momentum,
i.e., P 0−|ϕ2〉 = |ϕ2〉. (Being |ϕ1〉 and |ϕ2〉 orthognal, |ϕ〉
is duly normalized to 1).
Then, (94) becomes:
Pϕ(Br) = 1
2
[Pϕ1(Br) + Pϕ2(Br)]
+ ℜ
∫ r
−r
dxϕ∗1(x)ϕ2(x), (98)
which makes even more evident the interpretation of the
last term in (98) as an interference term. In the same
way, considering a free evolving state |ϕt〉 = e− i~H0t|ϕ〉,
we find for the incoming free sojourn time:
T 0in,ϕ(Br) =
1
2
[
T 0ϕ1(Br) + T
0
ϕ2
(Br)
]
+ ℜ〈ϕ1|T 0(Br)|ϕ2〉. (99)
More explicitly, if for instance we choose for the ini-
tial state |ϕ〉 an odd function of the momentum [70], i.e.,
ϕ1(E,+) = −ϕ2(E,−) ≡ g(E), then the last interference
term of (99) is given by the following oscillating contri-
bution:
ℜ〈ϕ1|T 0(Br)|ϕ2〉
= ℜ
∫ ∞
0
dE ϕ∗1(E,+)〈+|T 0E(Br)|−〉ϕ2(E,−)
= −ℜ
∫ ∞
0
dE |g(E)|2
∫ r
−r
dx
m
~k
e−2ikx
= −
∫ ∞
0
dE
~
2E
sin(2kr)|g(E)|2. (100)
Thus, the incoming free sojourn time becomes:
T 0in,ϕ(Br) =
∫ ∞
0
dE
(
2r
v
− ~
2E
sin(2kr)
)
|g(E)|2.
(101)
Finally, taking for |g(E′)|2 the monoenergetic limit
(92), one finds that the free sojourn time at fixed en-
ergy E, for an incoming wave which is an odd function of
the momentum, is given by the classical term 2r/v, plus
an interference oscillating contribution, with no classical
analogue.
However, if before taking the monoenergetic limit one
considers very large regions, i.e., r → ∞, because of the
Riemann-Lebesgue Lemma (or more simply by an inte-
gration by parts if |g(E)|2 is sufficiently smooth), the
interference contribution will tend to zero, as the sinus
becomes infinitely oscillating in the integral (100).
Of course, the vanishing of the interference term as r →
∞ is to be expected, as in this limit the projector Pr → I
(in the strong sense) and therefore becomes compatible
15
with P 0+ and P
0
− (in fact, it becomes compatible with
everything). Thus, because of the orthogonality of |ϕ1〉
and |ϕ2〉, the interference term in (98) must vanish.
In other terms, although terms of interference can con-
tribute to the quantum sojourn time, seeing that they
oscillate with the radius r, they cannot contribute to the
global time-delay limit (as we will show more clearly in
the sequel).
2. Outgoing and symmetric free sojourn times
Let us investigate a little further the interference phe-
nomenon by also calculating the quantum outgoing and
symmetric free sojourn times.
The outgoing free sojourn time makes use, instead of
the free evolving incoming state e−
i
~
H0t|ϕ〉, of the free
evolving outgoing one: e−
i
~
H0tS|ϕ〉. This gives, for a
particle coming from the left (P 0+|ϕ〉 = |ϕ〉):
T 0out,ϕ(Br) =
〈
ϕ|S†T 0(Br)S|ϕ
〉
=
∫ ∞
0
dE 〈+|S†ET 0E(Br)SE |+〉|ϕ(E,+)|2, (102)
where SE is the on-shell scattering matrix, which in the
one-dimensional case corresponds to the 2 × 2 unitary
matrix:
SE =
(〈+|SE |+〉 〈+|SE |−〉
〈−|SE |+〉 〈−|SE |−〉
)
≡
(
TE RE
LE TE
)
.
The matrix element TE = |TE |eiαTE is the transmission
amplitude (which is the same for a particle coming from
the left or from the right), whereas LE = |LE |eiαLE and
RE = |RE |eiαRE are the reflection amplitudes from the
left and from the right, respectively.
Because of the unitarity of SE : |LE | = |RE |, |LE|2 +
|TE |2 = 1, and T ∗ELE +R∗ETE = 0. Writing
〈+|S†ET 0E(Br)SE |+〉
=
∑
σ,ρ=±
〈+|S†E|σ〉〈σ|T 0E(Br)|ρ〉〈ρ|SE |+〉 (103)
and observing that 〈σ|T 0E(Br)|ρ〉 = 2π~〈E, σ|Pr|E, ρ〉,
we can use (86) and the unitarity property of the scat-
tering matrix, to obtain, after some calculations:
〈+|S†ET 0E(Br)SE |+〉
=
2r
v
+
~
E
|TELE | cos(αLE − αTE) sin(2kr). (104)
Similarly, for the symmetric free sojourn time, one ob-
tains:
1
2
[
〈+|S†ET 0E(Br)SE |+〉+ 〈+|T 0E(Br)|+〉
]
=
2r
v
+
~
2E
|TELE | cos(αLE − αTE) sin(2kr). (105)
So, we observe that when we use as a reference a free
evolving state having both positive and negative momen-
tum components, the free sojourn time will show inter-
ference terms, similar to those previously obtained for an
odd function of the momentum.
It is worth also noting that because of the term
|TELE |/2E, the oscillating interference terms in (104)
and (105) vanish when the transmission or reflection
probabilities are equal to 1, at resonance, or in the high
energy limit. They also vanish if the potential is parity
invariant, i.e., if v(x) = v(−x), because in this case we
have LE = RE , so that ℜ(T ∗ELE) = 0, implying that
the relative phase between the transmission and reflec-
tion amplitudes is π/2, and so the cosine terms in (104)
and (105) are zero.
F. Interaction sojourn time
Let us now consider the sojourn time (55) for a particle
evolving in the presence of the interaction. Replacing
|ψt〉 = e− i~H0tΩ−|ϕ〉 into (55), we can write:
Tϕ(Br) =
∫ ∞
−∞
dtPψt(Br) = 〈ϕ|T (Br)|ϕ〉 , (106)
where T (Br) is the so-called (interaction) sojourn time
operator :
T (Br) =
∫ ∞
−∞
dt e
i
~
H0tΩ†−PrΩ−e
− i
~
H0t. (107)
Repeating the same argument as in (81), we find that
it also commutes with the free evolution, i.e.,
[H0, T (Br)] = 0, (108)
and thus possesses on-shell matrix elements.
As we did for the free evolving case, we limit our analy-
sis to the simple one-dimensional scattering problem and
of a particle coming from the left. As for (89), we then
obtain:
Tϕ(Br) =
∫ ∞
0
dE 〈+|TE(Br)|+〉|ϕ(E)|2, (109)
where
〈+|TE(Br)|+〉 = 2π~〈E,+|Ω†−PrΩ−|E,+〉
= 2π~
∫ r
−r
dx |〈x|Ω−|E,+〉|2
=
m
~k
∫ r
−r
dx |ψ+(E, x)|2 , (110)
and ψ+(E, x) = ~
√
2πk/m〈x|Ω−|E,+〉 is the solution of
the stationary Schroedinger equation{
∂2
∂x2
+
2m
~2
[E − v(x)]
}
ψ+(E, x) = 0 (111)
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with asymptotic condition
ψ+(E, x) =
{
eikx + LEe
−ikx, x→ −∞
TEe
ikx, x→ +∞. (112)
To integrate (110), we derive (111) with respect to en-
ergy{
∂2
∂x2
+
2m
~2
[E − v(x)]
}
∂ψ+
∂E
(E, x)+
2m
~2
ψ+(E, x) = 0,
(113)
and observe that multiplying (113) by ψ∗+(E, x), then
using once more (111), we obtain the identity:
|ψ+(E, x)|2 = ~
2
2m
∂
∂x
(
∂ψ∗+
∂x
∂ψ+
∂E
− ψ∗+
∂2ψ+
∂x∂E
)
(E, x).
(114)
Finally, inserting (114) into (110), then using the
asymptotic form (112), after some calculations we get,
in the limit r →∞:
〈+|TE(Br)|+〉 = |TE|2~dα
T
E
dE
+ |LE |2~dα
L
E
dE
+
2r
v
+
~
2E
|LE | sin
(
αLE + 2kr
)
+ o(1). (115)
We observe that the last term in (115) is again of an
interference nature, and is due to the reflective power
of the potential v(x). Similarly to (104) and (105), it
vanishes at resonance and in the high energy limit, but
doesn’t vanish if the potential is parity invariant.
We conclude this section observing that if we multiply
(115) by 1/r, then take the limit r →∞, the expression
will tend to 2/v. Therefore, the quantum “free-flight”
reference time (30),
T 0ff(Br) =
∫ ∞
0
dE
2r
v
|ϕ(E)|2, (116)
coincides with the incoming free sojourn time (91) and is
free of interference terms.
G. The time-delay limit
In this section we study the global time-delay limits
(18), (21) and (31), in the quantum case. We start con-
sidering the local time-delay (13), defined in terms of a
free incoming state, and once more, for sake of simplicity,
we limit our analysis to the one-dimensional case.
Then, for a particle coming from the left, we can use
the explicit formulae (115) and (90), to obtain:
τin,ϕ(r) = Tϕ(Br)− T 0in,ϕ(Br)
=
∫ ∞
0
dE 〈+|τin,E(r)|+〉|ϕ(E)|2, (117)
where the on-shell diagonal matrix element of the local
time-delay operator τin(r) is given by:
〈+|τin,E(r)|+〉 = |TE|2~dα
T
E
dE
+ |LE |2~dα
L
E
dE
(118)
+
~
2E
|LE | sin
(
αLE + 2kr
)
+ o(1). (119)
As we observed for the oscillating term in (101), the
interference contribution (119) vanishes in the limit r →
∞, because of the Riemann-Lebesgue Lemma. Therefore,
the one-dimensional quantum global time-delay for an
initial state |ϕ〉 coming from the left, is:
τϕ = lim
r→∞ τin,ϕ(r)
=
∫ ∞
0
dE 〈+|τin,E |+〉|ϕ(E)|2, (120)
where
〈+|τin,E|+〉 = |TE |2~dα
T
E
dE
+ |LE|2~dα
L
E
dE
. (121)
Of course, a similar calculation can be worked out for
the case of a particle coming from the right, or for the
more general case of an incoming state which is a super-
position of states coming from the left and from the right.
To do so, one also needs to consider the stationary solu-
tion from the right ψ−(E, x) = ~
√
2πk/m〈x|Ω−|E,−〉,
with asymptotic form
ψ−(E, x) =
{
TEe
−ikx, x→ −∞
e−ikx +REeikx, x→ +∞,
(122)
and the more general identity (σ, ρ = ±):
ψ∗σψρ(E, x) =
~2
2m
∂
∂x
(
∂ψ∗σ
∂x
∂ψρ
∂E
− ψ∗σ
∂2ψρ
∂x∂E
)
(E, x).
(123)
One then obtains that:
τϕ =
∑
σ,ρ=±
∫ ∞
0
dE ϕ∗(E, σ)〈σ|τE |ρ〉ϕ(E, ρ)
=
∫ ∞
0
dE 〈ϕ(E)|τE |ϕ(E)〉, (124)
where τE is the on-shell global (or Eisenbud-Wigner)
time-delay operator, which can entirely be expressed in
terms of the scattering matrix SE and its energy deriva-
tive, by the compact formula:
τE = −i~S†E
dSE
dE
. (125)
Although we have here derived (125) using the didacti-
cal guiding example of the one-dimensional problem, its
validity is very general and goes beyond the mere one-
dimensional context (see for instance Refs. [9, 10] and the
references cited there).
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For example, when the potential is spherically sym-
metric, the scattering matrix is diagonal in the basis
{|l,m〉, l = 0, 1, . . . ; |m| ≤ l} of eigenvectors of the or-
bital momentum (the spherical harmonics), with matrix
elements
〈l,m|SE |l′,m′〉 = e2iδ
l
Eδl,l′δm,m′ (126)
which are fully expressible in terms only of the phase
shifts δlE . Then, the global time-delay matrix τE is also
diagonal in this basis, i.e.,
〈l,m|τE |l′,m′〉 = τ lEδl,l′δm,m′ , (127)
and the diagonal elements
τ lE = 2~
dδlE
dE
(128)
correspond to the time-delays, at fixed energy E, for in-
coming waves of orbital momentum l.
The correspondence between the time-delay matrix
(125) and the operator (40), that we have formally de-
rived in Sec. III A, can be easily established if one ob-
serves that the formal time operator (36) acts as an en-
ergy derivative in the spectral representation of the free
Hamiltonian, i.e.,
〈E|T0|ϕ〉 = −i~dϕ(E)
dE
, (129)
so that one can check that (125) is the on-shell matrix of
the time-delay operator S†[T0, S] = S†T0S − T0.
In other terms, the time-delay operator is nothing but
the difference between the outgoing arrival time opera-
tor S†T0S and the incoming one T0 (see the discussion of
Sec. III A). Even though the latter are not, taken indi-
vidually, proper self-adjoint observables, their difference
make full sense, as the operator S†[T0, S] not only can be
shown to be self-adjoint [40, 41], but it is also defined as
the limit of a difference of self-adjoint operators.
Therefore, in quantum mechanics we can understand
the time-delay limit τϕ = limr→∞ τin,ϕ(r) as a sort of rig-
orous inversion procedure (both from the mathematical
and conceptual point of view) that allows to switch from
a time control variable to a space control variable, or, to
say it differently, to switch from the probability of being
in a given place at a given time, to the probability of
arriving at a given time in a given place, thus justifying
the utilization of the formal time-operator T0 in (non-
relativistic) quantum scattering theory, when considered
as a difference.
The same holds true when we choose, instead of an
incoming free reference time, an outgoing one, or a sym-
metric one, or the newly introduced “free-flight” refer-
ence time, as it can be easily shown that the correspond-
ing time-delay limits all converge to the Eisenbud-Wigner
time-delay formula.
As we mentioned in the introduction, the rigorous
study of the time-delay limit is a difficult mathematical
problem, which has been and still is the object of in-
vestigation. Typically, what mathematical physicists try
to do is to demonstrate the existence of the limit, and
its identity with the Eisenbud-Wigner operator, for the
greatest possible class of interactions and initial states.
For the mathematically more oriented reader, let us
briefly sketch what is the typical logic of this kind of
proof. An important idea, which is due to Martin [50],
consists in introducing an auxiliary quantity σϕ(r) =
〈ϕ|S†[T˜0(Br), S]|ϕ〉, where
T˜0(Br) =
∫ ∞
0
dt e
i
~
H0tPre
− i
~
H0t, (130)
then show, using for instance Lebesgue’s dominated con-
vergence, that limr→∞[τin,ϕ(r) − σϕ(r)] = 0 (this typ-
ically requires that the asymptotic conditions are inte-
grable at infinity [50]).
Then, one only needs to study the asymptotic repre-
sentation of σϕ(r), which in turn requires to investigate
the asymptotic representation of the bounded operator
T˜0(Br). Under suitable regularity conditions to be im-
posed on the scattering operator and the incoming state
(typically, they have to be sufficiently differentiable in all
variables, energy and angles), one can show that, in the
weak sense:
T˜0(Br) = T0 + r
√
m
2H0
+ o(1), (131)
from which the Eisenbud-Wigner result immediately fol-
lows.
Before concluding this section, a last remark is in or-
der. In the above quantum treatment we have only con-
sidered spherical regions of localization. But of course,
instead of balls Br centered at the origin, we could as
well have considered translated regions Br(c), i.e., balls
centered at an arbitrary spatial point c.
In this case, as we have seen in Sec. II C, the classi-
cal time-delay formula acquires additional terms. The
situation is similar in the quantum case. Indeed, using
the transformation properties S → Sc = e i~pcSe− i~pc,
and |ϕ〉 → |ϕc〉 = e i~pc|ϕ〉, for the scattering operator
and the incoming state under a translation of the spa-
tial coordinate system to a point c, then inserting the
translated quantities into the Eisenbud-Wigner formula,
we obtain (using d|p|/dH0 = m/|p|, with m the mass of
the particle):
τϕ(c) = −i~〈ϕc|S†c
dSc
dH0
|ϕc〉
= τϕ + c 〈ϕ| m|p|
(
S†pˆS − pˆ) |ϕ〉, (132)
which is the quantum equivalent of (23). Formula (132)
has been firstly obtained in [27], in the one-dimensional
scattering context, by dilation of intervals centered on an
arbitrary point c, then subsequently generalized in [11],
to more than one spatial dimension; see also the analysis
in [21].
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Let us also point out that in the analysis of [27] one can
also find (in the one-dimensional context) an explicit con-
nection between two different approaches to time-delay in
quantum mechanics: the first one exploiting the concept
of sojourn time (making use of probability densities, as
we have done in the approach of the present paper), and
the other one exploiting the concept of arrival time (mak-
ing use of flux probability densities, which are related
to probability densities by a continuity relation). The
preliminary analysis of [27] has been further developed
in [21–23] into a more general and systematic approach,
based on the properties of maximal Hermitian operator,
that we already mentioned in the Introduction, as well
as in Sec. III A, and we refer the reader to these works
for a comparison of these different approaches.
Said this, let us ask what if, instead of using spherical
regions, we consider in the time-delay definition a se-
quence of arbitrary regions Σr, converging to the entire
physical space, as r → ∞? For a long time it has been
believed that the time-delay limit should not depend on
a particular choice of a sequence of localization regions,
and that the usual choice of spherical regions was only a
matter of convenience. This belief was mainly due to a
result of Martin [50], that seemed to hold independently
of the choice of the sequence Σr, but it was subsequently
observed that its application to potential scattering in
fact requires the use of spherical localization regions.
There is in fact a more fundamental reason why one is
compelled in using spherically shaped regions in the time-
delay definition, as one can prove the following result [11]:
if Σr is a sequence of regions obtained by dilation of a
convex smooth initial region Σ, then the classical and
quantum time-delay limit can only exist if Σ is spherically
symmetric [71].
H. Time-delay and resonances
We want now to briefly illustrate the physical content
of the (Eisenbud-Wigner) time-delay formula (121) in re-
lation to the phenomenon of resonance. Let us consider
the case of a resonance |TEr |2 = 1 in the transmission
probability, whereEr is the resonance energy. In its prox-
imity, one can show that |TE |2 possesses the Lorentzian
(Breit-Wigner) form:
|TE |2 ≈ (∆E)
2
(E − Er)2 + (∆E)2 , (133)
where ∆E is the half-width of the resonance. Also, one
can show that in the proximity of Er the phase of the
transmission amplitude has the form:
αTE ≈ βE + arctan
(
E − Er
∆E
)
, (134)
where βE is the so-called background phase, which is
typically a slowly varying function of energy if compared
to the second term in (134), so that we can neglect it
in the calculation of the time-delay (121), which thus
becomes (|LE |2 ≈ 0 in the vicinity of Er):
〈+|τin,E|+〉 ≈
~
∆E
E−Er
∆E + 1
. (135)
Hence, we find that 〈+|τin,E |+〉 is maximum at resonance
and is approximately equal to:
〈+|τin,E |+〉 ≈ ~
∆E
. (136)
The physical meaning of (136) is that the lifetime of the
resonance is inversely proportional to its energy width.
Therefore, (136) expresses a relation of complementarity
between time and energy, in the sense that the sharper
the resonance’s width, the longer its lifetime, and one can
understand the theory of time-delay as a way to give a
proper meaning to this kind of relations.
I. Classical-quantum correspondence
Before proceeding further in our analysis, by introduc-
ing in the next section the new concept of fuzzy sojourn
time, we want to add a few more comments about the
classical-quantum correspondence. For this, let us first
recall the logical path we have followed, when going from
classical to quantum systems.
We have started by defining the time-delay of a clas-
sical particle, as one would intuitively do, as a difference
of arrival times. Then, we have shown that a same def-
inition holds in terms of a difference of sojourn times.
And since classical sojourn times can also be expressed
in terms of probabilities of presence, we have in this way
identified a safe route to go from classical to quantum
sojourn times, and therefore from classical to quantum
time-delays.
However, one may ask if it would be possible to es-
tablish a more explicit connection between classical and
quantum time-delay formulae, for instance by exhibit-
ing a classical analogue of the quantum Eisenbud-Wigner
time-delay expression (132), which for c = 0 simply
reads:
τϕ = −i~〈ϕ|S† dS
dH0
|ϕ〉. (137)
The answer is affirmative, and different approaches are
possible to establish such a formal classical-quantum cor-
respondence. For instance, one can work in the frame-
work of the Hilbert-space formulation of classical me-
chanics, as it has been done by Bolle´ and D’Hondt [51],
and show that the classical global time-delay can be writ-
ten in the form
τϕcl = 〈ϕcl|S†cl
dScl
dL0
|ϕcl〉, (138)
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which is clearly the analog of the quantum expression
(137). In (138), |ϕcl〉 denotes the initial state of the clas-
sical scattering system, which is an element of the Hilber-
space L2(Γ), with Γ the phase space of the system, Scl
is the classical canonical scattering operator, or transfor-
mation, acting on Γ, and L0 the (free) Liouville opera-
tor, which is related to the free Hamiltonian through the
Poisson bracket relation. We shall not enter here into the
details of this Hilbertian approach to classical mechanics,
and simply refer the interested reader to the derivation
in [51] and the references cited therein.
Another possibility to point out the correspondence
between quantum and classical time-delay formulae is
to exploit the geometrical method of Narnhofer and
Thirring [33, 52] (see also [31]) to show that the clas-
sical time delay can be expressed, as in (128), in terms
of the energy-derivative of the generator of the classical
canonical scattering transformation, which in turn can be
shown to correspond to the quasi-classical phase shift.
One may also ask, more in the spirit of Ehrenfest’s the-
orem, if it is possible to exhibit a correspondence between
the quantum mechanical expectation values of sojourn
time observables and the corresponding classical motions.
To some extent, this is certainly possible. For instance,
in the simple example of a one-dimensional quantum en-
tity coming from the left, we have already shown that
the expectation value 〈T 0(Br)〉 of the free sojourn time
operator (80) can be written in the classical-like form
〈T 0(Br)〉 = 2r〈V−1〉, (139)
where V ≡
√
2H0/m is the speed-operator. However, this
expression doesn’t possess a general validity, not even in
the one-dimensional context, as if the incoming state is
for instance an odd function of the momentum, there is
the additional interference contribution (100) to be added
to the r.h.s. of (139), having no classical analogue.
But even for a one-dimensional quantum scattering en-
tity coming from the left, an interference contribution is
also present as soon as one considers the interacting case,
as evidenced by formula (115). However, these contribu-
tions vanish in the limit r →∞, so that we can write, for
the expectation value 〈T (Br)〉 of the interaction sojourn
time operator (107), the asymptotic formula:
〈T (Br)〉 = 〈τ〉 + 2r〈V−1〉+ o(1), (140)
which again has a simple classical-like interpretation.
In more than one spatial dimension, classical expres-
sions are of course more complicated, as sojourn times
will depend not only on the incoming energy but also on
the (incoming and outcoming) impact parameters. Nev-
ertheless, in the limit of a large radius, the expressions
simplify and one can show, using for instance the meth-
ods outlined at the end of Sec. IIIG, that the classical-like
asymptotic formula (140) remains generally valid also for
a 3-dimensional entity.
To conclude our digression on the classical-quantum
correspondence, let us also consider the asymptotic ex-
pression (130) of the free sojourn time operator restricted
to positive times, which we can also write as:
〈T˜ 0(Br)〉 = 〈T0〉+ r〈V−1〉+ o(1). (141)
This expression has again a simple classical-like inter-
pretation. Indeed, for r large enough, a classical point
particle is with certainty contained in the ball Br, at time
t = 0. Therefore, the time it will spend inside of it, during
the semi-infinite time-interval [0,∞), is given by its ar-
rival time at the center of the sphere (more precisely, one
should say: the time it intersects the plan passing from
the origin, orthogonal to the direction of its movement),
which can be either positive or negative, according to the
localization of the particle at time t = 0 [corresponding
to the first term in the r.h.s. of (141)], plus the time
needed to cover the distance from the center of the ball
to its boundary [corresponding to the second free-flight
term in the r.h.s. of (141)], plus corrections vanishing as
r →∞.
The asymptotic expression (131), (141) establishes an
interesting connection between the self-adjoint sojourn
time operator T˜ 0(Br) (here restricted to positive times)
and the not self-adjoint arrival time operator T0. As
we already mentioned in the Introduction and Sec. III A,
many authors consider that (maximal) Hermitian oper-
ators are sufficient to meaningfully define observables in
quantum mechanics, and therefore base their analysis on
generalized arrival time observables of the T0 kind. In
this way, they can easily derive generalized Ehrenfest-
like relations between classical observables and the ex-
pectation values of quantum ones, similar to (141); see
for instance [53, 54].
IV. FUZZY SOJOURN TIMES
In the previous sections we have considered the global
limit, r → ∞, of local time-delays τϕ(r) [where τϕ(r)
stands here for either the time-delay defined in terms
of incoming, outgoing, symmetric or “free-flight” refer-
ence sojourn times], and we have shown, in the simple
one-dimensional case, its convergence to the Eisenbud-
Wigner formula (124)-(125).
Once the r → ∞ limit is taken, one can of course
also consider the limit of a monoenergetic wave-packet,
|ϕ(E′)|2 → δ(E′ − E), peaked at about a given energy
E. In this way, one obtains on the energy shell formulae
that do not depend any more on the details of the shape
of the incoming wave. For instance, the monoenergetic
limit of (120) yields for the time-delay the fixed energy
expression (121).
The order of the two limits is however crucial: if the
monoenergetic limit is performed in the first place, then
the global time-delay limit doesn’t converge anymore, be-
cause of the presence of the interference oscillating terms
(119). As we have seen in Sec. III E, these terms typically
appear when the dynamics allows for the superposition
of waves propagating in opposite directions.
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The presence of these interference contributions gave
some headaches to the early scholars of time-delay, inso-
much that they had to invent strange ad hoc averaging in
the definition of time-delay, to make these troublesome
terms vanish (see the discussion in [7]). But their pres-
ence being inherent to the very definition of quantum
sojourn time, there are of course no reasons to get rid of
them by means of whatever artificial procedure.
However, one may ask the following two natural ques-
tions: (1) What is exactly their origin? And: (2) Is it
possible to find a consistent definition for the global time-
delay that is free of them, and therefore allows to take
the global time-delay limit also at fixed energy? As we
shall see, both questions can be affirmatively answered
by introducing a new kind of sojourn time operator, that
we shall call fuzzy sojourn time operator.
A. Membership functions
For this end, we start by observing that the physical
interpretation of the quantum sojourn time operator (42)
relies on the proper interpretation of Pt(Br) = 〈ψt|Pr|ψt〉
as the probability of finding the scattering particles, at
time t, inside the ball Br of radius r. As we discussed
in Sec. III A, this interpretation, in turn, relies on the
fact that orthogonal projection operators are associated
in quantum mechanics to properties, and that their ex-
pectation values yield the a priori probabilities for these
properties to be confirmed by an experiment.
Properties are operationally defined by means of ex-
perimental tests (or, better, equivalence classes of exper-
imental tests). An experimental test is a specific exper-
imental procedure that allows to answer a question. In
the case of Pr the question is the following: “Is the par-
ticle inside the region Br?” And the answer is obviously
“yes,” if the particle is found inside Br, and “no” if not.
This “sharp” alternative is made explicit in mathe-
matical terms by the fact that Pr is the multiplication
operator by the two-valued characteristic funtion χr(x),
such that χr(x) = 1, if x ∈ Br, and χr(x) = 0, otherwise.
However, although the above question is expressed in
terms of a “sharp” predicate, allowing to unambiguously
divide, at least in principle, the experimental outcomes
into two disjoint classes (corresponding to the logical al-
ternative of being or not being inside Br), it is easy to
imagine experimental situations where it is not always
possible to exactly determine whether the particle is or
isn’t inside Br, especially when it is close to the region’s
boundary.
In these circumstances, the above question does not
admit anymore a simple “yes or no” answer, which is
exemplified by the two-valuedness of the characteristic
function χr, but an entire range of possible intermediate
answers, that can be associated to all possible values in
the interval [0, 1], according to the degree of certainty
with which the belonging (or non-belonging) of the par-
ticle to Br can be determined.
To describe this more realistic situation, one can for
instance replace the characteristic function χr by a mul-
tivalued function, like for instance the following one:
χr,ρ(x) =
{
1, |x| ≤ r
g
(
|x|−r
ρ
)
, |x| > r, (142)
where ρ > 0 is a parameter determining the sharpness (or
fuzziness) with which the region’s boundary can be ex-
perimentally delimited (the lowest is ρ and the sharpest
is the delimitation) and g(x) is a sufficiently well behaved
function with compact support, such that g ∈ [0, 1] and
g(0) = 1, that is used to quantify the “membership de-
gree” of the particle to Br.
Clearly, 0 ≤ χr,ρ ≤ 1, and we can say that a point
x belongs to Br if χr,ρ(x) = 1, doesn’t belong to Br
if χr,ρ(x) = 0, and uncertainly belongs to Br if 0 <
χr,ρ(x) < 1. This uncertainty is to be considered small
(and the point will be said to almost belong to Br) if the
value taken by χr,ρ is close to 1, whereas the uncertainty
is to be considered large (and the point will be said to
almost not belong to Br) if the value of χr,ρ is close to 0.
In other terms, we are now allowing for nuanced re-
sponses to the above question, that we characterize by
means of a bounded positive self-adjoint operator Pr,ρ,
which is the multiplication operator by the membership
function χr,ρ(x). Pr,ρ is clearly a generalization of the
projection operator Pr, to which it tends when ρ→ 0.
Using Pr,ρ, we can therefore define the following
weighted probability, which is the natural generalization
of (54):
Pρψt(Br) = 〈ψt|Pr,ρ|ψt〉 =
∫
dnxχr,ρ(x) |ψt(x)|2 .
(143)
Indeed, seeing that |ψt(x)|2 is the probability (density)
of finding the particle at time t at point x, it is clear
that the above can be interpreted as a weighted sum
over probabilities of presence, with χr,ρ playing the role
of the weighting function, characterizing the degree of
fuzziness with which the region Br is discriminated dur-
ing the measurement.
Then, proceeding similarly to what we have done with
the sojourn time (106), we can define the fuzzy sojourn
time:
T ρϕ(Br) =
∫ ∞
−∞
dtPρψt(Br) = 〈ϕ|T ρ(Br)|ϕ〉 , (144)
where T ρ(Br) is the (interaction) fuzzy sojourn time op-
erator :
T ρ(Br) =
∫ ∞
−∞
dt e
i
~
H0tΩ†−Pr,ρΩ−e
− i
~
H0t. (145)
Obviously, repeating the same argument as in (81), we
find that the fuzzy sojourn time operator commutes with
the free evolution, i.e.,
[H0, T
ρ(Br)] = 0, (146)
and therefore possesses on-shell matrix elements.
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B. Asymptotics of the on-shell elements
To study the on-shell matrix elements of the fuzzy so-
journ time operator, let us consider the case of a spher-
ically symmetric potential. Then, in the basis of eigen-
vectors of the angular momentum L2 and Lz, we have
〈x|Ω−|E, l,m〉 = il
√
2m
π~2k
1
r
ulE(s)Y
m
l (xˆ), (147)
where the Y ml (xˆ) are the spherical harmonics and the
ulE(s), s = |x|, are the regular solutions of the radial
Schroedinger equation:{
∂2
∂s2
− l(l+ 1)
s2
+
2m
~2
[E − v(s)]
}
ulE(s) = 0, (148)
with asymptotic behavior, as s→∞,
ulE(s) = e
iδlE sin
(
ks− lπ
2
+ δlE
)
+ o(1). (149)
Exploiting the orthogonality of the spherical harmon-
ics, one then obtains:
T ρϕ(Br) =
∑
l,m
∫ ∞
0
dE T ρ,lE (Br)|ϕl,m(E)|2, (150)
where ϕl,m(E) = 〈E, l,m|ϕ〉 and
T ρ,lE (Br) =
4m
~k
∫ ∞
0
ds χr,ρ(s)|ulE(s)|2 (151)
is the on the energy shell component of the fuzzy sojourn
time operator (145), for the angular momentum l.
Setting ρ = 0 in (151), we recover the on-shell compo-
nents of the (conventional, sharp) sojourn time
T lE(Br) =
4m
~k
∫ r
0
ds |ulE(s)|2, (152)
and using a calculation similar to the one presented in
Sec. III F, we can show that, as r →∞, it has the asymp-
totic behavior
T lE(Br) = 2~
∂δlE
∂E
+
2r
v
− 1
2E
sin(2kr − lπ + 2δlE) + o(1),
(153)
exhibiting the typical interference oscillating terms.
On the other hand, if the fuzziness parameter ρ is
kept different from zero, one can perform on (151) an
integration by parts. To this end, we observe that
|ulE(s)|2 = dhlE(s)/ds, with
hlE(s) =
~2
2m
(
∂ulE
∗
∂s
∂ulE
∂E
− ulE
∗ ∂2ulE
∂s∂E
)
(s), (154)
so that, using the fact that ulE(0) = 0, the integration by
parts gives:
T ρ,lE (Br) = −
4m
~k
∫ ∞
r
ds g′
(
s− r
ρ
)
hlE(s)
= −4m
~k
∫ ∞
0
ds g′(s)hlE(ρs+ r), (155)
where g′(s) = dg(s)/ds.
Using (154), one can study the asymptotic behavior of
hlE(r), as r → ∞. For this, one needs to assume that
the potential is sufficiently regular and use the method
of variation of constant to express the ulE(s) as solutions
of Volterra-type integral equations.
We shall skip here the technical details and refer the
interested reader to the Appendix B in [32]. There,
it is proved that if the potential fulfils the condition∫∞
r
ds s|v(s)| = N(r) < ∞ (notice that N(r) → 0 as
r →∞), then
hlE(r) =
r
2
+
~2k
2m
∂δlE
∂E
− 1
4k
sin(2kr − lπ + 2δlE)
+O(r−1) +O[N(r)]. (156)
So, for r large, we can insert the above asymptotic in
(155). After an integration by parts of the linear term,
and using g(0) = 1, we obtain
T ρ,lE (Br) =
2mr
~k
+
2mρ
~k
∫ ∞
0
ds g(s) + 2~
∂δlE
∂E
+
~
2E
∫ ∞
0
ds g′(s) sin(2kρs+ 2kr − lπ + 2δlE)
+
~
2E
∫ ∞
0
ds g′(s)
{
O
(
1
ρs+ r
)
+ O [N(ρs+ r)]
}
.
(157)
Since (ρs+r)−1 < r−1, the last term of (157) is O(r−1)+
O[N(r)], for all ρ. Furthermore, an integration by parts
of the fourth term immediately shows that it is less than
1
kρ
~
4E
(
|g′′(0)|+
∫ ∞
0
ds |g′′(s)|
)
= O(ρ−1). (158)
Therefore, as r →∞ and ρ→∞, we obtain that
T ρ,lE (Br) = 2~
∂δlE
∂E
+
2
v
∫ ∞
0
ds χr,ρ(s)
+O(r−1) +O(ρ−1) +O(N(r)). (159)
Comparing (159) with (153), we observe that the on-
shell fuzzy sojourn time has the remarkable property of
being free from the interference oscillating terms. There-
fore, considering the local time-delay
τρ,lin,E(Br) = T
ρ,l
E (Br)− T 0,ρ,lin,E (Br), (160)
where T 0,ρ,lin,E (Br) is the fuzzy incoming free reference so-
journ time, with asymptotic form
T 0,ρ,lin,E (Br) =
2
v
∫ ∞
0
ds χr,ρ(s)+O(r
−1)+O(ρ−1), (161)
we find that the global time delay limit
lim
r,ρ→∞
τρ,lin,E(Br) = 2~
∂δlE
∂E
(162)
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now converges also at fixed energy!
The above derivation can be easily extended to non-
symmetric potentials, using for instance the methods de-
veloped in [5]. Also, the same result holds if one consid-
ers, instead of a fuzzy free incoming time, fuzzy outgoing
or symmetric ones.
C. Fuzzy free-flight sojourn time
On the other hand, if we want to use, as a reference, a
“free-flight” time, then (30) needs to be modified in or-
der to take into account that the characterization of the
spatial region is now fuzzy, so that the “free-flight” com-
ponent in the sojourn time cannot anymore be expected
to grow linearly with r, as is clear from the nature of the
second term in the r.h.s of (159), which after the change
of variable s = r + ρx, can be rewritten in the form:∫ ∞
0
ds χr,ρ(s) = r + ρ
∫ ∞
0
dx g(x) ≡ f(r, ρ). (163)
Accordingly, a proper definition for a “fuzzy free-
flight” sojourn time, convenient to be used as a reference
time in the time-delay definition, is the following:
T 0,ρff,ϕ(Br) ≡ f(r, ρ)
[
lim
r′,ρ′→∞
T ρ
′
ϕ (Br′)
f(r′, ρ′)
]
. (164)
It could be objected that defining the global time-delay
in terms of fuzzy sojourn times can only yield an inaccu-
rate measure of it. This however is not the case. Indeed,
time-delay is a relative quantity and the fuzziness is sim-
ply “cut off” in the sojourn time difference.
To put it in different terms, time-delay is not a ques-
tion about how much time a particle spends in a region,
but about the excess or defect time it spends in it, due
to the interaction. Therefore, a sharp determination of
when the particle enters and leaves the region is not a
crucial aspect in its calculation, especially in the limit of
infinitely extended regions.
On that purpose, we can observe that for a classical
particle, defining the time-delay in terms of sharp or
fuzzy sojourn times is in fact perfectly equivalent (we
leave the proof of this statement to the reader, as an
exercise).
D. Origin of the interference terms
Coming back to the two questions we have addressed at
the beginning of this section, we certainly have answered
the second one, by providing a definition for the global
time-delay that is free from the interference terms and
therefore remains consistent also at fixed energy.
Concerning the first question, about the origin of the
interference terms, we can answer it by considering once
more the Larmor clock. As we explained in Sec. III C 1,
the spin clock can be used to measure the sojourn time of
a particle in a ball Br, by applying in it a weak homoge-
neous magnetic field and then observe how much the par-
ticle’s spin has precessed while traversing the field region.
This idealized situation requires a sharp determination of
the spatial localization of the field, whose strength has
therefore to be modulated by the characteristic function
χr of Br.
In other terms, the spatial switching on and off of the
field has to be abrupt (step function), thus idealizing
a situation where the field strength varies on a much
smaller scale than the de Broglie wavelength of the par-
ticle. Of course, such a circumstance is not very realistic,
being that if the magnetic field is produced by a macro-
scopic device, its variations will occur on distances much
larger than the latter.
A more realistic situation is in fact modeled by the
function (142). Then, the inverse of the parameter ρ
provides a measure of the field gradient in the transition
region, as is clear from the fact that dχs,ρ/ds = O(ρ
−1),
for s > r. It is then an easy matter to check that if the
field is shaped as χr,ρ, then its reading agrees with the
fuzzy sojourn time (144) [32].
The spin-clock allows us to understand the origin of
the oscillating interferences terms and the reason why
they dissolve in the fuzzy sojourn time measurement.
The essential difference between a field that is switched
on and off abruptly and one which is switched on and
off smoothly, resides in the fact that, even in the zero
field limit, in the former case the particle’s wave func-
tion can still be reflected at the sharp frontiers of the
field, whereas in the latter case the weak field’s reflective
power vanishes.
This means that it is the reflection mechanism at the
field boundaries, far away from the interaction region,
combined with the reflective power of the potential, that
is truly at the origin of the interference oscillating terms
in the on-shell sojourn time operator (see also the discus-
sion in Refs. [55, 56]).
V. TIME-DELAY IN MULTICHANNEL
SCATTERING
So far we have only considered simple scattering sys-
tems. We want now to analyze the more general situation
of a multichannel scattering theory. Contrary to a sin-
gle channel system, a multichannel one is characterized
by as many different free evolutions as is the number of
possible channels generated by the dynamics.
This means that, typically, the outgoing products
emerging from the scattering region will propagate at
different speeds in comparison to the incoming products.
Therefore, one cannot expect anymore a time delay de-
fined only in terms of incoming or outgoing free reference
times to converge in the limit r → ∞, as the divergent
linear terms in r will not anymore compensate in this
case.
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This is the reasons why, when there is more than a
single channel, it has been recognized that the natural
choice for a reference time is the symmetric combination
(20).
The simplest example of a multichannel scattering sys-
tem is the so-called optical model, in which the effects
of the new open channels are phenomenologically taken
into account by a dissipative part of the interaction (as
we have done in the dissipative clock example). We refer
the reader to [45] for a general study of the time-delay
limit for dissipative interactions. Here we will consider
another paradigmatic example of a multichannel scatter-
ing systems: the scattering by a time-periodic potential.
A. Scattering by time-periodic potentials
Typically, time-dependent potentials arise in physics as
approximate description of small subsystems, whose ac-
tion on the larger part of the system (the motion of which
is assumed to be known) can be neglected. This allows
to describe the evolution of the subsystem in terms of an
effective non-conservative force field (examples include
interaction of electromagnetic waves with matter, ther-
mal fluctuations, chemical reaction at surfaces, coupling
of electrons with optical phonons and electron transport
in presence of oscillating voltages).
In other terms, the Hamiltonian describing the system,
H(t) = H0 + V (t), now explicitly depends on time via
the time-dependence of the potential energy V (t). As a
consequence, a certain number of complications arise. In
general [H(t), H(t′)] 6= 0, for t 6= t′, so that the unitary
evolution operator U(t, t0), U(t0, t0) = I, solution of the
Schroedinger equation
i~
∂
∂t
U(t, t0) = H(t)U(t, t0), (165)
is no longer given by an exponential, as it is the case
for a static Hamiltonian, but by its Dyson expansion, at
least when it converges. Also, the evolution is no more
invariant under time-translations, the energy of the sys-
tem is in general not conserved, and one has to abandon
the notion of stationary states.
This however doesn’t mean that one has to renounce
to scattering theory, as is clear from the fact that the es-
sential point for the characterization of scattering states,
leaving any bounded region in configuration space as
t → ±∞, is not that the potential may or not be time-
dependent, but that it decreases sufficiently rapidly in
space, i.e., that it is sufficiently short-ranged.
More precisely, let |ψt0〉 be the state of the system at
time t0. At time t it becomes |ψt〉 = U(t, t0)|ψt0〉. If
the initial condition |ψt0〉 is of the scattering type, |ψt〉
will behave in the distant future, and has behaved in the
remote past, according to the free evolution.
This means there exist free evolving outgoing and in-
coming states |ϕ±,t〉 = e− i~H0(t−t0)|ϕ±,t0〉, such that the
difference
|ψt〉 − |ϕ±,t〉 = U(t, t0)|ψt0〉 − e−
i
~
H0(t−t0)|ϕ±,t0〉 (166)
tends to zero (in the Hilbert space norm) as t→ ±∞.
Multiplying the asymptotic condition (166) from the
left by U †(t, t0), one finds that it is equivalent to the
existence (as strong limits) of the wave operators
Ω±(t0) = s−lim
t→±∞
U †(t, t0)e−
i
~
H0(t−t0). (167)
According to (166) and (167), the scattering state at time
t0 is related to the incoming and outgoing states at time
t0 by
|ψt0〉 = Ω±(t0)|ϕ±,t0〉, (168)
which yields the correspondence
|ϕ+,t0〉 = Ω†+(t0)Ω−(t0)|ϕ−,t0〉, (169)
between the outgoing and the incoming state, so defining
the scattering operator
S(t0) = Ω
†
+(t0)Ω−(t0) (170)
for an initial condition at time t0.
The reason why we have redefined the wave and scat-
tering operators, that we already defined in Sec. III A,
is to make fully explicit the main difference between the
static and time-dependent situation: the scattering pro-
cess now depends on the choice of the initial condition
t0, as the evolution is not anymore invariant under time-
translations. Therefore, we now dispose of an entire col-
lection of wave and scattering operators, parameterized
by the initial time-condition.
According to (168), these are related by the relations
Ω±(t0) = U(t0, t1)Ω±(t1)e−
i
~
H0(t0−t1), (171)
which in turn give, for the scattering operators
S(t0) = e
− i
~
H0(t0−t1)S(t1)e
i
~
H0(t0−t1). (172)
Eq. (172) makes explicit the fact that the free evolution
H0 doesn’t commute anymore with the scattering oper-
ator, and therefore the process is not energy conserving.
Here however, we are interested in considering the spe-
cial case of a periodic time-dependence of the potential,
i.e., V (t) = V (t + T ), where T = 2π/ω is the period.
Then, U(t + T, T ) = U(t, 0), so that Ω±(T ) = Ω±(0) ≡
Ω±, and S(T ) = S(0) ≡ S.
According to (172), the scattering operator S (for the
initial condition at time t0 = 0) commutes with the free
evolution over one period: [S, e−
i
~
H0T ] = 0. This means
that even though the energy is not conserved during the
scattering, it can only be changed by discrete quanta
n~ω, n = 0,±1,±2, . . .
To see this more explicitly, let V (t) be the multipli-
cation operator by a time-periodic function v(x, t) =
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v(s, t), s = |x|, of spherical symmetry. Then, the scat-
tering operator S is diagonal in the basis of the spherical
harmonics, 〈l,m|S|l′,m′〉 = Slδl,l′δm,m′ , and the above
commutation relation holds in every subspace of fixed
angular momentum.
More precisely, we have
〈E′, l,m|[S, e− i~H0T ]|E, l,m〉
= 〈E′|Sl|E〉
(
e−
i
~
ET − e− i~E′T
)
= 0. (173)
Equation (173) implies that the kernel 〈E′|Sl|E〉 is zero
except when e−
i
~
ET = e−
i
~
E′T , or, equivalently, when
E′−E = n~ω, with n = 0,±1,±2, . . . Therefore, writing
the energyE ∈ [0,∞) as the sum E = ǫ+n~ω, with n ≥ 0
the entire part of E/~ω, and ǫ ∈ [0, ~ω) the quasi-energy
(i.e., the energy modulo ~ω), equality (173) becomes (we
set |ǫ, n〉 ≡ |ǫ+ ~ω〉):
〈ǫ′, n′|Sl|ǫ, n〉
(
e−
i
~
ǫT − e− i~ ǫ′T
)
= 0. (174)
Hence, since the difference in the brackets can be zero if
and only if ǫ = ǫ′, the kernel in (174) has the form
〈ǫ′, n′|Sl|ǫ, n〉 = 〈n′|Slǫ|n〉δ(ǫ − ǫ′), (175)
showing that the quasi-energy ǫ is conserved during the
scattering process.
The operator Slǫ is called the scattering matrix on the
quasi-energy shell, and the physical interpretation of the
amplitudes 〈n′|Slǫ|n〉 is simple: |〈n′|Slǫ|n〉|2 is the proba-
bility for an incoming wave of energy ǫ+ n~ω (and fixed
angular momentum l and m) to be scattered with energy
ǫ+ n′~ω.
To say it differently, it is the probability for an energy
transfer of exactly n′ − n quanta of energy ~ω, with the
external field. Clearly, if the theory is complete, i.e., if the
scattering operator is unitary, we have Slǫ
†
Slǫ = S
l
ǫS
l
ǫ
†
=
I, implying that∑
n′≥0
|〈n′|Slǫ|n〉|2 =
∑
n≥0
|〈n′|Slǫ|n〉|2 = 1. (176)
B. The quasi-stationary Schroedinger equation
To study the time-delay limit for the (multichannel)
scattering by a time-periodic and symmetric potential,
we first need to establish the connection between the el-
ements of Slǫ and the solutions of the quasi-stationary
Schroedinger equation, which is the analogue of the sta-
tionary Schroedinger equation for a time-periodic inter-
action.
Let |ψt〉 = U(t, 0)Ω−|ϕ〉 be the scattering state at time
t, for an initial condition at time t0 = 0. By definition, it
obeys the time-dependent Schroedinger equation (165).
If V (t) is periodic, then it admits the Fourier decompo-
sition:
V (t) =
∑
n
Vne
−inωt. (177)
Also, because of (169), we have |ψt〉 = Ω−(t)e− i~H0t|ϕ〉,
with Ω−(t) which is also time-periodic and therefore also
admits a Fourier decomposition:
Ω−(t) =
∑
n
Ωne
−inωt. (178)
Inserting (177) and (178) into (165), then comparing
the Fourier coefficients, one finds the operatorial identity(
H0 +
∑
ν
Vn−νΩν
)
= Ωn (H0 + n~ωI) . (179)
Formally, we can multiply (179) from the right by
|E, l,m〉 ≡ |ǫ, ρ, l,m〉, with E = ǫ + ρ~ω. Then, per-
forming the change of variables µ = ρ+n and σ = ρ+ ν,
we get
H0Ωµ−ρ|ǫ, ρ, l,m〉+
∑
σ
Vµ−σΩσ−ρ|ǫ, ρ, l,m〉
= (ǫ + µ~ω)Ωµ−ρ|ǫ, ρ, l,m〉. (180)
The potential being symmetric, we can formally mul-
tiply (180) by 〈x| from the left, then consider the sepa-
ration of variables:
〈x|Ωµ−ρ|ǫ, ρ, l,m〉 = il
√
2m
π~2κρ
1
s
ulµρ(ǫ, s)Y
m
l (xˆ), (181)
where s = |x| and ~κρ =
√
2m(ǫ+ ρ~ω). We then find
that the functions uµρ(ǫ, s), ρ ≥ 0, µ ∈ Z, are the regular
solutions of the quasi-stationary radial equation[
−~
2∂2s
2m
+
~2l(l+ 1)
2ms2
]
ulµρ(ǫ, s) +
∑
σ
vµ−σ(s)ulσρ(ǫ, s)
= (ǫ+ µ~ω)ulµρ(ǫ, s). (182)
Their asymptotic behavior for s→∞ can be obtained
from the asymptotic conditions of the scattering state
|ψt〉, plus a stationary phase argument. We skip the de-
tails (for the method see Refs. [57, 58]) and just give here
the result:
ulµρ(ǫ, s) =
1
2i
[
Alµρ(ǫ)ei(κµs−
lπ
2
) − δµρe−i(κµs− lπ2 )
]
+o(1)
(183)
as s→∞, where δµρ is the Kroenecker symbol and ~κµ =
i
√
2m|ǫ+ µ~ω|, for µ < 0.
The terms with µ < 0 are exponentially decaying and
do not contribute to the limit s→∞ (they are sometimes
called quasi-bound states). On the other hand, for µ ≥ 0,
we have the relation [57, 58]
Alµρ(ǫ) =
√
κρ
κµ
〈µ|Slǫ|ρ〉, (184)
establishing the link between the quasi-stationary ap-
proach and the time-dependent one.
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C. Sojourn time on the quasi-energy shell
We are now in a position to study the notion of sojourn
time for a time-periodic short-range potential. The first
thing we need to observe is that the definition (106)-
(107) is not affected by a possible time-dependence of the
interaction, as is clear from the fact that the probability
Pψt(Br) maintains all its meaning also in this case.
Considering however relation (169), we now have for
the sojourn time operator the following expression:
T (Br) =
∫ ∞
−∞
dtΩ†−U
†(t, 0)PrU(t, 0)Ω−
=
∫ ∞
−∞
dt e
i
~
H0tΩ†−(t)PrΩ−(t)e
− i
~
H0t. (185)
Obviously, we cannot repeat anymore the same argument
as in (81), to show that (185) commutes with H0. How-
ever, if the potential is time-periodic, we still have that
e−
i
~
H0TT (Br) =
∫ ∞
−∞
dt e
i
~
H0(t−T )Ω†−(t)PrΩ−(t)e
− i
~
H0t
=
∫ ∞
−∞
dt e
i
~
H0tΩ†−(t+ T )PrΩ−(t+ T )e
− i
~
H0(t+T )
= T (Br)e
− i
~
H0T , (186)
where for the last equality we have used Ω−(t + T ) =
Ω−(t).
In other terms, similarly to the scattering operator, the
sojourn time operator commutes with the free evolution
over one period, i.e., [T (Br), e
− i
~
H0T ] = 0, and there-
fore possesses on the quasi-energy shell elements. Con-
sequently, its average over an incoming state |ϕ〉 ≡ |ϕ−〉,
that we will assume, for sake of simplicity, being of fixed
angular momentum l and m, can be written
Tϕ(Br) = 〈ϕ|T (Br)|ϕ〉 =
∫
~ω
0
dǫ 〈ϕ(ǫ)|Tǫ(Br)|ϕ(ǫ)〉
=
∑
µ,ρ≥0
∫ ~ω
0
dǫ ϕ∗(ǫ+ µ~ω)〈µ|T lǫ(Br)|ρ〉ϕ(ǫ + ρ~ω),
(187)
where T lǫ(Br) is the interaction sojourn time matrix on
the quasi-energy shell, at fixed angular momentum.
To study its behavior as r → ∞, we use (185), (178)
and (181) to write
〈µ|T lǫ(Br)|ρ〉 = 2π~
∑
σ
〈ǫ, µ, l,m|Ω†σ−µPrΩσ−ρ|ǫ, ρ, l,m〉
=
4m
~
√
κµκρ
∑
σ
∫ r
0
ds ulσµ(ǫ, s)
∗
ulσρ(ǫ, s), (188)
which is clearly the quasi-stationary generalization of
(152). Similarly to what we have done in the stationary
case, we then derive the quasi-stationary Schroedinger
equation with respect to ǫ, to obtain the identity∑
σ
ulσµ
∗
ulσρ =
~2
2m
∑
σ
∂s
(
∂su
l
σµ
∗
∂ǫu
l
σρ − ulσµ
∗
∂s∂ǫu
l
σρ
)
,
(189)
that we can use to directly integrate (188).
Exploiting the asymptotic form (183) and the iden-
tity (184), after a long calculation without difficulties,
we find, in the limit r →∞,
〈µ|T lǫ(Br)|ρ〉 = 〈µ|τ lǫ |ρ〉
+
∑
σ≥0
r
vσ
(
δσµδσρ + 〈σ|Slǫ|µ〉∗〈σ|Slǫ|ρ〉
)
−
∑
σ≥0
~
2(ǫ+ σ~ω)
1
2i
[
δσµ〈σ|Slǫ|ρ〉ei(2κσr−lπ)
−δσρ〈σ|Slǫ|µ〉∗e−i(2κσr−lπ)
]
+ o(1), (190)
where we have defined the scalar velocities vσ = ~κσ/m,
and 〈µ|τ lǫ |ρ〉 is the matrix element of the (Eisenbud-
Wigner) time-delay operator (40) on the quasi-energy
shell (here restricted to a subspace of fixed angular mo-
mentum):
τ lǫ = −i~Slǫ
† dSlǫ
dǫ
, (191)
so that
〈µ|τ lǫ |ρ〉 = −i~
∑
σ≥0
〈µ|Slǫ
†|σ〉 d
dǫ
〈σ|Slǫ|ρ〉
= −i~
∑
σ≥0
〈σ|Slǫ|µ〉∗
d
dǫ
〈σ|Slǫ|ρ〉. (192)
D. Time-delay on the quasi-energy shell
Expression (190) is the quasi-stationary generalization
of (153). An important difference here, with respect to
the single channel situation, is that the scattering ampli-
tudes now also contribute to the “free-flight” linear term
in r.
As we already mentioned, this is due to the fact
that the process being not conservative, but only quasi-
conservative, the state emerging from the scattering re-
gion is a superposition of an infinite number of waves
characterized by the different free velocities vσ = ~κσ/m,
σ = 0, 1, 2, . . . Therefore, seeing that the incoming free
reference sojourn time only describes a conservative pro-
cess, and therefore has on shell asymptotic elements
〈µ|T 0,lǫ (Br)|ρ〉 =
2r
vρ
δµρ
− δµρ ~
2(ǫ+ ρ~ω)
sin(2κρr − lπ) + o(1), (193)
it clearly cannot compensate the r-divergent terms in
(190), as r→∞.
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This means that a definition of time-delay in multi-
channel scattering employing an incoming free reference
sojourn time would not be consistent. The situation
doesn’t change if, instead of an incoming, we consider
an outgoing free reference sojourn time, with asymptotic
elements
〈µ|Slǫ
†
T 0,lǫ (Br)S
l
ǫ|ρ〉 =
∑
σ≥0
2r
vσ
〈σ|Slǫ|µ〉∗〈σ|Slǫ|ρ〉
−
∑
σ≥0
〈σ|Slǫ|µ〉∗〈σ|Slǫ|ρ〉
~
2(ǫ+ σ~ω)
sin(2κσr − lπ) + o(1),
(194)
as also in this case the totality of the r-divergent terms
in (190) cannot be compensated.
On the other hand, if we consider the symmetric refer-
ence time (20), i.e., a symmetric combination of incoming
and outgoing states, we obtain a perfect compensation of
the linear terms in r, so that the symmetrized local time
delay has asymptotic form
〈µ|τ ls,ǫ(r)|ρ〉
= 〈µ|
{
T lǫ(Br)−
1
2
[
T 0,lǫ (Br) + S
l
ǫ
†
T 0,lǫ (Br)S
l
ǫ
]}
|ρ〉
= 〈µ|τ lǫ |ρ〉+ oscillating terms + o(1). (195)
As we discussed for the static (single-channel) case,
when averaging over a sufficiently well behaved packet
|ϕ〉, the oscillating terms in (195) do not contribute to the
r →∞ limit, because of the Riemann-Lebesgue Lemma.
Therefore, we obtain that the symmetrized local time-
delay duly converges to the multichannel generalization
of the Eisenbud-Wigner formula (191)-(192).
To better appreciate the physical content of the latter,
we can consider the monochromatic limit of an incoming
wave (of fixed angular momentum l and m) of energy
ǫ + n~ω, i.e., the limit |〈l,m, n′, ǫ′|ϕ〉|2 → δn′nδ(ǫ′ − ǫ).
Then, τϕ → 〈n|τ lǫ |n〉, so that (192) reduces to
〈n|τ lǫ |n〉 =
∑
σ≥0
|〈σ|Slǫ|n〉|2τ lǫ;σ,n, (196)
where we have defined
τ lǫ;σ,n ≡ 2~
dδlǫ;σ,n
dǫ
(197)
and δlǫ;σ,n ≡ 12 arg〈σ|Slǫ|n〉.
Now, since |〈σ|Slǫ|n〉|2 is the probability for a scattering
with energy transfer ǫ+n~ω→ ǫ+σ~ω, the global time-
delay (196) is a weighted sum expressing a conditional
average over the conditional time-delays (197), i.e., the
time delays for an incoming particle of energy ǫ + n~ω,
conditional to the fact that it will emerge from the inter-
action region with energies ǫ+ σ~ω, σ ≥ 0.
We shall discuss in some detail the notion of con-
ditional time-delay, and the conceptual problems it
presents, in the next section. Here we conclude by ob-
serving that the above analysis can be easily extended
to different typologies of multichannel scattering systems
(see [8] and the references cited therein). Also, we re-
fer the reader to [57–59] for a comprehensive introduc-
tion to the general formalism of time-periodic scatter-
ing systems, and for the treatment of the specific one-
dimensional case, where the additional transmission and
reflection channels can also be distinguished.
Let us also observe that, as we did in Sec. IV, also
for time-periodic potentials we could have defined fuzzy
sojourn times, to consistently get rid of the oscillating
terms even at fixed quasi-energy. And instead of a sym-
metric free reference sojourn time, we could as well have
used the “free-flight” time (30), or its modified version
(164), in the fuzzy case.
VI. CONDITIONAL TIME-DELAY
In this Section we discuss the notion of conditional
time-delay.
As opposed to global time-delay, which doesn’t incor-
porate in its definition any specific condition of observa-
tion of the scattering particle, the notion of conditional
time-delay answers the more specific question of what is
the excess (or defect) of time spent by the scattering par-
ticle in the interaction region, conditional to the fact that
it will be ultimately observed in a given subspace FH of
the Hilbert space H, as t → ∞, specified by a projec-
tor operator F , compatible with the free evolution, i.e.,
[F,H0] = 0.
The conditional time-delay is also a global quantity, in
the sense that it is also obtained as the r →∞ limit (or
r, ρ → ∞ limit, in the fuzzy case) of a local conditional
time-delay.
In classical mechanics, the notion of conditional time-
delay presents no conceptual problems, as the classical
global time-delay is in fact already a conditional time-
delay, as is clear from the fact that a particle’s final state
is uniquely determined by its initial condition in the re-
mote past.
For instance, in the simple one-dimensional context, if
the particle’s incoming energy E belongs to {E > 0|E >
supx v(x)}, we know it will be finally transmitted, so that
the classical global time-delay is de facto, in this case,
a transmission time-delay, i.e., a time-delay conditional
to the fact that the particle will be found far away on
the right hand side of the potential in the distant future
(assuming it came from the left).
On the other hand, for incoming energies belonging to
{E > 0|E < supx v(x)}, it will be reflected back, and we
have in this case a reflection time-delay [72].
In the quantum case the situation is different, as there
are no means to determine in advance if the particle will
be ultimately transmitted or reflected, without perform-
ing an appropriate measurement. Such a measurement,
like typically all quantum measurements, is not an act
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of discovery of properties that are already present in the
system, but a creation of new properties that are only
potential before the measurement, and can possibly be-
come actual as a result of the interaction between the
quantum entity and the measuring apparatus [60–62].
Also, in quantum mechanics the property of “being
transmitted” and “being reflected” are not compatible
with the property of “being in Br.” Therefore, one can-
not expect to give a proper meaning to the notions of
transmission and reflection sojourn times, and more gen-
erally to a notion of conditional sojourn time. This how-
ever, as we shall see, will not prevent us to give a proper
definition for the quantum notion of conditional time-
delay.
We start by observing that the probability PF (ϕ) of
finding the scattering state |ψt〉 = e− i~HtΩ−|ϕ〉 in the
subspace FH, in the distant future, is given by
PF (ϕ) = lim
t→∞
‖ψt‖2 = lim
t→∞
‖Fe− i~H0tSϕ‖2 = ‖FSϕ‖2,
(198)
where for the second equality we have used the asymp-
totic condition |ψt〉 → e− i~H0tS|ϕ〉, as t → ∞, and for
the last equality the fact that H0 commutes with F .
On the other hand, we can observe that this same prob-
ability can be written in the form
PF (ϕ) = 〈ϕ|S†FS|ϕ〉 = 〈ϕ|Ω†−Ω+FΩ†+Ω−|ϕ〉
= 〈ϕ|Ω†−e
i
~
Hte−
i
~
HtΩ+FΩ
†
+e
i
~
Hte−
i
~
HtΩ−|ϕ〉
= 〈ψt|Ω+FΩ†+|ψt〉 = ‖Fψt‖2. (199)
For the second equality in (199) we have used S = Ω†+Ω−,
for the fourth the intertwining relation HΩ+ = Ω+H0
and the fact that FH0 = H0F , and in the last equality
we have defined the “asymptotic” operator F ≡ Ω+FΩ†+,
which is clearly an orthogonal projection since Ω+ is an
isometry, i.e., Ω†+Ω+ = I.
What we have just shown is that, in the same way as we
have a projector operator Pr associated to the property
“the particle is localized in Br,” we can also exhibit a
genuine projector operator F associated to the property
“the particle will have the property associated to F in
the distant future.”
A. Pseudo joint probabilities
In classical mechanics these two properties are defined
by compatible experimental tests, and therefore can be
consistently jointly measured. On the other hand, they
are associated to incompatibles tests in quantummechan-
ics, as is clear from the fact that in general [Pr ,F] 6= 0
(see [25, 31] and the references cited therein).
Obviously, this represents an insurmountable obstacle
for the definition of a meaningful notion of quantum con-
ditional sojourn time, and this is one of the reasons for
the longstanding controversy (that we have mentioned in
the introduction) over the countless definitions that have
been proposed for a tunneling time.
The question of how much time a transmitted particle
(incoming, say, from the left) spends in a given (finite)
spatial region is simply an ill-defined one in standard
quantum mechanics (or, better, it is a classical question
with no quantum analogue), as it requires the joint mea-
surement of two incompatible projection-observables: Pr
and P0+ ≡ Ω+P 0+Ω†+ [with P 0+ defined as in (88)].
The situation is however different if one considers, in-
stead of the notion of conditional sojourn time, the one of
conditional time-delay. To see this, and for sake of clar-
ity, we limit the discussion to the one-dimensional case
and to the condition of being transmitted.
Consider two properties a and b, associated to the pro-
jections Pa and Pb, respectively, and the corresponding
inverse properties a¯ and b¯, associated to the projectors
Pa¯ = I−Pa and Pb¯ = I−Pb. As we observed in Sec. III E,
if the properties are incompatibles, i.e., [Pa, Pb] 6= 0, then
the presence of interference terms prevents us from writ-
ing the theorem of total probability of classical probabil-
ity theory.
However, let us apply the standard quantum rule that
consists in symmetrizing all products of non-commuting
observables, to define the operator
P˜x,y =
1
2
(PxPy + PyPx) , (200)
with x, y ∈ {a, b, a¯, b¯}.
Clearly, although the P˜x,y are self-adjoint, they are not
orthogonal projections (this is the reason for the “tilde”
in the notation). Nevertheless, considering their average
over a given state |ϕ〉, we can define the auxiliary function
P˜ϕ(x, y) = 〈ϕ|P˜x,y|ϕ〉. (201)
It is then an easy matter to check that it obeys the rela-
tions
Pϕ(b) = P˜ϕ(a, b) + P˜ϕ(a¯, b)
Pϕ(a) = P˜ϕ(a, b) + P˜ϕ(a, b¯), (202)
which are exactly those we would expect from a genuine
joint probability. However, since it can also take neg-
ative values, we cannot use (201) as a bona fide joint
probability, to define conditional probabilities
P˜ϕ(x|y) = P˜ϕ(x, y)Pϕ(y) , (203)
that in turn would allow us to define bona fide quantum
conditional sojourn times.
B. Transmission and reflection time-delays
In the case of our concern, and for a particle com-
ing from the left, we can let a be the property of being
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transmitted (that we denote by “tr”), associated to the
projection operator P0+, and b the property of being in
Br (that we simply denote “Br”), associated to the pro-
jection operator Pr.
Then, if it wasn’t for the fact that it can take negative
values,
P˜ψt(Br|tr) =
P˜ψt(Br, tr)
Pψt(tr)
= ℜ〈ψt|P
0
+Pr|ψt〉
‖P 0+Sϕ‖2
(204)
would possess all the good structural properties that a
probability of finding the particle in Br at time t, condi-
tional to the fact that it will be ultimately transmitted,
is expected to obey. Consequently, we could use it to
define the following transmission sojourn time
T˜ϕ(Br|tr) =
∫ ∞
−∞
dt P˜ψt(Br|tr)
= ℜ〈ϕ|S
†P 0+ST (Br)|ϕ〉
‖P 0+Sϕ‖2
, (205)
with T (Br) the sojourn time operator (107). And be-
cause of (202), we would have the conditional average
Tϕ(Br) = ‖P 0+Sϕ‖2T˜ϕ(Br|tr) + ‖P 0−Sϕ‖2T˜ϕ(Br|re),
(206)
connecting the conditional transmission and reflection so-
journ times to the unconditional sojourn time, T˜ϕ(Br|re)
being the equivalent of (205) for the reflection case, ob-
tained by replacing P 0+ by P
0
− in (205).
But the above we cannot do since, as we said, (204)
is not positive. However, when considering the notion
of time-delay, our interest is in the global limit r → ∞,
and in this limit the projection operator Pr → I; there-
fore, it becomes compatible with all observables, and in
particular with P0+.
This means that in this limit, the pseudo joint proba-
bility P˜ψt(Br, tr)→ Pψt(tr) ≥ 0, i.e., it becomes positive
and thus recovers a consistent probabilistic interpreta-
tion. So, keeping in mind that at the end of the calcu-
lation we shall take the limit r → ∞, we can use the
above defined pseudo conditional sojourn time as a use-
ful auxiliary function, allowing us to consistently extract
information about the conditional time-delay.
To do this, we have to study the asymptotic of (205).
Using (123), and after a long calculation without difficul-
ties, we find that, as r →∞,
T˜ϕ(Br|tr)
=
∫∞
0 dE |TE |2|ϕ(E)|2
[
~
dαTE
dE
+ 2r
v
+AE(r)
]
∫∞
0
dE |TE |2|ϕ(E)|2
+ o(1),
(207)
where the interference contribution AE(r) is given by
AE(r) =
~
2E
|LE | sin(αLE − αTE) cos(αTE + 2kr). (208)
What is interesting to observe in (207) is that the linear
term in r is not of the form (91). Therefore, if we subtract
from (207) the incoming free sojourn time (91), which is
also a transmission time (as a free particle coming from
the left is, by definition, transmitted to the right), then
take the limit r → ∞, the linear terms in r do not com-
pensate and the difference diverges. In other terms, a
free reference time associated to the incoming particle is
not suitable for defining a conditional time-delay.
On the other hand, if we consider the outgoing state
S|ϕ〉, we have
T˜ 0out,ϕ(Br|tr) = ℜ
〈ϕ|S†P 0+T 0(Br)S|ϕ〉
‖P 0+Sϕ‖2
=
∫∞
0 dE |TE |2|ϕ(E)|2
[
2r
v
+A0E(r)
]∫∞
0 dE |TE |2|ϕ(E)|2
, (209)
where the interference contribution A0E(r) is now given
by
A0E(r) = −
~
2E
|TE |2 cos(αLE − αTE) sin(2kr). (210)
This time (209) does correctly extract the linear di-
vergence in (207), as r → ∞. This is because the free
outgoing state being coincident with the scattering state
in the distant future, it allows for a same split in terms
of transmitted and reflected products.
So, the pseudo conditional local transmission time-
delay
τ˜ϕ(Br|tr) = T˜ϕ(Br|tr)− T˜ 0out,ϕ(Br|tr)
= ℜ〈ϕ|S
†P 0+S
[
T (Br)− S†T 0(Br)S
] |ϕ〉
‖P 0+Sϕ‖2
(211)
does conveniently converge to a finite (non-pseudo) global
limit, as r →∞, and considering that the infinitely oscil-
lating terms do not contribute, because of the Riemann-
Lebesgue Lemma, we obtain
τ trϕ = lim
r→∞
τ˜ϕ(Br|tr)
=
∫∞
0
dE ~
dαTE
dE
|TE |2|ϕ(E)|2∫∞
0 dE |TE|2|ϕ(E)|2
. (212)
Bearing in mind that in the limit of infinitely ex-
tended regions the pseudo joint probability (204) recov-
ers a proper meaning, (211) can be assumed to be a bona
fide transmission time-delay, with a proper probabilistic
interpretation.
In the monoenergetic limit (92), the numerator and
denominator simplify, and we obtain for the transmission
time-delay at fixed energy E:
τ trE = ~
dαTE
dE
. (213)
Obviously, similar expressions hold for the reflection
time-delays from the left and from the right, in terms
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of the energy-derivatives of the corresponding reflection
phases.
Formula (213) is in perfect agreement with what can
be obtained using more heuristic arguments, like the one
that consists in following the position of the transmitted
peak (by means of a stationary phase argument), or more
generally the evolution of the mean position of the trans-
mitted packet. It also agrees with the reading of physical
clocks, like for instance the Larmor clock, when the spin
precession is considered separately for the transmitted
and reflected components [18].
However, it is important to emphasize that one cannot
use clocks to define a proper transmission (or reflection)
sojourn time and overcome the difficulty of the incom-
patibility of the projection observables Pr and P
0
+.
In the ambit of the Larmor clock, the shortcoming
manifests in the fact that when transmission and reflec-
tion amplitudes are considered separately, there is also
a change of the spin component parallel to the field di-
rection, so that an unambiguous precession angle can-
not anymore be defined, as it was firstly emphasized by
Bu¨ttiker [63].
C. The most general definition
In the above, we have considered the specific case of
transmission and reflection in the one-dimensional scat-
tering, but the analysis readily generalizes to more gen-
eral situations, like three-dimensional scattering systems
and arbitrary conditions of observation of the scatter-
ing particle, specified by a generic projection operator F
commuting with the free evolution.
Then, replacing P 0+ in (211) by F , and observing that
the operatorial difference T (Br) − S†T 0(Br)S tends (in
the weak topology sense) to S†[T0, S], we have for the
conditional time-delay the general formula [31]
τFϕ = lim
r→∞
τ˜ϕ(Br|F ) = ℜ〈ϕ|S
†F [T0, S]|ϕ〉
‖FSϕ‖2 , (214)
where for a scattering by a static interaction the opera-
tor i[T0, S]/~ corresponds to the energy derivative of the
scattering matrix, or to its quasi-energy derivative in the
time-periodic case.
We conclude this section observing that we could as
well have derived the conditional time-delay limit (214)
using, instead of the outgoing (pseudo conditional) free
sojourn time (209), the “free-flight” one:
T˜ 0ff,ϕ(Br|F ) = r
[
lim
r′→∞
T˜ϕ(Br′ |F )
r′
]
. (215)
We want now to synthesize the analysis of the previous
sections by providing what we believe is the most general
possible definition for time-delay in the context of non-
relativistic quantum scattering theory.
We start by observing that in single channel scattering
systems one can equivalently exploit, in the definition
of time-delay, incoming and outgoing free reference so-
journ times. On the other hand, when dealing with mul-
tichannel scattering systems, only a symmetrized version
of the free reference time can correctly cancel the linear
divergent terms. Finally, when dealing with conditional
time-delays, only the outgoing free reference sojourn time
allows to duly extract the linear divergence.
Therefore, if one wants to define a consistent notion
of conditional time-delay in a general multichannel con-
text, one apparently falls short of a convenient reference
time. This is the reason why we have also defined in
this work a new kind of free reference sojourn time, that
we have called “free-flight,” which has the nice property
of remaining fully consistent in all the above mentioned
contexts.
On the other hand, we have observed that it was pos-
sible to make the time-delay limit uniform with respect
to the choice of the incoming wave-packet, introducing
for this the notion of “fuzzy sojourn time,” thanks to
which the limit of infinitely extended spatial regions can
be taken also when the energy of the incoming state is
sharply peaked (i.e., at fixed energy). Accordingly, we
have shown that it was possible to define a modified
“fuzzy free-flight” reference time, to suitably extract the
divergent terms also in this ambit.
It is now time to put all this together, in a single and
coherent general definition that encompasses all possible
cases. Let (H0, H) be a scattering system, which can
be simple, like in two-body scattering processes, or in
the scattering of a single particle by a static external
field, or multichannel-like, such as in scattering by a time-
periodic potential [8, 57, 58], N -body scattering [3, 8,
64], scattering with dissipative interactions [8, 45], step
potential scattering [65], scattering in waveguides [66],
and so on.
Then, if |ψt〉 = U(t, 0)Ω−|ϕ〉 is the scattering state at
time t, and F is a projection operator which is compatible
with H0, we define the local, pseudo conditional, fuzzy
time-delay as the difference
τ˜ρϕ(Br|F ) = T˜ ρϕ(Br|F )− f(r, ρ)
[
lim
r′,ρ′→∞
T˜ ρ
′
ϕ (Br′ |F )
f(r′, ρ′)
]
,
(216)
where the function f is given by (163) and
T˜ ρϕ(Br|F ) = ℜ
〈ϕ|S†FST ρ(Br)|ϕ〉
‖P 0+Sϕ‖2
(217)
is the auxiliary pseudo conditional fuzzy sojourn time,
with
T ρ(Br) =
∫ ∞
−∞
dtΩ†−U
†(t, 0)Pr,ρU(t, 0)Ω− (218)
the fuzzy sojourn time operator, and Pr,ρ the multiplica-
tion operator by the membership function (142).
Then, for sufficiently well behaved interactions and ini-
tial states, one can expect the limit
τFϕ = lim
r,ρ→∞
τ˜ρϕ(Br|F ) (219)
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to exist and to be equal to the conditional time-delay
formula
τFϕ = ℜ
〈ϕ|S†F [T0, S]|ϕ〉
‖FSϕ‖2 , (220)
which, in the unconditional case F = I, reduces to the
usual Eisenbud-Wigner formula
τϕ = 〈ϕ|S†[T0, S]|ϕ〉. (221)
Of course, as we explained in the previous sections of
this work, (220) cannot be the most general formula, but
only a special case corresponding to the choice of balls
Br ≡ Br(0) centered at the origin.
Indeed, if in the time-delay limit we choose balls Br(c),
centered at an arbitrary spatial point c 6= 0, then, instead
of (220), we obtain the more general translation-invariant
formula
τFϕ (c) = τ
F
ϕ + cℜ
〈ϕ| m|p|S†FS
(
S†pˆS − pˆ) |ϕ〉
‖FSϕ‖2 , (222)
which is clearly the conditional generalization of (132).
An important property of the local quantity (216) is
that the limit (219) is expected to exist also for incoming
wave-packets sharply peaked in energy. In other terms,
it has the nice property of commuting with the monoen-
ergetic limit (92):
lim
|ϕ|2→δ
lim
r,ρ→∞
τ˜ρϕ(Br|F ) = lim
r,ρ→∞
lim
|ϕ|2→δ
τ˜ρϕ(Br|F ). (223)
We conclude this section by showing how to detail
(220) in a specific example. We consider the one-
dimensional scattering by a time-periodic potential, for
a particle coming from the left, i.e., P 0+|ϕ〉 = |ϕ〉, whose
state has energetic support in the interval [m~ω,m~ω +
∆E], with ∆E < ω.
We ask what is the particle’s time-delay conditional to
the fact that it will be ultimately transmitted with an
energy transfer of exactly n quanta of energy ~ω.
To answer this question we need to remember that the
scattering process conserves the quasi-energy, so that if
the outgoing state is observed with energy in the interval
I ≡ [(m + n)~ω, (m + n)~ω + ∆E], we know that dur-
ing the scattering the particle experienced a transfer of
energy of exactly n~ω quanta [73].
Therefore, considering the projection operator
P 0+,I ≡
∫ ∆E
0
dǫ |ǫ,m+ n,+〉〈ǫ,m+ n,+|, (224)
we have that the probability of being transmitted with
an energy transfer of n~ω is given by
‖P 0+,ISϕ‖2 =
∫ ∆E
0
dǫ |Tǫ,n|2|ϕ(ǫ)|2, (225)
where we have defined Tǫ,n ≡ 〈m + n,+|Sǫ|m,+〉, and
ϕ(ǫ) ≡ 〈ǫ,m,+|ϕ〉.
Thus, replacing F with P 0+,I in (220), we obtain
τ trϕ,n = ℜ
〈ϕ|S†P 0+,I [T0, S]|ϕ〉
‖P 0+,ISϕ‖2
=
∫∆E
0
dǫ ~
dαTǫ,n
dǫ
|Tǫ,n|2|ϕ(ǫ)|2∫∆E
0
dǫ |Tǫ,n|2|ϕ(ǫ)|2
, (226)
where αTǫ,n = argTǫ,n, and we have used the fact that
〈ǫ, n,+|T0|ϕ〉 = −i~d/dǫ〈ǫ, n,+|ϕ〉.
Then, if we consider the limit of an incoming packet
sharply peacked in energy, i.e., |ϕ(ǫ′)|2 → δ(ǫ′ − ǫ), we
obtain that τ trϕ,n → τ trǫ,n, where
τ trǫ,n = ~
dαTǫ,n
dǫ
. (227)
Formula (227) is the multichannel generalization of
(213), and is in full agreement with what can be derived
by means of more heuristic approaches, like for instance
the one consisting in applying a stationary phase argu-
ment to the outgoing scattering state [57].
VII. A CONCEPTUAL UPGRADE
In the present work we have reviewed different aspects
of the fundamental notion of time-delay in classical and
quantum mechanics. In doing so, we have also introduced
some new concepts, like the energy-clock, the fuzzy so-
journ time operator and the free-flight reference time.
In order to limit the length of the article, we clearly had
to make choices, leaving out some important concepts
related to time-delay, like for instance the fundamental
notion of total time-delay, obtained by taking the trace
of the energy shell time-delay operator [8], which can be
proven to be independent of the choice of the center of the
expanding balls, and more generally to exist also when
the time-delay limit is considered for arbitrary sequences
of dilated regions.
Also, we haven’t discussed the important link between
the notion of time-delay and Levinson’s theorem, its con-
nection to causal bonds, to the virial, and the form it
takes at resonances (apart our brief mention in Sec. III H)
or at low energy [8, 67].
In this last section, we want to present some final con-
siderations regarding the conceptual status of the quan-
tum notions of sojourn and delay times. As we have
seen, time-delay can be consistently defined in standard
quantum mechanics as a difference of sojourn times, in
the limit of infinitely extended spatial balls. And sojourn
times, as we explained in some detail in Sec. III B, are
average quantities, defined as sums over probabilities of
presence which, being pure probabilistic statements, re-
main consistent also when a classical notion of trajectory
is not available.
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A. Non-spatiality
An interesting aspect is that one can exploit the very
notion of sojourn time to understand in what sense the
classical notion of trajectory wouldn’t be anymore avail-
able in quantum physics. For this, consider a free par-
ticle, described by the state |ϕt〉, and a time-interval
[t1, t2], with −∞ ≤ t1 < t2 ≤ ∞. Then,
T 0ϕ(Br; [t1, t2]) =
∫ t2
t1
dtPϕt(Br) = 〈ϕ|T 0(Br; [t1, t2])|ϕ〉
≤ t2 − t1 (228)
is the average time spent by the particle inside Br, during
the time-interval [t1, t2], with
T 0(Br; [t1, t2]) =
∫ t2
t1
dt e
i
~
H0tPre
− i
~
H0t (229)
the free sojourn time operator restricted to the time-
interval [t1, t2], which, as we know, is a bona fide self-
adjoint operator [46].
Thus, according to the spectral theorem, we also
know that there exist a projection-valued measure
F 0(Br; [t1, t2]; ·), such that (229) can be written in the
diagonal form
T 0(Br; [t1, t2]) =
∫
R
F 0(Br; [t1, t2]; dt) t. (230)
Now, although T 0(Br; [t1, t2]) is self-adjoint, and is
therefore a well-defined observable, it is certainly not an
observable in the conventional sense, as it doesn’t corre-
spond to an instantaneous measurement, but, rather, to a
continuous measurement in the limit of zero-disturbance,
as we have seen in Sec. III C, where we have shown how
to implement the sojourn time measurement by means of
physical clocks, in the zero-field limit.
However, there are no a priori reasons not to extend
the usual Born rule also to T 0(Br; [t1, t2]), taking seri-
ously its interpretation as a time of sojourn (or of per-
manence) observable, and therefore interpret the associ-
ated projection-valued measure in the usual probabilistic
sense.
More precisely, given a (Borel) subset ∆ ⊆ R,
F 0(Br, [t1, t2]; ∆) is to be interpreted as the projection
operator into the set of states that, in the course of their
free evolution, spend inside Br, during the time interval
[t1, t2], amounts of time whose values are in ∆.
In other terms,
Pϕ(Br; [t1, t2]; ∆) = 〈ϕ|F 0(Br; [t1, t2]; ∆)|ϕ〉 (231)
is the probability that the quantum free evolving particle,
described by the initial state |ϕ〉, sojourns in Br, during
the time-interval [t1, t2], an amount of time whose value
is in the set ∆.
Therefore, setting ∆ = {0}, Pϕ(Br; [t1, t2]; {0}) has
to be understood as the probability for the free parti-
cle, during the time-interval [t1, t2], of spending a zero
amount of time in Br. Said it differently, it corresponds
to the probability for the particle to not enter, for any
measurable amount of time, the spatial region Br.
The puzzling result that was proved by Jaworski [46], is
that for any choice of |ϕ〉 and time-interval [t1, t2], such a
probability is always equal to zero. In other terms, there
are no eigenstates of the sojourn time operator (229) cor-
responding to the zero eigenvalue. This means that the
particle will always spend (with probability 1) some time
in Br, during whatever time-interval [t1, t2], and this in-
dependently of the choice of its initial condition.
So, if we take seriously the interpretation of (228) as
a measure of the time spent by the particle inside Br,
and if we assume that the particle is a spatial entity,
that is, an entity existing and evolving inside our three-
dimensional Euclidean space, we are faced with an appar-
ent paradox. Indeed, if the particle is a local corpuscle,
then, by taking a ball Br of arbitrary small radius r,
a time-interval [t1, t2] with t2 arbitrary close to t1, and
an initial state at time t1 localized at an arbitrary as-
tronomical distance far away from the origin, we clearly
expect that, however strange, erratic and speedy would
be the free particle displacements in space, under these
conditions the time it spends in Br, during the infinites-
imal time-interval [t1, t2], should be equal to zero. But,
as we said, this expectation is false, and therefore the
hypothesis that the quantum particle is a local entity is
not tenable.
Then, let us assume that, on the contrary, it is a non-
local entity, i.e., an entity that, somehow, is spread all
over space. In this case it becomes relatively easy to un-
derstand why zero cannot be an eigenvalue of the sojourn
time operator, as the quantum particle would be able to
be present, in every moment, in every region of space.
However, setting t1 = −∞ and t2 = ∞, we would
expect in this case the sojourn time (228) to be always
infinite. But again, we know this is not the case, as it is
a bounded operator.
Considering the above, we must conclude that the cru-
cial point is not about the locality or non-locality of the
quantum particle, but about its presumed spatiality. The
only possible conclusion is that if a microscopic particle
can manifest as a non-local entity, it is because it is first
of all a non-spatial entity, i.e., an entity that sojourns
most of its time in a space that is not our ordinary three-
dimensional Euclidean space [60–62].
For this reason, a microscopic quantum entity
shouldn’t be called “particle,” as to be such it should
possess at least the attribute of spatiality. In fact, a
quantum particle doesn’t possess many other fundamen-
tal attributes usually associated to a particle, like for
instance the one of individuality [62].
If a quantum entity doesn’t possess, in general, a po-
sition in space, as “having a spatial position” is just a
property (most of the time ephemeral) that is created
during a measurement process, it is clearly improper to
refer to (228) as a sojourn (or permanence, residence,
transit) time, as the term “sojourn” refers to the prop-
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erty of remaining (or sojourning) in the spatial region
Br, whereas the quantum entity is a non-spatial entity,
that is, an entity that doesn’t sojourn in physical space!
But then, if we nevertheless consider that the self-
adjoint observable (229) is telling us something about
the reality of the quantum world, what is it exactly? In
other terms, how should we interpret the sum (228)?
B. Total availability
Following Aerts’ terminology [74], we can say that our
reality consists of all those entities that are available to
us, in the sense of being available to our experiments (and
more generally to our experiences), which are essentially
creation-discovery processes.
Typically, what we call classical observations, are ex-
periences of pure discovery (i.e., of discovery of what is
already manifest), whereas quantum observations are ex-
periences of pure creation (i.e., of creation of what isn’t
manifest prior to the observation). And in between these
two limit cases, we have all kind of possible “quantum-
like” intermediary observational processes, where both
aspects of creation and discovery can be simultaneously
present.
In the case of our concern, the entity in question is
a quantum entity (a microscopic pseudoparticle) and the
creative aspect of the experience is the one of manifesting
a spatial localization, by interacting with a local macro-
scopic measuring apparatus.
The important point to be emphasized here is that,
contrary to the case of a classical object, the spatial lo-
calization of the quantum entity doesn’t exist prior to
the observational process (or it exists, but only in a po-
tential sense). Consequently, when measuring the spatial
localization of the non-spatial quantum entity, we may or
may not succeed in manifesting its presence, i.e., its tem-
porary spatial existence. And the relative frequency of
success with which we can do this is obviously a measure
of the (degree of) availability of the quantum entity in
participating in such a spatial experience and produce a
successful result.
More precisely, the probability Pψt(Br) has to be un-
derstood as a measure of the (degree of) availability, at
time t, of the non-spatial quantum entity described by
the state |ψt〉, in lending itself to an interaction with a
measuring apparatus in order to manifest (i.e., to create)
a temporary spatial localization inside the region Br.
Therefore, the proper interpretation of the sum
Tϕ(Br) =
∫ ∞
−∞
dtPψt(Br) (232)
is the following: it is not the time spent, on average, by
the scattering particle inside Br, but its total availability
in Br, that is, its total availability in lending itself to the
creation of a spatial localization inside Br, by means of
an interaction with a measuring apparatus [68].
This means that the classical concept of time of so-
journ, or time of permanence, has to be replaced by the
more general quantum concept of total availability, that
is, the total availability of a quantum entity in being part
of an experience the outcome of which is the creation of
a temporary localization in a given region of space.
This also means that the classical concept of time-
delay, which is the difference of the total availability in
Br between an interacting and free entity, in the limit
r →∞, has to be interpreted as the total (spatial) avail-
ability shift experienced by the quantum entity, as a con-
sequence of the interaction [68].
In conclusion, if it is true that our conception of time
is dependent upon our classical observation of macro-
scopic entities moving along trajectories in the three-
dimensional physical space, and if it is also true, as hy-
pothesized by Aerts, that [60]: “[· · · ] quantum entities
are not permanently present in space, and that, when a
quantum entity is detected in such a non-spatial state,
it is ‘dragged’ or ‘sucked up’ into space by the detec-
tion system,” then we are forced to recognize that time-
concepts like “time of sojourn,” “time of permanence,”
“duration,” and so on, are classical notions that need to
be upgraded in order to remain fully consistent also in
relation to non-spatial quantum entities.
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