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Abstract 
This thesis presents Organisational Sustainability Modelling (OSM), a new method 
to model and analyse risk and return systematically for the adoption of large 
systems such as Cloud Computing. Return includes improvements in technical 
efficiency,  profitability  and  service.  Risk  includes  controlled  risk  (risk-control 
rate) and uncontrolled risk (beta), although uncontrolled risk cannot be evaluated 
directly.  Three  OSM  metrics,  actual  return  value,  expected  return  value  and 
risk-control rate are used to calculate uncontrolled risk. The OSM data collection 
process  in  which  hundreds  of  datasets  (rows  of  data  containing  three  OSM 
metrics in each row) are used as inputs is explained. Outputs including standard 
error,  mean  squared  error,  Durbin-Watson,  p-value  and  R-squared  value  are 
calculated.  Visualisation  is  used  to  illustrate  quality  and  accuracy  of  data 
analysis. The metrics, process and interpretation of data analysis is presented 
and the rationale is explained in the review of the OSM method. 
Three case studies are used to illustrate the validity of OSM: 
•  National  Health  Service  (NHS)  is  a  technical  application  concerned  with 
backing up data files and focuses on improvement in efficiency. 
•  Vodafone/Apple is a cost application and focuses on profitability. 
•  The  iSolutions  Group,  University  of  Southampton  focuses  on  service 
improvement using user feedback. 
The  NHS  case  study  is  explained  in  detail.  The  expected  execution  time 
calculated  by  OSM  to  complete  all  backup  activity  in  Cloud-based  systems 
matches  actual  execution  time  to  within  0.01%.  The  Cloud  system  shows 
improved efficiency in both sets of comparisons. All three case studies confirm 
there  are  benefits  for  the  adoption  of  a  large  computer  system  such  as  the 
Cloud.  Together  these  demonstrations  answer  the  two  research  questions  for 
this thesis: 
1.  How  do  you  model  and  analyse  risk  and  return  on  adoption  of  large 
computing systems systematically and coherently?  
2.  Can the same method be used in risk mitigation of system adoption? 
Limitations  of  this  study,  a  reproducibility  case,  comparisons  with  similar 
approaches, research contributions and future work are also presented.    
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Chapter 1.  Introduction  
This chapter provides an introduction to this thesis, which aims to present the 
case for adoption of large computer systems in organisations including Cloud 
Computing, and a model to analyse risk and return of system adoption. In regard 
to risk evaluation for system adoption, associated issues include the type and 
categorisation of risks involved. Apart from evaluating the risks in adopting such 
systems, evaluating the return for adopting large computing systems including 
improvement in technical efficiency, profitability and service improvement is 
useful for stakeholders. As a result, having a model to analyse risk and return 
becomes important for stakeholders (Creeger, 2009; Gentzoglanis, 2011). This 
thesis is focused on the development of a model to compute risk and return of a 
large computer system adoption, with supporting case studies and interpretation 
of results to mitigate risk of system adoption including Cloud adoption. 
1.1  An overview in a large computer system adoption  
Campbell-Kelly (2009) explains that large computer systems were used by 
companies in 1960s where time-sharing computers became available and 
customers could access mainframes remotely. This allowed on-demand 
computing, as users could run programs on the mainframe. Since then different 
types of computing systems have been offered to the market, including personal 
computers (PCs), groupware, enterprise systems, clusters (based on groups of PCs 
or servers), Grid Computing and Cloud Computing. Kagermann and Österle (2011) 
assert that organisations adopt large computer systems for their enterprise needs 
in order to stay competitive. Benefits of large computer system adoption include 
improving management of information services, cost reduction and increasing 
business opportunities (Hosono et al., 2009; Martston et al., 2011). Additionally, 
any evaluation of the return for system adoption including Cloud Computing 
should focus on improvement in technical efficiency, profitability and service 
improvement (Damodaran, 2008; Information Week Survey, 2009; Khajeh-Hosseini 
et al., 2010 a, 2010 b; 2011; Gentzoglanis, 2011). On the other hand, it becomes 
challenging to manage computing systems due to the complexity and risks    
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involved (Creeger, 2009; Gentzoglanis, 2011; Kagermann and Österle, 2011). For 
organisations that adopt a large computing system understanding the associated 
risk and return involved can provide added value to the stakeholders of the 
organisations (Damodaran, 2008; Information Week Survey, 2009; Khajeh-
Hosseini et al., 2010 a, 2010 b; 2011).  
1.2  Overview of risk in technology  
There are papers presenting risks of technology adoption and Cloud adoption, 
and classifying risks to the security, privacy, ownership and legal challenges 
(Foster et al., 2008; Ambrust et al., 2009; Friedman and West, 2010). While these 
issues are important, other types of risks exist and they should be investigated. 
Featherman and Pavlou (2003) have conducted comprehensive research on the 
types of risks for technology adoption. They define all risks for technology 
adoption as follows: performance risk, financial risk, time risk, psychological risk, 
social risk, privacy risk and overall risk. Some of these risks can be controlled 
through effective IT management. However, some risks cannot be controlled due 
to uncertainties and unexpected events, such as the impact of disasters to the 
business, or operational management, or both. 
According to Sharpe (1990), two types of risks are present in all projects: 
systematic (uncontrolled) and unsystematic (controlled) risks. This is applicable to 
technology adoption projects, where Khajeh-Hosseini et al (2011) explain what 
contributes to controlled and uncontrolled risks in IT, and the use of their 
decision-support tool to manage them.  
Among other established work about risk in IT, Lientz and Larssen (2006) list 150 
issues for IT risk management and explain their rationale that risks are not just 
security but cover a wide range of aspects. Lientz and Larssen (2006) present 
their rationale for risk management of IT projects, where they list down each type 
of risk similar to Featherman and Pavlou (2003) and also categorise different 
types of risk. Lientz and Larssen (2006) assert that it is important to divide types 
of risks into controlled and uncontrolled for operational management and quality 
control. This is more suitable for Computing rather than business. They present 
the term, “overall risk”, which takes both uncontrolled and controlled risk into    
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their evaluation of risk assessment. However, there was insufficient detail about 
how to use their methodology, and it is important that approaches are 
reproducible (Post and Votta, 2005; Hey, 2009; Dalle, 2012). Therefore, a method 
is required to compute overall risk in adopting a large computer system. This 
method needs to measure controlled risk and then calculate uncontrolled risk, 
and also show a systematic way for measurement and computation. In this thesis 
uncontrolled and controlled risks are defined as follows: 
•  Uncontrolled risks arise from unplanned events beyond human 
interventions such as natural disasters, financial crisis, blackout and 
winning funding, which are all summed up as the beta risk.  
•  Controlled risks are those which can be managed and minimised by 
human interventions particularly operational risks, which can be 
presented as risk-control rate. 
Details will be presented in Chapter 3 and Chapter 5. 
1.3  Motivation of the Research 
Stakeholders (CIOs, CFOs, Directors) like to see that the return and the risks 
associated with technology adoption are controlled. They also like to see how to 
calculate uncontrolled risk and ways to reduce the impact of unplanned events 
(Creeger, 2009; Khajeh-Hosseini et al., 2011).  
In reviewing similar approaches of risk and return analysis, there are limitations as 
follows. Khajeh-Hosseini et al (2011) use their decision support tool, but they do 
not show details for how to calculate controlled and uncontrolled risk. Buyya et al 
(2009) present Service Level Agreement (SLA). They do not have techniques to 
calculate uncontrolled risk, and security is the only type of risk to IT management 
presented by Featherman and Pavlou (2003), and Lientz and Larssen (2006). 
Gentzoglanis (2011) presents his methodology but he does not show any details 
of quantitative analysis. Approaches offered by Skilton (2010) and Klems, Nimis 
and Tsai (2008) are qualitative methods without computational analysis, and thus 
are not suitable. Currently there are no approaches that can be used by    
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stakeholders easily, and are also both reproducible and able to compute 
uncontrolled risk associated with return of system adoption. 
Motivation of this research is as follows. This thesis offers a structured method to 
model risk and return analysis systematically and coherently. Results of risk and 
return analysis should be highly accurate, and can compute quantitative 
uncontrolled and controlled risks, and status of return for system adoption 
including Cloud Computing. Interpretation of results can provide stakeholders a 
true reflection and review of their system adoption. Steps and processes involved 
can help other organisations to reduce risk in system adoption including Cloud 
adoption.  
1.4  Structure of the thesis 
The structure of the thesis is as follows: 
Chapter 2 presents a technical literature review of computing systems including 
Cloud Computing. It compares Grids and Clouds, where both have common 
similarities in terms of challenges faced by research communities, but are also 
different in scalability, security, resource management, usability, application, 
development, payment model and business models. Benefits and characteristics of 
Cloud Computing are presented and technical literature for security, portability, 
business integrations and Cloud Storage are discussed. All this information is 
useful for stakeholders to understand the benefits and limitations offered by 
Cloud Computing. 
Chapter 3 explains a business literature review of computing systems including 
business models and frameworks. None of these approaches can fully address the 
challenges of system adoption including Cloud adoption. Based on the review, 
several risks can be grouped together leading to the development of two system 
adoption challenges applicable to Cloud adoption challenges, presented as 
follows.  
•  Model and analyse risk and return for a large computing system adoption 
systematically and coherently 
•  Risk mitigation of system adoption    
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These two adoption challenges are the research questions for this thesis. 
Descriptions are provided to explain how these two challenges are derived, the 
metrics and the process involved to calculate risk and return of system adoption. 
Chapter 4 asserts that a systematic method is required to collect metrics and 
calculate the associated risk and return of system adoption. Four shortlisted 
models are reviewed and compared based on methods proposed by Hosono et al 
(2009, 2010) and an expert interview with Hosono. The Capital Asset Pricing 
Model (CAPM) is chosen as a suitable method for risk and return analysis but it 
has two limitations: CAPM is not designed to handle thousands of datasets at 
once; and it needs to be adapted for large computing systems such as Cloud 
Computing. The shortcomings lead to the conclusion that an improved method is 
required for analysing technical, cost or user focused system adoption. 
Chapter 5 describes a proposed model, Organisation Sustainability Modelling 
(OSM), to address the limitations of CAPM. OSM is aimed at helping users to 
understand the value of large computer systems adoption such as Cloud 
adoption. The OSM formulae, the types of metrics required and dataset 
processing are explained in detail. OSM inputs need three metrics: expected 
return values, actual return values and risk-control rates. Hundreds of datasets 
(rows of data including three OSM metrics in each row) are used for OSM 
processing. OSM outputs are explained and they include beta, standard error, 
Durbin-Watson test, p-values and R-Squared values. OSM uses averaging ratios in 
data processing to optimise performance, and experiments with different 
averaging ratios are undertaken. The averaging ratios of 1:5 and 1:10 are suitable 
for processing up to 2,000 datasets confirmed by the experimental results. 
Comparisons between OSM and CAPM on three different platforms are presented. 
In exhaustive tests, OSM and CAPM were compared to process thousands of 
datasets for days. Results show that OSM always has better performance than 
CAPM, in terms of completing all dataset processing more quickly. 
Chapter 6 presents an in-depth case study about how Organisational 
Sustainability Modelling (OSM) was used in the National Health Service (NHS) with 
real usage data from users. Comparisons between Cloud and non-Cloud Storage 
solutions for backup completion are used to support OSM. Technical information    
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is presented for non-Cloud and Cloud systems. Details also include controlling the 
variation in the set up and the risk-control rate when considering Cloud and non-
Cloud systems and how errors are managed prior and during the user’s back-up 
of their experiments. Descriptions are used to explain how to minimise impacts 
due to network latency, file size and file dependency.  
OSM metrics on both systems are identified. An improvement in efficiency is the 
difference between the execution time for backup completion on both systems. 
Additional work is carried out to investigate the impacts of network latency 
(including one route and multiple route approaches for Cloud and non-Cloud 
systems) and file size, which is part of criteria in the comparison of backup 
completion on both systems. The expected execution time can be calculated by 
adding up the ideal completion time (0% risk-control rate) and additional time due 
to reprocessing of failed jobs, network latency and system report time (non-Cloud 
only). The actual execution time is taken during backup completion.  
Chapter 7 presents the results associated with Chapter 6 and interpretations of 
results to demonstrate the improvement in efficiency when comparing Cloud and 
non-Cloud solutions. The OSM metrics, the summary and results of processing 
datasets on both systems are presented. All risk-control rates are kept 4% and 
below. Two sets of comparisons of backup completion on both systems are 
undertaken. The first set uses 10,000 files of 1 GB of data for both systems and 
has 200 valid datasets. The second set uses 1,000 files of 10 GB data for backup 
on both systems and has 100 valid datasets. Results confirm that Cloud has a 
better improvement in efficiency than using non-Cloud. Visualisation can help 
analysts and stakeholders to understand the interpretation of data analysis better 
and also explain OSM outputs and additional tests to justify accuracy of results.  
Chapter 8 demonstrates another two case studies to support OSM, in the area of 
profitability and service improvement in Vodadone/Apple and iSolutions Group of 
the University of Southampton, to show that OSM can be used in other types of 
return focuses. In the Vodafone/Apple case study, their iPhone and iPad strategy 
had vastly improved profits between 21% and 26%. In the iSolutions case study, 
service improvement between 5% and 20% was achieved. Both case studies had 
low risk-control rates. Explanations for OSM outputs are provided to show validity    
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and accuracy of data analysis. Together with the demonstrations in Chapters 5, 6 
and 7, this chapter answers the research questions.  
Chapter 9 summarises the topics for discussions. It starts with a revisiting of the 
research questions to explain how demonstrations in the previous chapters can 
address and answer the requirements of research questions. It then explains the 
generalisation of techniques in different usage, which discusses all OSM outputs 
in NHS, Vodafone/Apple and iSolutions Group case studies. Results that are close 
or identical to the recommended OSM outputs are demonstrated. A few sets of 
results slightly higher than the recommended OSM range are explained. The next 
discussion is the reproducibility for the University of Greenwich (UoG) to 
demonstrate that the method used in Chapter 6 and Chapter 7 can be adopted 
fully. Interpretation of results supports OSM in reproducibility. This chapter goes 
on to a revisit of OSM formula and explain how results in previous chapters 
support the validity of OSM formula. It also discusses limitations of OSM method, 
where limitations associated with each case study are described. Finally, it 
presents the comparison between OSM and other approaches with two types of 
comparisons. The first type of comparison shows that OSM is the only method 
that provides 99.99% accuracy for risk and return analysis of system adoption 
such as Cloud adoption. The second type of comparison uses key performance 
indicators (KPIs) described in Chapter 4. 
Chapter 10 provides a summary and describes future work. It starts with a 
summary of the key issues in the thesis and its research contributions. Supporting 
evidences are demonstrated to show how these contributions are responded to 
the research questions. It goes on to describe a list of future projects for 
continuation of work relating to the OSM method, including 1-, 3- and 5-year 
milestones.  
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Chapter 2.  Literature Review – Technical 
Overview  
This chapter provides a literature review of Computing including Cloud 
Computing. It starts by giving a brief history of utility computing and explains the 
journey from on-demand computing in the 1930s to the current state of Cloud 
Computing development. Literature from a wide range of sources is presented 
including comparisons between Cloud Computing and Grid Computing and an 
overview of Cloud Computing, including the benefits of Cloud adoption. A 
technical overview of Cloud Computing is presented to explain related topics in 
security, portability, business integration and Cloud Storage. This information is 
provided with the aim of allowing stakeholders to understand the benefits and 
limitations of Cloud Computing.  
2.1  Brief History of Computing up until Cloud Computing 
“As of now, computer networks are still in their infancy, but as they grow up and 
become sophisticated, we will probably see the spread of ‘computer utilities’ 
which, like present electric and telephone utilities, will service individual homes 
and offices across the country.” (Kleinrock, 2005)  
This concept of utility computing was introduced by Leonard Kleinrock in 1969, 
one of the chief scientists of the original Advanced Research Projects Agency 
Network (ARPANET) project which inspired development of the Internet. Dating 
back to 1960, John McCarthy pointed out that "computation may someday be 
organised as a public utility" (Buyya et al., 2009). 
Software as a Service (SaaS) is a key service model in Cloud Computing. 
Saleforce.com started this concept in 1999 (Purohit, Jaiswal and Pandey, 2012). 
However, Campbell-Kelly (2009) asserts that Software as a Service (SaaS) is not 
new. He argues that this concept originated in the 1930s before computers 
became available. By the early 1930s, punch-card electric accounting machines 
(EAM) were popular and IBM opened the first EAM service bureau in 1932. The 
EAM bureau offered customers advanced information processing on-demand, thus    
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saving maintenance and staffing costs of owning EAMs. In 1949, Automatic 
Payrolls was founded and offered a different service bureau model. This business 
went to customer sites to collect punch cards or time sheets, processed the data 
and returned to their customers later. This allowed some firms to offload non-core 
activities including payroll processing. That firm changed its name to Automatic 
Data Processing (ADP) in 1958 and acquired an IBM computer in 1961 to improve 
its service. By the mid-1960s, ADP used emerging technologies to eliminate some 
of the physical collection and return of data. Today, ADP still provides businesses 
with payroll services and now offers a mobile payroll facility, which relates to 
mobile Cloud Computing (Campbell-Kelly, 2009).  
In the mid-1960s, time-sharing computers became available and customers were 
able to access mainframes remotely. This allowed on-demand computing as users 
could run programs on the mainframe. Mainframes became popular in 1960s and 
IBM leased its early mainframe computers for US $50,000-$80,000 per month but 
few customers could afford this. By 1970s, the rent of increasingly sophisticated 
IBM mainframes grew to – US $190,000 - $270,000 per month. Each client firm 
shared its processing power and data storage throughout the entire organisation. 
Similarly, global firms such as General Electric and IBM built global computer 
centres to serve thousands of their customers. Mainframes and time sharing 
computers have been active since the 1970s. Since then, computer hardware 
began the transition from large, expensive, specialised hardware supported by 
experts to a commodity product. For example, the early versions of personal 
computer were delivered by IBM in late 1970s and early 1980s. From the mid-
1980s onwards, organisations purchased PCs for office and research uses. There 
were many organisations having groups of computers connected together, 
meaning that staff in different departments and different physical locations could 
communicate with each other via teleconferencing and groupware. Organising 
groups of computers started to open up different approaches other than the 
mainframe. The Beowulf project from NASA (Sterling et al., 1995) was a major 
milestone that showed that high performance can be obtained by using a number 
of standard machines via clustering. Other efforts, such as MOSIX (Barak and 
Litman 1985, Barak and Wheeler 1989) and Condor (Litzkow, Livny and Mutka,    
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1988), addressed distributed computing in a community of machines, focusing on 
the delegation or migration of computing tasks from machine to machine. This 
allowed simultaneous computing programs or tasks to be executed and managed 
concurrently while making use of characteristics of high performance, clustering 
and job distribution. This is also known as parallel computing and is still widely 
used.  
The consolidation of distributed computing and parallel computing in 1990s 
allowed greater use of computing resources and capabilities. The term Grid 
Computing was used as a metaphor for making computer power as easy to access 
as an electric power grid (Foster and Kesselman, 1999); their work led to the 
Globus toolkit incorporating computation management, storage, data 
management, provisioning, agreement negotiation and security. There were other 
Grid computing projects that provided services to resolve problems such as 
interoperability. These include EGEE (Montagnat et al., 2006; Vaquero et al., 
2008), SRB (Rajasekar, Wan and Moore, 2002) and OMII-UK (Atkinson, De Roure et 
al., 2005; Papay et al., 2006).  
Tim Berners-Lee developed the World-Wide-Web (WWW) in 1990 and he 
demonstrated that through the use of the internet information could be published 
and shared (Sowrods, 2000). This enabled many organisations and individuals to 
publish their vision and resources on the WWW and was widely considered to be 
the Web 1.0 era. Information sharing and the ability to publish information and 
data on the web from individuals, rather than organisations, promoted the 
development of Web 2.0. O’Reilly was a pioneer of Web 2.0 and O’Reilly Media was 
one of the earliest to define and suggest future directions for Web 2.0 (Governor, 
Hinchcliffe and Nickull, 2009). The rise of search engines such as Google has 
encouraged the use of Web 2.0 tools. YouTube is widely known as the most 
popular video-sharing community and is also a good Web 2.0 representative 
(Berlanga et al., 2007). Web 2.0 also encourages the popularity of social 
networking sites, amongst which Facebook is the largest with rapid user growth 
and revenue over the past few years.  
The widespread use of the internet, web applications, virtualisation and online 
services have enabled Computing to develop progressively; in particular these    
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have provided the pathway for the development of Cloud Computing, which 
requires the maturity of different technologies to jointly deliver services by the 
internet (Buyya et al., 2009; Governor, Hinchcliffe and Nickull, 2009). There are 
several explanations for the rise of Cloud Computing. Firstly, many technologies 
in Grid Computing and Web 2.0 are mature enough and able to simplify the 
complex process while maintaining high performance capability and web-
interfaced environments. The fusion between Grid and Web 2.0 allows ease of use 
for business processes and technical resolutions (Hunter, Little and Schroeter, 
2008). Secondly, the economic downturn has made many organisations want to 
consolidate their data centre deployment. Reduction in servers, server 
maintenance and staffing costs by virtualisation make this attractive (Gillen, 
Grieser and Perry, 2008). Electricity and operational costs can be saved as shown 
by the CA Technologies case (Dunn, 2010) which highlighted savings of US $6.5 
million for labour costs; and US $2.4 million of operational costs in 5 years 
through the closure of 19 server sites. Additional information for the Grids (and 
Web Services) overview is available in Appendix B. 
2.2  Comparisons between Grids and Clouds 
Grids and Clouds are common large computer systems, and comparisons are as 
follows. Some researchers believe Grids are the same as Clouds (Foster et al., 
2008) in terms of the challenges to be dealt with, whilst there are others who 
believe Grids and Clouds are totally different. One of the most comprehensive 
comparisons between Grids and Clouds is by Vaquero et al (2008) who compare 
key features including resource sharing, virtualisation, security, architecture, 
scalability, standardisation and payment model. Vaquero et al (2008) explain the 
similarities and differences between Grids and Clouds. See Table 2-1 for details.  
Since the original survey by Vaquero et al. (2008) was completed in 2007, there 
have two key developments in Cloud Computing. Firstly, Cloud Computing 
security can be either offered in isolation or by credential delegations (Cloud 
Security Alliance, 2011). Secondly, Cloud Computing can compute software 
workflows (De Roure et al., 2010), which can be used as a standalone solution for 
Cloud services and is an essential component for comparison.     
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Table 2-1: Comparison between Grids and Clouds (Vaquero et al., 2008) 
Feature  Grids  Clouds 
Resource Sharing  Collaboration (VOMS, file 
share) 
Assigned resources are 
not shared 
Resource 
Heterogeneity 
Aggregation of 
heterogeneous resources 
Aggregation of 
heterogeneous resources 
Virtualisation  Virtualisation of data and 
computing resources 
Virtualisation of hardware 
and software platforms 
Security  Security through credential 
delegations 
Security through isolation 
High Level Services  Plenty of high level services  No high level services 
defined yet 
Architecture  Service orientated  User chosen architecture 
Software 
Dependencies 
Application domain-
dependent software 
Application domain-
independent software 
Platform Awareness  The client software must be 
Gird-enabled 
The SP software works on 
a customised environment 
Software Workflow  Applications require a 
predefined workflow of 
services 
Workflow is not necessary 
for most applications 
Scalability  Nodes and sites scalability  Nodes, sites, and 
hardware scalability 
Self-Management  Reconfigurability  Reconfigurability, self-
healing 
Centralisation 
Degree 
Decentralised control.  Centralised control (until 
now). 
Usability  Hard to manage  User friendliness 
Standardisation  Standardisation and 
interoperability 
Lack of standards for 
Clouds interoperability 
User Access  Access transparency for the 
end user 
Access transparency for 
the end user 
Payment Model  Rigid  Flexible 
QoS Guarantees  Limited support, often best-
effort only 
Limited support, focused 
on availability and uptime 
 
Buyya et al. (2009) describe vision, hype and reality for Cloud Computing and 
conclude it is the fifth utility, the others being electricity, water, gas and 
telephony. They have identified and summarised definitions for Clusters, Grids 
and Clouds. Key characteristics are summed up in Table 2-2 and Table 2-3. 
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Table 2-2: Part 1 of key comparisons between Clusters, Grids and Clouds 
(Buyya et al., 2009) 
Characteristics  Clusters  Grids  Clouds 
Population  Commodity 
computers 
High-end computers 
(servers, clusters) 
Commodity computers, 
high-end servers and 
network attached 
storage 
Size/scalability  100s of nodes  1000s of nodes  It can be delivered on 
100s or 1000s of nodes 
Node Operating 
System (OS) 
Standard OSs 
(Linux, 
Windows) 
Any standard OS 
(dominated by Unix) 
A hypervisor (VM) on 
which multiple OSs run 
Ownership  Single  Multiple  Single 
Interconnection  Dedicated, high-
end with low 
bandwidth 
Mostly Internet with 
high latency and 
low bandwidth 
Dedicated, high-end 
with low latency and 
high 
bandwidth 
 
Security/ 
Privacy 
Traditional 
login/password-
based. Medium 
level of privacy - 
depends on user 
privileges 
Public/private key 
pair based 
authentication and 
mapping a user to 
an account. Limited 
support for privacy 
Each user/application is 
provided with a virtual 
machine. High security 
/privacy is guaranteed. 
Support for setting per-
file access control list 
(ACL) 
Discovery  Membership 
services 
Centralised 
indexing and 
decentralised info 
Services 
Membership services  
Service 
negotiation 
Limited  Yes, SLA based  Yes, SLA based  
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Table 2-3: Part 2 of key comparisons between Clusters, Grids and Clouds 
(Buyya et al., 2009) 
Characteristics  Clusters  Grids  Clouds 
User 
management 
Centralised   Decentralised and 
virtual organization 
(VO)-based 
Centralised or can be 
delegated to third party 
Resource 
management 
Centralised  Distributed  Centralised/Distributed 
Allocation/ 
scheduling 
Centralised  Decentralised  Both centralised 
/decentralised 
Standards/inter-
operability 
Virtual Interface 
Architecture 
(VIA)-based 
Some Open Grid 
Forum standards 
Web Services (SOAP and 
REST) 
Single system 
image 
Yes  No  Yes, but optional 
Capacity  Stable and 
guaranteed 
Varies, but high  Provisioned on demand 
Failure 
management 
(Self-healing) 
Limited (often 
failed tasks/ 
applications are 
restarted). 
Limited (often failed 
tasks/applications 
are restarted). 
Strong support for 
failover and content 
replication. VMs can be 
easily migrated from 
one node to other. 
Pricing of 
services 
Limited, not 
open market 
Dominated by 
public good or 
privately assigned 
Utility pricing, 
discounted for larger 
customers 
Internetworking  Multi-clustering 
within an 
Organisation 
Limited adoption, 
but being explored 
through research 
efforts such as 
Gridbus InterGrid 
High potential, third 
party solution providers 
can loosely tie together 
services of different 
Clouds 
Application 
drivers 
Science, 
business, data 
centres, 
enterprise 
computing 
Collaborative 
scientific and high 
throughput 
computing 
applications 
Dynamically provisioned 
legacy and web 
applications, Content 
delivery 
Potential for 
building 3
rd party 
or value-added 
solutions 
Limited due to 
rigid 
architecture 
Limited due to 
strong orientation 
for scientific 
Computing 
High potential - can 
create new services by 
dynamically 
provisioning of 
compute, storage, and 
application services and 
offer as their own 
isolated or composite 
Cloud services to users. 
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Figure 2-1 shows their interpretations of the relationships between Grids, Clouds 
and others; Clouds are part of Web 2.0 and Grids overlap with Supercomputers, 
Clusters, Clouds and Web 2.0.  
 
Figure 2-1: The Scale of Application and Services Oriented (Foster et al, 2008) 
In fact, views demonstrated by Figure 2-1 can be shown to be incorrect. Clouds 
are also part of Clusters (Buyya et al., 2008, 2009) and Supercomputers – if 
thousands of servers and VMs can work as a single unit they become like clusters 
and supercomputers (Boss et al., 2007). This issue is about system architecture 
and system administration. Clouds can be used as a stand-alone service for either 
Grids, or Clusters, or Web 2.0, or a combination of all three. Clouds, Grids, Web 
2.0, Clusters and Supercomputers are truly part of Distributed Systems. 
Weinhardt et al. (2009 a) present the differences between Grids and Clouds and 
explain that Business Model orientation is a major difference. Table 2-4 provides a 
summary of their comparison. The difference between     
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Table 2-1 and Table 2-4 is that Vaquero et al. (2008) focus more on technical 
differences and implementations and Weinhardt et al. (2009 a) focus more on 
criteria that organisations can adopt Cloud Computing. 
Table 2-4: Differences between Grids and Clouds (Weinhardt et al., 2009 a) 
Criteria  Grid Computing  Cloud Computing 
Virtualisation   A recent development   Essential 
Type of application  Batch   Interactive 
Application 
development 
Local   In the cloud 
Access  Via grid middleware  Via standard Web 
protocols 
Organisations  Virtual   Physical 
Business models  Sharing   Pricing (utility model; pay 
per use) 
Service-level 
agreements/liability  
Not yet enforceable  Essential 
Control   Decentralised  Centralised (data centre) 
Openness  High  Low 
Ease of use  Hard (until recently)  Easy 
Switching cost   Low, due to standardisation  High, due to 
incompatibilities 
 
2.3  Cloud Computing Overview  
This section aims to present an overview of Cloud Computing by explaining the 
types and characteristics of Clouds and the relevance of business performance 
measurement. The Clouds are commonly classified into public clouds, private 
clouds, hybrid clouds and community clouds (Ahronovitz et al., 2010; Boss et al., 
2007; Marston et al., 2011; Schubert and Jeffery, 2012). Their key definitions are 
summarised below: 
Public Cloud: This includes Cloud services offered in public domains such as 
Amazon EC2 and S3. This approach is for organisations wishing to save costs and 
time without obligations relating to deployment and maintenance. For 
organisations without Cloud Computing deployment, this is the quickest way to 
make use of Cloud Computing. The down side is that there are concerns for data 
security in public domains, including data loss and conflicts, as well as legal and 
ethical issues.    
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Private Cloud: Bespoke cloud services deployed within the organisation, thus data 
and accessibility are only for internal users. This approach is suitable for 
organisations focusing on privacy and data security, or on changing or simplifying 
the way people work. The downside is that some implementations are 
complicated, time-consuming or costly to complete.  
Hybrid Cloud: An integrated approach is to use part public and part private cloud 
to deliver a solution. This approach is suitable for organisations wishing to reduce 
costs, whilst maintaining privacy and data security. The downside is that 
integrating the different architectures is not easy and it is likely that the 
organisation in the end reverts to either a public cloud or just private cloud due to 
complexity and time involved. 
Community Cloud: Ahronovitz et al. (2009) propose four types of Clouds, the 
fourth is Community Cloud. They say, “A community cloud is managed and used 
by a group of organisations that have shared interests, such as specific security 
requirements or a common mission.” The downside is that it can take years to 
build a working community for sharing and mutual learning. However, the added 
values and benefits for the Academic Community could be worth far more than 
the time and effort spent. Briscoe and Marinos (2009) propose that the concept of 
the Community Cloud draws from Cloud Computing, Digital Ecosystems and 
Green Computing, with these five major characteristics: Openness; Community; 
Graceful Failures; Convenience and Control; and Environmental Sustainability. 
Community Cloud is very relevant to the Academic Community. It is not classified 
as a Public, Private or Hybrid Cloud but contains characteristics from each. It is a 
model built by a community, which may start as a private cloud from independent 
research initiatives. Due to the data sharing involved and the need for better 
accessibility, it then adds the private cloud on to membership-only domains. It 
cannot be entirely operated on the public cloud because some data (such as 
medical data) can only be used internally with prior consent and agreement. It can 
be operated as a hybrid cloud initially, and when the community grows, more 
topics of interest and focus groups can be developed. Eventually a community 
cloud can be established for knowledge sharing, research analysis and 
discussions. It is an ideal platform for test beds or proofs of concept.     
 
 
18 
Personalisation has become a popular area since the rise of the World Wide Web 
and has been a topic of interest in e-Learning since early 2000 where the focus is 
to make learning courses flexible and tailored for individual needs. This concept 
is applicable to Cloud Computing. Gillett (2009) present his model of Personal 
Cloud for Research (PCR) and demonstrates how it works on the basis of 
convenience, accessibility and security. Gillett defines PCR as “digital devices and 
services will combine to create the personal cloud, an integrated resource for 
organising, preserving, sharing, and orchestrating personal information and 
media.” Another approach to illustrate PCR is by Application Programming 
Interface (API). Lesem (2012) explains that Personal Cloud can be demonstrated 
by using Cloud Storage APIs to access and utilise Cloud Storage, which should 
have capabilities for file functions, advanced functions, provisioning APIs, billing 
APIs and management APIs. Lesem also presents a service provider, Mezeo API 
overview, which includes file services, metadata services, sharing and 
collaboration and finally billing management and provisioning. Tian et al. (2011) 
provide a reference model for their Personal Cloud Computing, including their 
methodologies and architecture. They demonstrate how different technologies can 
work for mobile thin client to act as a personal cloud. 
2.3.1  Main Stream Cloud (Computing) services  
The majority of literature reviews define a Cloud Computing Framework as a 
Service Oriented Architecture (SOA) (Foster et al; 2008; IBM, 2008; Dillion et al. 
2010; Leighton, 2009; Schubert, Jeffery and Neidecker-Lutz, 2010) with three 
types of services:   
Infrastructure as a Service (IaaS) is divided into Compute Clouds and Resource 
Clouds. Compute Clouds provide access to computational resources such as CPUs, 
hypervisors and utilities. Resource Clouds contain managed and scalable 
resources as services to users – in other words, they provide enhanced 
virtualisation capabilities.  
Platform as a Service (PaaS) provides computational resources via a platform 
upon which applications and services can be developed and hosted. PaaS typically    
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makes use of dedicated APIs to control the behaviour of a server hosting engine 
that executes and replicates the execution according to user requests. 
Software as a Service (SaaS) offers implementations of specific business 
functions and business processes that are provided with cloud capabilities (also 
referred to as Service or Application Clouds). Therefore, they provide applications 
and/or services using a cloud infrastructure or platform, rather than providing 
cloud features themselves.  
Lin et al. (2009) provide an overview of industrial solutions for Cloud Computing, 
and summarise the list of challenges for the enterprise. They state that adoption 
benefits of cost and flexibility are enterprise-ready, but that security, performance 
and interoperability need significant improvement. There are issues to be resolved 
for each challenge of security, performance and interoperability, which have a 
lower rating in the scale of the enterprise-readiness. According to Lin et al. (2009), 
the extent of enterprise-readiness is related to Cloud adoption, where the higher 
the rating, the more relevance is to organisational Cloud adoption.  
2.3.2  Benefits and characteristics of Cloud Computing adoption 
There are several discussions about the benefits of adopting Cloud Computing, 
amongst which Schubert, Jeffery and Neidecker-Lutz (2010) and Schubert and 
Jeffery (2012) provide the most relevant context. They divide benefits into non-
functional, economic and technical aspects. Their review can be summarised as 
follows: 
Non-functional: 
•  Elasticity: This provides users flexibility in selecting the amount and size 
of data supported by an application or the number of concurrent users. 
Elasticity is closely related to agility and adaptability, which include real-
time reaction to changes in the number of requests and size of requested 
resources, as well as handling swift changes to demands and services. 
Agility and adaptability are considered a subset of elasticity, which allows 
the dynamic integration and extraction of physical resources from the 
infrastructure, and can enable rapid scaling up and down of resources.     
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•  Quality of Service: This is the capability to guarantee services. Factors 
such as response time and throughput must be guaranteed to ensure the 
quality guarantees are met. 
•  Reliability: This is the capability to ensure constant operation of system 
without disruption including no loss of data, and is normally achieved via 
redundant resource utilisation. It is closely related to availability, with 
reliability focusing on prevention of loss. 
•  Availability: This is the ability to introduce redundancy for services and 
data so failures can be masked transparently. This can be enhanced by 
replication of data and services to distribute them across different 
resources for load-balancing and thus it can be regarded as the origin of 
scalability for clouds.  
Economic: 
•  Pay per use: This allows a pay-as-you-go style of operation for the amount 
of resources and period used, without the need to pay for additional 
contractual costs and without the need to buy and maintain servers. This 
provides great flexibility for SMEs and researchers to pay only for their use. 
It saves costs to the users for server maintenance. 
•  Cost reduction: This allows organisations to save money from IT 
operations since it provides an outsourcing model and the opportunity to 
scale down IT expenditure. In place of spending on capital expenditure to 
build infrastructure, organisations need only focus on operational 
expenditure. For large organisations with internal infrastructure, it can 
reduce costs for infrastructure maintenance and acquisition by 
consolidating, reallocating and optimising available resources. 
•  Return on investment (ROI): ROI focuses on the extent to which SMEs can 
sell their services quickly and easily without delays caused by acquiring and 
building the infrastructure. Moreover, Cloud Computing may offer 
organisations direct (e.g., more customers) and indirect (e.g. benefits from 
advertisements) ROI. It also allows organisations to offer outsourcing 
business models and services.    
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•  Energy Efficiency: Using less resources and infrastructure reduces carbon 
footprint and emissions. 
Technological (Apart from Schubert et al (2010), additional literature includes 
Buyya et al. 2009; Brandic et al., 2009 a): 
•  Virtualisation: This is a core characteristic of Cloud Computing, and the 
use of Virtual Machines (VM) and VM Consoles enables enhanced flexibility 
through routing, aggregation and translation. This offers additional 
advantages including (i) ease of use; (ii) infrastructure independency; (iii) 
flexibility and adaptability; and (iv) location independence. 
•  Multi-tenancy: This is another core characteristic of Cloud computing that 
allows the same resources to be shared by multiple users and shared 
resources such as data and applications to be made available in multiple 
isolated instances.  
•  Data and Storage Management: Data consistency must be maintained 
over a wide distribution of replicated resources and systems must be 
mindful of latencies for data location and workload. Data management also 
needs consistency guarantees. 
•  APIs, metering and tools: APIs provide common programming models for 
developers to improve on scalability and autonomic capabilities. Tools are 
end-products to support development, migration and usage of cloud 
services. A metering service is essential for elastic pricing, charging and 
billing. 
•  Security, Privacy and Compliance: this is a crucial part and essential for 
all cloud systems and services. 
2.4  Cloud Computing Technical Overview 
This section presents a Technical Overview of Cloud Computing in terms of its 
architecture and implementation.  
Chen et al. (2010) define Cloud Computing as a tower reference architecture 
where the virtualisation layer sits directly on top of hardware resources and    
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sustains high-level cloud services. Their reference architecture goes onto the IaaS, 
PaaS and SaaS layers. The IaaS layer provides an infrastructural abstraction for 
self-provisioning, controlling, and management of virtualised resources. In PaaS, 
consumers may leverage the development platform to design, develop, build, and 
deploy cloud applications. The SaaS layer is the top of the cloud architectural 
tower and delivers specific applications as a service to end users. There is a self-
managing cloud system for dynamic capacity planning which is underpinned by 
monitoring and accounting services. Capacity planning hides complex 
infrastructural management tasks from users by automatically scaling in and out 
virtualised resource instances in order to enforce established SLA commitments. 
Security applies at each of the service delivery layers to ensure authenticated and 
authorised cloud services and features include identity management, access 
control, single sign-on and auditing. See Figure 2-2 for details.  
 
Figure 2-2: Reference Model for Cloud, RMC, presented by Chen et al. (2010).     
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Chen et al. (2010) also identify Cloud Computing for research challenges and 
classify this as Research Clouds. They have presented six use cases as below: 
•  Cloud Sourcing: Researchers using cloud capabilities (compute, storage and 
platform) provided by public cloud service providers (CSPs) to develop, test 
or run research applications. 
•  Cloud Bursting: HEIs own research computing services while bursting and 
offloading to public cloud services due to fluctuating demands. Cloud 
bursting is commonly used to improve demand management. 
•  Private clouds: HEIs own research Cloud Computing services shared inside 
an institution only.  
•  Hybrid clouds: Cases involving both private cloud and public cloud.  
•  Community clouds: Multiple private clouds with shared requirements and 
interfaces. This includes federations of multiple private clouds.  
•  Cloud tool/services provisioning: Provisioning of self-management 
facilities, programming abstraction tools, debugging tools, and other 
platform services to public and/or private clouds.  
Case studies are useful to support technical Cloud projects and support the 
validity of Cloud technical review.  
Rozsnyai et al. (2007) propose an Event Cloud, where they use XML and AJAX 
technologies to implement a Cloud Search platform and they explain how their 
Cloud Architecture works. Their Event Cloud also provides ranking of search 
outcomes. Hammond et al. (2010) provide an overview of Cloud Computing for 
research and classify political, social, economic, societal, technological and legal 
issues to be resolved while adopting Cloud Computing. They have presented 
research use cases in storage, Monte Carlo simulations, bioinformatics and SLA. 
Additional literature is presented as follows. 
2.4.1  Security for Cloud Computing 
Security is always an important topic and there are the following areas of 
specialisations for Clouds: identity management, access control, single sign-on    
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and auditing (Chen et al., 2010; Martino and Bertino, 2009). In the Chen et al. 
(2010) context, auditing means intrusion and detection mechanisms as well as 
policy-related security. The Hwang et al. (2009) proposal for Cloud security relates 
to intrusion and detection despite having identity management enforced. Yee and 
Korba (2008) identify that personalising a security policy to a particular customer 
is needed. Therefore, Yee and Korba (2008) propose a flexible security 
personalisation approach that aims to allow an Internet or Web service provider 
and customer to negotiate an agreed-upon personalised security policy. They also 
present two application examples of security policy personalisation. The proposal 
from Paci et al. (2008) is for access control where they explain and demonstrate 
their Access-Control Framework for WS-BPEL, so that WS-BPEL not only has high 
performance but also maintains a high level of security for Web Services and 
interoperability. Kangasharju et al. (2008) investigate mobile WS security and 
focus on XML security with binary XML.  
2.4.2  Portability for Cloud Computing 
Ambrust et al. (2009) state Cloud portability is one of the challenges in Cloud 
deployment. Ahmed (2010) identifies data service portability as an adoption 
challenge where the portability is important in ensuring data service portability 
over different Clouds. Ahronovitz et al. (2010) identify applications portability as a 
challenge and classify it as a Cloud bursting, a desirable characteristic for Cloud 
Computing. Friedman and West (2010) focus on privacy and security of Cloud 
Computing as a focus in Cloud service portability which they explain as adoption 
challenges. They make these recommendations: 
•  Transparency: This allows users to understand the security precautions 
taken by a particular provider and have enough information to make an 
informed choice between two alternatives about their risk exposure. 
•  Competition: Cloud infrastructure is a competitive marketplace in which the 
service provider must improve the extent of security functionality and 
services. Providers must be large enough to leverage economies of security 
investment, information sharing and usable interfaces.    
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•  Legal Clarifications: The first issue is that the privacy rights of all users 
should be protected. The second issue is that the law must reflect how 
Cloud-based data and systems will become a new target for online 
criminals.  
2.4.3  Business Integration Literature 
In the early stage of business integration, Krippaehne et al. (1992) proposed a 
strategy matrix for vertical integration to present strategies, goals and factors 
influencing successful business integration. Business Integration (BI) in 
Information Technology started from the concept of Business-to-Business (B2B) e-
commerce which provides architecture for integration of different activities and 
technologies. Bhaskaran et al. (2001) describe their B2B architecture which is 
divided into technological frameworks. They explain each component and how 
they co-operate. Trastour et al. (2003) propose their NILE System to demonstrate 
Business Integration and explain how XML schema and RDF work together in their 
system. Vojdani (2003) identifies six application groups for utility companies in 
his business integration platform and explains how these components work. He 
uses Business Process Management (BPM) to present Business Integration and 
Collaboration. Vinoski (2005) proposes Java Business Integration (JBI) by the use 
of enterprise application integration (EAI) offered by Java and Service Orient 
Architecture (SOA). Iyengar et al. (2007) introduce BI using IBM WebSphere 
Business Integration (WBI) technology which consists of Service Component 
Architecture (SCA), basic business processes and workflows. They use business 
process management (BPM), SOA BI scenarios, architecture, patterns and WS-BPEL 
related technologies to demonstrate BI. Rebstock et al. (2008) demonstrate 
ontology and semantic-based architecture and deployment on BI and explain their 
rationale and business cases. Christudas (2008) consolidates the proposal from 
Vinosk (2005) and presents SOA Java BI. He explains the operation of JBI including 
each individual component and the interactions between different JBI containers. 
This work is based on SOA architecture which either focuses on JBI or semantic 
approaches.  
Papazoglou and van den Heuvel (2011) present two models related to BI. The first 
is a cloud delivery model in which they explain interactions between virtualised    
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applications, clients and a stack comprising IaaS, PaaS and SaaS suitable for 
Business Process as a Service (BPaaS). Their second model, the blueprint model, is 
proposed to allow BPaaS or SaaS applications to run dynamically on virtualised 
clouds to enable service virtualisation. There are three components to the model: 
(i) blueprint definition language (BDL); (ii) blueprint constraint language (BCL) and 
(iii) blueprint manipulation language (BML). They also explain an architectural 
scenario showing how blueprint support for the cloud service life cycle can work. 
However, their approach is at the system design level without details of 
implementation, testing or case studies. Moran et al (2011) present Rule 
Interchange Format (RIF), RIF Mapping, RIF-expressed rules and a use case. They 
explain how semantic based integration can be achieved on an IaaS level. 
However, their notion of BI is not the same as ours for the following reasons. 
Firstly, their integration is based on data exchange between different VMs to 
update RIF status in the Cloud. Secondly, it is not clear whether their use case only 
works for IaaS, although they seem to imply this approach may work on PaaS and 
SaaS level in future work. Rings et al. (2009) explain the integration of Grid and 
Cloud systems using two approaches. Their first is to redesign architectures of 
different Grid systems and their second is to implement interoperability which 
includes re-implementations of Unicore 6, Globus 4, GLite, OMII Grid and so on. 
These also contain other components such as security, standardisation and 
service discovery. However, that is interoperability and includes re-
implementations of existing systems and components. That method is suitable for 
Grid but not necessarily for Cloud for the following reasons: 
•  Use of Virtual Machines (VMs) is not a pre-requisite 
•  There is no pay-as-you-go characteristic  
•  It does not have good scalability like Cloud Computing.  
2.4.4  Cloud Storage: Design and deployment to meet research challenges  
With a growing usage of data, Cloud Computing can help organise the storage 
and  backup  systems  in  organisations.  Design  and  deployment  should  meet 
research  challenges  which  are  concerned  with  the  growing  amount  of  data 
required for backup. Moore et al (1999) and Bryant  (2007) point out that data    
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research should meet demands for data recovery and data migration, and should 
allow a large amount of data to be recovered and moved quickly and efficiently in 
ordinary operations and in the case of an emergency. This is suitable for Cloud 
Storage as the design and deployment must provide resilient, swift and effective 
services. Vo, Chen and Ooi (2010) present their perspective on Cloud Storage and 
demonstrate  how  to  perform  the  comparisons  in  data  intensive  environments, 
including  performing read,  write and transaction operations.  They  demonstrate 
their  solution  for  data  migration  but  there  is  a  lack  of  consideration  of  data 
recovery  which  is  important  in  the  event  of  possible  data  loss.  Abu-Libdeh, 
Princehouse  and  Weatherspoon  (2010)  demonstrate  their  Cloud  Storage  case 
study which presents how “Failure Recovery” can facilitate the completion of large-
scaled  data  recovery  and  the  data  migration.  Although  they  demonstrate  data 
migration  and  data  recovery  over  a  period  of  months  in  their  in-house 
development, they do not show the execution time for each data migration and 
recovery. This is an important aspect in Cloud Storage to allow each operation of 
large-scale  data  recovery  and  data  migration  to  run  smoothly  and  effectively. 
Design  and  deployment  of  Cloud  Storage  must  meet  demands  in  large-scaled 
backup  automation,  data  recovery  and  data  migration.  Details  about  Cloud 
Storage system will be presented in Chapter 6 and Chapter 7. 
2.5  Summary 
This chapter presents a literature review related to Cloud Computing starting from 
the history of utility computing to the current state of Cloud Computing 
development, and discusses the following: 
•  Differences between Grid and Cloud Computing with its implications 
•  Cloud Computing Overview, including benefits and characteristics of Cloud 
Computing adoption 
•  Technical overviews including security, portability, business integration and 
Cloud Storage for Cloud Computing  
Although Grids and Clouds have similarities in terms of challenges faced by 
research communities, both are differences in scalability, security, resource    
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management, usability, application development, payment model and business 
models. This is relevant for Cloud-adopting organisations to focus on the 
appropriate plans and deployment. Benefits and characteristics of Cloud 
Computing are also presented and technical literature for security, portability and 
business integrations are discussed in detail. All this information is useful for 
stakeholders to understand the benefits and limitations offered by Cloud 
Computing. 
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Chapter 3.  Literature Review: Business 
perspective of adopting computing systems 
This chapter presents literature related to a business perspective, which is useful 
for the stakeholders in understanding the benefits and risks associated with 
adopting computer systems such as Cloud Computing. Consideration is given to 
the technical, costs and users issues related to computer systems adoption 
including Cloud adoption, along with the challenges for organisations in adopting 
Cloud Computing. Research questions are aimed at addressing issues in relation 
to adoption, with risk analysis and risk reduction being identified as the main 
subjects for investigation for this thesis. In addition, existing frameworks are 
reviewed and their limitations are discussed. The results set out in relation to the 
research questions and the improvement from the existing frameworks will be 
useful in offering recommendations for organisational adoption of Cloud 
Computing.  
3.1  Business Models Background  
Business Computing is an area linking both computing and businesses and 
provides insights into how challenges can be resolved in the business context 
with improvements in efficiency, profitability and customer satisfaction (IBM, 
2008). Business Computing is closely related to Cloud Computing, since Cloud 
Computing offers business opportunities and incentives (Schubert, Jeffery and 
Neidecker-Lutz, 2010). It is important for organisations to realise Cloud 
Computing is not entirely a technical challenge but it is also an enterprise 
challenge which includes costs, users and organisational issues (Weinhardt et al., 
2009 a; 2009 b; Khajeh-Hosseini et al. 2010 a; 2010 b). To understand how Cloud 
Computing businesses can perform well with long-term sustainability, having the 
right business models will be essential (Chou, 2009; Weinhardt et al., 2009 a). 
Thus, this section describes the relevance of business models and their influences 
on Cloud adoption.  
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Extensive work has been done on investigating business models empowered by 
Cloud technologies (Lohr 2007; Madhavapeddy et al., 2010; Molen 2010; 
Kagermann et al., 2011). There are an increasing number of organisations 
investing more in Cloud technologies, deployment and services. Cloud Computing 
adoption has continued to grow in the economic downturn, particularly in Green 
IT and data centre consolidation to cut operational costs (Dunn, 2010; Hammond 
et al., 2010; Minoli, 2010). In addition, it is essential to have winning strategies 
for profit-making before starting any cloud investment and project management 
(Cokins, 2009). There is literature about Service Level Agreements (SLA) but this 
focuses on billing calculations, which are only part of the whole picture for 
business model and business computing and a better alternative is required. 
Having winning strategies is critical and failures to do so have resulted in closure 
of several large organisations and small and medium enterprises (SMEs) (Cokins, 
2009). This illustrates the importance of classifying and adopting the right 
business strategies and models for long-term sustainability.  
Lazonick (2005) presents comprehensive details for a business model, and he 
states the US government played a critical role in consolidating the US economy 
after the Second World War, encouraging the collaboration between the academia 
and industry. In addition, numerous active start-ups in the Silicon Valley have 
helped improve the economy in the past decades. Many of those start-ups were 
recipients of venture capital which helped growth and expansion of their 
businesses. Some start-ups have become small and medium enterprises (SMEs) 
and they have done well by offering a “support and services contracts” model. 
There were exceptional SMEs such as HP and Cisco in 1960s that outperformed 
other businesses and expanded into global firms through adopting applicable 
strategies or investments, merger and acquisition and integrating their products 
and services. Lazonick also argues that although IBM is not from Silicon Valley, it 
has obtained a similar level of achievement to HP and Cisco and those companies 
are considered as “All-In-One Enterprises”, as part of his “New Economy” model 
applicable to all sectors. Based on Lazonick’s insight, there are four business 
models: (i) Government Funding; (ii) Venture Capitals; (iii) Support and Services 
Contracts and (iv) All-In-One Enterprises. There are researchers supporting  
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Lazonick’s points. Firstly, Educause (2008) explains that the use of Cloud in 
Higher Education is an initiative from Government Funding. Secondly, Hunt et al. 
(2003) demonstrated how the venture capital model has helped technological and 
Grid-based companies in sustaining their businesses. Thirdly, Etro (2009) 
investigates the EU SMEs that focus on Cloud Computing and those SMEs follow 
Support and Services Contracts models. Lastly, Weinhardt et al. (2009 a) have 
proposed an Enterprise Cloud model that perfectly explains and fits the “All-In-
One Enterprises” model. 
Chang, Mills and Newhouse (2007) explain open source business models and 
ways to achieve long-term sustainability with several case studies to present and 
support their arguments. They propose a Support Contracts model, which is 
highly similar to “Support and Services Contracts” in Lazonick’s definition. They 
also propose a Community model which acts as “One-Stop Resources and 
Services” for vendors, users, stakeholders, resellers and collaborators to interact 
and gain mutual benefits in the single platform. This allows building up a 
community to consolidate each other’s strength and provide a resource sharing 
platform. They further propose “Macro R&D Infrastructure”, where the source of 
funding is from Government for selected R&D projects and is considered as a 
Government Funding model. Their proposal about “Valued-added closed source” 
(VACS) is similar to the SaaS business model. However, VACS also includes 
emerging technologies outside open source domains such as Cloud Computing. 
Between 2007 and 2010, the rise of Gaming, mobile and entertainment industry 
has made a significant impact on the development of ICT. The iPhone and iPad 
have made phenomenal sales between the years 2009 and 2010, and the mobile 
and gaming industry has generated billions of income (Brennan and Schasfer, 
2010; Turilin, 2010). Facebook has reached more than 1 billion users from Year 
2009 and 2010, and has completed an initial public offering (IPO). Thus, a new 
business model, “Entertainment and Social Networking” is available. Based on their 
work, “One-Stop Resources and Services”, “Government Funding” and 
“Entertainment and Social Networking” are another three models on top of 
Lazonick’s proposed model. Moreover, there are industrial solutions supporting 
their statements. Firstly, CS Transform (2009) is a SME integrating both Cloud  
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Computing and Web 2.0 to deliver a joint solution (known as Marketplace 2.0) to 
help the governments of the United Kingdom, South Australia, Hong Kong and 
Croatia to provide a “One-Stop Resources and Services” model for their citizens 
and have provided added-values in e-Government and administrative efficiency. 
Jassen and Johan (2010) propose Cloud shared services to act like one-stop 
resources and services. Kiu, Yuen and Tsui (2010) demonstrate a similar concept 
from e-Government point of view. Secondly, IBM (2008) supports the vision of 
integrating entertainment products and services for Cloud Computing to generate 
more business values and customer demands. Thirdly, the rise of social 
networking and mobile cloud products has greatly influenced the general public’s 
perception of Cloud Computing, which is strongly supported by the extreme 
popularity of, and demand for, Facebook and Apple products (iPhone, iPad, TV 
and iPod). Madhavapeddy et al. (2010) define social networking sites as “Personal 
Containers” of Clouds, which are further assisted by mobile devices and scientific 
computing. Maranto and Barton (2010) present detailed descriptions about the 
social networking and entertainment industry, and highlight privacy issues and 
opportunities for social management.  
3.2  Cloud Computing for Business Uses  
Several papers have explained IaaS, PaaS and SaaS as the Cloud business model 
(Buyya et al. 2009; Chen, et al, 2010; Armbrust et al., 2009; Weinhardt et al., 
2009 a; Schubert, Jeffery and Neidecker-Lutz, 2010). Despite all having a slightly 
different focus, all of them are classified under “Service Provider and Service 
Orientation”, regardless of whether they are IaaS, PaaS, or SaaS service providers 
or their focus is on billing, SLA or CRM, since this is a mainstream model that still 
has areas of unexploited opportunities. In addition, Cloud Computing can offer 
substantial savings by reducing costs whilst maintaining high levels of efficiency 
(Oracle 2009 a; 2009 b; Schubert, Jeffery and Neidecker-Lutz, 2010). In Oracle 
(2009 a; 2009 b) and Vmware (2010 a; 2010 b) scenarios, both propose “In-House 
Private Clouds” to maximise use of internal resources to obtain added value 
offered by Cloud Computing while keeping costs low. This allows organisations to 
build their own Clouds to satisfy IT demands and maintain low-costs including  
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private cloud development (Claburn 2009) and is a new model from a 
microeconomic point of view (Hull, 2009). Successful business models are not 
restricted to particular sectors or areas of specialisation and can be applicable for 
businesses including Cloud Computing businesses. Table 3-1 gives a summary of 
the criteria and supporting papers. 
Table 3-1: Summary of the Literature discussing the best criteria of Business 
Model Classification 
Criteria of Business Model 
Classification 
Papers 
Service Provider and Service Orientation  Buyya et al. (2009) 
Chen et al. (2010) Armbrust et al. 
(2009) 
Weinhardt et al. (2009 a; 2009 b) 
Schubert, Jeffery and Neidecker-Lutz 
(2010) 
Support and Services Contracts  Lazonick (2005); Etro (2009) 
 
In-House Private Clouds  Schubert, Jeffery and Neidecker-Lutz 
(2010) 
Claburn (2009) 
Oracle (2009 a; 2009 b); Vmware 
(2010 a; 2010 b) 
 
All-In-One Enterprise   Lazonick (2005) 
Weinhardt et al. (2009 a; 2009 b) 
One-Stop Resources and Services  Jassen and Joha (2010); Kiu, Yuen and 
Tsui (2010) 
CS Transform (2009) 
Government Funding   Lazonick (2005); Educause (2008) 
 
Venture Capital  Hunt et al. (2003); Lazonick (2005) 
Entertainment and Social Networking  Madhavapeddy et al. (2010), Maranto 
and Barton (2010)  
IBM (2008; 2010), RightScale (2010) 
 
3.3  Performance measurement for business computing 
Bouwman (2003) presents a detailed review about performance measurement for 
business computing and he focuses on defining the components and relationships 
for business models. He presents related literature for both computing and 
business research, explains the essential components within the business models,  
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and illustrates how the interactions within those business model components can 
contribute to performance measurement for business computing. 
 
Figure 3-1: Business model components in performance measurement for 
business computing (Bouwman, 2003) 
Figure 3-1 shows the business model components for business performance 
measurement, whereby Bouwman (2003) identifies four main factors and explains 
the relationships between each main component. He explains each component as 
follows: 
•  Customer Value of Service relates to customer satisfaction and evaluation. 
He identifies key factors to capture customer values and perception of 
service quality. 
•  Organisational arrangements are about resources and capabilities that 
organisations can offer.  
•  Technical arrangements are the IT functionalities and data, which include 
embedded processes, business processes and web services.  
•  Financial arrangements include investment decisions and revenue models 
and each has its own focuses.  
According to Bouwman (2003), Customer Value of Service defines organisational 
arrangements, which need to transform to technical arrangements. The end 
Organisational 
arrangements 
Customer Value of 
Service 
Technical 
arrangements 
Financial 
arrangements 
deliver 
define 
enable 
generate costs 
based on 
redefine 
dived  costs  & 
revenues  
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products of technical arrangements enable customer value, and good customer 
experience means organisational goals are delivered. The success of technical 
work can generate costs but also produce revenues. Financial arrangements can 
determine the outcome of a new product or service, which often drives 
stakeholders to think whether their adoption is useful. Although Bouwman (2003) 
uses a number of papers to support his rationale, using financial performance is 
not the only way to determine risk and return analysis (Khajeh-Hosseini et al, 
2011; 2012). There are other aspects such as customer satisfaction and technical 
efficiency which should be investigated. Bouwman (2003) explains performance 
indicators for organisations and summarises selected literature. He recommends a 
performance dashboard introduced by Rayport and Jaworski (2001), who 
summarise the following metrics for risk and return measurement: 
•  Business model measures: These include the unique value proposition, 
capabilities and resources, exclusive partnerships and investment in 
technology. 
•  Measures for branding and implementation: These include indicators for 
system uptime, number of IT staff and the percentage of inaccurate orders. 
•  Measures for customer acquisition: These include customer share, 
purchases and service requests. 
•  Financial measures: These include revenues, profits, earnings per share and 
debt to equity ratio.  
Suggestions from Bouwman (2003) and Rayport and Jaworski (2001) are important 
for organisations but neither include details about how to measure and the 
systematic processes involvement in risk and return measurement for business 
computing, which also means that organisations that adopt a large computing 
system such as Cloud adoption should be investigated further. 
3.4  Identified problems with existing frameworks 
There are existing frameworks to deal with IT services or architecture but none of 
them is designed for Cloud adoption with support of case studies. Five examples 
of suitable frameworks are discussed in this section:  
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1.  Cloud Business Model Framework (CBMF) by Weinhardt et al. (2009 a; 
2009b) 
2.  Linthicum Cloud Computing Framework (LCCF; Linthicum, 2009) 
3.  Return on Investment (ROI) for Cloud Computing (Skilton, 2010) 
4.  Performance metrics framework (Assuncao, Costanzo and Buyya, 2010) 
5.  IBM Framework for Cloud Adoption (IBM, 2010) 
Each of these five frameworks is presented as follows.  
Weinhardt et al. (2009 a; 2009b) propose their Cloud Business Model Framework 
(CBMF) as a strategic way for all organisations to be successful in cloud 
businesses. They present four core business cloud elements: Infrastructure, 
Platform, Applications and the Business Model as shown in Figure 3-2. Each main 
layer is supported by its core functions and service providers, and is also stacked 
on top of another. However, there is a drawback in the proposal of Weinhardt et al.  
(2009 a; 2009 b). Their CBMF assumes that each layer is independent, and only 
connects directly to the Business Model layer. Some service providers or Cloud 
resources allow upgrading from one layer to the next level before moving on to 
Business Model layer. One example is that of PaaS – when more applications are 
developed and tested in the Cloud environment, the final product can be delivered 
as a SaaS service (such as CRM and financial analysis) instead of PaaS. CBMF does 
not provide any details about how their framework can help organisations to 
adopt Cloud Computing, and does not have any recommendations about how to 
run and maintain Cloud services, which are important to some adopting 
organisations.  
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Figure 3-2: Weinhardt et al. (2009 a) Cloud Business Model Framework 
 
Linthicum Cloud Computing Framework (LCCF) is focused on how organisations 
should offer their services based on his recommended architecture. Linthicum 
(2009) explains different types of services on top of each other as shown in Figure 
3-3 with the rationale explained. However, there are not enough use cases to 
support this framework. A valid Cloud computing framework should be applicable 
to a majority of practices and services. There are not enough details about 
whether organisations should continue adopting more Cloud resources and 
services, or simply run one service without opening new services or expanding 
existing services.  
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Figure 3-3: The architecture proposed by Linthicum Cloud Computing 
Framework (2009) 
Skilton (2010) investigates Return on Investment (ROI) for Cloud Computing and 
he provides cost impact analysis for adoption. He also states key factors affecting 
Cloud ROI with its key performance indicators (KPIs) to allow service-oriented 
business and IT to work together in harmony. However, Skilton (2010) does not 
show any details about how to calculate ROI and how to perform cost-benefit 
analysis. Stating KPIs without showing how to calculate ROI does not help 
stakeholders to understand whether they should adopt Cloud Computing or 
expand existing services.  
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Performance metrics framework (Assuncao, Costanzo and Buyya, 2010) is used to 
evaluate and demonstrate cost-effectiveness for Clouds and to perform 
experiments to validate. It is an extension of SLA framework based on the work of 
Buyya et al. (2009), who explain SLA framework works across the public clouds. 
Performance metrics framework is an IaaS-only framework that focuses on SLA, 
which is only a particular type of return and risk analysis. The rationale is that 
stakeholders have a more comprehensive view about the added values offered by 
Cloud adoption, and requires a high-level strategic plan for adoption. Performance 
metrics framework does not offer any measurement for other services such as 
PaaS and SaaS, and does not deal with challenges in Cloud adoption such as 
service portability and integration with other services and clouds. 
Figure 3-4: IBM Framework for Cloud Adoption (IFCA) 
IBM (2010) proposes their IBM Framework for Cloud adoption (IFCA) which defines 
Cloud Service Levels and Cloud Delivery Models in relation to Cloud adoption. It 
divides Cloud services into four layers, with business process on the top, followed  
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by SaaS, PaaS and IaaS at the bottom. IFCA contains different Cloud usage for 
Private Cloud and Public Cloud, where Exploratory Cloud, Departmental Cloud and 
Enterprise Cloud are part of the Private Cloud; and Exclusive Cloud and Open 
Cloud are part of the Public Cloud. There are three types of users in the IFCA: 
Consumer; Provider and Integrator. Each type of users has a different role and 
contributions to the IFCA. Figure 3-4 shows a generic adoption recommended by 
IFCA. In the large enterprise with cost reduction as their adoption focus, the 
Exploratory Cloud is focused on IaaS and PaaS since it fits for pilot studies. The 
Departmental Cloud is ideal for PaaS to work with different services in other 
departments, particularly data services. The Enterprise Cloud is focused on PaaS 
and SaaS. There are also different usages for “Large enterprise, business needs” 
and “Midsized enterprise” presented in Figure 3-4. 
IFCA provides a good recommendation. However, the major drawback is that there 
are no case studies or use cases. IFCA tries to provide a generic solution for all 
types of industries and all types of Clouds. If there are real case studies to 
support their proposal, IFCA will be in a solid position as an established 
framework for Cloud adoption. 
The five different Cloud Computing frameworks presented here have their own 
drawbacks such as insufficient details for how organisations should adopt Cloud 
Computing; and if they adopt, what are the issues and priorities of which they 
should be aware. Since adoption is an important organisational decision and 
process, a relevant and valid framework should address those issues and adoption 
challenges. Details will be discussed in Chapter 9. 
3.5  A need for a Framework for Cloud Computing 
There are different types of clouds in the market targeting different types of 
groups, industry and services. With regard to orientation of businesses, all of 
clouds fall into one of three groups: Infrastructure as a Service (IaaS); Platform as 
a Service (PaaS) and Software as a Service (SaaS).  
Foster et al. (2008) explain that Grids and Clouds offer common solutions to some 
research questions. However, this interpretation is not entirely correct as lessons  
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learned cannot be resolved and transferrable in the same way. This is supported 
by Sobel et al. (2009) who argue that Grid and Cloud are different. In particular 
Web 2.0 is involved with Clouds from the beginning to the current status but this 
is not necessarily so for Grids. In contrast, Weinhardt et al. (2009 a) define the 
difference between Grids and Clouds by way of the business models where Clouds 
can provide new business opportunities. This is supported by the observation that 
the number of organisations offering Cloud solutions and their variety has been 
increasing since 2007.  
Before deploying any type of Cloud Computing development, an essential step is 
to design and implement good-quality business models and a business framework 
(Hosono et al., 2009; Weinhardt et al., 2009 a; 2009 b). Hosono et al. (2009) 
demonstrate Service System Modelling (SSM) and explain how SSM helps Business 
Models to be developed with Cloud Frameworks. Anstett et al. (2009) explain how 
Business Process Execution Language (BPEL) assists in developing a Cloud 
Framework to create a SOA-driven business model. Weinhardt et al. (2009 a) 
explain their definitions and importance of Cloud business models (CBM) and 
show how CBM can influence research directions for academic communities, 
which include streamlining business models with each type of Cloud services. 
Buyya et al. (2008, 2009) and Armbrust et al. (2009) define CBM and explain their 
rationales in terms of (i) pay-as-you go systems; (ii) cost saving calculations; and 
(iii) SOA and SLA theories. 
However, the feedback from industrialists (Financial Times Book, 2009; Chee, 
Wong and Jin, interviews, 2009; Chou, 2009; Information Week Survey, 2009) is 
that the CBMs proposed by Buyya et al. (2008, 2009) and Armbrust et al. (2009) 
are becoming too complicated to understand and as a result, these models cannot 
be used and applied easily and effectively in real-time Cloud Computing 
businesses and organisational Cloud adoption. In addition, there are few Cloud 
frameworks or models that can accommodate different types of technical 
solutions in relation to their businesses (Klems, Nimis and Tsai, 2008). Although 
IaaS, PaaS and SaaS are generally classified as three business models, there is no 
definite guideline for measuring return and risk associated with Cloud adoption, 
which is important for stakeholders (Khajeh-Hosseini et al., 2010 a; 2011). The  
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case study approach can justify Cloud adoption (Khajeh-Hosseini et al., 2010 a; 
2010 b). Recommended steps and lessons learned can be used to reduce risk, 
improve on services and present return and risk analysis to adopting 
organisations and collaborators. Case studies will be presented in Chapter 6, 
Chapter 7 and Chapter 8. 
3.6  Why should organisations adopt or consider adopting 
Cloud Computing? 
There are different factors for organisations to adopt or to consider adopting 
Cloud Computing. Khajeh-Hosseini et al (2011) assert that organisational 
adoption for Cloud computing is an emerging challenge due to factors such as 
cost, deployment and organisational change. They also explain that 
understanding the benefits and drawbacks is not straightforward because the 
suitability of the cloud for different systems is unknown; cost calculations are 
complicated; the adoption results in a considerable amount of organisational 
change that will affect the way employees work and corporate governance issues 
are not well understood. However, there are benefits of adopting Cloud such as 
consolidation of resources, green IT, cost-saving and new business opportunities 
which make adoption attractive (Buyya et al., 2009; 2010 b; Celik; Holliday and 
Hurst; 2009; Khajeh-Hosseini et al. 2010 a; Schubert, Jeffery and Neidecker-Lutz 
2010; Creeger, 2009; Dunn 2010; Oracle, 2009 a; 2009 b, 2010). 
Khajeh-Hosseini et al. (2010 a) also conduct a large number of interviews with 
stakeholders who decide for organisational Cloud adoption. They perform 
stakeholder analysis and summarise both benefits and risks with top three 
ranking presented in Table 3-2. 
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Table 3-2: Sources of benefits (Khajeh-Hosseini et al, 2010 a) 
Benefits  Rank 
Improve satisfaction of work  1 
Opportunity to develop new skills  1 
Opportunity for organisational growth  1 
Opportunity to offer new products/services  2 
Improved status  2 
Removal of tedious work  2 
Opportunity to manage income and outgoings  3 
 
Table 3-3: Sources of risks (Khajeh-Hosseini et al, 2010 a) 
Risks  Rank 
Lack of supporting resources  1 
Lack of understanding of the cloud  1 
Departmental downsizing  2 
Uncertainty with new technology  2 
Deterioration of customer care and service 
quality 
3 
Increased dependence on external third party  3 
Decrease of satisfying work  3 
 
Khajeh-Hosseini et al (2010 a) explain their rationale for each top-ranked factor. 
Interestingly, the top ranked-factors for benefits are different from the 
researchers’ points of views, which include factors such as availability, agility, 
scalability and elasticity (Armbrust et al. 2009; Buyya et al, 2009). Those top 
ranked factors for benefits indicate the outcome of adopting Cloud from the 
perspective of organisations. Employees can learn new skills. They will enjoy their 
work more if they find those skills are useful and interesting. This is particularly 
true for technical developers. If their work can be completed while maintaining the 
quality of their service, they can have better satisfaction of work. In addition, 
Cloud computing can offer the organisations new products and services, which 
then offer opportunity for organisational growth with potentially more customers, 
cost-saving and revenues involved. On the other hand, the top-ranked risk factors 
suggest that organisations have concerns about lack of supporting resources and 
understanding of the cloud. Stakeholders are uncertain whether Cloud adoption 
can provide the long-term benefits they look for. The risk-level increases when 
there is a temporary upsizing in the IT department or a surge in demands for  
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services. Those factors need to be clarified and explained intelligently by a 
framework and model that can provide guidance to the organisation as to whether 
they should adopt Cloud computing or use other alternative. 
According to Dillion et al (2011), IDC conducted a survey in 2008 (sample size = 
244) to investigate what type of IT systems or applications migrated to Cloud. 
Their results indicate as follows: IT Management applications (26.2%), 
Collaborative applications (25.4%); Personal Applications (25%); Business 
Applications (23.4%); Application Development and Deployment (16.8%); Server 
Capacity (15.6%) and Storage Capacity (15.5%). Those results show that some 
organisations which have migrated to the Cloud have several different types of 
applications, and also suggest organisations deploy more SaaS than IaaS to Cloud 
because core activities are kept in-house and additional software is outsourced to 
Cloud.   
IT outsourcing is another alternative to Cloud migration and adoption. There are 
researchers investigating the implications of IT outsourcing. Dibbern et al. (2004) 
studied the impacts of outsourcing and found that although it was beneficial to 
the organisation at the beginning, outsourcing projects performed unsatisfactorily 
after going through several rounds of contracts. This led some organisations to 
take back in-house previously outsourced IT systems and services, as a result of 
unsatisfactory service levels, change in strategic direction or cost-saving failure 
(Overby, 2003). Some organisations use Cloud as an alternative to outsourcing 
their resources. However, Khajeh-Hosseini et al (2011) explain there is a key 
difference between Cloud Computing and IT outsourcing: Self-service, scalability 
and pay-as-you-go model grant clients more flexibility and control than traditional 
IT outsourcing.   
3.7  Risks for organisational adoption and how risks are 
related to the challenges of adoption  
Before considering or deploying organisational adoption, different types of 
benefits and risks should be identified so that mitigation approaches can be 
proposed. This is useful for project management to maximise the extent of 
benefits and to minimise the extent of risks. There are two steps involved. The  
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first step is to tabulate the types of risks and determine the extent of their impact, 
with the ones with high impact factors being classified as adoption challenges. 
The second step is to analyse the benefits of adoption and explain how these 
benefits can address those challenges. Khajeh-Hosseini et al (2011) performed a 
similar survey on large computing system users including Cloud users and clients. 
Based on their analysis, they tabulate different types of risks while adopting or 
outsourcing to large systems including Cloud Computing presented in Table 3-4 
and Table 3-5. 
Table 3-4: Part 1 of Different types of risks for organisational adoption of a 
large computer system including Cloud Computing  
ID  Risks  Mitigation approaches 
and potential 
indicators 
References 
R1  Organisational: Loss of 
governance and control over 
resources which might lead 
to unclear roles and 
responsibilities.  
Clarify roles and 
responsibilities before 
cloud adoption. 
Catteddu, and 
Hogben (2009); 
Dibbern et al. 
(2004); Khajeh-
Hosseini et al 
(2010 a, 2010 b); 
Jurison (1995). 
R2  Organisational: Reduced staff 
productivity during the 
migration as changes to staff 
work and job uncertainty lead 
to low staff morale and 
anxiety spreading in the 
organisation. 
Involve experts in the 
migration project so that 
they have a sense of 
ownership.  
 
Khajeh-Hosseini 
et al (2010 a); 
Grudin (1994). 
R3  Organisational: Managing a 
system deployed on several 
clouds can make extra 
management effort compared 
to deploying systems in-
house. 
Make management 
aware of the extra effort 
that might be required.  
Aubert, et al. 
(2005); Dibbern 
et al. (2004); 
Buyya et al (2010 
b) 
R4   Organisational: Changes to 
cloud providers’ services or 
acquisitions by another 
company that 
changes/terminates services. 
Use multiple providers.  Catteddu,  and 
Hogben (2009) 
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Table 3-5: Part 2 of Different types of risks for organisational adoption of a 
large computer system including Cloud   
ID  Risks  Mitigation approaches 
and potential 
indicators 
References 
R5   Technical: Performance is 
worse than expected. It might 
be difficult to prove to the 
cloud provider that their 
system performance is not as 
good as they promised in 
their SLA as the workload of 
servers and network can be 
variable in a cloud.  
Use benchmark tools to 
investigate performance 
of the cloud under 
investigation before 
decision making. Use 
monitoring tools to 
independently verify the 
system performance. 
Aubert, et al. 
(2005); Armbrust 
et al. (2009); 
Durkee (2010); 
Jurison, J. (1995). 
R6  Technical: Interoperability 
issues between clouds as 
there are incompatibilities 
between cloud providers’ 
platforms. 
Use cloud middleware to 
ease interoperability 
issues. 
Catteddu,  and 
Hogben (2009) 
R7  Financial: Actual costs may 
be different from estimates, 
this can be caused by 
inaccurate resource 
estimates, changing prices or 
inferior performance 
resulting in more results to 
be required than expected. 
Monitor existing 
resource usage and use 
estimation tools to 
obtain accurate cost 
estimates of deploying 
IT systems on the cloud. 
Check results of 
performance 
benchmark. 
Aubert, et al. 
(2005); Khajeh-
Hosseini et al., 
(2012); Dillion et 
al. (2010) 
R8  Financial: Increased costs due 
to complex integrations. 
Inability to reduce costs due 
to unrealisable reductions in 
system/support staff. 
Investigate system 
integration issues 
upfront, avoid migrating 
highly interconnected 
systems initially. 
Dillion et al. 
(2010); Herbert 
and Erickson 
(2011); 
Kotsovinos 
(2010). 
 
3.7.1  How those risks relate to adoption challenges 
All these risks present a number of adoption challenges. Some can be overlapped 
or related to one another. For example, both financial risks (R7 and R8) can be 
classified as a costs estimate and prediction model can be used to analyse return 
and risk as accurately as possible. In addition to R7 and R8, Rosenthal (2009) 
report that Cloud Computing offers a new business paradigm for biomedical 
sharing and the impacts of such adoption have a significant effect on the way  
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biomedical research can go forward. The added value is regarded as ‘risk and 
return analysis’, in which Youseff et al (2008), Weinhardt et al (2009 a) and Hugos 
and Hulitzky (2010) acknowledge the importance of measuring return and risk 
with their rationale presented. However, their approaches do not include key 
metrics for a systematic calculation. They do not demonstrate a process and 
methodology which can be reproduced by the commercial and research 
communities. This presents the first challenge as “model and analyse risk and 
return on adoption of a large computer system systematically and coherently”.  
Organisational risks (R1, R2 and R3) and technical risk (R5) present problems 
related to people, system and policy as a result of service migration to Cloud. 
Those risks are directly involved with migration, since a change in service model 
has implications in terms of lack of control, staff morale, system management, 
service availability and benchmarking. All these terms can be summarised as “risk 
mitigation for migrating to a new system including Cloud”, as those problems 
arise due to service migration to Cloud. Services should be delivered efficiently 
after migration. To ensure organisations have smooth transition to system 
adoption including Cloud adoption, it will be useful to provide detailed 
descriptions about how to mitigate risks of migrating to Cloud. 
Organisational risk (R4) and technical risk (R6) present an interesting case that 
different services and clouds should work together. This can ensure different 
clouds can communicate. However, current deployment is a challenge as 
integrations are not straightforward. An easy-to-use and innovative approach for 
cloud and service integration needs to be considered.  
There are additional risks such as legal and security risks but neither is dealt with 
in this PhD research since additional resources will be required. In addition, some 
organisations that adopt Cloud including University of Southampton and NHS have 
confirmed that they focus on technical, financial and organisational issues and 
concerns for adoption challenges. Details will be presented in Chapter 6 and 
Chapter 8. 
The high-level question is how organisations should adopt or consider adopting 
Cloud Computing. If they decide to adopt Cloud, “How stakeholders can  
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understand the benefits and risks for Cloud adoption easily?” is the question 
stakeholders ask (Information Week Survey, 2009). This needs to include risk 
analysis as a critical factor (Misra and Mondal, 2011) as it brings significant 
impacts to the adopting organisations including organisational and technical risks 
(R1, R2, R3, R4, R5 and R6) as a consequence of adoption. Meeting the 
stakeholders’ expectations and the evidence of worthiness of adoption is an 
important agenda for stakeholders (Khajeh-Hosseini et al, 2010 a, 2010b; 2011). 
This means return and risk calculation needs to take technical and organisational 
factors into consideration and is not limited to financial factors. Presenting results 
of return and risk allows stakeholders to understand the status of benefits and 
risks, which also fulfil the strategic goal for organisational adoption. See Chapter 
6, Chapter 7 and Chapter 8 for three supporting case studies. In order to support 
stakeholders’ IT strategy in risk analysis, case studies should be presented to 
justify the benefits of Cloud adoption. 
3.7.2  Categorisation of IT risks including Cloud Computing 
Section 1.3 presents work from Lientz and Larssen (2006) and Featherman and 
Pavlou (2003) about IT risks, where uncontrolled risks should be presented as 
beta risk and controlled risk should be presented as risk-control rate. Based on 
their methodology, some risks are clearly controlled type, some are uncontrolled 
and some include both. Khajeh-Hosseini et al (2011) classify different types of risk 
for Cloud adoption, and explain all risks are either uncontrolled or controlled 
type, and the use of their decision-support tool can manage risks. Combining 
rationale from Sharpe (1990), Featherman and Pavlou (2003), Lientz and Larssen 
(2006) and Khajeh-Hosseini et al (2011), Table 3-6 presents the categorisation of 
IT risks. Additional explanations about risks and methods for calculation will be 
explained in Chapter 4 and Chapter 5. 
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Table 3-6: Categorisation of IT risks including Cloud Computing  
Perceived 
Risk 
Type of risk  Rationale 
Performance 
risk 
Controlled 
(mostly) 
Uncontrolled 
Performance risk is mostly controlled if suitable 
methods and designs are used. In cases where new 
areas of IT or research are investigated, the 
likelihood of uncontrolled risk towards the middle 
and latter part of the IT development is increased 
due to higher level of uncertainties. 
Financial risk  Controlled 
(mostly) 
Uncontrolled 
Financial risk is mostly controlled, through careful 
planning and management. However, if the service or 
the organisation is in debt of more than 50%, or has 
the serious problems with cash flow, or the service 
losses are more than 50% of profits due to security 
breach, risk is likely to be uncontrolled. 
Time risk  Controlled  Time management for IT project is a controlled risk. 
Psychological 
risk 
(customers) 
Controlled  
Uncontrolled  
Psychological risk is controlled if the service can 
always deliver, and either meet or exceed customers’ 
requirements. However, customers’ requirements 
change over a period of time and it can become 
uncontrolled risk if the changes in IT strategies are 
not up-to-date (such as Netscape in 1990s and fall of 
some IT/mobile companies).  
Social risk  Controlled 
(mostly) 
Uncontrolled 
(in extreme 
events) 
Social risk is mostly controlled. However in extreme 
events such as September 11, staff morale and 
efficiency went down rapidly. It took some 
organisations years to rebuild the team with positive 
morale.  
Privacy risk  Controlled 
Uncontrolled 
This relates to security and privacy. The consolidated 
policies together with detection and security 
technologies can provide a good extent of controlled 
risk. However, risks cannot be eliminated to prevent 
hacking or breach of security. 
Overall risk  Controlled 
Uncontrolled 
Overall risk is the combination of all risks mentioned 
above. The uncontrolled risk is presented as beta 
and controlled risk is presented as risk-control rate.   
 
3.7.3  Other researchers’ points of view for adoption challenges 
There are researchers investigating adoption challenges such as Service Level 
Agreements (SLA) in Clouds (Brandic et al., 2009 a; 2009 b; Buyya et al., 2009) 
and Business Models and Classification (Chou, 2009; Weinhardt et al., 2009 a). 
SLA focuses on billing models and has direct implications on prices, but they  
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focus on the prices paid for the duration of using Cloud. Business models and 
classifications tend to focus on the way organisations can obtain the profitability 
not limited to SLA. There are initiatives explaining how SLA can demonstrate cloud 
business models (Brandic et al., 2009 a; 2009 b; Buyya et al., 2009). A drawback 
is that they only focus on operational levels and are not directly connected to 
strategic levels. There are good examples for how dominant Cloud vendors focus 
on strategic levels for Cloud adoption to get a greater share of benefits. These 
organisations include Microsoft, Google, Oracle, IBM and Facebook, all of which 
obtain more revenues through other forms of services.  
To help organisations designing, deploying and supporting clouds, especially 
private clouds, the recommended step is to use both strategic and operational 
approaches for Cloud adoption. Armbrust et al. (2009) describe Cloud Computing 
technical adoption challenges, and considered vendors’ lock-in, data privacy, 
security and interoperability as the most important challenges. Khajeh-Hosseini et 
al (2010 a; 2011) identify human-social issues in Cloud adoption to be resolved 
and explain its importance in their case studies. This means adoption challenges 
should take technical, financial and organisational issues into strategic 
consideration before adoption and implementation take place. 
3.7.4  Summary of adoption challenges 
Based on discussions in previous sections, the most influential adoption 
challenges are summed up in Table 3-7 with their justification provided.   
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Table 3-7: Summary of adoption challenges 
Adoption 
challenges 
How do they 
relate to Table 3-4 
Justification   Types of 
focus 
Model and 
analyse risk 
and return on 
adoption of a 
large computer 
system 
systematically 
and coherently 
  
R7 and R8 
Additional 
literature: Youseff 
et al (2008)  
Rosenthal (2009)  
Weinhardt et al 
(2009 a) 
Hugos and Hulitzky 
(2010) 
Useful for stakeholders to 
understand whether they should 
adopt a large computer system 
including 
Cloud. A good method is used to 
model risk and return for Cloud 
adoption to prove its worthiness. 
Strategic 
See 
Chapter 5, 
Chapter 6, 
Chapter 7 
and 
Chapter 8  
for details 
Risk mitigation 
to system 
adoption 
(including  
Cloud) 
R1, R2 R3 and R5   Detailed descriptions about how 
to compute and reduce risk of 
system adoption including Cloud 
will be demonstrated to help 
organisations have a good 
management and control of 
Cloud projects. 
Operational 
See 
Chapter 6, 
Chapter 7 
and 
Chapter 8  
for details 
 
Section 9.1 will also explain how the work for this thesis can fully meet criteria 
and research questions for these two adoption challenges.  
3.8  Benefits to the organisations that adopt Cloud 
Computing  
As discussed in Section 3.7, the second step for organisational adoption is to 
analyse the benefits of adoption and understand how they can address those 
challenges which have been identified. Khajeh-Hosseini et al (2011) also explain 
their rationale of benefits of adopting Cloud Computing and some selected results 
are presented in Table 3-8.   
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Table 3-8: Different types of benefits for organisational adoption of a large 
computer system including Cloud  
ID  Benefits  References 
B1  Technical: Fast access to additional 
computational resources and specialised skills. 
Results in quicker system deployment times. 
Dibbern et al., 2004; 
Herbert and Erickson 
(2011); Schubert, Jeffery 
and Neidecker-Lutz 
(2010) 
B2  Technical: Ability to address volatile demand 
patterns and the flexibility to scale-up/down 
resource usage without discontinuity or service 
interruption. Reduced risk of over/under 
provisioning resources. 
Armbrust et al. (2009); 
Dibbern et al., 2004; 
Creeger (2009); 
Schubert, Jeffery and 
Neidecker-Lutz (2010) 
B3   Technical: Reduced run/response time due to the 
ability to acquire vast computational resources 
for short time periods, eg. a batch job taking 
1000 hours can be performed in 1 hour using 
1000 servers for the same cost. This can lead to a 
reduced time to market. 
Armbrust et al. (2009); 
Schubert, Jeffery and 
Neidecker-Lutz (2010); 
Sun Microsystems 
(2009) 
 
B4  Financial: Reduced costs due to more efficient 
operations and less maintenance costs but also 
due to economics of scale that can be achieved 
by cloud providers. 
Dibbern et al., 2004; 
Herbert and Erickson 
(2011); Schubert, Jeffery 
and Neidecker-Lutz 
(2010) 
B5  Financial: Reduced need for capital investment 
and the ability to transform fixed costs into 
variable costs. This might simplify cashflow 
management. 
Khajeh-Hosseini et al, 
2010 a ; Schubert, 
Jeffery and Neidecker-
Lutz (2010); Sun 
Microsystems (2009) 
B6  Organisational: Ability to focus on core business 
activities and free up management and IT 
personnel from mundane tasks so that they can 
focus on more added values activities. 
Creeger (2009); Dibbern 
et al. (2004); Herbert 
and Erickson (2011) 
B7  Organisational: Opportunity to offer new 
products or services or trial products to gauge 
the level of interest from customers. 
Khajeh-Hosseini et al. 
(2010 a); Grudin (1994) 
B8  Organisational: Devolution of decision making on 
IT requirements to operational units. Variable 
provision in different parts of the organisation 
(this could also be a risk). 
Khajeh-Hosseini et al. 
(2010 a) 
 
Methodology and case studies for Cloud adoption will be presented in Chapter 6, 
Chapter 7 and Chapter 8 to justify the benefits.   
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3.9  Discussion 
Technical benefits (B1, B2 and B3) include the fast access to computational 
resources; ability to scale resources up and down and reduced response time. 
There are additional aspects such as improvement in efficiency since work can be 
completed more quickly and thus, time reduced in dealing with setting up 
resources.  
Financial benefits (B4 and B5) offer reduced costs for operations and maintenance, 
and also reduced need for capital investment and cash-flow management. 
Different aspects of return and risk depending on each Cloud service such as cost-
saving, profitability, improvement in efficiency and improvement in user 
satisfaction should be exploited.  
Organisational benefits (B6, B7 and B8) allow employees to focus more on core 
business activities and offer new products and services for customers. This means 
that the user (or client) satisfaction of the service or deployment is important for 
the organisation.  
As discussed in Section 3.7, return and risk calculation is a strategic goal for 
organisations to enhance any values added and then minimise the risks of Cloud 
adoption. Cokins (2009) explains relationship between business expectations and 
management in terms of methodologies, risks and analytics. Business expectation 
is related to organisational sustainability, which determines the survival and 
growth of the organisation. It consists of added values (such as profits or cost-
saving) and risks of adoption. According to Cokins (2009), this is applicable to 
many sectors including emerging technologies. 
Since benefits of adoption include technical, financial and organisational aspects, 
return and risk calculation needs to include these three key elements. To 
demonstrate how return and risk calculation can be performed in systematic and 
coherent ways, a framework should be proposed to help organisations 
determining the extent of success, case studies and any added values for Cloud 
adoption. For organisations that decide to adopt Cloud, it will be useful to provide 
details for their return and risk.   
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Additional rationale to analyse risk are presented and each aspect of technical, 
costs and users considerations are explained as follows. 
3.9.1  Costs or financial measurement for risk and return analysis 
The challenge identified in this chapter is a need to model and analyse risks to aid 
the strategic decision of Cloud adoption. This will address the key financial risk 
that needs to be addressed when adopting cloud: Risk R7 addresses the risk of 
the actual costs being different from the estimated costs. This can be caused by 
inaccurate resource estimates, changing prices or inferior performance resulting 
in more resources spent than expected. This is mitigated by monitoring existing 
resource usage and using estimation tools to obtain accurate cost estimates of 
deploying IT systems on the cloud. (Aubert, et al., 2005; Khajeh-Hosseini et al., 
2012; Dillion et al., 2010). The type of risk analysis is focused on: 
•  Cost-saving: Inaccurate resource estimates can be reduced due to precise 
cost calculations and also consolidated resources to reduce operational 
costs. 
•  Profitability: Calculates precise estimated and actual profits so that 
stakeholders can understand risks associated with profitability due to 
Cloud adoption.  
3.9.2  Technical efficiency measurement for risk and return analysis 
Risk R5 asks whether Cloud adoption can provide better performance such as 
completing requests more quickly or whether more work can be done in the same 
period of time. This relates to efficiency, and the type of risk analysis is focused 
on: 
•  Improvement in efficiency: management of risks associated with the same 
number of jobs/requests can be completed quicker, or more jobs/requests 
can be done in the same time frame for Cloud systems comparing to non-
Cloud systems. 
3.9.3  Users (or organisations) measurement for risk and return analysis 
Risk R2 and R3 present organisational issues for adoption challenges which 
include whether the internal feedback is positive and the extent of user  
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satisfaction rating. This is a measurement to reflect users’ and clients’ rating of 
Cloud adoption, which is an important aspect to confirm the added values of 
using a new Cloud platform or application. The type of risk analysis is focused on: 
•  User satisfaction rating: Risks can be used as a reflection of users’ level of 
satisfaction and support to Cloud adoption. For example, an increased 
percentage of users (or clients) feel there is an improvement to the quality 
of products and services such as having a quicker response time, a higher 
proportion of jobs completed at the same time and a more efficient 
system/application to get their work completed. In general, this is summed 
up as user satisfaction rating. 
3.9.4   Risk measurement and how it relates to Organisational Sustainability  
Section 3.1 and 3.2 present business models for Cloud Computing and explain its 
strategic role for Cloud-adopting organisations. Organisations that adopt new 
technologies can experience change management, strategic management and IT 
management issues (Barras, 1989; Grant, 2010). This is the same for 
organisations that adopt Cloud (Chou, 2009; Grant, 2010). Barras (1989) 
describes that a consequence of adoption of new technology or a new service may 
be a significant difference to change management and strategic management 
such as the way organisations go forward. For some organisations, it may mean a 
complete change to the way they deal with work, which can be related to 
processes, different skills, or business orientation. For example, technical staff 
need to spend more time with customer user support and training users how to 
use new systems. Business analysts can get their work done on the central private 
cloud and reduce the time for product analysis and development, and can spend 
more time with other tasks such as customer relationship management (Khajeh-
Hosseini et al, 2011; 2012). Key metrics are undertaken so that stakeholders can 
understand return and risk of their Cloud adoption. The above examples 
demonstrate the following:  
•  Changes in organisations have impacts on organisational development 
from establishment, growth, saturation and decline phase.  
•  New Cloud adoption affects the way the organisation operates.  
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•  Cloud adoption fits well for business models, BPM (explained in Section 
3.3) and risk analysis (Section 3.7) to meet strategic focus for Cloud 
adoption. 
Organisational sustainability for open source projects has been a popular topic. 
For example, DSpace and Globus projects have set good examples about how to 
sustain their funding and operations. Seacord et al. (2003) present their views for 
software sustainability and explain the factors influencing the way software and 
the organisation supporting the project can develop. The emphasis is on the 
functionality and how robust software can influence the way technical projects 
move forward. Chang, Mills and Newhouse (2007) present the open source 
sustainability and demonstrate case studies for how organisations can achieve 
organisational sustainability by adopting  suitable business models and 
integrating their strategies with customers, community and software capabilities. 
Emphasis for organisational sustainability moves to how to sustain projects 
financially and how to extend the lifespan of technical projects.  
Organisational Sustainability is the term which includes organisational 
development from establishment, growth, saturation and decline phase (Grant, 
2010). This can be applied to many types of Cloud-adopting organisations. For 
example, a new start-up can focus on establishment of its new businesses 
strategies, products and services. For a large organisation that has adopted 
Cloud, it can be used as a pilot study and then focus on growth and its impacts to 
internal users and customers, or its added values to the business. There are 
supporting cases in Chapter 6, Chapter 7 and Chapter 8 as follows: 
•  An organisation can focus on the improvement in efficiency. For example, 
how much time can be saved to backup thousands of data across different 
clusters and sites comparing the private cloud storage and traditional 
backup services. 
•  An organisation can focus on the rate of cost-saving or profitability that a 
new Cloud product or service can offer.  
•  An organisation can focus on the improvement of customer satisfaction 
before and after Cloud adoption.   
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Those examples require accurate and systematic return and risk calculations for 
Cloud-adopting organisations and metrics are useful to determine the extent of 
organisational development. In other words, collected data can be useful to 
determine the extent of return and risk associated with Organisational 
Sustainability. This allows stakeholders to understand whether Cloud adoption 
meets their expected targets and highlights differences between their actual 
results and expected targets. Stakeholders can learn about the status of risk 
associated to Cloud adoption and then identify ways for improvement to reduce 
risk. All this information is useful to support justification and added values. 
3.10 Summary 
This chapter provides a literature review related to the business perspective of 
adopting large computer systems including Cloud adoption. This is useful for the 
organisations in providing suitable business models for their Cloud adoption, with 
existing literature presenting eight different business models. There are also 
existing frameworks to recommend to organisations for a large comouting system 
such as Cloud, but none of them can fully address the challenges of Cloud 
adoption. To take this forward, stakeholders need to know the benefits and risks 
associated with Cloud adoption, with their details presented and discussed. Based 
on the review, several risks can be grouped together leading to the development 
of two system adoption challenges such as Cloud adoption challenges, which 
include the following: 
•  Model and analyse risk and return for a large computing system adoption 
systematically and coherently: This allows system-adopting organisations 
to use a structured method to measure their data and calculate risks for 
their large scale computing adoption such as Cloud adoption, so that 
reliable information for the status of risks can be provided.   
•  Risk mitigation of system adoption: This ensures quantified risks can be 
reduced during system adoption including Cloud adoption, supported by 
demonstrations and case studies.  
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These two adoption challenges are therefore the research questions for this 
thesis, which is based on risks analysis, modelling and reduction of risks to 
organisations of system adoption including Cloud adoption. In addition, there are 
three major types of measurement for risk and return analysis, which include 
technical, financial and users. Risk and return analysis is useful to Cloud-adopting 
organisations to exploit the uncontrolled risks and to present complex risk and 
return concepts clearly. 
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Chapter 4.  Existing Methods of Analysing 
Return and Risk 
A successful large computer systems adoption such as Cloud adoption for an 
organisation is dependent on the management of both risks and benefits. A 
recommended way to manage risks and benefits is to require a systematic method 
to identify suitable metrics and quantatively calculate the associated risks and 
benefits. In this chapter different models are reviewed and compared. The Capital 
Asset Pricing Model (CAPM) is chosen as a suitable method for assessing risk and 
return. However, there are two limitations of CAPM: it is not designed to handle 
thousands of datasets at once; and it needs to be adapted for large computer 
systems such as Cloud Computing. Hence, an improved model is required for risk 
and return analysis. 
4.1  Criteria and choices of methods for a model analysing 
return and risk  
This section describes what the selected models are and what they can contribute 
to a suitable model analysing return and risk. 
Large computer systems adoption such as Cloud adoption involves both strategic 
and operational activities. Khajeh-Hosseini et al. (2011) explain the link between 
strategy (management) and operations (staff) and their role in a large computer 
systems adoption. The focus of staff (within the operational activities) is to ensure 
their work can be done effectively. But management must also focus on risk, as 
“work done” does not indicate whether it meets management’s requirements to 
manage risks (Klems et al., 2008; Khajeh-Hosseini et al., 2011). Skilton (2010) 
explains the importance of identifying success factors for large computer systems 
adoption. IT system success factors should address both the strategic and 
operational levels. The rationale is that the types of problems and challenges faced 
can sometimes be perceived as different by strategic and operational staff (Isom 
and Holley, 2012). To address this, Hosono et al (2009, 2010) assert that there is a 
set of six core elements for IT and Cloud project management defining how  
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important quality factors fit into their Non-Functional Requirements (NFR) for IT 
adoption. Table 4-1 shows quality factors for Business to Customers (B2C) which 
are important elements for large computer systems adoption including Cloud 
Computing adoption. Hosono et al (2009, 2010) explain the characteristics of each 
factor presented in Table 4-1. 
Table 4-1: NFR - Quality factors for Business to Consumer (Hosono et al., 2009) 
Non-Functional 
Requirements 
(NFR) for IT 
adoption 
Quality Factor 
Usability  cost  reasonable 
price 
value  low cost  low expenses 
Performance  comfort  refreshment  enjoyment  freedom  carefree 
Security  safety  easy to 
understand 
fairness  justice  kindness 
Readability  certainty  certainty to 
complete 
processing 
certainty 
source 
certainty 
appropriateness 
Portability  easiness  coziness  comfort  optimism  agility 
Customizability  uniqueness  individual 
identity 
uniqueness 
of time 
locality  originality 
 
In reviewing these six factors, all of them are relevant to Cloud Computing except 
customizability. The rationale is as follows. Although modifying applications or 
platforms is desirable according to Honsono et al (2009; 2010), scalability is an 
important factor, for instance Cloud Services are scalable to allow users to demand 
different requirements on hardware and software specifications. In other words, 
hardware and software requirements can be changed numerous times without 
impacting the business or services, and such changes are flexible and instant. A 
new instance of a Cloud application can be scaled to a small project, or to a large 
project involving thousands of datasets and staff working on it. Therefore, 
Scalability is a more suitable term than Customizability. Reliability is replaced with 
computational accuracy because some SaaS systems require high levels of accuracy 
for computational results. As demonstrated by Agopyan et al. (2011) and Peng et 
al. (2011), financial Cloud applications can compute a high volume of trading, so 
accuracy of results play an influential role on investors.  
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Apart from these six elements, industrial norms are another factor (a seventh 
element) influencing the suitability of a model. This is because firstly, it offers an 
indication of whether a model has followed industry standards (Hull, 2009; Lee et 
al., 2010). Secondly, results from surveys and industry’s “word of mouth” can 
provide useful information about whether a new service such as Cloud Computing 
is worthy of system adoption (Hanna et al., 2007; Isom and Holley, 2012). Isom 
and Holley (2012) explain a list of industry standards and practices useful for 
industrial norms. There is additional literature to support these seven elements for 
their relevance to Cloud adoption. See Table 4-2 and Table 4-3. 
Table 4-2: Part 1 of seven elements relevant to large system adoption 
including Cloud adoption 
Core 
elements 
Rationale  References 
Usability  Kim et al. (2009) and Dillion et al. 
(2010) explain the importance and 
relevance of usability for Cloud 
adoption. Chen et al. (2010) explain 
six Cloud use cases. Khajeh-Hosseini 
et al. (2011) explain usability and use 
cases for Cloud adoption. All groups 
of researchers explain the significance 
of usability. 
Kim et al. (2009); Chen 
et al. (2010); Dillion et 
al. (2010); Khajeh-
Hosseini et al. (2011) 
Performance  All the authors assert that achieving 
good performance is essential for 
Cloud adoption. 
Ambrust et al. (2009); 
Buyya et al. (2009; 2010 
a); Kim et al. (2009) 
Security  All the authors explain that security 
concerns deter some organisations 
from adopting Cloud Computing, and 
also describe security as a challenge 
where improvement is required 
Ambrust et al. (2009); 
Archer et al. (2009) ; 
Buyya et al. (2009); Chen 
et al. (2010); Dillion et 
al. (2010); Lockneed 
(2010) 
Computational 
accuracy 
Khajeh-Hosseini et al. (2011) and 
Behrend et al. (2011) explain the 
importance of computational accuracy 
so that organisations can have a 
higher trust and increased confidence 
for Cloud adoption. MacKenzie and 
Spears (2012) concur, explaining the 
problems caused by computational 
inaccuracy. Agopyan et al. (2011) and 
Peng et al. (2011) highlight the 
importance of computational accuracy 
for finance. 
Agopyan et al. (2011); 
Behrend et al. (2011); 
Khajeh‐Hosseini et al. 
(2011 a; 2011 b); Peng 
et al. (2011); MacKenzie 
and Spears (2012)  
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Table 4-3: Part 2 of seven elements relevant to large system adoption 
including Cloud adoption 
Core 
elements 
Rationale  References 
Portability  All the authors demonstrate that 
service and data portability are highly 
relevant for Cloud adoption. 
Ambrust et al. (2009); 
Beaty et al. (2009); 
Ahronovitz et al. 
(2010); Friedman and 
West (2010); Khajeh-
Hosseini et al (2011; 
2012) 
Scalability  All the authors assert that scalability is 
a core characteristic and the ability to 
scale resources up and down promptly 
for different demands is essential for 
Cloud adoption. 
Youseff et al. (2008) ; 
Ambrust et al. (2009); 
Buyya et al. (2009); 
Khajeh-Hosseini et al. 
(2010 a); Misra and 
Mondal (2011) 
Industrial 
norms 
Hull (2009); Lee et al. (2010); Hanna et 
al. (2009) and Isom and Holley (2012) 
show that Industrial norms can 
confirm whether recommended 
industrial practices are in place, so 
that selected models can follow 
guidelines or standards. Gentzoglanis 
(2011) demonstrates that suitable 
models can provide added value for 
Cloud-adopting organisations. 
Hull (2009); Hanna et 
al. (2009); 
Gentzoglanis (2011); 
Isom and Holley (2012) 
 
The core elements for IT project management are usability, performance, security, 
reliability, portability, scalability and industrial norms presented (Hanna, 2007; 
Ambrust et al., 2009 ; Hosono et al., 2009, 2010; Khajeh‐Hosseini et al., 2011 a; 
2011 b; Peng et al., 2011). An expanded explanation for each selected element is 
presented below.  
•  Usability is important. Any distributed service, such as a Cloud service 
should provide easy-to-use features and users without prior knowledge 
should be able to use them easily without going for training or having any 
advanced knowledge.   
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•  Performance is required because the system must respond fast enough to 
users, and able to complete tasks or provide services in an acceptable time 
frame.  
•  Security is a core element because it ensures users are protected from 
malicious attacks and guaranteed that their platform or service is safe for 
data storage or transmission.  
•  Computational accuracy is crucial as a service must always be available and 
stable, and calculations must be as accurate as possible.  
•  Portability is essential, as services should be transparent so that users are 
able to use any application and platform from their desktops to connect to 
the Cloud without being concerned about the complexity of technologies.  
•  Scalability is a main characteristic of the Cloud and users expect it as part of 
the benefits of Cloud adoption. 
•  Industrial norm is important, since it provides an indication whether the 
selected model is widely adopted, and the model follows any industrial 
standards. 
4.2  Review of the suitable approaches for risk analysis 
This section presents models which are useful for computing risk analysis. These 
models will use six criteria to review suitability and compare one with another.  
4.2.1  Available models for risk analysis  
There are not many quantitative modelling approaches for risk analysis. There are 
suitable mathematical models, for example Monte Carlo, ARIMA, Black Scholes and 
CAPM can be reviewed for analysing risks for system adoption (Gentzoglanis, 
2011). As explained in Section 4.1, industrial norms provide an additional criterion 
in reviewing suitable approaches. According to Gentzoglanis (2011), additional 
requirements for ‘industrial norms’ include the following: 
•  Organisational data can be used for modelling – e.g. revenues, technical 
efficiency and growth for an organisation that adopts the system.  
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•  The technology-adopting organisation’s overall status of risks; A model 
should have flexibility to define the organisational focus which can be 
analysed from collected data and then used for modelling. 
Although Gentzoglanis (2011) asserts these four mathematical models can be used 
for risk analysis, he does not provide details for his review and comparisons of four 
models. Here is a brief analysis to enable comparisons between different models. A 
list of models is reviewed and presented as follows. All of them need third-party 
tools to improve security, which is not re-stated in each description. 
4.2.1.1  Monte Carlo Simulations (MCS)  
Monte Carlo Simulations (MCS) is commonly used in financial modelling and 
analysis, and is useful for informing stakeholders about return and risk, and 
forecasting for their investments (Longstaff and Schwartz, 2001; Moreno and 
Navas, 2001; Choudhury et al., 2007; Hull, 2009). It is optional to use data for 
MCS, because MCS is useful to predict an organisation’s return and risk including 
their investment options, prices and risks related to investment (Choudhury et al., 
2007). MCS can be used as an application to calculate prices and risks (Longstaff 
and Schwartz, 2001; Moreno and Navas, 2001; Choudhury et al., 2007; Hull, 2009). 
MCS is a complex model but due to the widespread use in many institutions and 
effort to make it user-friendly, it has a good usability. MCS is well-known for its 
performance and computational accuracy, and MCS applications can be used on 
different platforms. MCS is popular in industry and can be scaled for different 
environments (Longstaff and Schwartz, 2001; Moreno and Navas, 2001; Choudhury 
et al., 2007).  
4.2.1.2  Black Scholes Model (BSM) 
The Black Scholes Model (BSM) is used for financial risk modelling, particularly for 
stock market analysis (Hull, 2009; Miller, 2011). Miller (2011) demonstrates that 
BSM can be very effective for calculating volatility, which is an uncontrolled risk 
that can affect return and risk. BSM does not require any data for predictive 
computing.  
Although BSM performs well and offers good accuracy, it is a complex model and is 
not easy to use. Miller (2011) does not provide details for how BSM can be made  
 
 
65 
scalable and portable, but this is possible with additional work. There is industry 
adoption but sophisticated software is often used and is not easily available (Hull, 
2009). 
4.2.1.3  Autoregressive Integrated Moving Average (ARIMA) 
Autoregressive Integrated Moving Average (ARIMA) is based on time-step modelling 
(similar to Fourier series) and is often used for financial forecasting by the actuarial 
sector (Saikkonen and Luukkonen, 1993). ARIMA is a complex model and is not 
easy to use. While Saikkonen and Luukkonen (1993) demonstrate that it offers 
good performance and accuracy, there is not enough evidence to show it has a 
satisfactory rating in usability, portability and industrial norms. 
4.2.1.4  Capital Asset Pricing Model (CAPM) 
The Capital Asset Pricing Model (CAPM) is commonly used for risk analysis and is 
used to model return and risks of new and existing products or investments 
(Sharpe; 1990; Prechter and Parker, 2007; Hull; 2009). Prechter and Parker (2007) 
design their own measurement technique called the Finance/Economic Dichotomy 
originally based on the CAPM. They demonstrate that CAPM works for financial 
modelling and return and risk review. Gentzoglanis (2011) explains that CAPM can 
be used to measure return and risk for organisations and shows how case studies 
can work well with research.  
Gentzoglanis (2011) explains that CAPM can be applied to return and risk analysis 
for two reasons. Firstly, IT organisations including Cloud-adopting organisations 
are more stable than the finance industry where more complex models are required 
(Gentzoglanis, 2011). Secondly, there are organisations which develop new 
products or services, which tend to follow a linear regression for return and risk 
modelling (Hull, 2009; Gentzoglanis, 2011). CAPM offers an easier calculation, for 
tracking organisational growth in particular. Hence, all the ratings except security, 
including usability, performance, accuracy, portability, scalability and industrial 
norms, have good scores. 
4.2.2  Rating for the four risk candidate approaches  
Comparing all four candidate models, a rating can be used to justify the chosen 
model. A score between 1 and 10 is given for each category. Scores are based on  
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the supporting literature (in Table 4-2, Table 4-3 and Section 4.2.1) against seven 
criteria as explained in Section 4.1. 
In particular, Honsono et al (2009, 2010) presented his framework and explained 
how seven factors for systems/applications could be rated. Based on further 
extension of their existing work and the interviews with Honsono (2009, 2011), 
seven factors (in the form of Honsono’s Heptagon model) can be rated as follows: 
•  A score between 1 and 3 is considered as poor.  
•  A score between 4 and 6 is considered as average.  
•  A score of 7 is considered satisfactory.  
•  A score between 8 and 10 is considered excellent. 
According to results in Table 4-4, CAPM and MCS are the two most desirable 
models. Details of the expert interview results and explanations in support of these 
scores are available in Appendix B.  
Table 4-4: The assessment for choosing the most suitable model for risk 
analysis (score out of 10) 
  Models 
 
 
 
Criteria 
(Heptagon 
model) 
Monte Carlo 
Simulations 
(MCS) 
Black 
Scholes 
Model (BSM) 
Autoregressive 
integrated 
moving 
average 
(ARIMA) 
Capital Asset 
Pricing 
Model 
(CAPM)  
Usability  Score: 6  Score: 3  Score: 3  Score: 9 
Performance  Score: 8  Score: 8  Score: 8  Score: 8 
Security  Score: 4  Score: 4  Score: 4  Score: 4 
Computational 
accuracy  
Score: 8  Score: 8  Score: 8  Score: 8 
Portability  Score: 9  Score: 6  Score: 5  Score: 9 
Scalability  Score: 9  Score: 4  Score: 3  Score: 9 
Industrial 
Norm 
Score: 9  Score: 5  Score: 4  Score: 8 
Total score  53/70  38/70  35/70  55/70 
 
Score analysis for MCS, BSM and ARIMA is presented in Appendix B. The model with 
the highest score, Capital Asset Pricing (CAPM), is presented as follows.  
 
 
67 
Usability: The model itself is easy to use, since it only needs 3 input variables, 
which is less than other models. Tools are easy to use, as shown by thier wide use 
by first-year university students and trainees for computational finance. Good 
usability in advanced tools also supports its ease-of-use. Thus, the score is 9. 
Performance: Performance on CAPM is good. Computation takes as little as a few 
seconds to get results. The score is 8. 
Security: CAPM needs third party software and is not a model with a high level of 
security. Basic authentication and authorisation can still be achieved. As a result, 
the score is 4. 
Computational accuracy: Computational CAPM results are accurate. CAPM is an 
acceptable tool for computing return and risks in academia and industry. The only 
concern is the assumption of risk-free rate without providing scientific steps to 
validate. Even so, accuracy is high and has a score of 8. 
Portability: CAPM is highly portable in different systems except smart phones. 
Most of operating systems and computational devices can run CAPM applications. 
The overall score is 9. 
Scalability: CAPM tools are highly scalable. It can run on a single processor 
desktop, or clusters of high-end servers. Input variables can be highly adaptable to 
a wide range of values. Thus, the overall score is 9. 
Industrial norm: CAPM is widely used in industry in many sectors. However, MCS 
plays a critical role in computational finance, whereas CAPM is a model that is 
widely used but is not as central as MCS. The overall score is 8. 
4.2.3  Why CAPM was selected for risk analysis 
CAPM has the highest score according to Table 4-4 supported by the expert review. 
The difference between CAPM and MCS is on usability where CAPM is easier to use 
in terms of the model itself and related software development. The rationale for 
choosing CAPM is as follows. 
•  MCS is a complex model that is often used for high-performance computing 
for financial analysis (Gentzoglanis, 2011; Bernard and Cui, 2011; Agopyan 
et al., 2011; Bernard and Cui, 2011; and Peng et al., 2011). MCS is often  
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used by specialised sectors such as finance to compute high volume trading 
and high volatility calculations (Agopyan et al., 2011; Bernard and Cui, 2011; 
and Peng et al., 2011). Additional information on MCS is provided in 
Appendix B. 
•  A lot of financial analysis and forecasting is performed by CAPM to review 
past return and risk and forecast future return and risk (Hull, 2009; 
Gentzoglanis, 2011).  
•  CAPM can also be used to analyse risk and offers added value for adopting 
organisations. Gentzoglanis (2011) explainsthat CAPM is a suitable model 
for return and risk. He develops his framework to highlight this potential 
added value.  
•  CAPM can be used for more sectors as it is commonly used for return and 
risk calculations (Sharpe, 1990). A risk model should work for a variety of 
sectors. The model itself is easy to use, since only three inputs are required 
to work out the linear regression (Sharpe, 1990).  
Thus, CAPM is chosen as the model to analyse risk and return.  
In summary, return and risk analysis is important for organisations, so that 
stakeholders can quantatively understand the value of adopting a new system. 
Collected data representing benefits and risks are used for modelling, which 
requires a systematic method to know how to measure and what to compute. 
Several metrics and modelling methods have been discussed, and CAPM has been 
identified as a suitable potential framework for return and risk analysis.  
4.3  Capital Asset Pricing Model (CAPM) for calculating risk 
This section describes more details about CAPM, including its origin, formula, 
output for computation and limitations.  
4.3.1  Capital Asset Pricing Model (CAPM) 
The Capital Asset Pricing Model (CAPM) is a model to calculate investment risks 
and to determine the expected return on investment. In the context of Cloud 
Computing, it is a quantitative model for return and risk analysis. CAPM was  
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introduced by Treynor in 1961, Sharpe in 1964, Lintner in 1965 and Mossin in 
1966, based on Markowitz’s work on diversification and modern portfolio theory 
(Sharpe, 1990). CAPM divides risk into two groups. The first group is systematic 
risk (also known as beta), which is an uncontrolled risk that can affect the system 
adoption. Beta represents the volatility and it cannot be controlled, and thus it 
often influences the performance of the project. Beta can be calculated by finding 
the gradient of the CAPM through linear regression. Often it means the percentage 
of failed jobs for technical performance/efficiency, the rise of energy bills for cost-
saving focus, or unexpected disruption of services for user satisfaction. These 
events cannot be avoided through structured IT management.  
The second group is unsystematic risk, for instance, unexpected events that can be 
managed with their impacts minimised. This includes examples such as   
•  Temporary power-outage in the data centre - the emergency power 
generator can be used to restore electricity. 
•  Lower user satisfaction rating due to the poor management of a new service 
– a focus group can be set up to identify and improve services, and a smaller 
number of users can function as a pilot study before introducing it to the 
whole organisation. 
In some interpretations, the security market line (SML) is used to calculate the 
reward-to-risk ratio. When the expected rate of return for any organisation’s assets 
is deflated by its beta coefficient, the reward-to-risk ratio for any individual security 
in the market is equal to the market reward-to-risk ratio, thus: 
f m
f r r − =
β
r   - r 
 
(4-1) 
(r – r
f ) = β (r
m - r
f) forms a linear equation and this is known as the security market 
line (SML).  
Rearranging, to best represent CAPM: 
( ) f m f r r r r − + = β   (4-2) 
where   r is the expected return of a capital asset  
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r
f is the risk free rate 
r
m is the expected return on the market  
β is the beta of the cash flows or items being valued or the risk measure.  
The term r
m - r
f is the market risk premium, which is usually considered implicitly 
rather than explicitly. Therefore, the term β(r
m - r
f) is the risk premium on the cash 
flows (or security) being valued.  
4.3.2  An example of using CAPM for an IT company 
An example about how to use CAPM is as follows. Company A is a large IT 
organisation that does global and local IT product sales, support, services, training 
and consultancy for their clients. They always follow the Continuous Service 
Improvement (CSI) policies recommended by an industry framework, and also set 
their expected target and record their actual results. Their aim is to identify the 
beta value (uncontrolled risk) over three years of a new product and service 
development. They work out from their market research that the expected market 
return (or expected return) is 5% over their three-year period of product and service 
development. They also measure their risk-free rate. However, Prechter and Parker 
(2007) and Sharpe (1990) propose that additional work should be done to quantify 
risk-free rate for the purpose of using CAPM. Risk-free rate is defined as the 
percentage of the cases where profitability is not affected when targets are not met. 
Company A proposes their method and quantify that their risk-free rate is only 
2.5% over three years. The expected return of the capital asset after three years is 
in fact the actual return of profitability of Company A after three years. Company A 
can obtain their actual return by performing their annual financial audit for three 
years and works out it will get 7.5% more than their original asset values. In this 
case, Company A has the following values: 
r
f, = 2.5%, r
m = 5%, r = 7.5%  
Company A can then use this formula to work out the value of the beta, the 
uncontrolled risk for their product and service development. Equation (4-3) can 
then be solved, giving:   
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f m
f
r   - r
r   - r 
= β  
(4-3) 
Beta can then be calculated:  
β = (7.5 – 2.5) / (5 – 2.5) = 2 
Thus, the beta value is equal to 2 in this example. A beta value is considered ‘high’ 
if it is above 2 (Sharpe, 1990; Lee el at., 2010). 
4.3.3  Implications of CAPM calculations 
Linear regression is used to model CAPM, where the gradient is equivalent to the 
value of beta (β). If the gradient is a steep positive value, it means the possibility of 
being exposed to uncontrolled risks is high. If the gradient is a negative slope, the 
project has low risk value but is subject to further changes when circumstances 
have changed (eg uncontrolled rise of energy bills that reduces cost-saving). 
Outputs of CAPM can include: 
•  Beta: a numeric value for uncontrolled risks  
•  Standard errors: statistical spread and variations from collected data. 
•  Durbin-Watson test (Durbin and Watson, 1950, 1951): a standard test for 
CAPM regression, which can include either positive or negative co-relation.  
4.3.4  Limitations of the Capital Asset Pricing Model (CAPM) 
Sharpe (1990) discussed how CAPM uses regression analysis to model return and 
risk. At the time of development in the 1960s, stock options were less volatile and 
the model was designed to perform linear regression. Until the development of the 
Black-Scholes-Merton model (otherwise known as Black-Scholes) in the 1970s, 
financial modelling had more variety of regression techniques. Another reason to 
adopt linear regression for return and risk is for a new product/service 
development (Hull, 2009). When a new product/service is being supplied, return 
and risk usually have a linear phase of growth until further increasing demands and 
customers arise (Waters, 2008). CAPM is usable for risk and return analysis and  
 
 
72 
there are ways to consolidate the validity of CAPM. For example, Gentzoglanis 
(2011) explains that the use of organisational data can ensure that linear 
regression provides a good representation of the real risk and return analysis for 
projects. The most influential ‘modern’ CAPM was reported by Prechter and Parker 
(2007), who have demonstrated risk and return analysis. 
There are two major limitations for CAPM. Firstly, the model does not provide 
detailed descriptions about how to handle a large number of datasets. This is an 
important area since the volume of data is growing for organisations which adopt 
new technologies to demonstrate added values for adoption (Fichman and 
Kemerer, 1993; Hey, 2009). CAPM is a model developed in 1960s. At that time, the 
extremely large digital datasets which are common today were simply not possible. 
CAPM (the original 1960s version) is not fully able to handle thousands of datasets 
at once. The capacity to handle thousands of datasets is important for data-
intensive research (Hey, 2009). The inability of basic CAPM models to handle data-
intensive cases may result in a longer computational time or may process datasets 
a few times to optimise the speed. To tackle this problem, researchers developed 
their own models (e.g. Hamelink, 2000; Prechter and Parker, 2007). For example, 
Hamelink (2000) developed an improved algorithm for his “International CAPM” 
model which can compute a large number of financial datasets at once. It is 
apparent that the rapid growth of data and its complexity means that the ability to 
analyse thousands of datasets at once becomes important (Hey, 2009).  
Secondly, currently CAPM is more commonly used for econometrics and to 
calculate risk and return analysis (Sharpe, 1990; Hull, 2009). Although it can be 
used as a generic solution, a different approach is required for computing, since 
the key input values should correspond to technical terms rather than financial 
terms such as return on the market and risk-free rate in the market. In addition, 
new technology adoption such as Cloud Computing requires more attention to 
calculate risk and return, as it is a fast-paced area (Klems, Nimis, and Tai, 2008; 
Linet al., 2009; Kagermann, Österle and Jordan, 2011). Additional work is required 
to make CAPM usable for the adoption of a large computing system, which 
includes the following steps:  
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•  The formula should be tailored to the system being considered for adoption 
rather than econometrics. 
•  Key variables in the formula should correspond to return and risk, including 
expected return, actual return and risk-free rate (or risk-occurring rate) as 
the input. 
•  The formula can work with technical data, costs and user data for risk 
analysis. Collected data is the result of the organisation’s activities during 
and after system adoption. 
•  The formula can calculate output such as risk measures (uncontrolled risks), 
standard error and so on to help stakeholders to quantify the measure of 
success for system adoption. 
CAPM needs to be redesigned for use in IT system adoption scenarios; required 
attributes and key performance indicators are based on measuring expected and 
actual returns while keeping risk-control rate low. By doing so, the improved model 
can calculate risk analysis for organisations that adopt large systems such as Cloud 
Computing.  
According to Prechter and Parker (2007), some researchers claim that CAPM does 
not reflect the real market. However, that is because they use CAPM for predicting 
the future return and risk analysis – i.e. extrapolating the model. The use of CAPM 
requires appropriate organisational data for modelling (Gentzoglanis, 2011). This 
limitation is not applicable to this thesis since appropriate technical, cost and user 
data are used. 
4.4  Summary 
Large computer system adoption (including adoption of Cloud-based systems) 
presents challenges for organisations which include technical, cost and 
organisational factors. The choice of a risk analysis model is important for 
quantifying both the benefits and risks. The objective for this chapter was to 
compare four models and explain the rationale for the chosen risk analysis model. 
Background information such as the identification of successful factors for 
adoption and how these can influence the choice of risk model have been  
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presented. The most suitable model is considered to be CAPM since it is a generic 
model for analysing return and risk, whilst MCS is suitable for specialised sectors 
such as finance. However, CAPM has two limitations. Firstly, CAPM lacks the 
capacity to handle thousands of datasets at once. Secondly, CAPM needs to be 
redesigned to calculate risk and return for large computing system adoption 
including Cloud adoption. A new algorithm is required to improve on these two 
major aspects. 
 
An improved method will allow stakeholders to analyse risk utilising thousands of 
datasets and will present the best quantitative understanding of return and risks 
for large computing system projects and investment. The improved method, 
Organisational Sustainability Modelling, will be presented in Chapter 5.  
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Chapter 5.  Organisational Sustainability 
Modelling – A Method for Risk and Return 
Analysis 
Organisational Sustainability Modelling (OSM) is a new method proposed to 
address the current limitations of CAPM. OSM is designed to calculate risk and 
return for organisations adopting major changes in a large distributed computer 
system such as Cloud adoption. Definitions of return and risk were explained in 
Chapter 1 and Chapter 3. This chapter explains how OSM is aimed at helping 
users to understand the value of large computer systems adoption such as Cloud 
adoption, including the formulae and the types of metrics required by OSM. The 
approach used to calculate OSM is explained, which includes the input and output 
for OSM regression, and the process and code used to handle datasets. OSM uses 
averaging ratios in data processing to optimise performance, and experiments 
with different averaging ratios are undertaken. OSM results can help organisations 
to understand analyses of return and risk for their large computer systems 
adoption including Cloud adoption. 
Experiments in processing datasets used by CAPM and OSM on three platforms 
are presented. Explanations include how data is handled in each stage for OSM 
and CAPM and how a 95% confidence level is used for OSM data quality. 
Improvement in efficiency is used to compare performance, where the metrics for 
each data type are identified and 2,000 datasets are used for both OSM and CAPM 
data processing. To demonstrate the use of the metrics experiments on desktop, 
public cloud and private cloud are used to compare the performance of OSM, 
CAPM (with no data extraction) and CAPM (with manual data extraction). All three 
types of data processing have the same statistical results and the average 
execution time is the factor that differentiates their respective performance. OSM 
is a better way to handle hundreds and thousands of datasets for risk modelling 
and is capable of adding value for collaborating organisations.  
  76 
5.1  Organisational Sustainability Modelling (OSM) – an 
improved method for risk analysis 
As discussed in Section 4.3, the drawbacks of CAPM were identified as follows: 
•  It is not capable of processing thousands of datasets at once, a 
requirement which was not envisaged in the original development. 
•  It is a generic solution for return and risk measurement and is used in 
econometrics. A model should be used for large computing systems, 
including Cloud Computing. 
Given the limitations of CAPM, an improved method is required: Organisational 
Sustainability Modelling (OSM). 
5.1.1  The relationship between controlled risks and 95% confidence level for 
data quality 
The 95% confidence level is widely used in statistics to show that data falling in 
this range has a high and acceptance level of quality. It can be used for the data 
quality, by ensuring that the data outside a 95% confidence level of the range is 
not taken for analysis (Gardner and Altman, 1986; Kossinets and Watts, 2006; 
Agresti, 2010). The objective is to ensure that at least 95% of values fall within 5% 
of the target value. Taylor and Kuyatt (1994) explain that for projects that aim for 
high accuracy, data quality above 95%, or 99%, should always be taken. 
Confidence level can be used as a benchmark for the risk-control rate (Gardner 
and Altman, 1986; Taylor and Kuyatt., 1994; Kossinets and Watts, 2006; Agresti, 
2010). The 95% confidence level benchmark is a minimum baseline for data 
quality and it can be interpreted in two ways as follows: 
•  The risk-control rate should be set up to 5% for a measurement that has 
low risk-occurring rate such as the percentage of failed jobs. 
•  The risk-control rate should stay a maximum of 5% for a measurement to 
stay as a ‘buffer’. This means if targets are not met for a maximum of 5%, it 
does not affect the overall progress of the project or risk.   
Although there are projects set with a high benchmark above 95%, for this thesis, 
5% and below are the target for both points above. This means that when new  
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large computer systems projects are developed the rate of controlled risks is kept 
under 5% at all times. This is known as the risk-control rate, which means a small 
percentage of risk is permissible and recorded during the measurement and also 
ensures a good data quality collected for analysis. 
5.1.2  The OSM algorithm 
Additional work is required to ensure OSM formulas (based on CAPM) can be 
applicable to risk and return analysis of large computer systems adoption. Section 
4.3.1 presents the CAPM formula, where Equation 4-2 explains the CAPM formula 
to calculate the expected return for the organisation based on the given beta, 
actual return asset value and risk-free rate in the market. The OSM formula is 
based on the original CAPM, except redefining the formula for computing systems.  
Based on Equation 4-2, the OSM formula becomes 
( )) r ( r c c a e − + = β                       (5-1) 
where a is the actual return (or performance) of a large computing systems 
project or investment. 
r
c is the risk-control rate. It can be interpreted as the rate that is free of risk, or 
the rate that risk can be managed. This is the rate for manageable risk.  
e is the expected return (or performance) of a large computing systems project or 
investment, and β is the beta value to represent risk measure or uncontrolled risk. 
These are unpredictable events which cannot be managed and have a direct 
impact on the adoption of the system. 
5.1.3  Supporting literature for the OSM formulation 
In the original formula of CAPM, there are two expected values. One is the 
expected return on the market and one is the expected return on the capital. The 
return value on the market is the value that the market decides, and is also 
reflected daily in stock market exchange or mortgages (Fama, 1965; Henriksson, 
1984; Catalan et al., 2000; Li 2006). In fact, it is the actual value reflected on 
regular basis by the market’s activities including demands, supplies, sales and 
stock index values (Fama, 1965; Henriksson, 1984; Kaplan and Ruback, 1995; 
Catalan et al., 2000; Li 2006) and is not an expected value. In contrast, the value 
of the asset owned by the organisation is the expected return value after a period  
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of time. CAPM is also a valuation technique to calculate the investor’s expected 
return (Alford, 1992; Kaplan and Ruback, 1995). For example, an investor plans to 
calculate how much his properties are worth after two years based on market 
valuation. Hence, the expected return value (e) after a period of time can be 
calculated by identifying the actual market value (a), risk-free rate and beta value.  
Additional supporting literature is as follows. Fernandez (2006) developed his 
improved CAPM to analyse return and risk for a number of companies, including 
IT companies. He showed mathematical proof to justify his method, where the 
improved CAPM can calculate the beta risk based on investor’s expected return 
value, actual market value and risk-free rate. While this method is applicable to IT 
sector, the challenge is the management of controlled risk (McNeil et al., 2005; 
Fernandez, 2006). CAPM can be used to analyse return and risk for organisations 
that adopt new technologies, but there are limitations as follows. Firstly, the 
proposals from Alford (1992), Kaplan and Ruback (1995), McNeil et al. (2005), 
Fernandez (2006) do not show sufficient details for other organisations to 
reproduce the recommended processes, which are important for some 
organisations that adopt new technologies to fully justify the value of technology 
adoption. Secondly, these groups of researchers demonstrate that CAPM is a 
generic formula and is not particularly designed for Computing in particular. The 
formula needs to reflect the real definitions, process and management of the 
expected return, actual return and risk-control rate. Thirdly, many CAPM papers 
make assumption on beta value. It is one of the existing problems that 
assumptions in calculations of beta can make inaccurate analysis (Garson, 2008; 
Gelman et al., 2009). For organisations that adopt a large computer system such 
as Cloud, risk management is a concern (Khajeh-Hosseini et al, 2010 a, 2010 b; 
2011). A systematic approach needs to be in place to ensure the calculations of 
beta values are as accurate as possible based on identifying the actual and 
expected return values at regular basis while keeping risk-control rate low.  
OSM is the improved version of CAPM to address risk and return analysis for 
organisations that adopt large computer systems, such as the adoption of Cloud. 
The objective is to understand the status of risk and return based on a systematic 
approach, including return and risk management. As discussed in Chapter 1, 
status of return needs to consider the input and output of investment and  
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resources (money, staff, time and equipment) and risks associated with system 
adoption (Khajeh-Hosseini et al, 2010 a, 2010 b; 2011). The formula 5-1 shows 
three metrics are required for the input: the expected return, the actual return and 
the risk-control rate. The OSM formula can compute output which can present the 
ROI as a whole and demonstrate that the adoption of the system can achieve the 
following: 
•  Meet the expected target. 
•  Present the actual return. 
•  Present the risk-control rate for manageable risk and uncontrolled risk 
(beta). 
Many organisations that adopt large computing systems can work out their 
expected values and measure their actual targets and compare both values on a 
periodical basis (Khajeh-Hosseini et al, 2010 a, 2010b; 2011; Gentzoglanis, 2011). 
The challenge is to calculate beta, which is difficult to quantify because it is an 
implicit value which determines the risk measure. It is important for the 
stakeholders to understand the expectation of the market (expected value) and 
the extent of volatility (Sharpe, 1990; Hull, 2009). Beta can be calculated once the 
expected return, the actual return and risk-control rate in each dataset are 
available. A good approach is to collect all beta values and calculate the mean 
value. Another approach for calculating beta is to perform linear regression, 
where the gradient of the slope is the value for beta (Sharpe, 1990). Beta can be 
calculated by rearranging equation 5-2, giving  
c
c
r   - a
r   -   e
= β  
(5-2) 
5.1.4  What OSM should measure, and how 
Required attributes, data and key performance indicators for OSM should be 
centred around large computing systems. The three most important values for 
measurement include actual return values, expected return values and risk-control 
rate. Data measurement is important for OSM. There are two common ways to 
collect data for OSM from collaborators, and they are stated as follows:  
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•  Metrics of a new platform or application before and after adoptions, or 
comparison of performance between old (say non-Cloud) and new (Cloud) 
systems. Risk-control rate is defined and measured.    
•  Metrics of expected targets (weeks/months ahead of the following 
measurement), actual targets (periodical measurement) and risk-control 
rate.  
Collaborating organisations may follow these two steps in sequence for the 
following reasons. Firstly, the approach encourages incremental measurement and 
is favoured by organisations which are still exploring the extent of added values 
and risks of system adoption. Some organisations use a careful approach for their 
measurement so that they can update results about their risk periodically. 
Secondly, the approach is suitable if they have data collection or surveys before 
and after the completion of system adoption which tends to take some time. 
Thirdly, adopting organisations can perform experiments between old and new 
systems or applications. Comparisons between old and new systems or 
applications allow the organisation to identify the extent of improvements 
presented as the improvement in efficiency, or cost-saving, or service 
improvement. The period for data collection and risk measurement may be 
between two or three years. 
The steps above require the following input:  
•  Actual return values (a): the actual values obtained from measurement.   
•  Expected return values (e): using the previous data (or previous 
measurement) as the benchmark, or using computation technique to model 
the expected values.  
•  Risk-control rate (r
c): the percentage that does not affect beta risk if 
targets are not met. This represents controlled risk (unsystematic risk) and 
should be kept under 5%. 
In the process of collating this data, other data can also be collected, which can be 
useful for the three important values above. After collecting at least several 
hundred of datasets, these data can use OSM to calculate beta, and compute the 
overall return and risk values for presentations to stakeholders.  
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5.2  Data required for OSM risk calculations 
Technical, cost and users types of datasets are collected. Each type of datasets 
can use OSM for risk modelling. The only constraint is to compute datasets with a 
95% confidence interval, so that outliers in the initial round of computation will be 
removed. The objective is to allow stakeholders to understand the extent of 
benefits (or return) for system adoption. Similarly, they can identify the extent of 
the risks to be managed and reduced for system adoption. This requires a 
systematic methodology to collect the data and compute the expected return, 
actual return and risk management of their system projects. The risk-control rate 
is essential to ensure controlled risk is managed properly throughout the system 
from the beginning to the end of the adoption phase. 
The proposed approach is to allocate both return and risk to three areas: 
Technical, Costs (Financial) and Users (or clients) before and after deploying the 
new solutions, products or services. Since each type of system adoption is unique 
due to different types of organisational focus, the associated metrics related to 
expected return and actual return values must be defined clearly. To support 
OSM, the process of data collection and analysis will be described in case studies 
presented in Chapter 6, Chapter 7 and Chapter 8.  
5.2.1  Metrics for OSM 
This section describes the exact type of metrics for stakeholders presented as 
follows.  
1.  Technical: The same number of jobs is processed on Cloud and non-Cloud 
systems, where performance is determined by the total time taken to 
complete all jobs. If there is a shorter completion time on Cloud than on 
non-Cloud systems, this difference results in an improvement in efficiency, 
which is the technical data that a collaborating organisation plans to 
acquire. Technical data is easier to obtain as experiments can be performed 
by researchers or collaborators. Improvement in efficiency is defined as the 
percentage of jobs/requests to be completed by say a Cloud Storage 
system compared to a traditional storage system under the same condition, 
for example. Risk-control rate is the percentage that the requests/jobs will  
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be completed in a 95% confidence interval (C.I). The risk-control rate is the 
percentage of failed requests/jobs. 
2.  Cost (Financial): Let us assume there are two collaborating organisations 
with different focuses. The first collaborator requires data which measures 
the profitability of introducing the technologies in their investments. This 
requires data for expected and actual return, and profit records obtained 
from their data analysts. The risk-control rate is the rate of guaranteed 
profits when their targets are not met. This may mean the profit for 
introduction of a new technology to the market, which has a low amount of 
revenue at the beginning.   
3.  The second collaborator requires data relating to cost-saving, which mainly 
includes electricity bills and related operational costs. The risk-control rate 
is then the percentage that does not affect cost-saving if targets are not 
met due to a surge in electricity consumption or operational costs.  
4.  Users: The collaborator asks for the rate of service improvement, which 
requires the same user taking part in a survey annually. The same 
questions were asked annually throughout 2009 and 2011 to allow 
stakeholders to monitor the yearly rating and identify areas of 
improvement. Risk-control rate is the number of incidents happening in a 
year out of the average number of services each user had.  
The summary of these metrics are categorised in four cases and are presented in 
Table 5-1.  
5.2.2  Managing risks for adoption and metrics related to risks 
Organisations may find it beneficial to manage controlled risks. In order to 
achieve this, risk-control rate is introduced, which allows organisations to  
•  Understand the extent of risks during and after the system adoption stage. 
•  Keep track of their system projects and ensure that investments are in a 
stable and healthy state.  
The risk-control rate allows organisations that adopt a system to ascertain the 
extent of risks and monitor their status. Risk-control rate is defined as the  
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percentage of the risks that are under control or unavailable even if the 
organisation’s targets are not met. On the other hand, risk-control rate can be 
used to record and monitor for projects which: 
•  have higher risk levels or 
•  have a high completion rate so that risk-control rate is low. However, a low 
rate can still affect the quality of project delivery and is useful for projects 
focusing on job submission.  
Table 5-1: Types of risks involved with Cloud adoption 
Metric  Technical 
(Improve-
ment in 
efficiency) 
Costs (Cost-
saving)  
Costs 
(Profitability) 
Users (User 
satisfaction and 
service 
improvement) 
Risk  Incomplete 
or failed jobs 
High/rising 
electricity and 
operational 
costs 
Loss in return  Rating decline in 
service 
improvement 
(prolonged 
response time; 
service 
disruption; not 
unmet user 
expectations) 
Risk-control 
rate 
Percentage of 
incomplete 
or failed jobs 
Percentage of 
the cases 
where cost-
saving is not 
affected when 
targets are not 
met 
Percentage of 
cases where 
profitability is  
not affected 
when targets 
are not met 
Number of 
incidents 
happening in a 
year out of the 
average number 
of services each 
user has 
Justification  To manage 
the 
controlled 
risk 
 
To find out the 
extent that 
cost-savings 
cannot be met 
 
To find out the 
extent that 
profitability  
cannot be met 
 
To find out what 
percentage of 
service 
improvement 
made each year 
 
The aim is to ensure risks do not affect the projects. Each adoption case is 
unique, since it is dependent on the organisational requirements. Risks for each 
system adoption should be stated. In order to quantify risks more effectively, 
metrics need to be defined. Each project has risks and the ability to manage 
unsystematic risks is important for the adoption. For example the type of risk is 
specific to the focus for Cloud adoption and is dependent on technical, costs and  
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users aspect of data. Table 5-1 shows the summary for the types of risks, their 
associated risk-control rates. It is important to identify them and justify risk-
control rates, which can be used to track and monitor. The rationale is explained 
as follows.  
1.  Technical (Improvement in efficiency): For example the performance 
between Cloud and non-Cloud Storage systems is compared. Both systems 
have high percentages of completed jobs. Collaborators find it useful to 
know the rate of incomplete or failed jobs across these systems.  
2.  Cost (Cost-saving) is monitored closely with the use of the resources and 
collaborators would like to know the percentage of cases where cost-saving 
is not affected if cost-saving targets are not met. 
3.  Cost (Profitability) is checked closely by the collaborators who would like 
to know the percentage of cases where profitability is not affected if targets 
are not met.  
4.  Users (User satisfaction and service improvement): Rating is important 
to organisations providing resources and services; such as Cloud (IaaS, 
PaaS and SaaS). For example, problems such as prolonged response time; 
adequacy of financial support, availability and sufficiency of support may 
arise as a result of the change from Desktop to Cloud environments, and 
collaborators would like to know the rate of service improvement each year 
evaluated by the same user between 2009 and 2011.  
Additional descriptions about how risks are controlled will be presented in case 
studies in Chapter 6, Chapter 7 and Chapter 8. 
5.2.3  OSM Overview for data collection and analysis 
An overview of OSM illustrating how to compute risk is now described. OSM for 
risk calculations require a method for undertaking quantitative analysis. The 
following three steps are the core method required to measure and obtain the 
data for quantitative analysis. 
•  Identify which key elements the system-adoption organisations plan to 
measure. Describe the process and requirements of measurements,  
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including metrics and units for key indicators. Define the expected targets, 
risk-control rate and set the benchmark (Section 5.2.1 and 5.2.2).  
•  Use OSM to compute and simulate data. Measure the metrics on a daily, 
weekly, or monthly basis as agreed by the organisations that adopt the 
large computer system. The model should handle thousands of datasets 
(Section 5.2.4, 5.3, and 5.5). 
•  Calculate key results and present them in a way to be understood easily. 
Results for each organisation are compiled as a case study (Chapter 6). 
5.2.4  OSM datasets processing 
Metrics collection can be undertaken by system automation on a regular basis, by 
surveys which need to be completed by a large sample size. Hundreds and 
thousands of datasets can be collected while running experiments or conducting 
surveys over a period of time. This will ensure a large sample size is used for risk 
modelling. However, a large dataset will make data analysis more complex and 
time-consuming to analyse, which may reduce efficiency of risk measurement. 
Huson et al. (2007) use their specialised type of analysis to speed up timing and 
efficiency for their data analysis and make analysis much easier to search and 
reuse instead of using statistical analysis favoured by some scientists. Similarly, 
OSM can offer the same outcome as Huson et al. (2007) and also take on 
hundreds and thousands of data in a systematic method.  
5.2.5  The OSM regression method  
Like CAPM, linear regression is used in OSM to compute the closest approximation 
to the data. The result is beta, which is the gradient of the slope from the 
regression. Ordinary Least Squares (OLS) is a method for calculating parameters in 
a linear regression model. It minimises the sum of squared vertical distances 
between the observed responses in the dataset, and the responses predicted by 
the approximation such as CAPM (Hull, 2009). OLS is part of OSM and the results 
will be discussed in Chapter 7 and Chapter 8.  
  86 
5.3  Method used by OSM 
This section describes the method used by OSM and explains the output, the 
process and the algorithm used to process large datasets.  
5.3.1  OSM output results  
Statistical modelling in OSM will use a, e and r
c as the inputs to compute risk. 
Output will contain the following: 
•  Beta (β) is a value to determine the risk measure (or the extent of the 
volatility), which is the uncontrolled risk that may affect the system project. 
•  Standard Error (SE) of the mean is the range of the mean that the 
experimental results fall into for OSM. The smaller the standard error, the 
smaller the difference between expected and actual return values. This 
smaller standard error also means the greater the accuracy of more 
representative results. SE is preferred to standard deviation since it shows 
the data accuracy if the range of means is small (Hull, 2009; Lee et al., 
2010). 
•  Durbin-Watson (DW) is a test used to detect the presence of autocorrelation 
(a relationship between values separated from each other by a given time 
lag) in the residuals (prediction errors) from a regression analysis. The 
result of Durbin-Watson (DW) should be >1 (Hull, 2009; Lee et al; 2010). 
Durbin-Watson is used to test regression computed by OSM and accuracy of 
the output, and also the statistical behaviours. The value for Pr > DW 
corresponds to the negative autocorrelation test (residuals eventually 
wither off) and is a preferred method in the OSM approach, and the value of 
Pr > DW should ideally get as close as to 1 to reflect the accuracy of the 
OSM regression. 
Additional OSM outputs provide more information about beta and regression 
accuracy.    
•  Mean Square Error (MSE) is an estimator to quantify the difference between 
estimated and actual values. A low MSE value means there is a high 
correlation between actual and expected return values.   
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•  There are two interpretations for R-square. Firstly, Samson and Terziovski 
(1999) assert that the value of regression R-square should be close to 1 if 
the emphasis is on prediction. The value can be low if the focus is to study 
the relationship between input variables, but additional explanations 
should be provided. Although OSM is not a predictive model and it studies 
relationships between three key inputs, the regression R-square (99.99% 
confidence interval, C.I) is used to describe how well a regression line fits a 
set of data. If the result is below 0.5, another regression with 95% C.I (with 
both upper and lower limit) is required. 
Secondly, the term “R-squared value for firm” is commonly used in 
econometrics to describe the percentage of risks in proportion to the 
external or internal organisations or factors (Teoh et al., 2006; Damodaran, 
2008; Lee et al., 2009). For example, if an organisation has an R-squared 
value (99.99% C.I) of 0.4, this means 40% of risks are from external bodies 
or the market, and 60% of risks come from the organisation such as poor 
adoption decision, overspending, poor selection of equipment (resulting in 
accidents) and so on. Adoption of a large computer system also introduces 
risks and the R-squared value provides a good indication for the percentage 
and sources of beta risks.  
5.3.2  Improved algorithm to handle thousands of datasets  
OSM is designed to process a large quantity of datasets at once to improve 
efficiency of analysis. If the system collects 1,000 datasets (each dataset 
corresponds to each comparison of experiments, presented in Chapter 7), or 
1,000 sample size from the survey, useful code should be able to read and 
understand the meaning of the data, group the data into groups of 5, 10 or 20 
depending on the size of the datasets, and average the values for each group, and 
compute the data systematically. The averaging ratio is commonly a multiple of 5. 
Averaging ratios of 5, 10 and 20 are used in the OSM methodology. The approach 
is as follows. 
•  Averaging ratio of 5: smaller datasets or under 1,000 datasets 
•  Averaging ratio of 10: Between 1,000 and 2,000 datasets  
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•  Averaging ratio of 20: Between 2,000 and 6,000 datasets. 
Central limit theorem (Cloude and Pottier, 1997) is used in experiments to justify 
the right level of averaging ratio for computation involving with datasets. This 
method has also been applied to OSM. Additional explanations and experiments 
including the use of central limit theorem to justify the good use of ratio in 
computation is presented in Appendix C.  
All OSM case studies (presented in Chapters 6, 7 and 8) follows a list of criteria 
and select up to 500 datasets, which means not all datasets are used for OSM 
processing. Additional explanations will be in Section 5.3.3 and 5.3.4.  
5.3.3  Selective approach in the use of datasets  
Gardner and Altman (1986) explain that they filter out outliers and then perform 
their statistical analysis again to ensure a good quality of data for up to 99% 
confidence interval (CI). Agresti (2010) explains that a high quality of datasets is 
relevant to statistical analysis as it can affect the quality of analysis. Quinn and 
Keough (2002), Gelman et al. (2009) and Agresti (2010) also propose the 
following methodology which works well for a large statistical analysis presented 
as follows. 
1.  Collect a large number of datasets. Set a list of criteria for dataset 
selection. 
2.  Only datasets that fulfil the criteria are selected for analysis. 
3.  Perform a preliminary round of analysis with a 95% confidence interval. 
Outliers are filtered out. However, explanations should be provided. Step 3 
can be used as part of step 2 if there are still a large percent of datasets 
that cannot be filtered out (such as 50%).  
4.  Perform statistical analysis again.  
By using these steps, Quinn and Keough (2002), Gelman et al. (2009) and Agresti 
(2010) can perform 99% confidence interval and above for a high-quality of data 
analysis. Such high-quality of analysis is useful for organisations to understand 
their actual risk and return analysis, and is crucial to some industries that require 
a high level of precision science. In addition, Kossinets and Watts (2006) explain  
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their process and method to perform 95% and 99% confidence interval tests. 
Proposals by Quinn and Keough (2002), Kossinets and Watts (2006), Gelman et al. 
(2009) and Agresti (2010) recommend the four steps are required for statistical 
analysis to achieve a hig-quality of data analysis. Their proposals are relevant to 
OSM, since not all datasets are taken for processing, as they can affect the quality 
of analysis. OSM is aimed to produce a high quality of risk and return analysis. A 
list of criteria will be fully justified and explained in all OSM case studies 
presented in Chapter 6, Chapter 7  and Chapter 8. 
5.3.4  Code syntax to run 500 datasets 
Section 5.3.3 explains the selective approach to get high-quality of datasets. Since 
up to 500 datasets per case study will be selected for analysis, code syntax and 
experiments of processing 500 datasets need to be demonstrated. The software 
program to process 500 datasets should 
•  Read the data and verify there are 500 datasets 
•  Allocate them into groups with the averaging ratio of 5 
•  Compute the data in a statistical program and filter out any outliers during 
data processing 
OSM (improved method) is concerned with the computation between expected and 
actual outcomes before and after adoption of a system. The average results from 
a group of datasets are used for computation, since this represents a greater part 
of the data, and also reduces the impact of out-of-range data. The averaging ratio 
indicates the percentage of grouping. The procedures for dataset processing by 
Visual C++ and MATLAB include the following: 
•  The ratio is requested, and is the variable n. For example, n=5 in this case. 
•  The code creates two arrays, Matrix A and Matrix B, and each can 
accommodate up to 2,000 datasets. The system reads the input datasets, 
and stores the results into Matrix A. For example, there are 500 datasets in 
this case. 
•  The first five datasets are summed up and averaged out for the updated 
results.   
  90 
•  The new results are updated and saved in the Matrix B. 
The core code algorithm is given in Appendix D (Table 9). 
5.3.5  Experiments to run 500 datasets 
Section 5.3.3 states that OSM can handle large datasets and presents the process 
of choosing datasets for computation. All OSM case studies (presented in Chapter 
6, Chapter 7 and Chapter 8) follow a list of criteria and select up to 500 datasets, 
which means experiments of processing 500 datasets are useful prior the 
beginning of presenting OSM case studies. Since code syntax to process 500 
datasets was presented in Section 5.3.4, the next step is to use multiple averaging 
ratios to test the impact on the quality of data analysis. 
500 datasets 
Computational methods are the same as described in Section 5.3, and detailed 
experiments will be presented in Section 5.6. Experiments were done on a 
desktop since the platform is not the major issue and the aim is to find out the 
standard error and mean square errors which are independent of the platform 
supported by results in this chapter and Appendix C. Each experiment was done 
three times to get the average values for completion time. Results are presented 
in Table 5-2. 
Table 5-2: Results of averaging ratios for 500 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.1285  0.20093  3.55 
10  0.1294  0.21145  3.51 
20  0.2510  0.38105  3.47 
25  0.2725  0.39473  3.44 
 
Results show that when a small number of datasets are used, the averaging ratio 
should be small. The difference between the averaging ratio of 5 and 10 is small 
in terms of standard error and mean square errors, but there is a significant 
difference in the averaging ratios between 10 and 20. There are small differences 
in all the completion times of the OSM computation. Larger averaging ratio can 
get higher standard error and mean square errors, but they get shorter  
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completion time. For OSM case studies with 500 datasets, the averaging ratio of 5 
is used. Additional experiments of OSM using different averaging ratios are 
presented in Appendix C.  
5.3.6  Method to compute statistical analysis 
The type of data used for measurement for OSM includes actual values, expected 
values (for the following period) and risk-control rate. Collected data is used for 
risk calculation, which averages out and reduces the number of datasets based on 
the code algorithm of Table 10, Table 11 and Table 12 in Appendix D. Each list of 
averaged values contains the actual and expected values of measurement and 
risk-control rate associated with each pair of actual and expected values. Another 
method is required for statistical analysis after the data processing from the code 
algorithm. The procedure for dataset processing is as follows:  
•  The first step is to calculate the generic statistics including mean, standard 
error, p-value, t-value etc. The function, regress( ), can compute all these. 
•  The second step is to compute advanced features such as Durbin-Watson 
test (Durban and Watson, 1950, 1951), Sum of Squares Error (SSE), Degree 
of Freedom Error (DFE), Mean Square Error (MSE) and as above. This part of 
the program links to the output of SAS (Statistical Analysis System) for 
analysis. 
•  The third step calculates the beta value based on statistical analysis. 
Ordinary Least Square (OLS) is a technique used for OSM regression modelling, 
and is used for statistical and data analysis. All numerical data for actual and 
expected values and risk-control rate can be computed based on the code 
algorithm in Appendix D. 
5.3.7  Method for 3D visualisation 
Statistical analysis methods can generate large amounts of results data, and 
processing this large volume of data to reach useful conclusions can be 
challenging (Hey, 2009). The motivation for 3D visualisation arises from the need 
to simplify the data analysis process, and it is the norm to present data visually in 
some Web Services, Grid and Cloud research (Giunta et al., 2008; Pajorova and 
Hluchy, 2010). This allows stakeholders a much better understanding of complex  
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analysis, since they can understand the relationship between key performance 
indicators in visual formats, so that hidden correlations can be exploited. The 
figures presented in 3D visualisation can indicate the risk of their Cloud projects 
or strategies. Similar to Section 5.3.2 and 5.3.6, the code algorithm is presented. 
3D visualisation involves a two-step process. The first step is to write a function 
called “3DPlot” to create a 3-D space, and allow data to be allocated in any 
position in the space. The second step is to transport the data from Section 5.3.6 
and input data into “3DPlot” and present all data for 3D visualisation. Both SAS 
and Mathematica are used for computation. The code algorithm for “3DPlot” is in 
Table 13 of Appendix D. 
The function 3DPlot is written and compiled by Mathematica, and is able to work 
with outputs compiled by SAS. This is also an important step for different 
systems, for example in different Clouds (mainly platform as a service, PaaS) to 
work together directly.  
Figure 5-1 shows the sequence of data computation. 
 
 
 
 
Figure 5-1: diagram showing the steps to compute data in 3D and check 
consistency 
5.3.8  OSM: Summary of CAPM improvement 
Currently CAPM cannot handle a large amount of data and is not specifically 
designed for measuring risk for organisations adopting large computer systems 
such as cloud systems. There is a need to improve CAPM based on the 
requirements for risk calculation. To demonstrate this, Organisational 
Sustainability Modelling (OSM) is developed to identify what and how to measure, 
and also to be able to compute a large volume of datasets. The core method for 
OSM is explained in Section 5.3.2, 5.3.6 and 5.3.7. The first algorithm explains 
how to average and reduce number of datasets while filtering out out-of-range 
data. The second algorithm explains how to compute the required statistical 
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analysis. The third algorithm explains how to compute final datasets ready for 3D 
visualisation. OSM can calculate risk for technical, cost and user aspects for large 
computer system adoption. 
5.4  Comparison between OSM and CAPM for data 
processing 
CAPM is a suitable model to measure risk but two main weaknesses are identified 
in Section 4.3.4. OSM is an improved method to process and compute thousands 
of data items at once to ensure better efficiency in data processing. Secondly, 
OSM is designed for organisations that adopt a large computing system such as 
Cloud Computing, to calculate their risk. This section will compare differences 
relating to data analysis when using OSM or CAPM, Cloud Computing will be used 
as an exemplar of a large computing system. 
5.4.1  Experimental Environment 
The platforms for data processing experiments include a desktop (with two Virtual 
Machines), one private cloud and Amazon EC2 public clouds as follows. 
•  The desktop machines had a 2.67 GHz Intel Xeon Quad Core with 12 GB of 
memory installed; Each Virtual Machine had 4 GB.  
•  The private cloud was a Southampton cluster with VMware VSphere 4 on 
service with Virtual servers running under Windows server 2003 and 
Ubuntu 8.0.4 supported by 1 gigabyte per second (Gbp/s) network 
connections. Each of the 16 nodes has an AMD Opteron 6200 running at 
3.4GHz along with 16GB of RAM, bringing the total hardware capability to 
24.2 GHz and 32 GB RAM.  
•  One Amazon EC2 public cloud was used. The first virtual server in Amazon 
EC2 was a Windows 2003 with quad core CPU, running at 2.33 GHz and 
with 4 GB of memory. 
5.4.2  Data comparison and relative performance 
As explained in Section 4.3, traditional CAPM is not particularly good at taking on 
thousands of datasets at once. It is not a computing problem but a design 
problem, since the model is originally designed to compute risk and return  
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calculations with less regard to the quantity of datasets. Hamelink (2000) and 
Prechter and Parker (2007) improve and design their own models to allow 
processing a large volume of datasets at once. However, both groups of 
researchers focus on the quantitative analysis without presenting the algorithm. In 
addition, the data needs to be reorganised before CAPM data processing and an 
additional program needs to be written for this. Traditional CAPM focuses heavily 
on statistical analysis and does not offer other advanced data processing 
techniques such as 3D visualisation. The improved method can perform data 
processing without reorganising data and is able to optimise the computational 
time. Figure 5-2 below shows the comparison between these two methods which 
affects the execution time and sequence of data processing. 
 
 
 
 
 
 
 
 
 
 
   
Figure 5-2: Steps for handling data processing using CAPM or OSM 
Referring to Figure 5-2, the traditional method of data processing has a multistep 
stage 1 to handle a large volume of datasets, and may require more data 
computation to complete. Processing data is inclusive in the running of the model 
and multistep processing is regarded as stage 1 (rather than stage 0). Although 
the statistical analysis in stage 2 can compute most of the results for key 
statistics, manual data extraction and analysis are still required where there is 
missing data or where a particular dataset requires more analysis. If a manual 
process is required, it can be another long process as finding errors may take 
some time and effort. Data processing enabled by OSM offers a distinctive 
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advantage over the traditional method in that it reorganises and computes data as 
a single process. Data reorganisation checks the data and arranges them into 
systematic arrays, and calculates the mean values for each group of datasets. 
Stage 1 needs not go through another round of data processing and is a quick 
process for data processing. Stage 2 computes relevant statistical analysis and 
useful outcomes are relevant for stage 3, which presents data in 3D visualisation 
to ensure there is no missing data. Both stages 2 and 3 take an acceptably short 
time to compute reliable results. The next section will compare the results for 
each stage for both traditional CAPM and OSM data processing. 
5.5  Metrics for data type for an OSM case study 
This section describes the dataset used for collaborators who focus on 
improvement in efficiency, which is the positive difference of execution time 
between non-Cloud (old) and Cloud (new) environments for the same number of 
jobs to be completed. The type of metrics are identified and then used for OSM 
data processing. This allows other organisations adopting the Cloud to follow the 
recommended steps. 
5.5.1  Metrics for Improvement in efficiency  
This section describes the type of datasets captured for OSM in order to 
determine risk. Each user request has between 1,000 and 20,000 jobs running in 
parallel in both Cloud (new) and non-Cloud storage (old) systems in Section 
5.5.1.1 and 5.5.1.2. All the records will be sent to both Cloud and non-Cloud 
storage systems for user requests. The execution time and the percentage of job 
completed were recorded. The definition of jobs refers to:   
•  Computer commands to complete backup of thousands of medical and 
experimental data across different clusters of the private cloud. Each data 
element is 1 gigabyte (GB) in size. Each job sends 1 GB data to another 
cluster to backup. The experiments here refer to the first case. 
Occasionally, some jobs move a 100 GB data file across the network.   
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5.5.1.1  Metrics for Improvement in efficiency for the non-cloud system 
Metrics for old systems baseline measurement (eg. running up to 10,000 jobs per 
request) are presented as follows. 
•  Percentage of incomplete jobs: This refers to the risk-control rate for the 
new system. Rerunning incomplete jobs will take place to ensure all jobs 
are completed. 
•  Total actual time taken: This refers to the actual return values. 
•  Expected total time taken: This refers to the expected return value. 
Both actual and expected total time taken include time required for 100% job 
completion. Both non-Cloud and Cloud systems require the recording of variables 
which can calculate the three most important metrics (explained in Section 5.1.4) 
in bold.  
5.5.1.2  Metrics for Improvement in efficiency for the Cloud system 
Metrics for new systems baseline measurement (eg. running up to 10,000 jobs 
per request) are presented as follows. 
•  Total actual time taken: This refers to the actual return values for the new 
system for 100% job completion. 
•  Expected total time taken: This refers to the expected return value for the 
new system for 100% job completion. 
•  Percentage of incomplete jobs: This refers to the risk-control rate for the 
new system. 
5.5.1.3  Metrics for Improvement in efficiency  
Each row of records represents each metric. The values for new systems are 
slightly better than the values in old systems in general due to the use of Cloud 
technologies. The difference between both systems (for the same user request 
number) is the values for improvement in efficiency. Key metrics for the positive 
difference between both systems (improvement in efficiency) are presented as 
follows.  
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•  Percentage of incomplete jobs: This is the risk-control rate used in the 
experiments and are always kept under 5%. 
•  Difference in the actual total time taken (a) between non-Cloud and 
Cloud system: Improvement in efficiency is the difference in actual time 
taken between old and new systems.  
•  Difference in the expected total time taken (e) between non-Cloud and 
Cloud system: Similarly, the difference in expected time taken between old 
and new systems is the expected return values. 
All the percentage of completion rates stay above 95%. The percentage of 
incomplete jobs (due to job failure or system faults) represents the risks rate of 
running jobs with new and old systems, and they need to be rerun. Both 
differences in actual and expected time taken require 100% job completion. 
Improvement in efficiency is equal to the time difference in completing jobs on 
both systems, which include the difference in both actual and expected time. They 
are always positive values since jobs are completed more quickly on Cloud than 
non-Cloud systems (Buyya et al.,2009; 2010 a; 2010 b).  
5.5.1.4  Summary for Improvement in efficiency  
As explained in Section 5.1.2 and 5.1.4, the three most important variables, actual 
return values (a), expected return values (e) and risk-control rate (r
c) are recorded 
in Section 5.5.1.3. The three important variables for OSM computation (by SAS, 
MATLAB and Mathematica) are summed up as follows: 
•  Difference in actual total time taken is the actual return value for 
improvement in efficiency. The percentage of completion rate must be 
100%, including rerunning incomplete jobs successfully. 
•  Difference in expected total time taken is the expected return value for 
improvement in efficiency. Metrics are obtained by in-house simulations to 
calculate expected time taken which achieve 100% job completion. 
•  The percentage of incomplete jobs is the indication for the risk-control 
rate, since it poses the percentage of failure to prevent successful job 
completion.  
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5.6  Results for each stage of CAPM and OSM data 
processing 
Datasets for the first OSM case study (in Chapter 6 and Chapter 7) are used for 
experiments in this section to compare CAPM and OSM performance. The same 
quantity of metrics from an organisation presented in Section 5.5 is used for data 
processing. 2,000 datasets (valid rows of metrics) are used for experiments in the 
desktop, a public cloud and a private cloud to compare performances for both 
traditional CAPM and OSM data processing. Key statistics such as beta and 
standard deviation are calculated.  
5.6.1  Baseline measurement for risks of traditional CAPM 
This section describes the performances for datasets using traditional CAPM data 
processing. Due to the limitation of the traditional CAPM model, it is 
recommended to break a large volume of datasets into groups and compute them 
sequentially. This requires computing the datasets twice. Therefore the traditional 
CAPM programs need to reorganise the 2,000 datasets and compute datasets 
twice, with each time with 1,000 datasets each. The data required for processing 
is (full details are in Section 5.5): 
•  Total actual time taken: This refers to the actual return values. 
•  Expected total time taken: This refers to the expected return value. 
•  Percentage of incomplete jobs: This refers to the risk-control rate. 
All data processing takes place on a desktop, public cloud and private cloud. Both 
actual and expected time taken require 100% job completion. Results are taken 
three times, with an average outcome calculated. It takes three stages. All data 
processing on three platforms produce the same result, so the average execution 
time is the result used to differentiate their performance. 
Stage 1 of running CAPM: Results are presented in Table 5-3 and Table 5-4. 
Output results are only available right after the end of stage 1.  
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Table 5-3: Execution time for reorganising data using three different 
platforms, for CAPM Stage 1a of Figure 5-2. 
Execution time for 
reorganising data 
Desktop  Public cloud  Private cloud 
Average time (sec)  2.30  2.15  1.95 
Identical results on 
three platforms 
Yes. Data is 
organised and 
ready for 
processing 
Yes. Data is 
organised and 
ready for 
processing 
Yes. Data is 
organised and 
ready for 
processing 
 
Table 5-4 shows the execution time to run Stage 1 b and 1c of CAPM. It computes 
2,000 datasets divided into two loops, which means each loop computer program 
calculates for 1,000 datasets. The total time taken for data computation is also 
presented. 
Table 5-4: Execution time for computing data in three different platforms 
(CAPM Stage 1b and 1c of Figure 5-2) 
Execution time for 
computing data 
Desktop  Public cloud  Private cloud 
Average time (sec) 
for loop 1 
2.85  2.65  2.60 
Average time (sec) 
for loop 2 
2.80  2.60  2.50 
Same results on 
three platforms 
Yes. Data is 
reorganised. 
Yes. Data is 
reorganised. 
Yes. Data is 
reorganised. 
Average total  5.65  5.25  5.10 
 
Stage 2 of running CAPM: Results are in Table 5-5. 
Based on computed data, stage 2 calculates statistical analysis. Results were taken 
three times, and an average calculated for the outcomes for a desktop, a public 
cloud and private cloud. Statistical computation has 95% confidence level to 
ensure a high level of accuracy for all analysis. In Section 5.3.1, output results are 
presented including 
•  Beta (β) for risk measure 
•  Standard Error (SE) for standard deviation in relations to sample size. 
•  Durbin-Watson (DW) for the regression test.   
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Table 5-5: Execution time for computing statistical analysis in three different 
platforms (CAPM Stage 2 of Figure 5-2) 
Execution time for 
statistical analysis 
Desktop  Public cloud  Private cloud 
Average time (sec)  2.73  2.64  2.58 
Results   β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Same results on 
three platforms 
Yes  Yes  Yes 
  
Stage 3 of running CAPM: Results are in Table 5-6. 
Stage 3 is an optional stage for manual extraction but is required if stage 2 
cannot obtain or compute the desired analysis. This depends on the type of 
datasets and is likely to be performed if the datasets contain multiple entities or 
dependencies, or have relationships with other datasets which need more 
investigation, or exploitation of hidden data analysis. Some research may take 
days or weeks to extract the data manually and perform full operations for 
analysis (Hey, 2009). In this experiment, there are two scenarios for stage 3. The 
first scenario is that there is no manual extraction. The second scenario is to 
extract the required 100 datasets to compute key data for risk and return 
analysis. The experiments take place in a desktop, a public cloud and a private 
cloud. Results are taken three times to calculate the average, which all produce 
the same results.  
Table 5-6: Total time for traditional CAPM processing (excluding stage 3 for 
2,000 datasets) in three different platforms with 95% confidence level (Stage 
3 of Figure 5-2) 
Total time for 
traditional CAPM 
processing 
Desktop  Public cloud  Private cloud 
Average total time 
(sec) without manual 
extraction 
10.68  10.04  9.63 
Average time for 
manual extraction 
only 
4.34  4.27  4.23 
Average total time 
(sec) with manual 
extraction  
15.02  14.31  13.86  
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5.6.2  Baseline performances for improved OSM 
The same settings in Section 5.6.1 are used for this experiment and 2,000 valid 
datasets are used for data processing in desktop, a public cloud and a private 
cloud. OSM (improved method) allows data reorganisation and data computation 
to take place in one go rather than taking the steps as in stage 1. This optimises 
performance since execution time is reduced. Results are taken three times and 
the average of the outcomes is calculated. Results on three platforms are the 
same, and OSM results and CAPM results are the same. 
Stage 1 of running OSM: Results are presented in Table 5-7. Another major 
difference is that OSM can compute key statistics in stage 1 instead of stage 2 for 
CAPM. However, detailed statistics for OSM still require stage 2 to complete. 
Table 5-7: OSM: Execution time for reorganising and computing data in three 
different platforms (Stage 1 of Figure 5-2) 
Execution time for 
reorganising  and 
computing data 
Desktop  Public cloud  Private cloud 
Average time (sec)  3.24  3.16  3.10 
Results  β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Same results on 
three platforms 
Yes  Yes  Yes 
Stage 2 of running OSM: Results are presented in Table 5-8. 
OSM can handle the same volume of datasets with less time. Stage 2 calculates 
statistical analysis with 95% confidence level. Results were taken three times to 
get the average values.  
Table 5-8: OSM: Execution time for computing statistical analysis in three 
different platforms (Stage 2 of Figure 5-2) 
Execution time for 
statistical analysis 
Desktop  Public cloud  Private cloud 
Average time (sec)  2.72  2.64  2.57 
Results  β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Same results on 
three platforms 
Yes  Yes  Yes 
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Stage 3 of running OSM: Results are presented in Table 5-9. 
There is very little difference compared to the results in Table 5-5. Stage 3 in the 
OSM computes data in 3D, and results are taken three times to produce average 
values. The advantage of using 3D visualisation is to exploit complex analysis and 
that no manual extraction is required. 
Table 5-9: OSM: Execution time for 3D visualisation in three different 
platforms (Stage 3 of Figure 5-2) 
Average execution 
time for 3D 
visualisation 
Desktop  Public cloud  Private cloud 
Average time (sec)  3.12  3.05  3.00 
Same results on 
three platforms 
Yes  Yes  Yes 
 
‘3DPlot’ compiled by Mathematica allows data calculated by SAS to be computed 
into a 3D visualisation. Performance is optimised by improving execution time 
without using another program and third-party to compute the 3D display. In 
addition, a 99% confidence level and data checking in stages 1 and 3 ensure the 
quality of data analysis. 
Adding execution time in each stage into considerations, Table 5-11 presents the 
total execution time.  
Table 5-10: Total time for OSM processing in three different platforms with 
95% confidence level 
Total time for OSM 
processing 
Desktop  Public cloud  Private cloud 
Average total time 
(sec)  
9.08  8.85  8.67 
Results  β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Same results on three 
platforms 
Yes  Yes  Yes 
 
5.6.3  Comparative results between CAPM and OSM 
Table 5-11 sums up results for all experiments. While comparing the execution 
time to model the same 2,000 datasets, OSM calculates the minimum time to  
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complete compared to CAPM data processing. OSM completes three stages for 
data processing and is still faster than CAPM that only undergoes two stages of 
processing. This shows OSM has better performance to process a large volume of 
datasets. 
All these processing results are the same, and the average execution time is the 
benchmark for CAPM and OSM performance. There is a significant performance 
improvement comparing OSM and CAPM with manual extraction in Table 5-11, 
and the improvement is 39.55% better on desktop, 38.16% on a public cloud and 
37.45%, on a private cloud. Although performance between OSM and CAPM is 
between 4 and 6 seconds faster, the difference in the actual performance is much 
greater when you take into account the number of datasets processed per day. 
This means a time-saving of up to 40% can be achieved to complete processing of 
all large datasets. To demonstrate this, another set of experiments is deployed 
and described in Section 5.6.4.  
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Figure 5-3: CAPM and OSM performance comparisons on three different 
platforms  
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Table 5-11: Total time for running CAPM and OSM data processing on three different platforms with 95% 
confidence level 
  CAPM: average 
total time (sec) 
without manual 
extraction 
CAPM: 
average 
total time 
(sec) with 
manual 
extraction 
OSM: 
average 
total 
time 
(sec) 
Performance 
improvement 
(OSM vs. 
CAPM 
without 
manual 
extraction) 
Performance 
improvement 
(OSM vs. CAPM 
with manual 
extraction) 
 
Output 
results 
Same 
results? 
Desktop  10.68  15.02  9.08  OSM is 
14.98% better 
OSM is 39.55% 
better 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Yes 
Public 
cloud 
10.04  14.31  8.85  OSM is 
11.85% better 
OSM is 38.16% 
better 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Yes 
Private 
cloud 
9.63  13.86  8.67  OSM is 9.97% 
better 
OSM is 37.45% 
better 
β = 0.4509 
SE = 0.1111 
DW = 1.2259 
Yes  
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Comparing OSM and CAPM without manual extraction, the performance 
improvement is 14.98% on desktop, 11.85% on a public cloud and 9.97% better on 
a private cloud. The graphical presentation of running CAPM and OSM is shown in 
Figure 5-3, whereby OSM has significant reduction in execution time while all 
three produce the same results. Although the desktop has the highest percentage 
performance improvement, the execution time is the shortest for the private cloud 
followed by public cloud and then desktop. Multiplatform tests were undertaken 
to ensure that OSM can work across platforms efficiently.  
5.6.4  Exhaustive test results between CAPM and OSM 
Continuous data processing and modelling is common in financial institutes or 
consultancy services. Agopyan et al. (2011) define this as ‘high-frequency 
trading’, which allows a large volume of financial data processing and simulations 
to be taken in real-time. A large number of datasets are analysed in real-time and 
performance improvement is useful to ensure a smooth trading process 
throughout the daily trading period. In Section 5.6.3, it is reported that OSM 
offers up to a 40% improvement in performance although the real time difference 
is not more than 6 seconds. The objective for the exhaustive test is to allow a 
large volume of data (each containing 2,000 datasets) to be processed 
simultaneously and then to find out the difference between OSM and CAPM 
completion time. Peng et al. (2011) have demonstrated exhaustive tests to test 
the trading capacity and performance. The set up for the experiment is as follows. 
•  Duplicate the 2,000 datasets 5,000 times. This means both OSM and CAPM 
models handle 5,000 sets of metrics, each of which contains 2,000 
datasets. 
•  The physical test conditions are similar to the description between Section 
5.6.1 and 5.6.3, except the comparison is between OSM and CAPM with 
manual extraction, since both models use three stages for data analysis 
(See Figure 5-2) and also present what financial institutions require. 
•  OSM and CAPM then process the datasets under the automated test 
conditions. They perform the exhaustive tests until 5,000 times of data 
processing on desktop, a public cloud and private cloud are completed.  
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Running 2,000 datasets for 5,000 times is sufficient for this test before 
frequent break down (to the program and system) can happen. 
According to the methodology deployed by Yu et al. (2005), Agopyan et al. (2011) 
and Peng et al. (2011), running a large volume of data (each containing large 
datasets) is better than using iterations (such as ‘for’ loops) as it is close to the 
real trading or data analysis cases. This is a fairer way to compare performance 
between OSM and CAPM under the exhaustive and automated test environments. 
See Table 5-12 for results. 
Table 5-12: Total time for running CAPM and OSM models under exhaustive 
and automated tests 
  CAPM: the 
total time 
(hours) with 
manual 
extraction 
OSM: the 
total time 
(hours) 
Performance 
improvement 
(OSM vs. CAPM 
with manual 
extraction) 
Output 
results 
Same 
results? 
Desktop  52.33 (52 
hours and 
19.58 
minutes) 
31.67 (31 
hours and 
16 minutes) 
OSM is 39.48%  
better 
 
β = 0.4509 
SE = 0.1111 
DW = 
1.2259 
Yes 
Public 
cloud 
49.83 hours 
(49 hours and 
19.83 
minutes) 
30.90 (30 
hours and 
21.66 
minutes) 
OSM is 37.99% 
better 
β = 0.4509 
SE = 0.1111 
DW = 
1.2259 
Yes 
Private 
cloud 
48.26 hours 
(48 hours and 
6.3 minutes) 
30.21 hours 
(30 hours 
and 5 
minutes) 
OSM is 37.40% 
better 
β = 0.4509 
SE = 0.1111 
DW = 
1.2259 
Yes 
 
The results in Table 5-12 confirm that better performances can widen the gap for 
execution time when there is a large quantity of data, each of which contains 
thousands of datasets. If both models need to calculate risk for 5,000 sets of 
collected data, and each of which has 2,000 datasets by automation each time, 
the difference is significant explained as follows. Each day 37.99% on a public 
cloud, 37.40% on a private cloud and 39.48% on desktop of time can be saved 
while processing large-scaled data analysis. See Figure 5-4 to compare CAPM and 
OSM performance with exhaustive and automated tests. OSM can save about 18 
hours and 19 hours of difference comparing to running CAPM on public cloud and 
private cloud. For financial institutes or consultancy services, 39.55% improved 
performance means a significant difference to their calculations relating to risk  
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and return analysis or financial derivatives. If more risk and return analysis results 
can be undertaken at the same time (or less time is required to compute and 
produce final results), it brings added values for organisations that adopt Cloud, 
which can mean increased profits, more business opportunities, or cost-saving 
(Agopyan et al., 2011; Khajeh-Hosseini et al, 2010 b; 2011; 2012).  
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Figure 5-4: CAPM and OSM performance comparisons with exhaustive and 
automated tests on three different platforms 
5.6.5  Discussion: Comparison between traditional CAPM and OSM data 
processing 
Section 5.6 presents detailed results of running traditional CAPM and OSM on 
three different platforms, where OSM can complete the data processing of 2,000 
datasets more quickly than the traditional model. The improved model is 
designed for risk and return analysis, and it removes the need for manual 
extraction, since complex analysis can be presented visually. This section aims to 
discuss comparisons between CAPM and OSM presented in Table 5-13. There are 
four main areas for comparison: (i) Suitability for Cloud Computing; (ii) Large 
volume of datasets; (iii) Performance and (iv) Complex or hidden data. All the 
outcomes confirm that OSM is better in performance and offers improvement to 
handle large volume of datasets and also complex data.  
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Table 5-13: Other comparisons between traditional CAPM and OSM data 
processing  
Other comparisons  Traditional CAPM  OSM 
Suitability for Cloud 
Computing, 
including risk and 
return analysis  
This is a generic model for 
many areas but not 
designed for risk and return 
analysis of Cloud adoption 
This is an improved method 
suitable for Cloud adoption, 
particularly risk and return 
analysis 
Large volume of 
datasets 
Less capable of handling 
Large volume of datasets. 
Need procedures or steps to 
process  
Better to handle volume of 
large datasets 
Performance  Lower performance  Relative better performance 
Handling of complex 
data 
Needs manual extraction for 
further analysis. It can take 
a long time depending on 
complexity. 
Presents all analysed data as 
3D visualisation to exploit 
complex data. It also allows 
stakeholders to understand 
data analysis more easily 
 
5.6.6  Discussion: Potential limitation for OSM  
OSM is more capable of handling thousands of datasets than CAPM and providing 
fast and accurate performance as described in Section 5.6. Although OSM is 
focused on computational performance, it has two potential limitations. OSM does 
not go into details about data quality assurance such as correcting incorrect data 
(if there is any). Only working and valid datasets are used for computation. OSM is 
not designed to work with data security such as encryption and it needs third-
party tools to consolidate with data security.  
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5.7  Summary  
Chapter 4 identifies weaknesses in CAPM and proposes OSM. Organisational 
Sustainability Modelling (OSM) was introduced to ensure a systematic 
methodology is in place to calculate risk for stakeholders and organisations 
adopting large computing systems to understand whether adoption of the system 
is useful. In this chapter Cloud computing has been used as an example of a large 
computing system. Any organisation can use OSM by following these two steps: 
•  The OSM input includes defining and collecting data for expected return 
value (e), actual return value (a) and risk-control rate (r
c).  
•  Calculating risk to understand the extent of performance and success for 
adoption of a large computer system. The output includes beta (β), 
standard error (SE), Durbin-Watson (DW) test, and negative autocorrelation 
test, Pr > DW. 
The OSM methodology including the formulae, type of metrics, and process of 
calculating risk is presented and its rationale explained. OSM uses averaging 
ratios in data processing to optimise performance, and experiments with different 
averaging ratios are undertaken. The averaging ratios of 1:5 and 1:10 are suitable 
for processing up to 2,000 datasets, since they have smaller differences in terms 
of standard error and mean square errors. OSM offers a better model to compute 
risk and return since it can handle thousands of datasets for data analysis and can 
compute risk and return for improvement in efficiency, cost-savings, profitability 
and user satisfaction rating. The use of OSM can answer the first research 
question: “How do you model and analyse risk and return on adoption of a large 
computing system systematically and coherently?”, with its rationale and the type 
of metrics and the explanations of the steps involved for data processing and 
computation.   
Comparisons between OSM and CAPM on three different platforms are presented. 
Details are explained to show the type of metrics for OSM and CAPM data 
processing. 2,000 datasets from the ‘improvement in efficiency’ risk case is used. 
The method for using OSM is explained for three stages, including how to handle  
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thousands of datasets, how it performs statistical analysis and how it processes 
complex data into 3D visualisation. Experiments between traditional CAPM and 
OSM ensure they are thoroughly tested, with the conclusion that OSM processes 
the same volume of large datasets faster and more accurately. Another 
experiment focusing on exhaustive and automated tests were carried out. Results 
show that if both models need to calculate risk for 5,000 pieces of data and each 
data has 2,000 datasets by automation each time, the difference is significant as 
each day 37.99% on a public cloud, 37.40% on a private cloud and 39.48% on 
desktop of time can be saved while processing large-scale of data analysis. If 
more risk and return analysis results can be undertaken at the same time (or less 
time is required to compute and produce final results), it brings added values for 
organisations that adopt Cloud, which can mean increased profits, more business 
opportunities, or cost-saving. 
OSM based on this improved method is very important for organisations which 
adopt Cloud Computing since it offers insights and recommendations for what 
type of data is required, how to analyse data, how to follow the algorithm, how to 
model and how to compute risk in a way which can be understood easily by 
stakeholders. OSM is designed for adopting organisations to identify their risk, 
understand the gaps between their actual and expected return values and 
understand the extent of their risk management (risk-control rate), so that they 
can confirm the risks and return of adoption via quantitative analysis and develop 
appropriate strategies for the issues they have. Case studies and demonstrations 
will be presented to help organisations reduce risk of system adoption, whereby 
steps and processes involved can help organisations to build reliable Cloud 
projects; calculate uncontrolled risk values; ensure all controlled risks are kept 
under 5% and maintain a high extent of accuracy in reproducing similar results. 
All these demonstrations will help answer another research question: “Can the 
proposed method be used in risk mitigation of system adoption?”.  
OSM offers a better solution than existing methods for organisations that adopt 
Cloud computing. There are three studies for collaborating organisations and 
their results will be presented in Chapter 6, Chapter 7 and Chapter 8. 
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Chapter 6.  Technical deployment for a major 
OSM Case Study 
The objective of Chapter 6 and Chapter 7 is to present an in-depth case study 
about how Organisational Sustainability Modelling (OSM) is used. The aim of this 
chapter is to provide the background to the technical infrastructure for 
demonstrating the use of OSM using a case study set in a National Health Service 
(NHS) Trust. The case study compares the use of Cloud and non-Cloud storage to 
backup large amounts of data. The datasets used for the comparison derive from 
real usage data from backup research work conducted by scientists in an NHS 
Trust. The design of the non-Cloud and the Cloud solutions used are presented, 
including their motivation and architecture. The relationship between technical 
setup, OSM metrics and the process involved are explained in detail. Management 
of risk-control rates are discussed and investigations to identify the impacts of 
risk-control rates in regard to network latency and file size are presented. By 
identifying the backup performance in relation to network latency, the expected 
execution time to complete backup can be calculated. 
6.1  Overview of the NHS Case Study 
This case study presents a National Health Service (NHS) Trust and their Cloud 
adoption with the technical setup required. The NHS Trusts involved include Guy’s 
and St Thomas’ NHS Trust (GSTT) and King’s College London (KCL). GSTT set up a 
Storage Area Network (SAN) in an IT hub located at St Thomas’ Hospital in 2007 
for scientists based at Guy’s Hospital. The scientists were involved in cancer 
research (specifically breast cancer) and they produced hundreds of images and 
data records after each surgery, experiment or simulation. Backup files included 
data records about patients (medical records) and tumours (detailed descriptions 
and images, and their relationship to the patients). Data growth was rapid and the 
number of images and the amount of data records would increase by anywhere 
between a few hundred and a few thousand files each week. As a result, data 
backup needed to be carefully managed and protected.  
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6.1.1  Motivation to move from non-Cloud to Cloud solutions  
The motivation to use a Cloud system is as follows: 
Firstly, infrastructure upgrade at the University of London Computing Centre 
(ULCC) is the main factor. Both GSTT and KCL have a data centre that holds up to 
2,000 physical high-end servers. They also provide fibre optics and high-speed 
switch network infrastructure to allow advanced experiments to get network 
speeds of up to 10 gigabits per second (GBps). It is the interest of both the 
management and scientists to use a facility located at the GSTT and ULCC. This 
allows backup process approval to be completed quicker, and is a good exercise 
ahead of the merger of both groups under a new umbrella organisation, King’s 
Health Partners. In addition, the facilities at ULCC have better IT and staff support. 
Secondly, there was an initiative and a funding opportunity in the Department of 
Health, UK in 2008 to design and build a system for proof-of-concept and 
improvement of efficiency, including the Cloud Storage solution. The proposed 
solution was a testbed for NHS trusts in London. 
6.1.2  The purpose of the case study  
This case study presents a technical area for OSM, and is focused on improvement 
in efficiency. Efficiency in this instance is defined as the difference in the 
execution time of backup completion between Cloud and non-Cloud systems. All 
the explanations from Section 6.2 onwards are aimed at increasing an 
understanding of how the setups for comparison of the two systems are 
important for OSM. The term ‘jobs’ is used to describe the computer command to 
backup data from the source to the destination, such as from Guy’s Hospital to St 
Thomas’ Hospital. Each computer command sends one set of data across two 
sites, which means that each set of data requires one job to complete a backup 
process.  
6.1.3  Units of network speed used  
Unlike the ULCC, the amount of fibre optic network is limited for the non-Cloud 
Storage system at St Thomas’ Hospital and Guy’s Hospital. The actual network 
speed is always lower than the maximum speed on offer due to loss in signal  
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transmission over a distance. Based on the system records over one year, the 
highest network speed can be achieved is 8 gigabits per second, or 1 gigabyte per 
second (1 byte = 8 bits). In other words, up to 1 gigabyte (GB) of data can be sent 
across the network per second. The term byte is commonly used as the unit for 
file size, which is related to storage. For the convenience of calculating the size of 
files sending across the network, network speed is presented in the form of 
gigabyte or megabyte per second in this thesis. 
6.2  The non-Cloud Solution 
The non-Cloud Storage Area Network (SAN) at St Thomas’ Hospital served the 
entire GSTT including medical researchers based at Guy’s Hospital. The non-Cloud 
SAN is formed of four HP storage systems containing a total of 32 terabytes (TB) 
of storage. Four additional storage servers were added and the total disk storage 
was expanded to serve up to 64 TB after 2011. This is not classified as a Cloud 
system, for the following reasons: 
•  It does not use any virtualisation technologies. 
•  The deployment is not entirely delivered by distributed technologies. Users 
based at Guy’s Hospital need to get access to a local virtual private network 
(VPN) server, which then authenticates and connects users to the SAN at St 
Thomas’ Hospital. The distance between Guy’s and St Thomas’ is 2 miles 
for network cabling, which has an impact on the network performance (see 
Section 6.2.2 for details). 
In addition, the system was initially intended for general use and was not 
particularly designed for scientific research; each time additional work was 
required before the start of a backup process. 
6.2.1  The deployment and architecture of the non-Cloud system  
In the non-Cloud system, there is a control centre at the SAN to execute 
commands for backup services. Backup files take a large amount of disk space up 
to 10 TB, but only the most recent two backup versions are kept. The aim of this 
case study is to demonstrate the improvement in efficiency in using a Cloud 
Storage system comparing to a non-Cloud system. Dependent on the user  
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request, data backup took place at least once a week. Figure 6-1 shows the 
architecture for backup deployment via VPN.  
 
 
 
 
 
 
 
 
 
Figure 6-1: The architecture for backup deployment via VPN 
The term ‘job’ is explained in Section 6.1.2, and one job is required to complete 
the backup process for each dataset. Before beginning to run a batch of jobs, the 
control centre of the SAN needs to calculate the expected time of completion. A 
simulation is performed in which all jobs are completed without any failures or 
incomplete jobs to calculate the expected time of completion. A failed or 
incomplete job means that the command to send data across the network was 
unsuccessful and requires another command (job) to send the data again. In other 
words, it is a simulation to calculate expected completion time when there are no 
risks involved. It is important information for the system architect and IT Director 
to know prior to making any the comparisons under the ‘best possible case’. In 
this work the formulae that calculate the expected execution time are explained in 
Section 6.6. 
When dealing with comparisons of systems involving a large number of jobs, it is 
common to estimate the incomplete or failed jobs using a simulation method 
(Perrow, 1999; Brotby, 2009). For a robust system, the backup process should 
continue without interruptions while keeping the risks (failed or incomplete jobs) 
to an acceptable rate (Chandy and Sauer, 1978; Gray and Siewiorek, 1991; Perrow, 
1999). Indeed, the backup process in this case study allows thousands of jobs to 
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be completed at once while keeping the risk-control rate under 5% all times as 
described in Chapter 5. The main code syntax associated with system 
administration is presented in Appendix E. 
After the authentication, the backup process runs until the completion of the jobs. 
This backup is a single-direction data transfer, moving data from Guy’s to St 
Thomas’ Hospital creating an archive of backed up files. Figure 6-2 shows the 
case where the user is authenticated to complete the backup process. 
   
 
 
 
 
 
 
Figure 6-2: The single direction of the backup process after the 
authentication 
6.2.2  Issues about network performance 
The way that the network is set up can contribute to the network performance, 
which can influence the performance of the backup process. This explains why the 
speed of the network, bandwidth and any factors that affect the backup speed 
should be considered prior to the comparisons beginning. The network speed is 1 
GBps (1 GB per second). The distance between St Thomas’ and Guy’s Hospital is 
about 2 miles, and network is expected to lose some speed during the 
transmission, so that actual network speed is lower than 1 GBps. Each SAN has the 
network analytics tool to determine the average actual network speed. There are 
two types of network speeds: the download and upload speeds. The backup 
process is dependent on the upload speed, since it sends all the files to the secure 
SAN storage, to the right storage space, and then archives all the files.  
System measurement on actual network speed began in 2008, based on the 
system measurement over one year: the average actual download speed was 
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reduced to 750 MBps during an off-peak period and 550 MBps during a peak 
period (9-10am, 11am-1pm and between 4-6pm). The average actual upload time 
is 400 MBps in the off-peak period and 200 MBps in the peak period. 200 MBps 
means that 200 MB of data can be moved through the network in 1 second.  
All the backup processes are performed automatically in the off-peak period, 
either 7am or 7pm, to avoid fighting for network resources with users. During the 
backup process, occasionally some users required more network bandwidth (e.g. 
if they had a deadline for medical projects – although all users received warning 
about the backup), which may have caused the lower upload speed being 
experienced. When such situations happen, the upload network speed, expected 
execution time and actual execution time for backup completion are recorded. 
6.2.3  OSM Metrics  
This section aims to explain how the parameters used by non-Cloud Storage and 
also Cloud Storage systems are relevant to OSM metrics. At the end of the backup 
process, the system administrator is notified of the result of the jobs, including 
statistics such as the execution time, number of files backed up and the number 
of files for which the backup process failed, and the percentage of successful and 
failed jobs. All these parameters are used in the OSM model and are explained as 
follows: 
•  Actual execution time: This is the actual time taken to complete the 
backup process while keeping the rate of failed/incomplete jobs under 5%. 
Another round of re-running failed/incomplete jobs will be carried out. The 
actual execution time is the sum of the first round of the backup process 
and the completion of re-running the backup jobs. 
•  Expected execution time: This is calculated by the network simulator. This 
is the execution time under the ideal situation where there are no failed 
jobs. Expected execution time can be calculated (See Section 6.6 for 
details). 
•  Risk-control rate: This is the controlled risk of running comparisons. As 
discussed in Chapter 5, the rate of failed or incomplete jobs must be kept 
under 5%. If the rate is less than 5% then job failures will be reported but  
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will not interrupt the backup process. However, when the rate rises above 
5% the entire backup process is terminated and will be restarted on both 
systems.  
6.2.4  Summary of the non-Cloud solution 
This section describes the technical setup of the non-Cloud SAN solution. There is 
only one network route for sending data from Guy’s to St Thomas’ Hospital during 
the backup process. The distance of 2 miles means that the average network 
speed is 400 MBps for backup. Backup operations and OSM metrics have been 
explained including expected execution time, actual execution time and risk-
control rate. 
6.3  The Cloud Solution 
The motivation of using the Cloud solution is explained in Section 6.1.2. 
Supported by an organisation called King’s Health Partners in 2008, Guy’s and St 
Thomas’ NHS Trust (GSTT) and King’s College London (KCL) were able to work 
together on projects to implement Cloud Storage systems and deliver a Cloud-
based SAN as a service. Both institutes have used the Cloud strategy, design, 
implementation and user support proposed by this thesis from August 2008 
onwards.  
From the perspective of healthcare executives, for a Cloud Storage service to be a 
success and demonstrate better performance than a non-cloud storage service, it 
must deliver improved efficiency whilst keeping the risk-control rate the same. In 
addition, the new Health Cloud platform also provided Bioinformatics services, 
which offer scientific visualisation and modelling of genes, proteins, DNA, tumour 
and brain images. Users were very supportive of the project and some of them 
used it daily.  
6.3.1  System Design stage for Cloud Storage system 
The new NHS platform was a Cloud Storage system designed to provide 
functionality and services for archiving, data storage, data management 
automated backup, data recovery and emergency recovery, which are considered 
as PaaS. The NHS platform was focused on the technical implementation and has 
undergone two phases: (i) design and implementation of Cloud infrastructure and  
  118 
(ii) upgrade from IaaS to PaaS. The NHS platform was started in September 2008 
and the upgrade was fully completed in July 2010. 
The Cloud Architecture design chosen uses two concurrent platforms. The first is 
based on Network Attached Storage (NAS), and the second is based on the Storage 
Area Network (SAN). The NAS platform provides great usability and accessibility 
for users. Each NAS device may be allocated to a research group and operate 
independently. Then all the NAS devices can be joined up to establish an SAN. 
NAS supports individual backups with manual and automated options. 
The SAN is a dedicated and extremely reliable backup solution offering a highly 
robust and stable platform. SAN can consolidate an organisational backup 
platform and can improve capabilities and performance of Cloud Storage. SAN 
allows data to be kept safe and archived for a long period of time, and is a 
preferred technology. An SAN can be made up of multiple different NAS systems, 
so that each NAS can focus on a particular function. 
The design of SAN focuses on SCSI (Small Computer System Interface, an interface 
and technique used in Storage), which offers dual controllers and dual networking 
gigabit channels. Each SAN server is built on a RAID system. RAID 10 is a good 
choice since it offers good performance like RAID 0, but also has mirroring 
capability like RAID1. An SAN can be built to have 12 TB of disk space, and a 
group of SAN systems can form a solid cluster, or a dedicated Wide Area Network. 
Each SAN will feature written and upgraded applications to achieve the following 
functions: 
•  Performance improvement and monitoring: This allows tracking the overall 
and specific performance of the SAN cluster, and also enhances group or 
individual performance if necessary. 
•  Disk management: When SAN system pool is established, it is important to 
know which hard disks in the SAN support which servers or which user 
groups.   
•  Advanced features: Advanced features including real-time data recovery 
and network performance optimisation are used.  
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Further details about background information and design of Cloud systems are 
presented in Appendix E. 
6.3.2  Selection of Technology Solutions  
This section describes a list of technology selections with their justification. Cloud 
Storage is a private-cloud Storage Area Network (SAN) architecture made up of 
different Network Attached Storage (NAS) services, where each NAS is dedicated 
for one specific function. The work involves integrating software and cloud 
technologies from commercial vendors including Oracle, VMWare, EMC, Iomega 
and HP. This is to ensure a solid infrastructure and platform is available. Design 
and deployment is based on the user group’s requirements and their research 
focus. Selections of technology solutions are essential for Cloud Storage 
development, as presented in Table 6-1. The hardware used for Cloud Storage is 
the same as the non-Cloud storage (with the exception of the networking 
infrastructure offered by ULCC). 
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Table 6-1: Selections of Technology Solutions 
Technology 
selections 
What it is 
used for 
Vendors 
involved 
Focus or rationale  Benefits or impacts 
Network 
Attached 
Storage (NAS) 
To store 
data and 
perform 
automate
d and 
manual or 
personal 
backup. 
Iomega 
EMC 
Lacie 
Western 
Digital 
HP 
They have a different 
focus and set up. HP 
is more robust but 
more time-
consuming to 
configure.  The rest 
is distributed 
between RAID 0, 1 
and 5 
Each specific function 
is assigned with each 
NAS.  There are 5 NAS 
at the GSTT/KCL site 
and 3 at the Data 
Centre, including 2 for 
archiving. Deployment 
Architecture is shown 
in Figure 6-3 
Infrastructure 
(networking 
and hosting 
solution) 
 
 
Collabora
tor and 
in-house 
Data 
Centre at  
University 
of London 
Computing 
Centre 
(ULCC) 
Some services need 
a more secure and 
reliable placement.  
University of London 
Data Centre offers 
24/7 services with 
around 500 servers 
in place, and is an 
ideal for hosting 
solution 
Amount of work is 
reduced for 
maintenance of the 
entire infrastructure.  
It stores crucial data 
and is used for 
archiving (backing up 
historical data and 
backing up the most 
important data 
automatically and 
periodically) 
Backup 
applications 
Third 
party and 
in-house 
Open 
Source 
Oracle 
HP 
Vmware 
Symantec 
In-house 
developme
nt 
There is a mixture of 
third party solutions 
and in-house 
development. HP 
software is used for 
high availability and 
reliability.  The rest 
is to support backup 
in between NAS 
systems. Vmware is 
used for virtual 
storage and backup 
Some applications are 
good in a particular 
service, and it is 
important to identify 
the most suitable 
application for 
particular services 
Virtualisation  Third 
party 
VMware 
VSphere 
and Citrix 
It consolidates IaaS 
and PaaS in private 
cloud deployment 
Resources can be 
virtualised and saves 
effort such as 
replication 
Security  Third 
party and 
in-house 
KCL/GSTT 
Macafee 
Symantec 
F5 
Security is based on 
the in-house solution 
and vendor solutions 
and is focused on 
secure firewall and 
anti-virus 
Remote access is 
given to a list of 
approved users 
  
  121 
6.3.3  Deployment Architecture  
There were two sites for hosting data: one is jointly at GSTT and KCL premises 
distributed across dedicated server rooms; the other is at University of London 
Computing Centre (ULCC) to store and backup the most important data. The 
majority of scientists requiring the backup services are based at Guy’s Hospital 
and the geographical distance between Guy’s Hospital and ULCC requires 2 miles 
of network cabling.  
Figure 6-3 shows the Deployment Architecture, and this Cloud-based SAN is made 
up of several Network Attached Storage Systems (NAS). Descriptions for each 
system are as follows. There are five NAS at the GSTT and KCL premises and each 
NAS is provided for a specific function: 
•  The Bioinformatics Group has the highest storage demands. NAS 1 is used 
for their secure backup, and NAS 2 is used for their computational backup, 
which is then connected to Bioinformatics services.  
•  NAS 3 is used as an important gateway for backup and archiving and is an 
active service connecting with the rest. NAS 3 is shared and used by Cancer 
Epidemiology and Breast Cancer Biology Group (BCBG).  
•  NAS 4 provides mirror services for different locations and offers an 
alternative in case of data loss.  
•  NAS 5 is primarily used by the Digital Cancer cluster, and helps to backup 
important files in NAS 3.  
NAS 3 and 5 host two digital cancer clusters, which can backup between each 
other, and important data are backed up to both NAS 5 for a local storage version 
and NAS 8 for added redundancy. The reason for this is that a disaster recovery 
incident which occured in 2010 took two weeks of full-time work to retrieve and 
recover data. Multiple backups ensure that if one dataset is lost, the most recent 
archive (updated daily) can be replaced without much time spent. 
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Figure 6-3: Cloud Storage Deployment Architecture  
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There are three NAS systems at the University of London Computing Centre 
(ULCC) where there are about 500 servers hosted for Cloud and HPC services. 
Descriptions for each NAS system are as follows: 
•  NAS 6 is used as a central backup database to store and archive 
experimental data and images.  
•  The other two advanced servers are customised to work as NAS 7 and 8 
to store and archive valuable data.  
By having a consolidated Cloud solution made up of NAS systems and multiple 
network routes, performance for backup and archiving services is reliable and 
has lower rates of risk due to failed jobs. This outcome is widely supported by 
users and executives. Details of actual execution time to complete the backup 
process will be presented in Chapter 7 and Appendix F. 
The four backup servers (3 NAS, NAS 6, 7 and 8 + 1 bioinformatics SAN) 
implemented in the ULCC offer 32 TB of backup services, and they are directly 
connected (via optical fibres and direct connections) to the 100 TB archiving 
server where the latest two versions of data records are kept. The entire Cloud 
Storage Service has automated capability and is easy to use. This service has 
been in use without the presence of the chief architect (the author) for two 
years and without major problems reported. The secondary level of user 
support at GSTT and KCL (such as login, networking and power restoration 
services) has been excellent.  
6.3.4  Issues about network performance 
The network cabling distance between Guy’s Hospital and ULCC is 2 miles, 
which is exactly the same as the distance between Guy’s and St Thomas’ 
Hospital for non-Cloud solutions. Similar to Section 6.2.2, system 
measurement over one year were recorded. Results were identical to those in 
Section 6.2.2. The maximum actual upload time is 400 MBps in off-peak 
periods and 200 MBps in the peak period. The backup process is always 
completed in off-peak periods. 
6.3.5  The simplified architecture for backup process in the Cloud Storage 
system 
Section 6.2 discussed the architecture of the non-Cloud system and the backup 
process involved. Figure 6-3 shows the entire architecture of the Cloud Storage  
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system, and research groups that are involved in the backup process. A “five-
route approach” is adopted for the architecture, where two routes of backup 
process are dedicated for bioinformatics and three routes of backup process 
are available for general use for scientists. A simplified representation of the 
backup process of the NAS systems is provided to help stakeholders 
understand the processes involved (Figure 6-4). 
 
 
 
 
 
 
 
Figure 6-4: Five routes for the backup process of the Cloud Storage system 
The Cloud Storage ensures there are five routes for sending a large quantity of 
data records and images over the network. Each route corresponds to each 
NAS system at Guy’s Hospital in Figure 6-3, and handles the backup operation 
in a sequential manner. When jobs for the five routes are done, the backup 
process is completed.  
Each failed job requires an additional three seconds for a system update; which 
includes displaying an error message to the SAN control centre, moving the 
failed job to the SAN control centre, and continuing the backup process for 
subsequent jobs. The main advantage of using multiple network routes relates 
to the management of failed jobs, which need not use additional time per 
failed job for status updates. Thus, system efficiency is improved. The code 
algorithm to manage the backup is presented in Table 15 and Table 16 of 
Appendix E, which accounts for the fact that the backup process always 
handles one route at a time and accounts for execution time for system 
reporting of failed jobs. 
To aid the explanation of how the backup process works, here is an example.  
If there are 10,000 jobs to be done, the backup process then divides 10,000 
into 5, and each route (per NAS system at Guy’s Hospital) can take 2,000 jobs. 
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For example, the first route of the backup sends data records and images to 
the ULCC Data Centre, and there is a 1% risk-control rate, meaning that out of 
2,000 jobs, 20 jobs have to be rerun. Instead of spending another 60 seconds 
(20 x 3 = 60) for the status update, the status reporting can continue while 
running the second route of the backup process. The backup program 
continues in this manner for the other four routes, until the completion of the 
entire process. Hence the time overhead for status updates can be minimised 
to zero. However, the time overhead to rerun failed jobs is still required.   
6.3.6  Additional advantages of Cloud Storage system  
An advantage of taking the “five-route approach” is reducing the possibility of 
network latency. With 10,000 jobs (each job contains a data record/image) to 
manage, there is the potential for network traffic jams, or impacts due to 
network interruptions (such as other non-research departments requiring more 
network resources, which can interfere with the network backup processes). 
The code can choose any system to start the backup process in any particular 
order. This allows the backup process to avoid using a system in high demand 
as the first starting point. In addition, a Wide Area Network (WAN) optimisation 
service is used in the Cloud Storage. This service reduces network latency, 
helps avoid blockages in network traffic and keeps the network speed at the 
optimum level. 
6.3.7  The OSM Metrics 
Similar to Section 6.2.3, this section aims to explain how OSM can derive 
metrics from the parameters used by Cloud Storage. These parameters are as 
follows: 
•  Actual execution time: This is the actual time taken to complete the 
backup process while keeping the rate of failed/incomplete jobs under 
5%.  
•  Expected execution time: This is calculated by the network simulator to 
estimate the execution time under the ideal situation (0% risk-control 
rate) plus additional time due to reprocessing of failed jobs and network 
latency. It can be calculated manually and is presented in Section 6.6. 
•  Risk-control rate: This is the controlled risk of running a comparison.   
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It is presented by the percentage of failed jobs on both Cloud and non-Cloud 
systems, and must be consistent on both systems. 
As discussed in Chapter 4 and Chapter 5, it is important to keep all data 
consistency at 95% and above. This also applies to risk-control rate for running 
both Cloud and non-Cloud systems. The difference in risk-control rate between 
Cloud and non-Cloud systems should be 0.1% or below to ensure that a good 
data consistency and good quality of datasets is used in the comparisons. If 
there is a huge difference in the risk-control rate, the experiment needs to be 
redone for quality assurance.  
6.3.8  Summary of Cloud solutions 
This section has described the setup of the Cloud-based solution from system 
design to deployment phases. The motivation, background, types of systems, 
selection of technology solutions, deployment architecture and advantages of 
using a Cloud solution were explained. The distance between Guy’s Hospital 
and University of London Computing Centre (ULCC) is 2 miles, with a 400 MBps 
maximum network speed. Each failed job needs additional time for system 
status updates, where the non-Cloud system needs three more seconds per 
failed job. The Cloud system needs no additional system update time. It has 
multiple network routes and a controlled system administration technique to 
ensure that the backup process continues without interruptions. 
6.4  Accounting policy decisions for the comparisons 
This section describes how to manage controlled risk before the comparisons 
are undertaken. Three factors that can cause failed jobs are identified and 
solutions for improvement are described. By having better management of 
these three factors, the number of failed jobs associated with risk-control rates 
can be reduced. 
6.4.1  About failed jobs and how they relate to the risk-control rate  
Presented at Section 6.3.6, each failed job takes an additional three seconds 
for status update. The backup process still continues and will rerun failed jobs 
at the end of the first round of the backup process. Information for the failed 
job system report includes the type of data, the location of the data and the 
potential reason for failure. For example, if a job to send tumour images 
across the network for backup fails, then the system can move the failed job to  
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the control centre and continue to the next job, and requires three seconds to 
report the location and information about the tumour images. 
The relationship between the number of failed jobs and the risk-control rate is 
explained as follows. If there are 10,000 jobs for the backup process to 
complete and 100 of them fail at the first attempt and need to rerun, then the 
rate of failed jobs is equal to 100/10,000 = 1%. This corresponds to a 1% risk-
control rate of sending the 10,000 files for backup.  
After the backup process is completed, the backup execution time is displayed. 
The backup program will run failed jobs one more time, either by automation 
or manual processes. After the process of rerunning the failed jobs is 
completed, the total execution time can be calculated by adding this execution 
time to the backup execution time of the successfully completed jobs. 
Rerunning failed jobs was successful in all the comparisons, as detailed in 
Chapter 7.  
6.4.2  Causes for failed jobs and the impacts 
Similar to Section 6.2.2 and 6.3.4, system measurements over one year were 
performed to identify the cause of failed jobs, which are likely due to the 
following factors: 
1.  Network latency: There is an inherent network latency in sending a large 
number of files. Up to 10,000 files are sent to the SAN across the 
network. This may result in delay or interruptions in sending some jobs 
over the network successfully.  
2.  The short period of lower upload bandwidth: Some scientists require 
intense network resources for their work despite being given 
forewarning about the ‘at-risk’ periods. The short period of lower 
upload bandwidth and less capacity for network resources may interrupt 
backup processes. As a result, some jobs fail. 
3.  Dependency between files: Although scientists are asked to check 
before the start of the backup process, some file dependencies are not 
easily spotted. If File B is dependent on File A, and File A is not yet 
backed up, the backup job for File B will fail if it is queued in front of 
File A during the backup process.  
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Additional time is required when failed jobs occur, including the following 
overheads: 
•  Rerunning failed jobs: The backup system will run each failed job again 
at the end of the process.  
•  System status updates: Each failed job takes an additional three seconds 
to report to the central SAN system for the non-Cloud system explained 
in in Section 6.3.5 and 6.4.1. There is only one route and system cannot 
go on to backup process without receiving the status update first.  
•  Additional delayed time due to network latency – when failed jobs occur, 
more network bandwidth is required to ensure network traffic travelling 
over long distances is transmitted with good quality (Lehpamer, 2010; 
Nygren, Sitaraman and Sun, 2010). However, the network already runs 
at its optimum speed of 400 MBps and no additional network bandwidth 
can be given: this can result in further network latency (Lehpamer, 
2010; Nygren, Sitaraman and Sun, 2010). Additional time due to 
network latency will be added. Investigations in Section 6.5 will 
demonstrate the relationship between the network speed and risk-
control rate. 
Examples of calculating the expected execution time with regard to the risk- 
control rate will be presented in Section 6.6. 
6.4.3  Circumstances to repeat the comparisons  
There are circumstances where the entire comparison should be redone due to 
the rise of the uncontrolled risk. Chapter 3 described uncontrolled risks which 
cannot be avoided by the use of system policies and IT management. Technical 
risk is often the one that decides whether the comparison needs to be repeated 
- for example, unexpected network down time (due to a sudden surge of usage 
in organisational network resources) from an unexpectedly malfunctioning 
switch, or in the event of a blackout. In those circumstances, all comparisons 
for both non-Cloud and Cloud systems need to be redone. 
6.4.4  Awareness of the actual execution time and risk-control rate for 
backup completion  
Before the actual running of jobs on both Cloud and non-Cloud systems, the 
expected execution time is calculated (see details in Section 6.6) prior to  
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undertaking the actual backup comparisons for Cloud and non-Cloud systems. 
Although the ideal network upload speed is 400 MBps, three unexpected 
events discussed in Section 6.4.2 may take the network speed down to 200 
MBps, and/or create failed jobs for the risk-control rate. This then explains why 
upload network speed does not always stay at 400 MBps (despite undertaking 
the comparison in the off-peak period). Both SAN control centres for non-Cloud 
and Cloud systems can display the actual execution time of the completion. 
Synchronising the comparison of both non-Cloud and Cloud systems is useful, 
so that it is easier to work out the difference in execution time for both 
systems, which corresponds to the improvement in efficiency. 
Since risk-control rate is a controlled risk, it is possible to minimise the risks 
by the following: 
•  Warning for ‘at-risk’ periods: Sending out emails one week and one day 
before each experiment helps reduce the number of scientists trying to 
work on the Storage system during the at the ‘at-risk’ period. Always 
perform the comparisons in out-of-office hours to ensure the benefits of 
the higher upload network bandwidth. 
•  File size: 1 GB, 10 GB and 100 GB cover the most common range of file 
sizes for all user requests. Although the backup on both systems can 
handle most file sizes, the risk-control rate can vary if the size of each 
file is different and the total amount of backup files varies. For example, 
there were 10 x 100 GB files, and 1,000 x 10 GB files and 5,000 x 1 GB 
files in a particular user request in 2009; all of the backup jobs failed for 
100 GB files. The entire backup process was terminated and redone 
since the large file size reduced the network performance and prevented 
other files from being backed up. A lesson learned from this case is to 
allow one particular file size at a time, such as all files of size around 1 
GB, or 10 GB, or 100 GB. Additional work will be described in Section 
6.5.3. 
•  Check dependency between data: Double check with users about data 
dependency before each experiment. However, if there are 10,000 or 
more data records and images each time, it is difficult to prevent 
dependency issues which can either slow down the network or create 
failed jobs.  
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6.4.5  Maintaining same or similar conditions for comparison 
Whilst comparing Cloud and non-Cloud systems for backup comparison, 
technical setup and environment factors should be as similar as possible to 
ensure a fair comparison is in place throughout the process. Data recovery 
enabled by snapshots of virtualisation technology (which can recover the data 
between every ten and twenty seconds in the Cloud Storage described in 
Section 6.3) is not used for comparison. The comparison is based on backup 
completion across the network. The network speed performance, as well as the 
need to maintain similar network speed performance to two destinations, 
becomes the main factor in the backup process. When comparison of backup 
completion takes place, both Cloud and non-Cloud systems are maintained 
with similar network speeds. The following is an example to explain how to 
maintain similar network speeds: 
The expected upload network speed is around 400 MBps off-peak and 200 
MBps on-peak for both systems. A total difference of around 10 MBps 
means the network speed is operating within 95% of the confidence interval 
to the on-peak rate. Although the comparisons always take place in off-
peak hours, a difference of 10 MBps is the maximum difference permitted 
for both networks of Cloud-based and non-Cloud systems. If both have a 
difference of more than 10 MBps, the entire backup process to both 
destinations will halt to freeze execution time. The backup process can 
resume when there is a speed difference of less than 10 MBps. In all backup 
experiments for comparisons, network speed difference is checked and 
maintained within 10 MBps differences to ensure a fair comparison. An 
investigation on the variation between risk-control rate and network latency 
is required and will be presented in Section 6.5. 
Risk-control rate for both systems must be managed carefully and set as close 
to each other as possible. This can be achieved by: 
•  Synchronising the comparisons: This can ensure both back-ups start at 
the same time, and means the management of risk-control rate is 
handled once rather than twice per experiment. 
•  Network traffic and speed monitoring: The use of tools and scripts can 
measure the network traffic and upload speed time, which can be 
tracked and presented as graphs. The tool and scripts can report the  
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upload network speed to two destinations (Guy’s to St Thomas’ Hospital 
and Guy’s Hospital to ULCC). Network speed differences at the different 
sites is not a controlled factor due to the number of people using the 
network, the amount of data sent to other networks and other user 
behaviours (such as staff still sending data to other networks in off-peak 
hours) (Hui et al., 2005).  
Additional network speed monitoring applies as follows. When the 
upload network speed reduces, checks will be carried out to see whether 
network speed is consistently slow at all of the locations (Guy’s Hospital, 
St Thomas’ Hospital and ULCC). If all three locations are experiencing 
slower network speeds and are within 10 MBps difference relative to 
each other, the comparisons can continue. But if there is only one 
location with a slower network, then the entire experiment will halt until 
the network upload time is back to normal and within the 10 MBps 
difference limit. The code syntax to show network and monitoring is 
presented in Appendix E. 
•  File dependency: Users are asked to check for file dependency issues 
between hundreds and thousands of medical records and images. An 
inspection by the Chief Architect took place prior to the comparisons 
commencing. This is one of the most common factors affectiing risk-
control rate in the past few years. If failed jobs happened due to file 
dependency, failed jobs can run again later. In all the comparisons, 
failed jobs caused by file dependency were completed successfully after 
re-running them one more time. 
6.4.6  Preparing for risk-control rate variations   
Section 6.4.4 and 6.4.5 explained the three factors: network latency, file size 
and file dependency that may result in failed jobs and hence a downgrade in 
technical performance. This explains why additional work is needed to 
investigate variations in network latency and file size. Since the risk-control 
rate is represented by the percentage of failed jobs in the backup process, the 
investigation requires setting different risk-control rates. This is similar to 
destructive testing, to test the network performance when part of the backup 
process fails (Collard, 2005). A good option to artificially produce different 
risk-control rates is to introduce file dependency in controlled test backup 
files. For example, if a risk-control rate is targeted at 2% for 1,000 test files, 20  
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files should fail. This can be done by having 20 files that are dependent on 
each other for successful backup, and submitting them in the reverse order in 
the backup process. A scientist and the Chief Architect determined and 
checked the file dependency in the test files (which are similar to the real data 
for backup). By doing so, it was possible to provide different controlled 
variations in the risk-control rate. 
6.4.7  Multiple network routes approach for risk-control rate variation 
Mortier (2002) examined network traffic engineering and how it can affect the 
network performance. He set up experiments on two large cluster systems to 
send data across a single network. He demonstrated that the network could 
reach a bottleneck and had a delay if there was only one network route. He 
proposed multiple network routes. In his experiments with multiple network 
routes, there was very little delay, since network routes were always available 
to complete jobs. Similarly, the Cloud system has five network routes to ensure 
backing up data across the network can be successful with good network 
traffic and without interruptions of traffic delay. To demonstrate the impacts of 
network traffic routes in regard to risk-control rates, two sets of mini 
experiments were conducted. The purpose of the first set was to compare 
backup completion on non-Cloud and Cloud systems, where both use only one 
single network route for backup. The second set compared both systems, 
where the non-Cloud system uses one network route and the Cloud system 
uses five network routes. Details are presented in Section 6.5.1 and 6.5.2. 
6.5  Accounting for network latency and file size on the 
comparisons   
As explained in Section 6.4.5, 6.4.6 and 6.4.7, additional work is required to 
identify the impact on the backup process due to network latency and file size. 
There are two types of investigations required. The first investigation aims to 
understand the relationship between the network latency and risk-control rate. 
The second investigation aims to understand the relationship between file size 
and risk-control rate. 
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6.5.1  Variations of risk-control rate versus network latency (one network 
route in each system) 
As discussed in Section 6.4, there is a direct relation between the failed jobs 
(presented by risk-control rate) and network latency. In this test, both Cloud 
and non-Cloud systems only use one network route for backup. For the 
purpose of this set of comparisons, 1,000 files each of 1 GB of data in size, or 
1,000 jobs in other words, are used to investigate the difference between risk-
control rate and network latency for both Cloud and non-Cloud systems. The 
network speed is the same between Guy’s Hospital and St Thomas’ Hospital, 
and between Guy’s Hospital and ULCC, in both cases it is at 400 MBps. Failed 
jobs can be managed by ensuring a selected percentage of 1 GB data is unable 
to be sent across the network and also ensuring the backup process can 
proceed as described in Section 6.2 and 6.3. 
Table 6-2: Variations in risk-control rate versus network speed due to 
latency (one network route for Cloud and non-Cloud system) 
Risk-control 
rate (%) 
Network speed on 
Cloud system 
(MBps) 
Network speed on 
non-Cloud 
systems (MBps) 
Standard 
deviation (MBps) 
0  400.0  400.0  0.0 (both) 
0.5  398.1  398.0  0.1 (both) 
1.0  396.2  396.0  0.1 (both) 
1.5  394.2  393.8  0.1 (Cloud) 
0.2 (non-Cloud) 
2.0  392.2  391.7  0.2 (both) 
2.5  390.1  389.5  0.2 (Cloud) 
0.3 (non-Cloud) 
3.0  388.0  387.3  0.2 (Cloud) 
0.3 (non-Cloud) 
3.5  386.0  385.1  0.3 (both) 
4.0  383.9  382.9  0.3 (Cloud) 
0.4 (non-Cloud) 
4.5  381.8  380.6  0.4 (both) 
5.0  379.7  378.3  0.4 (Cloud) 
0.5 (non-Cloud) 
 
For example, a 1% risk-control rate means that 10 files in every 1GB of data will 
fail to be sent over the network. Risk-control rates can be varied based on the 
actions described in Section 6.4.6. Each mini-experiment in risk-control rate 
variation was performed five times to give an average result of network speed. 
Each mini-experiment was performed at 7am (off-peak period) to minimise any 
interferences caused by network users. See Table 6-2 for results, which show  
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that for every increase of 1% in risk-control rate, the network speed drops by 
approximately 1% due to network latency. 
6.5.2  Variations of risk-control rate versus network latency (five network 
routes in Cloud versus one network route in non-Cloud) 
Section 6.5.1 presents mini-experiments in a variation of risk-control rate 
versus network latency when both systems have one route for sending data 
across the network for backup. This section describes the outcome when five 
network routes are used for the Cloud system, to determine how network 
latency affects Cloud systems. The setup is the same as Section 6.5.1, except 
all five network routes are available for the backup process.  
Table 6-3: Variations in risk-control rate versus network speed due to 
latency (five network routes on the Cloud systems) 
Risk-control 
rate (%) 
Network speed on 
Cloud system 
(MBps) 
Network speed on 
non-Cloud systems 
(MBps) 
Standard 
deviation (MBps) 
0  400.0  400.0  0.0 (both) 
0.5  400.0  398.0  0.1 (both) 
1.0  400.0  396.0  0.1 (both) 
1.5  400.0  393.8  0.1 (Cloud) 
0.2 (non-Cloud) 
2.0  400.0  391.7  0.2 (both) 
2.5  400.0  389.5  0.2 (Cloud) 
0.3 (non-Cloud) 
3.0  400.0  387.3  0.2 (Cloud) 
0.3 (non-Cloud) 
3.5  400.0  385.1  0.3 (both) 
4.0  400.0  382.9  0.3 (Cloud) 
0.4 (non-Cloud) 
4.5  399.8  380.6  0.4 (both) 
5.0  399.6  378.3  0.4 (Cloud) 
0.5 (non-Cloud) 
 
Results are presented in Table 6-3, which show that the network speed on the 
Cloud system stayed at 400 MBps when risk-control rate was 4% and below. 
Network speed only dropped slightly (to 399.6 MBps) when the risk-control 
rate was at 5%. Results on this mini-experiment confirm that the Cloud system 
with five network routes is not affected by network latency when risk-control 
rates stay around 5% and below.  
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6.5.3  Variations of risk-control rate versus file size 
The setup is the same as described in Section 6.5.1, except the focus is to 
investigate the impact to the risk-control rate due to the variations of file size 
of the backup files. Results of this investigation are important to Chapter 7, as 
they can determine the required individual file sizes and numbers of files for 
OSM. In addition, each user request has thousands of data records and results 
of this section can remind all users to provide the right types of formats and 
data for OSM, where the methodology was presented in Chapter 5 and and the 
details of OSM processing will be presented in Chapter 7. For the purpose of 
this demonstration, three sets of investigations were used:  
Set 1: 1,000 files each containing 1 GB of data;  
Set 2: 100 files each containing 10 GB of data; and 
Set 3: 10 files each containing 100 GB of data. 
These were sent across both Cloud and non-Cloud systems. These three sets of 
investigations have an equal total of 1TB (1,000 GB) for backup. Each set of 
investigations is performed five times to get the average results presented in 
Table 6-4. 
The aim of these mini-experiments was to identify the appropriate file size for 
backup. The 1 GB, 10 GB and 100 GB sets were chosen, since they represent 
the most commonly occurring file sizes in the user requests between 2007 and 
2008. These data sets are part of data used in experiments in Chapter 7.  
Table 6-4: Variations of risk-control rate versus file size 
Set of investigations  Average risk-control 
rate % (failed jobs 
divided by number of 
jobs) 
Standard deviation 
Set 1: 1,000 files of 1 GB data  1.32  0.21 
Set 2: 100 files of 10 GB data  2.40  0.40 
Set 3: 10 files of 100 GB data 
Additional: 50 files of 100 GB 
data 
20.0 
14.0 
10.0 
5.0 
 
Results in Table 6-4 show that the risk-control rates are lower than 5% for set 1 
and set 2. Therefore file sizes of 1GB and 10 GB can be used for backup 
comparison.   
  136 
The third set already has a 20.0% of failure rate (and a standard deviation of 
10%). Since the sample size was small, an additional set of experiments with a 
larger sample size is carried out- 50 files each with 100 GB of data were used. 
Again the experiment was run five times and the average results taken. Results 
show that risk-control rate was 14% with a standard deviation of 5.0. This 
means backup experiments with 100 GB data are not suitable for OSM 
methodology due to higher risk rate of failures. Additional experiments 
involving 1 GB and 10 GB file sizes will be presented in Chapter 7. 
6.6  Calculations of the expected execution time  
Calculations of expected execution time for both systems are presented as 
follows. 
6.6.1  Calculations of the expected execution time for the non-Cloud 
system 
Referring to datasets in Appendix F for the first set of experiments, there are 
10,000 files each of 1 GB in size (or as close to 1 GB as possible), and there is 
a total of 10,000 x 1 = 10,000 GB of data to be backed up. If the backup 
process is always performed in an off-peak period, the upload speed is 400 
MBps. This means 400 MB (or 0.4 GB) of data is moved across the network 
every second. The total time for the backup is equal to the total amount of 
data divided by the upload speed. In the best-case backup completion scenario 
where risk-control rate is set at 0% (as the most ideal situation), the 
calculations are as follows. 
Expected execution time to complete backup of user’s experiments  
= total size / upload speed  
= 10000 / 0.4 = 25,000 seconds  
= 6 hours, 56 minutes and 40 seconds 
Additional time due to risk-control rate: If the risk-control rate is 1%, it means 
10,000 x 1% = 100 files that need to be backed up again (or 100 new jobs for 
full completion, where each data file has 1 GB in size). 
Additional system reporting time = Number of failed jobs x additional 
backup time 
= 100 x 3 (each failed job needs 3 seconds for status update)  
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= 300 seconds  
Job completion time to rerun failed jobs = 100 / 0.4 = 250 
Additional time due to network quality: 1% risk-control rate can result in 
1% drop in the network quality of service (QoS). This means that an 
additional time will be taken for backing up of 25,000 x 1% = 250 
seconds. 
Total additional expected time = 300 + 250 + 250 = 800 seconds = 13 minutes 
and 20 seconds 
Expected execution time to complete back up of user’s experiments 
with 1% risk-control rate = 6 hours, 56 minutes and 40 seconds + 13 
minutes and 20 seconds 
 = 7 hours and 10 minutes. 
Expected execution time in regard to risk-control rate can be calculated in this 
way. Results in Appendix F are recorded in seconds. 
6.6.2  Calculations of the expected execution time for backup completion  
Similar to Section 6.6.1, this section describes how to calculate expected 
execution time for Cloud Storage. The same parameters are used: 10,000 jobs 
(transferring 10,000 files of 1 GB) are measured and 400 MBps is the upload 
network speed for the experiments. Although the Cloud Storage system has 
five routes for the backup, each route is done one at a time, and it makes no 
difference for expected execution time if there are any failed jobs.   
Expected execution time to complete backup of user’s experiments  
= total size / upload speed  
= 10000 / 0.4 
 = 25,000 seconds  
= 6 hours, 56 minutes and 40 seconds 
This is the same as non-Cloud SAN time 
Additional time due to risk-control rate: The Cloud storage system can save 
time compared to the non-Cloud system when dealing with failed jobs. If the 
risk-control rate is 1%, the additional time for system status reporting is not  
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required, since failed job status can be reported while running jobs on another 
network route. This then saves 100 x 3 = 300 seconds. 
Additional time due to network quality: There are five route approaches. This 
means that when there are failed jobs, the network quality of service is 
unaffected. It does not take the overhead of an additional 1% of lower quality 
of service time, which is 25,000 x 1% = 250 seconds.  
Job completion:  
100 failed jobs need to be rerun and the expected time to rerun failed jobs = 
100 / 0.4 = 250 seconds  
Expected execution time to complete experiments with 1% risk-
control rate = 6 hours, 56 minutes and 40 seconds + 250 seconds = 7 
hours and 50 seconds  
The Cloud Storage system is 300 + 250 = 550 seconds faster than the non-
Cloud system in terms of expected execution time. 
The expected return value can be presented as a percentage. This is simply the 
time difference of 550 seconds divided by the total execution time of the non-
Cloud system of 7 hours and 10 minutes (in Section 6.6.1). 
Expected return value = 550 / 25,800 = 2.132% 
The improvement in efficiency for the expected return value is 2.132% for the 
1% risk-control rate case. 
6.6.3  A short visit to actual versus expected execution time   
The use of the Cloud-based system offers a shorter execution time than using 
the non-Cloud system due to the improved design used to deal with network 
latency and system reporting. The difference in execution time (both of actual 
and expected) between the Cloud and non-Cloud system is defined as the 
improvement in efficiency. Hence, the need to conduct mini-experiments 
(described in Section 6.5) to account for the difference in network and file 
sizes. This can ensure that a fair comparison is made and further details on 
formulation, taking into account the results from these mini-experiments, will 
be presented in Chapter 7.  
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6.7  The simplified architecture for Cloud and non-Cloud 
Storage systems and the process involved for OSM 
Both non-Cloud and Cloud solutions were presented in Section 6.2 and 6.3, 
which also described how to manage risks before and during the comparison 
of backup completion on both systems. Figure 6-5 is the deployment diagram 
to illustrate the setup at the start of the comparison. After authentication is 
approved, all the data records and images are ready to send to both the Cloud 
and non-Cloud sites for backup, which has an equal distance and an equal 
expected network upload speed (maximum of 400 MBps). For each data 
request the same quantity of data records and images were used in all 
experiments. Both the Cloud and non-Cloud SAN systems have their own 
control centre to record any results and total time taken for all experiments. 
Scripts and tools are used to minimise controlled risk and keep risk-control 
rate as closely matched as possible.     
 
 
 
 
 
 
 
Figure 6-5: The simplified deployment diagram before each experiment 
As a precaution the results from the SAN interface were checked with the log 
files of the backup process. The aim was to confirm that the execution time 
and risk-control rates displayed on the third party interface were always 
consistent with the results on the log files. No discrepancies were found and 
records of the execution time and risk-control rates were accurate. 
The following paragraph describes how to use the records of the execution 
time and risk-control rates. Each completed comparison equates to one dataset 
for OSM. To make OSM analysis worthwhile, collecting a substantial amount of 
datasets is essential. As discussed in Chapter 5, the quantity of collected 
datasets can vary from 500 to up to 2,000. For the purpose of running a 
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meaningful result to investigate the impact of Cloud adoption, three years’ 
worth of usage data (collected from 2009 to 2011 inclusive) is used. Each data 
request from users corresponds to a need to run a comparison experiment. In 
the three years of using Cloud solutions, there were 1,090 approved data 
requests. This means 1,090 comparison experiments were conducted under 
the conditions described in Section 6.2 and 6.3 to collect 1,090 datasets for 
OSM. Results of data analysis will be presented in Chapter 7. 
6.8  Implementing  backup  comparisons  on  Cloud  and 
non-Cloud systems 
This section focuses on the steps involved with the backup process. The same 
process is used in both the Cloud and non-Cloud systems. The backup 
operation performs four tasks. Figure 6-6 shows the process flow diagram. 
Description of the backup process is as follow: 
1.  It checks that the destination has sufficient disk space.  
2.  It begins to move data across the network. This is the point where each 
experiment has to ensure upload network speed and risk-control rate 
are consistent at all sites.  
3.  It backs up all data. Any failed or incomplete jobs will be reported. If 
risk-control rate is kept under 5% (as described in Chapter 5 and 
Chapter 6), the entire backup process can continue without 
interruptions. The SAN control centres can display other information 
such as the execution time, network speed and number of jobs 
completed.  
4.  It archives and encrypts all backed up data. Failed or incomplete jobs 
will be redone after the completion of the backup process. If all 
operations work, the results are saved and actual completion time is 
recorded.  
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Figure 6-6: Process flow diagram to show the backup process 
6.8.1  The backup method 
A script was written to calculate the improvement in efficiency by comparing 
the results of the two systems and updating the final values. The following 
steps also correspond to the actions directed from the code (See  
Table 19 of Appendix E). 
1.  Collect results in old system, put them in Matrix A  
2.  Collect results in new system, put them in Matrix B  
3.  Create a third Matrix (of the same size) 
4.  Find the difference in each value and store this value in the third Matrix  
5.  Check values in third array again  
 
Record the data  
Proceed to Data request 
Task 1 (Check for 
sufficient disk space) 
Task 2 (Move data) 
Task 3 (Backup data) 
Task 4 (Archive and 
encrypt backed-up data)  
Save results and timing 
Report 
Problems 
Job completed 
Exit 
Try again after the 
completion of backup 
process 
Risk-control rate 
Backup 
continues  
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6.  Divide each value by 100 (to express as percentage), and update  
The code in  
Table 19 of Appendix E helps collaborators if they do not do weekly backup of 
experiments, but would like to find out the improvement in efficiency when 
they have sufficient data. An alternative, not using a script, is to collect data 
weekly, calculate the difference and present the difference as the percentage of 
the improvement in efficiency. 
6.8.2  Collected datasets for OSM processing  
As discussed in Chapter 5, the quantity of collected datasets can vary from 500 
to up to 2,000 datasets. For the purpose of obtaining a meaningful result to 
investigate the impact of Cloud adoption, three years’ worth of datasets were 
collected from 2009 to 2011. Each approved data request from users 
corresponds to a need to run a new comparison between a Cloud and non-
Cloud system. In the three years, there were 1,090 approved data requests, 
which means 1,090 new comparisons were conducted using non-Cloud and 
Cloud setups as described in Section 6.2 and 6.3. 
Examinations of the data records showed that not all datasets are entirely 
suitable for OSM computation due to the file size. As discussed in Section 
6.5.3, only datasets with file sizes around 1 GB and 10 GB were selected, and 
they are divided as follows. 
•  200 ‘small file’ datasets: 203 data sets each of 1GB in file-size from 
actual usage data were chosen for the experiment. One dataset 
represents results of a successful backup of 10,000 files of 1 GB in size 
on both systems. However, three datasets are out of the range of 95% 
confidence interval (CI) in the first round of regression, and were 
therefore dropped. The remaining 200 datasets were used by OSM for 
the comparison. This means there are 10,000 observations performed 
200 times for statistical analysis. 
•  100 ‘large file’ datasets: 102 data requests were approved. However, 
two datasets are out of the range of 95% CI in the first round of 
regression and only 100 datasets are selected for OSM analysis. In other 
words, 100 valid experiments (1,000 files of 10 GB data) were 
performed to support OSM methodology. It also means there are 1,000 
observations performed 200 times for statistical analysis.   
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6.9  Summary  
This chapter has presented the set up of the NHS case study. Details included 
controlling the variation in the setup and the risk-control rate when 
considering Cloud and non-Cloud systems and how errors were managed prior 
to and during the users’ backup of their experiments. Technical details were 
presented for non-Cloud and Cloud systems, including the infrastructure and 
network route. The comparison of non-Cloud and Cloud systems was designed 
to minimise impacts affected by risk-control factors identified as follows: 
•  Synchronising of both the Cloud and non-Cloud systems whilst 
comparing backup completion on both systems: Synchronisation 
ensures that both systems can start backup at the same time, and also 
helps to keep the risk-control rate the same (or very similar) during the 
backup process. 
•  Network traffic and speed monitoring: All network upload speeds are 
monitored to ensure network speed difference between the two 
destinations is minimised. If the network speed difference is more than 
5%, the backup process on the Cloud and non-Cloud is halted until the 
network speed difference is back to within 5%. 
•  File size: Either 1 GB or 10 GB of backup file sizes can be used each time 
in each experiment. 
•  File dependency: An inspection took place prior to the backing up of 
experiments. Scientists were also asked to double-check their medical 
files prior to the experiments starting. 
OSM metrics such as expected execution time, actual execution time and risk-
control rate for both systems were identified, and an improvement in efficiency 
calculated as the difference between the execution time for backup completion 
on both systems was discussed. Accounting policy decisions were discussed 
and three factors that can result in failed jobs and performance downgrade 
were identified: network latency, file size and file dependency. While network 
latency and file size can be controlled in using real data for backup, additional 
work was carried out to investigate the impacts of network latency (including  
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one route and multiple route approaches for Cloud and non-Cloud systems) 
and file size. Key lessons are as follows: 
•  Cloud (single network route) versus non-Cloud (single network route): 
For every 1% increase in the risk-control rate, there is an approximate 
1% drop in network speed due to latency for both systems, when either 
system uses a single network route for backup. 
•  Cloud (five network routes) versus non-Cloud (single network route): 
Network performance on the Cloud system is not affected by network 
latency. 
•  Backup by file size: Thousands of files of 1 GB and 10 GB in size will be 
used during the comparisons of the backing-up process, if their risk- 
control rates are maintained below 5%.  
The expected execution time can be calculated by adding up the ideal 
completion time (0% risk-control rate) and additional time due to the 
reprocessing of failed jobs, network latency and system report time (non-Cloud 
only). Details of experiments, OSM processing and discussions of results will 
be presented in Chapter 7.  
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Chapter 7.   Experiments and results for a 
major OSM Case Study  
Chapter 6 presented the technical setup and methods for controlling the 
variations associated with risk-control rate, network latency and file size. This 
chapter presents the results of using the OSM methodology to demonstrate the 
improvement in efficiency when using Cloud compared to non-Cloud solutions.  
This chapter presents details of the OSM metrics, the process and results of 
processing datasets on both systems. Two main experiments were conducted 
to demonstrate the use of OSM by comparing improvements in efficiency. The 
OSM data processing and interpretations of data analysis are discussed, 
including 3D visualisation to present three OSM metrics. A high accuracy of 
data analysis is undertaken, where a 99.99% confidence interval is used for key 
outputs.  
7.1  The OSM Metrics  
This section describes the OSM metrics, and covers the process before running 
Cloud and non-Cloud systems for comparisons. Improvements in efficiency 
mean less time is required to complete the same number of jobs to justify the 
benefits. Both Cloud and non-Cloud systems can record and measure the 
number of failed jobs (to work out risk-control rates) and the actual execution 
time to complete the entire backup process for OSM analysis. 
7.1.1  Overview 
Non-Cloud and Cloud systems were built serving the backup process for 
scientific data, which were described in Section 6.2 and 6.3 respectively. While 
keeping risk-control rate the same (or within 0.1% difference, as described in 
Chapter 5 and Chapter 6), backup comparisons are performed on each system 
to record actual execution time. Each experiment corresponds to real usage by 
end users undertaking backup of their research experiments between 2009 
and 2011 as described in Section 6.7.   
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Section 5.3 described the method of OSM data processing, including the use of 
averaging ratios and performance tests. Presented in Section 5.1.3, the OSM 
formula is as follows:    
c
c
r   - a
r   -   e
= β     (7-1) 
where  
β is the risk measure (gradient of regression),  
r
c is the risk-control rate,  
a is the difference in actual execution time in both systems and 
e is the difference in expected execution time in both systems.  
Based on formula 7-1, if the actual values are higher than the expected values, 
it justifies the benefits of a large computing system adoption, which can be a 
Cloud adoption. The beta value, representing the uncontrolled risk, is smaller 
than 1 and can be interpreted as showing that the Cloud project is not 
exposed to high extent of volatility. On the other hand, if the expected values 
are higher than the actual values, the beta value is higher than 1, which means 
service and technical improvement must be made as soon as possible to justify 
the benefits of using Cloud, or the project may be exposed to a high level of 
volatility. The impacts may include an under-rating of services, sharp decline in 
the user community and a discontinuation of services due to unsatisfactory 
performance. Results analysis is presented in Sections 7.2 and 7.3 to justify 
whether or not the use of Cloud systems provides better value. 
As discussed in Section 6.6.3, results of investigations presented in Section 6.5 
confirm that that the expected and actual execution time in the non-Cloud 
system takes longer than the Cloud system. Hence, the improvement in 
efficiency can be calculated by finding out the difference between each value 
from both systems and can be presented as percentage as presented in Section 
6.6. All the variables are presented in Table 7-1. 
As described in Section 5.5.1, three types of metrics are collected for OSM: 
•  The actual return value is the difference between Cloud and non-Cloud 
systems in the actual total time taken. It can be presented as a 
percentage.  
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•  The expected return value is the difference between Cloud and non-
Cloud systems in the expected total time taken. It can be presented as a 
percentage. 
•  The risk-control rate is the percentage of failed (or incomplete) jobs. 
Efficiency can be presented as a percentage. Improvement in efficiency is equal 
to the difference of execution time divided by the execution time of a non-
Cloud, which normally takes a longer time than Cloud systems. 
Table 7-1: Key inputs for non-Cloud and Cloud systems 
  Non-Cloud  Cloud  Efficiency 
(difference) 
Efficiency (percentage) 
Expected 
execution time 
e
n  e
c  e = e
n – e
c  e = (e
n – e
c) / e
n 
that normally e
n takes 
the longer time 
Actual 
execution time 
a
n  a
c  a = a
n – a
c  a = (a
n – a
c) / a
n 
that normally a
n takes 
the longer time 
Risk-control 
rate 
r
c  r
c  r
c 
.: Both must 
be equal or 
within 0.1%. 
r
c: already in percentage 
 
7.1.2  The OSM Metrics  
This section presents the OSM Metrics of the NHS case study after the 
collections of all datasets. A lower averaging ratio of 1 to 5 is chosen because 
there are few discrepancies between datasets as confirmed by the collaborator 
and the results presented in Chapter 5. After calculating averaged values, 40 
and 20 datasets are used for OSM data processing for two sets of comparisons, 
which uses statistical and 3D computation following the steps described in 
Section 5.3. See datasets in Appendix F. Table 7-2 presents an overview of OSM 
metrics. 
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Table 7-2: Overview of OSM Case Study, NHS: Metrics 1 
Type of data  Metrics 1: Technical Improvement in efficiency  
Data in 
details 
Improvement in efficiency (Cloud versus non-Cloud systems). 
Risk-control 
rate (r
c) 
Risk-control rate calculates the percentage of failed or 
incomplete jobs and is always kept under 5% (Section 6.2.3 
and 6.3.7). 
Measurement  Daily/weekly measurement for 3 years dependant on user 
requests. Altogether there are 1090 valid datasets. It measures 
‘a’ for actual return value and ‘e’ for expected return values in 
the OSM formula (Section 5.1.2 and 7.1.1). Not all datasets are 
used. 
Methodology  Use system to record the number of jobs completed and 
volume of requests completed at the same time comparing 
non-Cloud and Cloud Storage systems. 
Size of data 
record / data 
The first set of comparisons contains 10,000 data with 1 GB of 
file size. Results of 200 valid comparisons were recorded, 
corresponding to 200 datasets for OSM analysis. 
  
The second set of comparisons has 1,000 data with 10 GB 
each. Results of 100 valid comparisons were recorded, 
corresponding to 100 datasets for OSM. Altogether 300 
datasets are suitably used for OSM methodology. 
OSM data 
processing 
Ratio of 1:5 is used for datasets representing the first and 
second set of comparisons respectively. A lower ratio is chosen 
because there are not many discrepancies between datasets. 
Calculate average values and sum up as 40 and 20 valid 
datasets respectively in Appendix F. 
 
7.2  OSM analysis and discussions using files 1 GB in 
size for data backup 
This section presents results of the first set of comparisons that send 10,000 
files with each file containing 1 GB of data to both Cloud and non-Cloud 
systems. Risk-control rate is managed in each comparison, and actual 
execution time for both systems is recorded. Referring to Table 7-1, the 
percentage of improvement in efficiency in regard to both actual and expected 
execution time can be calculated by the use of the following records:  
•  Datasets in Table 21 of Appendix F for OSM computation. 
•  Detailed datasets in Table 22 of Appendix F which show all the 
execution time and their respective risk-control rates.  
By using OSM methodology, the expected execution time to complete all 
backup in Cloud systems is 99.99% close to the actual execution time while  
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maintaining risk-control rate under 5% and constant for all comparisons. This 
is likely due to the improved management of the system reporting and network 
latency in regard to risk-control rate. This is supported by the fact that there is 
a shorter actual and expected execution time in the Cloud system than the 
non-Cloud system, while comparing tables in Appendix F. As presented in 
Section 6.8.2, 10,000 observations are performed 200 times for statistical 
analysis. While using OSM for processing data (described in Chapter 5), 40 
representative datasets are analysed: key outputs include beta, standard error 
and Durbin-Watson test. Key results and interpretations are presented in the 
following section. 
7.2.1  Key results and interpretation  
Key statistical results and analysis for OSM is presented in Table 7-3 and 
detailed results are in Appendix F. 
Table 7-3: OSM case 1 (first set of comparisons) - Key statistics for 
calculating improvements in efficiency  
Parameters  Value  Parameters  Value 
Beta  
68.67% of risks: external 
and 31.33% of risks: 
internal 
0.51863  Durbin-Watson 
Pr  >  DW (negative 
autocorrelation: maximum of 1 in 
favour of OSM) 
First order test for p-value 
1.0637  
0.9992 
 
0.0008 
Standard Error  0.1103  Regress R-Square (99.99% C.I)  0.6867 
Mean Square Error 
(MSE) 
0.0017  Regress R-Square (95% C.I)  0.9007 
 
Interpretation of output results is as follows. The three key statistics: 
•  Standard error is the standard deviation of the sampling distribution of 
the mean. It can be interpreted as a statistical term that measures the 
accuracy with which a sample represents a population (Lee et al., 2010) 
and is equal to 0.1103. The low value suggests the results of most of 
the metrics are close to each other and have few instances of extreme 
data. There is a high consistency between all metrics due to a good 
management of risk-control rate. 
•  The first order Durbin-Watson is often used to test the regression. Pr > 
DW is the p-value for testing negative autocorrelation. Ordinary Least  
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Square (OLS, part of OSM, see Section 5.2.5) is a method taking low or 
no autocorrelation, favouring negative autocorrelation. If the result is 
positive, it means standard errors are underestimated. If negative, 
standard errors are very close to accuracy. The results show a negative 
autocorrelation of 0.9992, which means an excellent quality of data and 
standard errors. The difference between 1 and negative autocorrelation 
corresponds to the p-value of the first order test, which is as low as 
0.0008.  
•  Beta is the risk measure which indicates the extents of uncontrolled risk.  
Beta is 0.51863 and is considered a medium-low value. This lower value 
suggests the project is subject to less volatility of uncontrolled risk. This 
project is subject to the rise of some types of risk, discussed below. 
In addition: 
•  The low value (0.0017) of the Mean Square Error (MSE) means there is a 
very high consistency between actual and expected return values. 
•  The result for main regression is 0.6867. Regression for 95% C.I is 
optional and the result is 0.9007. It also means 68.67% of risks are from 
the externals and 31.32% of risks come from the internals. Confirmed 
by the project lead, external risks include the following: 
1.  Delay in data request process for approval: Each time the data 
committee waited for a period of time and approved several 
requests. The delay would result in running several comparisons 
in one day. In an ideal situation, each experiment should start 
fresh and there would only be one experiment a day in order to 
eliminate other possibilities affecting performance, but it is not 
feasible that way in the actual IT operations. 
2.  Network resource fluctuation in other departments: Although the 
comparisons always took place in off-peak periods, there were a 
few situations where more network resources were required. For 
example, scientists and surgeons in other departments 
occasionally do their work during ‘at-risk’ periods (despite 
warnings that this would interfere with the comparisons). 
3.  Higher demands in electricity and consumption restriction: 
Running a comparison of Cloud and non-Cloud systems requires  
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higher consumption in electricity for undertaking the 
comparisons and operation of air-conditioning. Since hospitals 
give preference to medical surgery and maintenance of medical 
equipment a higher priority than the IT platforms, there were few 
occasions when the electricity consumption was limited, which 
might prevent the comparisons from achieving the required 
performance. 
The results in Table 7-3 allow scientists and data analysts to understand the 
implication and quality of data, but only professionals with statistics-training 
can understand this data. Moreover, a traditional statistical approach does not 
present important data as a 3D visualisation (Hey, 2009). This motivates the 
need for OSM to achieve the following: 
•  Present the three most important metrics: actual return values, 
expected return values and risk-control rate for all data. 
•  Present the data in a way that can be understood by stakeholders 
who may not have background knowledge. 
7.2.2  Visualisation of results  
OSM can compute up to 99.99% confidence interval (C.I) when processing all 
datasets. The aim is to calculate R-squared values as accurately as possible. 
Aside from R-squared values, there are other indicators that are used to 
confirm accuracy of the results of the analysis, including residual analysis and 
Cook’s distance value (Hutcheson and Sofroniou, 1999; Agresti, 2010). The 
statistical residual of an observed value is the difference between the observed 
value and the expected value – the smaller the residual the more accurate the 
result. Figure 7-1 shows that all residuals are less than 0.1% and that all points 
are close to the line computed by the linear regression, which corresponds to 
99.99% C.I. Cook’s distance measures the extent of influence of data points, 
including the effect of deleting a given observation. In OSM analysis, Cook’s 
distance value should be smaller than the computed benchmark, which was 
0.1% in the first set of comparisons. Figure 7-1 shows that this is the case for 
all Cook’s distances in this set of comparisons.  
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Figure 7-1: Statistical visualisation of results for the first set of NHS 
experiments 
Improvement in efficiency is the difference in the execution time to complete 
all  job  requests  between  the  Cloud  and  non-Cloud  backup  systems  and  is 
presented as a percentage. For example, if the formulas presented in Chapter 
6 show that execution of the Cloud system should be 3.2% faster than the non-
Cloud system in completing all backup jobs on both systems for a particular 
experiment, then the Expected Improvement in efficiency is 3.2%, whereas a 
reduction  in  the  execution  time  of  the  Cloud  system  compared  to  the 
non-Cloud  system  of  3.5%  indicates  an  Actual  Improvement  in  efficiency  of 
3.5%. A risk-control rate of 0.5% means that 0.5% of backup jobs fail on both 
Cloud  and  non-Cloud  systems  during  performance  comparisons.  The  three 
OSM metrics are therefore 3.5%, 3.2% and 0.5%, and these represent one point 
in a dataset. As discussed in Chapter 6, all the risk-control rates in each system 
must be the same or within 0.5% difference to ensure a fair comparison. 
A plane describing the results is then generated for presentation in 3D using 
Mathematica  to  process  the  data,  as  described  in  Chapter  5.  The  principal 
features  of  the  algorithm  are  given  in  Table  13  of  Appendix  D.  Presenting 
these sets of three key metrics using 3D visualisation in this way helps analysts 
to spot inconsistencies in the data, which appear as spikes and bumps. If a 
smooth  plane  is  observed,  the  data  may  be  regarded  as  healthy.  A  second 
visualisation from a different perspective showing the other side of the plane is 
required to ensure all abnormalities are visible because they may be hidden 
beneath  the  plane  of  a  single  visualisation.  Examination  of  Figure  7-2  and 
Figure 7-3 show visualisations of the results from the NHS platform from which  
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it may be observed that the plane is smooth and has the expected positive 
gradient, confirming that the data is satisfactory. 
 
Figure 7-2: 3D OSM case study for NHS platform, improvement in efficiency 
 
Figure 7-3: 3D OSM case study for NHS platform, improvement in 
efficiency, with 90 degrees rotation 
Further examination of the visualisations confirms that: 
•  All risk-control rates are in the range from 1.73% to 1.95%. This shows 
that they have low values (maximum of up to 5%) for comparing 
performance between Cloud and non-Cloud systems.  
•  The positive values of all 3D data points correspond to improvements in 
efficiency. The actual rate of efficiency improvement is between 5.48% 
and 5.94%, and the expected rate of efficiency improvement is between 
3.6% and 4.6%. 
x-axis: the actual 
improvement (5.48% - 
5.94%) 
y-axis: the expected 
improvement (3.6% - 4.6%) 
z-axis: risk-control rate 
(1.73% - 1.95%) 
x-axis: the actual 
improvement (5.48% - 
5.94%) 
y-axis: the expected 
improvement (3.6% - 4.6%) 
z-axis: risk-control rate 
(1.73% - 1.95%)  
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•  The difference in all actual rates of improvement and expected rates of 
improvement are within 0.5% and 1% respectively. 
•  The plane has a constant gradient, which confirms that the use of linear 
regression favoured by OSM analysis is appropriate. 
•  Improvement in efficiency is proportional to the risk-control rates 
meaning that, while the Cloud system may complete processing much 
more quickly than the non-Cloud system, as presented by some 
datasets, the percentage of failed jobs increases in those cases. 
 
The next step is an accuracy test for the 3D visualisation. There are 40 
observations, which mean altogether 40 datasets were used to compute the 
plane of the 3D visualisation. As discussed in Chapter 5, an averaging ratio of 
5 is used in the OSM data processing to generate these 40 datasets from 200 
collected during OSM analysis. Standard errors for actual and expected rates of 
improvement and risk-control rate are much below 0.1%, which confirms the 
good quality of data analysis. The 99.99% C.I test also confirms a high level of 
accuracy, as it shows data points in 3D visualisation with lower than 0.021 in 
standard errors in Table 7-4. Further discussions and analysis will be presented 
in Section 7.4. 
Table 7-4: The 99.99% confidence interval test for 3D visualisation 
datasets 
Variable  Observations  Mean  Std. Err  99.99%  Conf. 
Interval 
actual_rate  40  5.705975  0.0204387  5.633252    5.778698 
expected_rate  40  3.852575  0.0193266  3.783809    3.921341 
risk_control  40  1.85525  0.0098579  1.820174    1.890326 
 
7.3  OSM analysis and discussions case using files each 
of 10 GB data in size for data backup 
This section presents results of the second set of comparisons that runs 1,000 
of 10 GB data to both Cloud and non-Cloud systems. Risk-control rate is 
managed for each experiment, and execution time and relevant information for 
both systems is recorded. The following records can help to calculate the rate 
of improvement in efficiency presented as follows:  
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￿  Using datasets in Table 23 of Appendix F for OSM computation.   
￿  Looking at detailed datasets in Table 24 of Appendix F which show all 
execution times and their respective risk-control rates.  
Similar to Section 7.2, the actual execution time to complete all backup in 
Cloud systems is 99.99% close to the expected execution time while 
maintaining risk-control rate low and constant for all the comparisons. This is 
another point to validate the accuracy offered by OSM methodology. As 
presented in Section 6.8.2, 1,000 observations are performed 100 times for 
statistical analysis. While using the OSM method described in Chapter 5, 20 
representative datasets are analysed with the same outputs, as described in 
Section 7.2. 
7.3.1  Key results and interpretation  
Key results and interpretations are presented in Table 7-5 and detailed results 
are in Appendix F. 
Table 7-5: OSM case 1 (second set of comparisons) - Key statistics for 
calculating improvements in efficiency  
Parameters  Value  Parameters  Value 
Beta  
65.09% of risks: 
external and 34.91% 
of risks: internal 
0.58484  Durbin-Watson 
Pr  >  DW (negative 
autocorrelation: maximum of 1 in 
favour of OSM)  
Third order test for p-value 
2.4743 
0.8645 
 
0.0089 
 
Standard Error  0.2784  Regress R-Square (99.99% C.I)  0.6509 
Mean Square Error 
(MSE) 
0.00335  Regress R-Square (95% C.I)  0.8444 
 
Interpretation of output results is as follows. The three key statistics: 
•  In this case, standard error measures the accuracy with which a sample 
represents a population and is equal to 0.2784. The medium-low value 
suggests the results of most of metrics are fine to each other and 
several data results are close. 
•  The first order Durbin-Watson is often used to test the regression. Pr > 
DW is the p-value for testing negative autocorrelation. The results show  
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a negative autocorrelation of 0.8645, which is a good value when above 
0.5 but below 0.95. The likely reason is due to the variation of datasets, 
where there are large gaps between the next available datasets. If these 
datasets stay closer to the mean, then standard errors can be lower and 
negative autocorrelation can be higher. The p-value for the first order 
test is 0.1312, and it requires additional autocorrelation. The result 
presented in Appendix F shows that p-value for Durbin-Watson is 
0.0089 while performing up to the third order test. 
•  Beta is 0.58484 and is considered a medium-low value. It suggests the 
project is subject to some volatility of uncontrolled risk. An indication is 
that the second set of comparisons has higher risk-control rates than 
the first set of comparisons. A likely reason is probably due to the 
increase of data size where a higher percentage of files are reported as 
failed jobs. It is still an acceptable value since it is under 1. 
In addition: 
•  The low value (0.00335) of the Mean Square Error (MSE) means there is a 
high consistency between actual and expected return values. 
•  The result for main regression is 0.6509. Regression for 95% C.I is 
required and the result is 0.8444. It also means 65.09% of risks are from 
the externals and 34.91% of risks come from the internals. Confirmed 
by the project lead and scientists involved in backup, external risks are 
the same as those described in Section 7.2.  
•  The capacity to cope with network and data size issue: There were two 
occasions where the network was going below the expected transfer 
rate since other departments used more network resources. During 
those periods, backup with a larger data size (eg. 10 GB) had a slightly 
higher failure rate for backup. 
7.3.2  Results of visualisation  
Similar  to  Section  7.2.2,  the  aim  is  to  process  datasets  up  to  99.99%  C.I. 
Residuals are small and the range is within 0.1% of each other. Residuals are 
also close to the central straight line of the accuracy test. Cook’s distance is 
small  and  below  the  computed  benchmark  of  0.20%.  Other  key  output 
statistics are available in Appendix F.  
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Figure 7-4: Statistical visualisation of results for the second set of NHS 
comparisons 
The next step is to use OSM to compute a 3D visualisation of key datasets of 
actual and expected rates of improvement in efficiency and risk-control rates 
for this set of experiments. The objective is to check for consistency in all 
datasets and the absence of spikes and bumps. The visualisations are 
presented in Figure 7-5 and Figure 7-6.   
 
Figure 7-5: 3D OSM case study for NHS platform for 1,000 of 10 GB backup, 
improvement in efficiency 
x-axis: the actual  rate of 
improvement (7.98% - 
8.42%) 
y-axis: the expected rate of 
improvement (5.9% - 6.22%) 
z-axis: risk-control rate 
(2.92% - 3.10%)  
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Figure 7-6: 3D OSM case study for NHS platform for 1,000 of 10 GB backup, 
improvement in efficiency (90-degree rotation) 
Figure 7-5 and Figure 7-6 show a smooth plane with a positive gradient free 
from spikes and bumps, confirming the healthy status of this data. 
Examination of the two figures confirms: 
•  The risk-control rate has low percentage values (under 5%); they are all 
between 2.92% and 3.10%. 
•  The positive values of all data points correspond to improvements in 
efficiency. The actual rate of efficiency improvement is between 7.98% 
and 8.42%, and the expected rate of efficiency improvement is between 
5.9% and 6.22%. 
•  The difference in all actual rates of improvement and corresponding 
expected rates of improvement are within 0.3% and 0.5% respectively. 
•  The 3D figures show a linear gradient, confirming that the use of linear 
regression favoured by OSM analysis is appropriate.  
•  Similar to results in Section 7.2.2, the improvement of efficiency is in 
proportion to the risk-control rates. This means that while the Cloud 
system may complete processing much more quickly than the non-Cloud 
system (as shown by some datasets), the percentage of failed jobs 
increased in those cases.  
In addition: 
The  actual  and  expected  rates  of  improvement  in  efficiency  are  higher  in 
Section 7.3.2 than Section 7.2.2 suggesting that the Cloud system is better at 
x-axis: the actual  rate of 
improvement (7.98% - 
8.42%) 
y-axis: the expected rate of 
improvement (5.9% - 6.22%) 
z-axis: risk-control rate 
(2.92% - 3.10%)  
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dealing with larger files than the non-Cloud system. However, the trade-off is 
that higher risk-control rates are incurred. The explanation might lie in higher 
network latency or job failure rate due to the larger sized files being backed-up 
across the network.  
The  next  section  presents  99.99%  confidence  intervals  (C.I)  for  each  3D 
visualisation dataset (Table 23 in Appendix F) used by the three OSM metrics. 
The objective is to ensure high levels of data quality and accuracy. 
As  discussed  in  Chapter  5,  an  averaging  ratio  of  5  is  used  in  OSM  data 
processing to reduce 100 collected datasets to the 20 representative datasets 
used to compute the 3D visualisation. Standard errors for actual and expected 
rates of improvement and risk-control rate are very low, which confirms the 
quality  of  data  analysis.  The  99.99%  C.I  test  also  confirms  a  high  level  of 
accuracy, as it shows data points in 3D visualisation with lower than 0.033 in 
standard errors in Table 7-6. Further discussions and analysis will be presented 
in Section 7.4. 
Table 7-6: The 99.99% confidence interval test for 3D visualisation 
datasets  
Variable  Observations  Mean  Std. Err  99.99% Conf. Interval 
actual_rate  20  8.2127   0.032072  8.088152  8.337248 
expected_rate  20  6.0562  0.0230598  5.966649  6.145751 
risk_control  20  3.019       0.012416  2.970784  3.067216 
7.4  Discussions  
This section discusses relevant topic to the use of OSM, presented as follows. 
7.4.1  Usefulness of visualisation  
Section 7.2.2 and 7.3.2 present data analysis using 3D visualisation. This 
shows all datasets for actual and expected rates of improvement in efficiency 
and risk-control rates forming a flat plane. The 99.99% C.I test also confirms a 
high level of data accuracy. Presenting complex statistical analysis using 3D 
visualisation is useful for many decision-makers, directors and business 
analysts who need to know business analytical results quickly but do not wish 
to spend too much time understanding them. It also helps analysts to double  
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check their statistical results, and helps stakeholders without prior knowledge 
to understand the data analysis easily. 
7.4.2  The process of using OSM  
The process of using OSM can be outlined as follows. Firstly, identify key 
metrics for collection in each case study, including how they are relevant to 
OSM (see Chapter 5, Section 6.2.3 and Section 6.3.7). Secondly, describe the 
process of setting up and undertaking investigations and preparatory work (as 
discussed in Section 6.4, 6.5, 6.6, 6.7, 6.8 and 7.1). Thirdly, check the quality 
of the datasets collected and ensure the most relevant datasets will be used by 
OSM processing to ensure a fair comparison of the systems. As presented in 
Section 7.2 and 7.3, 200 and 100 datasets are used for two sets of 
comparisons respectively according to the size and quantity of backup data. 
Fourthly, use OSM methodology for processing and analysing the datasets as 
described in Chapter 5 and also Section 7.2 and 7.3 for discussions about 
computational results. By following all these steps, datasets representing other 
Cloud adoption cases can be used for OSM analysis. 
7.4.3  Reproducibility of the results in using OSM 
By following the steps and suggestions in Chapter 6 and Chapter 7, other 
organisations can follow the process and methodology used by OSM to analyse 
the risk and return of their Cloud adoption. This chapter focuses on the 
improvement in efficiency which includes technical details in setting up both 
Cloud and non-Cloud systems, key OSM metrics, preparatory work and control 
of variations for comparisons, as well as collection of datasets and an analysis 
of results. Reproducibility of results is important for scientific research (Post 
and Votta, 2005; Hey, 2009; Dalle, 2012). OSM is designed for reproducibility 
and all collected results are justifiable via the analysis of computation and 
experiments. Descriptions in Chapter 6 and Chapter 7 allow other 
organisations to reproduce similar Cloud adoption case studies and use OSM 
method to analyse the risks of their Cloud adoption. There are other 
supporting case studies presented in Chapter 8 to demonstrate that 
reproducibility of the results can be achieved by using OSM. A reproducibility 
case with an identical approach to the NHS case study will be presented in 
Section 9.3. 
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7.4.4  Revisit to the datasets used by the first OSM major case study 
Two detailed datasets in Appendix F show and confirm the following: 
•  The expected execution time calculated by OSM to complete all backup 
in Cloud-based systems matches actual execution time to within 0.01%: 
Section 6.4 explains that the “five-route approach” and WAN 
optimisation can reduce the possibility of network latency and improves 
network traffic when network latency happens. The design of Cloud 
systems can ensure that no additional system report time is required 
when failed jobs occur. This also means that if OSM methodology is 
followed closely, there is a small difference between the expected and 
actual return value for backup comparisons. 
•  The higher differences between expected and actual execution time for 
the non-Cloud system: Apart from the time affected by failed jobs, the 
non-Cloud system has only one route of backup, which explains why it 
is less capable to deal with network latency. 
7.4.5  Support of users  
Cloud Storage has been used by scientists on a daily basis and has provided 
them with a useful platform to backup and store their research outcomes and 
images. Support from scientists and management has been useful in the 
development of this case study. 
7.5  Summary  
This chapter presents the comparisons of Cloud and non-Cloud systems, OSM 
data processing, results and discussions of OSM analysis. OSM data processing 
is appropriate for risk and return analysis by the use of the following steps: 
-  Ensure the risk-control rate is kept the same and below 5% for both 
systems while recording actual execution time in each system. 
-  The comparative result of each experiment is recorded as a single 
dataset. Altogether 1,090 datasets are contributed. However, not all 
datasets are used. 
-  The size and quantity of data used for backup is important for OSM in 
the selection of datasets. 200 datasets (200 valid comparisons involved  
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with 10,000 of 1 GB data) and 100 datasets (100 valid comparisons 
involved with 1,000 of 10 GB data) are used for OSM processing. 
-  OSM results are supported by computational analysis, interpretation of 
analysis and confirmation from the lead project manager. 
The use of statistical and 3D visualisation can help analysts and stakeholders 
to understand the interpretation of data analysis better and also offers 99.99% 
C.I for computation to aid the high level of accuracy. The second set of 
comparisons offer higher rates of actual and expected improvement than the 
first set, although their risk-control rates are higher than the first set. This 
means that the better improvement should offer manageable risk-control rates 
and a high extent of accuracy. By following the OSM method, the actual 
execution time to complete all backup in Cloud systems is 99.99% close to the 
expected execution time due to the improvement management of system 
reporting and network latency. 
The contributions of OSM presented in Chapter 6 and Chapter 7 are as follows. 
Firstly, it provides a structured and coherent way to measure risk and return. 
Secondly, OSM provides good and accurate analysis for interpretations of risk 
and return. This information allows stakeholders to understand the status of 
risk and return, and to identify any areas that need mitigation of unacceptable 
risks. Results of the OSM analysis are presented in Table 7-7.  
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Table 7-7: Summary of the OSM analysis results 
Comparisons  Summary from 
Statistics 
Summary of 3D 
analysis 
OSM 
Contributions  
Comparison 
of backup 
experiment 1: 
10,000 files 
of 1 GB 
across Cloud 
and non-
Cloud 
systems with 
200 valid 
experiments 
Most of metrics are 
close to each other and 
have few instances of 
extreme data. There is a 
high consistency 
between all metrics due 
to a good management 
of risk-control rate. 
There is an excellent 
quality of data and 
standard errors.  
 
Beta is medium-low and 
this project is subject to 
the rise of volatility of 
risk. 68.36% risks are 
from externals and are 
explained. 
 
x-axis: the actual 
improvement 
(5.48% - 5.94%) 
y-axis: the 
expected 
improvement (3.6% 
- 4.6%) 
z-axis: risk-control 
rate (1.73% - 1.95%) 
 
The use of Cloud 
Storage can offer 
greater 
improvement in 
efficiency than 
using traditional 
Storage methods.  
 
Computational 
analysis can help 
identify the likely 
sources and 
percentage of 
beta risks, and 
also key results to 
support the 
benefits of Cloud 
adoption. 
Comparison 
of backup 
experiment 2: 
1,000 files of 
10 GB across 
Cloud and 
non-Cloud 
systems with 
100 valid 
experiments 
 
Most of metrics are fine 
to each other and 
several data results are 
close. There is a 
medium value for 
negative 
autocorrelation, 
suggesting that if these 
datasets stay closer to 
the mean, then standard 
errors can be lower and 
negative autocorrelation 
can be higher. 
 
Beta is medium-low and 
this project is subject to 
the rise of volatility of 
risk. 65.09% risks are 
from externals and are 
explained. 
 
x-axis: the actual  
rate of 
improvement 
(7.98% – 8.42%) 
y-axis: the 
expected 
improvement (5.9% 
- 6.22%) 
z-axis: risk-control 
rate (2.92% - 3.10%) 
 
There are higher 
risk-control, actual 
improvement and 
expected 
improvement rates 
than Experiment 1. 
The likely reason is 
due to the larger 
disk size, there are 
higher rates of 
network latency 
and failed jobs. 
 
As above. 
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Chapter 8.  Two supporting case studies for 
Organisational Sustainability Modelling 
Chapter 6 and Chapter 7 presented the first case study in the use of OSM: this 
was a technical case study to demonstrate improvement in efficiency in using 
large computing system, in this case a Cloud solution. However, as explained 
in Chapter 5, OSM can be used by other large scale computing projects that 
have cost and user focus such as profitability and service improvement. This 
chapter presents two additional case studies in support of the OSM 
methodology. The second OSM case study is the use of iPhone, iPad and 
mobile Cloud, by Vodafone and Apple in order to improve their profitability. 
The third OSM case study is the use of Cloud Computing services by the 
iSolutions Group of the University of Southampton, whose objective was to 
identify the rate of service improvement in Cloud adoption evaluated by users. 
The process, datasets, analysis and lessons learned for both case studies are 
presented in this chapter. 
8.1  The OSM Overview for two supporting case studies  
Chapter 5 explains that OSM can support other types of system adoption 
including Cloud adoption, in regard to projects with cost (cost or profitability) 
and user focus. Additional case studies are required to support the validity of 
OSM. Referring to Table 5-1, OSM aims to support   
•  Profitability: The use of Cloud-based applications and hardwares can 
demonstrate the profitability of selling Cloud-based services. 
•  User: Compare service improvement each year for Cloud adoption. 
Section 8.2 presents the Vodafone/Apple case study for profitability and 
Section 8.3 demonstrates the iSolutions Group of the University of 
Southampton for their user-focused case study. OSM is used to select the 
datasets, analyse data and provide interpretations of data analysis in these two 
case studies. 
8.2  The OSM Case Study 2: Vodafone and Apple  
The purpose of the case study is to demonstrate the use of OSM to process 
datasets for risk and return analysis. The cost data (profitability) was provided  
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by Anastaya, a private collaborating organisation who worked on the analysis 
on Vodafone profitability when they used iPhone/iPad strategies in their 
services. The telecommunications provider Vodafone operates Cloud 
Computing business as a Service Provider, using one-Stop Resources/Services 
and Entertainment and Social Networking (Sekiguchi, 2010; Becker et al, 2012). 
These correspond to the first, fifth and eighth business models presented in 
Section 3.1 and 3.2. 
8.2.1  Background for Case 2  
Entertainment and Social Networking was an area for major profits in 2010. 
Vodafone aimed to get £11.8 billion of profits since they were a major iPhone 
bundle seller during a surge in iPhone demand (City A.M, 2010). Their strategy 
was to focus on lucrative iPad sales predicted to be over 1 million units 
including wireless broadband and related services. Vodafone was thus a cloud 
service provider, and they fitted well into Cloud Computing by providing 
mobile cloud and entertainment services via iPhone (Sekiguchi, 2010; Herzog, 
2012; Becker et al, 2012; Herzog, 2012). Although Apple could be considered 
as a mobile cloud provider (Kumar and Lu, 2010), it still needed infrastructure 
providers such as Vodafone, Orange, O2 etc to deliver its services to millions 
of clients. Additional applications and APIs such as teleconferencing, remote 
access, GPS, VoIP and so on required telecom services to be available. Those 
who bought iPhones were mainly interested in SaaS services that both Apple 
and Vodafone offered (City A.M, 2010). Thus, both Vodafone and Apple are 
considered as having adopted SaaS Cloud business sustainability, when Cloud-
based services use their own hardware and infrastructure to support (Becker et 
al., 2012). According to Becker et al (2012), Apple and Vodafone operate a 
“telco-centric model” for offering Cloud services and this is a sustainable 
business. Efforts to increase profitability focus on financial gains, resulting 
from the adoption of new products/services that use Cloud computing 
technologies. Organisations using Cloud devices or strategies to help improve 
their revenues are relevant to follow this case study. 
8.2.2  Datasets and the role of the author 
The one-year research data in 2009 for this case study was provided by 
Anastaya, a private consulting firm specialising in studying the return and risk 
status of companies (The firm went bust in 2012). The type and measurement 
of datasets were defined by the data manager of Anataya, where the author  
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worked as a part-time data analyst for some time. The role of the author 
included: 
•  Understand the datasets. Explain how datasets were relevant to OSM 
•  Filter out outliers. 
•  Use the final version of datasets for OSM analysis 
The objective was to quantify the improvement in profitability when Vodafone 
introduced the iPhone and iPad strategies for their offers in 2009. This study is 
relevant to any organisation planning to use large computer systems as a 
service, which is known as “telco-centric model” according to Becker et al 
(2012). The author received two datasets from Anastaya. The first dataset is 
the expected target forecast and is set by the analysts in Vodafone. The second 
dataset is the actual values of profitability as a result of their return and risk 
measurement. Both datasets can be integrated as a single dataset by using the 
joint table and merge function in a tool called SAS (Statistical Analysis System). 
The original datasets contained values in the form of percentages, which is 
used to present important information without revealing the actual numerical 
values (Dewald, Thursby, and Anderson, 1986). Examples will be presented in 
Section 8.2.4. 
8.2.3  The ideal situation of OSM Metrics for Case Study 2  
This section presents the ideal situation for OSM metrics if all the information 
in the datasets is provided. The first group of metrics is for the expected 
profitability defined as follows.  
•  Expected total profitability: This is total expected profitability gained 
from Apple/Vodafone Cloud strategies. 
•  Expected percentage of targets met: This is expected percentage met 
according to their targets. For instance, 90% means the profitability was 
only 90% of the initial targets. 
•  Difference between 100% and expected percentage of targets met: 
This value would be used to decide the risk-control rate. 
The second group of metrics is for the actual profitability defined as follows.  
•  Actual total profitability: This is total actual profitability gained from 
Apple/Vodafone Cloud strategies, but the values are not disclosed.  
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•  Actual percentage of targets met: This is the percentage met 
according to the real profitability.  
•  Difference between 100% and actual percentage of targets met: This 
value would be used to calculate the risk-control rate later on. 
8.2.4  Revised OSM metrics: to account for non-disclosed information   
The original datasets would not include the real values of the expected and 
actual profitability. The main reason was that the Vodafone would not disclose 
this information. However, there is a value to disclose, which is the benchmark 
defined as a minimum value set by the Vodafone / Apple (Sekiguchi, 2010; 
Vodafone, 2010). In other words, OSM metrics are revised to deal with this 
limitation. Here is an example to illustrate. If the yearly performance 
benchmark is 2 billion US dollars, and the total actual profit is US $4 billion, 
and the total expected profit is US $3.94 billion, the actual ratio is 2 and 
expected ratio is 1.97. If the risk-control rate is 3%, it means even if the 
profitability target is short of 3% in the following quarter; it does not affect 
Vodafone’s overall profitability.  
Another benefit of presenting data in ratios is to allow stakeholders to 
understand more easily without presenting huge financial numbers. The ratio 
of expected to actual values is also useful for stakeholders and for data 
computation enabled by OSM methodology. Explanations for each revised OSM 
metric are as follows. 
•  Expected ratio, e: is the expected profitability over the benchmark. It is 
the expected rate of return for Vodafone / Apple strategies and is the 
expected return value for OSM. The forecasted value in each week was 
calculated based on the previous four weeks of data and was presented 
in ratios. In this way, expected targets were updated by using the most 
recent actual data as the input, and hence it provides a more realistic 
forecast. 
•  Actual ratio, a: is the actual profitability over the benchmark. It is the 
actual rate of return for Vodafone / Apple strategies and is the actual 
return value for OSM. The actual data including revenue and expenses 
was collected weekly, but was presented as ratios. 
•  Difference between 100% and actual percentage of targets met, r
c: is 
the percentage that if the targets are not met, it does not affect the  
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profitability. It is risk-control rate for OSM. Reasons are explained as 
follows. Firstly, the actual percentage of targets met is the value for 
reflecting reality in profitability. Secondly, it is the percentage that does 
not affect profitability if targets are not met. This helps stakeholders to 
know the extent of any potential profitability ‘buffer’. For example, the 
difference is 3%. If Vodafone/Apple is short of 3% for that target, it does 
not affect their profitability. It is a rate that allows the organisation to 
perform slightly below par without affecting their operations (such as 
closing down or scaling down) and profitability for the financial year.  
After defining OSM metrics and collecting data weekly, the next step is to 
calculate the rate of actual and expected return value and risk-control rate. 
8.2.5  How does OSM deal with data collection  
As discussed in Section 8.2.4, revenue and expenses were collected, each of 
which contained several categories of related information. Each entity may 
refer to a department’s weekly record, or a product’s weekly record. It became 
useful to organise required information in order. Here is an example for how to 
extract data.  
Scripts are written to capture and record data for revenue and expenses in 
arrays. Differences are calculated and put into another new array, which then 
becomes the input for actual data. If collaborators only provide the differences 
between revenues and expenses, then they can be used directly as the input 
for actual data. The Matrix function is a list of arrays and can be created easily 
by using MATLAB or Mathematica. 
Each time up to twenty data records were collected. Each dataset has each 
value (in percentage) for the expected ratio, actual ratio and risk-control rate 
for use in the OSM metrics. Under the columns of actual and expected ratios, 
“revenue” and “expenses” are most important information to extract. The data 
analyst can extract the average revenue and expense percentage value for each 
of actual and expected ratio and calculate profitability, which is the difference 
between revenue and expenses. To help in extracting the right revenue and 
expense percentage values and calculation of profitability for all datasets prior 
analysis, the code presented in Table 27 of Appendix G is used to collect the 
required data where each record corresponds to each dataset. Steps involved 
for Case 2 include the following:  
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1.  Create Matrix D, Matrix E and Matrix F  
2.  Store key revenue figures in Matrix D  
3.  Store key expenses figures in Matrix E 
4.  Find difference and update values in Matrix F 
5.  Check values in Matrix F again and exit. The expected data is with data 
analysts that the author has worked with, and then calculate the actual 
data together.  
555 data sets were collected for profitability analysis. Each dataset contains 
the expected return value, actual return value and the risk-control rate.  
There is another preliminary step involved to remove outliers among the 555 
datasets provided by Anastaya. As presented in Chapter 5, OSM requires all 
computed data plots within 95% confidence Interval (C.I) to be valid analysis. 
As discussed in Chapter 5, an averaging ratio is used for OSM data processing. 
The averaging ratio of 1:5 is used to get 111 representative datasets, where 15 
representative datasets are outside 95% C.I and thus are excluded in OSM 
analysis. A final 96 representative datasets (which means 480 of original 555 
datasets are used) are chosen, and is presented in Appendix G.  
As explained in Chapter 5 and demonstrated in chapter 6 and 7, the averaging 
ratio of 1:5 is used for OSM analysis to improve performance.  
Table 8-1 shows the key metrics for Case 2 and the original figure with outliers 
is presented in Appendix G. Likely reasons for having outliers may include: 
•  Demands were saturated at some point after the launch of iPhone/iPad. 
•  Prices were considered high for some customers, thus affecting the rate 
of adoption. 
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Table 8-1: Overview of OSM Case Studies: Metrics 2 
Type of data  Metrics 2: Costs 
Data in details  Profitability 
Risk-control rate 
(r
 c) 
Percentage of cases where profitability is not affected when 
targets are not met 
Measurement  Daily/weekly measurement for up to one and a half years. It 
measures ‘a’ for actual return values and ‘e’ for expected 
return values in the OSM formula (Section 5.1.2). 
Suitable way for 
measurement 
Obtain data via data analysts and an agreed data request 
process.   
Preliminary step  There are 555 valid datasets with an averaging ratio of 1:5 
used. Among 111 representative datasets, 96 
representative datasets (corresponding to 480 original 
datasets) are chosen since they are within 95% confidence 
intervals (C.I). 
OSM data 
processing 
96 representative datasets of an averaging ratio of 1:5 is 
used for OSM analysis. 
 
As described in Section 5.5.1 and 8.2.4, three OSM metrics are calculated while 
using OSM to process datasets in Appendix G: 
•  The actual ratio is the actual return value. 
•  The expected ratio is the expected return value. 
•  Difference between 100% and actual percentage of targets met is the 
risk-control rate. 
These three values are processed by OSM, which computes the statistics and 
then presents them by 3D visualisation on x, y and z axes. In addition, the 
comparative ratio is calculated to help to speed up the calculation since both 
the x and y axes can be plotted in 3D visualisation. 
8.2.6  Results for Case 2: OSM analysis for Apple and Vodafone 
profitability case study  
This section explains the output of OSM analysis.  
The OSM method was used to calculate risk and return on adoption of large 
computing systems. The quality and accuracy of the results is demonstrated by 
examining the statistics. Important statistics such as beta, standard error and 
Durbin-Watson test are recorded. Statistical results are presented in Table 8-2. 
Additional details are in Appendix G.  
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Table 8-2: OSM Case 2 for calculating Vodafone/Apple profitability 
Parameters  Value  Parameters  Value 
Beta  
76.26% of risks: 
external and 23.74%: 
internal 
 
0.93442  Durbin-Watson 
Pr>DW (negative 
autocorrelation: maximum of 1 
in favour of OSM, 6
th order) 
Positive p-values 
2.2268 
0.9488 
 
0.0512 
Standard Error  0.04371  Regress R-Square (99.99% C.I)  0.8415 
Mean  Square  Error 
(MSE) 
0.21990  Regress R-Square (95% C.I)  1.0000 
 
Interpretation of the results is as follows. For the three key statistics: 
•  Beta is equal to 0.93442. It is an acceptable value since it is still below 
1, but it is considered high compared to the two other results in Chapter 
7. This project has a higher volatility of uncontrolled risks due to 
competition and uncertainty in the market, even though the reward can 
be higher.  
•  Standard error is 0.04371 and is relatively low, which suggests there is a 
high consistency between all metrics with very few extreme data. 
•  The first order Durbin-Watson produces the positive p-value of 0.1828, 
which is slightly above the recommended value of 0.1. Durbin-Watson 
test is performed up to the sixth order to get a positive p-value under 
0.10, a minimum value required. Durbin-Watson is equal to 2.2268 and 
there is a high negative autocorrelation (0.9488) favouring OSM, which 
means there is a good quality of data and standard error. The positive p-
value is 0.0512. 
In addition: 
•  Mean Square Error (MSE) is 0.21990, which suggests the consistency 
between actual and expected return values is acceptable. 
•  Main Regression R-square is 0.8415, which shows regression has a good 
fit to all metrics and it is therefore optional to use another way to 
analyse data. Regression with 95% C.I is 1.000, which means all data fits 
well with regression. It also means 15.85% of risks are from the 
internals such as Cloud adoption strategies, and 84.15% of risks are  
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from externals factors. The possible reasons for this, supported by 
collaborating data analysts could be  
1.  Tough competition with other companies offering similar but 
cheaper services. 
2.  Other service providers offer innovative services such as watching TV 
on mobile phones and so on. 
The actual and predicted values for Vodafone are computed and presented as 
in Appendix G. Although Regress R-Square is above 0.5, it is useful to use a 
different other way to present data. Techniques such as Statistical and 3D 
visualisation allow stakeholders to understand data analysis easily. 
8.2.7  Case 2: Visualisation of results 
Similar to Section 7.3.2 and 7.4.2, the aim is to process datasets up to 99.99% 
confidence interval (C.I) to ensure a high quality of data analysis. Additional 
tests such as Residual and Cook’s distance tests are important to validate 
accuracy, with results presented in Figure 8-1. Residuals are within 1.0% and -
1.0%, which is a small range considering both actual and expected rate of 
return is between 21% and 26%. Residuals are close to 99% C.I although some 
data points have slightly drifted away, which suggest some datasets have 
either a higher actual rate of return together with a lower expected rate of 
return, or vice versa. Cook’s distance has a benchmark of 0.04%, which is a low 
value. 
 
Figure 8-1: Statistical visualisation of Residual and Cook’s distance tests 
for the Vodafone/Apple case study 
Figure 8-1 shows that two data points exceed benchmark. This may mean 
although two datasets are within 95% C.I during OSM computation, they are on  
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the line of the 95% C.I fits. The following step is to use 3D visualisation to 
investigate data points computed by OSM in greater details. Data is computed 
in Mathematica and the 3D visualisation models are presented in Figure 8-2 
and Figure 8-3 respectively, where Figure 8-2 is the default 3D model. This 
indicates a high return of between 21% and 25% additional profit as a result of 
selling the iPhone bundle. Figure 8-3 provides a more detailed view, which 
suggests its status of return and risk remains high and maintains a momentum 
upwards with a few additional unexpected results as spikes. The x-axis 
presents Vodafone’s actual rate of return (22-26%), the y-axis presents 
Vodafone’s expected rate of return (21-25%), and the z-axis presents risk-
control rate in market (2.0-4.0%). 
However, a foreseeable risk is that there will be more mobile network providers 
offering iPhone 4. Vodafone may lose profit to competitors such as Network 3 
or the Orange/T-Mobile joint venture. Thus they need to evolve their cloud 
business models. This may include exploring new territories or selling Android-
based mobile phones. Similarly, they may need to change to other cloud 
business strategies while competition for smart phone markets and other 
mobile service providers intensifies in coming years.  
 
Figure 8-2: 3D OSM case study for Vodafone 
•  x-axis: Vodafone’s actual rate of 
return (22-26%)  
•  y-axis presents Vodafone’s 
expected rate of return (21-25%) 
•  z-axis presents risk-control  rate 
(2.0-4.0%)  
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Figure 8-3: 3D OSM case study for Vodafone, detailed view 
The analysis of both figures confirms: 
1.  Both actual ratio and expected ratio are presenting high values between 
21% and 26%. There is a good consistency in the data, particularly the 
combination of the lower actual and lower expected ratios, or the higher 
actual and higher expected ratios.  
2.  Although there are a few spikes (with fluctuations), the movement of the 
data has an upward direction. This means the profitability has grown in 
the entire year. Both actual and expected return ratios have agreed with 
each other in the upward direction. This also means there is a high 
Regression R-square. 
3.  Risk-control rate is low and kept between 2% and 4%. This also supports 
the small differences between actual and expected ratios between 2% 
and 4%. Beta is slightly high, which means the movement of data can be 
subject to changes and potentially fulfils the “high-risk and high return” 
policy due to tougher competition in the market. 
An additional forecasting analysis computed by OSM will be presented in 
Appendix G. 
8.2.8  Summary of Vodafone/Apple case study  
This case study demonstrates that OSM can use cost data to calculate 
Vodafone/Apple profitability and risk-control rates. Their iPhone and iPad 
strategy has vastly improved profits with business performance between 22% 
and 26% even though Vodafone has challenges due to increasing competition 
and investment in India. 76.26% of risks are from external factors and probable 
•  x-axis: Vodafone’s actual rate of 
return (22-26%)  
•  y-axis presents Vodafone’s 
expected rate of return (21-25%) 
•  z-axis presents risk-control  rate 
(2.0-4.0%)  
  175 
reasons are explained. OSM may provide useful results for potential and 
current investors. 3D visualisation allows stakeholders to understand the 
implication of the data much easily than statistical analysis. 
8.3  The OSM Case Study 3: The iSolutions Group of 
University of Southampton focusing on Service 
Improvement  
The aim of this case study is to demonstrate OSM by using user data to study 
the rate of service improvement evaluated by users. As discussed in Chapter 5, 
this case study is to support that OSM can be used for large computer system 
projects focusing on user satisfaction. Service improvement is an important 
aspect in organisational Cloud computing adoption. Chowhan and Saxena 
(2011) explain the role of Customer Relationship Management (CRM) in their 
customer life cycle (CLC) perspective. They believe using CRM in CLO and 
Business Strategy perspective can improve service improvement and exceed 
their expectations due to high levels of customer satisfaction and support. 
Nick, Cohen and Kaliski (2010) explain that the development of virtual private 
clouds also requires good service improvement to guarantee the delivery of 
Cloud projects and user satisfaction.  
8.3.1  Background for Case 3  
The iSolutions Group (providing Information Systems and Services) of the 
University of Southampton have offered large scale computer facilities since 
2007 through a number of projects for students and staff, which have proven 
successful and popular, such as Cloud Computing, Grid Computing and HPC 
services. Those services were officially resumed in 2008, serving up to three 
thousand users across different campuses for different needs and challenges. 
The user feedback and rating has been recorded since 2008. Three years of 
data between 2008 and 2011 was obtained to study the impact of two of the 
large scale computing facilities: Cloud Computing and HPC services for 
University staff and students. The main objective of this investigation was to 
identify the rate of service improvement, as it is an important factor for 
supporting good system design, deployment and services including Cloud 
Computing (Chowhan and Saxena, 2011). The 2008/2009 survey gave 
management the ideas of what they were to measure and identification of  
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important areas for service improvement. In other words, their 2009/2010 and 
2010/2011 surveys were focused on key areas of service improvement and the 
use of OSM to select datasets suitable for analysis and interpretation of results. 
The 2008/2009 survey results are presented in Appendix G. 
8.3.2  Survey for Case 3  
Measurement for user satisfaction rate may vary between different 
organisations. This case study is aimed at identifying user’s evaluation in four 
areas defined by Corporate Planning and the iSolutions Group of the University 
of Southampton, which include 
•  Accessibility 
•  Adequacy of financial support 
•  Availability 
•  Sufficiency of support 
Survey is used as a research method to understand how users evaluate Cloud 
services annually. To address these four areas, four main questions were set. 
Each user has to provide a score from 0 to 10, where 0 means 0% and 10 
means 100% of service rating evaluated by users. The four main questions are  
a. I have adequate access to the equipment necessary for my research 
(Measuring ‘Accessibility’).  
b. There is appropriate financial support for research activities (Measuring 
‘Adequacy of financial support’) 
c. There is adequate provision of computing resources and facilities (Measuring 
‘Availability’) 
d. I have the technical support I need (Measuring ‘Sufficiency of support’) 
Since an important objective is to understand the service improvement before 
and after service adoption, investigations over a substantial period of time are 
relevant and useful to the final analysis. Instead of undertaking the survey for 
one year, the same questions were asked annually throughout 2009 and 2011. 
This allows stakeholders to monitor the yearly rating evaluated by users and 
identify areas for improvements each year. To meet OSM requirements, the 
expected scores were taken one year before the following survey. In other 
words, the breakdown of the survey is as follows.  
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•  Year 2009: expected scores for 2010 only. 
•  Year 2010: expected scores for 2010 and actual scores for 2009. 
•  Year 2011: expected scores for 2012 and actual scores for 2011  
All the users were asked these four questions to rate expected score for the 
following year and actual score for the year they took the surveys. Out of all 
responding surveys, there are 1140 valid entries. This means 1140 users filled 
in surveys completely. The same users must take part in these three years to 
constitute a valid dataset, with their student or staff IDs being checked to 
identify scores from the same users. Criteria for validating datasets will be 
presented in Section 8.3.5. 
8.3.3  The role of the author  
This section describes the metrics required for OSM and the role of the author 
in this case study. Unlike Vodafone/Apple, there is no any issue with releasing 
any data results in this case study. The two-year research data between 
2009/2010 and 2010/2011 of this case study was provided by the iSolutions 
Group. Although the author did not take part in the surveys, he contributed 
ideas during the two-year period and worked as a part-time data analyst for 
one month in 2011. The role of the author was similar to that described in 
Section 8.2.2, in addition comparing service improvements in each academic 
year to make suggestions to the iSolutions Group for results found. Since OSM 
requires expected and actual return values and risk-control rates, criteria are 
applied to ensure a high quality of data is obtained. The metrics, methodology 
and results presented in Section 8.3 were the author’s contributions. 
8.3.4  OSM Metrics for Case Study 3  
This section presents the ideal situation for OSM metrics if all the information 
in the datasets is provided. The first group of metrics is for the expected 
profitability defined as follows.  
Expected service rating: This is the expected return value for OSM. It was 
rated one year before the following survey. The average of four ratings 
(accessibility, finance, availability and support) per user is the expected score 
for each user.  
Actual service rating: This is the actual return value for OSM taken on the 
survey. The average of four ratings per user is the actual score for each user.   
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Risk-control rate: The iSolutions Group defines that each user has 200 
average requests per year. This is the value that they calculated between 2000 
and 2010 in the years that they began their Grid Computing projects. Since the 
risk-control rate is focused on the percentage of incidents reported per year, it 
is defined as the number of incidents divided by 200 per year. For example, if 
a user reports two incidents per year, the risk-control rate is 1%.  
Similar to Chapter 6 and Chapter 7, improvement in service rating is the 
difference between each comparison while having the same risk-control rate. In 
this case study, comparison is made each year. In other words, the difference 
in expected scores and actual scores per user are recorded as the valid dataset 
for OSM. If the risk-control rates are the same (or to be within 0.5% to have a 
high accuracy) 
•  Difference in actual overall scores: The difference between 2009/2010 
and 2010/2011 overall scores per user is the actual return value for 
OSM. It corresponds to the actual rate of service improvement. 
•  Difference in expected overall scores: The difference between 
2008/2009 and 2009/2010 overall scores is the expected return value 
for OSM. It corresponds to the expected rate of service improvement. 
•  Risk-control rate: The number of incidents experienced divided by the 
average number of services each user had, which was 200. Risk-control 
rate for each user must be the same, or within 0.5% difference between 
2009/2010 and 2010/2011. 
Here is an example to illustrate. In 2009, users rated expected scores as 5.5 
(55%). In 2010, they rated the actual scores as 6.0 (60%), and they rated for 
expected score in 2011 as 6.0 (60%). In 2011, they rated the actual score of 
6.5 (65%). In all these years, they had two incidents reported (over the average 
of 200 user requests), which was equivalent to 1%. From all the users’ rating, 
the expected rates of service improvement in 2009/2010 and 2010/2011 are 
5%. The actual rates of service improvement in 2009/2010 and 2010/2011 are 
also 5%. 
8.3.5  Criteria for selection of datasets   
As explained in Section 8.3.1, 1,140 users participated in the surveys. 
Selection criteria are required to identify the same users entering actual and  
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expected scores and the number of incidents reported. The selection criteria 
include the followings: 
1.  Selected users must answer all questions. Users need to have 
experience of using and receiving the services in 2009/2010 and 
2010/2011 each year for a minimum of 60 hours a year. This ensures 
that the users have sufficient experience of the services to make a 
reasonable judgement on the extent of the service improvement.  
2.  Risk-control rate was defined as the number of incidents which 
happened over the total number of services offered in one academic 
year. It was not the number of hours out of service as most users would 
not request services during a service outage. The incidents included 
technical fault, or network outage, or user certificate error, and 
excluded usability errors on the users’ part. The average number of 
services offered per user was the 200 confirmed by the University. If one 
incident happened during the academic year, the risk-control rate was 
0.5%. Users were required to enter the number of incidents which 
happened in 2009/2010 and 2010/2011. The risk-control rate must be 
the same (or not more than 0.5% difference) for each user. In order to 
use the average values. 
3.  As discussed in Section 8.3.1, selection criteria include choosing the 
same users for 2008/2009 (expected scores only), 2009/2010 
(expected scores for 2010; actual scores in 2009 and number of 
incidents in 2009) and 2010/2011 (expected scores for 2011; actual 
scores in 2010 and number of incidents in 2010). Averaged scores are 
obtained per user.  
4.  Point 3 makes comparisons between 2009-2010 and 2010-2011 
services much easier, which can be done by working out the difference 
between two score values for each user, which is equivalent to the rate 
of service improvement. User identities such as student or staff IDs were 
checked to confirm the real entries of data. Selected users’ identities 
were kept anonymous. 
As presented in Section 8.3.4, three metrics were collected per user. While 
using the criteria presented in Section 8.3.5 for selection of datasets, only 204 
users fulfilled these four criteria. Each valid user corresponds to a valid  
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dataset. In other words, 204 datasets can be used for analysis. Most of the 
users provide rating scores which are divisible by five due to the way the 
survey question rating (set by the iSolutions Group) is structured. The 
difference between overall scores in two successive academic years represents 
the rate of extent of service improvement. Similarly, the risk-control rate is the 
same for each representative dataset for the followings: 
•  The actual rate of improvement is the difference between 2009/2010 
and 2010/2011 for each year. 
•  The expected rate of improvement is the difference between 2008/2009 
and 2009/2010 for each user.  
The next step was to perform a preliminary OSM analysis. The objective is to 
identify any outliers, which means datasets outside 95% of confidence interval. 
Out of 204 datasets, 4 outlier datasets were identified and excluded from OSM 
analysis. Further feedback was obtained to identify the reasons behind it. All 
the four users reported that they had “high hope” on Cloud services and they 
said services were ordinary and efficiency was the same as before Cloud 
adoption. Their feedback was useful for the 2011/2012 improvement plan. In 
the end, only 200 datasets were qualified for OSM analysis. As discussed in 
Chapter 5, the averaging ratio is used to process data to improve the 
performance. The averaging ratio of 1:5 is used to get a representative of 40 
datasets in Appendix G. The details of results including the overview for 
Metrics 3 are presented in Table 8-3. 
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Table 8-3: Overview of OSM Case Studies: Metrics 3 
Type of data  Metrics 3: Users 
Data in details  Improvement in user satisfaction rate in the overall rating 
Risk-control rate 
(r
 c) 
Number of incidents happening in a year out of the average 
of 200 services each user had. 
Measurement  Yearly measurement between 2009 and 2011. Measured 
expected scores before each academic year, and measured 
risk-control rate and actual and expected scores before the 
end of each academic year. Same users must provide scores 
for 2009/2010 and 2010/2011. It measures ‘a’ for actual 
return values and ‘e’ for expected return values in the OSM 
formula (Section 5.1.3). 
Methodology  Compare the differences in 2009/2010 and 2010/2011 
data to work out the rate of service improvement.204 
datasets were available. After removing 4 outlier datasets, 
200 datasets are used for OSM analysis. 
OSM data 
processing 
An average ratio of 1: 5 is used because there is a good 
consistency between datasets confirmed by data owner and 
analysts. Calculate average values and sum up as 40 
representative datasets. 
 
8.3.6  Results for Case 3  
The OSM method was used to calculate risk and return relating to the adoption 
of large computing systems. The quality and accuracy of the results is 
demonstrated by examining the statistics. Important data such as beta, 
standard error and Durbin-Watson test are recorded. Statistical results are 
presented in Table 8-4. Additional details are in Appendix G. 
Table 8-4: OSM Case 3 for service improvement of the iSolutions, 
University of Southampton 
Parameters  Value  Parameters  Value 
Beta  
60.95% of risks: 
external and 39.05%: 
internal 
0.80043  Durbin-Watson 
Pr>DW (negative 
autocorrelation: maximum 
of 1 in favour of OSM) 
Positive p-value 
1.6175 
0.9021 
 
0.0979 
Standard Error  0.10615  Regress R-Square (99.99% C.I)  0.6095 
Mean Square Error 
(MSE) 
5.85622  Regress R-Square (95% C.I)  0.8009 
 
Interpretation of data of the three key statistics: 
•  Beta is equal to 0.80043. This is a medium-high value since it is still 
below 1. The project itself has a medium-high volatility of uncontrolled  
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risks. This means currently user satisfaction has divided opinions. 
Although most of the users had acknowledged the usefulness of Cloud 
services, some users provided feedback that there were still room for 
further improvement in Cloud services. The variation between users’ 
opinions also suggested that the management should take continuous 
service improvement more proactively. If services and improvements are 
not kept up-to-date before the next yearly survey, risk of dissatisfaction 
may rise. 
•  Standard error is 0.10615 and is relatively low, which suggests there is 
an extremely high consistency between all metrics with very few 
outliers. 
•  The first order Durbin-Watson: Result show that there is a high negative 
autocorrelation (0.9021) favouring OSM, which means a good quality of 
data and standard errors. The positive p-value is 0.0979 and is an 
acceptable value. 
In addition: 
•  Mean Square Error (MSE) is 5.85622, which suggests a wide variation 
between three different groups of users. The first group is the majority 
of around 60%, which has a fair expected and actual rate of 
improvement (between 5% and 10%). The second group consists of 
around 30% of the sample population and has a wide positive difference 
in expected and actual rate of improvement, which has 10% and 20% 
expected and actual rate of improvement. The third group consists of 
about 10% of the sample population and they have a higher expected 
rate of improvement than the actual rate, although both rates are 
positive. It is important to find out any reasons behind their scores and 
interviews with users should be undertaken before their next survey. 
•  Regression R-square is 0.6095 and it is optional to use 95% C.I to 
analyse. Regression with 95% C.I is 0.8009, which means all data fits 
well with regression. This means 39.95% of risks are from internal 
factors such as lack of training, different perceptions about Cloud 
services and 60.95% of risks are from external factors. The possible 
reasons based on some of the survey feedback could be:  
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1.  Services and improvements should be up-to-date. Some vendors 
employed by the University offer similar services for more than three 
years (except repackaging to work on Cloud) and some users 
comment that they see an innovative approach as an improvement 
rather than as a simple repackaging of the service. 
2.  Other organisations offer similar services to the University of 
Southampton. These services should follow a structured external 
framework or standard to improve their accessibility, adequacy of 
financial support, availability and sufficiency of user support as 
presented in Section 5.5.2. 
8.3.7  Case 3: Visualisation of results 
Similar to Section 8.2.7, a high level of data quality is examined, where 
Residuals and Cooke’s distance are used to assess the accuracy of data 
analysis. Referring to Figure 8-4, residuals are between -4% and 4%, which is an 
acceptable range when the rating of services is marked and converted to 100%. 
Residuals are close to 99% C.I with a few drifting further away. One likely 
reason is that 200 times of using the service per year is the average value 
calculated by the iSolutions Group, with some users exceeding this value and 
others having a lower value. The benchmark for Cook’s distance is 0.10%, 
where there is a data point exceeding the benchmark value. This refers to the 
last row of the dataset where the risk-control rate is the highest (4%), and the 
actual rate of improvement is lower than the expected rate of improvement. 
Although this dataset is within 95% of C.I during OSM regression and is not an 
outlier, the behaviour of this dataset is different than most of others in two 
ways. Firstly, the risk-control rate is the highest. Secondly, its actual rate of 
improvement is less than the expected rate of improvement, which is a 
minority compared to most of others in the dataset.  
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Figure 8-4: Statistical visualisation of Residual and Cook’s distance tests 
for the iSolutions Group, University of Southampton 
The next step is to identify the level of service improvement by 3D 
visualisation. The aim is to provide useful feedback to organisations adopting 
and providing IT services such as Helpdesk (Office of Government Commerce, 
2007; Hanna et al., 2009). Understanding the extent of improvement is 
essential for continuous service improvement and is a good indication for OSM 
analysis. Data has been carefully examined and computed in Mathematica to 
present the result as 3D visualisation. Based on the data, user satisfaction is 
largely dependent on user confidence and service improvement, which is a key 
indicator in the analysis.  
Figure 8-5 shows the 3D analysis and Figure 8-6 shows a 90 degree rotation on 
the vertical axis. The x-axis reflects an actual rate of service improvement 
between 5% and 20%. The y-axis reflects expected rate of service improvement 
between 5% and 20%. The z-axis shows risk-control rate between 0.8% and 
4.4%. In this case, risk free rate refers to the areas of service where the 
University will always receive highest rating, and often this refers to response 
time to incidents or requests within the time frame defined in the service level 
agreement.  
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Figure 8-5: 3D OSM case study for service improvement 
 
Figure  8-6:  3D  OSM  case  study  for  service  improvement  (90  degree 
rotation) 
The analysis of both figures confirms: 
1.  Both actual rate and expected rate of service improvement are 
presenting high values between 5% and 20%. There is a variation in the 
data, particularly the combination of the lower actual and lower 
expected rates, or the higher actual and higher expected rates.  
2.  The change in service improvement looks like a plane. This shows the 
level for service improvement is continuously progressive, where there 
are some areas on the ups and some areas on the downs. It should be 
•  x-axis: actual rate of 
service improvement (5-
20%)  
•  y-axis: expected 
improvement in user 
satisfaction (5-20%) 
•  z-axis: risk-control rate 
(0.5-4.0%) 
•  x-axis: actual rate of 
service improvement (5-
20%)  
•  y-axis: expected 
improvement in user 
satisfaction (5-20%) 
•  z-axis: risk-control rate 
(0.5-4.0%)  
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noted that Services offered by Cloud are challenging for operational and 
service management and the incremental improvement already suggests 
good progress has been made.  
3.  Risk-control rate grows to 4.5%. The likely reason is that some users 
may experience incidents, and they are often the ones with frequent 
usages of more than 200 times based on their feedback. It is important 
for the University to improve availability and additional support if Cloud 
services are the top of their agenda.   
8.3.8  Summary of OSM Case Study 3  
This case study demonstrates that OSM can use user data to calculate the 
University of Southampton’s rate of service improvement and risk-control 
rates. OSM results confirm that the level for actual and expected service 
improvement is progressive between 5% and 20%, which is higher than the 
expected values set by the University. Some users feel positive experience 
about services, infrastructure and platform, and they acknowledge the 
usefulness of Cloud services. The risk-control rate is kept between 0.5% and 
4.0% based on users’ experience. 60.95% of risks are from externals with likely 
reasons stated. 3D visualisation can expose valuable hidden insights from 
results and all the key data can be found and analysed in the 3D domain. 3D 
visualisation also supports 360 degrees rotation so it assists in any aspects of 
analysis and further investigation. 
8.4  A revisit for actual return, expected return and risk-
control rates 
This section is dedicated to the revisit of three OSM metrics: the actual return, 
expected  return  and  risk-control  rates.  A  high  quality  of  datasets  based  on 
these  three  metrics  is  used  for  OSM  analysis.  Key  statistics  such  as  beta, 
standard error, mean square errors, Durbin-Watson test and R-squared values 
are useful for stakeholders to know the return and risk associated with the 
adoption  of  a  large  scale  computing  system.  Stakeholders  can  understand 
whether the project has fulfilled the organisational targets and requirements 
for Cloud adoption, and interpretation about risks of their Cloud projects. Each 
case study presents its own risks and return analysis, and each can be used for 
different types of Cloud projects summarised as follows.  
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•  Improvement in efficiency: Two sets of experiments presented in Section 
7.2 and 7.3. 
•  Profitability: See Section 8.2. 
•  Service improvement: See Section 8.3.  
Future work includes obtaining cost-saving datasets and analysis for the phase 
two of Cloud development at Electronics and Computer Science, University of 
Southampton. Additional topics for discussions will be presented in Chapter 9. 
8.5  Summary  
This chapter, together with Chapter 6 and Chapter 7, answers the research 
questions “How do you model and analyse risk and return on adoption of a 
large computing system systematically and coherently?” and “Risk mitigation to 
system adoption”. Risk and return analysis from three selected case studies is 
presented to demonstrate OSM has a structured process for producing a high 
quality of analysis. Supporting case studies include improvement in efficiency, 
revenue focused and user satisfaction focused initiatives. Explanations are 
described and supported by outputs of OSM analysis. Results for both studies 
are summarised in Table 8-5. 
 
 
 
 
 
 
 
 
 
 
 
 
  
  188 
Table 8-5: Summary of case studies and contributions offered by OSM  
Organisations  Summary from Statistics  Summary of 3D 
analysis 
OSM 
Contributions  
Vodafone/ 
Apple 
The project has a higher 
volatility of risks due to 
competition and 
uncertainty in the market, 
even though the reward is 
higher. There is a very 
high consistency between 
all metrics with very few 
extreme data. There is a 
good quality of data, 
which has good standard 
errors and negative 
autocorrelation. 76.67% 
risks are from internals 
and are explained. 
x-axis: 
Vodafone’s 
actual rate of 
return (22-26%)  
y-axis: 
Vodafone’s 
expected rate of 
return (21-25%) 
z-axis: Risk-
control  
rate in market 
(2.0-4.0%) 
Their iPhone and 
iPad strategy has 
vastly improved 
profits and their 
risk and return 
status. 
iSolutions 
Group, 
University of 
Southampton  
The project itself has a 
medium volatility of risks. 
Service improvement is 
good but if improvements 
are not kept up-to-date 
before the next yearly 
survey, risks may rise. 
There is a high 
consistency between all 
metrics with very few 
extreme data. There is a 
good quality of data, 
standard errors and 
negative autocorrelation. 
55.00% of risks are 
external and are 
explained. 
x-axis: Actual 
rate of service 
improvement 
(5-20%)  
y-axis: Expected 
improvement in 
user satisfaction 
(5-20%) 
z-axis: Risk-
control rate 
(0.5-4.0%) 
 
 
The level for 
service 
improvement is 
continuously 
progressive. 
Users feel 
positive about 
services. There is 
a good rate of 
service 
improvement 
between 5% and 
20%. 
 
Each case study is unique, and has either a technical, or a revenue or user 
focus. While some papers (Ambrust et al., 2009; Brandic et al., 2009 a; 2009 b; 
Buyya et al., 2009; 2010 a) explain the technical added values offered by SLA 
aspects of Cloud Computing, none of them can address service improvement 
in detail and give a structured methodology for risk and return calculation and 
presentation. The emphasis of service improvement is an important aspect for 
risks and return analysis and should be managed and monitored by 
organisations adopting a large computing system such as Cloud adoption. 
These three case studies answer the first research question about how to 
calculate risk and return of Cloud adoption systematically and coherently. 
There are explanations about OSM including its computational analysis and  
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contributions to each project. The use of OSM can present the actual return 
values, expected return values and risk-control rates systematically and their 
outputs for key values such as beta, standard error, Durbin-Watson, R-square 
and mean square errors are explained. The use of statistical and 3D 
visualisation ensures a high extent of data accuracy is achieved and allows 
stakeholders to understand the overall review of Cloud adoption more easily. 
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Chapter 9.   Discussions 
This chapter provides a summary of discussions related to OSM. Topics include 
the revisiting of research questions; comparisons of results in all OSM case 
studies; a reproducibility case for other organisations; a revisit to OSM formula 
and limitation of this study and comparison with other approaches. OSM is the 
proposed model presented in Chapter 5, where analysis, interpretation of 
datasets and supporting evidences are described in Chapter 6, Chapter 7 and 
Chapter 8. A research objective is to demonstrate that the use of OSM and the 
supporting case studies can answer two research questions. An example is 
given to show how to reproduce similar results while following OSM 
methodology. Two types of comparison with other approaches are presented. 
9.1  Revisiting of research questions   
Two research questions are proposed where the first one is focused on a 
structured method for modelling risk and return and the second one is focused 
on the risk mitigation to using Cloud. This section explains how OSM steps and 
results between Chapter 5 and Chapter 8 can address these two research 
questions for this thesis. 
9.1.1  How do you model and analyse risk and return on adoption of a 
large computing system systematically and coherently?  
There are methods of analysing risk and return presented by Sharpe (1990), 
Featherman and Pavlou (2003), Lientz and Larssen (2006), Khajeh-Hosseini et 
al. (2010 a; 2011; 2012). However, their methods do not show the process of 
how to model and analyse risk and return by quantitative methods in detail. It 
becomes apparent that it is important to derive a structured method to 
recommend what the organisations should do when adopting a large 
computing system (including Cloud adoption), from their inception to their 
completion. While reviewing existing methodologies, none can address 
quantitative risk and return analysis for adoption of large scale computer 
system adoption. Hence, a structured method is required to present details in 
design, set-up and parameters in each case study used for adoption. The 
method should identify the right type of data for collection, and identify which 
parameters are dedicated for risks and return values, how to process datasets  
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and how to interpret the data analysis to reflect risk and return analysis of 
adoption. 
Organisational Sustainability Modelling (OSM) was developed to address the 
issues described above presented as follows. 
1.  OSM defines metrics for each of three input values: Actual return values, 
expected return values and risk-control rates for all case studies. These 
three variables are important to analysing risk and return.  
2.  Descriptions are provided to explain the relevance of metrics, data 
collection process, technical set up, experiments involved, how to 
manage controlled risk, how to process datasets and interpretations of 
results. 
3.  Output results such as beta, standard error, Mean Square Error (MSE), 
Durbin-Watson test, positive p-values, R-squared values, t-values, 
Residual test and Cook’s distance test can provide accurate analysis of 
risk and return in each case study. Confidence intervals of 99.99% are 
used to ensure a high level of quality in all of interpretations of results. 
4.  There are three case studies to support OSM as the model to analyse 
risk and return systematically and coherently. The NHS Backup project is 
the major case study to follow details in step 1 and 3 above, and explain 
all the processes involved from the beginning to the end of Cloud 
adoption. Results presented in Chapter 7 and Appendix F confirm that 
the use of Cloud solution can improve efficiency between 5.48% and 
5.94 % in the first set of experiments and between 7.98% and 8.42% in 
the second set of experiments. By following steps described in Chapter 
6 and Chapter 7 to manage risk-control rates, the expected execution 
time calculated by OSM to complete all backup in Cloud-based systems 
matches actual execution time to within 0.01%. 
9.1.2  Can the proposed method be used in risk mitigation of system 
adoption including Cloud? 
OSM presents a structured method to analyse risk and return for system 
adoption including Cloud adoption. Risk mitigation involves identifying the 
types of risks involved, management of controlled risks prior to the use of OSM 
method, interpretations from OSM results, and follow-up actions based on the  
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interpretations. Apart from descriptions in Section 9.1.1, additional evidence is 
presented as follows. 
1.  Risk-control rates must be kept at 5% and below. This is a first step to 
ensure that all experiments and validations are aware of controlled risk, 
and steps to manage them carefully in each case study. In the NHS case 
study, risk-control rates must be the same (or within 0.5% difference) on 
both systems to count for a valid experiment. This helps risk mitigation 
and a fair comparison.  
2.  Steps described in Chapter 6 and Chapter 7 can allow other 
organisations to perform the same experiments to achieve 99.99% 
accuacy between the expected and actual execution time in Cloud 
system. These steps also offer reliability to ensure that other 
organisations have reduced risk. Reproducibility is essential to scientific 
research (Post and Votta, 2005; Hey, 2009; Dalle, 2012). To illustrate 
reproducibility, a use case is presented in Section 9.3.  
3.  Policy presented in Section 6.4 ensures stakeholders, system architect 
and users are aware of risk. Good policies are always followed to reduce 
risk before the start of backup service. Investigations are performed to 
identify impacts due to network latency and file size for backup 
services. As presented in Section 6.5, 1% of failed job can cause 1% 
network latency. Results also show that 1GB and 10GB of file sizes are 
suitable for backup, which is the policy for backup service request. 
Issues for network latency, file size and file dependency are managed 
before and during experiments to reduce risk. 
4.  Calculations of beta and R-squared values can allow the organisations to 
understand the extent of their risk in the project. Causes of risks are 
identified and reported to the management. Appropriate actions are 
then followed up to ensure a continuous service improvement is always 
in place for all OSM case studies.  
9.2  The generalisation of the technique across different 
usage 
All OSM outputs and their interpretations have been discussed in Chapter 5, 
Chapter 7 and Chapter 8. Although each study is either technical, revenue, or  
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user focused, their outputs and analysis can interpret the risk and return status 
for each case study, and their discussions can justify whether system adoption 
including Cloud adoption is useful and meeting stakeholders’ criteria.  The 
OSM method was used to calculate risk and return on adoption of large 
computing systems. The quality and accuracy of the results is demonstrated by 
examining the statistics. Important statistics such as beta, standard error and 
Durbin-Watson test are recorded.  
9.2.1  The beta value    
Beta value represents the risk measure of uncontrolled risks and it must be 
under 1. In the first OSM case study, beta values are 0.51863 and 0.58484 for 
the first two sets of experiments (Case Study 1A and 1B). Both values are 
medium-low, which means the project is less likely to be exposed to a high 
extent of uncontrolled risk. The project can be managed properly with less 
exposure to risk while continuing using the steps described in Chapter 6 and 
Chapter 7 to perform backup and manage risk-control rate. In the second and 
third OSM Case Studies, beta values are 0.93442 and 0.80043 respectively. 
Both values are medium-high, meaning the project is more likely to be exposed 
to a higher extent of uncontrolled risk. Vodafone’s case study (Case Study 2) 
reflects that there is a higher extent of uncertainties and competitions in the 
market, which their management should take appropriate actions to reduce 
risk and improve revenues. In the case study (Case Study 3) of the iSolutions 
Group of the University of Southampton, the variations between users’ 
opinions suggested that their management should take continuous service 
improvement more proactively. If their improvements are not kept up-to-date, 
risk of dissatisfaction in more university departments may rise and they will 
receive less funding. 
9.2.2  Standard Error and Mean Square Error (MSE) 
Standard error can be used to measure accuracy with which a sample 
represents a population. Mean Square Error (MSE) is used to measure the 
consistency between the actual and expected return values of OSM analysis. 
Standard errors for Case Study 1A and 1B are 0.1103 and 0.2784. The low 
values suggest most of the metrics are close to each other with few instances 
of extreme data values. Their MSE values are 0.0017 and 0.00335, meaning 
the expected and actual values have a high level of consistency. Case Study 2 
has a low standard error of 0.04371 and MSE value of 0.21990, which suggests  
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there is an extremely high consistency between all metrics with very few 
instances of extreme data, including a high consistency between the expected 
and actual values. Case Study 3 has a standard error of 0.10615, which 
suggest most of the metrics are close to each other with few instances of 
extreme data values. However, its MSE value is 5.85622 and the high value 
suggests there is a wide variation towards the rating of services provided. The 
management should consider constructive criticism more proactively and 
ensure continuous service improvement is implemented in all their services.  
9.2.3  Durbin-Watson, negative autocorrelation and the positive p value 
Durbin-Watson is to test regression and should be above 1. Durbin-Watson also 
tests the existence of negative autocorrelation (favoured by OSM) which should 
be stay close to 1. Durbin-Watson can test the positive p-value which should be 
less than 0.1. For Case 1A and 1B, their Durbin-Watson values are 1.0637 and 
2.4743. Their negative autocorrelation values are 0.9992 and 0.8645, which 
are close to 1. Their p-values are 0.0008 and 0.0089, which shows that there is 
a high level of accuracy. 
For Case Study 2 and 3, Durbin-Watson values are 2.2268 and 1.6175. Their 
respective negative autocorrelation values are 0.9499 and 0.9021, which are 
close to 1. Their respective p-values are 0.0512 and 0.0979, which are under 
0.1. Comparing to Case Study 1A and 1B, Case Study 2 and 3 have higher p-
values because there are more fluctuated values (for example, higher expected 
return and higher actual returns and vice versa) in the datasets although data 
values are within a good 95% consistency. 
9.2.4  Regression R-squared values  
R-squared values are used to determine the percentage distribution of risk, and 
are either external or internal. It should be above 0.5 and should approach the 
theoretical value of 1, which means all risks come from the external source. In 
reality, this does not happen, which is supported by several studies (Teoh et 
al., 2006; Damodaran, 2008; Lee et al., 2009). Two Regression R-square values 
are used for OSM, including 99.99% C.I and 95% C.I. Case 1A and 1B have 
0.6836 and 0.6509 (99.99% C.I) for their R-squared values. This suggests that 
68.36% of risks are from the external and 31.64% for the internal for Case 
Study 1A; and also 65.09% of risks are from the external factors and 34.91% 
for the internal factors for Case Study 1B. But the important message for R- 
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squared values is to identify the types for external risks, which are explained 
and then confirmed by the project lead. These external risks and proposal for 
improvement are reported to the management who has approved plans to 
resolve ongoing and long-term issues.  
Case Study 2 and 3 have 0.8415 and 0.6095, (99.99% C.I) for their R-squared 
values. This suggests that 84.15% of risks are from the external and 15.85% 
are from the internal for Case Study 2; and also 60.95% of risks are from the 
external and 39.05% of risks are from the internal for Case Study 3. The 
important message for Case Study 2 is that the management of the 
collaborating organisation (which provides data) has reported to Vodafone 
about the change of strategies due to increased competition. For Case Study 3, 
types of external risks are explained and reflected based on survey feedback. 
The proposal for providing more proactive continuous service improvement 
has been reported to the management of the University of Southampton. 
9.2.5  T statistic values    
In least square regression, t-statistics is the regression coefficient divided by 
its standard error. A large t-value can suggest that the coefficient can be 
estimated to a good level of accuracy. The t-value should be above 2, the 
larger the value, the better the result is (Kossinets and Watts, 2006; Agresti, 
2010). The t statistic test offers the additional information to verify the 
accuracy of analysis and is presented in Appendix F and Appendix G. For Case 
Study 1A and 1B, t-values are 9.13 and 5.79, which indicate that analysis has a 
high level of accuracy. For Case Study 2 and 3, their t-values are 22.34 and 
7.70. Results for Case Study 2 are particularly good due to its extremely high 
value. The approximate Pr > |t| value is a measure to validate accuracy of t 
statistics, and the lower the value (as close as 0), the more accurate the test 
result is. All approximate Pr > |t| values for all case studies are less than 
0.0001.  
9.2.6  Residual and Cook’s distance test 
Both Residual and Cook’s distance tests are used in 99.99% C.I to verify the 
accuracy of data analysis. Data points in the Residual test must be as close to 
the 99.99% C.I line as possible. Cook’s distance computes a benchmark that 
data points should be below. Data points which exceed the benchmark means 
they are only suitable for 95% C.I fit. Residuals in Case Study 1A have all the  
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data points in line with 99.99% C.I and below the benchmark of Cook’s 
distance. Residuals in Case Study 1B have majority of data points close to 
99.99% C.I and below the benchmark of Cook’s distance. Residuals in Case 
Study 2 and 3 are close to 99.99% C.I, and reasons for some drifted data points 
are explained; either they are pairs of high actual values and low expected 
values or vice versa. There are 2 and 1 data points in Case 2 and 3 respectively 
that exceed the benchmark of Cook’s distance, suggesting these data points 
are only fit for 95% C.I. Both tests are to provide additional measurement for 
validate accuracy of OSM analysis. 
9.3  Reproducibility for another organisation 
Reproducibility is useful for scientists in a way that others can follow through 
the suggested approach to achieve similar results (Post and Votta, 2005; Hey, 
2009; Dalle, 2012). Three OSM case studies with their results and 
interpretations have been presented. This section describes one example about 
how another organisation, University of Greenwich, can use OSM and follow 
steps in Chapter 5, Chapter 6, and Chapter 7 for the following actions: 
•  Design the experiments for Sharepoint Cloud backup services and focus 
on measuring the improvement in efficiency. 
This is not another case study since it uses a smaller amount of data, and has 
a much smaller scale of implementation than the NHS case study. The 
emphasis is on reproducibility of the OSM method.  
9.3.1  Set up for Sharepoint Cloud backup service, University of Greenwich 
The University of Greenwich (UoG) has designed and developed Sharepoint 
2010 in-house service based on Cloud technologies. Sharepoint 2010 Cloud 
was used for course warehouse and backup of all the departmental documents. 
They developed their platform and application services from 2011 and the 
service was implemented in 2012. The comparison is between a Cloud system 
and a non-Cloud system hosted at a “System House” to measure the 
improvement in efficiency. They used the same system set up as described in 
Chapter 6 and Chapter 7, except the following: 
1.  There is only one server hosting Cloud storage to accommodate 8 TB of 
disk space. There is another non-Cloud system with highly identical 
hardware used, except there is only one route for network traffic.   
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2.  The network speed is 100 MBps at off-peak and 60 MBps at peak hours. 
Experiments were always performed in off-peak hours. The system 
analytics used at UoG confirmed network speed was maintained at 100 
MBps during off-peak hours. The distance between the system 
architect’s office and the System House is only 100 metres apart. 
3.  Comparison of experiments was only involved with “Course warehouse”, 
which contained all course descriptions and documents. It has about 
100 files of 1 GB data used for backup. This means there are only 100 
jobs each time. An extra two seconds were required for system update 
when a failed job happen. Experiments could take place at any off-peak 
hours before July 2012, the end of the internal test phase. There is no 
issue for file dependency. 
4.  Additional application services are developed for Sharepoint Cloud to 
improve its performance. 
   
 
 
 
 
 
 
Figure 9-1: The simplified deployment diagram before each experiment 
9.3.2  Results and interpretations of the Sharepoint Cloud backup service, 
University of Greenwich 
UoG followed the steps described in the previous three chapters and 
performed comparisons of backup experiments on the Cloud and non-Cloud 
systems. The risk-control rate was always maintained at the same level on both 
systems. The expected execution time was calculated before recording the 
actual execution time. Unlike the NHS case study, UoG only uses a smaller 
amount of data for backup, which means it was likely to have a smaller 
difference in the improvement in efficiency. Comparisons were performed 
between March 2011 and July 2012. Results of each experiment contribute to 
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one dataset. Altogether 102 experiments were performed to produce 102 
datasets. Among 102 datasets, a 95% C.I test was used to filter outliers, 2 
outlier datasets were removed, meaning 100 datasets were used. As discussed 
in Chapter 5, an averaging ratio is used to process datasets. The averaging 
ratio of 1:5 is used due to the smaller datasets involved to get 20 
representative datasets for OSM analysis. Datasets for UoG are available in 
Appendix G. Table 9-1 shows results of OSM analysis. 
Table 9-1: OSM reproducibility case for the University of Greenwich  
Parameters  Value  Parameters  Value 
Beta  
92.94% of risks: 
external and 7.06%: 
internal 
0.52272  Durbin-Watson 
Pr>DW (negative 
autocorrelation: maximum of 1 
in favour of OSM) 
Positive p-value 
1.4846 
0.9263 
 
0.0737 
Standard Error  0.1147  Regress R-Square (99.99% C.I)  0.9294 
Mean Square Error 
(MSE) 
0.00514  Regress R-Square (95% C.I)  0.9979 
 
Interpretation of output results is as follows. The three key statistics: 
•  Beta is 0.52272 and is considered a medium-low value. This suggests 
the project is subject to some volatility of risk. Although risk-control 
rate is still 4% and below, it should aim for a lower rate since 100 files 
are used for backup, which is not a big sample size. 
•  Standard error measures the accuracy with which a sample represents a 
population and is equal to 0.1147. The medium-low value suggests a 
good accuracy of data analysis. 
•  The first order Durbin-Watson is often used to test the regression, and is 
1.4846, an acceptable value above 1. The result also shows a negative 
autocorrelation of 0.9263. The positive p-value for the first order test is 
0.0737, which is an acceptable value below 0.1. 
In addition: 
•  The low value (0.00514) of the Mean Square Error (MSE) means there is a 
high consistency between actual and expected return values. 
•  The result for main regression is 0.9294. Regression for 95% C.I is 
required and the result is 0.9979. It also means 92.94 % of risks are  
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from the externals and 7.06 % of risks come from the internals. 
Confirmed by the project lead who is involved in backup, external risks 
are the same as described in Chapter 7. In addition, risk comes from the 
management who did not have sufficient funding to support Sharepoint 
Cloud until 2011. 
 
Figure 9-2: 3D visualisation for improvement in efficiency at UoG  
Figure 9-2 shows 3D visualisation of improvement in efficiency, with their x, y 
and z axes presented. Despite there being less data than those in Chapter 7, 
the shape of 3D visualisation shows a linear straight line similar to results 
presented in Chapter 7. In other words, when there is a low risk-control rate, 
both actual and expected rates of improvement in efficiency are low, and vice 
versa. 
 
Figure 9-3: Statistical visualisation of Residual and Cook’s distance tests 
for the University of Greenwich (UoG) 
x-axis: the actual rate of 
improvement (0% - 4.8%) 
y-axis: the expected rate of 
improvement (0% - 4.45%) 
z-axis: risk-control rate (0% 
- 4 %)  
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Residual and Cook’s distance tests are used to assess the accuracy of the 
analysis. Most of the data points are close to the straight line corresponding to 
99.99% C.I in Residual tests, and also under the benchmark line in the Cook’s 
distance. There is one data point distant from the 99.99% C.I line and the 
benchmark. This is likely because there are occasions where risk-control rates 
are 4%, with its actual rate of improvement is close to 4.8% and expected rate 
of improvement is close to 4.4%. Although all these values are under 5%, they 
are considered high when the majority of these values are 4% and below. This 
explains the position of the data point although it still fits 95% C.I. 
9.4  Revisit to OSM formula  
Section 5.1.3 explains the OSM formula and Section 7.1 further supports the 
establishment of this formula. Results and accuracy tests presented in Chapter 
7 and Chapter 8 can demonstrate that OSM data analysis have a high level of 
accuracy. The OSM formula for risk and return analysis presented as follows. 
c
c
r   - a
r   -   e
= β    (9-1) 
 
where β is the risk measure (gradient of regression), r
c is the risk-control rate, 
a is the difference in actual execution time in both systems and e is the 
difference in expected execution time in both systems. Additional explanations 
are presented to support this formulation. 
There are conditions required for the OSM formula presented as follows. 
1.  Risk-control rate must be the same, or not more than 0.5% difference for 
measuring both actual and expected return rates. Risk-control rate must 
be 5% and below (See Chapter 5, Chapter 6 and Chapter 7). 
2.  Metrics for each of risk-control rate, actual return value and expected 
return value must be defined. The process of set up, deployment 
(experiments, or surveys, or both) and data collection should be 
described scientifically (See Chapter 6, Chapter 7 and Chapter 8). 
Case studies presented in Chapter 6, Chapter 7 and Chapter 8 have defined 
what metrics, the process of set up and data collection, the management of 
risk-control rate and how variables in experiments can be controlled. The NHS  
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backup service is the major OSM case study to demonstrate these two main 
criteria. Key outputs for OSM analysis have been presented and interpretations 
have been explained to support the formula.  
The OSM formula can be used by organisations that adopt the similar 
approaches and processes as described in the thesis. These systems and Cloud 
adopting organisations can reproduce similar results by following the metrics, 
the process of data collection, beta calculation and the method to analyse 
datasets. The example presented in Section 9.3 is another supporting 
demonstration to show that this formula is applicable to beta calculation for 
system adoption including Cloud adoption. 
9.5  Limitations of the OSM Method   
This section describes the limitations of the OSM method in each case study as 
follows.  
1.  The NHS Case Study: The case study uses OSM for processing datasets 
as a result of comparisons of non-Cloud and Cloud backups. The main 
limitation is that all the files must have the fixed size such as 1 GB. OSM 
also checks file dependency by users and system architect and does not 
have automatic scanning to check file dependency thoroughly. OSM 
does not get in-depth for the details of each file, and is not involved in 
building up relationship between files. For example, if a patient has 
multiple tumour images, OSM only deals with 1 GB (or 10 GB) per file, 
and does not work out the relationship between each patient and their 
respective tumour images in the backup process.  
2.  The Vodafone Case Study: This is a partnership work with Anastaya (a 
consulting firm) that obtained the datasets. The first limitation is that 
the real values of expected and actual profitability are enclosed. Instead, 
the actual and expected ratios are given. The second limitation is that 
due to the nature of partnership, the interpretations of results cannot be 
checked with the executives of the Vodafone or Apple. 
3.  The iSolutions Case Study: Section 8.3.5 explained the selection criteria 
for valid datasets, only 200 valid users (and 200 datasets) are qualified 
for OSM analysis for 2009/2010 and 2010/2011. Since service 
improvement can be subjective for some users, a larger sample size is  
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preferred, which is the main limitation up-to-date. Future work will 
include users in several universities to ensure a large sample size and 
cross-university comparisons are possible. 
In addition, there is an overall limitation presented as follows. Current OSM 
method must ensure risk-control rates are properly managed and maintained 
5% and below. OSM methodology is not suitable for projects that have risk-
control rates over 5%. 
9.6  Comparison with other approaches   
This section presents comparisons between OSM and other approaches. The 
first comparison is focused on the methodology, including the extent of 
precision of risk and return.  The second comparison is focused on using the 
seven factors in Chapter 4 as the “key performance indicators” (KPIs).  
9.6.1  Comparison by methodology 
Comparisons with other approaches are described as follows. Buyya et al. 
(2009) show that their SLA framework applies across different domains such as 
IaaS, PaaS and SaaS. However, they assume all users and providers have a pay-
as-you-go payment model for public clouds but they neglect private clouds. 
Return and risk analysis is not confined just in the area of SLA. Klems, Nimis 
and Tsai (2008) propose a similar framework to demonstrate return and risk 
analysis but they do not have any quantitative proposal for measuring risk and 
return. Sharpe (1990) only proposes his CAPM model as a generic model for 
return and risk but he does not have any recommendation to control risk 
before analysis begins. Gentzoglanis (2011) has confirmed the use of CAPM as 
a model to measure return and risk and he proposes his EVA
TM framework to 
present ROI. He explains the rationale for his framework but has not presented 
details of his quantitative analysis. Skilton (2010) explains the shift of capital 
expenditure (CAPEX) to operational expenditure (OPEX) and pay-as-you-go 
models for the organisational use of Cloud Computing. He uses the Open 
Group’s Cloud Computing Reference Model (CCRM) which highlights key 
performance indicators (KPI) such as time, cost, quality and margin. He 
explains the elements in each KPI. However, there is no any quantitative 
method and there are no any case studies. Khajeh-Hosseini et al. (2010 a; 
2011; 2012) present case studies of organisations that adopt Cloud. They 
eventually propose their Cloud adoption toolkit. Although Khajeh-Hosseini et  
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al. (2010 a; 2011; 2012) claim to use quantitative approach, his method is 
largely based on qualitative technique. There are no detailed descriptions 
about how to use their method, and the metrics involved, reproducibility of the 
same results and algorithm of his toolkit. Compared with other approaches, 
OSM determines which areas to measure and also provides a structured 
method for risk and return calculations as demonstrated in three case studies. 
The summary of comparison with advantages and disadvantages in each 
approach is presented in Table 9-2 and Table 9-3. 
Table 9-2: Comparison of different approaches by methodology (Part 1) 
Approaches or 
Models  
Main strengths  Weaknesses  The extent of 
precision of 
risk  
Buyya et al. 
(2009; 2010 a) 
They are very 
focused on SLA. 
They have 
demonstrations in 
IaaS, PaaS and 
SaaS.  
 
They neglect private 
clouds. There are not 
enough demonstrations to 
support their SLA can 
analyse risk, perhaps at 
their future work. 
No. They 
mention 
accessibility 
but that is not 
accuracy. 
Klems, Nimis 
and Tsai (2008) 
They propose a 
framework to 
measure return and 
risk of Cloud 
adoption. 
 
They do not show any 
quantitative metrics and 
methods. There is no 
recent paper to update 
their work. 
No 
Sharpe (1990)  He proposes CAPM, 
a generic model for 
analysing return 
and risk. 
The model is not 
particularly designed for 
system adoption and 
additional work is 
required. The model has 
assumption such as “risk-
free rate” (including zero 
risk), and does not require 
dealing with risk control 
before the use of the 
model.  
 
No 
Gentzoglanis 
(2011) 
He proposes his 
EVA
TM framework, 
based on his 
improvement of 
CAPM model. 
He still adopts “risk-free 
rate” (including zero risk), 
and does not deal with 
risk control before the use 
of the model. 
No 
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Table 9-3: Comparison of different approaches by methodology (Part 2) 
Approaches 
or Models  
Main strengths  Weaknesses  The extent of 
precision of 
risk  
Skilton (2010)  He highlighted key 
performance 
indicator (KPI) such 
as time, cost, 
quality and margin. 
 
There is no quantitative 
method to measure 
metrics and calculate 
their impacts. There are 
no any case studies. 
 
No 
Khajeh-
Hosseini et al. 
(2010 a; 
2011; 2012) 
They explain their 
Cloud adoption 
well and eventually 
have Cloud 
adoption toolkit 
(CAT). They have a 
few case studies 
prior and after the 
development of 
CAT. 
 
His method is largely 
based on qualitative 
technique. There are 
analytics graphs. But 
there are no descriptions 
on which models or 
formulas to calculate. 
There is no consideration 
of reproducibility of 
results. CAT only analyses 
costs of CAPEX and OPEX, 
and is not focused on risk 
calculation. 
 
No 
OSM, this 
thesis 
The methodology is 
presented in 
Chapter 5. Case 
studies are 
presented in 
Chapter 6, Chapter 
7 and Chapter 8. 
Section 9.1 and 9.2 
show additional 
evidences.  
Limitation is presented in 
Section 9.5. 
Yes 
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9.6.2  Comparison by key performance indicators 
This section uses KPI to compare different approaches presented in Table 9-4 and Table 9-5. 
Table 9-4: Comparison of different approaches by key performance indicators (Part 1) 
Models 
 
KPIs 
Buyya et al. 
(2009; 2010 
a) 
Klems, Nimis 
and Tsai 
(2008) 
Sharpe (1990)  Gentzoglanis 
(2011) 
Skilton 
(2010) 
Khajeh-
Hosseini et 
al. (2010 a; 
2011; 2012) 
OSM, this 
thesis 
Usability  SLA has been 
widely used in 
Cloud 
Community 
Proposal and 
description of 
scenarios. 
Easy to use. 
Case studies in 
several papers. 
Proposal and 
description of 
scenarios. 
Proposal and 
description of 
scenarios 
A few case 
studies are 
presented 
There are 3 
supporting 
case studies 
Performance  They have 
some proof-
of-concept 
No any 
demonstration 
Demonstrated 
in a few papers 
Proposal only  Proposal and 
description of 
scenarios 
Analytics 
graphic is 
presented  
Demonstrated 
in the NHS 
Case Study 
Security  They have 
some proof-
of-concept 
Proposal only  Not applicable 
for original 
design 
No 
demonstration 
Proposal and 
description of 
scenarios 
Proposal 
only 
Use third 
party 
solutions 
Computational 
accuracy 
They have 
some proof-
of-concept 
No 
demonstration 
Some 
demonstrations 
but not by 
Sharpe 
Proposal only  No 
demonstration 
Proposal 
offered but 
no clear 
description 
99.99% 
accuracy 
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Table 9-5: Comparison of different approaches by key performance indicators (Part 2) 
Models 
 
KPIs 
Buyya et al. 
(2009; 2010 a) 
Klems, Nimis 
and Tsai 
(2008) 
Sharpe 
(1990) 
Gentzoglanis 
(2011) 
Skilton (2010)  Khajeh-
Hosseini et 
al. (2010 a; 
2011; 2012) 
OSM, this 
thesis 
Portability  They have 
some proof-of-
concept 
Proposal only  Not 
applicable 
for original 
design 
Proposal only  No 
demonstration 
A few case 
studies are 
presented 
It can be 
used for 
different 
systems 
Scalability  They have 
some proof-of-
concept 
Proposal only  Not 
applicable 
for original 
design 
Proposal only  Proposal and 
description of 
scenarios 
They have 
some proof-
of-concept 
It can be 
used by 
different 
cases, and 
can analyse a 
large amount 
of datasets 
Industrial 
norms 
Some vendors 
use similar 
approaches 
Not as yet  It has been 
widely used 
Not as yet  Proposal and 
description of 
scenarios 
Rightscale 
bought his 
work 
Proposal and 
description 
of scenarios 
Overall  SLA is suitable 
for most of 
KPIs but is not 
particularly 
used for risk 
calculations 
Their 
framework has 
good elements 
but no 
implementation 
It is a generic 
model but 
additional 
work is 
required, 
particularly 
for risk 
A good 
proposal but 
no 
implementation 
and 
demonstration 
A good 
proposal but 
no 
implementation 
and 
demonstration 
A good work 
but it should 
show more 
quantitative 
method and 
analysis 
Improved 
work will be 
updated  
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Table 9-5 shows comparisons of all approaches by using key performance 
indicators (KPIs) used in Chapter 4. Method proposed by Klems, Nimis and Tsai 
(2008), Skilton (2010) and Gentzoglanis (2011) are proposals only and have 
limited demonstrations on the quantitative risk and return analysis of Cloud 
adoption. The model proposed by Sharpe (1990) is a generic method widely 
used but is not applicable in a few areas for organisations to measure their risk 
and return in system adoption including Cloud adoption. Methods proposed by 
Buyya et al. (2009; 2010 a) and Khajeh-Hosseini et al. (2010 a; 2011; 2012) 
have met most of criteria and they have proof-of-concepts in their 
demonstrations to support the validity of their approaches. Explanations for 
how OSM has met each criteria are presented throughout the thesis. However 
limitation of this study is presented to show that future work is required to 
improve the quality of OSM. 
9.7  Summary    
This chapter describes important topics for discussions and explains how steps 
and results involved with OSM can answer two research questions. 
Demonstrations and supporting evidences between Chapter 5 and Chapter 8 
confirm that the use of OSM can achieve the following: 
•  It can model and analyse risk and return on adoption of a large 
computing system systematically and coherently 
•  It can be used in risk mitigation of system adoption including Cloud 
adoption and can be used by other organisations. 
An example of Cloud adoption used by the University of Greenwich (UoG) can 
support reproducibility in science. UoG uses steps and process required by the 
first OSM case study for their Sharepoint Cloud backup service. They have 
demonstrated improvement in efficiency. In addition, the OSM formula can be 
used to aid other organisations to calculate their beta risk value while 
identifying and managing expected return value, actual return value and risk-
control rate systematically. 
Comparisons between results of all case studies are discussed. While using 
OSM, 99.99% confidence interval is used to maintain a high quality of analysis. 
The following key results can indicate the risk and return status of system 
projects including Cloud projects.  
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•  The beta value: It should be low and below 1. If a project is above 1, it is 
exposed to a high extent of volatility. 
•  Standard error and Mean Square Error (MSE): Both values must be as low 
as possible.  
•  Durbin-Watson and positive p-value: Durbin-Watson value should be 
above 1, and has negative autocorrelation value close to 1. The p-value 
must be below 0.1. 
•  Regression R-squared values: R-squared values must be above 0.5 for 
99.99% C.I. The R-squared value represents the percentage distribution 
of risks for external and internal risk.  
•  T statistic value: It should be above 2 and as high as possible. All the 
approximate Pr > |t| values must be as low as possible and close to 0. 
•  Residual and Cook’s distance test: Data points in Residual test should 
be as close as to 99.99% C.I line as possible. Data points in Cook’s 
distance should be below the computed benchmark. 
Comparisons with other approaches are presented as follows: 
•  Strengths and weaknesses of each selected approach are presented. 
OSM is the only approach offering a high extent of precision of risk and 
return analysis. 
•  Key performance indicators (KPI) in Chapter 4 are used to compare all 
selected approaches. Apart from OSM, methods proposed by Buyya et al 
(2009; 2010 a) and Khajeh-Hoseeini et al (2010 a; 2011 a; 2011 b) have 
met most of KPIs.  
All OSM case studies have all the results fulfil all the above stringent 
requirements to ensure a high quality of data analysis.  
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Chapter 10.   Conclusion and Future Work  
This chapter summarises the discussions from all chapters related to system 
adoption including Cloud adoption to consolidate justification and 
demonstrate risk and return analysis for organisations that adopt Cloud. The 
proposed OSM method was explained including the steps and process involved 
with support from three case studies. Important topics related to summary of 
the OSM method are presented with the breakdown of this chapter as follows 
1.  Summary of discussions  
2.  Research contributions in summary  
3.  Details of future work 
4.  Research goals for future milestones 
Future work will address limitations of OSM method and help OSM support 
future research projects. 
10.1 Summary of discussions   
There are topics of discussion for each chapter and the most important 
messages are presented here.  
Large computer systems including Cloud Computing are used in organisations 
to improve return of system adoption in technical performance, efficiency and 
collaboration. However, there are risks associated with using these systems, 
which are categorised as uncontrolled risk (beta) and controlled risk (risk-
controlled rate). Managing risks and improving on the benefits becomes 
important during and after the development of such systems. Organisations 
that have adopted computing systems including Cloud need to see a structured 
way to measure key metrics and model risk and return analysis. Existing 
approaches are either not reproducible, or are unable to compute uncontrolled 
risk associated with return of system adoption. Hence, the motivation for this 
research is to develop a model to compute risk and return systematically and 
coherently. The benefit of doing so allows stakeholders to understand whether 
risks for adoption are manageable in the form of risk-control rate, calculations 
of beta to understand the status of uncontrolled risk and interpretation of 
results including R-squared values. In addition, the actual return and expected  
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values in regard to risk-control rate can be presented for risk and return 
analysis. 
The choice of a suitable model is important for calculating the extent of the 
benefits and risks. Before the introduction of a proposed model, suitability of 
existing models is investigated. A selected model is Capital Asset Pricing 
(CAPM) since it is a generic model for analysing return and risk, whilst Monte 
Carlo Simulation (MCS) is suitable for specialised sectors such as finance. 
However, CAPM has two limitations. Firstly, CAPM lacks the capacity to handle 
thousands of datasets at once. Secondly, CAPM needs to be redesigned to 
calculate risk and return for a large computer system adoption including Cloud 
adoption. A new approach was required to improve on these two major 
aspects. This research proposed OSM as that approach. 
OSM has an improved methodology and formula based on CAPM. OSM can 
compute thousands of datasets at once and is designed for Computing 
(including Cloud Computing) rather than being a generic model for risk and 
return. Performance between OSM and CAPM is compared showing OSM has a 
better performance than CAPM both in a test of processing 2,000 datasets and 
in an exhaustive test. While identifying and collecting metrics for actual return 
values, expected return values, risk-control rates, OSM can calculate key values 
including beta, standard error and Durbin-Watson (with negative 
autocorrelation) to interpret the collected datasets. A project with good Cloud 
adoption should have the following:  
•  Low beta: the project has lower uncontrolled risk.  
•  Low standard error: Results of collected datasets have high consistency 
between one another. 
•  Durbin-Watson: The value is above 1, and negative autocorrelation test 
is as close as to 1 as possible. The p-value must be below 0.1. 
•  R-squared values can identify the proportions and sources of beta risks. 
It should be above 0.5 and below 1.  
•  Mean Squared values, positive p-values, Residual and Cook’s distance 
tests should have low values to support accuracy of OSM analysis. 
Statistical and 3D visualisation can be presented by OSM to display all input 
values from analysis. Residual analysis and Cook’s distance test in statistical  
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visualisaiton are used to ensure the accuracy of results. The use of 3D 
visualisation can check data consistency to ensure there are no outliers, which 
appear as spikes and bumps, amongst the data points. Additionally, this has 
the advantage that the stakeholders can understand the interpretation without 
prior statistical knowledge. To support validity of OSM, three case studies were 
presented in this thesis as follows:  
•  National Health Service (GSTT and KCL) — technical focus, improvement 
in efficiency 
•  Vodafone/Apple — cost focus, profitability 
•  The iSolutions Group, University of Southampton — user focus, service 
improvement. 
The NHS case study is the major case study supporting the validity of OSM. It 
describes the set up for both Cloud and non-Cloud systems, the controlling of 
variations affecting comparisons of backup experiments and how errors are 
managed prior and during comparisons of backup experiments. Factors that 
affect the technical performance, file size and network latency, are taken into 
consideration in the design of comparisons of backup experiments.  
While using the OSM method, the expected execution time to complete all 
backup in Cloud systems is 99.99% close to the actual execution time. In 
addition, the Cloud system has an improvement of efficiency between 5.48% 
and 5.94% in the first set of comparisons and between 7.98% and 8.42% in the 
second set of comparisons. Additional tests are used to ensure data analysis 
has a high degree of accuracy. Interpretations of OSM regression outputs 
present risk and return analysis for the NHS case study, and inform 
stakeholders about the status of their Cloud project, identification of risks and 
their likely causes.  
In the review of OSM method, the metrics, the process of processing datasets 
and interpretation of data analysis are presented with their rationale explained. 
All three case studies confirm there are benefits for adoption a large computer 
system such as Cloud, in terms of getting good actual return values that are 
slightly above the expected return values. The benefit of presenting results in 
terms of risk and return can be stated as follows.  
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•  By providing a structured way to manage risk-control rates, it ensures 
that the adopting organisations collects OSM metrics weekly (or 
regularly) and are aware of the status of controlled risks at all times.  
•  If the OSM analysis show that the beta is a medium-high value (above 
0.8 out of 2), then causes and sources of risks have to be taken into 
account for continuous service improvement. Risks can be managed 
during and after adoption.  
•  The regular tracking of the actual return values helps adopting 
organisations to be aware of their efforts while working towards their 
targets. In this way, stakeholders can understand the gap between the 
actual and expected return values, allowing improvement in their work 
on a regular basis. 
The OSM method is also compared with similar approaches. The first 
comparison is focused on the methodology including the accuracy and data 
consistency tests of risk and return. OSM is the only methodology that goes to 
99.99% of accuracy in analysis with support from test results. The second 
comparison is focused on key performance indicators (KPI): OSM, meet all of 
the criteria. In addition, OSM supports reproducibility, which is an important 
element in science. 
10.2 Research Contributions in summary 
Research contributions can be demonstrated by the work in response to 
research questions. This section explains research contributions in summary 
and supporting evidences presented in Table 10-1.  
10.3 Details of Future Work 
Limitations of the OSM method were described in Section 9.5. An objective for 
future work is to address the limitation of OSM method and consolidate OSM 
by demonstrating more supporting case studies. There are four future projects 
presented in this section. 
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Table 10-1: Summary of work for research questions 
Research 
questions 
Research Contributions in summary  Supporting 
evidences 
How do you 
model risk 
and return of 
adoption of a 
large 
computer 
system 
systematically 
and 
coherently?  
OSM is a new method to model risk and return 
for organisations for system adoption 
including Cloud adoption. It offers up to 
99.99% accuracy in analysis of risk and return. 
OSM has an improved methodology to define 
metrics and is able to process thousands of 
datasets at once.  
OSM helps organisations that adopt Cloud to 
model actual return values, expected return 
values, risk-control rates. Stakeholders can 
understand results and their interpretation 
easily. 
The analysis and interpretation of results 
helps organisations that adopt Cloud to 
understand the status of risk and return of 
their Cloud projects in details. There are three 
case studies to support OSM. The NHS case 
study supports the control of variations, 
dataset processing and result analysis. 
The 
methodology 
was described 
in Chapter 5. 
Three case 
studies were 
presented in 
Chapter 6, 
Chapter 7 and 
Chapter 8. 
Section 9.1 also 
explained how 
the work in this 
thesis can meet 
this research 
question. 
Can the 
proposed 
method be 
used in risk 
mitigation of 
system 
adoption?  
 
All risk-control rates are kept 5% and below. 
This can ensure all projects have manageable 
risks in the process of system adoption 
Mini-experiments with regard to file size and 
network latency (downgrade factors) are 
undertaken to investigate its impacts. 
Calculations of beta and R-squared values 
allow organisations to understand the extent 
of risks to their projects. Causes of risks are 
identified and reported to the management.  
OSM supports reproducibility. This offers 
reliability. Other organisations will have 
reduced possibility of encountering 
unexpected risk. 
Same as above 
 
10.3.1 Extension of OSM to cost-saving 
The cost-saving projects will be investigated and presented to the Cloud 
Computing audience. Instead of comparing Cloud and non-Cloud system for 
cost-saving, the comparison for the next stage will be between two Cloud 
systems at Electronics and Computer Science (ECS), University of Southampton. 
The first Cloud system was developed in 2007 and was completed in 2009. 
Although the system was able to serve ECS, the focus was on proof-of-concepts  
  214 
that Cloud would be able to deliver educational services. The design and 
implementation did not emphasise on building energy-efficient solutions. The 
second Cloud system started in 2010. It will be completed in January 2014. 
The second system can provide more virtualised machines (VMs; fifty VMs per 
physical server) and is built on an energy-efficient design. The power 
consumption per physical server is between 35% and 40% lower than the first 
system based on the collected information from the author. Future work will 
compare cost-saving due to electricity and operational costs of these two 
systems. The duration of work will take about one year. This also explains why 
ECS cost-saving is not included in the current OSM case studies. 
10.3.2 Supporting reproducibility of OSM on technical improvement in 
efficiency 
The NHS case study was presented in Chapter 6 and Chapter 7 to demonstrate 
the improvement in efficiency of using Cloud system. The lessons learned such 
as the steps and process involved in OSM werer reproducible at the University 
of Greenwich to support the validity of OSM method. The plan is to 
demonstrate reproducibility at another institution. Leeds Metropolitan 
University received Cloud funding to develop future Cloud services for 
education. A similar Cloud project will be planned and will follow the steps and 
process involved in OSM to support reproducibility. 
10.3.3 Security of the Cloud systems 
Currently OSM is not involved with security and privacy research. In the process 
of building non-Cloud and Cloud systems, security applications were used and 
integrated with both systems. Demonstrations of security applications and 
services will be summarised and written for publication.  
10.3.4 Big data research 
Big data research has become popular in general computing research due to 
the growth of data used and the complexity of interacting with multiple 
applications. There are research projects that focus on presenting big data as 
statistical and visualisation services. Currently OSM can support statistical 
visualisation that demonstrates key output values including beta, standard 
error, Durbin-Watson and R-squared values. OSM supports 3D visualisation to 
present datasets in terms of actual return values, expected return values and 
risk-control rates to allow stakeholders to understand the interpretation of data  
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analysis more easily. Additional work on further improvements will be 
developed to help OSM support big data research. 
10.4 Research Milestones 
There are five areas for future work, which are divided into 1-, 3- and 5-year 
milestones with specific research goals and tasks to be completed for each. 
The emphasis is on the consolidation of projects that use OSM, publication and 
funding. See Table 10-2. 
Table 10-2: Research milestones for the next 1, 3 and 5 years 
Research 
goals/tasks 
1 year milestone  3 years milestone  5 years milestone 
Extension of 
OSM on cost-
saving 
• Another Cloud 
development 
system will be 
completed 
• Apply for 
funding 
• Collect metrics 
for analysis 
 
•  Improve on the 
methodology on cost-
saving 
•  Apply for funding 
•  Publish in good journals 
for University of 
Southampton and Leeds 
Metropolitan case 
studies 
•  Build the third 
Cloud system that 
has more 
capabilities for 
energy efficiency 
•  Apply for funding 
•  Publish in good 
journals 
Supporting 
reproducibility 
of OSM on 
improvement 
in efficiency 
• Build a backup 
system at Leeds 
Metropolitan 
University 
• Apply for 
funding 
 
•  The backup system will 
be completed and will 
provide services to 
users. 
•  Apply for funding 
•  Collect metrics for 
analysis 
•  Reproduce similar 
systems for other 
collaborators 
•  Apply for funding.  
•  Publish in good 
journals 
Security of the 
Cloud 
systems 
• Describe and 
consolidate on 
security 
solutions of the 
NHS Storage 
systems  
• Apply for 
funding 
• Write up and 
submit to a 
journal 
•  Improve on the 
efficiency of data 
security and privacy on 
the Cloud 
•  Work with collaborators 
•  Apply for funding 
•  Publish in good journals 
•  Collect metrics for 
analysis 
•  Develop an 
improved 
prototype with 
collaborators 
•  Apply for funding 
•  Publish in good 
journals 
Big data 
research 
• Improve on 
existing data 
visualisation 
technique 
based on OSM 
• Write up and 
submit to a 
journal 
•  Integrate Cloud Storage, 
data visualisation and 
security as a prototype  
•  Work with collaborators 
•  Apply for funding 
•  Publish in good journals 
•  Collect metrics for 
analysis 
•  Consolidate big 
data research and 
integration with 
other services 
•  Apply for funding 
•  Publish in good 
journals 
•  Collect metrics for 
analysis  
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Appendix B.  Background Literature for 
models analysing risk and return 
 
This section further explains the background literature and gives further detail 
on the ratings for models analysing risk and return (as discussed in Chapter 4). 
4.2.2 The scores, rationale and interview feedback for rating four models  
Honsono et al. (2009, 2010) presented his framework and explained how 
seven factors for systems/applications could be rated. They use the scoring 
system to provide an overall rating of different modelling methods; each 
element can score a maximum of 10 points. The rationale is as follows: 
•  A score between 1 and 3 is considered as a poor standard.  
•  A score between 4 and 6 is considered as average.  
•  A score of 7 is considered satisfactory.  
•  A score between 8 and 10 is considered excellent. 
Honsono’s rating system can be used to evaluate the four models discussed in 
Chapter 4. Honsono also conducted an expert review on their scoring system 
and the evaluation of their scoring system to rate other model. An interview 
was conducted to compare the expert review of his research team and their 
results in 2011. The results can be summarised as followed (Hosono, 2011). 
Monte Carlo Systems (MCS), maximum score is 70 
Usability: Some MCS tools are easy to use and some tools require further 
training. The overall score is 6 because at last 60% of the tools are easy to use 
and their manuals are self-explanatory. The other 40% of the tools require 
specialised knowledge about financial modelling to compute complex models.  
Performance: Performance on MCS is good. Computation takes a short time to 
get results. The score is 8. 
Security: MCS needs third party software and is not a model with a high level 
of security. Basic authentication and authorisation can still be achieved. As a 
result, the score is 4. 
Computational accuracy: Computational MCS results are accurate. Some 
banks have used MCS to calculate pricing and risks, and model results are  
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close to the actual values. But MCS requires the model to have accurate input 
values before getting the final results. This level of data-dependency is a 
limitation to preventing it from scoring 10. The overall score is 8. 
Portability: MCS is highly portable in most of the systems. All operating 
systems and computational devices can run MCS applications. The overall 
score is 9. 
Scalability: MCS tools are highly scalable. It can run on a single processor 
desktop, or clusters of high-end servers. Input variables can be highly 
adaptable to a wide range of values. Thus, the overall score is 9. 
Industrial norm: MCS is widely used in industry, particularly in the finance 
sector. The overall score is 9. 
Black Scholes Model (BSM), maximum score is 70 
Usability: Users need to have financial mathematics and programming 
backgrounds to model BSM. Due to the complexity in the model and the way to 
use the model, the overall score is 3. 
Performance: Performance on BSM is good. Computation takes a short time to 
get results. The score is 8. 
Security: BSM needs third party software and is not a model with a high level 
of security. Basic authentication and authorisation can still be achieved. As a 
result, the score is 4. 
Computational accuracy: Computational BSM results are accurate. BSM is 
known for computing risks, and also presenting complex risk models into 
visualisation. Accuracy is high and has a score of 8. 
Portability: BSM needs specific set ups and also requirements to define input 
variables. Not all systems can run BSM fully. This makes BSM available and 
portable on some systems. Thus, the score is 6. 
Scalability: BSM needs problem-specific configuration, and input variables 
need to be defined prior to computation. This makes BSM less scalable due to 
constrained options, although BSM can function well on desktops or clusters of 
high-end servers. The score is 4. 
Industrial norm: BSM is a specialised area in computational finance. It is less 
popular than MCS although is mainly used for risk modelling. The score is 5.  
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Autoregressive integrated moving average (ARIMA), maximum score is 70 
Usability: ARIMA is a complex model which needs specialised knowledge for 
computation. Although some efforts in R language have been made to make it 
easier to use, the usability is not its key strength for modelling, as it requires a 
specialised knowledge before it can be used. Thus, the score is 3. 
Performance: Performance on ARIMA is good. Computation takes a short time 
to get results. The score is 8. 
Security: BSM needs third party software and is not a model with a high level 
of security. Basic authentication and authorisation can be achieved on the R 
platform, which is the only platform known in the market. As a result, the 
score is 4. 
Computational accuracy: Computational ARIMA results are accurate and 
reliable. Actuarial experts adopt ARIMA since it is commonly used for 
forecasting. However, there are still minor differences between calculated and 
actual results. Hence, the score is 8. 
Portability: ARIMA needs problem-specific configuration and definition of 
input variables. Not all systems can run ARIMA fully. This makes ARIMA 
available and portable on some systems. Unlike BSM, ARIMA has the additional 
dependency constraint to platforms that can use R. Thus, the score is 5. 
Scalability: ARIMA needs problem-specific configuration, and input variables 
need to be defined prior to computation. This makes ARIMA less scalable due 
to constrained options, although ARIMA can function well on desktops or 
clusters of high-end servers. Unlike BSM, ARIMA has another dependency on 
platforms that can use R. Thus, the score is 3. 
Industrial norm: ARIMA is a specialised area in computational finance. It is 
less popular than MCS although it is mainly used for actuarial science. The 
dependency on R makes the score lower than BSM. Thus, the score is 4. 
Additional information: Monte Carlo Simulation for finance 
Other than CAPM, MCS (Monte Carlo Simulation) is the next available model for 
risk analysis. The difference between MCS and CAPM is that MCS requires more 
inputs than CAPM. MCS inputs often include call price, put price, value for 
volatility, maturity, risk-free rate, number of simulations and time steps  
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(Mcleish, 2005; Bernard and Cui, 2011). The challenge for using MCS is to 
define these additional metrics, which should translate from the finance sector 
to the IT/technical context, and so relate to the enterprise activities directly as 
a result of a Cloud computing system adoption.  
However, MCS is widely adopted in the finance sector to predict suitable call 
and put prices, calculate the volatility and predict the best time to sell/buy 
(Agopyan et al., 2011; Bernard and Cui, 2011 and Peng et al., 2011). MCS can 
be used for Cloud adoption in finance, or in a sector where accuracy for 
computational prediction plays an important role. Bernard and Cui (2011) 
present a detailed case for using MCS in finance. They show that MCS can work 
well combined with other financial modelling methods simultaneously to 
provide more accurate results for prices, risks and maturity. Agopyan et al. 
(2011), Bernard and Cui (2011) and Peng et al. (2011) demonstrate that MCS 
can be used for high-volume trading and high-volatility calculations.  
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Appendix C.  OSM experiments for using 
different averaging ratios 
 
The same datasets as described in Section 5.5 and 5.6 are used for this 
Appendix. Experiments include using different averaging ratios and output 
results. Key indicators to differentiate suitable averaging ratios are standard 
error and mean square errors, because these values can determine how far the 
values are away from the overall average. Both standard errors and mean 
standard errors should be below 0.5 to justify the suitable use of the averaging 
ratio, since low values also confirm that there are higher consistencies within 
the collected data of the datasets. If either the standard errors or mean 
standard errors are higher than 0.5, a lower ratio should be used. Standard 
deviation and mean standard errors are always less than 0.5 for the averaging 
ratio in all the OSM experiments and demonstrations presented in Chapter 7 
and Chapter 8.  
There is a similar approach to OSM demonstrated by Vesanto (2000). He used 
MATLAB to develop his algorithm which divided all datasets into different 
groups, and this ratio was known as the ‘data dimension’ in this context. He 
performed experiments to justify the validity of his results, which showed that 
there were fewer differences when his ‘data dimension’ was between 10 and 
30. But when he increased his ‘data dimension’ between 50 and 100, there 
were more significant differences. However, Vesanto did not present key 
information including how many datasets, the process of collecting data and 
what types of data were associated with his experiments. Since MATLAB is also 
used as part of OSM, the averaging ratio should be kept below 30 based on his 
experiments if there are thousands of datasets involved with the data 
processing and experiments.  
There are a total of 2,000 datasets (each contains a record of data) used in all 
the experiments and they are divided into sets of 500, 1,000, 1,500 and 2,000 
datasets for the experiments. In each case, an averaging ratio of 5, 10, 20 and 
25 was used to compare the results. An averaging ratio of 30 is less commonly 
used because not all the collected datasets are divisible by 30.  
The output results include standard error and mean square errors. Since in 
each case different sizes of datasets are used, it is to be expected that the  
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output results should be different for the 500, 1,000, 1,500 and 2,000 
datasets, but the values of standard errors and mean standard errors must be 
small to justify the quality of the analysis and data consistency.  
Another set of experiments aiming to find out the upper boundary of 
averaging ratio was undertaken. The same methodology described in Section 
5.6.4 was used to replicate 4,000, 6,000, 8,000 and 10,000 datasets. The 
rationale is that all the collected data for OSM has up to 2,000 datasets and up 
to 10,000 datasets should be taken. The averaging ratios of 5, 10, 20 and 25 
are used and standard error, mean squared errors and completion time are 
recorded. Experimental results then assert the most ideal combination of 
averaging ratio for different amounts of datasets used for OSM computation. 
Chapter 5: Additional Experiments on averaging ratios 
This section describes the results of experiments to justify the averaging ratio. 
In Section 5.3.5, 500 datasets were used for OSM processing. This section 
presents more experiments based upon 1,000 to 2,000 datasets. The set-ups 
are identical descriptions in Sections 5.4 and 5.6.  
Experiments from 1,000 to 2,000 datasets 
1,000 datasets 
Results are presented in Table 1. 
Table 1: Results of averaging ratios for 1,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.1180  0.19988  5.42 
10  0.1192  0.20085  5.31 
20  0.2110  0.32051  5.24 
25  0.2225  0.34373  5.20 
 
The difference between the averaging ratio of 5 and 10 is very small, but there 
is a significant difference in the averaging ratio between 10 and 20. The ratio 
of 10 has a shorter completion time than the ratio of 5. Exhaustive test results 
in Section 5.6.4 show that even a small difference in the completion time can 
make a larger difference when running a large amount of datasets 
continuously. The recommended averaging ratio is 10, but an averaging ratio 
of 5 is also acceptable.  
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1,500 datasets 
An averaging ratio of 15 is introduced here since it can be divided by 1,500 
datasets. Table 2 shows the results.  
Table 2: Results of averaging ratios for 1,500 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.1198  0.19878  7.41 
10  0.1202  0.19903  7.33 
15  0.1301  0.20014  7.12 
20  0.1665  0.20120  7.07 
25  0.1922  0.21471  7.03 
 
The difference in standard error and mean standard errors becomes smaller 
between different averaging ratio values. This is likely because for the larger 
datasets, the impacts to standard error and mean square errors decrease while 
using different averaging ratios. 
2,000 datasets 
More experiments on 2,000 datasets are already presented in Chapter 5. 
Results are presented in Table 3. 
Table 3: Results of averaging ratios for 2,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time 
(sec) 
5  0.1099  0.19577  9.53 
10  0.1104  0.19632  9.38 
20  0.1111  0.19970  9.07 
25  0.1424  0.20524  9.00 
 
There is a major difference for standard error and mean square errors, which 
are lower in values than the previous results when the averaging ratio is 20 and 
above. This means that when the averaging ratio is large enough for larger 
datasets (such as 2,000), the impacts to the data consistency become smaller. 
However, the completion time is much shorter when the averaging ratios 
become 20 and 25. Although there is only less than 0.5 seconds of completion 
time between averaging ratio of 10 and 20, the final outcome of running  
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exhaustive tests (similar to the real tests in financial institutions) make around 
20 hours difference as presented in Section 5.6.4. 
The completion time is inversely related to the averaging ratio, since the larger 
the averaging ratio, the higher the values for standard error and mean square 
errors. When the size of the datasets go to 1,500 and 2,000 (particularly the 
latter), both the standard error and mean square errors are consistently 
reduced. However, the completion time is improved when higher ratios of 20 
and 25 are applied. 
In addition, if data analysts from collaborating organisations confirm that the 
quality of datasets provided for OSM is high, a higher ratio such as 20 can be 
used for smaller datasets due to there being a good data consistency. If there 
are any remaining datasets (during the averaging procedure), they can replace 
outliers. Metrics obtained in this thesis are collected for grouping in multiples 
of five.  
Larger datasets for the upper boundary of averaging ratio 
The aim of this experiment is to test the upper boundary of averaging ratio. 
Since the available data comprised only 2,000 datasets, a good method of 
obtaining larger datasets is necessary. The method described in Section 5.6.4 
is suitable to replicate 2,000 datasets into larger data.  
The total number of collected datasets used by this thesis is 2,000 or under 
2,000. To ensure that the experimental results cover a wider scope, up to 
10,000 datasets should be covered. The methodology used for exhaustive 
tests in Section 5.6.4 can be used for experiments, since the aim is to test 
whether standard error and mean square errors are within an acceptable level 
of quality and consistency. Large amounts of datasets can be obtained by the 
following methods. See Table 4. 
Table 4: Method of getting larger datasets for experiments  
Datasets  Method 
4,000  Replicate the 2,000 datasets twice. This means OSM handle 2 
sets of metrics, each of which contains 2,000 datasets.  
6,000  Replicate the 2,000 datasets three times. 
8,000  Replicate the 2,000 datasets four times. 
10,000  Replicate the 2,000 datasets five times. 
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Similar to the earlier section, different averaging ratios are used for different 
numbers of datasets. 
4,000 datasets 
While processing larger datasets for OSM experiments, larger averaging ratios 
of 40 and 50 are used to ensure that the timing and data consistency are 
suited to different sizes of datasets. An averaging ratio of 30 is used for 6,000 
datasets since it can be divided by 6,000. Table 5 shows the experimental 
results for 4,000 datasets. 
Table 5: Results of averaging ratios for 4,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.0952  0.17423  16.84 
10  0.1002  0.18084  16.45 
20  0.1074  0.19418  15.33 
25  0.1325  0.20524  15.18 
40  0.1923  0.25432  15.06 
50  0.2045  0.27327  15.00 
 
Experimental results show that although higher averaging ratios of 50 and 40 
have the shortest completion times, data consistency is not as good as the 
averaging ratios around 20 and 25. The averaging ratio of 20 has low standard 
error and mean square errors, and has a much shorter completion time than 
the averaging ratio of 5 and 10. This means that averaging ratio of 20 is likely 
to be the most suitable ratio for 4,000 datasets while balancing both data 
consistency and completion time. 
6,000 datasets 
The averaging ratio of 60 is also used since it can be divisible by 6,000 
datasets. See Table 6 for results.  
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Table 6: Results of averaging ratios for 6,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.0952  0.17423  18.95 
10  0.1002  0.18784  18.50 
20  0.1074  0.19218  17.35 
25  0.1226  0.20544  17.22 
40  0.1587  0.25432  17.05 
50  0.1936  0.27003  16.99 
60  0.2004  0.27996  16.93 
 
Results are similar to the section for 4,000 datasets, where averaging ratios of 
20 and 25 have the better data consistency than the higher averaging ratios. 
The averaging ratio of 20 is one of the most suitable since standard errors and 
mean square errors are low and close to results of the averaging ratios of 5 
and 10, and has a fairly acceptable completion time. (As noted that in Section 
5.6.4, a small difference in execution time of 1 to 2 seconds per simulation 
may make up to 20 hours of difference for running exhaustive tests). 
8,000 datasets 
See results in Table 7. 
Table 7: Results of averaging ratios for 8,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.0925  0.17315  21.06 
10  0.0997  0.18609  20.98 
20  0.1034  0.19082  19.94 
25  0.1098  0.20048  19.59 
40  0.1246  0.22230  18.45 
50  0.1393  0.23928  18.31 
 
Comparing to the section with 6,000 datasets, standard errors and mean 
square errors become smaller for higher averaging ratios of 40 and 50. This 
shows data consistency becomes better for larger collections of datasets when 
the averaging ratio is high. Results do not suggest a clear averaging ratio as 
the most recommended ratio for OSM. 
  
  249 
10,000 datasets 
See results in Table 8. 
Table 8: Results of averaging ratios for 4,000 datasets   
Averaging ratio  Standard error  Mean square errors  Completion time (sec) 
5  0.0899  0.17011  23.47 
10  0.0947  0.17792  23.09 
20  0.1001  0.18081  21.82 
25  0.1054  0.19080  21.43 
40  0.1126  0.20534  20.49 
50  0.1157  0.20928  20.22 
 
The higher averaging ratios of 40 and 50 produce low standard errors and 
mean square errors, which are close to the results from the lower averaging 
ratio. On the other hand, the completion time of averaging ratio of 40 and 50 
is shorter than for the lower averaging ratios. Although the difference is about 
3 seconds per simulation, results in Section 5.6.4 may indicate around 60 
hours of exhaustive test running time can be saved.  
The recommended averaging ratio for different sizes of datasets 
Results in Table 1 show that if there is a small dataset, an averaging ratio of 5 
should be used. When the size of datasets increases to 1,000, both averaging 
ratios of 5 and 10 can be used. Results in Table 2 suggest the averaging ratio 
of 10 is more suitable because there is a small difference in standard error and 
mean square errors while the completion time is much shorter. Results in 
Table 3 show that larger averaging ratio can get better data consistency when 
the size of datasets increases. Results in Table 3 is an important transition to 
favour the averaging ratio of 20, which has very close values of standard error 
and mean square errors to lower averaging ratio of 5 and 10, but has a 
significant shorter completion time.  
Although only up to 2,000 datasets are used for OSM analysis for this thesis, 
larger sizes of datasets are replicated to find out the upper boundary of the 
averaging ratio. Experiments of 4,000, 6,000, 8,000 and 10,000 datasets are 
used. Results in Table 5 and Table 6 suggest that the averaging ratio of 20 is 
suitable to compute 4,000 and 6,000 datasets as results have low standard 
errors and mean square errors, and have a good completion time. Results of  
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the averaging ratio of 25 are close to the averaging ratio of 20 in terms of 
balancing data consistency and completion time. When the size of datasets 
gets to 8,000 and 10,000, higher ratio of 40 and 50 becomes more suitable 
(although ratios of 20 and 25 can be usable). Particularly when datasets size 
reaches 10,000, an averaging ratio of 50 is the suitable choice to produce 
good data consistency and also shortest completion time. As a result, the most 
suitable range of averaging ratio for different sizes of datasets is as follows. 
•  Averaging ratio of 5: smaller datasets or under 1,000 datasets 
•  Averaging ratio of 10: Between 1,000 and 2,000 datasets 
•  Averaging ratio of 20: Between 2,000 and 6,000 datasets. 
•  Averaging ratio of 50: 10,000 datasets and above. 
(Presenting recommended averaging ratios for up to 6,000 datasets in Chapter 
5 as collected datasets for this thesis were not more than 2,000 per case 
study)  
  251 
 
Appendix D.  OSM core code algorithm, 
datasets and detailed analysis   
 
Related to Section 5.3: 
Table 9: The core algorithm code to calculate and present averaged datasets 
 
 
 
 
 
 
 
Table 10: The core code algorithm to calculate generic and advanced statistical 
analysis 
 
 
 
 
Table 11: The core code algorithm for the function SAS_stat to compute 
statistical analysis 
 
 
 
 
 
 
 
 
 
 
proc autoreg data=data; 
 model rate_actual = rate_expected / dwprob;  
/* dwprob is the Durbin-Watson test */ 
 test rate_expected = 1; 
end 
data regdata(keep=y_value pt_type rate_expected_nhs); 
set actual_result; 
array regvar{n} rate_actual_nhs p l u; 
  array varlabel{n} $2000_temporary_datasets 
    ('Actual' 'Predicted' 'Lower Limits' 'Upper Limits'); 
  do i=1 to n; 
    y_value=regvar{i}; 
    pt_type=varlabel{i}; 
    output; 
  end; 
end; 
read n; // n=10 
read (Matrix A);  //Matrix A is created to accommodate up to 2,000 datasests. 
read (Matrix B); // same as Matrix A. 
value (Matrix B) = value (Matrix A) / n ; values the Matrix B is the divided results. 
 
For (i==0; i=100; i++)  // 1000 divides 10 is equal to 100 
average (Matrix A);  // Average 10 values/datasets into 1 value/dataset; 
update (Matrix A); 
update (Matrix B); 
end; 
 
display (Matrix B);  //Results are in the Matrix B 
 
read (Matrix B);       //from the previous updated results 
regress (Matrix B);    
plot (regress (Matrix B));   //typing ‘plot’ will also work 
function SAS_stat   // See Table 13 
function beta  //See Table 14  
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Table 12: The function/code to calculate beta 
 
 
 
 
 
 
Table 13: The code algorithm for 3DPlot, a function to compute data into 3D 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Function 3DPlot 
// Create a 3D-space  
Import library() 
Create space() 
//Allow all data to move freely in 3D space  
3D movement () 
//Allow data to be imported in  
Data ={( )} //where ( ) is directly imported from the output of SAS 
// Allow 3D space, the default is to hold up to 1,000 datasets  
List3DPlot[data] 
For (i =1; i<= n; i++) 
rate_actual = actual_ organisation - r_c; 
rate_expected = expected_organisation -r_c; 
beta = rate_actual / rate_expected; 
mean (beta) 
end;  
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Appendix E.  Code  and  additional 
information about Cloud Storage in Chapter 
6  
 
This  Appendix  shows  the  different  backup  code  and  additional  information 
about Cloud Storage system. 
Backup code  
This section explains some core backup code, where “status(job)” is to check 
the status of the backup process and if it is equal to 1, it means the full  
backup job is completed. Th term ‘risk’ represents the risk-control rate and 
must be kept 5% or below, and the backup process will stop if it goes beyond 
5%. The process “record(status(job))” is to record job failure status. The 
process “rerun(status(job))” is to run the failed jobs again. The process “report 
(status(job))” is to report to the system at once after rerunning failed jobs is 
successful.  
Table 14: System administration backup code to maintain risk-control rate  
 
 
 
 
 
 
 
 
 
 
The next section describes the code to check network status. Before starting 
backup process on Cloud and non-Cloud systems, the SAN control centre on 
both systems can spend 1 minute to check the status of traffic, where 
“status(traffic)” represents the health of network traffic and 1 represents a 
good network traffic. C1, C2, C3, C4 and C5 represent the five different 
If (risk <= 0.05) 
   continue (status(job)); 
else 
   stop (status(job)); 
   report (status(job));   // report that there is an error 
   exit 
end 
 
check (status(job))  // to check whether the full backup job is achieved 
if (status(job) = 1) 
     complete (status(job)); 
     report (status(job));  // report to the SAN that everything is completed 
   end 
else 
    record (status(job))   // record the status of failed jobs  
    rerun (status(job))    //rerun failed jobs before reporting to the system 
    report (status(job));  // system report is completed after rerunning failed jobs 
  end  
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network routes of the Cloud Storage system. When “status(traffic)” is not equal 
to 1, it directs backup jobs to the next network route. See Table 15 and Table 
16. In the backup process, rerunning failed jobs was always successful. 
Table  15:  System  administration  backup  code  to  check  network  route  and 
traffic status (part 1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If (risk <= 0.05) 
   continue (status(job)); 
else 
   stop (status(job)); 
   report (status(job));   // report that there is an error 
   exit 
end 
 
check (C1.status(traffic))   
check (C2.status(traffic))   
check (C3.status(traffic))   
check (C4.status(traffic))   
check (C5.status(traffic))   
 
continue(status(job) 
case (C1.status(traffic) <> 1) 
   direct (C2.status(traffic)) 
       if (C2.status(traffic) <> 1) 
         then  
                 direct (C3.status(traffic))  
         else 
                 direct (C4.status(traffic)) 
          else 
                 direct (C5.status(traffic)) 
      end 
break 
      
case (C2.status(traffic) <> 1) 
   direct (C3.status(traffic)) 
       if (C3.status(traffic) <> 1) 
         then  
                 direct (C4.status(traffic))  
         else 
                 direct (C5.status(traffic)) 
          else 
                 direct (C1.status(traffic)) 
      end 
break 
 
case (C3.status(traffic) <> 1) 
   direct (C4.status(traffic)) 
       if (C4.status(traffic) <> 1) 
         then  
                 direct (C5.status(traffic))  
         else 
                 direct (C1.status(traffic)) 
          else 
                 direct (C2.status(traffic)) 
      end 
break 
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Table  16:  System  administration  backup  code  to  check  network  route  and 
traffic status (part 2) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
case (C4.status(traffic) <> 1) 
   direct (C5.status(traffic)) 
       if (C5.status(traffic) <> 1) 
         then  
                 direct (C1.status(traffic))  
         else 
                 direct (C2.status(traffic)) 
          else 
                 direct (C3.status(traffic)) 
      end 
break 
 
case (C5.status(traffic) <> 1) 
   direct (C1.status(traffic)) 
       if (C1.status(traffic) <> 1) 
         then  
                 direct (C2.status(traffic))  
         else 
                 direct (C3.status(traffic)) 
          else 
                 direct (C4.status(traffic)) 
      end 
break 
 
//check everything is fine 
check (C1.status(traffic))   
check (C2.status(traffic))   
check (C3.status(traffic))   
check (C4.status(traffic))   
check (C5.status(traffic))   
 
// check whether the full backup job is achieved to ensure everything works 
if (status(job) = 1) 
     complete (status(job)); 
     report (status(job));  // report to the SAN that everything is completed 
   end 
else 
      record (status(job))  // record the status of failed jobs  
      rerun (status(job))   //rerun failed jobs before reporting failure 
      report (status(job));   
  end 
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Additional information about Cloud Storage  
 
This section describes additional information about Cloud Storage. The Cloud 
Storage service design and deployment plan achieved the following targets:  
•  Healthcare Cloud Storage is a PaaS system; which required careful 
planning and a thorough implementation. This was achieved through 
integrated adoption of multiple vendors’ solutions. 
•  Healthcare Cloud Storage is an area that was expected to experience 
rapid growth in user requirements and disk space consumption. 
Therefore, it had to be easy to use, and able to cope with an increasing 
demand for disk capacity and user requests. 
•  Healthcare Cloud Storage was a new concept and implementation in the 
Health domain where private and in-house storage has been used 
extensively. Maintenance of data protection and security was important 
for GSTT/KCL. Update in both technologies and policies were put in 
place to ensure a robust process for data protection. 
 
Background 
Since this was a new project, a good system design approach was adopted. 
System design aims to assist with understanding of requirements, technical 
knowledge, use cases and issues to be aware of, before and during the project 
development. Healthcare Cloud Storage is implemented as a Private Cloud 
project and is divided into four stages summed up in Table 17. 
Table 17: System Design for different stages in Cloud Storage development 
Stage 1  Explore available technologies, understanding strength and 
weaknesses for each key technology.  Capture user requirements to 
get into technical plans. 
Stage 2  Propose the architecture based on the outcomes in Stage 1, and 
carry out plans for building and validating the choices of 
technologies. 
Stage 3  Implement service oriented architecture for Cloud Storage based on 
the outcomes in Stage 2. Offer services for users and research 
groups. 
Stage 4  Continue service improvements and further integration with other 
services and addition of new requirements. 
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The Healthcare Cloud solution offers a wide range of self- and automated 
services across secure networks.  
1.  Users: It must be easy to use and support several research groups (both 
synchronously and asynchronously).  
2.  Maintenance be able to cope with frequent changes, updates and user 
activities.  
3.  It must also be highly robust and stable, allowing data to be kept safe, 
secure and active for extended periods of time (ten years and above).  
Both aspects demand for the following four requirements: 
•  Automated backup.   
•  Data recovery and emergency services. Snapshots or disaster recovery 
are used. 
•  Quality of services: high availability, reliability and great usability. 
•  Security. 
This required a solid design and implementation. The Cloud Storage system is 
aimed to positively influence the way the backup and storage are designed and 
deployed. The system should also offer implementation insights such as 
integration of different data services, as it is a challenge to co-ordinate and to 
combine different research activities and repositories into a distributed 
storage. This leads to the use of third party applications and services to 
improve on the quality of services.   
Additional information about the architecture  
Referring back to Figure 6-4, the Cloud SAN at ULCC is made up of four main 
physical servers. Each physical server has ten virtual servers running and each 
service has another VM for back up. In other words, five virtual servers are the 
real services, and the other five are the back up servers of the real services. 
Backup of virtual servers do not take additional time compared to the actual 
backup process. Backup as the disk image can be done at an off-peak period of 
the following day to ensure that the backup can be recovered at a later stage if 
necessary. 
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Additional feature to manage similar network speed performance 
If the network  speed difference  is near  10  MBps,  an  alternative  is to  use a 
system script to force the backup process to move on and process the next 
job, and move the ‘incomplete job’ to SAN control centre. This can help to 
manage  the  backup  process  and  synchronise  the  risk-control  rate.  Each 
incomplete job is a failed job before the completion of its task. 
Additional information about 1,090 datasets 
 
The entire 1,090 datasets: They represent the overall results of using both 
Cloud and non-Cloud systems. But not all of them are suitable for OSM 
methodology and analysis. Explanations are as follows. 
Most of the datasets have a mixed number of different sizes. This reflects the 
usages of Cloud and non-Cloud backup. There are reasons as follows. Firstly, 
each breast surgery (removal of breast tissues or the entire breast) took place 
and images were scanned and stored. From the time that surgery happened to 
the dissection of breasts; and also from the scanning of breast tissues to the 
experimental imaging stored on the server, all the processes involved must be 
completed within the same working day. There was an extreme tight time 
constrain. As a result, medical researchers were unable to fully divide the 
backup data according to the file size recommended by OSM method. 
Secondly, collaborative work between different research groups requires 
analysing data records and experimental analysis. It is challenging for medical 
scientists to fully understand the relationships between different data records 
and analyses. As a result, scientists did not fully divide the backup data 
according to the file size recommended by OSM method.  
2,000 datasets used in Chapter 5 
 
The 2,000 datasets were replicated from the 1,090 datasets described in the 
previous paragraph, and the first 2,000 datasets were selected from the 
replicated datasets. The half of replicated datasets was used for testing 
purposes before the actual use of datasets for data processing. This is an 
important step for quality assurance to ensure that any outliers can be 
detected and removed, even though datasets already went through steps of 
data quality process described in Chapter 5. For the purpose of testing 
performance between OSM and CAPM, 2,000 datasets were used in Chapter 5. 
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How to maintain network speed difference between Cloud and non-Cloud 
systems 
This section describes how to maintain network speed difference between 
Cloud and non-Cloud storage within 10 megabyes per second (MBps). As 
discussed in Section 6.4.5, both network speed difference should be small 
(maximum is 10 MBps) to minimise impacts due to network latecncy and also 
maintain a good quality of data analysis as a result of backup process 
completion on both Cloud and non-Cloud systems. The term N1 is the only 
network route used by the non-Cloud system. The process “C1.status(speed)” is 
to check the network speed at the Cloud Storage system while taking the first 
network route as default. Matrix X is created to receive all inputs from Cloud 
Storage network speeds. The process “N1.status(speed)” is to check the 
network speed at the non-Cloud Storage system. Matrix Y is created to receive 
all inputs from non-Cloud Storage network speeds. Maxtrix Z is the difference 
between Matrics X and Y. The process “check(difference)” is to compare the 
differences to check if the value is 10 or higher, the backup process will be 
terminated until the difference becomes smaller. The backup code checks the 
network traffic conditions presented in Table 15 and Table 16. If C1 is not 
longer in use, it can switch to other network route by using the process 
“replace(status(job))” which replaces C1 with C2 for example. See Table 18 and  
Table 19 for details. 
Table 18: The code to check network speed difference 
 
c 
 
 
 
 
 
 
 
 
 
check (C1.status(speed)) = Matrix X 
check (N1.status(speed)) = Matrix Y 
 
Matrix Z = Matrix X – Matrix Y ; 
check (difference); 
 
check(status(traffic); 
if status(traffic) <> 1, 
   replace (status(job)); 
else 
   check (status(job)); 
   continue (status(job)); 
end 
 
update Matrix X ;   // if C1 is replaced by another, eg C2, Matrix X is updated 
update (value(Matrix Z));  // values in Matric Z is updated 
check (difference); 
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Table 19: The core code to show the process, check (difference). 
 
 
 
 
 
 
About the backup comparison in Section 6.8 
The next section presents the code for Section 6.8, which explains the process 
and code involved in backup comparisons on Cloud and non-Cloud systems.  
Table 20: The core code algorithm for Case 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
input (Matrix A) //feed in results for up to 2,000 data points for a Matrix with 1x 2000 arrays 
read (Matrix A); 
update (Matrix A); 
 
input (Matrix B) //feed in results for up to 2,000 data points for a Matrix with 1x 2000 arrays 
read (Matrix B); 
update (Matrix B); 
 
Matrix C= Matrix B – Matrix A; 
value (Matrix C);  
update (Matrix C) ; 
 
For (i==0; i<= 2000; i++); 
Matrix C = Matrix C/1000; 
update (Matrix C) ; 
end; 
// In the process check (difference): 
if value(Matrix Z) >= 10,  
   then  
       stop(staus(job)); 
       report (staus(job)); 
   else 
       check (status(job)); 
       continue (status(job)); 
end 
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Appendix F.   Additional  information, 
Datasets and OSM computational results 
in Chapter 7   
 
 
Actual return values for NHS backup experiments (10,000 files of 1 GB data) 
 
Representative  datasets:  200  datasets  are  summed  up  and  used  with  the 
averaging ratio of 1: 5 is presented as follows. 
 
Table 21: Representative datasets of NHS backup experiments (10,000 files 
of 1 GB each) 
 
Risk-control rate 
(r
c) (%) 
Actual rate of improvement 
in efficiency (a) (%)  
Expected  rate  of  improvement 
in efficiency (e) (%) 
1.84  5.626  3.823 
1.9  5.713  3.94 
1.84  5.597  3.823 
1.82  5.595  3.784 
1.9  5.744  3.94 
1.86  5.728  3.862 
1.76  5.487  3.666 
1.8  5.548  3.744 
1.82  5.592  3.784 
1.85  5.674  3.843 
1.83  5.626  3.803 
1.78  5.58  3.705 
1.88  5.712  3.901 
1.86  5.732  3.862 
1.9  5.854  3.94 
1.94  5.913  4.019 
1.92  5.843  3.979 
1.76  5.505  3.666 
1.79  5.572  3.724 
1.94  5.891  4.019 
1.91  5.82  3.96 
1.96  5.913  4.058 
1.9  5.781  3.94 
1.88  5.774  3.901 
1.92  5.882  3.979 
1.81  5.701  3.764 
1.96  5.935  4.058 
1.74  5.503  3.626 
1.86  5.687  3.862 
1.91  5.787  3.96 
1.8  5.668  3.744 
1.78  5.565  3.705 
1.86  5.653  3.862 
1.83  5.711  3.803 
1.92  5.865  3.979 
1.96  5.923  4.058  
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1.75  5.542  3.646 
1.78  5.598  3.705 
1.85  5.71  3.843 
1.84  5.689  3.823 
 
Additional note (described in Chapter 6 and applied to all case studies): 
•  All  experiments  were  performed  in  the  off-peak  work  period.  The 
maximum network upload time is 400 Mbps, which means up to 0.4 GB 
of data per second can be transferred across the network (2 miles of 
distance). Despite of warning, some possibility of network latency and 
job failure happened. 
•  Risk-control rate must stay the same (in some occasions, not more than 
0.1% difference and get the average value or experiments need to be 
redone) for both systems.  
•  Expected rates are calculated for both Cloud and non-Cloud systems by 
working out the total size divided by the offline network. It can use the 
SAN  analytic  tool  to  calculate  or  manual  calculations.  The  difference 
between two systems is the expected rate of improvement in efficiency. 
•  Actual rates are calculated for both Cloud and non-Cloud systems and 
they can be worked out by performing experiments at the same time. 
Execution  time  for  both  systems  is  recorded.  The  difference  between 
two systems is the actual rate of improvement in efficiency. 
If the network latency  gets to  more than  10%  of the expected time, the 
backup  system  can  halt  until  the  network  traffic  has  improved  and  can 
function at or up to 400 Mbps. The execution time is recorded in seconds. 
Only the latest three versions of experimental backup files are maintained 
in the archived server due to very high similarities in the content of the 
files.  
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Details of the representative datasets: 200 datasets are used with the averaging ratio of 1: 5 
 
Table 22: Detailed datasets of NHS backup experiments (10,000 files of 1 GB each) 
 
10,000 jobs for expected time, ideal total expected execution 
time = 25,000 seconds (0% risk)         
Actual 
(%) 
Risk-
control 
(%) 
Expected 
(%) 
Extra sec 
due to 
risk 
Extra sec 
for system 
Extra sec to 
rerun failed 
jobs 
Total 
expected sec 
(non-Cloud) 
Total 
expected sec 
(Cloud) 
Total actual 
sec (Cloud) 
Total actual 
(non-Cloud) 
5.626  1.84  3.823  460  552  460  26472  25460  25462.1  26980 
5.713  1.9  3.94  475  570  475  26520  25475  25476.8  27020.5 
5.597  1.84  3.823  460  552  460  26472  25460  25462.2  26972.1 
5.595  1.82  3.784  455  546  455  26456  25455  25456.3  26964 
5.744  1.9  3.94  475  570  475  26520  25475  25476.5  27029 
5.728  1.86  3.862  465  558  465  26488  25465  25466.4  27013.7 
5.487  1.76  3.666  440  528  440  26408  25440  25441.8  26918.8 
5.548  1.8  3.744  450  540  450  26440  25450  25451.7  26946.7 
5.592  1.82  3.784  455  546  455  26456  25455  25456.7  26964.6 
5.674  1.85  3.843  462.5  555  462.5  26480  25462.5  25464.6  26996.4  
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5.626  1.83  3.803  457.5  549  457.5  26464  25457.5  25459  26976.7 
5.58  1.78  3.705  445  534  445  26424  25445  25446.4  26959.2 
5.712  1.88  3.901  470  564  470  26504  25470  25471.5  27014.6 
5.732  1.86  3.862  465  558  465  26488  25465  25467.2  27015.7 
5.854  1.9  3.94  475  570  475  26520  25475  25476.9  27061.1 
5.913  1.94  4.019  485  582  485  26547  25485  25487.1  27088.9 
5.843  1.92  3.979  480  576  480  26536  25480  25482  27063.3 
5.505  1.76  3.666  440  528  440  26408  25440  25441.9  26924.1 
5.572  1.79  3.724  447.5  537  447.5  26432  25447.5  25448.8  26950.5 
5.891  1.94  4.019  485  582  485  26547  25485  25486.3  27081.7 
5.82  1.91  3.96  477.5  573  477.5  26528  25477.5  25479  27053.5 
5.913  1.96  4.058  490  588  490  26568  25490  25491.6  27093.6 
5.781  1.9  3.94  475  570  475  26520  25475  25477.3  27040.5 
5.774  1.88  3.901  470  564  470  26504  25470  25471.8  27032.7 
5.882  1.92  3.979  480  576  480  26536  25480  25482  27074.5 
5.701  1.81  3.764  452.5  543  452.5  26448  25452.5  25454.1  26993  
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5.935  1.96  4.058  490  588  490  26568  25490  25492.4  27100.8 
5.503  1.74  3.626  435  522  435  26392  25435  25436.6  26917.9 
5.687  1.86  3.862  465  558  465  26488  25465  25466.3  27001.9 
5.787  1.91  3.96  477.5  573  477.5  26528  25477.5  25478.7  27043.7 
5.668  1.8  3.744  450  540  450  26440  25450  25452.4  26981.7 
5.565  1.78  3.705  445  534  445  26424  25445  25446.5  26946 
5.653  1.86  3.862  465  558  465  26488  25465  25466.9  26992.8 
5.711  1.83  3.803  457.5  549  457.5  26464  25457.5  25459.1  27001.1 
5.865  1.92  3.979  480  576  480  26536  25480  25482.4  27070 
5.923  1.96  4.058  490  588  490  26568  25490  25491.4  27096.3 
5.542  1.75  3.646  437.5  525  437.5  26400  25437.5  25438.9  26931.4 
5.598  1.78  3.705  445  534  445  26424  25445  25446.5  26955.5 
5.71  1.85  3.843  462.5  555  462.5  26444  25462.5  25464  27006 
5.689  1.84  3.823  460  552  460  26472  25460  25461.6  26997.5 
  
The expected execution time to complete all backup in Cloud and non-Cloud systems is 99.99% close to the actual execution time.  
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The OSM Analysis  
 
Ordinary Least Squares Estimates 
SSE  0.06470872  DFE  38 
MSE  0.00170  Root MSE  0.04127 
SBC  -136.17671  AIC  -139.55447 
MAE  0.03361654  AICC  -139.23014 
MAPE  0.87512823  HQC  -138.33318 
Durbin-Watson  1.0637  Regress R-Square  0.6867 
       Total R-Square  0.6867 
 
 
Additional definitions: 
 
 
SSE:  the  sum  of  square  errors  (SSE);  MSE:  mean  square  error;  MAE:  mean 
absolute error; MAPE: mean absolute percentage error; DFE: error degrees of 
freedom; AIC: Akaike’s information criterion (AIC), AICC: the corrected Akaike’s 
information criterion; SBC: Schwarz’s Bayesian information criterion and HQC: 
the Hannan-Quinn information criterion. 
 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  1.0637  0.0008  0.9992 
 
Pr<DW is the p-value for testing positive autocorrelation, and Pr>DW is the p-
value  for  testing  negative  autocorrelation.  The  positive  p-value  (Pr  <  DW)  is 
0.0008 and is a good value (the lower, the better) 
 
  
Parameter Estimates 
Variable  DF  Estimate  Standard 
Error 
t  Value  Approx 
Pr > |t| 
Variable 
Label 
Intercept  1  1.8394  0.2205  8.34  <.0001    
Beta  1  0.53456 
(including outliers) 
0.51863 (actual) 
0.1103  9.13  <.0001  beta 
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Test 1 
Source  DF  Mean 
Square 
F Value  Pr > F 
Numerator  1  0.000006878  0.00  0.9497 
Denominator  38  0.001703       
 
 
The OSM formula is presented in Section 7.1 as follows:    
c
c
r   - a
r   -   e
= β     (7-1) 
where  
β is the risk measure (gradient of regression),  
r
c is the risk-control rate,  
a is the difference in actual execution time in both systems and 
e is the difference in expected execution time in both systems.  
 
The next step is to calculate beta values by using the dataset values in Table 
21 into the formula 7-1, see Figure 1. 
 
 
Figure 1: Calculation of beta values for NHS backup experiments (10,000 of 
1GB)  
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Figure 1 shows the calculations  
c
c
r   - e
r   -   a 1
=
β
      
β can be calculated by finding the gradient of the line, and divided by 1.  
The x-axis is the difference between the expected return value and risk-control 
rate, and the y-axis is the difference between the actual return value and risk-
control rate. The upper and lower limit corresponds to 95% C.I of upper and 
lower limit of beta values, and the line in the middle is the line of the best fit, 
presenting the overall beta value.   
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Actual return values for NHS backup experiments (1,000 of 10 GB) 
 
Representative datasets: 100 datasets are summed up and used with the 
averaging ratio of 1: 5 
 
Table 23: Representative datasets of NHS backup experiments (1,000 files 
of 10 GB each) 
Risk-control 
rate (r
c) (%) 
Actual rate of improvement 
in efficiency (a) (%) 
Expected rate of improvement 
in efficiency (e) (%) 
3.02  8.233  6.059 
3.11  8.38  6.223 
3.05  8.231  6.113 
2.96  7.986  5.949 
2.97  8.183  5.967 
2.96  8.037  5.949 
3.04  8.331  6.095 
3.07  8.244  6.15 
2.98  8.127  5.985 
3.1  8.388  6.205 
3.06  8.364  6.132 
2.95  7.992  5.915 
3.04  8.292  6.095 
2.93  8.048  5.893 
3.08  8.411  6.175 
3.04  8.249  6.095 
2.98  8.022  5.985 
2.94  8.084  5.912 
3.06  8.355  6.132 
3.04  8.297  6.095 
 
Additional note: Same as in the first set of experiments. 
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Details of the representative datasets: 100 datasets are used with the averaging ratio of 1: 5 
Table 24: Detailed datasets of NHS backup experiments (1,000 files of 10 GB each) 
Minimum  total  =  25,000 
seconds               
Actual 
(%) 
Risk-
control 
(%) 
Expected 
(%) 
Extra sec 
due to 
risk 
Extra sec 
for 
system 
Extra sec to 
rerun failed 
jobs 
Total 
expected 
sec (non-
Cloud) 
Total 
expected 
sec 
(Cloud) 
Total 
actual sec 
(Cloud) 
Total 
actual 
(non-
Cloud) 
8.233  3.02  6.059  755  906  755  27416  25755  25758  28068.9 
8.38  3.11  6.223  777.5  933  777.5  27488  25777.5  25779.5  28137.4 
8.231  3.05  6.113  762.5  915  762.5  27440  25762.5  25764.3  28075.2 
7.986  2.96  5.949  740  888  740  27368  25740  25742.5  27976.7 
8.183  2.97  5.967  742.5  891  742.5  27376  25742.5  25745.6  28040.1 
8.037  2.96  5.949  740  888  740  27368  25740  25743.7  27993.5 
8.331  3.04  6.095  760  912  760  27432  25760  25762.6  28104 
8.244  3.07  6.15  767.5  921  767.5  27456  25767.5  25768.8  28084 
8.127  2.98  5.985  745  894  745  27384  25745  25748.1  28025.8  
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8.388  3.1  6.205  775  930  775  27480  25775  25778.9  28139.2 
8.364  3.06  6.132  765  918  765  27448  25765  25768.4  28120.4 
7.992  2.95  5.915  737.5  885  737.5  27360  25737.5  25740.2  27976 
8.292  3.04  6.095  760  912  760  27432  25760  25763.4  28092.9 
8.048  2.93  5.893  732.5  879  732.5  27344  25732.5  25736.1  27988.6 
8.411  3.08  6.175  770  924  770  27464  25770  25773.8  28140.7 
8.249  3.04  6.095  760  912  760  27432  25760  25763.5  28079.8 
8.022  2.98  5.985  745  894  745  27384  25745  25747.6  27993.2 
8.084  2.94  5.912  735  882  735  27352  25735  25738.2  27988.5 
8.355  3.06  6.132  765  918  765  27448  25765  25767.9  28117.1 
8.297  3.04  6.095  760  912  760  27432  25760  25762.4  28093.3 
 
The expected execution time to complete all backup in Cloud and non-Cloud systems is 99.99% close to the actual execution time. 
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The OSM Analysis  
 
Ordinary Least Squares Estimates 
SSE  0.06022722  DFE  18 
MSE  0.00335  Root MSE  0.05784 
SBC  -53.358258  AIC  -55.349722 
MAE  0.04813943  AICC  -54.64384 
MAPE  0.92994901  HQC  -54.960968 
       Regress R-Square  0.6509 
       Total R-Square  0.6509 
 
Additional definitions 
 
SSE:  the  sum  of  square  errors  (SSE);  MSE:  mean  square  error;  MAE:  mean 
absolute error; MAPE:  mean absolute percentage error; DFE: error degrees of 
freedom; AIC: Akaike’s information criterion (AIC), AICC: the corrected Akaike’s 
information criterion; SBC: Schwarz’s Bayesian information criterion and HQC: 
the Hannan-Quinn information criterion. 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  2.4661  0.8645  0.1355 
2  1.6758  0.3283  0.6717 
3  2.7731  0.9911  0.0089 
 
At  the  third  order  of  Durbin-Watson  Statistics,  p-value  for  positive 
autocorrelation  (Pr  >  DW)  is  0.0089,  which  is  a  low  and  acceptable  value. 
Pr<DW is the p-value for testing positive autocorrelation, and Pr>DW is the p-
value for testing negative autocorrelation. 
Additional test include the following information.  
  273 
 
 
Parameter Estimates 
Variable  DF  Estimate  Standard 
Error 
t  Value  Approx 
Pr > |t| 
Variable 
Label 
Intercept  1  0.2952  0.8456  0.35  0.7310    
Beta  1  0.60128 
(including outlier)  
0.58484 (actual) 
0.2784  5.79  <.0001  beta 
 
Test 1 
Source  DF  Mean 
Square 
F Value  Pr > F 
Numerator  1  0.016216  4.85  0.0410 
Denominator  18  0.003346       
 
The next step is to calculate beta values by using the dataset values in Table 
23 into the formula 7-1, see Figure 2. 
 
Figure 2: Calculation of beta values for NHS backup experiments (1,000 of 10 
GB)  
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Figure 2 shows the calculations  
c
c
r   - e
r   -   a 1
=
β
      
β can be calculated by finding the gradient of the line, and divided by 1. The 
variables used for x- and y-axis are the same as the first comparison set of 
backup experiment. The line of the best fit presents the overall beta value.  
 
Table 25: The core code algorithm for Case 1 
 
 
 
 
 
 
 
 
 
Matrix A= [ ] //feed in results for up to 2,000 data points for a Matrix with 1x 2000 arrays 
read (Matrix A); 
update (Matrix A); 
 
Matrix B = [ ] //feed in results for up to 2,000 data points for a Matrix with 1x 2000 arrays 
read (Matrix B); 
update (Matrix B); 
 
Matrix C= Matrix B – Matrix A; 
update (Matrix C) ; 
 
For (i==0; i<= 2000; i++); 
Matrix C = Matrix C/1000; 
update (Matrix C) ; 
end;  
  275 
 
Appendix G.  Datasets for two supporting 
case studies in Chapter 8 and a 
reproducibility case in Chapter 9 
 
Case 2: Vodafone/Apple Case Study on profitability 
96 representative datasets (480 datasets, after removing outliers from 555 
datasets, summed up in the ratio of 1:5)  
Table 26: Representative datasets for Vodafone/Apple 
Risk-control 
rate (r
c) (%) 
Actual rate of 
profitability (a) (%) 
Expected rate of 
profitability (e) (%) 
3.20487  23.345  22.075 
3.20491  24.063  23.155 
2.9528  23.071  22.194 
3.20685  24.189  22.236 
3.20761  25.058  23.146 
3.00764  23.126  21.293 
3.30728  23.013  20.906 
3.10913  24.097  22.037 
3.20883  23.124  21.032 
3.1753  24.08  22.038 
4.00602  23.065  22.446 
2.01092  22.014  21.139 
2.91084  23.008  22.092 
2.91154  23.033  21.032 
3.01003  24.062  23.241 
3.20909  25.079  23.153 
4.00972  22.941  21.046 
3.00714  22.106  21.062 
3.1062  23.136  21.552 
4.10646  25.065  23.804 
2.80652  23.097  21.132 
3.20714  24.017  22.923 
3.20712  23.029  22.105 
3.40741  22.603  21.421 
3.30771  24.058  23.011 
3.10688  22.035  21.085 
3.20606  25.097  23.452 
3.10494  23.01  22.004 
3.00513  22.067  21.176 
2.90607  25.079  24.022 
2.90072  24.084  23.016 
3.00761  23.011  21.137 
3.00772  22.014  21.112 
3.00789  26.005  24.112 
2.90819  22.116  21.141 
3.01073  21.912  21.003  
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3.01137  25.092  23.712 
3.21096  23.009  22.082 
3.01255  24.064  23.536 
3.93816  23.069  22.132 
3.94946  23.101  21.201 
3.20908  24.103  22.163 
3.50503  22.122  21.017 
3.40614  25.249  23.912 
3.20599  22.828  21.032 
3.90649  24.061  22.411 
3.50668  22.034  21.145 
3.00683  23.066  21.182 
3.10372  21.83  21.005 
4.10651  26.058  24.023 
3.30852  24.056  23.072 
3.70602  25.019  24.021 
3.00512  24.019  23.023 
2.93645  24.002  22.708 
3.9069  25.015  24.053 
2.20715  23.075  21.495 
2.10802  24.039  22.053 
2.00747  25.086  24.013 
2.10503  25.086  23.041 
2.2086  24.015  22.157 
2.50977  23.056  22.327 
2.01025  26.067  24.398 
2.01128  22.003  21.167 
2.01054  23.164  22.206 
2.2074  24.039  22.046 
2.10914  22.078  21.023 
3.03563  22.708  21.026 
2.02648  24.014  22.142 
4.30686  25.043  23.208 
2.90702  23.7  22.033 
3.10693  22.612  22.022 
3.05763  23.203  21.508 
3.20745  22.605  21.037 
3.15831  24.501  22.406 
3.30612  22.801  22.105 
3.6065  23.108  22.094 
3.30536  24.003  22.087 
2.90562  22.012  21.413 
3.20577  25.026  23.193 
4.10548  23.009  22.043 
3.40001  24.009  22.652 
2.23458  23.076  22.073 
2.90418  22.725  21.341 
4.03454  26.008  24.203 
2.30101  22.72  21.189 
2.11453  23.455  22.085 
2.10352  22.76  21.246 
2.10542  23.571  23.021 
2.23023  23.641  22.096 
2.21069  24.145  23.094  
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2.30341  26.021  24.718 
2.12382  22.005  21.023 
2.09423  23.037  21.215 
2.20402  22.038  21.023 
2.1052  24.015  22.581 
2.03257  22.073  21.238 
 
 
 
 
 
The original figure with outliers 
 
Table 27: Core code algorithm for Case 2: calculating profitability 
 
 
 
 
 
 
 
 
 
 
 
 
 
for (i==0; I <= 480; i++) 
 
Matrix D = sum (revenues); 
update (Matrix D); 
 
Matrix E = sum (expenses); //sum of expenses  
update (Matrix E); 
 
Matrix F = Matrix D - Matrix E ; 
update (Matrix F) ; 
 
end ; 
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Figure 3: Calculation of beta values for Vodafone/Apple profitability  
As discussed in Chapter 5, removing outliers is an important step for OSM data 
processing. Figure 3 shows calculation of beta values for Vodafone/Apple 
profitability after removing outliers. The variable “actual_rate” on x-axis is the 
difference between the actual return rate and risk-control rate. The variable 
“expected_rate” on y-axis axis is the difference between the expected return 
rate and risk-control rate. The formula for beta calculations was presented in 
Appendix F. 
c
c
r   - e
r   -   a 1
=
β
      
β can be calculated by finding the gradient of the line, and divided by 1. All the 
inputs used by the formula are obtained from Table 26.  
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Actual return values for Vodafone/Apple profitability, modelled by OSM 
 
The AUTOREG Procedure 
Ordinary Least Squares Estimates 
SSE  20.6194283  DFE  94 
MSE  0.21936  Root MSE  0.46835 
SBC  133.905909  AIC  128.777212 
MAE  0.41799884  AICC  128.906244 
MAPE  2.04355749  HQC  130.850315 
       Regress R-Square  0.8415 
       Total R-Square  0.8415 
 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  2.1860  0.8172  0.1828 
2  1.7418  0.1169  0.8831 
3  1.9762  0.5263  0.4737 
4  2.0579  0.7200  0.2800 
5  1.9301  0.5247  0.4753 
6  2.2268  0.9488  0.0512 
 
Note: Pr<DW is the p-value for testing positive autocorrelation, and Pr>DW is the 
p-value for testing negative autocorrelation. 
 
Parameter Estimates 
Variable  DF  Estimate  Standard 
Error 
t  Value  Approx 
Pr > |t| 
Variable Label 
Intercept  1  1.8041  0.8418  2.14  0.0347    
Beta  1  0.9766 (including 
outliers) 
0.93442 (actual) 
0.0437  22.34  <.0001  Beta 
 
Test 1 
Source  DF  Mean 
Square 
F Value  Pr > F 
Numerator  1  0.062716  0.29  0.5941 
Denominator  94  0.219356        
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For individual metrics in the datasets based on Table 26, the analysis can be 
presented as follows. 
 
 
    Variable |        Obs        Mean    Std. Err.     [99.99% Conf. Interval] 
-------------+------------------------------------------------------------------------------------------- 
actual_rate   |        96    23.55269   0.1134201    23.16752    23.93785 
expected_rate |     96    22.19794   0.1040904   21.84446    22.55142 
risk_control |         96    2.970425   0.0614955    2.761592    3.179257 
 
 
Additional information about Vodafone / Apple  
Vodafone adopted two completely different cloud business strategies. The first 
business model was focused on profit-making described in Section 8.2.1 and 
8.2.3. The risks involved are relatively low compared to expected returns 
(profits). Their second business model was aimed at globalisation, where they 
focused on India, having spent significant money on 3G and mobile cloud 
infrastructure. Vodafone already paid £1.74 billion to the Indian Government 
with further investments expected in the near future (City A.M, 2010). The 
risks involved are high in the short term compared to expected returns 
(profits), but in the long term the situation can be greatly improved if they 
adopt the right business models and strategies.   
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Case 3: iSolutions Group and Corporate Planning, University of 
Southampton, service improvement for 2009-2010 and 2010/2011 
Actual  return  values  for  service  improvement,  iSolution  of  University  of 
Southampton 
 
40 datasets (200 datasets summed up in the ratio of 1:5) 
 
Table 28: Representative datasets for iSolutions of University of Southampton 
Risk-control rate (%) 
Actual rate of service 
improvement (%) 
Expected  rate  of  service 
improvement (%) 
0.5  10  10 
0.5  10  5 
0.5  10  5 
0.5  15  10 
0.5  15  10 
0.5  20  15 
1  5  5 
1  10  5 
1  10  5 
1  10  10 
1  15  10 
1  15  10 
1  15  15 
1  15  15 
1  17.5  15 
1.5  5  5 
1.5  10  10 
1.5  10  5 
1.5  10  5 
1.5  10  10 
2  7.5  5 
2  10  5 
2  10  10 
2  15  10 
2  15  10 
2.5  10  10 
2.5  10  10 
2.5  15  15 
2.5  15  15 
2.5  20  15 
2.5  20  20 
3  10  10 
3  10  10 
3  10  10 
3.5  10  10 
3.5  12.5  10 
3.5  15  10 
3.5  12.5  10 
4  10  10 
4  12.5  15 
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Table 29: Core code algorithm for Case 3: calculating improvement in user 
satisfaction and service 
 
 
 
 
 
 
 
 
 
 
OSM Analysis 
Ordinary Least Squares Estimates 
SSE  222.536496  DFE  38 
MSE  5.85622  Root MSE  2.41996 
SBC  189.541308  AIC  186.163549 
MAE  2.17244526  AICC  186.487873 
MAPE  24.6660048  HQC  187.38484 
       Regress R-Square  0.6095 
       Total R-Square  0.6095 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  1.6175  0.0979  0.9021 
 
//Matrices G, H and I are 4 x 5 matrices. Update (each time) takes place at 1 cell of 4 x 5 matrices 
 
for (i ==0; I <= 200; i ++) 
Matrix G = difference (actual_ratio); 
update (Matrix G); 
 
Matrix H = difference (expected_ratio); 
update (Matrix H); 
 
while (rating = 5) 
Matrix I = count (rating); 
Matrix I = Matrix / 200; 
update (Matrix H); 
end; 
 
end;  
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Parameter Estimates 
Variable  DF  Estimate  Standard 
Error 
t  Value  Approx 
Pr > |t| 
Variable 
Label 
Intercept  1  3.6679  0.9423  3.89  0.0004    
Beta  1  0.8175 (outliers) 
0.80043 (actual) 
0.1061  7.70  <.0001  beta 
 
Test 1 
Source  DF  Mean 
Square 
F Value  Pr > F 
Numerator  1  17.307254  2.96  0.0937 
Denominator  38  5.856224       
         
 
    Variable |        Obs        Mean    Std. Err.     [99.99% Conf. Interval] 
-------------+--------------------------------------------------------------- 
actual_rate      |    40     12.1875 0.5744807 10.14343    14.23157 
expected_rate |    40      10         0.5937711    7.887291 12.11271 
risk_control    |    40       1.8875 0.1693573    1.284906   2.490094 
 
The three metrics are based on Table 28.  
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Figure 4: Calculation of beta values for Southampton iSolutions service 
improvement 
Figure 4 shows results of beta calculations. The x-axis presents the difference 
between the actual return rate and risk-control rate. The y-axis axis presents 
the difference between the expected return rate and risk-control rate. The 
formula for beta calculations is as follows. 
c
c
r   - e
r   -   a 1
=
β
      
β can be calculated by finding the gradient of the line, and divided by 1. All the 
inputs used by the formula are obtained from Table 28.  
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The AUTOREG Procedure 
Ordinary Least Squares Estimates 
SSE  0.09249429  DFE  18 
MSE  0.00514  Root MSE  0.07168 
SBC  -44.777807  AIC  -46.769272 
MAE  0.05519476  AICC  -46.06339 
MAPE  13.4800301  HQC  -46.380517 
       Regress R-Square  0.9294 
       Total R-Square  0.9294 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  1.4846  0.0737  0.9263 
 
 
Additional  information  about  the  iSolutions  Group,  University  of 
Southampton Case Study 
The iSolutions Group undertook a survey for 2008/2009, 2009/2010 and 
2010/2011 period to understand the extent of service improvement in their 
Cloud service implementation. It helps the management to set the appropriate 
strategies and continuous service improvement in the following three years.  
The first year result (2008/2009) was designed to allow stakeholders to 
identify which areas they needed to focus on service improvement. Although 
this result was not used for OSM analysis, it provided useful background 
information prior collection and selection of datasets and their analysis. The 
results are described as follows. In terms of Service Rating, 87% of respondents 
have positive comments about the use of Cloud computing for resources and 
services, which include 16% for ‘Excellence’, 44% for ‘Good’ and 27% for 
‘Adequate’. User Confidence has obtained 82% of support, which include 31% 
for ‘Complete’, and 51% for ‘Some’. Overall performance for Cloud adoption is 
encouraging, as it indicates 44% experienced better performance, although 
48% of respondents still feel the same. Some survey questions also record the 
rationale of choosing those answers, and details of these data analyses are 
presented in Table 30.  
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Table 30: University of Southampton data overview between 2008 and 2009 
(1,140 valid entries) 
    Excellent  Good  Adequate  Poor 
Service Rating  16%  44%  27%  13% 
  Complete  Some  Little  None 
User Confidence  31%  51%  14%  4% 
  Better  Same  Worse   
Overall 
performance 
44%  48%  8%   
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Reproducibility Case: The University of Greenwich comparisons of backup 
between Cloud and non-Cloud, following the methods presented by NHS 
Case Study 
 
20 representative datasets (100 datasets summed up in the ratio of 1:5)  
Table 31: Representative datasets for the University of Greenwich 
Risk-control 
rate (%) 
Actual rate of 
improvement in 
efficiency (%) 
Expected rate of 
improvement in 
efficiency (%) 
0  0  0 
0  0  0 
0  0  0 
0  0  0 
0  0  0 
1.0  1.271  1.174 
1.0  1.271  1.174 
1.0  1.367  1.174 
1.0  1.367  1.174 
1.0  1.367  1.174 
1.0  1.367  1.174 
2.0  2.486  2.230 
2.0  2.486  2.230 
2.0  2.579  2.230 
2.0  2.579  2.230 
3.0  3.558  3.377 
3.0  3.645  3.377 
3.0  3.738  3.377 
4.0  4.675  4.411 
4.0  4.762  4.411 
 
As presented in Section 9.3, key results are as follows. 
OSM Analysis: 
Ordinary Least Squares Estimates 
SSE  0.09249429  DFE  18 
MSE  0.00514  Root MSE  0.07168 
SBC  -44.777807  AIC  -46.769272 
MAE  0.05519476  AICC  -46.06339 
MAPE  13.4800301  HQC  -46.380517 
       Regress R-Square  0.9294 
       Total R-Square  0.9294 
 
Durbin-Watson Statistics 
Order  DW  Pr  <  DW  Pr  >  DW 
1  1.4846  0.0737  0.9263 
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Parameter Estimates 
Variable  DF  Estimate  Standard Error  t  Value  Approx 
Pr > |t| 
Variable Label 
Intercept  1  0.0299  0.0276  1.08  0.2930    
Beta  1  0.52272  0.1147  15.40  <.0001  beta 
 
Test 1 
Source  DF  Mean 
Square 
F Value  Pr > F 
Numerator  1  0.229437  44.65  <.0001 
Denominator  18  0.005139       
 
 
This reproducibility case is not a case study and the purpose is to show that 
whether OSM method can be reproducible at another organisation. Discussions 
and results show that a small scale of backup in Cloud and non-Cloud systems 
can reproduce methods presented in Chapter 6 and Chapter 7. 
 