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Abstract—In  th is  paper   new  hier ar ch ical  hybr id   fuzzy­cr isp 
methods  for   decision making  and action  selection of  an  agent  in 
soccer simulation  3D  environment  are  presented. First,  the  skills 
of  an  agent  are  introduced,  implemented  and  classified  in  two 
layers, the basic­skills and the high­level skills. In the second layer, 
a   two­phase mechanism  for   decision making  is  introduced.  In 
phase one,  some useful methods  are  implemented which  check 
the  agent’s situation  for performing  required  skills.  In  the  next 
phase,  the  team  str ategy,  team  formation, agent’s  role and  the 
agent’s positioning system are introduced. A fuzzy logical approach 
is  employed  to  recognize  the  team str ategy  and  fur thermore  to 
tell  the  player  the  best  position  to move. At  last, we  comprised 
our   implemented  algor ithm  in  the  Robocup Soccer   Simulation 
3D  environmen t   and   r esu lts  sh owed   the  eff iciency  of  t he 
introduced methodology. 
Keywords—Multi­Agent  systems, Machine  learning, Ar tificial 
in telligen ce,  Rein for cemen t   lea r n ing,  Fuzzy  Logic,  Fuzzy 
reinforcement  learning, RoboCup soccer  simulation. 
Resumen—En este  ar tículo se  presenta  un  nuevo método  difuso 
hibr ido para  la  toma de decisiones  y selección de acciones  de un 
agente en  un ambiente  de simulación de fútbol 3D. Primero,  se 
introducen,  implementan y clasifican las competencias del agente 
en   dos  capas:  competencia s  básica s  y  competencias  de  n ivel 
superior. En  la segunda  capa se  introduce un mecanismo de  dos 
fases  par a  la  toma de  decisiones. En  la pr imera  fase, se  aplican 
algunos métodos  útiles   que  permiten ver ificar   la situación  del 
agente  par a  la  ejecución de  las competencias  requeridas. En  la 
siguiente  fase,  se adicionan  la estrategia  y  formación del equipo, 




















difusa para reconocer  la estrategia de equipo y además  indicar le 
al jugador, la mejor posición para moverse. Por último, se incluye 












Learning  (ML)  techniques  [5],  Nowadays many  powerful 
methods with different roots, has been introduced in ML such 




a  variety  of  problems  including  data  mining,  pattern 
recognition,  classification  problems,  e.g.  road  condition 
classifier  [Ferdowsizadeh,  2004],  adaptive  control,  robot 
control, combinatorial optimization and game playing. There 
are lots of publications in applying these methods in RoboCup 




controlling  agents,  complicated  dynamics which  makes 
predictions not to work well and a vast range of performing soccer 
skills  in  comparison with 2D simulated environment  for sure 
are the most important effecting factors. There are new features 
and also  limitations  in  this  environment which make  some 
distinctions  in  decision making  process.  (For more  detailed 
information you can refer to [10, 11]) 
In  this  paper  a  new methodology  for  decision making  in 
RoboCup  soccer  simulated  3D  environment  with  all 
abovementioned  problems  consideration  is  introduced. 
Implementation of real soccer skills in two layers and utilizing 
both  fuzzy  and  non­fuzzy  algorithms  in  different  layers  of 
decision making are the essential keys for the accomplishment 








II . LAYERS OF SKILLS AND DECISION MAKING PROCESS 
In  the  proposed methodology  some  applicable  skills  are 




(basic  skills)  and  in  the  second  layer  the  actions  are more 
complicated and sometimes a combination of «basic  skills» 
are  used  (high­level  skills).  Besides,  the  decision  making 
process has two steps; first step considers the agent’s abilities 
of performing a high­level skill according to his circumstances 




implemented  by  server  [10,  11]. They  can  be  employed  by 
sending  the  proper  commands  to  soccer  server 2 .  These 
commands are: 





direction  of  an  agent where  «angle1»and  «angle2»  are 
changes (in degrees) of the pan and tilt angle, respectively. 




(See  [10,  12]  for  more  detailed  information  about  the 
commands) 
B. High level skills 















2. These  skills are  implemented  in  rcsoccersim3D_0.5.5 




really  happens  in  server.








The  agent  kicks  the  ball  so  that  the  other  teammate  can 
receive it. This can be a simple definition for the skill «pass». 
As  this  skill  can be  used  in different  situations,  the  type  is 
defined for it. We have three kinds of pass: 
1.     Secure pass: The player  is completely sure that  this 






exists,  but  the  possibility  of  failure  is more  than  its 










































usages of this  skill  is utilized  in mark. When the defenders 
«mark ball» the opponents they do not see the opponents which 









In  this  phase,  the  agent  ability  of  performing  an  action 
according  to  the  environment  situation  (e.g.  opponents’ 
positions/speed, ball position/speed and their predicted states) 
is tested by Decision Makers (DM) to confirm if that action 















Let Tb be  the  time  takes ball  to meet  the  target with  the 





























































Figure 7. a. Player 1 wants  to pass  to player 2,  b. d1 is  the Secure 

















details)  for  not marked  opponents,  if  there were more  than 
one opponent, and then checks the possibility of marking each 





static  assignment  of  roles  and  dynamic  team  strategy. We 
adopted a  formation/role system similar  to one described in 
[13, 14, and 15] each formation contains: 
•  Formation  name  : Like  real  soccer  team  formations  (e.g. 
4_4_2) 
•  Strategic  area:  The  area  in which  the  player  is mostly 
supposed to be. 
•  Center of strategic area: also known as the home position 























the ball  (see sec.  IV.B.)  the output variable strategy  (Figure 
8.a)  of  fuzzy  function  may  change.  The  last  remaining 
condition is when the agent owns the ball (see sec. IV.A.), in 










Player  to  ball  function,  if  the  player  team  side which  this 
function  returns, was  the  same  of  ours,  then  this  function 
returns 1 other wise returns 0, But if the ball speed is more









performance  in  coordination  and  collaboration  highly 
improved,  in  fact  the  players  switched  their  strategic  area 
smoothly as the team strategy changed in a reasonable manner, 






an  identification  applied  to  the  Robocup  Soccer  3D 
environment which led to mechanical formulas, then soccer 
skills were introduced and classified in different layers then a 
two­phase mechanism  for  decision making  is  presented,  in 
this mechanism both  fuzzy  and  non­fuzzy  algorithms  are 















6. The  simulation  environment  used  for  experimental  results  is 
:rcsoccersim3D.0.5.5 
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Table  1.  Final  results 







a: We  applied  the methodology  to  the  team A
