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Abstract
We consider the Cauchy problem for the Laplace equation in the half plane x > 0, y ∈ Rwhere the Cauchy data is
given at x = 0 and the solution is sought in the interval 0<x1. The problem is ill-posed: the solution (if it exists)
does not depend continuously on the data. In order to solve the problem numerically, it is necessary to modify the
equation so that a bound on the solution is imposed. We study a modiﬁcation of the equation, where a fourth-order
mixed derivative term is added. Error estimates for this equation are given, which show that the solution of the
modiﬁed equation is an approximation of the solution of the Cauchy problem for the Laplace equation, and it is
shown that when the data error tends to zero, the error in the approximate solution tends to zero logarithmically.
Numerical implementation is considered and a simple example is given.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Many physical and engineering problems in areas like geophysics and seismology require the solution
of a Cauchy problem for the Laplace equation. For example, certain problems related to the search
for mineral resources, which involve interpretation of the earth’s gravitational and magnetic ﬁelds, are
equivalent to the Cauchy problem for the Laplace equation. The continuation of the gravitational potential
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observed on the surface of the earth in a direction away from the sources of the ﬁeld is again such a
problem.
The Cauchy problem for the Laplace equation and for other elliptic equations is, in general, ill-posed
in the sense that the solution, if it exists, does not depend continuously on the initial data. This is because
the Cauchy problem is an initial value problem which represents a transient phenomenon in a time-like
variable while elliptic equations describe steady-state processes in physical ﬁelds. A small perturbation
in the Cauchy data, therefore, affects the solution largely.
The intensive development of the theory of ill-posed problems since the early 1950s and their broad
applications can be found in [12,16]. To obtain stable results, the ill-posed problem is generally associated
with a sequence of well-posed problems, a process known as regularization [6,10].
In recent years, Cauchy problems for the heat equation have been researched bymany authors and some
valuable methods are proposed (see [5,4,17,2,8,3,9,13,15,1] and references therein). In this manuscript,
a new regularization method is given and we will consider the following Cauchy problem for the Laplace
equation in an inﬁnite strip given data along the line x = 0 and determine the solution for 0<x1. More
precisely, solve the Cauchy problem
uxx + uyy = 0, x ∈ [0, 1], y ∈ R,
u(0, y) = (y), y ∈ R,
ux(0, y) = 0, y ∈ R. (1.1)
Note that, although we seek to recover u only for 0<x1,−∞<y <∞, the problem speciﬁcation
includes the Laplace equation for 0<xa (a > 0),−∞<y <∞. Actually, through a change of vari-
ables, x¯ = x/a, the region 0<x < 1,−∞<y <∞ is equivalent to 0<x <a (a > 0),−∞<y <∞ for
solving the system (1.1).
The problem of solving (1.1) is ill-posed (see Section 2, or [17,8]): the solution (if it exists) does not
depend continuously on the data. In order to restore continuous dependence, it is necessary to impose a
bound on the solution.
Vani et al. in [17] had discussed the problem using Meyer Wavelets [14] and Hào et al. in [8] obtained
some stability results using his own method, i.e., mollifying the initial data. In the present paper, we
discuss the possibility of modifying (1.1) to obtain a stable approximation, i.e., we will consider the
following equation
uxx + uyy − 2uxxyy = 0 (1.2)
which we learned from Eldén [4]. In [4], Eldén considered a standard inverse heat conduction problem
and the idea initially came fromWebber [18]. In (1.2) the choice of  is based on some a priori knowledge
about the magnitude of the errors in the data. We give some error estimates in Section 3, which show that
this equation can be used to approximate a solution of (1.1).
We are interested in ﬁnding methods that can be used for the numerical solution of the Cauchy problem
(1.1). Modiﬁed equation (1.2) is interesting because it can be discretized using standard techniques, e.g.,
ﬁnite differences (see Section 4). But this manuscript is mainly devoted to theoretical aspects of our
method. And our main aim is to obtain some stability estimates for the Cauchy problem for the Laplace
equation (see Section 3). A numerical implementation described in Section 4 and an simple example
given in Section 5 are used to validate the usefulness of our method.
Z. Qian et al. / Journal of Computational and Applied Mathematics 192 (2006) 205–218 207
2. Ill-posedness of the Cauchy problem and a modiﬁed equation
Consider the Cauchy problem for the Laplace equation in an inﬁnite strip given by the system (1.1).We
have assumed a zero value for the normal derivative of the unknown function for simplicity. The solution
u(x, y) for 0<x1 is desired. Let the exact initial data (·) ∈ L2(R) and the measured noisy initial data
(·) ∈ L2(R) be such that
‖(·) − (·)‖, (2.1)
where ‖·‖ denotesL2-norm, and the constant > 0 represents a bound on the measurement error.Assume
that u(x, ·) ∈ L2(R) and further that the following a priori bound exists,
‖u(1, ·)‖E, (2.2)
where E is a ﬁnite positive constant. Let
̂() := 1√
2
∫ ∞
−∞
(y)e−iy dy
be the Fourier transformof the exact data function(y). The problem (1.1) can be formulated, in frequency
space, as follows,
ûxx(x, ) = 2û(x, ), x ∈ [0, 1],  ∈ R,
û(0, ) = ̂(),  ∈ R,
ûx(0, ) = 0,  ∈ R. (2.3)
The solution to this problem is given by [17]
û(x, ) = ̂() cosh(||x). (2.4)
We notice that the function cosh(||x) in (2.4) is unbounded as || tends to inﬁnity for 0<x1. That is
to say, the solution û(x, ) does not depend continuously on the data ̂(), i.e., problem (1.1) is ill-posed.
Let us now modify the equation (in Fourier domain) in such a way that the high frequencies are damped
out, which we learned from Eldén [4], in which he considered a standard inverse heat equation and the
idea initially came from Weber [18]. Instead of (2.3) we will consider
v̂xx(x, ) = 2v̂(x, ), x ∈ [0, 1],  ∈ R,
v̂(0, ) = ̂(),  ∈ R,
v̂x(0, ) = 0,  ∈ R, (2.5)
where
 = ||/
√
1 + 22. (2.6)
Note that if  is chosen small, then for small ||,  is close to ||. Further, as || tends to inﬁnity,  tends
to 1/. Thus  is bounded. Going back to the domain of variable y we can arrive at the following problem:
vxx + vyy − 2vxxyy = 0, x ∈ [0, 1], y ∈ R,
v(0, y) = (y), y ∈ R,
vx(0, y) = 0, y ∈ R. (2.7)
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The value of  is chosen
 = 1
ln(E/)
, (2.8)
where E and  are given in (2.2) and (2.1), respectively.
We can solve (2.7), in the frequency domain, to obtain
v̂(x, ) = ̂() cosh(x), (2.9)
where  is given in (2.6). Since  is bounded, the function cosh(x) is also bounded for 0x1.
We have not seen the problem (2.7) treated in the literature, and at present we are not deeply concerned
with theoretical questions related to the problem (2.7). The main objective of this investigation is to ﬁnd
out how well (2.7) approximates (1.1) considered as a Cauchy problem in the x-variable.
3. Error estimate
We now study the properties of (2.7) considered as a Cauchy problem in the x-variable and as
an approximation to (1.1). In the following, we ﬁrst consider the case 0<x < 1 and then discuss the
case x = 1.
Theorem 3.1. Let u be the solution of (1.1) with the exact data, and let v be the solution of (2.7) with
the measured data, where  is chosen according to (2.8). Let the measured data at x = 0,(y), satisfy
(2.1), and let the exact solution u(1, y) at x = 1 satisfy (2.2). If /Ee−3, then for 0<x < 1
‖u(x, ·) − v(x, ·)‖ 52 Ex1−x . (3.1)
Otherwise, if /E < e−3, then for 0<x < 1 − 3/ ln(E/),
‖u(x, ·) − v(x, ·)‖Ex1−x + max
{
Ex1−x, 1
2
[
3
(1 − x)e
]3
E
ln2(E/)
}
, (3.2)
and for 1 − 3/ ln(E/)x < 1,
‖u(x, ·) − v(x, ·)‖
(
1 + ln√E/)Ex1−x . (3.3)
Proof. Due to (2.4), we get
û(1, ) = ̂() cosh(||), (3.4)
so using the Parseval’s equality, (2.4) and (2.9), we have
‖u(x, ·) − v(x, ·)‖ = ‖û(x, ·) − v̂(x, ·)‖
= ‖̂() cosh(||x) − ̂() cosh(x)‖
‖̂()(cosh(||x) − cosh(x))‖ + ‖(̂() − ̂()) cosh(x)‖
=
∥∥∥∥û(1, ) cosh(||x) − cosh(x)cosh(||)
∥∥∥∥+ ‖(̂() − ̂()) cosh(x)‖. (3.5)
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The assumptions (2.1) and (2.2) lead to
‖u(x, ·) − v(x, ·)‖ sup
∈R
A()E + sup
∈R
B(), (3.6)
where
A() =
∣∣∣∣cosh(||x) − cosh(x)cosh(||)
∣∣∣∣ , B() = cosh(x).
Since A() and B() are even functions with respect to , we denote s := ||, and then (3.6) becomes
‖u(x, ·) − v(x, ·)‖ sup
s0
A(s)E + sup
s0
B(s), (3.7)
where
A(s) =
∣∣∣∣cosh(sx) − cosh(x)cosh(s)
∣∣∣∣ , B(s) = cosh(x),  = s/√1 + 2s2.
We start by estimating the second term on the right-hand side of (3.7). Due to (2.8), we have
B(s) = cosh(x) = cosh
(
xs/
√
1 + 2s2
)
 cosh(x/)ex/ = Ex1−x , (3.8)
in which we have also used the (increasing) monotonicity of the function cosh(·) in the interval [0,∞).
We now consider the ﬁrst term on the right-hand side of (3.7). Note that s = s/√1 + 2s2 and
A(s) =
∣∣∣∣cosh(sx) − cosh(x)cosh(s)
∣∣∣∣= (esx + e−sx)/2 − (ex + e−x)/2(es + e−s)/2
= (e
sx − ex) − (esx − ex)/e(s+)x
es + e−s

esx − ex
es
= e−s(1−x)(1 − e−(s−)x). (3.9)
Using the inequality 1 − e−rr (r0), we have from (3.9) that,
A(s)e−s(1−x)(s − )xe−s(1−x)(s − ). (3.10)
Now, since
√
1 + 2s21 + (1/2)2s2, we get
s −  = s − s/
√
1 + 2s2 = s ·
√
1 + 2s2 − 1√
1 + 2s2 
1
2
2s3, (3.11)
so (3.10) becomes
A(s) 12 
2s3e−s(1−x).
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The function h(s) := s3e−s(1−x) attains its maximum
hmax 1 = h
(
3
1 − x
)
=
(
3
(1 − x)e
)3
at s = 3/(1 − x).
For estimating A(s) in (3.9), we will distinguish between two cases.
Case I: for large values of s, i.e., for ss0 := 1/= ln(E/), note that since 0<x < 1 and s, (3.9)
becomes
A(s)e−s0(1−x) = e−(1−x)/ = Ex−11−x .
Hence,
A(s)EEx1−x . (3.12)
Case II: s < s0. If 3/(1 − x)< s0, then
A(s)E
1
2
2hmax 1E = 12
(
3
(1 − x)e
)3
E
ln2(E/)
. (3.13)
But if 3/(1 − x)s0, h(s) attains its maximum at s = s0, i.e.,
hmax 2 = h(s0) = −3e−(1−x)/,
in this case,
A(s)E 12 
2hmax 2E = 12 ln(E/)Ex1−x . (3.14)
When /Ee−3, i.e., ln(E/)3, we only have 3/(1 − x)s0 = 1/ = ln(E/) for any x ∈ (0, 1).
So (3.14) holds. Combining (3.14), (3.12) and (3.8), we get
‖u(x, ·) − v(x, ·)‖ 52 Ex1−x .
This just is the estimate (3.1).
When /E < e−3, for 3/(1 − x)< s0, i.e., for 0<x < 1 − 3/ ln(E/), by (3.13), (3.12) and (3.8),
we have
‖u(x, ·) − v(x, ·)‖Ex1−x + max
{
Ex1−x, 1
2
(
3
(1 − x)e
)3
E
ln2(E/)
}
,
and for 3/(1 − x)s0, i.e., for 1 − 3/ ln(E/)x < 1, by (3.14), (3.12) and (3.8), we have
‖u(x, ·) − v(x, ·)‖Ex1−x(1 + max{1, 12 ln(E/)}) =
(
1 + ln√E/)Ex1−x .
So we complete the proof of theorem. 
The theorem shows that when the ‘signal-to-noise ratio’E/ is relatively low, the extra error introduced
by the approximation is not signiﬁcantly large. However, as we let  tend to zero, the rate of convergence
of approximate solution is only logarithmic, as is demonstrated by the following corollary.
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Corollary 3.2. Let x be ﬁxed in (0, 1). Then, asymptotically, as  → 0,
‖u(x, ·) − v(x, ·)‖ ∼ E
ln2(E/)
.
Proof. If  is small enough, then0<x < 1−E/ ln(E/), and the largest term 12 (3/(1−x)e)3(E/ln2(E/))
in (3.2) dominates.
Obviously, Theorem 3.1 only solves our problem for 0<x < 1, and the estimate ‖u(x, ·)− v(x, ·)‖ is
only bounded or singular at x = 1. Therefore, we need further discussions.
In order to restore the stability of the solution u(1, y) at x = 1, we introduce a stronger a priori
assumption instead of (2.2),
‖u(1, ·)‖pE, p0, (3.15)
where ‖ · ‖p denotes the norm in Hp(R) deﬁned by
‖u(1, ·)‖p :=
(∫ ∞
−∞
(1 + 2)p |̂u(1, ·)|2 d
)1/2
.
Theorem 3.3. Let u(1, ·) be the solution of (1.1) at x = 1, and let v(1, ·) be the solution of (2.7) at x = 1,
with regularization parameter  given as
 = 1
ln
(
E

(
ln
E

)−2p) . (3.16)
Let the measured data at x = 0, (y), satisfy (2.1), and let the exact solution u(1, y) at x = 1 satisfy
(3.15). Then for p> 1, we have
‖u(1, ·) − v(1, ·)‖ E(
ln
E

)2p + , (3.17)
where  := max {p, 12p−1, 122}E.
Proof. Taking the similar procedure of (3.4) and (3.5), we get
‖u(1, ·) − v(1, ·)‖
∥∥∥∥û(1, )cosh(||) − cosh()cosh(||)
∥∥∥∥+ ‖(̂() − ̂()) cosh()‖
=
∥∥∥∥(1 + 2)p/2û(1, )cosh(||) − cosh()cosh(||) (1 + 2)−p/2
∥∥∥∥
+ ‖(̂() − ̂()) cosh()‖.
Using conditions (2.1) and (3.15), and denote s := ||, we get
‖u(1, ·) − v(1, ·)‖ sup
s0
A˜(s)E + sup
s0
B˜(s), (3.18)
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where
A˜(s) =
∣∣∣∣cosh(s) − cosh()cosh(s) (1 + s2)−p/2
∣∣∣∣ , B˜(s) = | cosh()|.
We also start by estimating the second term on the right-hand side of (3.18). Since cosh(·) is amonotone
increasing function in the interval [0,∞) and  is chosen in (3.16), we have
B˜(s) = cosh
(
s/
√
1 + 2s2
)
 cosh(1/)e1/ = E
(
ln
E

)−2p
. (3.19)
We now consider the ﬁrst term on the right-hand side of (3.18). Taking the similar procedure of (3.9),
then ∣∣∣∣cosh(s) − cosh()cosh(s)
∣∣∣∣ 1 − e−(s−).
So
A˜(s)(1 − e−(s−))(1 + s2)−p/2. (3.20)
For estimating (3.20), we also distinguish between two cases.
Case I: for large values of s, i.e., for ss0 := 1/, note that s = s/
√
1 + 2s2, we have
A˜(s)(1 + s2)−p/2s−ps−p0 = p, p > 0. (3.21)
Case II: for s < s0 = 1/, using the inequalities 1 − e−rr (r0) and (3.11), we have from (3.20)
that,
A˜(s) 12 
2s3(1 + s2)−p/2. (3.22)
If 1<p< 3, from (3.22), we have
A˜(s) 12 
2s3−p 12 
2s
3−p
0 = 12 p−1. (3.23)
If p3, from (3.22), for s1, we have
A˜(s) 12 
2s3−p 12 
2
, (3.24)
and for s < 1, we have
A˜(s) 12 
2(1 + s2)−p/2 12 2. (3.25)
Summarizing (3.21), (3.23), (3.24) and (3.25), we complete the estimate of the ﬁrst term on the right-hand
side of (3.18), i.e.,
A˜(s)E max{p, 12 p−1, 12 2}E =: , p > 1. (3.26)
The theorem now follows from (3.18), (3.19) and (3.26).
Remark 3.4. Since the regularization parameter  → 0 as the measured error  → 0, we can easily ﬁnd
that, for p> 1,  → 0 ( → 0). Thus
lim
→0 ‖u(1, ·) − v(1, ·)‖ = 0, p > 1.
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Therefore, we completely solved our problem, i.e., restored the stability of the solution u(x, y) for
0<x1.
4. Numerical implementation
In this section we will describe a numerical implementation of problem (2.7). The inﬁnite strip
0x1,−∞<y <∞ in (2.7) is used mainly because it makes it easier to obtain stability estimates
(see Section 3, or [17,8]). The numerical methods can be used only for the case when the equation is
deﬁned for a bounded region (see [5,2]). we will consider (2.7) in the following ﬁnite region,
vxx + vyy − 2vxxyy = 0, x ∈ [0, 1], y ∈ [0, 1],
v(0, y) = (y), y ∈ [0, 1],
vx(0, y) = 0, y ∈ [0, 1], (4.1)
where is chosen as in (2.8) or (3.16).Actually, ifwe choose other regions, such as, 0<x < 1, L<y <L+
1 (L = −10000,−1000,−5, 0, 3, 50, 500, 100000, etc.), we can also get a satisfactory result. Let the
second order derivative d2f (y)/dy2 of function f (y) be given approximately by
d2f (y)
dy2
≈ f (y + 	y) − 2f (y) + f (y − 	y)
(	y)2 .
After considering an equidistant grid 0=y1 < · · ·<yn=1 (yi=(i−1)k, k=	y=1/(n−1), i=1, . . . , n),
we discretize the ﬁrst equation of (4.1) with respect to the variable y, and leave the variable x continuous,
as follows
Vxx + 1
k2
DV − 
2
k2
DV xx = 0, i.e., Vxx = − 1
k2
(
I − 
2
k2
D
)−1
DV =: MV , (4.2)
where
D =
⎛⎜⎜⎜⎜⎝
2 −5 4 −1
1 −2 1
0 1 −2 1
. . .
. . .
. . .
. . .
−1 4 −5 2
⎞⎟⎟⎟⎟⎠
n×n
(4.3)
V = V (x), Vx = Vx(x) and Vxx = Vxx(x) are semi-discrete representations of the solution, its 1-order
derivative and its 2-order derivative, respectively, that is
V (x) = (v(x, y1), . . . , v(x, yn))T, Vx(x) = (vx(x, y1), . . . , vx(x, yn))T,
Vxx(x) = (vxx(x, y1), . . . , vxx(x, yn))T, yi = (i − 1)k, k = 1
n − 1 , i = 1, . . . , n.
So we have the discretized form of (4.1), i.e.,(
V
Vx
)
x
=
(
0 I
M 0
)(
V
Vx
)
, 0x1, V (0) = , Vx(0) = 0 (4.4)
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where M is given as in (4.2), and  is vector containing samples from  on the grid. (4.4) can be
considered as a method of lines [5,7,11].
Remark 4.1. Now we explain the ﬁrst and last rows of D in (4.3). We only discuss the ﬁrst row, since
the last row has the same reason. When
y = y1, vyy(x, y1) ≈ v(x, y2) − 2v(x, y1) + v(x, y0)
k2
,
but we have no deﬁnition at y = y0. So we write the approximation of vyy(x, y1) as
vyy(x, y1) ≈ 2vyy(x, y2) − vyy(x, y3)
= 2 v(x, y3) − 2v(x, y2) + v(x, y1)
k2
− v(x, y4) − 2v(x, y3) + v(x, y2)
k2
= 1
k2
(2v(x, y1) − 5v(x, y2) + 4v(x, y3) − v(x, y4))
= 1
k2
(2 − 5 4 − 1)
⎛⎜⎝
v(x, y1)
v(x, y2)
v(x, y3)
v(x, y4)
⎞⎟⎠
and then the matrix D is natural.
Since (4.4) is a system of ordinary differential equations with initial boundary values V (0) =  and
Vx(0)=0, we can solve it using an explicit Runge–Kutta method. Our experience is that the Runge–Kutta
method works well.
5. Numerical results
In this section we present a simple example intended to demonstrate the usefulness of the approach.
The test was performed using Matlab6.1.
The numerical example was constructed in the following way: ﬁrst we selected the initial data u(0, y)=
(y) and ux(0, y) = 0. Then we added a random distributed perturbation to the data functions obtaining
vector , i.e.,
 =  + rand(size()), (5.1)
where
 = ((y1), . . . ,(yn))T, yi = (i − 1)k, k = 1
n − 1 , i = 1, . . . , n,
 = ‖ − ‖l2 =
(
1
n
n∑
i=1
|(yi) − (yi)|2
)1/2
. (5.2)
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The function rand(·) generates arrays of random numbers whose elements are uniformly distributed in
the interval (0,1). “rand(size())” returns an array of random entries that is the same size as .
Finally we solved the system of ordinary differential equations (4.4) using [, 0] as data. The x-
variable marching was performed using a Runge–Kutta method with automatic step size control. The
Matlab routine ode45 is an implementation of such a method. In all cases the required accuracy in the
Runge–Kutta method was 10−4.
Example. It is easy to verify that the function
um(x, y) = a
mj
cosh(mx) sin(my) (5.3)
is the exact solution of problem (1.1) with initial data
um(0, y) = m(y) =
a
mj
sin(my), (5.4)

x
um(0, y) = 0, (5.5)
where m, j are positive integers, and a ∈ R, a 
= 0.
Although m(y) and di(m(y))/dyi (i = 1, . . . , j − 1) tend to zero as m → ∞, we have um(x, y) →
∞ (m → ∞) for x > 0 (y 
= l/m, l = . . . ,−1, 0, 1, . . .). This example shows that the problem (1.1)
is ill-posed.
Test. Let a = 1 (one could select another value), m = j = 1, then from (5.4) and (5.5) we have the
initial values,
u(0, y) = (y) = sin(y),
ux(0, y) = 0,
and the exact solution is given
u(x, y) = cosh(x) sin(y).
In Fig. 1, (a) denotes the exact solution u, (b) denotes the approximation v of the exact solution and (c)
denotes the errors between the exact solution and its approximation, i.e., the common difference v − u.
They are all in the domain 0<x < 1, 0<y < 1. In (a), (b) and (c), = 4 × 10−4, the measured error  is
given as in (5.2), the a priori bound E = 1, the regularization parameter  is chosen according to (2.8),
i.e.,  = 1/ ln(E/) ≈ 0.1214, the step length 	y of y-variable is k = 116 , so n = 17.
In Fig. 2, (a) plot with the exact solution u(1, ·) (full curve) and its approximation (broken curve); (b)
plot with the exact ﬂux ux(1, ·) (full curve) and its approximation (broken curve). (a) and (b) are both at
x = 1,  = 10−4, the measured error  is given as in (5.2), E = 1, p = 1.1> 1,  is chosen according to
(3.16), i.e.,  = 1/ ln(E (ln E )−2p) ≈ 0.2118, the step length k = 	y = 132 , so n = 33.
Figs. 1 and 2 show that the proposed approach seems to be useful, but in order to more distinctly show
the usefulness and the limitation of our method we will give some tables.
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(a) 0 0.2
0.4 0.6
0.8 1
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
x
y
u
(b) 0 0.2
0.4 0.6
0.8 1
0
0.2
0.4
0.6
0.8
1
0
0.5
1
1.5
x
y
v
(c) 0 0.2
0.4 0.6
0.8 1
0
0.2
0.4
0.6
0.8
1
-0.15
-0.1
-0.05
0
0.05
0.1
x
y
v-
u
Fig. 1.
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
 -0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
y
u
(1,
y)
(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
y
u
x(1
,y)
Fig. 2.
In Tables 1–3, we select  according to (3.16), and p = 1.1, E = 1. The errors of the recovered v at
x = 1 are measured by the relative weighted l2-norm given by
e(u) :=
(
1
n
∑n
i=1 |v(1, yi) − u(1, yi)|2
)1/2
(
1
n
∑n
i=1 |u(1, yi)|2
)1/2 . (5.6)
We similarly deﬁne the relative errors of the recovered ﬂux vx at x = 1 as e(ux).
In Table 4 we choose a small step length k = 1512 ,  according to (3.16), and p = 1.1, E = 1. The
perturbation  = 10−7 in (5.1),  is given as (5.2), 0 = 1/ ln(E (ln E )−2p) = 0.0958. The relative errors
of the recovered v at x = 1 are given by (5.6).
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Table 1
Relative l2 error norms with k = 1/8
 10−2 10−3 10−4 10−5 10−6
 0.6780 0.3004 0.2172 0.1479 0.1201
e(u) 0.1552 0.0455 0.0279 0.0241 0.0254
e(ux) 0.3509 0.1897 0.1409 0.1365 0.1593
Table 2
Relative l2 error norms with k = 1/16
 10−2 10−3 10−4 10−5 10−6
 0.6583 0.3255 0.2067 0.1533 0.1179
e(u) 0.5408 0.0843 0.0287 0.0203 0.0194
e(ux) 0.2678 0.1315 0.1017 0.1152
Table 3
Relative l2 error norms with k = 1/64
 10−2 10−3 10−4 10−5 10−6
 0.6257 0.3319 0.2112 0.1527 0.1182
e(u) 0.6496 0.0649 0.0178 0.0125
e(ux) 0.3203 0.1076 0.0647
Table 4
Relative l2 error norms with different 
 0.90 0 20 30 40 50 60
e(u) 0.1725 0.0885 0.0211 0.0189 0.0301 0.0603 0.1824
From Tables 1–3, we ﬁnd that if the perturbation error is small, the proposed method works well. But
for problems with higher error levels, the results are less encouraging. Some stability estimates for the
ﬂux ux are now being in the progress.
From the reference [5], we know that the discretization of the y-derivative induces regularization, so in
the numerical experiment, it is impossible to separate this from the regularization caused by the addition
of the fourth derivative. Therefore, we give Table 4, in which we choose a small step length in y, varying
 so that the second cause of regularization is visible. And from Table 4, we ﬁnd that the parameter  has
the regularization effect.
6. Conclusions
Ill-posed problems have engaged the attention of researchers owing to the sensitive dependence on the
initial data. Several regularization procedures are available in literature. In this paper, a Cauchy problem
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for the Laplace equation in a strip is considered. The equation is modiﬁed by adding a fourth order mixed
derivative, with a coefﬁcient that serves as a regularization parameter. It is shown that with a certain
choice of the parameter, an error estimate of almost Hölder type is obtained. However, asymptotically the
error estimate is logarithmic with respect to the perturbation of the data. With a stronger assumption on
the regularity of the solution, continuous dependence on the data is obtained for the whole domain (i.e.,
including x =1).A numerical implementation is described and a simple example is given. The numerical
tests indicates that the proposed method works well for problems with small measurement errors, while
for problems with higher error levels, the results are less encouraging.
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