A simple technique is illustrated for analyzing multivariate survival data. The data situation arises when an individual records multiple survival events, or when individuals recording single survival events are grouped into clusters. Past work has focused on developing new methods to handle such data. Here, we use a connection between Poisson regression and survival modeling and a cluster sampling approach to adjust the variance estimates. The approach requires parametric assumption for the marginal hazard function, but avoids specification of a joint multivariate survival distribution. A simulation study demonstrates the proposed approach is a competing method of recent developed marginal approaches in the literature.
Introduction
Clustered survival events can occur in a number of ways. The form receiving considerable attention has been the scenario of when an individual is subject to experiencing repeat events (recurrent or multiple-type) over time. An illustration of this is the case where a child is diagnosed with chronic lung disease (CLD) for a period of time. The disease may or may not resolve. If resolution occurs, the child is susceptible to repeat occurrences of CLD over time (Norton, et. al., 2001) . The time to the start of each CLD episode can be thought of a series of clustered events where the clustering unit is the child. There have been a number of different methods proposed to handle inference in this situation. These include Andersen and Gill (AG) model (1982) , Prentice, Williams and Peterson (PWP) model (1981) , and Wei, Lin and Weisfeld (WLW) model (1989) . In AG model, each subject is treated as a multi-event counting process with essentially independent increments; PWP model is a conditional approach; and WLW model is marginal method, in which one obtains the estimated coefficients, ignoring correlation, followed by fix of the variance of estimated coefficients.
More recently, Segal and Neuhaus (1993) showed how to use Poisson regression techniques to analyze such data. Their method made use of generalized estimating equation (GEE) machinery (Liang & Zeger, 1986) for doing point estimation. Robust inference was handled by using sandwich estimators for variance estimates of estimated regression parameters. In all of these applications, much of which has recently become widely available (Therneau & Grambsch, 2000) and can be fitted by major statistical software, such as SAS (SAS Institute, Cary, NC) and Splus (Insightful Corp., Seattle, Washington).
Survey sampling is another area where clustered events are quite common. The design effects approach, which is based on sample survey techniques, has been used for analyzing such data. Design effect represents the estimated inflation in the variance of estimated coefficients due to correlated observations in each cluster (Rao and Scott, 1999) . In order to account for the correlation among observations within each cluster, we can either transform the data by a design effect and apply standard methods afterwards assuming independence, or apply standard methods assuming independence, and then adjust the variances of the estimates by design effects. Work in non-survival setting includes that by Scott (1992, 1999) and Bieler and Williams (1995) . In this paper, we are going to use the design effect approach under the survival analysis-Poisson regression and show how the design effects method can very simply handle clustered survival events, too.
Our method is similar to Segal and Neuhaus's approach in terms of the variance estimate -both use a sandwich estimator, but differ with respect with in the "filling". It's wellknown that the Liang-Zeger's GEE application of quasi-likelihood on which Segal and Neuhaus's is based is essentially a special case of Binder's method (Binder, 1983) applied to with-replacement cluster sampling. Paik (1988) has shown that the GEE methods can lead to considerably biased parameter estimates in small sample settings. This is part of the motivation for the alternative approach we propose. Our method is parametric, and marginal, thus, it sacrifices the semi-parametric specification of AG, PWP and WLW. However, it provides another platform using only regular Poisson regression to analyze multivariate survival data.
Multivariate survival data and GEE Assume that we have a sample of failure time data represented by ( ) By assuming the independence of responses within each cluster, Segal and Neuhaus (1993) handle the clustering by fitting a corresponding GEE model (Liang and Zeger, 1986) and use robust sandwich estimators for inference on the regression parameters. Obviously, using GEE machinery, we can also assume different variance and covariance structure built in to the procedure. The difficulty is the justification of the structure chosen. They also illustrate how to fit Weibull regression models and piecewise exponential models by changing the offset or augmenting with a timedependent covariate respectively.
Adjusting inference by design effects
In randomized clinical trials, the usual primary research question is what is the treatment difference among all the treatments? Let's assume that correlated observations form a cluster which can be a patient, a family or a community, etc., and assume the observations between clusters are independent. The idea behind design effect approach we are using is first to derive Taylor linearization for implicitly defined parameter vectors, which was developed by Binder (1983) in generalized linear models, and then apply a between-cluster variance estimator for the linearized statistic, as described by Bieler and Williams (1995) . The details of the design effect approach for our case are the following. Let m i be the number of clusters randomized to the treatment i, i = 1, 2, …, G; n ij be the number of observations for cluster j in ith treatment, j = 1, 2, …, m i ; ijk δ be the censoring indicator from the kth observation of jth cluster from ith treatment, k =1, 2,…, n ij ; and an iterative procedure can be used to find the estimates of β and other nuisance parameters.
The associated sample information matrix for estimating β is ' ) (
Under cluster sampling, the inverse of the information matrix is no longer a valid estimate of the variance βˆ (Binder, 1983) . To address this problem, Binder (1983) gave a general method for deriving the variance of parameter estimators under clustering in survey sampling, which satisfy estimating equations of the form:
where the sum is over the observations. Thus, using Taylor series linearization:
. 
The above estimate of the variance of βˆ is called a "modified sandwich estimate" and converges to the true variance of βˆ when the number of the clusters tends to infinity (Binder, 1983) . If the total number of the clusters is small, then this estimate will be sharply biased towards zero, and some other estimate must be considered. Generally speaking, when the clusters are independent, the sum of the linearized vectors for each cluster, ij Z in (4) can be unbiasedly estimated because βˆ is usually a consistent estimate of β under usual regularity conditions without taking the correlation structure into account. Unlike the quasilikelihood GEE approach of Liang and Zeger (1986) , explicit specification of a correlation structure in the cluster is unnecessary, which is also mentioned in Bieler and Williams (1995) .
Methodology
Generally speaking, there are two approaches for analyzing multivariate survival data. One is conditional model, and other is a marginal model. Conditional models induce dependence by including frailties (random effects) while marginal approach directly models fixed effects. We will employ a marginal-based approach when conducting simulations in order to evaluate the performance of the proposed design effect based approach. We specify a marginal survival distribution, and estimate the parameters characterizing the distribution. This approach however does not define the joint distributions for generating multivariate survival data, and thus the effect of dependence in repeating events over time cannot be studied. Hence we use a random effects approach as in Segal and Neuhaus (1993) where the joint distributions are forced to have proportional margins and a patterned covariance matrix.
We use positive stable mixing distributions (Hougaard, 1986) In order to examine the performance of the newly proposed method for estimating regression parameters, we studied a number of scenarios. We first looked at varying the cluster size from 10 , 5 = k and also the number of clusters 50 , 20 = C . The survival data was generated using the procedure just described with shape parameter 2 = α and one covariate 3 = β for simplicity which are chosen arbitrarily.
The index of the positive stable distribution α was varied from 0.3 to 0.7 indicating decreasing levels of correlation between log survival times within a cluster. Survival times were censored at fixed times instead of random censoring to 10% and 20% censoring percentage. For each combination of experimental conditions, we conducted 200 simulations, and report biases of the regression parameter estimates from Poisson regression and GEE as well as mean variance of three types, i.e. naive, robust and new approach.
We fit Segal and Neuhaus's GEE-based method with independence correlation structures and compared the performance to the new method. The comparison will be made in terms of bias and variance. The simulation was conducted in S-plus. Our approach can be implemented with minor programming, a call of glm function and several other lines of coding for matrix manipulation (the program is available upon request). Tables 1-4 give the results of the simulation. Notice first, as number of clusters increases, the smaller the bias in estimating the scale parameter a, and the regression coefficient β for Segal and Neuhaus's approach and our approach. This is because the estimates are consistent when the number of clusters gets large; and there is no systematic difference of the biases when the cluster size, percentage of censoring, and value of index parameter α change.
Secondly, the variance estimate of βˆ by the new method, the robust variance as well as naive variance estimates decrease when the number of cluster increases. Varying the cluster size does not change the variance, and there is no obvious evidence that a different percentage of censoring gives substantially different results. But increasing value of the index α, which changes the correlation of survival times in each cluster, does decrease the variance estimate in all three different types of estimates. This is because increasing α decreases correlation among the survival times within each cluster.
The naive variance estimates overestimate or underestimate the variance badly; the robust variance estimate and the new method usually underestimate the variance except in one case by our method with r = 1.008 (C = 20, cen = 20% and α = 0.4). Overall, our method gives r values closer to 1 than the GEE approach, because correlation structure is not needed explicitly in calculating the variance of βˆ as it is in GEE approach. The larger the number of clusters is the closer the r values are to 1.
A real data example (CGD)
The well-known Chronic Granulomatous Disease (CGD) dataset, which is described in the Appendix D of Fleming and Harrington (1991) , has been analyzed by many authors. CGD is a group of inherited rare disorders of the immune function characterized by recurrent pyogenic infections which usually present early in life and may lead to death in childhood. Phagocytes from CGD patients ingest microorganisms normally but fail to kill them, primarily due to the inability to generate a respiratory burst dependent on the production of superoxide and other toxic oxygen metabolites.
Thus, it is the failure to generate microbicidal oxygen metabolites within the phagocytes of CGD patients. There is evidence that gamma interferon is an important macrophage activating factor which could restore superoxide anion production and bacterial killing by phagocytes in CGD patients.
In order to study the ability of gamma interferon to reduce the rate of serious infections, a double-blinded clinical trial was conducted in which patients were randomized to placebo vs. gamma interferon. The data used here, which is a little different from that was used by Fleming and Harrington in the example (on page 162), has 65 patients in the placebo group, 63 in gamma interferon group, of 30 placebo patients who experienced at least one infection, 4 experienced 2, 4 experienced 3, 1 experienced 4, 1 experienced 5 and 1 experienced 7; of 14 treatment patients who experienced at least one infection, 4 experienced 2 and 1 experienced 3. Table, a is scale In order to check how our method works in the real data situation, we fit the CGD using the newly proposed approach with single treatment indicator covariate without controlling other covariates. As we can see in Table 5 , the coefficients from our method and Segal and Neuhaus's method with independent working correlation structure are the same, and the coefficients using Andersen-Gill's and Cox model are similar. In Cox model, only the first event was used. The former (our method and Segal and Neuhaus's) is different from the latter (Andersen-Gill's model and Cox model) because the models are different; the coefficients are proportional by a constant, which is the index parameter in the positive stable distribution. Currently, to obtain an estimate of this correlation parameter is problematic as mentioned in Segal and Neuhaus (1993) .
Nevertheless, the ratio of ) ( . / β β e s from our method is comparable with that from AndersenGill model. Thus, our method is effective to detect significance of the treatment effect (gamma interferon) though the coefficient is underestimated since the index from the positive stable distribution is between 0 and 1. Our new method was developed using a design effect approach from survey sampling and works well for the multivariate failure data. In addition, it's easy to implement. The strong assumption of the parametric form of the survival time can be relaxed by extending our method to the piecewise exponential case, which makes our method more flexible (Aitkin et. al., 1983) . No covariance structure between the survival times in a cluster needs to be specified since it's implicitly built in our method.
As seen in our simulation study, the newly proposed method has slightly better finite sample performance than GEE based method. One limitation of our design effect method is that no time-dependent covariates are allowed. We also need to find a method to obtain an estimate of correlation parameter, as we saw it in Table 5 ; alternatively, a possible estimation strategy proposed by Segal, Neuhaus and James (1997) can be used for that. However, this limitation does not affect our ability to do inference about the regression parameters.
In our simulation, the censoring indicator is generated by fixed censoring time, a work on more general censoring mechanism, such as "independent censoring", is needed. In conclusion, the method of applying the cluster sampling techniques in the multiple failure data is a competing method of recent developed marginal approaches in the literature.
