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Abstract. Generalizing the de®nition of the memory parameter d in terms of the
differentiated series, we showed in Velasco (Non-stationary log-periodogram regression,
Forthcoming J. Economet., 1997) that it is possible to estimate consistently the memory
of non-stationary processes using methods designed for stationary long-range-dependent
time series. In this paper we consider the Gaussian semiparametric estimate analysed
by Robinson (Gaussian semiparametric estimation of long range dependence. Ann. Stat.
23 (1995), 1630 61) for stationary processes. Without a priori knowledge about the
possible non-stationarity of the observed process, we obtain that this estimate is
consistent for d 2 ( 1
2
, 1) and asymptotically normal for d 2 ( 1
2
, 3
4
) under a similar set
of assumptions to those in Robinson's paper. Tapering the observations, we can
estimate any degree of non-stationarity, even in the presence of deterministic
polynomial trends of time. The semiparametric ef®ciency of this estimate for stationary
sequences also extends to the non-stationary framework.
Keywords. Non-stationary time series; semiparametric inference; tapering.
1. INTRODUCTION
Statistical inference for stationary long range dependent time series is often
based on semiparametric estimates that avoid parameterization of the short run
behaviour. Frequently, it is assumed that the spectral density f (ë) of the observed
stationary sequence satis®es, for 0 , G ,1,
f (ë)  Gë 2d as ë! 0 (1)
where d 2 (ÿ1
2
, 1
2
) is the parameter that governs the degree of memory of the
series. This is the interval of values of d for which the process is stationary and
invertible. If d 2 (0, 1
2
) then we say that the series exhibits long memory or long
range dependence. When d , 0 the spectral density satis®es f (0)  0 and if
d < ÿ1
2
the process is not invertible. Many non stationary time series are
transformed into stationary time series after taking a suf®cient number of
differences. In this case it is straightforward to generalize the de®nition of the
memory parameter d in terms of the properties of the spectral density of the
stationary increments of the observed process and the unit root ®lter(s).
Robinson (1995a) recommended an initial, possibly repeated, differentiation
(integration) of the observed time series when non stationarity (non invertibility)
1
is suspected, to obtain a value of d in the stationary and invertible interval
( 1
2
, 1
2
), and then apply stationary procedures on the transformed series, adjusting
the estimate with the number of differences (integrations) taken.
However, in many empirical applications values of d outside the stationary
range are found when the estimates are not constrained to the stationary range
d , 1
2
, as is the case of explicit form estimates like the log periodogram
regression (e.g. Bloom®eld, 1991; Agiakloglou et al., 1993). In Velasco (1997a)
we considered the application of the log periodogram regression estimate (see
Geweke and Porter Hudak, 1983; Robinson, 1995a) to raw non stationary
processes, following some previous ideas in Hassler (1992) and Hurvich and
Ray (1995). The last authors considered the expectation of the periodogram at
low Fourier frequencies for non stationary and non invertible fractionally
integrated processes. They showed that the normalized periodogram has
bounded expectation for d 2 [1
2
, 3
2
) but it is biased (for a function f satisfying
(1)) in this case.
Robinson (1995b) found that in the stationary and invertible case an estimate
of d minimizing an approximation to a Gaussian likelihood for frequencies
close to the origin has better ef®ciency properties than rival semiparametric
estimates, in the sense of having smaller asymptotic variance after proper
normalization when using the same amount of sample information. Using
Velasco's (1997a) results for the periodogram of non stationary time series, we
address in this paper whether it is possible to extend the range of allowed
values of d in this implicitly de®ned estimate to cover some non stationary
situations and what the properties of the estimates are when the series is non
stationary, including some possible ef®ciency gains.
Under similar conditions to those assumed by Robinson we ®nd that the
Gaussian semiparametric estimate is consistent for d 2 ( 1
2
, 1) and asympto
tically normal for d , 3
4
, with the same variance as in the stationary situation,
being more ef®cient than the log periodogram regression estimator. If we taper
the observations adequately we can estimate higher degrees of non stationarity,
as was found for the log periodogram estimate in Velasco (1997a). Finally, we
perform a limited numerical study of these theoretical results with simulated
and real data. We give all the proofs together with some technical lemmas at
the end of the paper in two appendices.
We do not discuss the non invertible case d < 1
2
here, but this could be
done using similar methods to those of Velasco (1997a) for the log
periodogram estimate (see Theorems 9 and 10 in that paper).
2. ASSUMPTIONS AND DEFINITIONS
In Sections 2 and 3 we consider the original estimate analysed by Robinson
(1995b) and concentrate on the interval 1
2
, d , 3
2
. When the observed time
series is stationary with spectral density fX (ë) satisfying (1), d , 12, we say that
the process has memory d and we de®ne the function f as
2
f (ë)  fX (ë):
When fX tg is a non stationary process, we say that it has memory parameter
d (1
2
< d , 3
2
) if the zero mean stationary process Ut  ÄX t has spectral density
f U (ë)  j1 exp(ië)jÿ2(dÿ1) f (ë)
where f (ë) is a spectral density on [ ð, ð] which is bounded above and away
from zero and is continuous at ë  0. Thus f U (ë) satis®es (1) with some
1
2
< dU ,
1
2
, but we do not restrict its form for frequencies away from the
origin. Then we assume, following Hurvich and Ray (1995), that for any t > 1
X t 
Xt
k 1
Uk  X 0
where X 0 is a random variable not depending on time t. Next, de®ne the
function f (ë) for d > 1
2
:
f (ë)  j1 exp(ië)jÿ2 f U (ë)  j1 exp(ië)jÿ2d f (ë)  j2 sin(ë=2)jÿ2d f (ë):
Note that f satis®es (1), but when 2d > 1 it is not integrable in [ ð, ð] and is
not a spectral density. We do not assume that f  is the spectral density of a
stationary and invertible autoregressive moving average (ARMA) process as
would be the case if Ut followed a fractional autoregressive integrated moving
average (ARIMA) model. Here f  may have (integrable) poles or zeros at
frequencies beyond the origin.
We want to give a uni®ed theory for semiparametric estimates of d 2 ( 1
2
, 1),
including stationary (with f X (0) equal to zero, a constant or in®nity) and non
stationary processes. We introduce now the following assumptions about the
behaviour of the spectral densities f X (ë) (d , 12) and f U (ë) (d >
1
2
) (and thus of
the functions f (ë) and f (ë)) at the origin.
ASSUMPTION 1. When d 2 ( 1
2
, 1
2
) the spectral density f X (ë) satis®es, for
0 , G ,1,
f X (ë)  Gëÿ2d as ë! 0
and when d 2 [1
2
, 3
2
) the spectral density f U (ë) satis®es
f U (ë)  Gëÿ2(dÿ1) as ë! 0:
A slightly stronger version of this assumption, and the one we shall use to
obtain the asymptotic normality of our estimates, is the following.
ASSUMPTION 2. When d 2 ( 1
2
, 1
2
) the spectral density f X (ë) satis®es, for
0 , â < 2, 0 , G ,1,
f X (ë)  Gëÿ2d  O(ëÿ2dâ) as ë! 0
and when d 2 [1
2
, 3
2
) the spectral density f U (ë) satis®es
3
f U (ë)  Gëÿ2(dÿ1)  O(ëÿ2(dÿ1)â) as ë! 0:
Under Assumption 2 we write, de®ning the function g(ë)  Gëÿ2d , 0 , â < 2,
f (ë)
g(ë)
 1 O(ëâ) as ë! 0: (2)
This is equivalent to Assumption 1 in Robinson (1995a) when f is the spectral
density of X t (stationary) and d 2 ( 12, 12). See also Remark 3.1 in Giraitis et al.
(1995).
Also, Assumption 2 implies that f (ë) is bounded above and away from zero
and is continuous in an interval (0, å), å. 0.
ASSUMPTION 3. In a neighbourhood (0, å) of the origin, if d 2 ( 1
2
, 1
2
), f X (ë)
is differentiable and ddë f X (ë)
  O(ëÿ1ÿ2d) as ë! 0
and if d > 1
2
, f U (ë) is differentiable and ddë f U (ë)
  O(ëÿ1ÿ2(dÿ1)) as ë! 0:
Then f (ë) has ®rst derivative satisfying (cf. Assumption 2 of Robinson
(1995a) in the stationary case d , 1
2
) ddë f (ë)
  O(ëÿ1ÿ2d) as ë! 0: (3)
These assumption could have been formulated in terms of the functions f 
and/or f, since we are interested in the implications they have on the function
f, (2) and (3). However, we did not ®nd it appropriate to make assumptions
directly on f or f , since these functions do not have an immediate and clear
statistical interpretation as f U or f X have.
Now we make the following assumption about the series Ut when d >
1
2
, or
for X t when d ,
1
2
, paralleling Robinson (1995b).
ASSUMPTION 4. We have, for 1
2
, d , 1
2
, yt  X t or, for 12 < d , 1, yt  Ut,
with
yt 
X1
l 0
á lE tÿ l
X1
l 0
á2l ,1
where
E(E tjFtÿ1)  0 E(E2t jFtÿ1)  1 almost surely (a:s:) t  0, 1, . . .
in which Ft is the ó ®eld of events generated by E t, s < t, and there exists a
4
random variable E such that EE2 ,1 and, for all ç. 0 and some C . 0,
P(jE tj. ç) < CP(jEj.ç).
Then we obtain that, for d > 1
2
,
f (ë)  j1 exp(ië)jÿ2 f U (ë)  j1 exp(ië)jÿ2 já(ë)j
2
2ð
where
á(ë) 
X1
l 0
á l exp(ilë)
and já(ë)j2=2ð  f U (ë), the spectral density of Ut.
De®ne the discrete Fourier transform of X t, t  1, . . ., n, ë j  2ð j=n, j
integer,
w(ë j)  1
(2ðn)1=2
Xn
t 1
X t exp(ië j t)
and when d > 1
2
we obtain
w(ë j)  1
(2ðn)1=2
Xn
t 1
Xt
k 1
Uk exp(ië j t)
so w(ë j) is a complex linear combination of the (non observable stationary
variables Uk . The Fourier transform at any frequency ë j, 0 , j , n, of a non
stationary sequence X t allows the elimination of the random variable X 0, so
w(ë j) does not depend on the values of Uk for k , 1. De®ne the periodogram of
X t as
I(ë j)  jw(ë j)j2:
Because the estimate is not de®ned in closed form, we denote by G0 and d0
the true parameter values, and by G and d any admissible values. Consider the
objective function (see KuÈnsch, 1987; Robinson, 1995b)
Q(G, d)  1
m
Xm
j 1
log(Gëÿ2dj )
I(ë j)
Gëÿ2dj
( )
and de®ne the closed interval of admissible estimates of d0, È  [=1, =2],
where =1 and =2 are numbers such that
1
2
, =1 , =2 , 1. Note that we cover
part of the range of values of d for which X t is non stationary. As in Robinson
(1995b) =1 and =2 can be chosen arbitrarily close to
1
2
and 1 (1
2
in his case),
respectively, or re¯ecting some prior knowledge on d0. When d0 2 ( 12, 12) the
asymptotics for I(ë j) are exactly the same as in Robinson's discussion, but when
d0 >
1
2
we have to resort to the results of Velasco (1997a), weaker in general.
Robinson used notation in terms of the parameter H  d  1
2
, but we ®nd it
5
more natural to use the number of differences parameter d in a possibly non
stationary context. We de®ne the estimates
(G^, d^)  arg min
0 , G ,1,d2È
Q(G, d)
which always exist and also
d^  arg min
d2È
R(d)
where
R(d)  log G^(d) 2d 1
m
Xm
j 1
log ë j G^(d)  1
m
Xm
1
ë2dj I(ë j):
Using the discussion in Velasco (1997a), the main way of showing that
Robinson's (1995b) results go through in the non stationary case (d0 >
1
2
) is to
analyse the asymptotic behaviour of the discrete Fourier transform of X t for
frequencies ë j, 1 < j < m, with 1=m m=n! 0 as n!1. Therefore,
assuming the same conditions for the Ek , we could repeat the steps in Robinson
(1995b) to obtain the consistency and asymptotic distribution of the estimate of
the parameter d for non stationary processes. However, because of a bias
problem, the same results as in Robinson (1995b) can only be obtained for
d0 ,
3
4
, consistency holding for d0 , 1.
We stress the point that the discrete sum in the previous de®nitions cannot
be substituted by an integral form as is considered for related estimates in a
full parametric context (see Fox and Taqqu, 1986; Giraitis and Surgailis, 1990),
since the properties of the periodogram for non stationary processes are only
equivalent to the stationary case when evaluated at frequencies ë j, 1 <
j < n 1.
3. CONSISTENCY
In this section we obtain the consistency of d^ as de®ned previously for values
d0 2 ( 12, 1). Under Assumptions 2 and 3, the conditions on the behaviour of the
function f (ë) at the origin according to Theorem 1 in Robinson (1995b) hold
now also for d0 2 [12, 32) (we do not need the integrability of f ).
For the stationary case, the analysis of the asymptotic properties of w(ë j) has
been done by Robinson (1995a). For the non stationary situation, d > 1
2
,
following some ideas of Hurvich and Ray (1995) we obtain that
EfI(ë j)g 
ð
ÿð
f (ë)K(ë ë j)dë
where K(ë)  (2ðn)ÿ1jPn1 exp(iët)j2 is the FejeÂr kernel. From this expression it
is possible to see that, when X t is non stationary, f (ë) plays exactly the same
role as a spectral density in the asymptotics for the discrete Fourier transform at
6
frequencies ë j, j 6 0 mod n, and Velasco (1997a) showed that the periodogram
is (asymptotically) unbiased for f if j is growing slowly with n and d , 1. This
is stated the next theorem, which is Theorem 1 in Velasco (1997a). De®nining
v(ë)  w(ë)= f 1=2(ë), we have the following.
THEOREM 1. Under Assumptions 1 and 3, d 2 [1
2
, 1), for any sequences of
positive integers j  j(n) and k  k(n) such that 1 < k , j and j=n! 0 as
n!1, de®ning
äk, j  ( jk)dÿ1 log( j 1)
(a) Efv(ë j)v(ë j)g  1 O(ä j, j);
(b) E[v(ë j)v(ë j)g  O(ä j, j);
(c) Efv(ë j)v(ëk)g  O(kÿ1 log j äk, j);
(d) Efv(ë j)v(ëk)g  O(kÿ1 log j äk, j).
The next two results hold in a similar way for the log periodogram estimate
of d for non stationary Gaussian time series. Here we do not need to assume
Gaussianity in any form. First we show that consistency of d^ when d , 1.
THEOREM 2. Under Assumptions 1 (d0 2 ( 12, 1)), 3, 4 and
1
m
 m
n
! 0 as n!1
we obtain d^ ! Pd.
4. ASYMPTOTIC NORMALITY
For values of d0 > 1 the periodogram at frequencies ë j is not unbiased for the
function f and j increases, and therefore d^ cannot be consistent. Unlike for
stationary processes, we can only obtain the asymptotic distribution for d^ in the
non stationary case for a smaller range of values of d0 (d0 ,
3
4
) than the interval
where the estimate is consistent, d0 , 1. This is due to the fact that the
properties of the periodogram depend on convolutions of the function f (ë),
which deteriorate rapidly as f becomes more `non integrable', i.e. as d0
increases (see Theorem 1 above and Theorem 1 in Velasco (1997a), and the
subsequent discussion).
We introduce two new assumptions that will be needed in the proofs.
ASSUMPTION 5. In a neighbourhood (0, å) of the origin, á(ë) is differentiable
and  ddëá(ë)
  O já(ë)jë
 
as ë! 0:
7
Clearly Assumption 5 implies Assumption 3, since f (ë)  já(ë)j2=2ð when
1
2
, d0 ,
1
2
and f (ë)  f2 sin(ë=2)gÿ2já(ë)j2=2ð when d0 > 12.
ASSUMPTION 6. Assumption 4 holds and also
E(E3t jFtÿ1)  ì3 a:s: E(E4t jFtÿ1)  ì4 t  0, 1, . . .
for ®nite constants ì3 and ì4.
THEOREM 3. Under Assumptions 2, 5 and 6, with d0 2 ( 12, 34), and
1
m
 m
12â(log m)2
n2â
! 0 as n!1 (4)
we obtain
m1=2(d^ d0)! D N (0, 14):
This theorem coincides, not surprisingly, with the results of Velasco (1997a)
for the log periodogram regression estimate of non stationary time series with
Gaussian increments. Beyond these values of d, the slow convergence of the
expectation of the periodogram to the function f leads to a slower convergence
of the estimates of d. In Velasco (1997a) this problem was overcome for the
log periodogram estimate using the bias reduction technique of tapering, as
suggested by Hurvich and Ray (1995). We do not pursue this approach here,
but the corresponding theory is similar to that obtained in the next section for
general non stationary processes and tapering schemes.
Another important point is that the ef®ciency property of this Gaussian
estimate with respect to other comparable semiparametric estimates observed by
Robinson (1995b) for stationary processes holds as well for non stationary
processes when the same number of periodogram ordinates, m, is used. Further,
the asymptotic distribution of d^ does not depend on any unknown constants,
not even d0, beyond the de®nition of the suitable range of valid values for the
theorem, which is only limited by d , 3
4
.
5. GENERAL NON-STATIONARY TIME SERIES
In this section we consider the estimation of the memory parameter for general
non stationary time series which after a ®nite number of differentiations are
stationary. In general, a (possibly non stationary) process fX tg has memory
parameter d . 1
2
if the process Äs X t  U (s)t , s  bd  12c, is stationary with
mean ì, possibly different from zero, and spectral density f U (s) (ë) behaving as
Gëÿ2(dÿs), 1
2
< d s , 1
2
, around the origin for some positive constant G.
Robinson (1995b) considered the case s  0 and in Section 2 we considered the
case s  1, d , 1, ì  0.
De®ne the function
8
f (ë)  j1 exp(ië)jÿ2s f U (s) (ë)  j2 sin(ë=2)jÿ2d f (ë)
in terms of the spectral density of the stationary sequence U
(s)
t or the function
f (ë). Following the discussion in Velasco (1997a), we can write for random
variables R(r), r  1, . . ., s, which do not depend on time t
X t  R(1) 
Xt
j1 1
U
(1)
j1
 R(1) 
Xt
j1
R(2) 
Xj1
j2
U
(2)
j2
0@ 1A
 R(1)  tR(2) 
Xt
j1
Xj1
j2
R(3) 
Xj2
j3
U
(3)
j3
0@ 1A
 R(1)  tR(2)  1
2
(t  t2)R(3) 
Xt
j1
Xj1
j2
Xj2
j3
U
(3)
j3

Xs
r 1
R(r) p(r)(t) ìpì(t)
Xt
j1
Xj1
j2
  
Xjs 1
js
U
()
js
where p(r)(t) are polynomials in t of order r 1, pì(t) is a polynomial of order
s and U ()t  U (s)t ì has zero mean and the same spectral density as U (s)t .
These two polynomials can be regarded as the initial conditions of the observed
non stationary sequence and as a deterministic trend, respectively. In Velasco
(1997a) we proposed using, instead of the original series, a tapered version with
a weight sequence fhtgnt 1, symmetric around bn=2c, such that max t ht  1.
Hurvich and Ray (1995) used the cosine bell to analyse the expectation of the
periodogram when d , 1:5. Other authors also (Zhurbenko, 1979; Robinson,
1986; Dahlhaus, 1988) have shown that tapering allows inference in the presence
of non stationary distortions in the observed stationary time series.
We consider now the discrete Fourier transform of the tapered series ht X t:
wT(ë j)  1
(2ð
P
h2t )
1=2
Xn
t 1
ht X t exp(ië j t)
 1
(2ð
P
h2t )
1=2
Xn
t 1
ht
Xs
r 1
R(r) p(r)(t) ìpì(t)
( )
exp(ië j t) (5)
 1
(2ð
P
h2t )
1=2
Xn
t 1
ht
Xt
j1
Xj1
j2
  
Xjs 1
js
U
()
js
exp(ië j t): (6)
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The term (6) re¯ects the accumulation of information in the non stationary time
series X t, starting from t  1, but the term (5) is a nuisance component of the
discrete Fourier transform which comprises the information in fX tgn1 from the
past. To make inferences about d we make this expression (5) equal to zero for
certain frequencies ë j, using speci®c orthogonality properties of the weights ht,
i.e. Xn
t 1
ht(1 t  t2    t s)exp(ië j t)  0: (7)
Observe that in the case s  1 we have only required that Pnt 1 ht exp(ië j t)  0,
because we were assuming ì  0 to eliminate the in¯uence of the polynomial
p(1)(t)  1 of order 0 (a constant with respect to t). The raw Fourier transform
satis®es condition (7) with s  0 (but not any of higher order). In other words,
without tapering we can consider d , 1 but always without drift.
De®ning the equivalent to the Dirichlet kernel in the tapered case
DTp(ë) 
Xn
t 1
ht exp(itë)
we say that a sequence of data tapers fhtgn1 is of order p  1, 2, . . . if the
following two conditions are satis®ed.
(a) For N  n=p (which we assume integer),
DTp(ë) 
a(ë)
n pÿ1
sin(në=2 p)
sin(ë=2)
  p
where a(ë) is a complex function, whose modulus is bounded and bounded away
from zero, with p 1 derivatives, all bounded in modulus as n increases for
ë 2 [ ð, ð].
(b) For one function b  b(n), 0 , b ,1, 8n . 0,Xn
t 1
h2t  bn:
Then, it is immediate that
jDTp(ë)j < constant 3 min(n, n1ÿ pjëjÿ p)
and, with the equivalent to the FejeÂr kernel, KTp(ë)  (2ð
P
h2t )
ÿ1jDTp(ë)j2,
jKTp(ë)j < constant 3 min(n, n1ÿ2 pjëjÿ2 p):
Also we have that DTp(ë) has zeros of order p at ë  ëjp and that thanks to
d q
(dë) q
DTp(ë)

ë ë jp
 0 0 , j , N
q < p 1, condition (7) is satis®ed for s < p 1.
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If condition (7) holds, deterministic time trends up to order s can be removed
in the calculation of wT(ë j) without the need to estimate them by any means.
The cosine bell taper is of order 1, so its utilization is only justi®ed in the case
d , 1:5 with ì  0, as was shown by Velasco (1997a) for the log periodogram
semiparametric estimate. Here we do not consider this tapering scheme
explicitly but, given the asymptotic behaviour of tails of the kernel KTp in this
case, the conclusions are equivalent to those with p  3 and for d , 1:5.
Two examples of data tapers satisfying the above conditions are the Parzen
and Zhurbenko Kolmogorov proposals (see also Alekseev (1996) for further
examples and discussion). For sample size n  4N , N integer, the weights
given by the Parzen window
hPt  1 6[f(2t n)=ng
2 j(2t n)=nj3] 1 < t < N or 3N < t < 4N
2f1 j(2t n)=njg3 N , t , 3N

satisfy (7) for j  4, 8, . . ., n 4 and s  3. We can obtain (see for example
Percival and Walden, 1993)
DP(ë)  32
n3
3 2 sin2
ë
2
  
sin(në=8)
sin(ë=2)
 4
exp
inë
2
 
and
Pn
t 1(h
P
t )
2  constant 3 n. Zhurbenko (1979) used the data weights fhZt g
suggested by Kolmogorov,
hZt  r( p, N )
p(N2 1)
12ð
 1=4
Nÿ pc p,N (t)
where the coef®cients c p,N (t) are given byXp(Nÿ1)
t 0
z tc p,N (t  1)  (1 z      z Nÿ1) p  1 z
N
1 z
  p
:
Then, it follows that
(2ð
P
h2t )
1=2 DZ(ë)  r p(N
2 1)
12ð
 1=4
1 exp(iNë)
Nf1 exp(ië)g
  p
and hence
KZ(ë)  r2 p(N
2 1)
12ð
 1=2
sin2(në=2 p)
N2 sin2(ë=2)
( ) p
where r is de®ned adequately to make KZ integrate to 1 and it can be seen to be
very close to 1 for p and N big enough (see Zhurbenko, 1979). Therefore, this
class of taper weights for p  1, 2, . . ., ®xed in the asymptotics, and n  pN
satis®es condition (7) with s < p 1 at frequencies ë jp, 0 , j , N .
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6. TAPERED ESTIMATES
In this section we obtain the consistency and asymptotic distribution of a
modi®ed version of d^ when we use the previous data tapers for values d0 .
1
2
.
We introduce now the following assumptions about the behaviour of the spectral
density f U (s)(ë) (and thus of the functions f (ë) and f
(ë)) at the origin.
ASSUMPTION 7. The spectral density f U (s)(ë), s  bd  12c, satis®es, for some
constant 0 , G ,1,
f U (s)(ë)  Gëÿ2(dÿs) as ë! 0: (8)
A slightly stronger version of Assumption 2 is the following condition, where
we give more information about the behaviour of the spectral density f U (s)(ë)
at the origin. This extra information will be used to reduce the bias of the
tapered periodogram for f as was done in Velasco (1997b) in a related context
(see also Assumption 3 in Robinson (1994b)).
ASSUMPTION 8. When d 2 ( 1
2
, 1
2
), the spectral density f U (s)(ë) satis®es, for
numbers 0 , â < 2, 0 , G, Eâ ,1.
f U (s)(ë)  Gëÿ2(dÿs)  Eâëÿ2(dÿs)â  o(ëÿ2(dÿs)â) as ë! 0:
As before, Assumption 8 implies that f (ë) is bounded above and away from
zero and is continuous in an interval (0, å), å. 0.
We will need also the equivalent to Assumption 3.
ASSUMPTION 9. In a neighbourhood (0, å) of the origin, if d 2 ( 1
2
, 1
2
),
f U (s)(ë) is differentiable and ddë f U (s)(ë)
  O(ëÿ1ÿ2(dÿs)) as ë! 0:
Then f (ë) has ®rst derivative satisfying (cf. Assumption 2 of Robinson
(1995a) in the stationary case d , 1
2
), ddë f (ë)
  O(ëÿ1ÿ2d) as ë! 0:
Now we make the following assumption about the series U
(s)
t , equivalent to
Assumption 6.
ASSUMPTION 10. We have
U
()
t 
X1
l 0
á lE tÿ l
X1
l 0
á2l ,1
where the E t satisfy the conditions of Assumptions 4 and 6.
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Then we obtain for any d . 1
2
that
f (ë)  j1 exp(ië)jÿ2s f U (s)(ë)  j1 exp(ië)jÿ2s já(ë)j
2
2ð
:
De®ning the (tapered) periodogram of X t as
ITp(ë j)  jwTp(ë j)j2
we consider now the objective function
Q p(G, d)  p
m
Xm
j
log(Gëÿ2dj )
ITp(ë j)
Gëÿ2dj
( )
where all the summations run for j  p, 2 p, . . ., m, assuming m=p integer,
unless otherwise stated. De®ne the closed interval of admissible estimates of d0,
È  [=1, =2], where =1 and =2 are numbers such that 12 , =1 , =2 , d, and
p > bd  1
2
c  1. This last condition is equivalent to d, p 1
2
, where d is
the maximum value of d we can estimate with tapers of order p. Note that we
can cover part of the range of values of d for which X t is non stationary. As in
Robinson (1995b), =1 and =2 can be chosen arbitrarily close to
1
2
and to a
maximum value of d, d, restricted only by the order p of the taper weights
used, or re¯ecting some prior knowledge on d0. When ì  0 it is enough with
d, p.
We de®ne the estimates
(G^ p, d^ p)  arg min
0 , G ,1,d2È
Q p(G, d)
which always exist and also
d^ p  arg min
d2È
Rp(d)
where
Rp(d)  log G^ p(d) 2d p
m
Xm
j
log ë j, G^ p(d)  p
m
Xm
j
ë2dj I
T
p(ë j):
The discrete sums in the previous de®nitions include only frequencies ë j,
j  p, 2p, . . ., m, since the properties of the periodogram for non stationary
processes are only equivalent to the stationary case when evaluated at these
frequencies.
When X t is non stationary, f (ë) plays exactly the same role as a spectral
density in the asymptotics for the discrete Fourier transform at frequencies ë j,
j 6 0 mod n, and Velasco (1997a) showed that the periodogram is (asympto
tically) unbiased for f if j is growing slowly with n and p is chosen
adequately. This is stated in the next theorem, which is essentially Theorem 6
in Velasco (1997a). Note that the non tapered periodogram is an estimate with
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p  1. De®ning now vTp(ë)  wT(ë)=(G1=2ëÿd), for a taper of order p, we have
the following.
THEOREM 4 ( p > 2). Under Assumptions 8 and 9 (d . 1
2
, 0 , â < 2) for
f U (s) , a data taper of order p  2, 3, . . ., with p > s 1 (or just p . d if
ì  0), for any sequences of positive integers k  k(n) and j  j(n), 1 < k , j
and ç  j k, such that j=n! 0, de®ning
ã j,k  ( jk)dÿ plog( j 1)
we get
(a) EfvTp(ë jp)vTp(ë jp)g  1 Ofmin( jÿâ, jÿ1) ( j=n)â  ã j, jg;
(b) E[vTp(ë jp)v
T
p(ë jp)g  O( jÿ p  ã j, j);
(c) EfvTp(ë jp)vTp(ëkp)g  O(kÿ1ç1ÿ p  kÿ1çÿ p log n çÿ p  ãk, j);
(d) EfvTp(ë jp)vTp(ëkp)g  O(kÿ1ç1ÿ p  kÿ1çÿ p log n çÿ p  ãk, j).
Then we obtain the consistency of d^ p in the following theorem. Note that we
only require Assumption 7 for this result, not Assumption 8, which will be
used to derive the asymptotic distribution of d^ in the next section and was used
in the previous theorem because we normalized the discrete Fourier transform
by (Gëÿ2d)1=2 and not by f f (ë)g1=2.
THEOREM 5. Under Assumptions 7, 9 and 10, with =1 .
1
2
and p >
b=2  12c  1 such that d0 2 [=1, =2], p  2, 3, . . ., and
1
m
 m
n
! 0 as n!1
we obtain d^ p ! Pd0.
If we assume ì  0 then we only need in fact p . =2 if there are only
deterministic trends in X t up to order p 1. We do not consider here the case
p  1 because this is equivalent to the non tapered situation, with =2 , 1 (and
ì  0 necessarily). With respect to Theorem 2, the only extra condition we
have used is the fourth moment of the innovations E t in Assumption 10.
Then we obtain the asymptotic normality of d^ p.
THEOREM 6. Under Assumptions 5, 8 (â. 1, =1 . 12 and p > b=2  12c  1
such that d0 2 [=1, =2], p  2, 3, . . .), 10 and
1
m
 m
12â(log m)2
n2â
! 0 as n!1 (9)
we obtain
m1=2(d^ d0)!D N(0, 14 pÖ)
where
14
Ö  lim
n!1
Xn
1
h2t
 !ÿ2 Xnÿ p
k 0, p,2p,...
Xn
1
h2t cos(tëk)
( )2
: (10)
This theorem is equivalent to the results of Velasco (1997a) for the log
periodogram regression estimate of non stationary time series with Gaussian
increments. There, we changed the de®nition of the estimate to adapt the proofs
of Robinson (1995a), but here, even with the correlation between the tapered
periodogram ordinates, we do not need to modify the de®nition of the estimate.
However, the variance of the estimate is increased slightly by a factor of Ö
(generally bigger than 1) because of this correlation of the tapered
periodogram, owing to the lack of orthogonality of the taper weights. This Ö
takes the values 1.05000, 1.00354 and 1.00086 for the Zhurbenko kernels with
p  2, 3, 4 respectively, implying increments of the variance of 5%, 0.35% and
0.09% for each of the data tapers (apart from the factor p in the variance of
the estimate). When ì  0, the theorem is valid with just p . =2. If we
consider the full cosine window taper ht  12f1 cos(2ðt=n)g, then if we
regard this taper as of order p  3, with the same de®nitions as before, ì  0
and d , 3
2
, Theorem 6 holds with Ö  1, but if we use all the Fourier
frequencies from ë2 to ëm (i.e. without spacing), then Ö  35=18 (see the
discussion in Velasco (1997a, 1997b)). Note also that if we take in (10) the
sum across all frequencies, we obtain with Parseval's identityXn
1
h2t
 !ÿ2 Xnÿ1
k 0,1,2,...
Xn
1
h2t cos(tëk)
( )2
 n
Xn
1
h2t
 !ÿ2Xn
t 1
h4t
where the right hand side is the usual tapering variance adjustment (cf. for
example Dahlhaus, 1985, expression (3)).
The increased smoothness of the function f (ë), â. 1, is used in conjunction
with the tapering to approximate the periodogram of the observed time series
by that of the innovations (see the proof of Theorem 6 in Velasco (1997a) and
Theorem 2 in Velasco (1997b)). Here we cannot resort to the second moments
of the tapered periodogram as was done in the non tapered case, since the
correlation problem just pointed out impedes further improvement of the
approximations.
7. EMPIRICAL WORK
The aim of the ®rst simulation exercise was to address the previous properties of
d^, especially in comparison with the log periodogram regression estimate
~d  1
2
Pm
j 1 log I(ë j)flog j (1=m)
Pm
l 1 log lgPm
j 1 log jflog j (1=m)
Pm
l 1 log lg
:
To this end we stimulated 1000 Gaussian fractional ARIMA(0, d, 0) for each
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value of d in 0.45(0.1)1.25, n  256, and we chose a relatively small value for
m, 32. We did not perform any trimming in the de®nition of ~d. The series were
simulated with the S Plus function arima.frac.diff and the minimum of the
objective function was found with the nlmin command. In the search for the
minimum we used as initial values for d and G those obtained with the log
periodogram regression, and we did not restrict the range of possible values for
d. This procedure gave no problems for any value of d, indicating a relatively
well behaved objective function, even for values of d . 1.
The box plots for the estimates are given in Figure 1, only up to d  1:05.
The main features of the plots are the invariance of the distributions of d^ and ~d
to the actual value of d0 and the ef®ciency and smaller bias of the Gaussian
estimate with respect to the log periodogram across all d0. For d0  1:05
(d0 > 1) neither of the two estimates is consistent and this fact is re¯ected by
the negative bias for both, in the opposite direction of the biases when d0 , 1.
The basic statistics summary is contained in Table I, including the bias of the
estimates, the standard deviation, the expected standard deviation from the
corresponding central limit theorems and the mean square error across
replications. Note that for d0 >
3
4
, Theorem 3 does not hold.
In the second simulation we considered the estimation of values d > 1. The
only modi®cation with respect to the previous exercise was that now the series
were of length n  512 and m  100. The values of d0 considered were 0.95
and 1.8, one close to the borderline of the asymptotics presented in this paper
for this estimate and the other well outside. The results for d^ and ~d are given
in Figure 2. In the top row of graphics we give the box plots and in the bottom
row non parametric smoothed estimates of the simulated probability density of
the estimates of d. The two leftmost columns of plots, for d  0:95, 1.9,
indicate that the two semiparametric estimates considered work relatively well
FIGURE 1. Gaussian semiparametric and log-periodogram estimates, Gaussian ARFIMA(0, d, 0),
n  250, m  32, 1000 replications.
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TABLE I
Gaussian estimate Log-periodogram estimate
d0 Bias S.d. Th. s.d. MSE Bias S.d. Th. s.d. MSE
0.45 0.0041 0.1151 0.0884 0.0132 0.0179 0.1383 0.1134 0.0194
0.55 0.0050 0.1115 0.0884 0.0124 0.0186 0.1330 0.1134 0.0180
0.65 0.0089 0.1155 0.0884 0.0134 0.0259 0.1446 0.1134 0.0215
0.75 0.0164 0.1168 0.0139 0.0324 0.1439 0.0217
0.85 0.0213 0.1116 0.0129 0.0398 0.1399 0.0211
0.95 0.0026 0.1108 0.0123 0.0160 0.1342 0.0182
1.05 0.0309 0.1004 0.0110 0.0286 0.1240 0.0161
1.15 0.0837 0.0969 0.0164 0.0867 0.1207 0.0221
1.25 0.1638 0.1043 0.0377 0.1776 0.1251 0.0472
Notes: S.d., standard deviation; Th. s.d., theoretical standard deviation; MSE, mean square error.
FIGURE 2. Gaussian semiparametric and log-periodogram estimates, n  512, m  100, Gaussian
ARFIMA(0, d, 0), 1000 replications.
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for values close to 1, but not for more non stationary time series, for which the
estimates converge extremely quickly to values close to 1, except for a long tail
towards the right value. The plots on the right are for the same estimates but
we used a tapered periodogram with the triangular Barlett window taper
(equivalent to Zhurbenko tapers with p  2) and we de®ned our estimates for
frequencies ë2, ë4, . . ., ëm, assuming m is even. In this case also it seems that
the Gaussian estimate is more ef®cient than the log periodogram regression.
Now we consider a simple application with real data. Different parameter
izations have been proposed in the literature to explain the persistence in the
volatility of the returns found in many ®nancial data sets. Robinson (1991)
introduced a long memory generalized autoregressive conditional heteroscedas
ticity (ARCH) model which was used by Baillie et al. (1996) and Bollerslev
and Mikkelsen (1996) to de®ne the fractionally integrated generalized ARCH
class
ö(L)(1 L)d x2t  ù b(L)í t
where all the roots of the polynomials ö and b in the lag operator L lie outside
the unit circle and í t  x2t ô2t are martingale differences, E(í tjF tÿ1)  0,
ô2t  var(xtjF tÿ1) a.s. and F t is the ó ®eld of events generated by {xs: s < t}.
These models allow persistence or long memory in the squares x2t of
martingale difference levels xt when d . 0 and are basically equivalent to the
fractional ARIMA models for means, but in the variance, generalizing for any
0 < d < 1 the fully integrated GARCH model, equivalent to a unit root in the
mean. Although our asymptotic theory for semiparametric estimation is not
readily applicable for this situation (because of the linear process assumption)
we investigate the possible utility of the tapered estimates proposed in
exploratory analysis to detect the persistence in some crude approximations to
the volatility (like the squares and absolute value of the levels) without the
need to model the short run dependence. The above models are strictly
stationary for any 0 < d < 1, but a further dif®culty is that when ù. 0 the
squared process has a drift term and so it is non covariance stationary. We hope
that with enough tapering (large p) we can alleviate the effect of this possible
drift, which is a smooth function of time t and could be well approximated by
polynomials of t.
We do this for two data sets corresponding to the returns (de®ned as the
increment of the logarithm) of the exchange rates of the French franc and the
deusch mark against the US dollar, using 2000 daily observations running from
November 1972 to January 1981. The plots of the relevant series are given in
Figure 3 and the results are given in Figure 4. We employ bandwidth numbers
m  15, 18, . . ., 100 and tapers with p  1, 2, 3. We plot all the estimates
obtained in this way, using the squares and the absolute value of the returns
series.
The main conclusions we can draw are as follows. Estimates with p  1
usually give a lower range of values than those with higher values of p. In all
cases, when we take m too big, the estimates produce much lower values of d^
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as a consequence of moving away from the origin, where we would not expect
model (1) to hold. For the signi®cant range of values of m the estimates with
p  2 and 3 are almost always very close, indicating perhaps that with p  1
we cannot estimate high values of d appropriately. For the Frech franc the
FIGURE 3. Exchange rates, returns and absolute returns for the deutschmark and French franc
against the US dollar, November 1973 to January 1981.
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persistence in volatility is in general higher than for the mark, with values of d
up to 0.9 with the absolute value for the franc and only 0.7 for the mark. This
agrees with the ®ndings of the previous authors, who reported values for the
deutschmark between 0.6 and 0.8 depending on the parametric model assumed
for the short run dynamics of the volatility.
8. DISCUSSION
In this paper and in Velasco (1997a) we have shown that the semiparametric
model (1) is valid for estimating the memory d of possibly non stationary time
series. If the observed process is non stationary f (ë) is no longer a spectral
FIGURE 4. Gaussian semiparametric estimates of the persistence for the French franc and the
deutschmark.
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density but is the limit of the expectation of the (tapered) periodogram and
therefore can be estimated non parametrically. Both the log periodogram and the
Gaussian semiparametric estimates compare the non parametric estimate of f (ë)
given by the periodogram at the relevant frequencies with model (1) and obtain
the best estimate of d under different criteria. For this, the integrability or not of
the function f around the origin does not matter, but only the accuracy with
which we can estimate it by means of the periodogram ordinates. Of course, the
steeper and more non integrable f is, the more complicated this approximation
will be, but the error can be controlled if enough tapering is applied.
The same principle will undoubtedly work for full parametric models of
functions f corresponding to non stationary observations if tapered observations
are used. Then, simultaneous estimation of d and the other short run memory
parameters is possible without a priori assumptions about the degree of
(possible) non stationarity of the observed sequence.
Nevertheless this approach will surely break down if we try to estimate the
integral below f (ë),
 á
0
f (ë)dë for any á. 0, instead of the function f itself,
since this integral diverges for d > 1
2
. This problem arises for the semipara
metric estimate of d considered by Robinson (1994a) and Lobato and Robinson
(1996), based precisely on the estimation of the cumulative spectral distribution
function. Simulations with this estimator d always result in estimates of d
constrained to d , 1
2
, for any d > 1
2
and any order of data tapering.
A further approach to deal with long memory, non stationarity and
polynomial trends could be the use of wavelets and there are several recent
references which deal with the estimation of d and related topics for fractional
white noise inference using wavelets (e.g. Jensen, 1995; McCoy and Walden,
1996; and the references therein). Based on the wavelet decomposition of the
variance at different scales, a variety of estimates of d are proposed, some close
to the log periodogram estimate and others related to Gaussian maximum
likelihood, always using the information at all possible scales, being mainly
then of full parametric nature. The lack of rigorous asymptotic theory for such
estimates in a general case is related to some possible bias problems if the
spectral density is not proportional to ëÿ2d for all frequencies. Furthermore, the
assumption of covariance stationarity of the ®ltered series makes it dif®cult to
predict how these procedures will deal with non stationary observations.
APPENDIX A: PROOFS
PROOF OF THEOREM 2. We repeat the steps of the proof of Theorem 1 in Robinson
(1995b), with the same de®nitions and with the notation in terms of d H 1
2
,
readjusting accordingly the set of admissible values [=1, =2]. More details can be found
in that reference or in the proof of Theorem 5. We will concentrate mainly on the
asymptotics when d0 >
1
2
, since the case d0 2 ( 12, 12) is covered in Robinson's paper.
As in Robinson's proof we de®ne = =1 when d0 ,
1
2
 =1 and d0 12 , = < d0
otherwise. Then de®ne È1 fd: = < d < =2g and È2 fd: =1 < d , =g, possibly
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empty. We take up the proof after expression (3.12) in that reference. Given that now we
can consider values of d arbitrarily close to 1, we obtain that for r 1, 2, . . ., m
sup
È1
 1 1r
 2(dÿd0)
1
 < 12r
so the bound is of the same order of magnitude as in the (exclusively) stationary case.
When the observed time series is stationary d0 ,
1
2
, all Robinson's results apply, even
if =2 >
1
2
. The differences arise when we have to consider the periodogram I j I(ë j)
and d0 >
1
2
. When d0 ,
1
2
, we can use expression (3.14) in Robinson's paper,
I j
g j
1 1
g j
f j
 
I j
g j
 1
f j
(I j já jj2 IE j) (2ðIE j 1)
where IE j IE(ë j) is the periodogram of fE tgn1 , f j f (ë j), á j á(ë j) and g j Gë
ÿ2d0
j .
However, when 1
2
< d0 , 1 we have to consider the additional transfer function of the
linear ®lter of ®rst differences before writing down the previous decomposition in terms of
the sequence E t:
I j
g j
1 1
g j
f j
 
I j
g j
 1
f j
fI j j1 exp(ië j)jÿ2já jj2 IE jg  (2ðIE j 1):
Now, from Theorem 1 (see also Theorem 1 in Hurvich and Ray, 1995), d0 >
1
2
, for n
suf®ciently large,
E
 I jg j
 < C j 1, . . ., m (A1)
for a generic positive ®nite constant C, in a similar way to when d0 ,
1
2
.
Next, paralleling expression (3.17) in Robinson (1995b) for the stationary situation,
EjI j j1 exp(ië j)jÿ2já jj2 IE jj
< E[jw j f1 exp(ië j)gÿ1á jwE j iw j  f1 exp(ië j)gÿ1á jwE jj]
< [EI j f1 exp(ië j)gÿ1á j EwE jw j f1 exp(ië j)gÿ1á j E wE jw j
 jf1 exp(ië j)gÿ1á jj2 EIE j]1=2
3 [EI j  f1 exp(ië j)gÿ1á j EwE jw j  f1 exp(ië j)gÿ1á j E wE jw j
 jf1 exp(ië j)gÿ1á jj2 EIE j]1=2 (A2)
denoting by w jE wE(ë j) the Fourier transform of E t. Then, from the proof of part (a) of
Theorem 1 (see Velasco, 1997a) we can obtain, for 1
2
< d0 , 1,
EI j f jf1 O( j2(d0ÿ1) log j)g
Ew jwE j
f1 exp(ië j)gÿ1á j
2ð
 O( j2(d0ÿ1)ëÿdj log j)
EIE j
1
2ð
 O( j2(d0ÿ1) log j)
uniformly in j 1, . . ., m. Thus (A2) is Of jd0ÿ1(log j)1=2g, and following with
Robinson's proof, when d0 >
1
2
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E
Xmÿ1
1
r
m
 2(=ÿd0)1 1
r2
Xr
1
1
f j
[I j jf1 exp(ië j)gÿ1á jj2 IE j]

 !
< C
Xm
1
r
m
 2(=ÿd0)1 1
r2
Xr
1
f jd0ÿ1(log j)1=2g
< Cm2(d0ÿ=)ÿ1
Xm
1
r2(=ÿd0)ÿ1d0 (log r)1=2
Ofm2(d0ÿ=)ÿ1  md0ÿ1(log m)3=2g o(1)
where the last line follows from separate consideration of the cases 2(= d0)
1 d0 , 1 and 2(= d0) 1 d0 > 1. Also we can check, using the same
techniques, that, as n!1, for arbitrarily small ç, 1
2
< d0 , 1, 1mXm
1
I j
g j
1
  OP ç 1mXm
1
jd0ÿ1(log m)1=2
( )
 oP(1) oP(1):
Using Robinson's de®nitions the next point that deserves attention when do >
1
2
 =1 is 1mXm
1
(a j 1) 1
g j
f j
 
I j
g j
 OP çmXm
1
(a j  1)
( )
OP(ç)
with (A1).
Observe that after Equation (3.22) in Robinson (1995b) we need to choose in fact
= , d0
1
2
 1=(4e) without loss of generality. Because of this modi®cation, we have to
proceed in a different way to bound the next expression, for 1
2
< d0 , 1: 1mXm
1
a j 1
f j
[I j jf1 exp(ië j)gÿ1á jj2 IE j]
 (A3)
OP
1
m
Xm
1
(a j  1) jd0ÿ1(log m)1=2
( )
OP
1
m
Xm
1
a j j
d0ÿ1(log m)1=2  1
m
Xm
1
jd0ÿ1(log m)1=2
( )
: (A4)
Next, since p exp(mÿ1
Pm
1 log j)  m=e,Xp
1
a j j
d0ÿ1 p2(d0ÿ=)
Xp
1
j2(=ÿd0)d0ÿ1 O(md0 )
if 2= d0 . 0, and O(m
2(d0ÿ=)log m) if 2= d0 < 0. Then, using
Pm
p a j O(m) and
sup j .p j
d0ÿ1 O( pd0ÿ1) O(md0ÿ1), we obtain that (A4) is
OPfmÿ1(md0  m2(d0ÿ=))(log m)3=2g oP(1)
with d0 , 1 and d0
1
2
, =, and the proof is completed.
PROOF OF THEOREM 3. Again we retrace the steps in the proof of Theorem 2 in
Robinson (1995b). The main step here is to obtain the equivalent to expression (4.7) in
that proof bounding in probability the quantity
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Xr
1
I j
g j
2ðIE j
 
for the general case d0 2 ( 12, 34). We shall see that the bounds for the case do > 12 are
weaker in general than for the stationary case, so these will be the leading terms in the
bounds.
First, we need the quantity (cf. Equation (4.7) in Robinson (1995b)), for 0 ,ä, 1
2
,Xm
r 1
r
m
 1ÿ2ä 1
r2
Xr
1
I j
g j
1
  1m
Xm
1
I j
g j
1
  (A5)
to be oPf(log m)ÿ6g. From Lemma 1, the second term in (A5) is, for d0 > 12,
OPfm4(d0ÿ1)=(5ÿ4d0)(log m)2=(5ÿ4d0)  mânÿâ
 m2(d0ÿ1)log m nÿ1=2 m(d0ÿ1)=2(log n)5=4  nÿ1=4 md0ÿ1(log m)1=2g
oPf(log m)ÿ6g
if d0 , 1, with (4), and the ®rst term is in order of probability
m2äÿ1
Xm
r 1
rÿ1ÿ2äfr1=(5ÿ4d0)(log r)2=(5ÿ4d0)  râ1 nÿâ
 r2d0ÿ1 log r  nÿ1=2 r(1d0)=2(log n)5=4  nÿ1=4 rd0 (log r)1=2g
O(m2äÿ1[1 m1ÿ2äfm4(d0ÿ1)=(5ÿ4d0)(log m)2=(5ÿ4d0)  mânÿâ
 m2(d0ÿ1)log m nÿ1=2 m(d0ÿ1)=2(log n)5=4  nÿ1=4 md0ÿ1(log m)1=2g])
oPf(log m)ÿ6g:
From Lemma 1, we can see also with F^k(d) m
ÿ1Pm
1 (log j)
kë2dj I j,F^k(d0) G0 1mXm
1
(log j)k

OP[fm4(d0ÿ1)=(5ÿ4d0)  m2(d0ÿ1)  nÿ1=2 m(d0ÿ1)=2(log n)5=4  nÿ1=4 md0ÿ1g(log m)2]
oP(1)
if 1
2
< d0 , 1. Next, the error in probability after expression (4.11) in Robinson's proof is
now with Lemma 1
OP[fm(4d0ÿ3)=(10ÿ8d0)(log m)3=2  mâ1=2 nÿâ
 m2d0ÿ3=2log m nÿ1=2 md0=2(log n)5=4  nÿ1=4 md0ÿ1=2(log m)1=2glog m]
oP(1)
if 1
2
< d0 ,
3
4
, using (4). This completes the proof using the same central limit theorem.
PROOF OF THEOREM 5. We repeat the steps of the proof of Theorem 1 in Robinson
(1995b), with the same de®nitions and with the notation in terms of d H 1
2
,
readjusting accordingly the set of admissible values [=1, =2].
For 1
2
.ä. 0 let Nä fd: jd d0j,äg and Nä ( 1, 1) Nä. Then, for
S p(d) Rp(d) Rp(d0),
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P(jd^ d0j > ä) P(d^ 2 Nä \È)
Pf inf
Nä\È
Rp(d) < inf
Nä\È
Rp(d)g
< Pf inf
Nä\È
S p(d) < 0g
because d0 2 Nä \È. As in Robinson's proof, we de®ne = =1 when d0 , 12 =1 and
d0
1
2
, = < d0 otherwise. Then È1 fd: = < d < =2g and È2 fd: =1 < d , =g,
possibly empty. It follows that
P(jd^ d0j > ä) < Pf inf
Nä\È1
S p(d) < 0g  Pfinf
È2
S p(d) < 0g: (A6)
The sets È1 and È2 are treated separately because of the non uniform behaviour of Rp(d)
around d d0
1
2
. The ®rst probability on the right of (A6) is bounded by
Pfsup
È1
jT p(d)j > inf
Nä\È1
U p(d)g (A7)
where
T p(d) log
G^(d)
G0
( )
log
G(d0)
G(d)
( )
log
2(d d0) 1
m2(dÿd0)
p
m
Xm
j
j2(dÿd0)
( )
 2(d d0) p
m
Xm
j
log j (log m 1)
( )
U p(d) 2(d d0) logf2(d d0) 1g
G p(d) G0
p
m
Xm
j
ë2(dÿd0)j
so that S p(d) U p(d) T p(d). As in Robinson (1995b),
inf
Nä\È1
U p(d) .
1
2
ä2 (A8)
and supNä\È1 jT p(d)j ! p0 if
sup
È1
 G^ p(d) G p(d)G p(d)
 (A9)
is oP(1), while
sup
È1
 pf2(d d0) 1gm Xm
j
j
m
 2(dÿd0)
1
 (A10)
and  pmXm
j
log m (log m 1)
 (A11)
are both o(1).
From Lemmas 4 and 5 below, (A10) and (A11) are O(mÿ2(=ÿd0)ÿ1) o(1) and
O(log m=m) o(1) as m!1, respectively. We write
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G^ p(d) G p(d)
G p(d)
A p(d)
B p(d)
where
A p(d)
pf2(d d0) 1g
m
Xm
j
j
m
 2(dÿd0) I j
g j
1
 
B p(d)
pf2(d d0) 1g
m
Xm
j
j
m
 2(dÿd0)
for g j G0ë
ÿ2d0
j . Now
inf
È1
B p(d) > 1 sup
È1
 pf2(d d0) 1gm Xm
j
j
m
 2(dÿd0)
1
 > 12 (A12)
for all suf®ciently large m, by Lemma 4. By summation by parts
jA p(d)j < 3 p
m
Xmÿ p
r
r
m
 2(dÿd0) r  p
m
 2(dÿd0)( )Xr
j
I j
g j
1
  3 pm
Xm
j
I j
g j
1
 :
(A13)
Because j(1 1=r)2(dÿd0) 1j < C=2, p=r on È1 when r . 0 where C=2, p is a constant
depending on =2 and p such that
C=2, p < (2=2  1)
p 1
p
 2=2
the ®rst term on the right of (A13) has supremum on È1 bounded by
3C=2, p p sup
È1
Xmÿ p
r
r
m
 2(dÿd0)1 1
r2
Xr
j
I j
g j
1
 
< 3C=2, p p
Xmÿ p
r
r
m
 2(=ÿd0)1 1
r2
Xr
j
I j
g j
1
  (A14)
where the inequality is due to 0 , 2(= d0) 1 < 2(d d0) 1 on È1.
Now we have to consider the periodogram ITj I
T
p(ë j) in the decomposition
ITj
g j
1 1
g j
f j
  ITj
g j
 1
f j
fITj j1 exp(ië j)jÿ2sjá jj2 ITE jg  (2ðITE j 1): (A15)
For any ç. 0, Assumptions 7 and 8 imply that n can be chosen such that1 g jf j
 < ç j 1, . . ., m: (A16)
Now, from the proof of Theorem 4 in Velasco (1997a), for n suf®ciently large,
E
 ITjg j
 < C j 1, . . ., m (A17)
for a generic positive ®nite constant C, in a similar way to when d0 2 ( 12, 12). Thus
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E
Xmÿ p
r
r
m
 2(=ÿd0)1 1
r2
Xr
j
1
g j
f j
  ITj
g j

( )
<
Cç
2(= d0) 1 :
Next, generalizing expression (A2),
EjITj j1 exp(ië j)jÿ2sjá jj2 ITE jj
< E[wTj f1 exp(ië j)gÿsá jwTE j iwTj  f1 exp(ië j)gÿsá jwTE j]
< [EITj f1 exp(ië j)gÿsá j EwTE jwTj f1 exp(ië j)gÿsá j E wTE jwTj
 jf1 exp(ië j)gÿsá jj2 EITE j]1=2
3 [EITj  f1 exp(ië j)gÿsá j EwTE jwTj  f1 exp(ië j)gÿsá j E wTE jwTj
 jf1 exp(ië j)gÿsá jj2 EITE j]1=2 (A18)
denoting by wTjE w
T
E (ë j) the (tapered) Fourier transform of E t. Then, from the proof of
part (a) in Theorem 4 (see Velasco, 1997a) we obtain that, as n!1,
EITj f jf1 O( jÿ1  j2(d0ÿ p) log j)g
EwTj w
T
E j
f1 exp(ië j)gÿsá j
2ð
 O( jÿ1ëÿd0j  j2(d0ÿ p)ëÿd0j log j)
EITE j
1
2ð
 O( jÿ1  j2(d0ÿ p) log j)
uniformly in j p, 2 p, . . ., m. Thus (A18) is O( f j[ j
ÿ1=2  jd0ÿ pflog( j 1)g1=2]), and
following Robinson's proof
E
Xmÿ p
1
r
m
 2(=ÿd0)1 1
r2
Xr
1
1
f j
[I j jf1 exp(ië j)gÿsá jj2 IE j]

 !
< C
Xm
1
r
m
 2(=ÿd0)1 1
r2
Xr
1
f jÿ1=2  jd0ÿ p(log j)1=2g
< Cm2(d0ÿ=)ÿ1
Xm
1
fr2(=ÿd0)ÿ1=2  r2(=ÿd0)ÿ pd0 (log j)1=2g
Ofm2(d0ÿ=)ÿ1  mÿ1=2 log m md0ÿ p(log m)3=2g o(1)
with d0 , p, where the last line follows from separate consideration of the cases
2(= d0)
1
2
, 1 and 2(= d0)
1
2
> 1, and 2(= d0) p d0 , 1 and 2(=
d0) p d0 > 1.
To deal with the ®nal contribution to (A15) we need to consider the variance ofPr
j(2ðI
T
E j 1), since it has zero mean. The variance and covariances of I
T
E j have two
components. The ®rst is due to the fourth cumulantXn
1
h2t
 !ÿ2
[ÿð, ð]3
DTp(ù1  ëj)DTp (ù2 ëk)DTp (ù3 ëj)DTp ëk
X
1, 2, 3
ùi
 !
3 f (4)E (ù1, ù2, ù3)dù
which is of order nÿ1, given the boundedness of f (4)E and the properties of D
T
p ,
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R ð
ÿð jDTp (ë)jdë O(1) and supëjDTp (ë)j O(n), all n and p . 1. The second component is
due to the second moments. The variance of ITEj is then O(1) and for the covariance
between ITEj and I
T
Ek, k 6 j, in addition to the O(nÿ1) fourth cumulant term, we have to
consider the convolutionsXn
1
h2t
 !ÿ2ð
ÿð
DTp(ë ë j)DTp(ë ëk)dë
ð
ÿð
DTp(ë ë j)D
T
p(ë ëk)dë
and Xn
1
h2t
 !ÿ2ð
ÿð
DTp(ë ë j)DTp(ë ëk)dë
ð
ÿð
DTp(ë ë j)D
T
p(ë ëk)dë
since f E(ë) is constant. These terms, from Lemmas 1 and 2 of Velasco (1997a), are
O(j j kjÿ2 p) and O(j j kjÿ2 p), respectively, for j, k . 0. Thus
var
Xr
j
(2ðITE j 1)
( ) Xr
j
var(2ðITE j)
Xr
j 6
Xr
k
cov(2ðITE j, 2ðI
T
Ek)
O(r) O
Xr
j 6
Xr
k
(j j kjÿ2 p  j j kjÿ2 p  nÿ1)
( )
O(r):
We have obtained that
Pr
j (2ðI
T
E j 1) OP(r
1=2) and soXm
1
r
m
 2(=ÿd0)1 1
r2
Xr
1
(2ðIE j 1)
 OP Xm
1
r
m
 2(=ÿd0)1
rÿ3=2
( )
OP m
2(d0ÿ=)ÿ1
Xm
1
r2(=ÿd0)ÿ1=2
 !
OP(m
ÿ1=2  m2(d0ÿ=)ÿ1 log m) oP(1)
as n!1 because 2(d0 =) , 1.
Also we can check, using the same techniques, that, as n!1, for arbitrarily small
ç, since d0 , p, 1mXm
1
I j
g j
1
  OP ç 1mXm
1
jd0ÿ p(log m)1=2
( )
 oP(1) oP(1):
Thus, as n!1, supÈ1 jA p(d)j !P 0 and, with (A9) and (A12), supÈ1 jG^ p(d)=
G p(d) 1j !P 0. In view of (A8) it follows that (A7)! 0 as n!1.
When d0 >
1
2
 =1 we have to consider the second probability on the right of (A6).
Set q qm exp( pm
ÿ1Pm
j log j) and S p(d) logfD^ p(d)=D^ p(d0)g, where
D^ p(d)
p
m
Xm
j
j
q
 2(dÿd0)
j2d0 ITj :
Because 1 < q < m and infÈ2 ( j=q)
2(dÿd0) > ( j=q)2(=ÿd0) for 1 < j < q, while
infÈ2 ( j=q)
2(dÿd0) > ( j=q)2(=1ÿd0) for q , j < m, it follows that
inf
È2
D^ p(d) >
p
m
Xm
j
a j j
2d0 ITj
where
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a j
j
q
 2(=ÿd0)
1 < j < q
j
q
 2(=1ÿd0)
q , j < m:
8>>><>>>:
Thus
Pfinf
È2
S p(d) < 0g < P p
m
Xm
j
(a j 1) j
2d0 I j < 0
( )
:
As m!1, q  exp(log m 1) m=e andX
1< j<q
a j  pÿ1q2(d0ÿ=)
q
0
x2(=ÿd0)dx
q=p
2(= d0) 1 
(m=e)=p
2(= d0) 1 : (A19)
It follows that
p
m
Xm
j
(a j 1) >
p
m
X
1< j<q
a j 1  1
ef2(= d0) 1g 1 as m! 0:
Choose = , d0
1
2
 1=(4e), which we may do with no loss of generality. Then for all
suf®ciently large m, ( p=m)
Pm
j (a j 1) > 1 and thus (A6) is bounded by
P
 pmXm
j
(a j 1)
I j
g j
1
  > 1
( )
:
Now apply (A15) again and ®rst note from (A16) and (A17) that pmXm
j
(a j 1) 1
g j
f j
 
I j
g j
 OP çmXm
j
(a j  1)
( )
OP(ç)
and X
q , j , m
a j  pÿ1q2(d0ÿ=1)
m
q
x2(=1ÿd0)dx O(m)
and Xm
j
a2j O(m
4(d0ÿ=)  m log m):
Observe that after Equation (2.9) in Robinson (1995b) we need to choose in fact
= , d0
1
2
 1=(4e) and not = , d0 12 e=4, without loss of generality. Because of this
modi®cation, we have to proceed in a different way to bound the expression pmXm
1
a j 1
f j
[I j jf1 exp(ië j)gÿsá jj2 IE j]
 (A20)
OP
1
m
Xm
1
(a j  1)f jÿ1=2  jd0ÿ p(log m)1=2g
" #
OP
1
m
Xm
1
a j( j
ÿ1=2  jd0ÿ p)(log m)1=2  mÿ1=2  1
m
Xm
1
jd0ÿ p(log m)1=2
( )
: (A21)
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Next, since q  m=(ep),Xq
1
a j j
d0ÿ p q2(d0ÿ=)
Xq
1
j2(=ÿd0)d0ÿ p O(md0ÿ p1)
if 2(= d0) d0 p . 0, and O(m2(d0ÿ=) log m) if 2(= d0) d0 p < 0. AlsoXq
1
a j j
ÿ1=2 q2(d0ÿ=)
Xq
1
j2(=ÿd0)ÿ1=2 O(m1=2)
if 2(= d0) 1=2 . 0, and O(m
2(d0ÿ=) log m) if 2(= d0) 1=2 < 0.
Then, using
Pm
q a j O(m) and sup j . q j
d0ÿ p O(qd0ÿ p) O(md0ÿ p), we obtain that
(A21) is
OPfmÿ1=2  mÿ1(md0ÿ p1  m1=2  m2(d0ÿ=))(log m)3=2g oP(1)
with d0 , p and d0
1
2
, =.
Finally, using Theorem 4 and proceeding as before,
var
p
m
Xm
j
(a j 1)(2ðI
T
E j 1)
( )
p2
m2
Xm
j
(a j 1)
2var(2ðITE j)
p2
m2
Xm
j 6
Xm
k
(a j 1)(ak 1)cov(2ðI
T
E j, 2ðI
T
Ek)
O mÿ2
Xm
j
(a j 1)
2
Xm
k 6 j
(j j kjÿ2 p  j j kjÿ2 p)
( )
O mÿ2 m
Xm
j
a2j
 !( )
Ofmÿ2(m log m m4(d0ÿ=))g
O(mÿ1 log m m2f2(d0ÿ=)ÿ1g) o(1)
and the proof is completed.
PROOF OF THEOREM 6. We can adapt all the steps in the proof of Theorem 2 in
Robinson (1995b) to the situation for p . 1 as we have done in the proof of Theorem 5.
This amounts basically to rede®nition of the sums to frequencies ë p, ë2 p, . . ., ëm only.
The main step here is to bound in probability the quantity (cf. Robinson, 1995b,
Equation (4.7)), for 0 , ä, 1
2
,
A
Xm
r 1
r
m
 1ÿ2ä 1
r2
Xr
1
I j
g j
1
  B 1m
Xm
1
I j
g j
1
  (A22)
to be oPf(log m)ÿ6g, where A and B are two ®nite constants depending on p and =2 (see
Equation (A14) above).
Now, using the same procedure as in the proof of Theorem 5 (cf. Robinson's Equation
(3.17) and the following text), using â. 1 with r < m,Xr
p
I j
g j
2ðIE j
 
OP(r
1ÿâ=2  log r  rd0ÿ p1(log r)1=2  râ1 nÿâ) (A23)
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where the term log r shows up when â 2 (or when d0 p 1), and the term râ1 nÿâ
is exactly the same as in Robinson's expression (4.8) (see also the equation after (4.25)).
Note that in this case we have followed a much more direct approach than Robinson's
(1995b) proof, using a stronger assumption on the smoothness of the function f, namely
â. 1. This is in part for convenience and in part because the correlation between adjacent
tapered periodogram ordinates invalidates the approach using second moments of the
periodogram as in Robinson (1995b, p. 1648) and used above when p 1 and d0 ,
3
4
. A
similar approach was used in Velasco (1997a) to analyse the log periodogram ordinate for
non Gaussian stationary observations. Note that this procedure is only valid if we use a
tapered periodogram with p > 2 but not otherwise: we use the lower bias of tapering,
avoiding the increment of correlation.
The bound in probability at the end of page 1643 in Robinson (1995b) is now, using
(A22) and (A23) as n!1,
OP[fmÿ1=2 log m md0ÿ p(log m)3=2  mânÿâg(log m)2] oP(1):
From here we can reach the same limit as in expression (4.10), and the equivalent to
expression (4.11) in Robinson's paper is now
2
m
p
 ÿ1=2Xm
p
í j(2ðIE j 1)
 
 OP[fm(1ÿâ)=2(log m)2  md0ÿ p1=2(log m)2  mâ1=2 nÿâglog m]

f1 oP(1)g
where í j log j ( p=m)
Pm
p log j satis®es
Pm
pí j 0, which, from the assumptions of
the theorem, is
2
m
p
 ÿ1=2Xm
p
í j(2ðIE j 1) oP(1)
( )
f1 oP(1)g:
Using Lemma 6 we can obtain the asymptotic distribution of (m=p)ÿ1=2
Pm
pí j(2ðIE j 1)
and the theorem is proved.
APPENDIX B: TECHNICAL LEMMAS
LEMMA 1. Under the Assumptions of Theorem 3, d0 2 [12, 1),Xr
1
I j
g j
2ðIE j
 
OPfr1=(5ÿ4d0)(log r)2=(5ÿ4d0)  râ1 nÿâ
 r2d0ÿ1 log r  nÿ1=2 r(1d0)=2(log n)5=4  nÿ1=4 rd0 (log r)1=2g
PROOF. We only consider the case d0 >
1
2
, since the stationary situation follows as in
the proof of Theorem 2 in Robinson (1995b), with stronger results. Choosing an integer
1 , l , r, for d0 2 [12, 1) from (A1) and with E(2ðIE j) 1,
E
Xl
1
I j
g j
2ðIE j
  O(l)
and also from (A1) and Assumption 2
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EXr
l1
I j
g j
I j
f j
  < CXr
l1
1 g jf j
 O râ1nâ
 
:
Next, we consider
E
Xr
l1
I j
f j
2ðIE j
 ( )224 35 (2ð)2(a b)
with the same de®nitions as in Robinson (1995b, p. 1648). Further, if we split the terms
a a1  a2 and b b1  b2 corresponding to second and fourth cumulants, we ®nd that
when d0 2 [12, 1) with Theorem 1
a1 O
Xr
l1
j2(d0ÿ1) log j
 !
Ofr2d0ÿ1(log r)2g
and
b1 O
Xr
j l1
Xr
k . j
f( jk)2(d0ÿ1)(log k)2  ( j2(d0ÿ1) log k)2g
" #
O (log r)2
Xr
k l2
Xkÿ1
j l1
j4(d0ÿ1)
8<:
9=;
Ofrl4d0ÿ3(log r)2g
since we will only use r O(n) at most. Choosing l  r1=(5ÿ4d0)(log r)2=(5ÿ4d0) this gives
the ®rst term of this order in the lemma, since (a1)
1=2 is of smaller order of magnitude.
When d0 >
1
2
we obtain the same expressions for a2 and b2 as in Robinson (1995b),
and substituting á(ë) by f1 exp(ië)gÿ1á(ë) and á j by f1 exp(ië j)gÿ1á j and de®ning
Pj
ð
ÿð
á(ë)f1 exp(ië j)gf1 exp(ië)gá j 1
2 K(ë ë j)dë
where K(ë) (2ðn)ÿ1 sin(në=2)sin(ë=2) is the FejeÂr kernel, the same bounds hold here.
However, the bound for the second type of summand considered by Robinson in b2,
O(Pj P
1=2
k ), is improved in Lemma 2 to Ofnÿ1 P1=2k (log n)2g. This allows consideration of
values of the parameter d0 ,
3
4
, which otherwise would be restricted to d0 ,
2
3
. For a2 we
can still use the bound given by Robinson.
Then applying Lemma 3, with Lemma 2,
a2 O
Xr
j 1
(log j)2
j4(1ÿd0)
 (log j)
3=2
j3(1ÿd0)
 n
ÿ1=2 log j
j2(1ÿd0)
( )24 35
Ofr3d0ÿ2(log r)3=2  nÿ1=2 r2d0ÿ1 log j (log r)3g
b2 O
Xr
j 1
Xr
k . j
(log r)2
( jk)2(1ÿd0)
 (log k)
1=2(log n)2
nk1ÿd0
 n
ÿ1=2 log r
( jk)1ÿd0
( )24 35
Ofr2(2d0ÿ1)(log r)2  nÿ1 r1d0 (log n)5=2  nÿ1=2 r2d0 log r  (log r)4g
and the lemma follows.
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LEMMA 2. Under Assumptions 1 and 5, d0 2 [12, 1),
1
(2ðn)2

Ð3
á(ë ì æ)f1 exp(ië j)g
[1 expfi(ë ì æg]á j 1
 !
á( ì)f1 exp( ië j)g
f1 exp( iì)gá j 1
" #
3
á( æ)f1 exp( iëk)g
f1 exp( iæ)gák 1
 
3 E jk(ë, ì, æ)dëdìdæ
Ofnÿ1 kd0ÿ1(log n)2(log k)1=2g (B1)
where
E jk(ë, ì, æ) D(ë j ë í æ)D(ëk  ë)D(ì ë j)D(æ ëk)
and D(ë)
P
t exp(iët) is the Dirichlet kernel.
PROOF. Making a change of variable and using the periodicity of D, (B1) is
1
(2ðn)2

Ð3
á(ù)f1 exp(ië j)g
f1 exp(iù)gá j 1
" #
á( ì)f1 exp( ië j)g
f1 exp( iì)gá j 1
" #
3
á( æ)f1 exp( iëk)g
f1 exp( iæ)gák 1
 
3 D(ë j ù)D(ëk  ù ì æ)D(ì ë j)D(æ ëk)dùdìdæ
and this is less in absolute value than
1
2ðn
P
1=2
k
ð
ÿð
á(ù)f1 exp(ië j)gf1 exp(iù)gá j 1
jD(ë j ù)jdùðÿð
á( ì)f1 exp( ië j)gf1 exp( iì)gá j 1

3 jD(ì ëk)jdì:
Now using the bound for Pk in Lemma 3 andð
ÿð
á(ù)f1 exp(ië j)gf1 exp(iù)gá j 1
D(ë j ù)dù O(log n) (B2)
the lemma follows. To prove (B2) we consider nowð
ÿð
á(ù)f1 exp(ië j)gf1 exp(iù)gá j 1
jD(ë j ù)jdù
<
 á(ë j)1 exp(ië j)
ÿ1ðÿð
 á(ë j ù)1 expfi(ë j ù)g á(ë j)1 exp(ië j)
jD(ù)jdù
and the following intervals of integration:ë j=2ÿë j=2
 <  á(ë j)1 exp(ië j)
ÿ1 supÿë j=2<ù<ë j=2
 ddù á(ë j ù)1 expfi(ë j ù)g
ë j=2ÿë j=2jùi D(ù)jdù
O(ëdj ë
ÿd0ÿ1
j ë j) O(1):
Next
33
3ë j=2
ë j=2
 <  á(ë j)1 exp(ië j)
ÿ13ë j=2
ë j=2
 á(ë j ù)1 expfi(ë j ù)g
  á(ë j)1 exp(ië j)

" #
jD(ù)jdù
O sup
ë j=2<ù<3ë j=2
jD(ù)j ëdj
3ë j=2
ë j=2
 á(ë j ù)1 expfi(ë j ù)g
dù 3ë j=2
ë j=2
dù
" # !
O ëÿ1j ë
d0
j
ë j
0
ùÿd0 dù ë j
 !( )
O(1)
since d0 , 1 (note that já(ë)f1 exp(ië)gÿ1j f2ð f (ë)g1=2 is integrable because
d0 , 1). Then, choosing E. 0, ®xed, as small as we want, such that Assumption 1 holds
for jëj, E, as in the proof of Theorem 2 of Robinson (1995a),ÿë j=2ÿE
 <  á(ë j)1 exp(ië j)
ÿ1 supÿE<ù<ÿë j=2
 á(ë j ù)1 expfi(ë j ù)g
  á(ë j)1 exp(ië j)

" #
3
ð
ÿð
jD(ù)jdù O(log n)
E
3ë j=2
 < á(ë j)1 exp(ië j)
ÿ1 sup
3ë j=2<ù<E
 á(ë j ù)1 expfi(ë j ù)g
  á(ë j)1 exp(ië j)

" #
3
ð
ÿð
jD(ù)jdù O(log n)
and the same bound holds for the remaining intervals of integration
LEMMA 3. Under Assumptions 1 and 5, with d0 2 [12, 1),
Pj
ð
ÿð
á(ë)f1 exp(ië j)gf1 exp(ië)gá j 1
2 K(ë ë j)dë O( j2(d0ÿ1) log j):
PROOF. This is Lemma 3 of Robinson (1995b) generalized to cover the non stationary
situation d0 2 [12, 1) and follows considering the same intervals of integration, where
for the interval [ ë j=2, ë j=2] we can adapt the proofs of Theorem 1 or Theorem 6
( p 1) in Velasco (1997a), since f (ë) is not integrable at the origin, to obtain an
O( j2(d0ÿ1) log j) contribution.
LEMMA 4. For p 1, 2, . . ., å 2 (0, 1] and C 2 (å, 1), as m!1,
sup
å<ã<C
 ãpm Xm
j p,2 p,...
j
m
 ãÿ1
1
 O 1må
 
:
PROOF. As in Lemma 1 of Robinson (1995b),
 a
0
xãÿ1dx aã=ã for ã. 0,
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 ã pm Xm
j p,2 p,...
j
m
 ãÿ1
1
 < ã p=m
0
p
m
 ãÿ1
xãÿ1
( )
dx
 ã
Xm
j 2 p,3 p,...
 j=m
( jÿ p)=m
j
m
 ãÿ1
xãÿ1
( )
dx
<
ã
(m=p)ã
 1
(m= p)ã
 ãjã 1j
(m=p)2
Xm
j p
j
m
 ãÿ2
by the mean value theorem. The last term is O(ã2 mÿ1) for ã. 1, zero for ã 1 and
O(mÿã) for 0 , ã, 1.
LEMMA 5. For all m > 2 p, p 2, 3, . . ., pm Xm
j p,2 p,...
log j log m 1
 < 2 p log p p 1 log(m p)m : (B3)
PROOF. Because
 m
0
log xdx m(log m 1), the left hand side of (B3) is p log pm  1m
 p
0
log xdx
1
m
Xm
j 2 p,3 p,...
 j
jÿ p
log
j
x
 
dx

<
p(2 log p 1)
m
 1
m
Xmÿ p
j p,2 p,...
1
j
<
p(2 log p 1)
m
 1 log(m p)
m
2 p log p p 1 log(m p)
m
:
LEMMA 6. If the sequence fh jg is a data taper of order p as de®ned previously, and
the random variables fE jg satisfy Assumption 6, with í j log j ( p=m)
Pm
j p log j,
Z n
m
p
 ÿ1=2Xm
p
í jf2ðITE (ë j) 1g !D N (0, Ö)
where Ö is given in (10).
PROOF. We will follow Robinson (1995b, pp. 1644 47), adapting his non tapered
proof to the tapered case. We have that Z n 2
Pn
t 1zt and
zt htE t
Xtÿ1
s 1
hsEsctÿs
cs 2
Xn
r 1
h2r
 !ÿ1
m
p
 ÿ1=2
í j cos(së j)
remembering that
Pn
r 1 h
2
r  bn. Now the zt form a zero mean martingale difference
array, and from a standard central limit theorem we can deduce that
P
zt tends to an N(0,
Ö) random variable in distribution if
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Xn
t 1
E(z2t jFtÿ1) Ö!p 0 (B4)
Xn
t 1
Efz2t I(jztj. r)g ! 0 for all r. 0: (B5)
Not the left hand side of (B4) isXn
t 1
h2t
Xtÿ1
s 1
h2sE
2
s c
2
tÿs Ö
 !

Xn
t 1
h2t
Xtÿ1
s 1
Xtÿ1
r 6 s
hsEs hrErctÿsctÿr: (B6)
The term in parentheses isXnÿ1
t 1
h2t (E
2
t 1)
Xnÿ t
s 1
h2s t c
2
s
( )

Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t c
2
s Ö
( )
: (B7)
Now Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t c
2
s
4 p
m(
P
r h
2
r)
2
Xm
j p
Xm
k p
í jík
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos(së j)cos(sëk)
4 p
m(
P
r h
2
r)
2
Xm
j p
í2j
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos
2(së j)
 2 p
m(
P
r h
2
r)
2
Xm
j p
Xm
k 6 j
í jík
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t[cosfs(ë j ëk)g
 cosfs(ë j  ëk)g]:
Next, using part (A) of Lemma 7, for n large enough,
4 p
m
X
r
h2r
 !ÿ2Xm
j p
í2j
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos
2(së j)
p
m
Xm
j p
í2j  Ofmÿ1(log m)2  nÿ1g
(B8)
and using part (B) of Lemma 7
2 p
m
X
r
h2r
 !ÿ2Xm
j p
Xm
k 6 j
í jík
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t[cosfs(ë j ëk)g  cosfs(ë j  ëk)g]
p
m
X
r
h2r
 !ÿ2Xm
j
Xm
k 6 j
í jík
Xn
1
h2t cosft(ë j ëk)g
" #2

Xn
1
h2t cosft(ë j  ëk)g
" #20@ 1A
 Ofmnÿ1(log m)2g: (B9)
Noting that, for 1 < j < n=2,Xn
1
h2t
 !ÿ1Xn
1
h2t cos(të j) O( j
ÿ p) (B10)
(see, for example, Lemmas 1 and 2 in Velasco, 1997a), then
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pm
Xn
1
h2t
 !ÿ2Xm
j p
Xm
k 6 j
í jík
Xn
1
h2t cosft(ë j  ëk)g
" #2
O mÿ1
Xm
j p
Xm
k p
í jík( j k)ÿ2 p
( )
O mÿ1(log m)2
Xm
j p
Xm
k p
jÿ p kÿ p
( )
Ofmÿ1(log m)2g
and the second term in brackets in (B9) can be neglected. For the other term in (B9) we
can write, including simultaneously the ®rst component of the right hand side of (B8), for
0 < ç(n) < m,
p
m
Xn
1
h2t
 !ÿ2Xm
j p
Xm
k p
í jík
Xn
1
h2t cosft(ë j ëk)g
" #2
p
m
Xn
1
h2t
 !ÿ2Xm
j p
X
k:j jÿkj<ç
í jík
Xn
1
h2t cosft(ë j ëk)g
" #2
 p
m
Xn
1
h2t
 !ÿ2Xm
j p
X
k:j jÿkj.ç
í jík
Xn
1
h2t cosft(ë j ëk)g
" #2
p
m
Xn
1
h2t
 !ÿ2Xm
j p
í2j
X
k:j jÿkj<ç
Xn
1
h2t cosft(ë j ëk)g
" #2
 O mÿ1
Xn
1
h2t
 !ÿ2Xm
j p
X
k:j jÿkj<ç
jí jj sup
j jÿkj<ç
jí j ík j
Xn
1
h2t cosft(ë j ëk)g
" #20@ 1A
 O mÿ1(log m)2
Xm
j p
X
k:j jÿkj. ç
j j kjÿ2 p
( )
and this is
p
m
Xm
j p
í2j
Xn
1
h2t
 !ÿ2 Xnÿ p
k 0, p,2 p,...
Xn
1
h2t cos(tëk)
( )2
 O mÿ1
Xm
j p
í2j
Xn
k .ç
kÿ2 p
 !
 O mÿ1 log m
Xm
j p
ç
j
X
k:j jÿkj<ç
j j kjÿ2 p
 !
 Ofç1ÿ2 p(log m)2g
which using
p
m
Xm
p
í2j 1 O
(log m)2
m
 
is
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Xn
1
h2t
 !ÿ2 Xnÿ p
k 0, p,2 p,...
Xn
1
h2t cos(tëk)
( )2
 O(ç1ÿ2 p) O ç
m
(log m)2
 
 Ofç1ÿ2 p(log m)2g  o(1) Ö o(1):
The errors are o(1) on choosing, for example, ç  m1=2, and Ö,1 exists due to (B10).
Then the second term in (B7) is o(1) as n!1. The ®rst component of (B7) has zero
mean and variance
O
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t c
2
s
 !28<:
9=;:
Now using the same bounds for jcsj as in Robinson (1995b) and noting that sup tjhtj < 1,
we obtain that this is Of(log n)4=ng, so (B7) is oP(1). The second component of (B6) has
zero mean and variance
2
Xn
t 2
h2t
Xn
u 2
h2u
Xmin( tÿ1,uÿ1)
s
X
r 6 s
h2s h
2
rctÿrctÿscuÿrcuÿs
2
Xn
t 2
h4t
X
s
X
r 6 s
h2s h
2
rc
2
tÿrc
2
tÿs  4
Xn
t 3
h2t
Xtÿ1
u 2
h2u
Xuÿ1
s
Xuÿ1
r 6 s
h2s h
2
rctÿrctÿscuÿrcuÿs
because the weights fhtg are symmetric around bn=2c. As in Robinson's paper, the ®rst
term on the right is Of(log m)4=ng and the second has absolute value bounded by
4
Xn
t 3
Xtÿ1
u 2
Xuÿ1
s
c2tÿr
Xuÿ1
r 6 s
c2uÿr
0@ 1A < 4 Xn
1
c2t
 ! Xn
t 3
Xtÿ1
u 2
Xtÿ1
r tÿu1
c2r
 !
since sup tjhtj < 1, and using the same arguments as in that reference this is
Of(log m)4=m1=3g and thus we have veri®ed (B4). To prove (B5) we also check the
suf®cient condition Xn
1
E(z4)! 0 as n!1:
The left hand side of this equals
ì4
Xn
2
E
Xtÿ1
1
hsEsctÿs
 !48<:
9=;
< C
Xn
2
E
Xtÿ1
s 1
Xtÿ1
r 1
Xtÿ1
q 1
Xtÿ1
p 1
hs hr hq h pEsErEqE pctÿscrÿscqÿsc pÿs
0@ 1A
< C
Xn
1
Xn
1
c4tÿs
 !
 C
Xn
1
Xtÿ1
1
Xtÿ1
1
c2tÿsc
2
tÿr
O
(log m)4
n
 
using the bound for ht and the given reference, completing the proof.
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LEMMA 7. If the sequence fh jg is a data taper of order p as de®ned previously, for
0 , j jj, n=2,
(A)
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos
2(së j)
1
4
Xn
t 1
h2t
 !2
O(n2 jÿ2 p  n)
and, for 0 , j jj, n,
(B)
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos(së j)
1
2
Xn
1
h2t cos(të j)
( )2
O(n):
PROOF OF (B). We have
Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos(së j)
Xnÿ1
t 1
h2t
X0
s 1ÿ t
h2s t cos(së j) O(n)
1
2
Xnÿ1
t 1
h2t
Xnÿ t
s 1ÿ t
h2s t cos(së j) O(n)
1
2
Xn
t 1
h2t cos(të j)
Xn
s 1
h2s cos(së j) O(n):
The ®rst two lines follow by symmetry, because ht hnÿ t and ø t önÿ t, where
ø t
Pnÿ t
s 1 h
2
s t cos(së j) and ö t
P0
s 1ÿ t h
2
s t cos(së j), the error terms are due to end
effects, and the last step follows because
Xnÿ1
t 1
h2t
Xnÿ t
s 1ÿ t
h2s t cos(së j)
Xnÿ1
t 1
h2t
Xn
s 1
h2s cosf(s t)ë jg
Xnÿ1
t 1
h2t
Xn
s 1
h2sfcos(së j)cos(të j) sin(së j)sin(të j)g
Xn
t 1
h2t
Xn
s 1
h2s cos(së j)cos(të j) O(n)
since the sine terms cancel out by symmetry again.
PROOF OF (A). Again, by symmetry, changing variable in the sum index, using
trigonometric identities and the proof of property (B),
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Xnÿ1
t 1
h2t
Xnÿ t
s 1
h2s t cos
2(së j)
1
2
Xnÿ1
t 1
h2t
Xnÿ t
s 1ÿ t
h2s t cos
2(së j) O(n)
1
2
Xnÿ1
t 1
h2t
Xn
s 1
h2s cos
2f(s t)ë jg  O(n)
1
4
Xnÿ1
t 1
h2t
Xn
s 1
h2s[1 cosf2(s t)ë jg] O(n)
1
4
Xnÿ1
t 1
h2t
Xn
s 1
h2s
Xnÿ1
t 1
h2t
Xn
s 1
h2s cosf(s t)ë2 jg  O(n)
1
4
Xn
t 1
h2t
 !2
O n
Xn
s 1
h2s cos(së2 j)
( )224 35
and the lemma follows on using (B10).
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