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Motivated by the fact that exponential and Laplace distributions have rational characteristic
functions and are both geometric inﬁnitely divisible (GID), we investigate the latter
property in the context of more general probability distributions on the real line with
rational characteristic functions of the form P (t)/Q (t), where P (t) = 1+ a1it + a2(it)2 and
Q (t) = 1 + b1it + b2(it)2. Our results provide a complete characterization of the class of
characteristic functions of this form, and include a description of their GID subclass. In
particular, we obtain characteristic functions in the class and the subclass that are neither
exponential nor Laplace.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let X have an exponential distribution with parameter λ > 0, given by the probability density function (PDF) f (x) =
λe−λx , x> 0, with the characteristic function (ChF)
φ(t) = Eeit X = 1
1− it/λ , t ∈ R. (1)
It is well known that X (and its distribution) is geometric inﬁnitely divisible (GID), that is for each p ∈ (0,1) we have the
equality in distribution,
X
d= X (p)1 + X (p)2 + · · · + X (p)Np , (2)
where the {X (p)i } are some independent and identically distributed (IID) random variables, Np is a geometric random vari-
able with distribution
P (Np = k) = p(1− p)k−1, k = 1,2, . . . , (3)
and Np is independent of the {X (p)i } (see, e.g., [1]). Written in terms of the ChF’s, relation (2) takes the form
φ(t) = pφp(t)
1− (1− p)φp(t) , (4)
where φp is the ChF of the {X (p)i }, so that the GID property of the ChF φ means that for each p ∈ (0,1), the quantity
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p + (1− p)φ(t) (5)
is a characteristic function.
The exponential ChF (1) is a simple example (with n = 1) of a rational characteristic function of order n (RCFn),
φ(t) = 1+ a1it + · · · + an(it)
n
1+ b1it + · · · + bn(it)n , t ∈ R, (6)
where ai,bi ∈ R, bn = 0, and the numerator and denominator do not have common factors. The importance of RCFn ’s follows
from their relation to the generalized exponential families (see [5]) and generalized gamma convolutions (see [7]), while GID
distributions play a central role in non-Gaussian stationary autoregressive time series models as introduced in [6] (see [4]
for a recent extensive overview of the area).
It is not hard to see that in this more general case, a ChF φ ∈ RCFn is GID if and only if for each p ∈ (0,1) we have φp ∈
RCFk for some k  n. This motivates our study of ChFs (6), with the goal of identifying explicit criteria for the membership
φ ∈ RCFn in terms of {ai} and {bi}, which in turn leads to characterizations of GID rational ChFs.
We start with n = 1 in Section 2, where we show that all members of the RCF1 class are exponential distributions (on
either positive or negative half-line) and their mixtures with the point mass at the origin. Moreover, all these distributions
are GID. This last property follows from the following general result.
Proposition 1. If a ChF φ is GID and q ∈ [0,1], then the ChF ψ(t) = 1− q + qφ(t) is also GID.
Our main focus is the case n = 2, connected with the Laplace distribution (see [2]), which we consider in Section 3. Our
results conﬁrm the well-known fact (see, e.g., [3]) that the (skew) Laplace ChF,
φ(t) = 1
(1− it/λ1)(1− it/λ2) , t ∈ R, (7)
where λ1 < 0 < λ2, is GID, and show that the ChF (7) with λ1, λ2 of the same sign is never GID. We will also see that
mixtures of Laplace distributions with a point mass at zero are GID as well, which of course follows from Proposition 1.
What is interesting here, is that unlike the RCF1 case, the latter are not the only GID members of the RCF2 class. In fact
certain mixtures of convolutions of two exponential distributions (having the ChF (7) with λ1, λ2 > 0) with a point mass
at zero turn out to be GID, despite the fact that the convolutions themselves are not GID. This illustrates the fact that
Proposition 1 does not have a converse: a ChF ψ(t) = 1 − q + qφ(t) can be GID without φ being GID. The case where φ is
the ChF of the geometric distribution (3) and q = 1− p is another such example (outside of the RCFn class).
2. The class RCF1
Let us start with the simple case of n = 1. Here we have
φ(t) = 1+ ait
1+ bit =
a
b
+
(
1− a
b
)
1
1+ bit , b = 0.
The inverse Fourier transform applied to φ(t) produces
f (x) = a
b
δ{0}(x) + b − a
b2
ex/b
{−1(0,∞)(x) for b < 0,
1(−∞,0)(x) for b > 0.
Clearly, f (x) represents a probability distribution if and only if a/b ∈ [0,1]. Moreover, the function (5) takes on the form
φp(t) = 1+ ait
1+ ((1− p)a + pb)it ,
which is a genuine ChF since a/((1 − p)a + pb) ∈ [0,1] whenever a/b ∈ [0,1]. Consequently, the case of RCF1 can be
completely characterized as follows.
Proposition 2. The function of the form (6) with n = 1 and b1 = 0 is a ChF if and only if a1/b1 ∈ [0,1], in which case it is also GID.
Note that the distributions in the class RCF1 are the point mass at the origin, exponential distributions on the positive
half-line (λ > 0 in (1)), exponential distributions on the negative half-line (λ < 0 in (1)), and mixtures of the latter two with
the point mass at the origin, which is summarized in the result below.
Proposition 3. A distribution in the class RCF1 is that of
Y
d= δE/λ,
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respectively.
3. The class RCF2
The case n = 2, with
φ(t) = 1+ a1it + a2(it)
2
1+ b1it + b2(it)2 , t ∈ R, (8)
is much more complicated. In our analysis we shall utilize the quantities
λ1 = −b1 +
√

2b2
, (9)
λ2 = −b1 −
√

2b2
, (10)
where  = b21 − 4b2, which are the two roots of the quadratic equation
b2t
2 + b1t + 1 = 0. (11)
We shall proceed by considering the three cases: (i) a1 = a2 = 0, (ii) a2 = 0, and (iii) a2 = 0.
3.1. Special case a1 = a2 = 0
If λ1, λ2 ∈ R (which corresponds to  0), then the ChF (8) takes on the form (7), which is clearly a ChF as a product
of two ChFs. In particular, if  = 0, so that the two roots (9)–(10) are equal to the common value λ = −2/b1, then
φ(t) = 1
(1− it/λ)2 .
This corresponds to the following (gamma) density function
f (x) =
{
λ2xe−λx1(0,∞)(x) for λ > 0,
λ2|x|e−λx1(−∞,0)(x) for λ < 0.
(12)
On the other hand, if  > 0 so that λ1 = λ2 ∈ R, then
φ(t) = 1
λ2 − λ1
(
λ2
1− it/λ1 −
λ1
1− it/λ2
)
and the inverse Fourier transform leads to the PDF
f (x) = λ1λ2
λ1 − λ2
⎧⎪⎨
⎪⎩
(e−λ2x − e−λ1x)1(0,∞)(x) for λ1 > λ2 > 0,
(e−λ1x − e−λ2x)1(−∞,0)(x) for λ2 < λ1 < 0,
e−λ1x1(−∞,0)(x) + e−λ2x1(0,∞)(x) for λ1 < 0< λ2.
(13)
No other values of λ1 and λ2 would result in a probability distribution. Indeed, if  < 0, so that λ1 and λ2 = λ¯1 are complex,
then
φ(t) = z
1− it/λ +
z¯
1− it/λ¯ ,
where λ = λ1 and z = i λ¯2(λ) . The inverse Fourier transform leads to
f (x) = (zλe−λx + z¯λ¯e−λ¯x){1(0,∞)(x) for (λ) > 0,−1(−∞,0)(x) for (λ) < 0,
= 2(zλe−λx){1(0,∞)(x) for (λ) > 0,−1(−∞,0)(x) for (λ) < 0,
= |λ|
2
(λ)e
−(λ)x sin
((λ)x){1(0,∞)(x) for (λ) > 0,−1 (x) for (λ) < 0,(−∞,0)
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has two real roots (9)–(10), in which case the relevant distribution has the PDF (12) if the roots are the same, and the
PDF (13) if they are distinct. It turns out that the GID property holds only in the last case of (13), which corresponds to the
skew Laplace case. The following two results summarize this discussion. We start with a representation.
Proposition 4. A distribution belonging to the RCF2 with a1 = a2 = 0 is that of
Y
d= E1/λ1 + E2/λ2,
where real λ1 and λ2 given by (9) and (10), respectively, while E1 and E2 are independent, identically distributed standard exponential
random variables. Moreover, Y is GID only if λ1 · λ2 < 0 in which case Y is a skewed Laplace variable.
The following result provides conditions for (8) to be a ChF in terms of the coeﬃcients {ai} and {bi}.
Proposition 5. A function of the form (8) with b2 = 0 and a1 = a2 = 0 is a ChF if and only if b21  4b2 . Moreover, the GID property
holds if and only if b2 < 0.
3.2. Special case a2 = 0
In a more general case of
φ(t) = 1+ ait
1+ b1it + b2(it)2 , (14)
assuming that λ1 = λ2 given by (9) and (10) are real, we have
φ(t) = A
1− it/λ1 −
B
1− it/λ2 ,
where A = λ2(1+ aλ1)/(λ2 − λ1) and B = λ1(1+ aλ2)/(λ2 − λ1). Through the inverse Fourier transform we obtain
f (x) = λ1λ2
λ1 − λ2 ·
⎧⎪⎨
⎪⎩
((1+ aλ2)e−λ2x − (1+ aλ1)e−λ1x)1(0,∞)(x) for λ1 > λ2 > 0,
((1+ aλ1)e−λ1x − (1+ aλ2)e−λ2x)1(−∞,0)(x) for λ2 < λ1 < 0,
(1+ aλ1)e−λ1x1(−∞,0)(x) + (1+ aλ2)e−λ2x1(0,∞)(x) for λ1 < 0< λ2.
If λ1 > λ2 > 0, then f (x) is non-negative if and only if
− 1
λ2
< a < 0.
If λ2 < λ1 < 0, then f (x) is non-negative if and only if
0< a < − 1
λ1
.
If λ1 · λ2 < 0 (which is equivalent to λ1 < 0 and λ2 > 0), then f (x) is non-negative if and only if
− 1
λ2
< a < − 1
λ1
.
The above conditions describe when the function of the form (14) is a ChF in the case of λ1 and λ2 being real and different.
If the two roots are equal, λ1 = λ2 = λ = −2/b1 (that is b21 = 4b2), then
φ(t) = −aλ
1− it/λ +
1+ λa
(1− it/λ)2 ,
and by taking the inverse Fourier transform, we have
f (x) =
{
(−aλ2 + (1+ λa)λ2x)e−λx1(0,∞)(x) for λ > 0,
(aλ2 − (1+ λa)λ2x)e−λx1(−∞,0)(x) for λ < 0.
It is not hard to see that the conditions for the above function to be a density function are
−1
λ
< a < 0 when λ > 0 or 0< a < −1
λ
when λ < 0.
The case of complex λ1 = λ¯2 does not lead to any more ChFs, as can be seen from the inverse Fourier transform:
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= 
(
i
|λ|2(1+ aλ)
(λ) e
−λx
){
1(0,∞)(x) for (λ) > 0,
−1(−∞,0)(x) for (λ) < 0,
= |λ|
2|1+ aλ|e−(λ)x
(λ) 
(
ei(π/2+φ−(λ)x)
){1(0,∞)(x) for (λ) > 0,
−1(−∞,0)(x) for (λ) < 0,
= |λ|
2|1+ aλ|e−(λ)x
(λ) sin
((λ)x− φ){1(0,∞)(x) for (λ) > 0,−1(−∞,0)(x) for (λ) < 0,
where λ = λ1, 1+ aλ = reiφ , and A = iλ¯(1+ aλ)/(2(λ)). The function f (x) always takes negative values and thus is never
a PDF. This discussion leads to the following result.
Proposition 6. A function of the form (14) with b2 = 0 is a ChF if and only if b21  4b2 , so that Eq. (11) has two real roots λ1 and λ2
given by (9)–(10), and either
(i) λ1 < 0< λ2 (the roots have different signs) and
− 1
λ2
< a < − 1
λ1
(15)
or
(ii) λ1 · λ2 > 0 (the roots have the same sign) and a lies strictly between zero and −1/λ, where λ denotes the root with the smaller
absolute value.
It turns out that the GID property can hold only in the case when the roots λ1 and λ2 are different.
Proposition 7. A function of the form (14) with b2 = 0 is a GID ChF if and only if b21 > 4b2 , so that Eq. (11) has two distinct real roots
λ1 and λ2 given by (9)–(10), and a satisﬁes (15).
We conclude this subsection with a representational identiﬁcation of the above cases, which can be easily veriﬁed by
calculating the relevant characteristic functions.
Proposition 8. Let E1 , E2 be independent exponential random variables and let δ be a 0–1 random variable independent of them.
Then the distribution given by (14) is that of
Y
d=
⎧⎪⎨
⎪⎩
E1/λ1 + δE2/λ2 for λ1  λ2 > 0, with P (δ = 1) = 1+ λ2 · a,
δE1/λ1 + E2/λ2 for λ2  λ1 < 0, with P (δ = 1) = 1+ λ1 · a,
δE1/λ1 + (1− δ)E2/λ2 for λ2 · λ1 < 0, with P (δ = 1) = 1+ λ1λ2−λ1 · (1+ aλ2).
Moreover, Y is GID in and only in the third case above.
3.3. General case a2 = 0
To complete the case of RCF2 and its GID subclasses, we now consider
ψ(t) = 1+ a1it + a2(it)
2
1+ b1it + b2(it)2 , t ∈ R, (16)
with a2,b2 = 0. Clearly, if a2 = b2, then
ψ(t) = 1+ (a1 − b1)it
1+ b1it + b2(it)2 .
The inverse Fourier transform of 1 is Dirac measure at zero, while from the decomposition to simple fractions and some
previous discussion the inverse Fourier transform of the second term does not have an atomic component. Therefore, the
only possible case when the inverse Fourier transform leads to a probability distribution is the case a1 = b1, which is
excluded if we assume that the numerator and denominator of (16) do not have common factors. We conclude that the
above function is never a ChF. On the other hand, when a2 = b2, the function ψ can be written as
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b2
+
(
1− a2
b2
) 1+ a1b2−a2b1b2−a2 it
1+ b1it + b2(it)2 = q + (1− q)φ(t), (17)
where q = a2b2 and φ is of the form (14) with
a = a1b2 − a2b1
b2 − a2 . (18)
Arguing through an application of the inverse Fourier transform to (17), an obvious conditions for this to be a ChF is that
q ∈ (0,1) and the quantity φ in (17) is a ChF. Since conditions for the latter are the same as those formulated for the
case (14), we arrive at the following result.
Proposition 9. A function of the form (16) with a2,b2 = 0 is a ChF if and only if a2/b2 ∈ (0,1) and b21  4b2 , so that Eq. (11) has two
real roots λ1 and λ2 given by (9)–(10), and the quantity a deﬁned in (18) is either zero or one of the following two conditions must
hold:
(i) λ1 < 0< λ2 (the roots have different signs) and (15) holds;
(ii) λ1 · λ2 > 0 (the roots have the same sign) and a lies strictly between zero and −1/λ, where λ denotes the root with the smaller
absolute value.
The above conditions can be stated more explicitly in terms of the coeﬃcients ai,bi as follows. Assuming that q =
a2/b2 ∈ (0,1), we either have a1b2 = a2b1 and b21  4b2, or a1b2 = a2b1 and one of the following conditions holds:
(i) b21 = 4b2,
1+ λ1a1
1+ λ1b1 < q <
a1
b1
,
(ii) b21 > 4b2, b1 > 0, b2 > 0,
1+ λ1a1
1+ λ1b1 < q <
a1
b1
,
(iii) b21 > 4b2, b1 < 0, b2 > 0,
1+ λ2a1
1+ λ2b1 < q <
a1
b1
,
(iv) b21 > 4b2, b2 < 0,
1+ λ2a1
1+ λ2b1 < q <
1+ λ1a1
1+ λ1b1 , (19)
where λ1 and λ2 are the two roots given by (9)–(10).
Similarly as in the previous cases, we can obtain a representation in terms of standard exponential variables and random
signs. The proof is straightforward from Proposition 8.
Proposition 10. Let δ, δ˜ be 0–1 variables and E1 , E2 be standard exponential ones, all mutually independent, and P (δ˜ = 1) = a2/b2 .
The distribution given by the ChF (16) is that of
Y
d= δ˜ + (1− δ˜)
⎧⎪⎨
⎪⎩
E1/λ1 + δE2/λ2 for λ1  λ2 > 0, with P (δ = 1) = 1+ aλ2,
δE1/λ1 + E2/λ2 for λ2  λ1 < 0, with P (δ = 1) = 1+ aλ1,
δE1/λ1 + (1− δ)E2/λ2 for λ1 < 0< λ2, with P (δ = 1) = λ2+aλ1λ2λ2−λ1 .
We now turn to the question of geometric inﬁnite divisibility of the function (16). The representation (17) combined with
Proposition 1 and the results of the case (14) lead to suﬃcient conditions for the GID property. However, these conditions
may not be necessary, since there is no converse of Proposition 1, that is the function ψ may be GID even though φ is not.
We shall thus proceed on case-by-case basis, by investigating when the function
ψp(t) = ψ(t)
p + (1− p)ψ(t) (20)
is a ChF for each p ∈ (0,1). Lemma 1 in Section 4 is crucial for establishing the results. We start with the case a = 0. Here,
we know that the function φ in (17) is GID if and only if the two roots λ1 and λ2 are real and have different signs. Thus
by Proposition 1, this condition implies that the function ψ is also GID. However, ψ can be GID even though the roots have
the same sign, in which case φ is not GID, as shown below.
Proposition 11. A ChF ψ given by (16) with a = 0 is GID if and only if qb21  4b2 , or equivalently, if either b2 < 0 or b2 > 0 and
a2b2  4b2 .1 2
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the form (16) with a = 0, which will be GID. However, in view of the above result, not every GID ChF of this form arises in
this way.
Example 1. To illustrate Proposition 11, consider the following example:
ψ(t) = 1−
it
2 + (it)
2
16
1− 2it + (it)24
= 1
4
+ 3
4
1
1− 2it + (it)24
.
According to Proposition 5, the ChF
φ(t) = 1
1− 2it + (it)24
= 1
(1− it
4−2√3 )(1−
it
4+2√3 )
,
which corresponds to the distribution of the sum of two exponential variables with parameters 4 ± 2√3, is not GID. How-
ever, in view of Proposition 11, the function ψ , which is a mixture of this distribution and a point mass at the origin, is
actually GID.
We now move on to the case a = 0. If ψ is to be a ChF, then the two roots λ1 and λ2 are real, and we have one of the
cases in (19). Let us start with case (i), when the two roots are the same. We know that in this case the function φ is not
GID, but it is unclear whether ψ can still share this property. The following result clariﬁes the situation.
Proposition 12. A ChF ψ given by (16) with a = 0 and b21 = 4b2 is never GID.
It is easy to see that last case in (19) is just the opposite, since when the roots have different signs, the ChFs of the
form (14) with a = 0 are all GID and so is ψ .
Proposition 13. A ChF ψ given by (16) with a = 0 and b2 < 0 is always GID.
Finally, we have the cases (ii) and (iii), when the roots are distinct and have the same sign. Here, we have the following
result, which is a simple consequence of Proposition 7.
Proposition 14. A ChF ψ given by (16) with a = 0, b21 > 4b2 and b2 > 0 is GID whenever
1+ λ1a1
1+ λ1b1 < q <
1+ λ2a1
1+ λ2b1 and b1 > 0, (21)
or
1+ λ2a1
1+ λ2b1 < q <
1+ λ1a1
1+ λ1b1 and b1 < 0 (22)
where λ1 and λ2 are given by (9)–(10).
It is important to point out that, unlike other results of this section, the last one does not provide a complete character-
ization of GID subclass in this case. Namely, there is a question whether or not the function ψ is GID in cases (ii) and (iii)
of (19) under the conditions
1+ λ2a1
1+ λ2b1  q <
a1
b1
, given b1 > 0;
and
1+ λ1a1
1+ λ1b1  q <
a1
b1
, given b1 < 0,
respectively.
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Proof of Proposition 1. Since the cases q = 0 and q = 1 are obvious, assume that q ∈ (0,1). We need to show that the
function
φp,q(t) = 1− q + qφ(t)
p + (1− p)(1− q + qφ(t)) (23)
is a ChF for each p ∈ (0,1). Straightforward, albeit quite lengthy, algebra produces φp,q(t) = 1− q˜ + q˜φp˜(t), where
φp˜(t) = φ(t)p˜ + (1− p˜)φ(t) , p˜ = 1− q(1− p) ∈ (0,1), q˜ =
pq
p˜
∈ (0,1).
Since, by assumptions, φ is GID, the function φp˜ is a ChF, and consequently the function φp,q is a ChF, as a mixture of φp˜
and a point mass at zero. This concludes the proof. 
Proof of Proposition 5. The ﬁrst part of the result, concerning the conditions when φ is a ChF, is clear. Regarding the GID
property, note that in our case the function φp in (5) is of the form
φp(t) = 1
1+ pb1it + pb2(it)2 .
By the ﬁrst part of the result, this is a ChF for each p ∈ (0,1) whenever (pb1)2  4pb2, which holds if and only if b2 < 0.
This concludes the proof. 
Proof of Proposition 7. We know that (14) is a ChF if either the two roots are equal to a common value λ and a is strictly
between zero and −1/λ, or the two roots are different, in which case we have the following three cases:
(i) 0< λ2 < λ1, − 1
λ2
< a < 0,
(ii) λ2 < λ1 < 0, 0< a < − 1
λ1
,
(iii) λ1 < 0< λ2, − 1
λ2
< a < − 1
λ1
. (24)
To establish the GID property of the function φ, we need to investigate when the quantity (5) is a ChF for each p ∈ (0,1).
Substituting (14) into (5) leads to the conclusion that
φp(t) = 1+ ait
1+ (pb1 + (1− p)a)it + pb2(it)2 (25)
must be a ChF for each p ∈ (0,1). [We can also include the cases p = 0 and p = 1, where the right-hand side of (25) reduces
to 1 and the original ChF φ, respectively.] A necessary condition for (25) to be a ChF is that the quadratic equation
pb2t
2 + (pb1 + (1− p)a)t + 1 = 0 (26)
has two real roots, which is equivalent to the inequality
p =
(
pb1 + (1− p)a
)2 − 4pb2  0, p ∈ [0,1]. (27)
The case of equal roots. Assume ﬁrst the case where the roots λ1 and λ2 are equal. In this case we have b21 = 4b2 and
λ1 = λ2 = − b12b2 = − 2b1 , which could be positive or negative. Denote the discriminant (27) by h(p,a). Observe that h is a
continuous and differentiable function, with h(0,a) = a2  0 and h(1,a) = b21 − b21 = 0. Moreover, the partial derivative of h
with respect to p,
∂h(p,a)
∂p
= 2(pb1 + (1− p)a)(b1 − a) − b21,
is also continuous with the value of v(a) = 2b1(b1 − a) − b21 when p = 1. It turns out that for each admissible value of a
this value is always positive, that is v(a) > 0. Indeed, when b1 > 0 then −1/λ = b1/2 > 0, so that a satisﬁes the inequality
0< a < b1/2 (which is necessary and suﬃcient for φ to be a ChF). Thus, the inﬁmum of v(a) is v(b1/2) = 2b1(b1 − b1/2)−
b21 = 0. On the other hand, when b1 < 0 then −1/λ = b1/2 < 0, so that a satisﬁes the inequality b1/2 < a < 0. Here, the
function v is increasing in a, so that the inﬁmum of v(a) is again v(b1/2) = 2b1(b1 − b1/2) − b21 = 0. This shows that for
each admissible value of a there exists a neighborhood of 1 of the form (1 − 	a,1) over which the partial derivative of h
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have h(p,a) < 0 for each a and p ∈ (1− 	a,1). We see that the inequality (27) does not hold for any admissible value of a,
and consequently φ is not GID in this case.
We now move on to the case when the roots are different.
The case when the roots are of different signs. By Vieta’s root theorem, we have the relations
λ1 + λ2 = −b1
b2
, λ1λ2 = 1
b2
, b1 = −λ1 + λ2
λ1λ2
, b2 = 1
λ1λ2
. (28)
Thus, in this case b2 = 1λ1λ2 < 0 and −b1  |b1| <
√
b21 − 4b2, so that we must have λ1 < 0 < λ2 as in case (iii) of (24).
Since b2 < 0, it follows that the inequality (27) holds automatically. Let us now study the two real roots of the quadratic
equation (26), denoted by
λ1(p) =
−(pb1 + (1− p)a) +
√
p
2pb2
, (29)
λ2(p) =
−(pb1 + (1− p)a) −
√
p
2pb2
, (30)
where p is deﬁned in (27). Denote q = −aλ1. Note that since a satisﬁes −1/λ2 < a < −1/λ1 (so that φ is a ChF) we must
have
λ1
λ2
< q < 1. (31)
Using the relations (28) we can write the two roots as follows:
λ1(p) =
p λ1+λ2
λ1λ2
+ (1− p) q
λ1
+√p
2p
λ1λ2
, (32)
λ2(p) =
p λ1+λ2
λ1λ2
+ (1− p) q
λ1
−√p
2p
λ1λ2
. (33)
After some algebra these can be written as
λ1(p) = G(p) −
√
G(p)2 − 4pλ1λ2
2p
< 0, (34)
λ2(p) = G(p) +
√
G(p)2 − 4pλ1λ2
2p
> 0, (35)
where
G(p) = p(λ1 + λ2) + (1− p)qλ2 = qλ2 + p
(
λ1 + (1− q)λ2
)
.
We shall show that (25) is a ChF, that is the quantity a satisﬁes the relation
− 1
λ2(p)
< a < − 1
λ1(p)
,
or, equivalently,
λ1
λ2(p)
< q <
λ1
λ1(p)
, (36)
whenever q satisﬁes (31). The last inequalities take the form
2pλ1
G(p) +√G(p)2 − 4pλ1λ2 < q <
2pλ1
G(p) −√G(p)2 − 4pλ1λ2 .
Multiplying the numerator and the denominator in the right-hand side of the above inequality by
√
G(p)2 − 4pλ1λ2 +
G(p) > 0 and in the left-hand side by
√
G(p)2 − 4pλ1λ2 − G(p) > 0, we can write it as
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√
G(p)2 − 4pλ1λ2 − G(p)
2λ2
< q <
G(p) +√G(p)2 − 4pλ1λ2
2λ2
. (37)
Suppose ﬁrst that 0 q < 1. Then the left inequality in (37) is trivially true, while the right inequality is equivalent to√
G(p)2 − 4pλ1λ2 > 2qλ2 − G(p). (38)
Since the left-hand side of this inequality is positive, the inequality holds if
G(p)2 − 4pλ1λ2 >
[
2qλ2 − G(p)
]2
. (39)
Some algebra shows that this is equivalent to
0> (1− q)(λ1 − qλ2).
Since q ∈ [0,1), this is the same as λ1 − qλ2 < 0, or q > λ1/λ2, which is true since λ1/λ2 < 0. Now assume that λ1/λ2 <
q < 0. Here, the right inequality in (37) is trivially true, while the left inequality is equivalent to√
G(p)2 − 4pλ1λ2 > G(p) − 2qλ2. (40)
Since the left-hand side of this inequality is positive, the inequality again holds if (39) is satisﬁed, which in turn holds if
q > λ1/λ2 – we are done.
The case when the roots do not coincide and are of the same sign. First, we shall investigate the conditions under which
the discriminant p in (27) is non-negative. Let us deﬁne
r = |λ1| ∧ |λ2||λ1| ∨ |λ2| =
{
λ2/λ1 for 0< λ2 < λ1,
|λ1|/|λ2| for λ2 < λ1 < 0,
(41)
and
q = |a| · (|λ1| ∧ |λ2|)=
{−aλ2 for 0< λ2 < λ1,
−aλ1 for λ2 < λ1 < 0.
(42)
Note that r,q ∈ (0,1). Simple algebra shows that the inequality (27) written in terms of q and r takes the form
(
p(1+ r) + (1− p)q)2 − 4pr  0, p ∈ [0,1], (43)
and this is so if the roots are either positive or negative. Thus, with this notation we can handle both of the cases (i) and (ii)
in (24). Our problem can now be formulated as follows: If r ∈ (0,1), then for which q ∈ (0,1) we have the inequality (43)?
It turns out that the answer is the set q ∈ [r,1). Indeed, for each r,q ∈ (0,1) deﬁne the quadratic function
g(p) = [p(1+ r) + (1− p)q]2 − 4pr, p ∈ R. (44)
The function g attains its minimum value at the point
p∗ = 1
1+ r − q
(
2r
1+ r − q − q
)
. (45)
Moreover, the minimum value is
min
p∈R g(p) = g
(
p∗
)= 4r(q − r)(1− q)
(1+ r − q)2 . (46)
Thus, when q  r then (43) holds. On the other hand, simple algebra shows that when q < r then p∗ is strictly between
zero and one, so that in view of (46), the relation (43) does not hold (it fails when p = p∗).
Let us now study the two real roots of the quadratic equation (26), denoted by (29) and (30) with p deﬁned in (27).
We shall show that the quantity (25) is a ChF for each p ∈ (0,1) if and only if
− 1
λ2
< a < − 1
λ1
. (47)
Suppose ﬁrst that 0 < λ2 < λ1, in which case we must have −1/λ2 < a < 0 (so that φ is a ChF). Further, assume that (47)
holds, in which case q = −aλ2 > r = λ2/λ1 and consequently p > 0. Then the roots (29) and (30) can be written as
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√
G(p)2 − 4pλ1λ2
2p
, (48)
λ2(p) = G(p) −
√
G(p)2 − 4pλ1λ2
2p
, (49)
where this time
G(p) = p(λ1 + λ2) + (1− p)qλ1 = qλ1 + p
(
λ2 + (1− q)λ1
)
.
Note that for each p ∈ (0,1) we have 0 < λ2(p) < λ1(p). Consequently, to show that (25) is a ChF we must show that a
satisﬁes the relation
− 1
λ2(p)
< a < 0,
or, equivalently,
0< q <
λ2
λ2(p)
, (50)
whenever q satisﬁes q = −aλ2 > r = λ2/λ1. The inequality q > 0 is obvious, while the second inequality in (50) takes the
form
q <
2pλ2
G(p) −√G(p)2 − 4pλ1λ2 .
Multiplying the numerator and the denominator in the right-hand side of the above inequality by
√
G(p)2 − 4pλ1λ2 +G(p),
we can write it as
q <
G(p) +√G(p)2 − 4pλ1λ2
2λ1
, (51)
which is equivalent to√
G(p)2 − 4pλ1λ2 > 2qλ1 − G(p). (52)
Since the left-hand side of this inequality is positive, the inequality holds if
[√
G(p)2 − 4pλ1λ2
]2
>
[
2qλ1 − G(p)
]2
.
Some algebra shows that this is equivalent to
0< (1− q)(qλ1 − λ2).
Since q < 1, this is the same as q > λ2/λ1, which is true. Next, we consider the boundary case q = r, or a = −1/λ1. Here,
p∗ in (45) reduces to λ2/λ1 ∈ (0,1). For this value of p, p = 0 and the roots (29), (30) are both equal to λ1. Consequently,
in order for (25) to be a ChF, a must be strictly between zero and −1/λ1, which is a contradiction with a = −1/λ1. This
concludes the case 0< λ2 < λ1.
The case λ2 < λ1 < 0 is similar. Here, we must have 0 < a < −1/λ1 (so that φ is a ChF). Now, if (47) holds, then
q = −aλ1 > r = λ1/λ2 and consequently p > 0. The roots (29) and (30) again can be written as (48) and (49), where now
G(p) = p(λ1 + λ2) + (1− p)qλ2
and λ2(p) < λ1(p) < 0 for each p ∈ (0,1). Consequently, to show that (25) is a ChF we must show that a satisﬁes the
relation
0< a < − 1
λ1(p)
,
or, equivalently,
0< q <
λ1
λ1(p)
(53)
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form
q <
2pλ1
G(p) +√G(p)2 − 4pλ1λ2 .
Multiplying the numerator and the denominator in the right-hand side of the above inequality by G(p)−√G(p)2 − 4pλ1λ2,
we can write it as
q <
G(p) −√G(p)2 − 4pλ1λ2
2λ2
, (54)
which is equivalent to√
G(p)2 − 4pλ1λ2 > G(p) − 2qλ2. (55)
Since the left-hand side of this inequality is positive, the inequality holds if[√
G(p)2 − 4pλ1λ2
]2
>
[
2qλ2 − G(p)
]2
. (56)
Some algebra shows that this is equivalent to
0> 4pλ2(1− q)(λ1 − qλ2).
Since q < 1 and λ2 < 0, this is the same as q > λ1/λ2, which is true! Finally, the boundary case q = r, or a = −1/λ2 can
be handled in the same way as before to conclude that (25) is not a ChF. This concludes the case λ2 < λ1 < 0. The result
follows. 
The following result, which can be established by straightforward albeit quite tedious algebra, is crucial in verifying the
GID property.
Lemma 1. If ψ is a ChF given by (17) and p ∈ (0,1), then the function (20) admits the representation
ψp(t) = q˜ + (1− q˜)φ˜(t), (57)
where
φ˜(t) = 1+ ait
1+ b˜1it + b˜2(it)2
(58)
and
q˜ = q
p + (1− p)q ∈ (0,1), (59)
b˜1 =
[
p + (1− p)q]b1 + (1− p)(1− q)a, (60)
b˜2 =
[
p + (1− p)q]b2. (61)
This allows for checking the GID property by investigating when φ˜ is a ChF.
Proof of Proposition 11. We have to check when the quadratic equation 1 + b˜1t + b˜2t2 = 0 has two real roots for any
p ∈ (0,1), or equivalently, when the inequality[
p + (1− p)q]b21 − 4b2  0
holds for each p ∈ (0,1). Since the function p + (1 − p)q is increasing in p, it is enough to check the inequality at p = 0.
This produces qb21 − 4b2  0, and consequently the result. 
Proof of Proposition 12. We shall show that the quadratic equation 1 + b˜1t + b˜2t2 = 0 does not have real roots for some
p ∈ (0,1), or equivalently, the inequality{[
p + (1− p)q]b1 + (1− p)(1− q)a}2 − [p + (1− p)q]b21  0
does not hold for some p ∈ (0,1). By writing u = p + (1 − p)q, we can state this inequality as h(u)  0 for all u ∈ (q,1),
where h(u) = [ub1 + (1−u)a]2 −ub21. Note that h(1) = 0 and h′(1) = b1(b1 −2a). Since under our assumptions the derivative
of h at u = 1 is positive, the function h must take on negative values when u is near one, or equivalently, the above
inequality will not hold for p near 1. This concludes the proof. 
T.J. Kozubowski, K. Podgórski / J. Math. Anal. Appl. 365 (2010) 625–637 637Acknowledgment
The authors would like to thank an anonymous referee for helpful comments that improved the presentation of the results.
References
[1] L.B. Klebanov, G.M. Maniya, I.A. Melamed, A problem of Zolotarev and analogs of inﬁnitely divisible and stable distributions in a scheme for summing a
random number of random variables, Theory Probab. Appl. 29 (1984) 791–794.
[2] S. Kotz, T.J. Kozubowski, K. Podgórski, The Laplace Distribution and Generalizations: A Revisit with Applications to Communications, Economics, Engi-
neering, and Finance, Birkhäuser, Boston, 2001.
[3] T.J. Kozubowski, K. Podgórski, Asymmetric Laplace distributions, Math. Sci. 25 (2000) 37–46.
[4] T.J. Kozubowski, K. Podgórski, Skewed Laplace distributions II: Divisibility properties and extensions to stochastic processes, Math. Sci. 33 (2008) 35–48.
[5] G. Letac, J. Wesołowski, Laplace transforms which are negative powers of quadratic polynomials, Trans. Amer. Math. Soc. 360 (2008) 6475–6496.
[6] A.J. Lawrence, P.A.W. Lewis, An exponential moving-average sequence and point process, EMA(1), J. Appl. Probab. 14 (1977) 98–113.
[7] F.W. Steutel, K. van Harn, Inﬁnitely Divisibility of Probability Distributions on the Real Line, Marcel Dekker, New York, 2004.
