Annual climatologies involving both height and frequency versus time contour plots for periods from 8 h to 30 days, show that the changes with longitude are very significant and distinctive, often exceeding the local latitudinal variations. Comparisons with models and the recent UARS-HRDI global analysis of tides are discussed. The fits of the horizontal wave numbers of the longer period oscillations are provided in unique frequency versus time contour plots and shown to be consistent with the expected dominant modes. Annual climatologies of planetary waves (16 day, 2 day) and gravity waves reveal strong seasonal and longitudinal variations.
Introduction
Growth in the numbers of both radar and optical observational systems for the Mesosphere Lower Thermosphere (MLT, 60-100 km) has begun to allow for more organized assessments of regional and global variations in the dynamical and chemical characteristics of this region. Some of these emerging networks of radars/opticals have serendipitous influences, but others have been encouraged by international programs.
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The PSMOS (Planetary Scale Mesopause Observing System, 1998 programme of SCOSTEP (Scientific Committee on Solar Terrestrial Physics) has had the major influence in this direction. Several of its formal projects specify a focus on longitudinal variations, their causes in terms of forcing by topography and atmospheric waves, and their influences upon global dynamics and constituent distribution.
There have been several recent papers worthy of mention here, which have focused on tidal oscillations. Jacobi et al., (1999) used 6 radars of various types which are mainly in Europe and Russia (4 • W-49 • E) but included one MF Radar (MFR) in Canada (107 • W). The latitude range, for mainly historical reasons, lies from 52-56 • N. The monthly variations of the semi-diurnal tide over the years (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) at all 6 locations, at heights near 90 km, were quite similar: amplitudes had winter and late summer-fall maxima, and strong phase transitions occurred during equinoxes. There were also distinctive and significant longitudinal differences in tidal amplitudes, especially in the winter, and especially between Western Europe, Kazan (49 • E), and Saskatoon. Mechanisms proposed included stratospheric warmings, ozone distributions and standing Planetary Waves (PWs). This study was inevitably influenced by the use of radars of different types, in particular with regard to height-coverage, although it was convincingly argued that the inherent biases were small.
Very recently, in an issue of the Journal of Atmospheric and Solar Terrestrial Physics (May-July, 2002), Pancheva et al. (2002) provided tidal-structure results from a global-scale compaign (PSMOS, June-August solstice, 1999). There were 22 radar systems; observations were made in both hemispheres, so that summer and winter conditions were sampled; the height range of 90-95 km was selected as a compromise due to the various types of radar systems. Comparisons with the year-2000 version of GSWM (Global Scale Wave Model) were included and showed the 24-h tide representation to be superior to that of the 12-h. There is not enough space here to summarize the results, but the latitudinal variations of amplitude and phase were quite consistent with the study of Manson et al. (2002a) , who used MFRs (2-70 • N) mainly in the North American-Pacific quadrant. Winds and tides, in a rather broad latitudinal range (43) (44) (45) (46) (47) (48) (49) (50) (51) (52) (53) (54) (55) (56) • N), showed significant longitudinal differences between Europe and North America. The interactions between Gravity Waves (GWs) and mean winds were suggested as another forcing mechanism. This valuable study also has weaknesses, in particular the wide range of latitudes in the longitudinal assessments and the inevitable restriction of heights to 90-95 km.
Finally, we mention the global distribution of diurnal and semi-diurnal tides obtained by Manson et al. (2002b) from HRDI-UARS observations (High Resolution Doppler Interferometer) . Cells of 4 • in latitude by 10 • longitude at 96 km were used, and analysis provided for June-July (1993), December-January (1993 -1994 and SeptemberOctober (1994) . The 24-h tide maximized near 20-25 • latitude and in the equinox, and showed significant longitudinal variability. Maxima were very clear over the oceans. In contrast, the 12-h tide maximized near 40-55 • and in winter, and had more modest longitudinal amplitude changes. Comparisons with the 2 day GSWM, especially the 24-h GSWM, were satisfactory.
There have been an increasing number of modeling studies which have focused upon the non-migrating (solar) tides or components which evidently have a major role in the observations discussed above (Forbes et al., 1997; Hagan and Roble, 2001 ; Angelats i Coll and Forbes, 2002) .
Studies of regional and longitudinal variations of other scales of atmospheric waves have been much less prominent, at least partly because substantial variations of PWs are not expected. However, recent 16-day PW studies, for example, by Luo et al. (2000 Luo et al. ( , 2002a evidence considerable intermittency of this oscillation, both spatially and temporally. The physical reasons for this are really not clear, although arguments involving regional and local resonances for normal modes, and local changes in critical levels for the waves have been mentioned. Regarding GWs, spatial variations at all scales are expected, due to the variability of sources and to PW and tidal interactions. At MLT heights the published studies have emphasized latitudinal variations, and the paper by Manson et al. (1999) , using the MFRs from 2-70 • N, is the most comprehensive. Semi-annual oscillations (SAO) with solstitial maxima were generally noted for two GW bands (10-100 min, 2-6 h), with mid-latitude maxima, and strong evidence for interactions with background winds. No longitudinal studies exist at these heights.
In this paper, data from the new CUJO network (Canada U.S. Japan Opportunity) of MFRs are analyzed in a variety of ways which emphasize the longitudinal, and to a degree, the latitudinal and climatological variations of tides, PWs and GWs. In Sect. 2 the radars and data analysis methods are discussed. Section 3 provides annual amplitude contour plots of frequency versus time for the MFRs at selected altitudes; the periods range from 5 h to 30 days. Unique contour plots (frequency-time) of fit-significances at wave numbers from 0 to ± 4 are also provided. The emphasis in subsequent sections is on the PWs (Sect. 4) and GWs (Sec. 5), at all heights throughout the MLT. A subsequent paper, Thorsen (Private Communication, 2002) , focuses exclusively on the tidal oscillations sampled by CUJO at all heights, and is more in the spirit of the paper by Manson et al. (2003) which focuses solely on the Platteville-Saskatoon pair of MFRs within the CUJO network.
Systems and data analysis

Radars
The Saskatoon MF radar (2.2 Mhz) has been described in the recent papers already referenced. The spaced antenna "full correlation analysis" method is used (Meek, 1980) . Vertical soundings provide wind sampling at 3-km intervals every 5 min, from near 60 to 130 km. The other MFRs are basically of a similar configuration, and any differences will not lead to differences in the measured winds; for example, the London and Platteville MFRs use equipment from, or are similar to, the three MFRs which were used for spatial and temporal studies of GWs, tides and PWs in the Canadian Prairies (e.g. Manson et al., 1997) . These three systems use the same analysis software as that at Saskatoon and have similar data yields in the MLT region. The MFRs in Japan are Australian ATRAD systems (Igarashi et al., 1996) , which, although physically very similar, use the more classical method of analysis due to Briggs (1984) . Comparisons have shown no significant differences exist between these methods (Thayaparan et al., 1995) . The Japanese radars provide samples of wind every 2 rather than 3 km, and 2 rather than 5 min, on a continuous basis.
Since all wind measurement systems have biases or selectivity issues, comments upon the accuracy of the radar winds are useful. Examples of comparisons include an MFR and Meteor Wind Radar (MWR) at 43 • N ; MFRs and Fabry-Perot Interferometers ("green line" and hydroxyl) at two 52N locations Meek et al., 1997) ; and rockets and radars (MFR, VHF and EISCAT) near 70 • N (Manson et al., 1992) . In these studies the directions of the winds or their perturbations (tidal phases) have been satisfactorily consistent, i.e. means within standard errors. However, while the Saskatoon optical-radar comparisons showed no speed biases, the "SKYiMET" MWR-MFR speed comparisons have shown modest differences, for example, MFR/MWR ratios of about 0.75 near 88 km (Meek, Hocking and Manson, Private Communication, 2002) ; and at 70 • N, Tromsø, the speeds from the MFR were 0.65 of those from other systems for heights from 82-97 km. Moreover, systematic differences between "satellite-winds" from HRDI-UARS (Doppler Imager) and radars have also been noted, for example, Saska-toon MFR speeds are 0.75-0.8 of HRDI speeds . This has been investigated by Portnyagin and Solovjova (2000) , who found a consistent difference at 95 km between annual mean zonal winds from an empirical model based upon global MWR and MFR data and the HRDI observations; the latter were more eastward. The authors suggest a possible instrumental Doppler velocity calibration problem with HDRI data. For our purposes here, we will simply bear in mind the potential biases between different experiments when any later comparisons are made in this paper.
Analysis techniques
To provide an annual climatology of atmospheric oscillations from 5 h to 30 days at a chosen height (Sect. 3), a wavelet analysis is applied to a year of hourly mean winds with additional data at the ends, if available, to cover the full sliding window for all wave periods used (Figs. 1-3) . A Gaussian window of length 6 times the period (truncated at 0.05 of peak value) is used to approximate a Morlet wavelet analysis (Kumar and Foufoula-Georgiou, 1997) , but one in which gaps do not have to be filled. A Fourier transform (not an FFT) is, therefore, used and applied to existing data points only. Each time-axis pixel (800 are used) represents several hours, since the axis covers 1 year. Data selection criteria are outlined later in this section. Breaks in the heavy dataexistence line at the bottom of the frame indicates that there were no data for those hours, and are a warning that spectral data near the edges of, and during, these intervals may be inaccurate. The period-scale uses 600 pixels and is linear in log (period) from 5 to 730 h. Each pixel represents one spectral value, and there is no smoothing.
Amplitudes are increased appropriately during the calculations to correct for attenuation by the window, but on the assumption that there are no significant gaps. In the plots the value in dB (decibels) is equal to 20 log 10 (wave amplitude in m/s). This scale is used because of the large range of amplitudes that exist for the various types of waves (tides to PW) in the MLT region. Color renditions are optimized by this scaling. Data in such plots are usually scaled according to the maximum wave amplitude for each figure, but for this paper, for ease of intercomparison of sites/components, the same limit of 30 dB is used for all sites. The few larger values, up to the maximum of 35 dB, are placed in the colour segment 28.5-30.0 dB. There is discussion of significance levels in later sections.
A unique analysis has been developed to establish the wave numbers of the complete spectrum of oscillations available from the wavelet analysis, as applied to the set of observing sites (Fig. 4) . The model restricts the waves to E-W propagation, and the positive wave number m is for the westward direction. For each value of m (0, +/−1, +/−2, etc.), and each frequency, the minimum error for the fit between the phase-observations for the site and the wave model (a function of phase (longitude), wave number, and wave frequency) is calculated. Figures resulting from such calculations can be annual contours of "normalized" squared error (range 0-1) intensities as functions of frequency and time for wave numbers from 0 to +/−4. However, since the significance of a given fit-error value depends on the number of sites used, fit-errors for the radar data are translated into significance levels by comparison, with errors obtained using randomly distributed test data. Significances (88-100%) are, therefore, plotted. Finally in this sequence of analyses (Figure 5a, b) , contour plots of frequency versus time for a given subset of the radars have also been prepared to indicate the preferred wave number (based upon the mode with minimum fit-error) at the given level of statistical significance (95%). There is also the potential for aliasing, and this matter is discussed later.
For the comparisons of PW activity at the CUJO sites (Sect. 4) an independent planetary wave (PW) analysis is done for selected frequencies, starting with a year of hourly mean data which is extended at the ends, if data are available, to accommodate the desired window length. For the 16 day period, a 48-day window length, and for 2-day periods, a 24-day window, are each shifted in 5-day steps over the year. For each of these window-lengths the mean is removed and used to represent the background wind, and then a full cosine window (Hanning) is applied and the Fourier transform is done at the single selected PW frequency. With (cosine) windowing the window lengths are effectively reduced to about half of the stated lengths and side-lobes are minimized; the bandwidths are then 12-24 and 1.8-2.2 days, respectively, which cover the normal range of periods considered for these waves in the MLT region. Gaps are not filled. Annual contours of wave amplitudes as functions of height versus time are then prepared for each wind component and radar-location (Figs. 6, 7) . It is possible that trends in the background winds during the equinox months could contaminate the amplitudes of the 16-day PW, but the contour plots discussed later show no indication of this; meanwhile, the Fourier transforms are more robust with optimized numbers of degrees of freedom.
The following data rejection criteria apply to both this analysis and to the earlier wavelet analysis. The spectral values are accepted if at least 80% of the phases for that wave are available from the windowed data in each of two separate period intervals within the window, i.e. data must be available in 80% of the "phase-bins" in at least two separate cycles. Otherwise, the pixel is left white (data omitted). To facilitate the application of this criterion the phases are subdivided into 24 bins; but in the case of the wavelet analysis for periods less than 24 h, the number of bins is equal to the period in hours. Note that this criterion is similar to the weaker one that we regularly use for tidal analysis (e.g. Manson et al., 2002a) , for which we require data in 16 different UT hours to be available.
Preparation of GW data for Sect. 5 follows a methodology similar to that in the paper described above in Sect. 1 . Two difference filters have been applied to the data, since these are particularly valuable when there are gaps in time sequences. The first is normally applied to consecutive (5-min samples) MFR wind vectors (5 mD).
This process is equivalent to a band-pass filter of 10-100 min for the GW variances, and has been discussed in some detail by Nakamura et al. (1993) . The second is applied to hourly mean data (Gavrilov et al., 1995) , and is equivalent to a band-pass filter of approximately 2-6 h (HD) for the GW variances.
Both the hourly difference (HD) and 5-min difference (5mD) filters use a centred 24-day interval shifted by 5 days for the contour plots. In the case of Wakkanai and Yamagawa, where the original records are spaced by 2 min rather than 5 min, they are given a 5-min "index". This means that the rms values at these sites are combinations of 4, 6 and 8 min differences. Also, since the record length for the FCA analysis is 2 min, the squared differences have been divided by 2.2 to match the wind variances of the other sites with record lengths of 4.5 min Manson et al., 1999) . For the HD data, in addition to the raw wind variance adjustment, each individual hourly difference is adjusted based on the number of values in each hour, (which must be 3 or more, 7 for the ATRAD systems), to be equivalent to what would be expected if there were twelve 5-min values available in each hour. A minimum of 100 difference values per height and time "bin" is required for the HD and 5mD analyses before a value is plotted. For the background mean wind, each day used must have at least 8 h of data, and there must have been at least 6 days of the 24-day interval with such daily data. Although these means may not be the same as the tidally corrected means, for example in Figs. 6 and 7, they better reflect the background wind corresponding to the measured HD and 5mD data. Once the sequences of GW variances from the two filters are available they have been organized as annual contours of GW amplitudes as functions of height versus time, for the zonal and meridional (EW, NS) components, and for each radar location (Figs. 8, 9) .
Climatologies of atmospheric oscillations (5 h to 30 days) at the CUJO radars
Wavelet spectral intensities
Preparations for the first paper on the CUJO radars , that included winds and ionospheric data from the Platteville and Saskatoon MFRs, illustrated the value of annual climatologies of the spectral content of the wind field. We use that presentation format here also. The use of the word climatology may be argued, since here we show one year of data; however, the spectral contour plots from previous and subsequent years for the sites of CUJO are generally similar to those shown here. (A similar conclusion is reached for other types of seasonal plots shown in this paper.) The "wavelet" spectral analysis method was described in Sect. 2, and the resulting annual contours of wavelet intensities as functions of frequency and time for the London MFR are shown in Fig. 1 . Both components of the wind (EW, zonal; NS, meridional) are shown for four heights (79-88 km).
The main purpose of Fig. 1 is to indicate the rather modest changes in contour characteristics throughout the height range. In both components and for all heights the semidiurnal (12-h) and diurnal (24-h) oscillations are clearly present throughout the year. For longer periods in the PW range, oscillations are much more evident in the EW component, although 2-day activity is also present in the NS. The other 4 MFRs also show modest changes in contours with height. Generally, differences between the CUJO locations discussed below are larger than over 3-5 km height ranges at individual locations.
Significance levels are relatively simple to provide but often their calculation involves assumptions that are difficult to justify. For the spectra of Figs. 1 and 2 (below) various estimates (including Luo et al., 2002a, b) suggest that levels above 95% are above the 21-dB contour levels (circa 10 m/s), and that these usually exist for time intervals of a longer duration. However, for these global scale waves it can also be argued that a better indication of geophysical significance is their simultaneous presence at all sites of the CUJO network. Thus, Fig. 3 , also discussed below, which provides the geometric means of wavelet intensities for the three 40-degree locations, has value in this regard. Annual contours of wavelet intensities for the five MFR locations are now provided in Fig. 2 . The middle altitude of 85/86 km is shown, as are EW and NS components. The highest latitude location (52 • N) is at the top, the three 40-45 • N locations in the middle for easiest comparison, and the lowest latitude (31 • N) is at the bottom. The relative latitudinal variation of the two tides is clearly evident: at Yamagawa the 24-h tide dominates; at Wakkanai, Platteville and London the 12-and 24-h tidal intensities are quite comparable; while at Saskatoon the 12-h tide dominates. This latitudinal variation is consistent with earlier studies (e.g. Manson et al., 2002a; Pancheva et al.,2002) .
Detailed comparisons of the tides at the 40-degree locations will appear elsewhere (Thorsen, Private Communication, 2002) , where all available heights and tidal phases will be considered. However, even in Fig. 2 , substantial differences are apparent. Considering the contour levels of both components throughout the year, Platteville has the largest tides and the 12/24-h amplitudes are comparable, while London has the smallest amplitudes with smaller NS than EW components. The amplitudes at Wakkanai lie between the other two, but there, the 12-h tide is larger than the 24-h tide. Comparisons with the global HRDI-UARS tides are difficult for many reasons: they were at 96 km, during 1993/1994, and for selections of 2-monthly intervals that do not correspond to the time-resolution of Fig. 2 . All that can be said is that the HRDI tides frequently evidence cells across both North America and the Pacific, whose amplitude differences are 3-6 dB, and such differences can be seen in Fig. 2 as one scans along the monthly time axes for the three MFRs.
We now consider the PW oscillations evident in Fig. 2 . These comparisons are assisted by the plot of annual (EW, NS) contours in Fig. 3 , which are formed from the geomet- ric means of wavelet intensities at Wakkanai, Platteville and London. It is useful first to remind the reader of the observed oscillation-periods usually associated with the classical westward propagating Rossby "normal" PW modes (the so-called 5-, 10-, 16-day waves) and other PW oscillations, such as the quasi 2-d Rossby-gravity normal mode. The ranges of observed periods associated with these are typically 2, 5-7, 8-10, 12-22 days, due to Doppler shifting by the background winds (Luo et al., 2002a, b) . In addition, careful assessment of the low frequencies in such spectra has revealed the additional presence of oscillations of an "extra long period" (20-40 days) that have correlations with the solar rotation period (27-days) (Luo et al., 2001) , and climatologies rather similar to the 16-day PW. Finally, there is some evidence that PW oscillations near a 5-day period, in particular the 7-day PW of 1993 (Clark et al., 2002) , are on occasion unstable or are baroclinic modes excited in situ in the mesosphere.
Returning to Fig. 2 and the dominant zonal component, the contour maxima associated with the 16-day PW are very strong near periods of 12-14 days in the winter-centred months at Platteville (as they are to a lesser degree at Saskatoon), but are much weaker (3 dB) at London. The temporal variability is similar. However, at Wakkanai, there is comparatively little activity (contours of low amplitude) in that band and much more in that of the "extra long period" oscillation (20-30 days). There is also comparatively little of that latter activity at the two other 40-degree locations, or at Yamagawa. Saskatoon evidences both 16-day and 'long period' activity at the same times.
It is not easy to spectrally distinguish the 10-d PW in such (zonal) spectra, and the authors are unaware of focussed studies of this mode. Taking the nominal range as 8-10 days, Wakkanai has more activity than the other locations. The contour structures associated with the 5-d PW show considerable variability: activity is almost absent at London, but increasingly evident at Saskatoon and Wakkanai in both components. The occurrences are spread over a wider interval of time and include the equinoxes. This temporal and spatial intermittency may be a function of the unstable modes often associated with this frequency range.
The quasi-2-d PW is well represented in the contour maxima (activity) at Saskatoon, Platteville and Wakkanai during summer months (July, August) but increasingly less so at London and Yamagawa. For this mode the NS component activity is comparable or larger to that for the EW (see also Fig. 3) , as is well known . The height of 85 km was carefully chosen so that PW activity from 2-30 days would be well represented, for example, although 16-d PW activity is known to exist throughout the MLT in winter, it is limited sporadically to heights near 85 km in summer months (Luo et al., 2002a, b) . In this context, the summer mesopause activity for the 2-d PW is well studied, but here in Fig. 2 there is considerable winter activity at all locations. Specific 2-d and 16-d height-time contour plots will be presented and discussed later in Sect. 4.
Finally, the plots of annual contours that are (geometric) means of the wavelet intensities for the three 40-degree locations (Fig. 3) form a useful summary of wave activity. In the zonal plot, the activity for the "long period" oscillations, and for 16-d and 2-d PWs, is very clear. The 5-to 7-d and 10-d PW activity is very weak. The meridional plot also shows minimal activity for periods greater than 5 days, consistent with the polarization of the waves (Luo et al., 2002a) . Tidal activity must be considered in the context of its strength throughout the MLT, but at 85 km and for both components, the 12 h demonstrates the well-known winter and equinox maxima (especially the early autumn), and the 24 h has winter and spring maxima. As the detailed Platteville-Saskatoon comparison showed , the equinoctial dominance of the equatorial and sub-tropical 24-h tide is not yet established at 40-45 degrees. Comparisons of Figs. 2 and 3 indicate variability or intermittency of wave activity across the CUJO network; bursts of significant activity do occur at different times across the region, and as noted by Luo et al. (2002a, b) , this makes it difficult to assign wave numbers to the spectral components.
Wave numbers for CUJO spectral intensities
The use of the wavelet spectral intensities for the CUJO network of MFR locations was described in Sect. 2. The annual contours of the significance of the respective wave number fits as functions of frequency and time for the EW component and for wave numbers from 0 to ± 4 are provided in Fig. 4 . Largest numbers (99-100%, red colour band) indicate the best fitting between the wave number model and the data from the 4 middle latitude MFRs, and indicate the (%) chance the fit did not occur randomly. Other combinations of stations were included in this analysis, for example, Yamagawa and even a European location, but no improvements in consistency of the contour characteristics were obtained. The wave characteristics do change toward 31 • N (Sect. 3.1, Fig. 2) , and that along with PW intermittency (Luo et al., 2000b) , do not support the use of either the low latitude or a distant European location.
The significance of a fit depends on the measured leastsquares fit-error and the expected distribution of these fiterrors when the site-phases are random. These distributions, generated from sets of random phases, were found to depend on the number of sites, but not their longitude locations or on the mode fitted. On the other hand, there can be modeambiguity depending on the set of locations. For example, if we have 2 sites separated by exactly 120 degrees of longitude, there is no way to distinguish between mode 0 and mode 3, since the phases are the same at both sites for both these modes. This also applies to any 2 modes separated by +/−3, for example, m=−1 and m=2, or m=1 and m=4, etc. It was shown that the above arguments apply to some extent to the present sites, since they are in two groups separated by ∼ 120 degrees of longitude. For these real locations, mode ambiguity or aliasing was estimated statistically by fitting a set of modes (we used −4 to +4) to a single set of random phases for the set of longitudes under consideration, giving a fit-error for each mode. This was repeated many times, and the squared differences between the fit-errors for each pair of modes were accumulated. Aliasing is more likely in modepairs when such differences are small. As expected for our site-distribution this was found to apply to mode-pairs whose wave numbers differ by +/− 3.
The wave numbers for the tides will be part of a deeper discussion of tides elsewhere (Thorsen, Private Communication, 2002) . We use them here as a test of the analysis.
For the 24-h tide the m=1 (westward) component is favoured (high significance red contours), especially when the amplitudes are large in late winter/spring (Fig. 3) . However, when m=4, which is statistically coupled, then similar areas of high significance exist; while another in that category (m=−2) is not favoured, as the areas of high significances are smaller. The classical solar-migrating tide is of course m=1. The other significance test chosen is provided in Fig. 5a . Here, the contours are of the preferred wave number (smallest fiterror) for each frequency versus time pixel, where colours are only shown when this error is at the 95% significance level compared with random sets of phases. Three altitudes have been included here (82-88km) to improve the statistical stability, which translates into colour consistency, at this 95% level. As expected from Fig. 4 , the late-winter/spring interval is dominated by the dark green (m=1) and silver (m=4) areas. Otherwise, blue (m=3, or 2) is quite common. An alternative presentation is provided in Fig. 5b: here, the wave numbers of Fig. 5a are folded into just m=0, 1, 2, fully allowing for the possibility that aliasing and statistical coupling of mode-pairs, whose wave numbers differ by +/−3, have dominated the analysis. Thus, in this extreme case of Fig. 5b , m=1 (green) is dominant, with modest regions of m=0 (red) and 2 (blue).
For the 12-h tide the m=2 component is the clear favourite from Fig. 4 , with the red/orange areas of high significance (small "fit-errors") being dominant, especially when the tide is large in the equinoxes and winter (Fig. 3 ). There are also some time intervals when m=0, where 3 have high significances. The tide with a higher statistical probability of aliasing (m=−1) is again not favoured. The contours of the preferred wave number (95% significance) in Fig. 5a show a clear dominance of the pale-blue areas (m=2) with some dark-blue (m=3) and dark-green (m=1). The extreme case of Fig. 5b shows m=2 (blue) to still dominate, with m=0 (red) replacing the m=3, and some m=1 (green) remaining.
The published studies of non-migrating (solar) tides or components offer useful comparisons with these results. Forbes et al. (2003) used 95-km HRDI observations of the 24-h tide and mention the m=0, 2 and 3 tides for latitudes below 40 • (we noted m=2, 3, 4 in Fig. 5a , and m=0, 2 in the extreme case of Fig. 5b ). Angelats i Coll and Forbes (2002) mention m=1 and 3 for the 12-h tide as the result of interactions with the standing m=1 PW (we noted m=1, 3 in Fig. 5a , and m=0, 1 in the extreme case of Fig. 5b ). There are indications of agreement, but more stations at useful positions in Europe or Asia are needed to reduce the uncertainties due to aliasing. The value of the extreme case of Fig. 5b , which ignores the individual wave numbers having 95% significance levels and assumes the worst case of aliasing, is rather mixed: for the 24-h tide, it improves the dominance of the m=1 migrating tide and improves agreement with the HRDI observations for the non-migrating tides; while for the 12-h tide the agreement with the HRDI observations is not improved.
We now consider the PW modes in Figs. 4 and 5. The m=1 mode has the largest areas of red-yellow (high significances, small "fit-errors") for periods from near 10-days to 30-days in Fig. 4 , and they are in winter months when the PW amplitudes are largest (Fig. 3) . The other modes with somewhat smaller areas of red-yellow included m=−2, 4 (the modes of highest potential aliasing), and m=0, 3. The favoured modes near the quasi-2-d PW are less distinct, with m=3 and 4 being weakly favoured.
Consistent with that, the contours of statistically (95%) preferred wave numbers in Fig. 5 show a dominance of darkgreen (m=1) for periods of 10-30 days in winter months, although dark-blue and silver areas (m=3 and 4) are also evident (Fig. 5a ), or m=0 (red) for the extreme case (Fig. 5b) . More specifically, modes favoured at times of maximum amplitude, i.e. December, February and April/May in Fig. 3 , are first m=1 and then m=3 (Fig. 5a) or 0 (Fig. 5b) . The preferred wave numbers near the 2-d PW in Fig. 5a are m=4 and 3 (silver and dark blue) in the summer, with other modes such as m=2 (pale blue) appearing in the winter. The extreme (aliasing, coupling) case of Fig. 5b (and indeed CUJO itself) is not ideal for the 2-d PW, as it enhances the m=1 (green) areas at the expense of m=4, and replaces the m=3 with m=0 (red). Wave number contour plots that included the low latitude location (Yamagawa) provided similar PW contour characteristics to Fig. 5 , but the high significance areas were often smaller. This is consistent with differences in the wavelet intensity contours of Fig. 2 .
The wave number which is theoretically and observationally usually associated with the 5, 10 and 16-d PWs is m=1 (e.g. Forbes et al., 1995; Luo et al., 2002a) . However, the latter paper noted the variability and intermittency of the 16-d PW, both spatially and temporally, which often leads to considerable difficulty in associating clear wave numbers with a burst of PW activity. We also note that CUJO is not a global network, and these wave number fits refer to a global segment of 7 000 km. Finally, the wave numbers for the 2-d PW that are theoretically and observationally preferred from earlier studies (e.g. Thayaparan et al., 1997; Meek et al., 1996) , range from 3-5, with a preference for m=3. However, there is also evidence that unstable modes exist near this period (e.g. Plumb, 1983) , and the less well-studied winter manifestations of the 2-d PW may well have other wave number values (see below).
Climatologies of 16-d, 2-d PW
16-d PW
The annual contours of wave amplitudes as functions of height versus time for EW and NS components of the winds over the CUJO network are shown in Fig. 6 . The background-mean winds (BGW) for the 48-day window (Sect. 2.2) are also shown. The relative amplitudes within the MLT and across CUJO are consistent with the spectra of Fig. 2 : the EW amplitudes are dominant; London and Yamagawa have the smallest amplitudes; the wave activity (amplitudes above 5 m/s) is largest in winter-centred months; and the wave activity is restricted to mesopause heights (∼ 80 km) in summer. Significance levels, as in Luo et al. (2002a, b) , are 90-95% for the gray scale regions having amplitudes of 5-9 m/s.
Considering Fig. 6 in more detail, the 16-d PW activity (EW) in winter extends throughout the MLT (70-95 km), except at London (where it reaches 87 km). There are also two substantial bursts of activity centred on December and January-February at all five stations (cf. Fig. 3 ). This is consistent with the high significance of the m=1 wave mode discussed earlier (Fig. 4) at these times, which requires coherence of the oscillation in space and time. Nevertheless, the variation of wave activity and amplitudes with longitude is quite substantial in winter and summer months, with Platteville and Saskatoon (very similar longitudes) being quite similar in the winter months. The recent studies of this wave (Luo et al., 2002a , b) noted its spatial and temporal intermittency, with bursts of activity occurring at different times at the MFR locations:
Although four of these radars are from the Pacific-North American sector, the range of latitudes and longitudes is now seen to be very considerable. Also, results from the UARS-HRDI system , which are based upon hemispheric wave mode (m=1) fits, showed strong latitudinal restrictions or spatial intermittency in the bursts of activity. The new results here indicate that while longitudinal coherency may exist during bursts of wave activity (based upon the mode fitting at significant levels), the overall longitudinal variability of amplitudes at particular latitudes (40-45 • N) is often comparable with the latitudinal variations.
These issues of intermittency, and of varying period for the 16-d PW (Fig. 2) , were thoroughly explored in the above papers and will not be repeated here at any length. The theoretical expectation for this wave is for propagation from the lower atmosphere and resulting activity throughout the winter hemisphere's eastward flow, with the possibility of summer mesopause activity due to propagation from the winter hemisphere. The results from the 2-D Global Scale Wave Model (GSWM) in Luo et al., (2000 Luo et al., ( , 2002b were generally consistent with this simple scenario, but also demonstrated strong sensitivity to the background winds in the model. Our observations reinforce those conclusions: we again hypothesize that local conditions (winds, other PW modes, PW and GW interactions, and temperatures) may favour responses or resonances of different amplitude and at different periods at different sites. Detailed 3-D modelling is needed to assess these effects.
Finally, we note that interannual variability for the 16-d PW is considerable (Luo et al., 2000) , so that the results of wave studies from other years are expected to show some differences from Fig. 6 . However, some differences between certain locations will persist; wave activity at London and Saskatoon for 1995 also showed similar relative contour structures (amplitudes, heights) to 2000-2001.
2-d PW
The annual contours of wave amplitudes for the 2-d PW are shown in Fig. 7 ; the same format as Fig. 6 has been used. Despite the considerable number of studies of this wave type over the last two decades (e.g. Meek et al., 1996; Thayaparan et al., 1997) , contour plots of this type are still quite rare. Indeed most emphasis has been on the bursts of activity during summer months (July-August in the Northern Hemisphere) at mesopause heights. One reason for this is the early use of simple meteor radars without height ranging, which provided almost exclusively mesopause data.
In that context we note the strong summer mesopause activity (amplitudes above 5 m/s, and significance levels above 90%) in both the EW and NS components at Saskatoon, Platteville and Wakkanai. Again the Yamagawa and particularly the London activity and amplitudes are quite small. Of greater note, however, is the winter activity that can be seen throughout the MLT at all stations, except at London. Considering the London data, the background winds of winter are comparable to those elsewhere in CUJO, so there is no evidence for a bias in the winds-analysis there. Indeed the Meek (1980) and Briggs (1984) styles of analysis have both been used there at the time of establishment of the radar, and no significance differences were found (Thayaparan et al., 1995) . The 2-d PW activity at Yamagawa demonstrates the expected sub-tropical behavour, with maxima in both solstices, consistent with wave propagation from the Southern Hemisphere in one solstice. The NS component is also dominant there.
The longitudinal variability of wave activity is again considerable for the three 40-degree stations, with the stations of close to common longitude (Saskatoon and Platteville) being much more similar in activity and structure. The bursts of wave activity are close to simultaneous in summer, but less so in winter. Notice that the geometric means of Fig. 3 do show strong (>24 m/s) contours in both solstices, and it is only at these times that the wave is consistently evident at all longitudes near the 40-degrees latitude. In this regard the spatial coherence of this wave appears lower than for the 16-d PW, as the favoured wave numbers of Figs. 4 and 5 (m=3, 4 in summer, m=2, 3 in winter) were much less clear and consistent.
Theory and modelling
The theoretical underpinning for the 2-d PW has followed a similar path to that of the 16-d PW, so some discussion is warranted here. Salby (1981) provided the first quantitative treatment, and demonstrated that propagation of the 2-d wave (m=3) was favoured by a mean flow modestly eastward of the westward propagating wave (summer); and propagation of the 16-d wave (m=1) was favoured within the winter's eastward flow. This work was significantly developed by Hagan et al. (1993) , who used their 2-D GSWM in the January solstice, and with three global mean wind fields, to investigate the 2-d PW (m=3 mode) propagation behaviour. It is useful to interpret the PW propagation in the context of the refractive index for PW developed by Charney and Drazin (1961) , modifying that only to include the intrinsic frequency of a propagating wave, rather than the standing waves which were their focus (Luo, 2002) .
In this context the absence of the 16-d wave (m=1) in the lower portions (< 75-80 km) of the middle atmosphere of the summer hemisphere (westward flow) is due to the presence of a critical level (zero intrinsic phase speed); such levels are experienced by this rather slowly moving wave in the summer's strong westward flow. In contrast, the faster moving (m=3) 2-d wave escapes this fate and achieves significant summer amplitudes (Hagan et al., 1993, Figs. 2, 4, 6) at mesopause heights (85-90 km) and even at middle latitudes (the CUJO range). (Maximum responses are between the equator and ± 30 • .)
In winter the eastward flow leads to larger intrinsic phase speeds, but the so-called "critical velocity" (Charney and Drazin, 1961; Luo, 2002 ) is often not exceeded by the 16-day wave, and large amplitudes may be achieved throughout the MLT. This is consistent with observations here and elsewhere, and also the GSWM results in Luo et al. (2002) . However, the "critical velocity", which is a function of both phase speed and wave number (m=3), is smaller for the 2-d wave and rather easily exceeded during the winter months. Hence, the amplitudes of this wave are expected to be smaller in winter, as Hagan et al. (1993) demonstrate. This modest solstitial difference in the GSWM's response may have been overstated, however, by interpreters of this paper, as the results here (and at the Tromsø MFR, Nozawa et al., 2003) show substantial winter amplitudes.
With regard to the topic of intermittency, we note that Hagan et al. (1993) very nicely address this issue, which is a clear feature of the 2-d PW (and of the 16-d PW, as we have demonstrated). They note that variations of the relative magnitudes of the summer and winter "jets" on time scales of weeks could account for the intermittency of the PW, and that the resonant period of the wave is sensitive to these changes in the "jets". Such effects would be associated with the propagation of both 16-and 2-d PWs. Another aspect of this issue may involve the amplification of the quasi-2-d wave due to the interaction of that normal mode with the "generally unstable mean (zonal) flow" (Salby and Callaghan, 2001) . They demonstrate through modelling that this can lead to oscillations of similar period (2.0-2.2 days) and with most likely wave numbers of 3 and 4; these should exist in summer and winter hemispheres, and would exhibit there what we have termed as intermittency.
Finally, as discussed by Salby (1981) , the second Rossby gravity mode (m=2) could also be present in the MLT with significant amplitudes. While the range of periods for the m=3 mode could be confined to 1.9-2.5 days, the m=2 could be in the range of 1.6-1.9 days. The "critical velocity" for this mode is higher, which is consistent with significant winter amplitudes (Salby, 1981, Fig. 9 ), as observed here. We also note that the m=2 wave number occurred more frequently in the "preferred wave number" contours of Fig. 5 during winter, and that the spectral contours (Fig. 3 ) cover the range from 1.6-2.5 days.
Climatologies of gravity waves
In this brief section we show annual contours (climatologies) of wave amplitudes for GWs in the 10-100 min and 2-6 h bands. Such climatologies were first shown by Meek et al. (1985) for data from the Saskatoon MFR, and we have since used that format frequently for that location. Subsequent studies (e.g. Manson et al., 1999) , have considered latitudinal variations, but this is the first longitudinal assessment of GW variabilities.
The wind variances in the 10-100 min band are shown in Fig. 8 , where climatologies from all five CUJO locations are provided, for EW and NS components. The background wind (Sect. 2.2) is also plotted, since it again dominates the propagation of the waves. A familiar semiannual oscillation is clear at Saskatoon in the EW component, with maxima during the solstices, at heights up to 90 km (readers familiar with earlier contour plots from this site should note that all of those used lines of constant intensity with a rather fine scale, rather than a broader "gray scale", and that changes the "shape" of variations somewhat). Such SAO variations are well known and often incorporated in models such as the GSWM (e.g. Garcia and Solomon, 1985) . Physically, the intrinsic phase velocities of GW maximize during the solstices due to the middle atmosphere "jets", and once saturated, their perturbation speeds vary as that phase velocity (Fritts, 1989) ; even NS components may be thus modulated, as all but purely NS propagating GW will experience Doppler shifting due to their components of the EW winds.
Of the other CUJO radars, London and Yamagawa were part of the previous study , and again the zonal GW variances at 43 • N show a clear SAO, while the 31 • N location has a much weaker one (below 77 km). Yamagawa also has a winter maximum above 88 km. However, the variation of variances at Wakkanai is very similar to Yamagawa, again showing that longitude changes (e.g. 5500 km from Saskatoon-Platteville) are more important than latitude changes (here, circa 1500 km). Platteville has similar variance levels to Saskatoon, except during summer, when it shows only a very modest summer maximum. There is overall a weaker tendency for the NS variances to have a SAO over the CUJO network.
The variances at London in this high frequency band are one complete gray-scale (4 m/s) higher than the other sites, consistent with the 1994 year of Manson et al. (1999) . It has been suggested by Thayaparan et al. (1995) , in the context of tidal variability, that the Great Lakes and associated weather may lead to higher regional GW fluxes.
Finally, we consider the GW climatologies for the 2-6 h band of associated wind variances (Fig. 9) . In this format of gray scales the contours at Saskatoon and Platteville are very similar, with a strong SAO; London is very similar to 105-107 • W below 90 km (as for the 1994 study); and both Wakkanai and Yamagawa have a SAO and locally similar contours. The NS variances are less regular, with both SAO and AO being evident.
Given the significant variations in tidal and PW characteristics demonstrated by CUJO data, in both latitudinal and longitudinal directions, it is not surprising that the GW variances should also show spatial variations in their climatologies. However, in addition to their interactions with other wave types, GWs will also have source variations associated with topographic and climatological (troposphere) variations. Comparisons between GW variances from 3-D models, and observations such as these, are valuable as a means of confirming physical processes within these models (e.g. Manson et al., 2002c) .
Comments
These will be brief, since each section has dealt with the wave type and the interpretation of data in some detail. This is the first study of such a comprehensive spectral nature that has compared annual spectra and contour plots of specific harmonics (planetary waves and gravity waves) from 3 radars of identical type at effectively constant latitude (40-45 • N) and longitudinal separations of 1 100, 5 500 and 7 000 km. Two of the radars had a neighbour distant by 12-14 • of latitude. Generally, the longitudinal variations in PW and GW activity and amplitudes are significant and often larger than the variations with latitude of two of the pairs. While longitudinal variations in tides are expected due to non-migrating (solar) components, and in GW due to regional wave interactions and sources, the variations in PW activity and amplitudes are more surprising. However the intermittency in time and space of the PW (16-day, 2-day) noted across CUJO is entirely consistent with earlier studies of these waves. While described in classical theory by global modes, it is clear that regional effects on the response of the atmosphere to PWs are considerable.
