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The fundamental concepts of process analytical chemistry are presented in Chapter One. which 
also discusses the different approaches and advantages of performing process analysis in-situ. 
The principles and instrumentation of flow injection analysis are presented with particular 
emphasis on multi-detemiinations and process applications. Flow injection analysis with Fourier 
transform infrared detection is proposed as a potential on-line monitoring technique highlighting its 
ability for simultaneous multi-analyte determinations. 
The principles of chemometric data analysis are summarised in Chapter Two along with the 
systematic approach to data analysts used in this thesis. Algorithms for experimental design, data 
pre-processing, exploratory data analysis (RCA) and multivariate calibration (PGR and PLS1) are 
described. 
Chapter Three describes the development and optimisation of an automated flow injection 
manifold coupled with a Fourier transform infrared detector for the determination of toluene, ethyl 
benzene and o-xylene in an n-hexane matrix by univariate calibration. In addition, Fourier 
transform infrared spectra are acquired of experimentally designed synthetic mixtures of the 
above analytes using the automated Fl manifold, and the multivariate calibration algorithms PGR, 
PLS1 and PLS2 are employed to quantify individual species. A critical evaluation of spectral pre-
processing algorithms is reported. 
The following chapter describes the development of an automated internally coupled valve flow 
injection manifold, with Fourier transform infrared detection, for the determination of sucrose in 
aqueous matrices. Chapter Four describes the optimisation of the data acquisition system and 
reports on the critical comparison of univariate and multivariate calibration approaches, and 
results are presented for the determination of sucrose in commercially available fruit juices. 
The on-line monitoring of the synthesis of sodium glycinate in water using Fourier transform 
detection is described in Chapter Five. Fourier transform infrared spectral analysis of the reaction 
using continuous flow analysis with real time Gram Schmidt data analysis is compared to the 
results acquired via an automated flow injection manifold. The use of a simplex designed 
calibration set to mimic spectral changes in the reaction mixture to facilitate multivariate 
calibration is also presented. 
Chapter Six compares the analytical performance of a thermostabilised attenuated total 
reflectance flow cell with a water cooled mid-infrared fibre optic probe. Univariate and multivariate 
calibration algorithms are used to process reaction data sets along with gas chromatographic 
reference data. A detailed discussion of proposed approaches to reduce analysis time and 
increase information in reaction development programs is presented. 
The thesis concludes with an investigation of the quantitative nature of Raman spectroscopy. 
Experimentally designed calibration sets containing aqueous herbicide formulation samples are 
analysed in glass vials, with a critical evaluation of long term instrumental stability measured in 
terms of reproducibility and repeatability. The effects of pre-processing Raman spectral data sets, 
in the absence of sample matrix signals, using nonmalisation and multiple scatter correction are 
discussed. 
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Chapter One 
Introduction 
'Research is always incomplete*. 
Murk Puttison (Isuuc Casaubon, 1875). 
Chapter 1. 
Introduction. 
1.1 Fundamental concepts of process analytical chemistry. 
Process analytical chemistry (PAC) has been defined as "the technology of obtaining quantitative 
and qualitative information about a chemical process in onder to control or optimise its 
performance"*^*. In recent years, interest in PAC has increased with the realisation that in-situ 
measurement systems, properly designed into a process from its inception, can provide direct 
benefits for safety and productivity^'. 
The aims of modern PAC are not only defined by the need to acquire chemical information within 
the time frame of the process, but also to ensure that legal and financial constraints are not 
exceeded, that the yield and quality of product are optimised and that effiuent output is minimised. 
In accordance with these desires, analytical methodologies have been developed which take the 
point of analysis to the site of the process'^*. Primarily, the desire to monitor processes in-situ, is 
to refine process control and make operational savings on raw materials and labour^^l This does 
not mean the eradication of existing central laboratory facilities but the implementation of suitable 
and practical process analytical procedures at the site of production when it is deemed desirable or 
necessary. PAC analysers are designed to be reliable and robust within the process environment 
and to be automated or simple enough to be operated manually by non-analytical process staff 
with the minimum of training'^^ Other desirable characteristics of PAC analysers include: 
minimum "down time", minimum maintenance, simplicity, high measurement frequency and the 
ability to produce appropriate process information. An important distinction between process 
analysers and laboratory instrumentation is the end goal of their respective analyses. Laboratory 
instrumentation is generally used to determine the absolute or relative concentrations of 
components in a mixture, or for the characterisation of process materials. The results produced by 
process analysers however, are more often directly related to the process itself and serve as 
generic indicators of quality control parameters, e.g. octane number. 
Increasing industrial competitiveness has been the primary drive behind the need for improved 
process control through rapid and efficacious process analytical measurements. This has brought 
about different approaches to PAC that have the capacity to provide real time or pseudo-real time 
analytical information within the process environment. Table 1.1 lists these approaches and gives 
examples of the type of instrumentation commonly found in each case. 
Table 1.1 : Examples of current process instrumentation. 
Type of analysis Example of Instrumentation 
Off-line GO/MS 
At-line Colorimeter 
On-line (intermittent) Capillary G C 
On-line (continuous) Attenuated total reflectance FT-IR 
In-line Conductivity sensor 
Non-invasive Diffuse reflectance NIR 
1.1.1 Off-fine analysis. 
Historically, process analysis has used physical measurements (e.g. pressure, temperature and 
viscosity) as indicators of the state of the process*^* with additional simple chemical assays being 
made at the process site, e.g. pH determination. More comprehensive chemical analyses are 
performed at a central laboratory facility equipped with non-dedicated state of the art analysers 
operated by highly trained technical staff. This "off-line" approach to PAC leads to delays of a few 
hours or days between sample acquisition, analytical measurement and information feedback. In 
addition, off-line analyses result in low frequency sampling and produce poor temporally resolved 
process information. Hence off-line analyses are not conducive to rapid responses to change 
within a process and lead to poor utilisation of process facilities'^ 
1.1.2 At-iine analysis. 
The first step in moving away from a central laboratory facility is to take the analysis to the 
process. The "at-line"*^' approach has a number of merits over off-line analysis, namely savings in 
time delays between sampling and measurement, and costs relating to transport, storage and 
administration. A dedicated instrument is placed in close proximity to the process line with 
samples being collected manually by process personnel for analysis. The at-line approach 
however, is not simply the transfer of laboratory technology to the process environment. It 
requires careful consideration of operational parameters such as the simplification of sample 
preparation and measurement. Requirements for instrumental reliability and ruggedness usually 
dictate re-engineering on a small scale or at least careful purchase of process ready equipment. 
1.1.3 On-line analysis. 
Automation of the at-line approach leads to "on-line" analysis. Here, automated sampling 
equipment is used to extract a sample from the process, perform pre-treatment as required and 
present it to the analyser for measurement*®^ However, lack of dedicated plant personnel dictates 
that the long term operation of automated analysers in a potentially damaging environment is not 
only dependable but consistent as well. This applies to the whole analytical methodology from 
sampling to the presentation and storage of results. Automated analysis methods have the added 
beneflt over at-line analysers that they can work 24 hours a day in remote, inaccessible, or if 
property protected, hazardous environments. However, the cost of development, installation, and 
maintaining such systems must be viewed in the context of the value of the desired analytical 
process information. Savings made on off-line analyses for low priority parameters may be 
exceeded by the overall expense of installing in-situ analysers for no real gain in information 
productivity. Table 1.2 compares the analytical properties of off-line, at-line and on-line analysis (8) 
Table 1.2 : Comparison of analytical requirements for off-line, at-line and on-line analysis (8) 
Off-line At-line On-line 
Low frequency Medium frequency High frequency 
Complex conditioning simple conditioning Simple conditioning 
Flexible analysis Limited analysis Dedicated analysis 
Medium stability Medium stability High stability 
Low installation cost Low installation cost High installation cost 
High maintenance cost Low maintenance cost High maintenance cost 
Delicate detector Rugged detector Rugged detector 
Within this definition of on-line analysis there exist two distinctive sut>-groups: intermittent and 
continuous methods*"*. Intermittent analysis requires a small volume injection of the process 
sample into the instrument. Examples of intermittent on-line analysers include gas 
chromatography*^°"\ liquid chromatography*^^*, supercritical fluid chromatography*^^*, capillary 
electrophoresis*^"* and flow injection analysis*^^'^^'. With continuous analysis, real time monitoring 
is possible as the process is continuously flowed through the sample / instrument signal interaction 
zone. Spectroscopy is the dominant technique used here, especially with simple filter wheel 
photometers and solid state detection devices, e.g. photo diode anrays*'^ '^ ®* and charge coupled 
devices*^'-"*. 
1.1,4 In-line and non-invasive analysis. 
Further distinctions within the on-line analysis category can be made by extending the concept to 
"in-line" and "non-invasive". In-line analysis negates the need for sample extraction by placing the 
analytical system inside the process. This approach has been in use for some time with pH and 
temperature being measured by industrial probes. Chemical sensors are currently available based 
on electrochemistry, enzyme activity and immunoassays but have yet to prove themselves rugged 
enough or reliable in extended deployment to wan-ant their implementation as process analysers^^^ 
Optrodes have also been proposed as in-line process analysers*^'\ Here a reagent immobilised 
onto the end of a fibre optic interacts with the target analyte to generate a change in absorbance, 
reflectance or fluorescence. The attenuated source signal is then transmitted to the detector via a 
returning fibre optic. Optical radiation produced by remote mono- or polychromatic sources can be 
transferred (over distances of up to 1000m) to the process site using fibre optical conduits*^'. The 
fibre optic from the source terminates in a transmittance or reflectance sensor where the source 
signal is attenuated by the process, by one of three mechanisms; absorption, fluorescence or 
Raman scattering. The attenuated signal is then returned to a suitable detector via fibre optics. 
Present fibre optic technology has restricted the use of optrodes to the ultra violet (UV). visible 
(Vis) and near infrared (NIR) regions of the electromagnetic spectrum. However, the development 
of fibre optics based on either chalcogenide glass or silver halides has extended their use into the 
mid-infrared (MIR) region'^ ^*. Recently, there have been examples of MIR analyses where tapered 
fibre optics coated with low density polyethylene have been used as attenuated total reflectance 
(ATR) probes*^ ''-^ *^ for the determination of chlorinated hydrocarbons in water at low ppm 
concentrations. 
Furthermore, the use of fibre optics allows a number of optrodes to be connected to a 
spectrometer via a multiplexer. The spectrometer can be an expensive laboratory grade 
instalment remotely located and connected via fibre optics to a number of processes. Removing 
the probe from the process extends the concept even further and brings about the possibility of 
non-invasive monitoring. Optical windows into the process allow non-invasive spectroscopy to 
interact with the sample without the need for sample extraction or probe insertion. E x a m p l e s of 
this approach include NIR*^®*. microwave absorption spectroscopy*^^\ X-ray fluorescence*^^'. IR 
emission spectroscopy*^' and acoustic emission analysis*^*. Ultrasound absorption*^^' has also 
been proposed as a possible means of acquiring information about chemical composition in a non-
invasive manner. 
1.1.5 Impact on process development in the Zeneca fme chemicals business. 
P A C h a s an important role to play in enhancing the productivity and prontability of any chemical 
business. This is especially true in the fine chemicals business where rapid commissioning of 
batch process reactors is essential to maintain corporate competit iveness. This requires an 
integrated approach to developing a new process with analytical chemists, measurement 
engineers, control engineers and production managers working a s a co-operative. It is essential 
that P A C philosophy is applied from the early key stages of research and development of a 
process and carried through to the management of a fully operational process plant*'*. 
It is in the early stage of research and development that effective application of P A C philosophy 
can be most beneficial. Valuable information can be obtained from on-line measurements of 
sca led down processes and this can lead to significant savings in development and operational 
costs due to factors such a s development time, process cycle times and materials and energy 
efficiency. This is especially important to the fine chemicals business where batch processing 
(using dedicated or multi-purpose plants) is used to produce a diverse range of high added value 
products (e.g. dyes , herbicides, biocides, pharmaceuticals, polyurethanes). The Z e n e c a 
Huddersfield Worths produces over 800 different chemical entities, with new processes being 
added at the rate of 30 per year*^^*. Most of this production is carried out on a batch basis with low 
tonnage yields. Critical to the s u c c e s s of the Huddersfield Works is the inclusion of P A C in the 
process development stage reducing lead times to a fully operational plant. The prime target for 
developing a new process is the production of material to the specification as dictated by the 
customer by an agreed target delivery dale. P A C in this instance plays a supportive role to 
process chemistry and on-line development work is likely to take place within a central laboratory 
facility equipped with highly skilled technical staff and state of the art instrumentation. It is this 
aspect of process development that h a s been the driving force behind the research described in 
this thesis, where Fourier transform infrared ( F T I R ) spectroscopy has been identified as a problem 
solving tool for process devetopment chemists*^' , and that on-line F T - I R analysis is possible 
through the implementation of flow injection technologies and in-line F T - I R analysis through the 
use of fibre optic probes. 
1.2 F l o w in ject ion a n a l y s i s . 
With the need for higher frequency sampling and analysis regimes that h a s arisen over the last 
thirty years , there has arisen a desire to provide more rapid ana lyses by taking advantage of ever 
improving automation and data handling capabilities. Continuous flow analysis ( C F A ) was 
identified a s a means of achieving this objective. The woric of Skeggs in the late fifties*^'^* 
introduced air segmentation of a flowing analyte stream a s a method of continuous flow analysis. 
A later development by Ruzicka and Hansen*^ ' and independently by Stewart et a/.*^^"^* 
introduced the concept of injecting a small volume of sample (10-200 \x\) into a mobile carrier 
stream (i.e. an unsegmented flow technique). This is now generally known as flow injection (Fl) 
analysis*'^*. 
S ince its introduction, F l has developed into a routine laboratory and in-situ technique for the 
analysis and on-line treatment of a wide range of analytes*^^'^^"^'^^'. Over 4000 papers describing 
industrial, clinical, environmental and blotechnotogical applications of F l have been published*'"'^ 
along with six monographs dedicated to the subject*^^-^®''^®^ The increasing popularity of the 
technique has been driven by the perceived benefits of F l :-
fast response (typically 10 - 1 2 0 s ) . 
high reproducibility. 
high sample throughput (typically 30 - 120/h). 
low reagent consumption (typically 0.5 - 2.0 mL/min) . 
low capital costs. 
low operational and maintenance costs, 
versatility and simplicity of instrumentation. 
F l can be viewed a s a method for automating 'wet' chemical techniques*"'', where the injection of 
the sample into the carrier stream is usually followed by the induction of a flowing reagent stream 
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which results in a chemical reaction between the two. The sample - reagent zone mixes and 
reacts as it moves downstream through the F l manifold towards the detector where the response is 
in the form of a transient peak. Figure 1.1 shows a schemat ic representation of simple, twin 
channel F l manifold and indicates the basic components required. Homogeneous mixing is 
achieved by radial diffusion and can be aided by tightly wound mixing coils. A s the sample -
reagent zone is transported to a flow through detector, it undergoes axial dispersion into the 
bracketing carrier stream, this produces the typical asymmetric response curve seen in F l (Figure 
1.2) with the height or area of the response curve being proportional to analyte concentration. 
c 
R 
S 
1 
A A A / — @ - * 
Figure 1.1: Schematic of twin channel Fl manifold. The diagram shows, from left to right, the carrier (C) and reagent 
(R) lines, a peristaltic pump, sample (S) injection point, reaction coil, detector and waste line. 
T 
H 
S 
/ A \ 
w — • / V < — w 
u ' / ^ 
or 
T i m e (t) 
Figure 1.2 : Typical asymmetric response curve from an Fl system showing sample injection (S), peak 
height of response (H), peak width at a selected level (W). peak area of response (A), residence time (T) 
corresponding to maximum peak height measurement and the peak width at the baseline (tb). Tailing due to 
axial dispersion leading to an asymmetric response can be clearly seen to occur after the peak maximum. 
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The degree of dispersion is determined by a number of factors which include the length and 
diameter of the mixing coils and connecting tubing, sample volume and flow rate (discussed in 
Chapter 3). The dispersion process is highly reproducible and be quantitated in terms of the 
dispersion coefficient (D): 
D = C ° / C ' ^ 
where C° is the concentration of an analyte in the sample prior to dispersion (calculated from the 
analytical response of a pure sample stream) and C ™ * is the maximum concentration in the 
dispersed sample zone (calculated from the maximum analytical response of an injected sample) . 
Dispersion is generally defined a s limited for D<3, medium for D=3-10 and large for D>10*^^\ 
1.2.1 Flow injection instrumentation. 
F l instrumentation is simple and cost effective, and the individual components can be classified as 
belonging to one of four integral categories*'*^': 
• propulsion unit. 
• sample introduction system. 
• reaction zone. 
• flow through detection system. 
The predominant propulsion unit is the multi-channel peristaltic pump, an inexpensive item which 
produces a constant, reversible, pulsing flow. Pulsed flow can be overcome by rotating the pump 
head at high speed and having the head rollers (at least eight) closely spaced . On fixed speed 
pumps the flow rate is varied by using pump tubes of different internal diameters. T h e s e pump 
tubes are available in a range of materials (the most common are shown in Table 1.3) to suit the 
nature of the matrix (i.e. organic, acidic or basic) being pumped. Peristaltic pumps can produce 
static electricity which can affect the output from ion selective electrodes; earth connections to 
either end of the pump tube can overcome this problem. 
Altematives to peristaltic propulsion units include gas pressure reservoir pumps which drive the 
carrier stream through a damper or restrictor in a pulseless fashion (these suffer from problems 
associated with back pressure and dissolved gases ) and rotating or reciprocating piston pumps 
which produce a variable, pulseless flow but suffer from problems associated with incompatibilities 
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with reagents, cost, air locking problems, and high maintenance. Syringe and c a m driven pumps 
are also available. 
Table 1.3 : Properties of common pump tubing materials. 
Type Material Applications 
Tygon Clear Poly-vinyl chloride. General applications. Not 
compatible v/ith solvents. 
Tygon Yellow Poly-vinyl chloride. As above but designed specifically 
for use with petroleum products. 
Ismaprene Thermoplastic potymer Biokjgical and clinical applications. 
based on polypropylene. Not compatible with solvents. 
Viton Fluoropolymerelastomer. Excellent resistance to corrosive media at 
high temperatures. Compatible with solvents, 
The most common type of sample introduction system is the four way, six port, low pressure rotary 
injection valve (Figure 1.3). T h e s e are constructed from polytetrafluoroethylene ( P T F E ) which 
provides good reagent compatibility and excellent mechanical properties. The analytical 
reproducibility of the F l manifold is dependent on the accuracy and precision of the injection 
system and the prefen-ed actuation of the valve is either electrical or pneumatic, though manual 
injection va lves can be still produce a high degree of reproducibility. 
Sampio loop 
in toad mode 
To waste •* 
To dotoctor 
Carnor in 
Sample loop 
in tnjoct mode 
To wasto 
To detector 
Carrier m 
Sampio in Sample in 
Figure 1.3 : Schematic diagram of a six-port rotary injection valve in load and inject nrodes. 
The reaction zone can be a s simple a s a single length of P T F E tubing (typically 0.8 mm i.d.). 
Knitting or tightly coiling long lengths of tubing is not only a practical convenience but also 
significantly increases the degree of radial mixing in the sample - reagent zone. The need for 
increased selectivity in enhancing analyte response in complex matrices has led to more 
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complicated on-line sample treatments in F l . Intermediate steps in sample preparation may 
therefore be included*^^; examples are, dialysis, solvent extraction, and multiple reagent addition. 
Solid phase interfaces (e.g. immobilised enzyme reactors) can be used to simplify F l manifolds (in 
some c a s e s negating the need for mobile reagents) and reduce the effect of non-steady state 
conditions (i.e. sample - reagent reaction)*"^-"*. A wide variety of detection sys tems has been 
used in Fl*^'*. the majority of which have been selected to enhance the analytical selectivity of the 
determinand. 
1.2.2 Multi-component determinations based on flow injection methods. 
Multi-component determinations have the potential to assist process development a s they provide 
quantitative data about a number of analytes within a sample without the need for 
chromatographic separation. However, this area of flow injection has not yet been exploited to its 
full potential*^'. Table 1.4 illustrates the various classifications that arise from multi-component 
determinations based on Fl methods*^^ here, sequential and simultaneous determinations are 
distinguished in terms of multi-detection and multi-determination. However, process applications 
require simplicity a s one of their main instrumental attributes, hence complex multi-detector 
strategies*^^* are not desirable. More in keeping with process philosophy is the implementation 
of a single detector F l system*^"^ ' for multi-determinations. Methodologies for F l multi-
component determinations using a single detector can be further classified into conventional 
equilibrium F l and differential kinetic F l * ^ ' . The mode of operation of differential kinetic 
analyses'^®^'^' and their poor level of accuracy and / or reproducibility*^* automatically preclude 
them from use in continuous process analysis. 
Table 1.4 : Classification of the sequential and simultaneous methodologies used 
in flow injection analysis for multi-detemiinations and multi-detection systems. 
Terminology Sequential Simultaneous 
single or multiple detectors are used to a single multivariate detector is used to 
Multi-detection obtain multiple signals of a sample obtain multiple signals at a single 
at different points within the Fl manifold. point within the Ft manifold. 
Multi-detemilnation n analytes are determined from n anatytes are determined 
n injections of the same sample. from a single Injection. 
11 
Conventional equilibrium F l for multi-determinations has much to offer P A C , especially in 
conjunction with simple manifolds, rugged chemistries and as previously stated, a single detection 
system. Simultaneous determinations with a single detector can be classified according to five 
categories: 
• sequential injection. 
• splitting up of the stream with two cells aligned in the s a m e optical path. 
• pH gradient. 
• ion exchange. 
• injection techniques to produce doublet signals. 
1.2.3 Sequential injection. 
The sequential injection (SI) technique was first introduced in 1990'^°- ' ' \ and is a rugged, 
dependable technique suitable for process control applications. A generic SI manifold is shown in 
Figure 1.4. A multi-port injection valve is used in place of the standard injection valve. By 
switching the common line between sample, reagent and carrier lines, a segmented body of 
sample and reagent zones can be constructed using a reversible pump and a holding coil. Upon 
completion of the required segmented sample, the injector is switched to the detector port and the 
sample and reagent zones propelled through a reaction coil to a detector. The sample and 
reagent zones mix by diffusion to form a detectable compound. Multi-determinations using 
sequential injection have been applied to the determination of nitrate and nitrite*^^ " ' and nitrogen 
and phosphoms in plant material*^''^ This relatively new technique is more suited to process 
analysis than conventional fiow injection analysis because of its greater simplicity. 
HC 
S 
{y>--vw 
R 
<5>-
AW 
Figure 1.4 : Schematic of a sequential injection analysis manifold. C=carrier, HC=hoIding 
coil, S=sample, R=reagent, AW=auxillary waste, RC=reactjon coil and 0=detector. 
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1.2.4 Split injections. 
O n e of the eartiest demonstrations of the multi-determination capabilities of F l w a s shown by 
Stewart and Ruzicka*^^' where nitrogen and phosphorus were determined by splitting the injected 
sample into two separate streams and mixing the samples with the appropriate reagents for optical 
detection in two parallel cuvettes. Delay coils prevented the nitrogen and phosphorus signals from 
overtapping. Similar sys tems have been employed for the speciation of \rot\^^\ cer ium*"' , and the 
simultaneous determination of anions*^^'^^'. The concept of sample splitting (Figure 1.5) has also 
proved popular for the enzymatic determinations of binary*^°^' and ternary*®'' mixtures. 
IVIC DC 
Figure 1.5 : Schematic of general Fl manifold design for stream splitting. C=carrier. 
R=reagent, S=sample. MC=microcolumn reactor, DC=delay coil and D=detector. 
1.2.5 pH gradients. 
pH gradients have also been used to simultaneously determine multiple spec ies*^ -^ ' . This 
technique, like sequential injection, employs dispersion to its advantage. When an injected 
sample reaches a detector in a F l manifold using a pH carrier, there will exist a pH gradient at both 
ends of the sample bolus. In the example of the simultaneous determination of Pb(ll) and \ / (V) as 
cationic complexes with 4-(2-pyridylazo)resorcinol (PAR)*®°-®'', the \ /(V) complex exists exclusively 
at pH<3, whilst the Pb(ll) complex will only exist at pH>9. Hence both spec ies were sequentially 
detected as the pH graded sample bolus passed through the detector. 
1.2.6 Ion exchange. 
The combination of flow injection and ion exchange offers multi-determination capabilities. This 
has been shown to be effective for the simultaneous determination of z inc and cadmium by their 
inhibitive effects on the luminol / hydrogen peroxide chemiluminescent system catalysed by 
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Co(ll) (92) Ion exchange also has the capability of pre-concentrating analytes from sample 
matrices (93-96) 
1.2.7 Flow injection techniques to produce doublet signals. 
A variety of injection techniques have been investigated for use in F l . These include internally 
coupled va lves to simultaneously determine Pb(ll) and V(V) through complexation with PAR*®'\ 
ammonia and hydrazine*^^ nitrate and nitrite*^* and thorium and uranium*^°°*. R u z at a/, have 
used an internally coupled valve system (Figure 1.6) to obtain a spectrophotometric difference 
measurement to determine glucose in alcoholic beverages by immobilised enzyme Fl*'°^*. Upon 
injection sample from loop A w a s transported directly to the detector, whilst sample from loop B 
w a s transported to the detector via an enzyme reactor containing hexokinase and glucose-6-
phosphate dehydrogenase immobilised on control pore g lass . The difference in the detector 
response was correlated to glucose concentration in the original sample matrices. By taking a 
difference measurement , interfering non-analyte matrix signals were negated. 
W 
Sample 
Loop B 
Sampio 
Loop A 
Figure1.6 : Schematic off Fl manifold with two internally coupled valves. S=sample, 
B=buffer (used as carrier), ER=enzyme reactor, OC=delay coil. W=waste and D=detector). 
Other possibilities include the sandwich technique which has been used for iron speciation*^°^* and 
the determination of total iron and Cr(VI)*^^* where the injection of 1500 ^l of ground water 
between two zones of water and ascorbic acid (to reduce Fe(l l l ) to Fe(ll)) produced a plateau and 
peak response corresponding to Fe(l l ) and total F e respectively (after the addition of 1,10-
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phenanthroline); and reversed injector loading*^°"* (Figure 1.7) where two sample loops (Si and S2) 
are connected by a chemical reactor (e.g. a reducing column). The sample loops are loaded in 
one direction causing sample in loop Si to undergo derivatisation. Upon injection the sample 
loops are flushed in the opposite direction and two distinct sample zones are produced. 
R 
Si 
f [ 
R 
Figure 1.7 : Schematic of Fl manifold based on reversed injector loading. 
C=carrier, R^^reactor, S I and S2=sample loops, S=sample. 
Multi-determinations in process F l are recent additions to the academic publication list*^°^''°^', 
however, there are still only a small number of reported applications of Fl for process analysis. 
This may be due, in part, to problems of industrial confidentiality*^*^*. 
1.3 P r o c e s s f low in ject ion a n a l y s i s . 
F l was first reported in 1982 a s being a suitable technology for PAC*^°^*. S ince then, a number of 
publications have d iscussed the merits and potential of F l for PAC*^°^"®*. MacLaurin et a/.*'^^* 
reported 70 applications of Fl for process analysis, the majority of which (54%) were 
biotechnological. The range of applications reported cleariy demonstrated the flexibility of F l and 
its ability to cope with a variety of sample matrices. However, the number of cited process F l 
applications is small compared to the total number of F l articles. Along with problems of 
confidentiality, this can be rationalised through accepting that most process F l applications are 
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driven by the needs of industrial P A C , and that implementation of process F l technology in 
industry will only occur if commercial instrumentation is available. Currently this requirement is 
not being fulfilled, and without proper instrument manufacturer maintenance and support, industrial 
use of F l is unlikely to be adopted for on-line P A C . P r o c e s s F l is therefore currently viewed in a 
supportive role as a development tool, being used for problem solving where traditional 
approaches prove inadequate*"^'. 
Chemcal production 
13% 
Wete water 
7% HyOfOponics 
1% 
Fresnwater 
8% 
Treated water 
Cooling 
Btotecnnciogy 
Fsn farrrung 
3% 
Paper producton 
1% 
Metal production 
6% 
Figure 1.8 : Pie chart showing distribution of published process Fl methods by area of application. 
In addition to the advantages of using F l listed in section 1.2, process F l also offers a number of 
other attractions: 
• automated analysis. 
• computer control allowing data transfer. 
• long term accuracy through self calibration routines. 
• self maintenance through diagnostic routines. 
Long term deployment of F l instrumentation is possible*"^* and is aided through low consumption 
of reagents. R e v e r s e F l (rFI)*^^-^^* can reduce reagent consumption even further by injecting small 
volumes of reagents into a sample carrier stream. Like continuous flow. rFI is a technique very 
apt for process analysis, where, in most c a s e s , there is no shortage of sample material. E v e n in 
16 
its simplest guise as a sample introduction system, F l has a beneficial role to play in P A C . The 
power of sample treatment / introduction of F l coupled with the multi-detection aspects of first 
order instrumentation*'^* (e.g. multivariate detectors such a s F T - I R ) will only serve to enhance the 
capability of F l in single / multiple anatyte determinations. 
1.4 F o u r i e r t ransform infrared s p e c t r o s c o p y . 
The infrared region of the electromagnetic spectrum encompasses radiation whose wavelength is 
between 0.78 and 1000 ^m (12,800 to 10 cm"Y This classification can be further subdivided to 
near, mid and far infrared radiation according to application and instmmentation which differs for 
each infrared spectral region. T h e s e classifications are shown in Table 1.5. The majority of 
applications reported in analytical literature utilise MIR spectroscopy within the region 4000 to 400 
c m " \ P r o c e s s applications using near infrared have grown in recent years with the availability of 
chemometric routines to aid quantitation, though due to the type of bonds that absorb in this region 
(C-H , N-H and O-H) molar absorbancies are low and detection limits are of the onjer of 1.0% m/v. 
F a r infrared spectroscopy has proved useful for the study of inorganic species , where the 
stretching and bending vibrations of bonds between metal atoms and both inorganic and organic 
ligands can be observed. 
Table 1.5 : Infrared spectral regions. 
Region Wavelength (X) Wavenumber (v) Frequency {v) 
Range (^m) Range (cm*^) Range (Hz) 
Near 0.78 to 2.5 12800 to 4000 3.8x10'*to 1 .2x10" 
Middle 2.5 to 50 4000 to 200 1.2x10'* to 6 . 0 x 1 0 ' ' 
Far 5 0 ( 0 1000 200 to 10 6.0 x l O ' ^ o 3 . 0 x 1 0 " 
MIR has the capability to operate at ambient temperature and allows the observation of 
fundamental vibrational patterns which can be used to characterise molecular stnjcture. A s 
molecular structure undergoes change during the course of an organic reaction, changes in 
fundamental, first overtone and combination vibrational bands of virtually all of the organic 
functional groups can be observed*^^"^^'*. In addition, the predominant instrumentation for MIR 
(FT - IR ) offers pseudo-continuous monitoring, multiplex information for the determination of 
multiple analytes in a process sample , low purchase costs, low maintenance costs (in comparison 
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to process chromatographs), and molecular structural information rivalled only by costly process 
m a s s spectrometers or nuclear magnetic resonance spectrometers. 
The absorption of MIR radiation only occurs in those chemical s p e c i e s that exhibit dipole moment 
changes arising from inherent molecular vibration. The electro-magnetic field arising from these 
vibrations is able to interact with the electro-magnetic field of the impinging MIR radiation. If the 
frequencies of the two fields match exactly, they couple and energy is transferred to the vibrating 
molecule. Hence , an increase in the amplitude of the molecular vibration is observed which is a 
result of the absorption of MIR radiation. Different functional groups within the molecule have 
different vibrational frequencies which lead to an absorption pattern ac ross the spectral response 
range for MIR radiation. The bands that make up the absorption pattern are not the sharp lines of 
individual vibrational excitations but are extensively overiapped by rotational excitations. In 
practice, neariy all types of functional groups, bonds and organic molecules exhibit the ability to 
absorb MIR radiation. T h e exception to the rule are those spec ies that possess a symmetrical 
charge distribution (e.g. homonuclear diatomics), which do not absorb MIR due to there being no 
net change in their dipole moment. 
MIR has been used quantitatively and qualitatively in analytical laboratories for many years. 
However, since the introduction of commercial F T - I R instruments in the eariy 70's, the technique 
has become a viable technology for on-line process applications. Dispersive and non-dispersive 
(filter photometers, dielectric filter spectrometers, infrared gas analysers and monochromatic laser 
based spectrometers) instruments have been used for process analysis in the past but have a 
number of disadvantages in comparison to F T - I R . T h e s e are listed in Table 1.6. 
1.4.1 FT'IR instrumentation. 
Fourier transform instalments operate by splitting the source radiation into two beams whose path 
lengths are varied in a controlled manner to produce interference patterns. This interference 
pattern can then be 'uncoded* from time domain data to frequency domain data by applying the 
Fourier transform. An alternative method is the Hadamard transform which employs a moving 
mask, containing a series of slits, at the focal plane of a monochromator in a dispersive 
instrument. The position of the transparent and opaque parts of the mask correspond to the 
elements of the Hadamanj matrix. The encoded data is then transformed into spectral data by the 
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Hadamard algorithm. However, multiplex instruments based on the Hadamard transform have not 
become a s popular a s those based on the Fourier transfonm which are commercially available on 
a wider basis. 
Table 1.6 : Comparison of performance parameters of non-dispersive, 
dispersive and Fourier transform infrared instrumentation. 
Non dispersive IR Dispersive IR FT-IR 
instruments instruments instruments 
Low signal to noise ratio Low signal to noise ratio High signal to noise ratio 
Medium resolution Medium resolution High resolution 
High frequency accuracy Medium frequency accuracy High frequency accuracy 
High frequency reproducibility Medium frequency reproducibility High frequency reproducibility 
Medium energy throughput Low energy throughput High energy throughput 
Stray radiation Stray radiation No stray radiation 
Compound specific application Generic application Generic application 
Monochromatic or limited Sequential polychromatic Simultaneous polychromatic 
sequential polychromatic detection detection detection 
Applicable to the Applicable to the analysis Applicable to the analysis 
analysis of gases of gases or liquids of gases, liquids or solids 
1.4.2 The Michelson interferometer. 
The basic unit required for F T - I R spectroscopy is the Michelson two beam interferometer. The 
fluctuations in intensity of the interference pattern observed at the detector can be measured as a 
function of path length difference between the two split radiation beams from the detector. The 
path length difference is controlled by the Michelson interferometer which has two mutually 
perpendicular mirrors. In the simplest form of the Michelson interferometer, one mirror is static, 
whilst the other is able to move along an axis parallel to the plane of the static mirror. The 
movable mirror is either moved at constant velocity (slow or rapid scanning interferometry) or held 
at equally spaced points for fixed short time periods and rapidly stepped between these points 
(stepped s c a n interferometry). A simple Michelson interferometer is shown in Figure 1.9, and a 
single beam F T - I R is shown in Figure 1.10. Alternatives to the Michelson interferometer for 
process applications include the refractively scanned Transept^" (trademari^: K V B / Analect) 
interferometer and the B o m e m Michelson^" (trademari^: B o m e m / Hartmann and Braun) dual 
moving corner reflector design. 
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B e a m s p l i t t e r S a m p l e 
Figure 1.9 : Schematic of Michelson interferometer showing source (S), detector (D). Tixed mirror (Ml) 
and movable mirror (M2). The distance travelled by the source radiation from the beam splitter to the 
flxed and movable mirror are shown as f and m respectively. When f = m maximum constructive 
interference occurs giving rise to the centreburst seen in the resultant interferogram. 
D e t e c t o r 
F i x e d M i r ro r 
Interferometer 
Control Electronics 
M o v i n g M i r r o r 
B e a m s p i m e r 
A p e r t u r e 
S a m p l e P o s i t i o n 
Sample Chamber 
S o u r c e 
Figure 1.10 : Optical configuration of Bruker IFS66 FT-IR spectrometer with DTGS detector. 
Options for internal or external beams, sources and detectors not shown. 
1.4.3 FT-IR sources. 
In common with most spectroscopic techniques, F T - I R employs a continuous radiation source. A s 
with all sources, a sufficiently powerful output should be produced to facilitate detection and 
measurement. O n e of the highest criteria for a source is a high quality electrical supply which 
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remains stable over at least the period of measurement a s the radiant power of the source 
typically varies exponentially with the potential of the electrical supply. The problem of source 
stability can be resolved by the use of a double beam instrument where the ratio of a sample 
measurement and a simultaneous or pseudo simultaneous background measurement can be used 
to negate continuous source fluctuations. However, modern F T - I R instruments are single beam 
and require the acquisition of a background signal prior to a sample spectrum. The sample 
spectrum is then ratioed against the background spectrum in transmittance measurements or, in 
absorbance measurements , the background spectrum is subtracted. The most common source for 
F T - I R is the Globar; alternatives include the Nemst glower, the incandescent wire, the mercury 
arc, the tungsten filament lamp and the carbon dioxide laser source. All operate on the principle 
of an electrically heated inert solid (silicon carbide rod in the c a s e of the Globar) producing 
blackbody radiation. 
1.4.4 FT-IR detectors. 
Infrared detectors fall into two main categories; thermal and quantum. Thermal detectors operate 
on the principle that infrared radiation impinging on a smal l blackbody will result in a temperature 
rise which can be quantified. Thermal detectors suffer a number of disadvantages, the most 
significant of which is external thermal noise. Th is is compounded by the fact that IR beams 
produce no more than 10*^ W of radiant power resulting in temperature changes of a few 
thousandths of a Kelvin in the blackbody of the detector. Included in the definition of thermal 
detectors are thermocouples and bolometers. T h e former undergo changes in potential between 
two junctions at either end of a metal rod when irradiated with IR. The latter undergo large 
changes in resistance a s a function of heat. T h e s e types of detectors are specifically found in filter 
and dispersive spectrometers. 
The pyroelectric triglycine sulphate ( T G S ) detector is the most common in F T - I R spectroscopy. 
This type of thermal detector consists of a single crystalline wafer of the pyroelectric material, 
T G S , which is somet imes deuterated to form D T G S . Pyroelectric materials exhibit a strong 
temperature dependent polarisation effect such that one surface of the crystal becomes positive 
and the other negative. If the temperature of the pyroelectric material changes so does the 
polarizability. Th is can be detected as a change in electrical signal through an external circuit 
connected by two electrodes placed in contact with the opposite faces of the crystal w a f e r . This 
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set-up is analogous to a temperature dependent capacitor with the magnitude of the cun-ent in the 
external circuit being proportional to the surface area of the crystal wafer. Above the Curie 
temperature for TGS (47°C), the ability to maintain polarisation is lost. Pyroelectric detectors 
exhibit low noise levels (detector noise in D I G S detectors is due solely to electrical noise in the 
amplification circuits) and have fast enough response times to detect the variability in the time 
domain signal from Michelson interferometers operating at modulation frequencies no higher than 
1KHz. 
Quantum detectors, such as photo-conductive devices, are made from semi-conductive materials, 
e.g. mercury cadmium telluride (MCT). When IR radiation impinges on a non-conducting glass 
surface coated with one of the above semi-conductive materials it causes electrons in the valence 
band to be excited to the higher conductance band where they can act as current carriers, as can 
the subsequent voids in the valence band. For these types of semi-conductive materials very low 
levels of IR radiation are required to overcome the excitation energy of the valence electrons. The 
consequence of this, is that MCT detectors suffer from thermal noise arising from the agitation of 
valence electrons by ambient sources. Hence, for adequate sensitivity with regard to the 
instrumental source. MCT detectors must be liquid nitrogen cooled (77 K). Increased sensitivity 
can be obtained by optimising detectors for minimal noise (narrow band detectors), conversely, 
sensitivity can be sacrificed for a lower capacitance (broad band detectors). MCT detectors offer a 
much higher sensitivity than DTGS detectors, and their superior response characteristics (Figure 
1.11) enable them to be used at much higher modulation frequencies, making them suitable for 
use in FT-IR spectrometers coupled to liquid flow systems, such as LC, GC or Fl manifolds. 
1.2 
Narrow range 
Intermediate range 
Wide range 
10 14 
Wavelength ^ ) 
Figure 1.11: The relative detectivity values of a narrow range, intermediate range and wide range MCT detector. 
Table 1.7 : Properties and characteristics of materials used for infrared analysis. 
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Table 1.7 : Properties and characteristics of materials used for infrared analysis. 
Material Trans. ATR range R.I. Trans. Remarks 
(cm-') (cm' ) © 1 0 0 0 c m ' (%) 
NaCI 40000 - 625 na 1.49 91.5 (4.0) hygroscopic, v/ithstands 
thermal & mechanical 
shock 
KBr 40000 - 400 na 1.52 90.5 (4.0) hygroscopic, withstands 
thermal & mechanical 
shock 
Cs l 40000 - 200 na 1.74 92.0 (2.0) h^roscopic, easily 
scratched, son 
CaF2 50000-1111 na 1.39 90.0 (4.0) withstands high pressure, 
resists most acids & bases 
BaF2 50000 - 740 na 1.42 90.0 (3.0) subject to thermal S 
mechanical shock 
AgCI 25000 - 360 na 1.98 84.0 (3.0) cold flov/s, attacks base 
materials, sensitive to UV 
2nS 17000-720 17000 - 950 2.2 70(1.0) good ATR material, 
withstands shock 
Sapphire 50000-1600 50000-1780 1.74 70 (2.0) hard, inert 
AMTIR 11000-725 11000-725 2.5 na relatively hard, brittle, good 
ATR material 
Ge 5500 - 600 5500-830 4.0 50 (2.0) hard a brittle, good ATR 
material, temp, sensitive 
ZnSe 20000 - 454 20000 - 650 2.4 65(1.0) hard and brittle, good ATR 
material 
Si 8300 - 660 
360 - 70 
8300-1500 
3 6 0 - 7 0 
3.4 55 (2.5) hard & brittle, withstands 
thermal shock, inert 
CdTe 20000 - 360 na 2.67 40 (5.0) very brittle, easily cracked 
Diamond 4500 - 2500 
1667-33 
na 2.4 na very hard, v«thstands high 
pressure 
KRS-5 20000 - 250 20000 - 400 2.37 70 (2.0) deforms under pressure, 
good ATR material 
n a : not available 
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Instrumental reflection optics for the transmittance of radiation from the source, through the 
sample to the detector are usually aluminium mirrors coated with magnesium fluoride or silica. 
Transmittance optics within an FT-IR spectrometer for use in sampling are of great importance in 
IR spectroscopy. Table 1.7 summarises the optical characteristics of the most common materials 
used. 
1.4.5 On-line process applications of FT-IR. 
Process FT-IRs can be used for the analysis of solid, liquid and gaseous samples*^^^*. A number 
of on-line process applications of FT-IR have been reported. Guzman et al}^^^ have monitored 
the enzymatic production of 6-aminopenicillanic acid, and used experimental data to predict the 
optimal end point of small scale batch reactions. True on-line production scale monitoring has 
also been discussed*^^* with emphasised reference to the physical environment, sampling system, 
operating training, data management and control of the process reactor. Other on-line examples 
include an ambient air monitor*'^^*, a gas cell monitor for chlorine and anhydrous hydrogen 
chloride*^^^'. the detection of ppb level contaminants in liquid chlorine*^^^* and the investigation of 
the complex and potentially energetic synthesis of alendronic acid from y-aminobutyric acid*^^'. 
However, it is the coupling of Fl with FT-IR that offers potential benefits for the quantitative on-line 
analysis of process reactions, either as a simple on-line sample introduction system, or as a 
method of pre-treating the sample before presentation to the spectrometer. 
1.5 Flow injection with Fourier transform infrared detection. 
Historically, the choice of detection system for Fl has been largely determined by the analytical 
chemistry involved and the availability of suitable instrumentation and data processing. The 
predominance of single response or univariate detectors in Fl has been a function of available 
technology and the desire to enhance selectivity. However, multivariate response detectors such 
as diode array spectrophotometers, charge coupled devices, near and mid infrared spectrometers, 
Raman spectrometers, mass spectrometers, and nuclear magnetic resonance spectrometers, 
often possess much better selectivity; and in the current trend towards rapid multi-determinations, 
are proving more informative than their single response counterparts. There are problems 
associated with multivariate detectors, not least of which is cost and maintenance, but 
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this is offset by the amount of information that can be obtained from a chemical system. Hence 
multivariate response detectors, such as infrared (IR), show potential as Fl detectors. 
Infrared detection for Fl has been limited in its application since the first work on this technique 
was published by Curran and Collier*^^^ where the determination of isocyanate moiety was 
discussed. Even with the availability of commercial Fourier transform (FT) instruments, the 
technique is still in its infancy with Valcarcel and Luque de Castro in 1991 describing the FI-FT-IR 
combination as "unusual'^^^'.There are several reasons for the limited number of published 
applications using FI-FT-IR, these include, relatively low sensitivity, water (the most common Fl 
solvent) being a strong IR absorber, difficulty in using demountable small pathlength transmission 
cells, the relatively high cost of altemative attenuated total internal reflection (ATR) cells, FT-IR 
being a pseudo continuous detector and the vast amounts of data produced by the technique. 
However, as previously stated, the technique does have the advantage of allowing one to observe 
changes in fundamental, first overtone and combination vibrational bands^^*^^^*. This has direct 
implications for the determination of organic species without the need for chemical derivalisation. 
Table 1.8 summarises the applications of FI-FT-IR in which only four involve chemical 
modification of the determinand*^^^^* (by immobilised enzyme action) with a difference signal 
being obtained between the treated and untreated samples in order to negate matrix spectral 
interference. Most of the examples in Table 1.8 use Fl as a convenient sample introduction 
system, quantifying determinands by univariate calibration, even in those cases where multiple 
determinations are carried out*^"'^^''^*. Only one method uses a multivariate calibration approach 
where the partial least squares (PLS) algorithm is used to co-determine synthetic mixtures of 
acetone, ethanol and tetrahydrofuran*^'*^^ On-line preconcentration of carbaryl from water samples 
by solid phase extraction (SPE) has also been discussed*^^^\ and it is interesting to note that all 
those applications that employ sample pretreatments*^^^^-^^^* in Table 1.8 use solid phases to 
achieve their respective objectives. Recently, a novel approach to micro-analysis by FT-IR 
microscopy was reported^^^' where ppm levels of isobutyl methyl ketone were analysed in n-
hexane. The approach utilised a PTFE micro flow cell (1.6 ^L) in a single channel. 
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Table 1.8 : Applications of FI-FT-IR. 
Analyte Matrix Fl carrier Detector Reference 
Phenyl Isocyanate Carton Tetrachloride Cartx)n Tetrachloride Filter IR 134 
Urea and Glucose Water Water FT-IR 136 
Glucose Water Water FT-IR 137 
Urea and Glucose Water Water FT-IR 138 
Sucrose Fruit juices Acetate buffer FT-IR 139 
Ortho-, Meta- and Para-
Xytene 
Hexane Hexane FT-IR 140 
Acetylsallcyclic acid and 
Caffeine 
Solid Tablet dissolved in 
Dichloromethane 
Dichloromethane FT-IR 141 
Benzene, Toluene and 
Methyl tert-butyl ether 
Gasoline Hexane FT-IR 142 
Acetone, Ethanol and 
Tetrahydrofuran 
Carbon Tetrachloride Cartwn Tetrachloride FT-IR 143 
Succinylcholine Water Water FT-IR 144 
Ortho - Xylene Hexane Hexane FT-IR 145 
2-[4-isobutylphenyl]-
propionic acid 
Carbon Tetrachloride Carbon Tetrachloride FT-IR 146 
Benzene Gasoline Hexane FT-IR 147 
Methyl tert-butyl ether Gasoline Hexane FT-IR 148 
Toluene Gasoline Hexane FT-IR 149 
Succinylcholine Chloride and 
Betanechol Chloride 
Water Water FT-IR 150 
Dioctylsulfosuccinate Solid Tablet dissolved in 
Ethanol / Water 
Ethanol / Water FT-IR 151 
Carbaryl Water Dichloromethane FT-IR 152 
Isobutyl methyl ketone Hexane Hexane FT-IR 
Microscopy 
153 
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1.6 Research objectives. 
The general objective of this research was to investigate the potential of FI-FT-IR for on-line 
analysis within process development. Specific research objectives were: 
1. To develop and optimise an automated FI-FT-IR sample introduction system for the 
determination of single and multiple analytes in organic solvent systems. 
2. To investigate the relative performances of different multivariate calibration techniques for 
quantifying individual analytes In multiple analyte mixtures, analysed by automated FI-FT-IR. 
3. To develop a method combining automated FI-FT-IR with on-line sample treatment for the 
determination of an organic compound in an aqueous matrix. 
4. To evaluate an automated FI-FT-IR sampling system for the on-line monitoring of laboratory 
scale organic reactions. 
5. To compare on-line flow analysis sampling with in-line fibre optic probe analysis for monitoring 
elevated temperature organic reactions. 
6. To evaluate the combination of Raman spectroscopy and multivariate calibration for the 
determination of a single aromatic species capable of fiuorescence in an aqueous matrix. 
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Chapter Two 
An Overview of 
Chemometric Techniques 
"/ have yet to see any problem, however 
complicated, which, when looked at in the 
right way, did not become more complicated". 
Poul Anderson (New Scientist, 1969). 
Chapter 2. 
An overview of chemometric techniques. 
2.1 Introduction. 
Brown et alP^^ have defined chemometrics as the 'discipline concerned with the application of 
statistical and mathematical methods, as well as those methods based on mathematical logic, to 
chemistry'. The growing use of chemometric methodology in analytical chemistry has been as a 
direct result of the development of computerised analytical instrumentation, especially in 
spectroscopy. The three main aims of chemometrics, as defined by Haswell*^^\ are: 
• the calibration, validation and significance of analytical measurement. 
• the optimisation of chemical measurement and experimental procedures. 
• the extraction of the maximum chemical information from analytical data. 
The field of chemometric research evolved from the independent work of Kowalski, Wold and 
Massart*^^* in the eariy 1970s, and has since developed into a recognised individual subject area 
with two dedicated journals*^^-^^^* and five dedicated monographs*^^^^^^^*. The combination of 
computerised analytical instrumentation and chemometrics has effectively transformed many 
areas of analytical chemistry into an information science. As a result, analytical chemists are 
producing ever increasing amounts of data from complex sample matrices which are required to 
be analysed with the minimum of physical and chemical pre-treatment. The transformation of this 
data into information has been one of the driving forces behind the development of chemometrics. 
This is not to say that chemometrics makes chemical knowledge redundant; chemometric 
techniques are only analytical and interpretative tools that help to find meaningful information, if 
any, in complex data sets. 
Multivariate data analysis provides an holistic view of a data set and facilitates overall subjective 
judgement and evaluation of an observed system more effectively than examining one variable at 
a time*'^*. Similariy, information about complex systems is not usually associated with single 
variables and concepts such as interactions and synergisms can only be evaluated by examining 
all variables simultaneously'^®^*. 
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2.2 The chemometrtc approach to analysis. 
Figure 2.1 gives a view of the fundamental processes involved in the analytical process starting 
from the premise of having knowledge and postulating an hypothesis to test experimentally. An 
experiment is designed and measurements made using suitable instrumentation; the output from 
the experiment (data) is analysed and transformed into results which can be interpreted to produce 
cognisant information. Information is then added to the knowledge base through the use of 
intelligence, so that the original hypothesis can be verified or the experiment refined or re-
designed. 
DATA 
Measunanenl 
Design / \ Data Analysis 
Hypothesis 
KNOWLEDGE 
Results 
Intelligence 
* INFORMATION 
Figure 2.1 : The analytical process,*^^ ' 
Figure 2.1 can be made more specific to the quantitative spectroscopic analysis described in 
Chapters 3-7. with the approach in employing chemometrics in this thesis shown in Figure 2.2 and 
described below. The three most commonly applied instances of chemometrics were found to be: 
experimental design, exploratory data analysis and calibration. These are discussed in more 
detail in sections 2.3 - 2.6. 
Problem Formulation 
i 
Experimental Design 
Data Acquisition 
I 
Examination of Raw Data 
I 
PCA Analysis of Response Variables 
I 
Construction of Regression Model 
\ 
Prediction of New Samples 
Figure 2.2 : Methodical approach to the application of chemometrics to FI-FT-IR. 
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1. Problem formulation: A precise definition of the end goal of the analysis was essential to 
ensure a methodical step wise progression to the end result. 
2. Experimental des ign: A properly designed experiment provided information about how the 
design variables (e.g. concentration) influenced the response variables (e.g. absorbance). This 
information was then used to produce optimised prediction models. Experimental designs 
cover the experimental space defined by the number of design variables with the minimum of 
samples - i.e. they are suitable for collecting data spanning all important variable variations. 
3. Data acquisition: Spectra were acquired of the experimentally designed samples. 
4. Examination of raw^ data: All spectra were plotted without data pre-processing for a visual 
check of the data quality and to ensure that no instrumental errors had occurred during 
acquisition. Thorough spectral interpretation was used to assign absorption peaks to functional 
groups and hence, individual analytes. A solid understanding of the chemistry and 
spectroscopy of the samples facilitated the interpretation of multivariate modelling output. 
5. Exploratory data analysis of response variables: Principal components analysis (PCA) (see 
section 2.5) was used to establish inter-variable and inter-sample relationships. At this stage 
outliers were visually identified and removed if necessary. If required, data transformations 
(see section 2.4) were performed to further enhance the information content of the spectra. 
6. Const ruct ion of a regression mode l : Using the experimentally designed training set, a 
multivariate model was constnjcted using either principal components regression (PGR) (see 
section 2.6.3) or partial least squares regression (PLSR) (see section 2.6.4). 
7. Prediction: Once the model had been validated and deemed satisfactory, it was used to 
predict analyte concentration from the response variables of new samples. 
2.3 Experimental des ign. 
Typically, multivariate calibration models are constructed from instrumental response variables 
(e.g. spectra) acquired when measurements are made of multicomponent samples, for which 
specific analyte concentrations are known*'^^ To ensure that the response variables given by an 
analytical instrument satisfactorily describe the analyte characteristics (e.g. concentration) in a 
given multivariate model, an adequate calibration plan or experimental design is required. The 
experimental plan is designed such that whilst time and cost are minimised, the degree of 
information acquired from the calibration is maximised. This is achieved by ensuring that the 
experimental design spans the Important types of systematic variability, including interferences, 
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such that variabilities in new samples are anticipated*^^\ Two main classes of experimental 
design exist: screening designs and response surface modelling designs*^®^'. 
2.3.1 Screening designs. 
Screening designs are used to estimate the effect of each design variable on the response 
variables*^^^*. Their effect is observed as either a main effect (generated by varying the levels of 
the design variable from low to high) or an interaction (generated when a variation in the level of 
one design variable modifies the effect another design variable has on the response). Design 
variables that are observed to have an important main effect or that participate in an important 
interaction are deemed to be important variables. Experimental designs are designed for 
investigating systems with two or more design variables (or analytes or PCs) The two most 
common types of screening designs are: full factorial and fractional factorial. 
2.3.2 Full factorial des/gns.*^^-^^^^'^^^^' 
These are designed to produce all combinations of the defined levels of alt the design variables. 
The number of samples required to span the defined experimental space is the number of levels 
raised to the power of the number of design variables, e.g. for a two level system containing three 
analytes. the number of required samples in the calibration design would be 2^ = 8. Full factorial 
designs are one of the simplest and efficient experimental design types, they are pertectly 
balanced, with each level of design variable being studied an equal number of times in 
combination with each level of each other design variable*^"'. Figure 2.3 shows two factorial 
designs for systems with three design variables at two and three levels. The main limitation to 
using full factorial systems is the exponential rise in the number of samples required when there 
are more than three levels per design variable. Investigating systems with large numbers of levels 
(e.g. 2® = 512 samples) can be made more economic by defining fractions of the original full 
factorial design. 
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(a) 
Figure 2.3 : Factorial designs for three design variables, a) Factorial design with two levels for each design 
variable 2^ = 8 samples, b) Factorial design with three levels for each design variable 3^ = 27 samples. 
2.3.3 Fractional factorial des/p/is.*^^^^-^^^^^^* 
Fractional factorial designs exploit two natural aspects of factorial designs to reduce the number of 
experiments required. Firstly, in most experiments main effects are larger than design variable 
interactions. Higher order design variable interactions therefore have a negligible effect on the 
experiment in comparison to main effects and lower order design variable interactions. Secondly, 
when there are a large number of design variables, it is unlikely that all have the same magnitude 
of main effect; i.e. some design variables will be more important than others. Fractional factorial 
designs, therefore, ignore higher order interactions and design variables that impact greatly on the 
experiment (168) 
A further point to note is that some main effects and interactions are aliases, i.e. they have the 
same effect on the response variables. Statistically speaking, these design variables are 
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confounded. To construct a fractional factorial design, it is assumed that one of the higher order 
interactions is confounded with a main effect. For example, in a chemical matrix containing 5 
analytes A, B, C, D and E, the main effect A can be confounded with the four factor interaction 
BCDE. This is termed a 2^^ design which requires only 16 samples in comparison to the 32 
required by a 2^ design. The relationship A=BCDE is the generator of the experimental design. 
The product of A and BCDE, I is termed the defining relation. 
I=ABCDE 
The confounding effects in the experimental design are determined by the product of I and the 
main effects and interactions. Note that any term appearing an even number of times in the 
product disappears*^®®*. For example, using the above generator and defining relation, the alias of 
any main effect or interaction can be found, e.g. for B and AB the aliases are ACDE and CDE: 
B=BxABCDE=AB^CDE=ACDE 
AB=ABxABCDE=A^B^CDE=CDE 
Fractional designs are often used in systems containing a large number of design variables as an 
initial investigative tool, negating the need for the large number of samples required by full 
factorial designs. Once a basic understanding of the system has been acquired, a more in depth 
analysis of those design variables considered important for the response variables can be carried 
out. 
2.5.4 Response surface modelling designs.^'^-^^'^^-^^-'^^^ 
Once the important system variables have been identified and the main effects and interactions 
understood, the initial study of a system by a screening design can be extended so that a few 
variables can be studied in more detail. These types of designs are also regarded as optimisation 
designs. 
2.3.5 Central composite designs. 
Central composite designs are extensions of two level full factorial designs which consist of three 
types of samples: 
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• Cube samples: the factorial part of the central composite design. 
• Centre samples: the mid-point of the design and all the design variables. 
• Star samples: 
The term composite Is used because these designs are a mixture of a two level /(factor factorial 
design (2* factor combinations) and a 2/( + 1 star design*'^* (the addition of the 1 signifying the 
centre of the star). The total number of factor combinations is therefore 2" + 2/c + 1. If the centre 
of the star and factorial designs does not coincide then the design is termed non-central. An 
important property of the central composite design (for a two factor design see Figure 2.4) is that 
the distance of the star samples from the centre sample is the same as that from the cube 
samples. Thus, all star and cube samples will have equal leverage on the analysis, i.e. the design 
possesses rotatability, important if a uniform quality of prediction is to be achieved in all directions 
from the centre of the destgn*'®'^ Central composite designs can be used to rapidly optimise an 
analytical method. The centre sample is usually estimated to be in the area of the expected 
optimum and the experimental spacing between the samples according to the experimental design 
is a subjective choice based on experience and a priori knowledge. 
Variable 2 
Low S/ar. 
Cube Cube 
Low Cube High Cube 
*Sfar Centre Star 
Cube Cube 
High Star 
Variable 1 
Figure 2.4 : Central composite design for a system with two design variables, 
each having five levels: low star, low cube, centre, high cube and high star. 
35 
2.3.6 Box Behnken designs. 
Unlike the types of experimental designs discussed in sections 2.3.2 - 2.3.5, Box Behnken designs 
are not built on a factorial basis. In a Box Behnken design all design variables have exactly three 
levels: low cube, centre and high cube*^^*. Because of the cube design, each sample crosses the 
low or high cube design variable v r^ith the mid-levels of the others. The design for a 3 factor 
system is shown in Figure 2.5a. whilst Figure 2.5b shows the rotatable nature of Box Behnken 
designs and how the mid-levels of the design variables can give the appearance of the design 
having star points. 
(b) (a) 
Figure 2.5 : (a) Cube design for building Box Behnken experiment, (b) rotation of cube design. 
2.4 Data pre-processing techniques. 
Raw experimental data may have a distribution that is not optimal for analysis, i.e. the variance in 
the raw experimental data does not adequately describe the variance in the system under 
observation. Background effects, magnitude of responses for selected variables and poor 
resolution are examples of limitations to the quality of information acquired from an experiment. 
Data pre-processing techniques are available to reduce the noise (non analytical information) from 
such effects and lead to enhanced information recovery. The main types of pre-processing 
applied to spectral data in this thesis are described below. 
2.4.1 Centring and weighting. 
The most common form of data pre-processing is to centre all the response variables by 
subtracting their mean value. This ensures that all results will be interpretable in terms of variation 
around the mean. It also ensures that the results of multivariate modelling techniques (section 2.5 
- 2.6) contain maximum information as their data compression variables (principal components) 
must pass through the origin. Therefore mean centring (often termed column centring) ensures 
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that the mean is placed at the origin and that principal components can therefore pass through and 
describe the total variance in the response variables. Origin centring is only used where a linear 
relationship that is known to pass through the origin exists between the design and response 
variables. 
The process of weighting raw experimental data leads to scaling. The most common options are 
weights of 1.0 or the inverse of the standard deviation of the response variables (sd"Y A 
weighting of 1.0 represents the raw data. Applying weights of sd"' (autoscaling or standardisation) 
by dividing each response variable by its standanj deviation results in all responses having a 
variance of 1. This is useful when the magnitude of responses for selected variables is not 
comparable. 
2.4.2 Smoothing. 
Smoothing is beneficial where response variables which are a function of a hidden variable (e.g. 
absorbance at a particular wavelength) are subject to underiying noise. Two smoothing algorithms 
are commonly applied. 
• moving average: a classical smoothing technique that replaces each response variable value 
with a mean of n adjacent neighbours, n is an operator defined variable, determined from 
knowledge of the response variables. 
• Savitsky-Golay: equivalent to a zero order derivative in which a polynomial line is fitted through 
the output of n response variables within a defined window. The advantage of Savitsky-Golay 
smoothing over the moving average filter is that the amount of signal distortion which results 
from use of the latter is reduced. 
2.4.3 Normalisation. 
Whereas standardisation scales response variables, normalisation is a data transformation 
technique for scaling samples. The most widely applied mode of nonmalisation is mean based. 
The response variables for a sample are divided by their mean (row centring). The raw data 
matrix is then replaced by a profile centred around 1, hence the samples are then described by the 
relative responses of the variables as opposed to their absolute values. Normalisation is 
commonly applied in chromatography to negate differences in injected sample volumes. 
Normalisation can also be applied on the basis of dividing by the maximum or the range. 
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2.4.4 Multiple Scatter Correction. 
Mult ip le scat ter correct ion (MSG) is a t rans fo rmat ion mode l used to compensa te for add i t ive 
(of fset) and mul t ip l ica t ive (bias) e f fec ts in spectra l data (F igure 2.6) . M S G was or iginal ly 
d e v e l o p e d to correct spect ra for mul t ip l i ca t ive scat ter ing a lone, however , s imi lar e f fec ts such as 
path length p rob lems, basel ine dr i f ts and in ter ferences can also be cor rec ted using M S G . 
Figure 2.6 : EHects of (a) multiplicative scatter and (b) additive scatter on spectral data. 
M S G consis ts o f f i t t ing a separa te regress ion l ine (expressed in the f o r m y = m x + c ) to each samp le 
spec t rum expressed as a func t ion of the m e a n va lue for each wave leng th ; the m and c coef f ic ien ts 
are then used to correct the response var iab le va lues (%hj) of each spec t rum: 
Ful l M S G : M^Ji,k) = 
M(i,k)-c 
m 
G o m m o n Of fse t : Mf^y,(i,k) = M(i,k)-c 
C o m m o n Ampl i f i ca t ion : MneJi.k) 
M(i.k) 
m 
2.4.5 Derivatisation. 
Der ivat isat ion is a c o m m o n fo rm of resolut ion enhancemen t . The ma in area of appl icat ion for 
der iva t isa t ion is in the resolut ion of part ial ly over lapp ing peaks . However , the ma in d rawback in 
using der i va t i ve spect roscopy is the ampl i f i ca t ion of noise; th is is c o m m o n l y of fset by 
s imu l taneous ly smoo th ing the raw data . The Sav i tsky-Go lay a lgor i thm is most c o m m o n l y appl ied 
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wh ich enab les the compu ta t i on of first or h igher order der i va t i ves , and inc ludes a smoo th ing factor 
wh ich de te rm ines h o w ad jacent var iab les are used in es t imat ing the po lynomia l app rox ima t i on . 
2.4.6 Spectrai window reduction. 
O n e of the most c o m m o n techn iques of data pre-process ing in spect roscopy is reduc ing the size 
of the spect ra l w indow used for ca l ibrat ion. A v isua l inspect ion of the data wi l l normal ly reveal 
where most of the in fo rmat ion pert inent to the analyte of interest l ies. The rest of the spect ra l data 
is therefore redundant and can be exc luded f r om any fur ther data analys is. However , caut ion 
mus t be exerc ised as h idden in fo rmat ion can s o m e t i m e s be acc identa l ly exc luded A safer 
approach is to pe r fo rm spect ra l reduct ion af ter exp lora tory data analys is has con f i rmed the 
impor tance of spect ra l va r iab les . Fac tor based ca l ibrat ion me thods such as part ia l least squares 
wi l l we ight impor tant data accord ing ly and wil l g i ve low we igh t ing to var iab les of low impor tance to 
the ca l ibrated ana ly te . However , the inc lusion of low impor tance var iab les wi l l sti l l add noise to 
the subsequent mode l . Th is can be e l im ina ted by reduc ing the spect ra l w indow to the reg ions of 
re levance . 
2.4.7 Abbreviations used in data pre-processing. 
Tab le 2.1 descr ibes the abbrev ia t ions e m p l o y e d in th is thes is to descr ibe the appl icat ion of data 
pre-process ing a lgor i thms. 
Table 2.1 : Abbreviations used in data pre-processing in Chapters 3-7. 
Pre-processing algorithm Abbreviation 
Mean centring MO 
Auto scaling AS 
Normalisation Norm 
First derivative Drv 1 
Second derivative Drv2 
Multiple scatter correction MSG 
Wavenumber window reduction WWR 
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2.5 Exp lora tory data a n a l y s i s . 
The purpose of exp lora tory da ta analys is is to at tain the best poss ib le picture of the s tn jc ture of 
the raw data matr ix '^^^\ Th is can be ach ieved using t radi t ional descr ip t i ve stat ist ics, but in cases 
where there are m a n y response var iab les (e.g. spec t roscopy) , me thods such as pr incipal 
componen t s analys is (PCA) are preferable*^"* . 
P C A is a pro ject ion me thod wh ich compresses the most sal ient in format ion in the response 
var iab les into a m u c h sma l le r n u m b e r of pr incipal c o m p o n e n t s (PCs) . A PC (also known as a 
factor or a loading vec tor ) is de f ined as any l inear comb ina t ion of the response var iab les . 
There fo re . P C A can be v isua l i sed as a m e t h o d fo r f i nd ing ' l ines a n d pfanes o f c losest f it to 
sys tems of po in ts in space '*^"* . W i t h a three d imens iona l c loud of data points, a sys tem of three 
vec to rs , one in each d i m e n s i o n , wou ld descr ibe the var iance in the three response var iab les . The 
same is t rue of h igher d imens iona l spaces. By pro ject ing the or ig inal var iab les onto these vec tors 
one can obta in P C s that descr ibe the or ig inal data set. In e f fec t , t rans forming the var iab les into 
P C s amoun ts to a rotat ion of co-ord inate axes to a new co-ord inate sys tem that has inherent 
stat ist ical propert ies* ' ' ' * \ The d i rect ion of the vec to r in the n-d imens iona l space is referred to as 
the PC load ing . F igure 2.7 i l lustrates the pr inc ip les of P C A operat ing in two d imens ions . 
For each spec t rum, there is an assoc ia ted array of we igh t ing coef f ic ien ts (PC scores) wh i ch , when 
c o m b i n e d w i th the P C s . p roduce the or ig ina l da ta . In t e rms o f spec t roscopy , a ser ies o f spect ra of 
a chemica l m ix tu re in vary ing rat ios can be reduced to a n u m b e r of PCs wh ich descr ibe the 
chemica l var ia t ion wi th in the concent ra t ion or s t ructure mat r i x , and wh ich can be recomb ined to 
g i ve the or ig inal spect ra . The first PC is chosen so as to descr ibe the major i ty of var ia t ion in the 
data set . Subsequen t P C s descr ibe as m u c h as possib le of the remain ing var iance af ter 
subt ract ion of the p rev ious ones. Th is process cont inues unti l all sources of var ia t ion wi th in the 
data set are accoun ted for, or unti l the PCs represent noise or sys temat i c error. However , as the 
n u m b e r of P C s requi red to exp la in the sources of var ia t ion wi th in the data set is inherent ly lower 
than the n u m b e r of var iab les in the componen t spect ra , the d imens iona l i t y o f the data set is 
reduced. 
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(d) 
^ model centre 
Direction of line in n-dimensiona) space = loading. 
Figure 2.7 : Formation of P C s in a two dimensional data set. a) Original data consisting of two variables, x and y. 
b) First PC describing the major line of variability, c) Second PC is formed orthogonally to the first, 
d) Pictorial representation of scores and loadings for the first P C . 
2.5.1 Multivariate algorithm nomenclature. 
A rev iew of the c h e m o m e t r i c l i terature wi l l revea l an array of te rmino logy and nota t ion. A lgo r i t hms 
may have a n u m b e r of n a m e s depend ing on the sc ient i f ic background of the author and wi l l 
accord ing ly be presented in a var ie ty of sty les. Th is sect ion de f ines the notat ion used in 
descr ib ing the a lgor i thms used in th is work. It is based on that of Mar tens and N a e s * ^ ^ \ wh ich 
has been adopted by C A M O A S for their mul t ivar ia te ana lys is so f tware package, Unscrambler , the 
pr inc ipal data analys is package used in th is work. The notat ion used is shown in Tab les 2.2 and 
2.3. 
Table 2.2 : Notation marks used in describing multivariate algorithms. 
Mark Description 
X estimated value of x 
X mean value of x 
X' transpose of x 
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Table 2.3 : Nomenclature used in describing multivariate algorithms. 
Symbol Description 
a. A Principal component no. and no. of P C s 
bo, bo y-offsets 
b, b . B B-coefficients (estimated) 
C 0 If model is centred, 1 if model is centred 
d Degrees of freedom 
E . X-residuals for a model using (a) P C s 
A F . Y-residuals for a model using (a) P C s 
h, H Leverage of samples 
i.l Sample number and no. of samples 
y . j Y-variable number and no. of Y-variables 
k.K X-varlable number and no. of X-variables 
N Number of elements 
P.P X-loadings 
q.Q Y-loadtngs 
B-coefficient (exact) 
t .T Scores 
u.U Preliminary scores 
w, W Loading weights 
X ,x Mean value In x or x 
X, X, X x-values (single, vector, matrix) 
y . y Mean value in y or Y 
y Predicted value of y 
y. y . Y y-values (single, vector, matrix) 
2.5.2 The non-iterative partial least squares (NIPALS) PCA algorithm. 
The genera l f o rm of the P C A mode l is: 
X = T ' P + E 
The N I P A L S a lgor i thm Is computa t iona l l y ef f ic ient as it only compu tes the first few P C s on the 
assumpt ion that they conta in the most impor tant information*^®°'^^'. A n a l ternat ive a lgor i thm is 
s ingular va lue decompos i t i on (SVD)*^ " ' . Th is d e c o m p o s e s the X mat r ix in much the s a m e way as 
PCA, but is the prefer red opt ion w h e n all PCs are requi red to be ca lcu la ted . 
The N I P A L S a lgor i thm proceeds i terat ively. ex t ract ing one PC at a t ime by repeatedly regressing 
the response var iab les mat r i x X, onto the es t imated scores t , such that improved p is ob ta ined. 
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Gonsequent ly , repeated regress ions of X onto the es t imated scores p are pe r fo rmed such that 
imp roved t is ob ta ined . 
The response var iab les should be sui tably pre-sca led (autoscal ing or normal isat ion) and cent red . 
M e a n cent r ing is the preferred opt ion unless it is known that the response var iab les obey a l inear 
func t ion , w h i c h m a y be cent red at the or ig in. The a lgor i thm then proceeds: 
a) The score vec to r is se lected wh ich cor responds to the c o l u m n in Xg^i hav ing the largest 
rema in ing va r iance . 
b) The load ing vec to r for PG (a) is ca lcu la ted by pro ject ing X g . , onto tg. 
c) The length of Pa is sca led to 1.0. 
d) A new score vec to r is es t imated by pro ject ing Xa_i onto p. 
t a = X a - i P a ( P a P a r ' 
e) The e igenva lue X g is es t ima ted . 
^ a = t ; t 3 
0 If T a rn inus f r om the p rev ious i terat ion is smal le r than a pre-def ined threshold va lue (e .g . 
0 .0001 t imes T g ) then the a lgor i thm has conve rged for th is PG. If not, then a new va lue for 
tg has to be es t ima ted by returning to b). 
g) The res idual Xg is ca lcu la ted by subtract ing the ef fect o f the current PG. 
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h) The next P C is then ca lcu la ted by return ing to a) . The process is con t inued unt i l a pre-
de te rm ined n u m b e r of P C s has been ca lcu la ted for the response var iab les . 
2.6 Ca l ib ra t ion . 
Mar tens and N a e s * ^ ^ have de f ined ca l ibrat ion as the use of 'empi r ica l data and prior knowledge 
for de te rm in ing how to predict unknown quant i ta t ive in fo rmat ion Y f r om avai lab le measu remen ts 
X, v ia s o m e ma themat i ca l t ransfer funct ion ' . Th is can be expressed mathemat ica l l y by; 
y = / (X ) 
This is re lat ive cal ibrat ion as opposed to absolute ca l ibrat ion where s tandan j isa t ion to a f i xed 
scale takes p lace. Th is demarca t ion be tween the two types of ca l ibrat ion is essent ia l as it is the 
predic t ion of quant i ta t ive in fo rmat ion that is impor tant and not the absolute ca l ibrat ion of the 
measu remen t . There are a n u m b e r of me thods ava i lab le for cal ibrat ion*^"* , un ivar ia te cal ibrat ion 
for s ingle analyte sys tems is the s implest mode l ava i lab le , but does suf fer f r om chemica l and 
phys ica l in ter ferences. Mul t ivar ia te ca l ibrat ion techn iques have been successfu l in ext ract ing 
analyt ica l in fo rmat ion f r om comp lex samp le mat r i ces for the quant i ta t ion of s ing le and mul t ip le 
analytes*^^^^^^>. 
2.6.1 Univariate calibration. 
Univar ia te cal ibrat ion is the me thod by wh ich a s ingle measu remen t var iab le (X) is cor re la ted to a 
s ingle p iece of quant i ta t ive in fo rmat ion (Y)*^^ ' . In chemica l t e rms , the spect roscopic analys is of a 
s ing le analy te in an unknown samp le wou ld requi re the analys is of a set o f s tandard solut ions that 
conta in the analy te of interest in vary ing amoun ts . By subsequent ly p lot t ing response (measured 
va lues) against character is t ic (analy te concent ra t ion in the s tandards) , a ma themat i ca l funct ion 
that descr ibes the re lat ionship between the two can be obta ined f rom usual ly e i ther l inear or 
po lynomia l regress ion. Th is can then be used to predict the concent ra t ion of the analy te in the 
unknown samp le . The usual f o rm of the inverse univar ia te l inear predic tor is; 
y = bQ+xb + f 
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where in the case of spec t roscopy, the mathemat ica l l y de te rm ined constants and b wou ld be 
the intercept or basel ine of fset and the slope or sensi t iv i ty o f ca l ibrat ion respect ive ly ; f represents 
the res iduals of the predic tor . 
Un ivar ia te cal ibrat ion p rov ides excel lent results in those cases where the analyt ica l response is 
ent i re ly due to the obse rved ana ly te . i.e. the techn ique is total ly selective*^®^*^^^*. If the analys is is 
not se lec t ive , that is. it su f fers f r om chemica l or o ther sys temat ic in ter ferences, then the 
measu remen t (X) is l ikely to induce gross en-ors in the predic t ion of quant i ta t ive in fo rmat ion (Y). 
A s d iscussed in chapter one. w i th re ference to Fl sys tems , se lect iv i ty can be enhanced by a 
n u m b e r of techn iques , all des igned to suppress in ter ference. Th is approach , however , can lead to 
comp lex chemis t r ies and pre- t rea tments wh ich are not sui ted to on- l ine analys is . A n a l ternat ive 
approach is to measu re m a n y non-se lec t ive s igna ls and to c o m b i n e t h e m in a mul t i var ia te 
model*^^». 
2.6.2 Multivariate calibration. 
W i t h the d e v e l o p m e n t and ut i l isat ion of f irst, second and e v e n th i rd order i ns t rumen ta t i on * ' ^ ^ and 
their assoc ia ted and increasingly comp lex and large data output , appropr ia te cal ibrat ion 
techn iques are requ i red. Ze ro order ins t ruments (un ivar ia te response) are exc lus ive ly the d o m a i n 
of un ivar ia te regress ion ca l ib ra t ion, whi lst first o rder ins t ruments (single ins t rument , mul t i var ia te 
response) such as FT- IR m a y benef i t f rom mul t i var ia te c a l i b r a t i o n * ' ^ - w h i c h can then be used 
to pe r fo rm mul t ip le analy te measu remen t and pred ic t ion. The most popu lar mul t ivar ia te cal ibrat ion 
techn iques in cun-ent use are :-
• Pr inc ipa l C o m p o n e n t s Regress ion (PCR) . 
• Part ia l Least Squares Regress ion (PLSR) . 
The process of ca l ibrat ion and predict ion v ia an adequa te t ra in ing set is the same as for un ivar ia te 
cal ibrat ion and the genera l f o rm of the predic tor rema ins the s a m e : 
y=f{X) + F 
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Martens and N a e s * ' ^ ' have ident i f ied three fundamen ta l p rob lems inherent in the process of 
predic t ing quant i ta t ive in fo rmat ion f r om measu remen t ( i .e. Y f r om X) :-
1 . Lack of se lect iv i ty : no X-var iab le is suf f ic ient ly se lec t i ve to predict Y . 
2. Gol l inear i ty : in ter -corre la t ions be tween X-var iab les cause redundancy in da ta w i th respect to 
Y. 
3. Lack of know ledge : 'A priori knowledge and unders tand ing of the m e c h a n i s m s behind the 
data may be incomple te or wrong ' . 
Th is has led to the d e v e l o p m e n t o f ca l ibrat ion techn iques based o n the m e a s u r e m e n t o f m a n y 
non-se lec t ive var iab les . PGR and PLSR are two such techn iques wh ich are bi l inear regression 
me thods based on PGA wh ich reduce the rank of the da ta . The s tepwise mul t ip le l inear regress ion 
(SMLR) a lgor i thm is a rank reduct ion techn ique , but requi res the pre-select ion of speci f ic var iab les 
f r o m the or ig ina l response matrix*^®^^ PGA is total ly unse lec t i ve and therefore uses al l of the 
ava i lab le response . 
The d i f fe rence be tween PGR and P L S R is how they use the rank reduced data set to cal ibrate. 
PGR selects PGs on the basis o f dom inance . That is, the a lgor i thm fo rms PGs to descr ibe as 
m u c h var iabi l i ty as poss ib le , on the basis that this g i ves the lowest d imens ion picture of the 
or ig ina l m e a s u r e m e n t da ta . P L S R . however , se lec ts P G s in bo th X and Y mat r i ces s imu l taneous ly . 
This ' re levance ' approach ba lances the descr ip t ion of var iabi l i ty and the error in predict ing the 
re ference in fo rmat ion . F igure 2.8 shows how PGR g i ves rise to PGs f r om covar iance in the X-
var iab le data a lone, whi ls t P L S R PGs evo lve f rom the X -Y and X-X covar iance st ructures. 
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(a) 
( b ) 
Figure 2.8 : Comparison of PCR and P L S R calibration algorithms, a) P C R uses covariance in X-variables 
to predict Y. b) P L S R uses X-Y covariance to form simpler and more relevant models. 
2-6.3 PCR calibration. 
PCR prov ides quant i ta t i ve data f r om the results of P C A compressed data set*^^ ' . PCR is 
conceptua l ly s imi la r to MLR, but the cal ibrat ion mode l is const ructed using the mat r ix of PC 
scores, t ' s . in p lace of the or ig inal response mat r ix . P C R is a two step opera t ion ; first the spectra l 
data (X) is d e c o m p o s e d by P C A , then the regression is ob ta ined by regressing the concent ra t ion 
data (y) on the t mat r ix . 
a) q is es t imated f r om the least squares regression of y on f . 
y = Tq + f 
b) Regress ion coef f i c ien ts ( b ) for each y are ca lcu la ted f rom the X- loadings ( P ) and Y loadings 
( q ) -
b = P q 
c) S ince the scores in f are uncorre la ted the solut ion for q is equal to: 
q = ( d i a g ( 1 / ^ j r ^ f ' y 
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d) Comb in i ng equat ions f r om b) and c) and replac ing T by X P the P C R est imate of b can be 
expressed as: 
b = P ( d i a g ( 1 / f 3 ) ) P ' X ' y 
W h e n the n u m b e r of PCs A equa ls K. PCR g i ves the s a m e solut ion as MLR. However , the X-
var iab les are o f ten in tercorre lated and subject to no ise, hence wi th P C A the op t ima l A is less than 
K. MLR uses e igenva lues c lose to zero , wh ich m a k e s its es t imat ion of b unstable. P C R ach ieves 
a more stable es t imat ion of b by ignor ing such low va lue es t imat ions . 
2.6.4 PLSR ca//braf/on.<^^-^^-^^^^^^* 
A s s ta ted, th is regress ion me thod is b i l inear (it es t imates two sets of l inear pa ramete rs for the X 
matr ix - scores (T) and loadings (P)). It is a lso cons idered to be a b iased me thod in the sense that 
it d iscards redundant data and ca lcu la tes a b iased least squares es t imate of the mode l parameters 
T and P. S im i la r to the un ivar ia te me thod prev ious ly desc r ibed , an inverse mode l approach is 
a s s u m e d , w i th the Y mat r ix var iab les also being expressed in te rms of scores (Q) , loadings (T) : 
X = T 'P + E 
Y = T ' Q + F 
The E and F mat r i ces represent the x and y res iduals respect ive ly . A n est imate of the regress ion 
vec to r is ca lcu la ted by an es t imat ion of the re lat ionship be tween t and q (the score vec tors in n-
d imens iona l space) . If X and Y co-vary equal ly , that is, thei r sources of var ia t ion are the same 
then t = q. Howeve r , var ia t ion in the X and Y mat r i ces is o f ten not cor re la ted, th is leads \ o i ^ q. 
Load ing PCs are then cor re la ted accord ing to the inner l inear re lat ionship :-
q = bt + E 
where b is the corre la t ing coef f ic ient be tween t and q and is used to ca lcu late subsequent PCs if X 
has a d imens iona l i t y g reater than one. W h e r e a s PCR de te rm ines t and q for m a x i m u m var iabi l i ty 
in X and Y independent ly . P L S R wil l comprom ise this in fo rmat ion in order to m a x i m i s e the 
corre la t ion be tween t and q. Th is is then the basis for a PC mode l that s imul taneous ly descr ibes 
co-var iances in X and Y. If the d imens iona l i t y of X is g rea ter than one then the direct assumpt ion 
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is that more than one PC may be requi red to adequate ly descr ibe the var iance in the matr ix . 
There fo re , the m i x e d re lat ionship is p roduced : 
Y = b T Q + F 
with the imp l ica t ion that the interpolat ion of the scores of Y can be m a d e f r om the scores of X. The 
f inal mode l then cons is ts o f the score mat r ices T and Q being l inear iy related wi th b f , a coef f ic ient 
that descr ibes each of the PCs used in the mode l . Pred ic t ion of new samp les invo lves the 
reduct ion of the m e a s u r e m e n t mat r i x to a loading vec to r Xu wh i ch is then taken th rough the 
ca l ibrat ion mode l and a new score vec to r ty is ca lcu la ted . Use of q = b t + E and bf y ie lds a scores 
vec to r (uu) for Y . Th is is then t rans la ted into va lues that con-espond to those in Y v ia Y = T ' Q + F . 
2.6.5 PLS1 algorithm}^^^ 
a) Use the var iabi l i ty rema in ing in y ( 1 0 0 % at start) to f ind the loading weights . us ing a least 
squares mode l . 
b) Sca le the vec to r to length 1 by incorporat ing a sca l ing factor c . The solut ion be ing: 
W a = c X i _ i y 3 _ i 
c) The sca l ing factor c is de f ined as: 
c = ( y a - i X 3 . , X i . , y a _ , ) - ° ' 
d) Es t imate the scores . For wh ich the least squares solut ion is tg = X ^ . i W g s ince w ^ w ^ = 1. 
e) Es t imate the spect ra l load ings P a . For wh ich the least squares solut ion is Pa = (X'g . i tg ) 
Xa- i=t3Pi+E 
f) Es t imate the loading using yg . i = taqa + f wh ich g i ves the so lut ion: 
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q a = ( y a - l t a ) ( t a t a ) 
g) Crea te new X and y res iduals by subtract ing the es t ima ted ef fect o f th is PC: 
f = ya - l - t a q g 
h) S u m m a r i s e x- res idua ls and y-res iduals. Rep lace X^_-^ and Va.i by the new res iduals E and 
f , and increase a by 1 . i.e.: 
X a = E 
y a = f 
a=a+1 
i) De te rm ine A. the n u m b e r of va l id P L S P C s to retain in the cal ibrat ion mode l . Pred ic ted 
res idual s u m of squares (PRESS) is a c o m m o n eva lua t ion a lgor i thm used for th is purpose , and 
is desc r ibed in sect ion 2.5.6. 
j ) C o m p u t e bo and b for A PLS PCs . to be used in the predic tor y = I b ^ + X b . 
2.6.6 Model validation. 
Quant i ta t i ve va l ida t ion of mul t i var ia te mode ls is necessary to ensure that intra- and inter-
predic t ions are as e f fec t ive as possib le and that a m i n i m u m of error is produced*^^^'. The most 
c o m m o n type of m o d e l va l ida t ion is cross va l ida t ion . If only the cal ibrat ion set is ava i lab le for 
va l ida t ion , then a process of leav ing out sub sets, bui ld ing a mode l and predict ing the sub sets is 
su i tab le. Th is is repeated unti l all the s tandards have been left out at least once. A sequence of 
randomly remov ing one samp le at a t ime ensures ful l c ross va l ida t ion that shou ld l imit any 
sys temat ic error in fo rm ing the mode l . Errors in the mode l are es t imated by the equat ions in Tab le 
2.4. 
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Table 2.4 : Estimations of error in multivariate modelling. | C- are independently determined sample values; C. are 
predicted sample values; Ip is the number of external samples; I is the number of internal samples.] 
Type of Error Equation Comment 
Predictive residual sum 
of squares ( P R E S S ) 
Root mean square error 
of prediction (RMSEP) 
Relative RMSEP (RRMSEP) 
Root mean square error of 
cross validation (RMSECV) 
Relative R M S E C V (RRMSECV) 
PRESS = ^ ( C , - C , ) = 
RMSEP = 
RMSEP 
RRMSEP = j x 1 0 0 % 
RMSECV 
Z ( C / - C , ) = 
/=i 
RRMSECV = J ^ ^ ^ ^ ^ ^ x 1 0 0 % 
Sum of the squared 
observed residuals. 
Used to estimate absolute error in 
external validation or nev/ 
predictions. 
Used to estimate relative error in 
external validation or new 
predictions. 
Used to estimate absolute 
error in internal validation. 
Used to estimate relative 
error In internal validation. 
Val ida t ion is a lso possible th rough the use of leverage cor rec t ion , though this is str ict ly a 
s imu la t ion me thod wi thout pred ic t ion. It is based on the p remise that those samp les wi th a high 
degree of l everage (d istance of pro jec ted var iab le f r om mode l cent re) are more di f f icu l t to 
accurate ly predict than those wi th lower leverage . The most e f fec t i ve va l idat ion procedure is test 
set va l ida t ion where d i f ferent data sets are used for ca l ibrat ion and va l ida t ion . 
2.6.7 Interpretation of Results 
It is in tu i t ive and intr insical ly benef ic ia l to e x a m i n e the resul ts of the mode l l i ng process at all 
s tages. Th is a l lows for the de tec t ion of out l iers and for the deve lopmen t o f a more robust mode l 
wh ich leads d i rect ly to more conf ident predic t ions. The basic output f rom mos t mul t ivar ia te 
ca l ibrat ions can be s u m m a r i s e d :-
1 . Scores : express var ia t ions be tween samp les to the point where g roups or c lasses of samp les 
can be de te rm ined . 
2 . Load ings : express the impor tance of var iab les to part icular PCs and any in ter -var iab le 
corre la t ions. 
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3. Load ing W e i g h t s : express the impor tance of var iab les to par t icu lar P C s w h e n d e c o m p o s e d in 
relat ion to Y and any in ter -var iab le corre lat ions. 
4 . B-coef f ic ients : express wh ich var iab les are impor tant to the mode l . 
The graph ica l and numer ica l output p rov ided by these cr i ter ia, enable the in fo rmed se lect ion of 
su i tab le app roaches to unders tand ing and enhanc ing the convers ion of raw analy t ica l data into 
in fonmal ion. 
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Chapter Three 
An Investigation and 
Optimisation of an 
Automated FI-FT-IR System 
^Scratch the surface, and if you V e really 
lucky you 7 / find more surfaced 
Richard Avedon (Playboy, 1975). 
Chapter 3. 
An investigation and optimisation of an automated FI-FT-IR system. 
3.1 Introduction. 
In Chapter 1 the integration of Fl and FT-IR for the analysis of multi-analyte systems was 
discussed. Fl has potential benefit for FT-IR in two general areas: i) sample introduction, ii) on-
line physical / chemical treatment. This chapter deals with aspects of sample introduction to an 
FT-IR using Fl . The combination of sample introduction and pre-treatment is discussed in Chapter 
4. Whilst it is entirely possible to develop on-line Fl chemistries to facilitate detection of analytes 
(as shown in Chapter 4), this approach is arguably redundant when using FT-IR detection due to 
the active IR nature of organic species. Chemometric routines such as those described in Chapter 
2 offer an alternative method by which qualitative and quantitative information can be acquired 
from complex mid-IR spectra of multi-analyte systems. The aim of this chapter is to develop an 
automated FI-FT-IR manifold for use as a sample introduction system combined with multivariate 
calibration for the simultaneous determination of toluene, ethyl benzene and o-xylene in n-hexane. 
Multivariate calibration and multivariate data analysis are used with FT-IR to extract analytical 
information from inherently non-selective spectra. P L S is one of the more popular algorithms 
applied to FT-IR data, though this is in part due to the predominant inclusion of the P L S algorithm 
in on-board instmmenl software (e.g. OPUS/QUANT-2). P L S has been used with FT-IR for the 
quantitative monitoring of the epoxidation of indene to indene oxide*'^* and the enzymatic 
hydrolysis of penicillin V to 6-aminopenicillanic acid*'^^ Other applications of PLS-FT-IR include 
the detennination of methanol and methyl tert-butyl ether in gasolines*^® \^ chlorinated 
hydrocarbons in water using an evanescent wave fibre-optic sensor'^^* and, glucose, maltose and 
fructose in sugar syrups*^^*. MLR has been used for the analysis of water in m i l k ™ and the 
predictive performances of MLR, PCR and P L S have been compared in the analysis of latex in 
paper coatings*^^* where the latter was shown to be superior in enhancing spectral specificity with 
respect to latex. Hence the relevance approach in constructing a PLS model out-performed the 
dominance approach of MLR and PCR where difficulties were encountered in selecting 
wavenumbers related to latex concentration. Artificial neural networics (ANNs) have been 
combined with pls*202.203)^ g^ ^^  ^ ^^ -^ ^ predictive performance compared with PCR and P L S in the 
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determination of certain blood serum constftuents*^°^^ The predictive ability of PLS-ANNs did not 
increase over that of PLS or PGR in the absence of significant non-linearities in spectral 
relationships. P L S has been applied to spectra acquired using an FI-FT-IR system'"^ for the 
simultaneous determination of acetone, ethanol and tetrahydrofuran. 
This chapter describes the use of Fl . FT-IR and multivariate calibration methods (PLS1. PLS2 and 
PGR) for the simultaneous detenmination of synthetic mixtures of toluene, ethyl benzene and o-
xylene in n-hexane. This system was used as a model process to investigate i) aspects of sample 
introduction by Fl for FT-IR detection; ii) the efficacy of PGR. PLS1 and PLS2 in calibrating mid-IR 
spectra containing multi-analyte information. 
3.2 Experimental. 
3.2,1 Reagents. 
Solutions of o-xylene (HPLC grade: Sigma-Aldrich. Gillingham. UK), toluene (AnalaR grade: 
Merck. Darmstadt. Germany) and ethyl benzene (GPR grade; Sigma, Poole, UK) were prepared 
volumetrically in n-hexane (HPLC grade: Rathburn. Walkerbum. Scotland). Univariate calibration 
standards for o-xylene, toluene and ethyl benzene (0 - 20% v/v) were prepared by addition of the 
appropriate volume of analyte into a volumetric flask (Grade A) and making up to the mari< with n-
hexane. Standanjs were prepared in a cool, unheated dark-room to limit volatilisation as much as 
possible. For the simplex design study, ten calibration standards (0 - 100% v/v) were prepared as 
shown in Table 3.1 and for the full factorial design study , twenty seven calibration standards (0 -
20% v/v) were prepared as shown in Table 3.2. 
Table 3 .1: [3,3] simplex lattice design for mixture standards in the range (0 -100 % v/v). 
Calibration Standard o-Xylene Toluene Ethyl Benzene 
(% v/v) (% v/v) (% v/v) 
1 100 0 0 
2 66 33 0 
3 66 0 33 
4 0 0 100 
5 0 33 66 
6 33 3 66 
7 0 100 0 
8 33 66 0 
9 0 66 33 
10 33 33 33 
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Table 3.2 : 3 full factorial design for design for mixture standards in the range (0 -100 % v/v). 
Calibration Standard o-Xylene 
{% v/v) 
Toluene 
(% v/v) 
Elfiyl Benzene 
(% v/v) 
1 0 0 0 
2 10 0 0 
3 20 0 0 
4 0 10 0 
5 10 10 0 
6 20 10 0 
7 0 20 0 
8 10 20 0 
9 20 20 0 
10 0 0 10 
11 10 0 10 
12 20 0 10 
13 0 10 10 
14 10 10 10 
15 20 10 10 
16 0 20 10 
17 10 20 10 
18 20 20 10 
19 0 0 20 
20 10 0 20 
21 20 0 20 
22 0 10 20 
23 10 10 20 
24 20 10 20 
25 0 20 20 
26 10 20 20 
27 20 20 20 
3.2.2 Apparatus. 
The Fl manifold (Figure 3.1) consisted of two peristaltic pumps (Ismatec Mini-S 820 for sample 
flow and Gilson Minipuls for canier flow) and a low pressure injection valve (Rheodyne 5020) 
operated manually or automatically (Universal valve switching module). Pump tubing of 1.3 mm 
i.d. tubing (Ismatec Viton) was used for sample and carrier flow. P T F E tubing of 0.8 mm i.d. was 
used for all flow lines. 
A Fourier transform mid-infrared spectrometer (Bruker IFS-66) fitted with a closed cycle water 
cooled globar source, Ge/KBr beamsplitter (6500-400 cm'^), Michelson interferometer with air 
bearing scanner (maximum resolution 0.25 cm'^) and a mercury cadmium telluride detector (7000-
420 cm" )^ was used throughout. The instrument atmosphere was supplied by an air drier (Galston 
75-52) at a flow rate of 34 L min"\ Carbon dioxide was reported as being less than 2 ppm. 
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Sample 
Carrier 
Sample Loop 
Waste 
Figure 3 .1: Diagram of the Fl manifold used in conjunction with an FT-IR detector for the development of an 
automated FI-FT-1R system for the simultaneous determination of toluene, ethyl benzene and o-xylene. 
One of four types of liquid cell were used to present the sample to the spectrometer: i) Micro flow 
through transmittance cell (Graseby Specac) equipped with KBr windows and 0.05 mm Pb spacer; 
ii) Squarecol micro flow through ZnSe ATR 330 j^L cell (Graseby Specac); iii) Squarecol static 
ZnSe ATR 1.7 cm^ cell (Graseby Specac); iv) Static liquid sample cell equipped with NaCI 
windows and 0.1 mm P T F E spacers. 
Spectra were acquired using the instrument operating software (Bruker OPUS/IR-2 extended 
analytical package) with additional application packages (Bruker OPUS/CHROM chromatographic 
coupling package and OPUS/3D data processing package) required for monitoring samples 
introduced via the Fl manifold. All OPUS packages were run under a PC (Dell 486D/33) operating 
system (IBM OS/2). Post experimental data processing was performed using OPUS/IR-2, 
spreadsheets (Microsoft Excel v5.0. v7.0 and MicroCal Origin v3.78) and a multivariate data 
analysis package (Camo Unscrambler v5.03). Automation routines were written within OPUS/lR-2 
and extemal apparatus control was perfonmed via TTL signals sent from the spectrometer via a 
custom built interface. The automated control system was as illustrated in Figure 3.2, where the 
solid lines represent electrical connections, and the dashed lines represent flow lines in the Fl 
manifold. 
For automated data collection a macro program was initiated and samples introduced to the Fl 
manifold automatically. The macro (Table 3.3) was used to control external apparatus where the 
'set bit' (Sbx) command was used to switch TTL lines to OV or +5V according to the device 
required (Table 3.4). The carrier pump, sample pump and injection valve were switched on and off 
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via an in house built TTL to mains converter. A direct TTL signal was used to actuate the valve 
from the load to inject position during an analysis. 
PC 
AQP line 
TTL lines 
TTL Interface 
240V mams 
Direct TTL line 
Waste 
Fl Flow line 
Carrier Sample 
Figure 3.2 : Schematic layout of automated F l - f T J R system. ICP=carrier pump; SP=sample pump; IV=injection valve; 
PC=personal computer]. The solid lines represent electrical connections and dotted lines represent Fl flow lines. 
Table 3.3 : Macro used for automated analysis of o-xylene standards. 
Step Input Output 
1 Start loop, loop index = 0 
Loop count = 5' 
2 Send: Sb1=0 
No input files No output files 
3 Send : Sbl=1 
No input files No output files 
4 Wait time: 0:0:30 
5 Bactcground 
No input files No output files 
6 Send Sb2=1 
No input nies No output files 
7 Wait time: 0:0:15 
8 Send Sb2=0 
No input files No output files 
9 Wait time 0:0:1 
10 Send SbO=1 
No input files No output nies 
11 Send SbO=0 
No input files No output files 
12 Wait time: 0:0:18 
13 Sample 
No input files Output files [400] 
14 Wait time: 0:0:10 
15 Send Sbl=0 
No input files No output files 
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Table 3.4 : Parameters for 'Set Bit" command for use in OPUS/IR-2 
macro language and resultant action in automated Fl manifold. 
Command Command = 1 Command = 0 
SBO Actuate vatve Switch off TTL signal 
SBI Carrier pump on Carrier pump off 
SB2 Sample pump on Sample pump off 
SB3 Injection valve on Injection vatve off 
3.2.3 Procedures. 
For the optimisation of the FI-FT-IR manifold the basic FT-IR parameters were as shown in Table 
3.5 except where annotated in the text. Prior to acquiring a sample spectrum, a background 
spectrum of the n-hexane carrier of an equal number of scans as that of the sample spectrum was 
acquired either in static mode or whilst being pumped through the manifold at a flow rate of 1.6 mL 
min'\ Using OPUS/CHROM, spectra were continuously acquired and displayed as three 
dimensional output (absorbance and wavenumber as a function of time) for the duration of the 
experiment. Quantitative data was acquired by integrating the absorbance profile of a C-H 
bending mode of each analyte (o-xylene=741 cm"\ toluene=728 c m ' \ ethyl benzene=698 cm"^), 
and plotting the integration value as a function of time. Each injection and measurement was 
replicated at least three times, background corrected against a 100 %v/v n-hexane blank, and 
averaged to produce a mean spectrum. No smoothing was applied to raw spectral data and all 
samples were measured in randomised order to reduce the risk of systematic error (bias). 
Table 3.5 : Standard instrumental values used for data acquisition by FT-IR. 
Instrument Parameter Setting 
Acquisition Mode Single sided fast return 
Apodization Function Blackman Harris 3 term 
Phase Correction Mode Mertz 
Zero Filling Factor 2 
Phase Resolution 32 
Aperture Setting Maximum allowed 
High Folding Limit 7899 cm'' 
Low Folding Limit O c m ' 
Low Pass Filter 16 KHz 
Signal Gain Automatic 
Modulation Frequency 160 KHz 
For automated measurements a macro was written to co-ordinate sample injection with spectral 
acquisition. Upon initiation of the macro, the Fl manifold was flushed for 20s and a background 
spectrum of 50 co-added scans acquired, after which the sample was injected into the carrier 
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stream. After a delay of 18 seconds, a sample spectrum of 50 co-added scans was acquired and 
integrated. This enabled a spectmm of optimum signal-to-noise ratio (see section 3.3.5) to be 
acquired whilst the central portion of the injected sample passed through the flow cell. To 
determine the time delay required before sample injection, five repeat injections of a 5% v/v o-
xylene standard were performed using the procedure for optimisation of the manifold. The time 
delay was estimated using OPUS/3D. 
3.3 Results and discussion. 
3.3.1 Choice of pump tubing. 
There are a number of materials available for pumping liquids by peristaltic pump. The choice of 
pump tubing material is primarily dictated by service life and chemical resistance to the delivered 
matrix. Small samples of five types of commercially available pump tubing (Ismaprene. Silicone. 
Viton, Tygon and Tygon yellow) were immersed in 10 mL of n-hexane in aluminium capped bottles 
for 72 hours and tested for changes in internal / external diameter (Figure 3.3) and hardness 
(Figure 3.4) (using the International Rubber Hardness Degrees scale (IRHO)). Silicone was found 
to expand and soften in n-hexane to an IRHD value below the limit of detection of the instrument. 
Ismaprene and Tygon contracted, with the former showing a 25% reduction in hardness and the 
latter hardening beyond the upper measurable limit. These three pump tubing materials were, for 
the reasons stated above, not chosen for use in pumping n-hexane. The remaining materials, 
Tygon Yellow and Viton were further assessed for suitability by monitoring their flow rates over 70 
hours of continuous pumping using an Ismatec Mini-S 820 peristaltic pump. 
The results (Figure 3.5) show that long term deployment of Tygon Yellow is not feasible as the 
pump tube walls collapse within 5 hours. Viton pumped n-hexane at a constant rate for 70 hours 
and was selected as the ideal pump tubing for use in transferring n-hexane matrices in all 
subsequent experiments. 
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Figure 3.3 : Bar chart showing changes in internal diameter (id) and external diameter (ed) of 
various pump tubing materials before and after immersion in n-hexane for 72 hours. 
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Figure 3.4 : Bar chart showing changes in International Rubber Hardness Degree (IRHD) of 
various pump tubing materials before and after immersion in n-hexane for 72 hours. 
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Figure 3.5: Effect of long tenn pumping (72 hours) of n-hexane through Viton 
pump tubing (id 1.14 mm) and Tygon yellow pump tubing (id 0.635 mm). 
3.3.2 Infrared spectral analysis of toluene, ethyl benzene and o-xylene. 
Multivariate data analysis using IR should alv^ a^ys start witti sample ctiaracterisation for basic 
group frequency analysis and also to ascertain ttie degree of interference in mixtures. The 
absorbance spectra (4000 - 600 cm'^) of 100% v/v solutions of toluene, ethyl benzene and o-
xylene ratioed to a background of a dry Squarecol static ZnSe ATR 1.7 cm^ cell were acquired, but 
the solvent and solutes showed significant absorption band overiapping. The C-H deformation 
modes around 3000 cm'^ showed some detailed qualitative information but spectral overiapping of 
the solvent/solute system negated their use for quantitative work. 
Closer examination of the pure component spectra in the spectral windows 1600 - 1300 cm'^ 
(Figure 3.6) and 1200 - 600 cm'^ (Figure 3.7) revealed little more information with reganj to how 
well resolved the spectra were. The spectra of toluene and ethyl benzene were, due to the close 
correlation between their molecular structures, very similar. Only o-xylene showed some 
resolvable spectral features due to ortho-positioned di-substituted aromatic absorption patterns 
(very characteristic single absorption in the spectral window 760-730 c m * Y 
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Figure 3.6 : Spectra of 100% v/v samples of toluene, o-xylene and ethyl benzene. Spectra are offset for clarity. 
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Figure 3.7 : Spectra of 100% v/v samples of toluene, o-xylene and ethyl benzene. Spectra are offset for clarity. 
Band assignments (Tables 3.6 - 3.8) are informative and can provide information about specific 
peaks in a mixture spectrum which can lead to attribution of absorption peaks to individual 
species, (u = symmetric or asymmetric stretch; a = symmetrical in plane bending or scissoring; p = 
anti-symmetrical in plane bending or scissoring; y = out of plane bending or wagging; t = out of 
plane twisting). 
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Table 3.6 : Band assignment for toluene spectrum. 
Wavenumber Band Assignment 
1942 u (C-H) Mono substituted aromatic overtone 
1857 and combination barKl F^ttem 
1802 -
1737 
1603 o (C=C) skeletal 
1522 u (0=0) mono substituted aromatic (skeletal) 
1485 • 
1451 p (C-H) C-CH3 asymmetric band 
1378 0 (C-H) C-CH3 symmetric band 
1209 a (C-H) and p (C-H) 
1178 -
1105 • 
1079 • 
1029 -
894 y (C-H) and I (C-H) 
784 -
718 
689 0 (C=C) 
Table 3.7 : Band assignment for o-xylene spectrum. 
Wavenumber Band Assignment 
1942 0 (C-H) 1,2 di-substltuted aromatic overtone 
1899 and combination band pattern 
1787 -
1674 -
1604 u (C=C) skeletal 
1485 
1438 -
1382 0 (C-H) C-CHa symmetric band 
1223 0 (C-H) and p (C-H) 
1144 -
1118 -
1051 • 
1020 • 
984 • 
931 Y (C-H) and I (C-H) 
746 -
733 -
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Table 3.8 : Band assignment for ethyl benzene spectrum. 
Wavenumt>er Band Assignment 
1942 u (C-H) Mono-substituted aromatic overtone 
1865 and combination t>and pattern 
1801 • 
1743 -
1604 u (C-C) skeletal 
1489 -
1447 p (C-H) C-CH3 asymmetric band 
1374 0 (C-H) C-CH3 symmetric band 
1328 0 (C-H) and p (C-H) 
1178 -
1088 
1062 -
1029 -
964 -
902 7 (C-H) and i (C-H) 
785 • 
769 • 
736 -
687 • 
Although the pure component spectra, when overiapped, did show some discriminative peaks 
(though these were not totally resolved), the mixture spectra (Figure 3.8) showed there was little 
discrimination. Owing to inter molecular interactions and addivity of absorbances a shift was seen 
in some of the absorbance peaks. What was directly evident from the mixture spectra was that no 
specific absorbance peaks were truly resolved and therefore could not be utilised for univariate 
quantitative analysis of the mixture components although band assignments were stilt possible and 
in some cases were attributed to individual species (Table 3.9). 
The initial study described above was carried out using undiluted solutions. This is unlikely to be 
the case for the analysis of real samples. Therefore, the spectra of 5% v/v solutions of the 
components (Figure 3.9) were acquired using the micro now through ZnSe ATR 330 \iL cell. 
By background con-ecting the sample spectra of the dilute solutions against a spectrum of the cell 
combined with 100% v/v n-hexane, the absorbances observed that are due to molecular vibrations 
common to n-hexane were removed from the spectra. The remaining spectral features are due to 
the infrared spectral absorbances of the three analytes. The spectra of the 15% v/v mixture 
solution (5:5:5) is shown in Figure 3.10. 
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Figure 3.8 : Spectrum of a mixture (1:1:1) of toluene, ethyl benzene and o-xylene. 
Table 3.9 : Attribution of mixture spectra absorbances to individual components. 
Wavenumber Toluene Ethyl Benzene o-Xylene 
1942 • • 
1863 
1800 • 
1604 • • • 
1485 • 
1448 • 
1382 • • 
1178 • • 
1119 
1080 • • 
1051 
1029 • 
984 
902 
770 • 
743 • 
720 • 
691 • • 
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Figure 3.9 : Spectra of 5% v/v samples of toluene, o-xylene and ethyl benzene in n-hexane. Spectra are offset for 
clarity. 
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Figure 3.10 : Spectra of toluene, ethyl benzene and o-xylene (5:5:5% v/v) mixture in 85% v/v n-hexane. 
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A comparison of the spectra of the undiluted 1:1:1 mixture and the 5:5:5% v/v mixture / 85% v/v 
n-hexane (Figures 3.8 and 3.10), shows that background ratioing the sample spectra against a 
background spectnjm of the sample cell and 100% v/v n-hexane results in a more resolved 
spectrum with toluene and o-xylene having definitive atsorbance peaks at 718 and 746 cm"^ 
respectively. However both suffer from overiapping background absorbance from ethyl benzene, 
which has no apparent absorisance peak resolved enough to allow univariate quantitation. 
3.3.3 Effect of instrument resolution on spectra of toluene, ethyl benzene and o-xylene. 
Resolution in FT-IR is defined as the optical path length difference or retardation of the IR beams 
from the fixed and moving mirrors. Two absorption bands separated by d cm'^ will translate to 
periodic modulation patterns repeated in the interferogram after an optical path length difference 
of rf^ cm. Hence the smaller the separation (d), the greater the distance between the repeated 
patterns. This phenomenon is referred to as the Rayleigh criterion which states that in order to 
resolve two absorption bands separated by a distance (d) one has to measure the interferogram up 
to at least a path length of rf' cm. Practically, the moving mirror has to move longer distances for 
higher resolutions which increases the measurement time and reduces sample throughput. 
As can be seen from Figure 3.11. the top spectrum, which corresponds to a resolution of 2 c m ' \ 
cleariy shows the 5% v/v mixture absorption pattern to be well resolved. There is even some low 
level spectral detail in the window 1150 - 1000 cm"^ that has been picked up. Reducing the 
resolution to 4 cm'^ one can see a decrease in resolution between the major o-xylene (741 cm"') 
and toluene (728 cm'') absorption bands. The combined ethyl benzene and toluene absorption 
band (696 cm'^) was still cleariy visible at this point. Also visible is a drop in the degree of 
absorbance by the absorbing bands. Reducing the resolution further to 8. 16, and 32 cm"' 
degrades the quality of spectral resolution to a point where, at 32 cm~\ all three component 
absorption bands are indistinguishable. From this qualitative assessment, a resolution of 4 cm'' or 
higher was judged to be appropriate for quantitative purposes and used in subsequent 
experiments. 
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Figure 3.11: Effect of instrument resolution on the spectrum of a 5% v/v 
mixture of toluene, ethyl benzene and o-xylene. Spectra are offset for clarity. 
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In addition to a qualitative assessment of resolution on the spectra of a mixture of the analytes, a 
more rigorous examination of the effect of resolution on spectra of o-xylene as a unitary standard 
was carried out. Three replicate spectra of a 2% v/v o-xylene standard diluted with n-hexane, 
were collected using the static liquid sample cell equipped with NaCI windows and 0.1 mm PTFE 
spacers. Resolutions of 2. 4. 8, 16, 32 and 64 cm'^ were used to acquire 96 co-added scans at a 
modulation frequency of 10.0 KHz. 
Figure 3.12 shows how the o-xylene absorption band (741 cm"^) underwent gross transformation 
as the instrument resolution was decreased from 2 to 64 cm'\ The decrease in resolution had an 
obvious effect on the degree of absorbance by the o-xylene band. This was quantified by 
measuring the change in absorption with resolution. Peak height of the o-xylene band was 
estimated by a search type algorithm, where two wavenumbers either side of the o-xylene peak 
were selected and used as minima through which was drawn a curved baseline. Determination of 
absorbance was then performed by measurement of the peak maximum. 
Figure 3.13 illustrates the effect of resolution on peak height. The plot cleariy shows how as peak 
resolution was reduced the absolute absorption at the peak maxima was concurrently reduced. A 
reduction in resolution at the higher values (2 and 4 cm'^) resulted in a relatively small drop in 
peak height. However, further reductions in resolution led to gross reductions in absorbance due to 
peak height. Hence a resolution of 2 or 4 cm"^ provided a signal with superior sensitivity over those 
obtained with lower resolutions. The trade off for achieving a higher sensitivity at 2 cm'^ are 
measurement time and storage space. Faster measurements requiring smaller storage space can 
be achieved with a resolution of 4 cm'^ with a minimal drop in signal. 
In terms of measurement time, a resolution of 4 cm ' was much quicker (8.1 s) than a resolution of 
2 cm"' (14.2 s) in acquiring a spectrum of 8 co-added scans at a modulation frequency of 10.0 
KHz. Increasing the modulation frequency to 160.0 KHz reduced the measurement time 
considerably (Table 3.10) (See section 3.3.6 for further consideration of modulation frequency). 
From the measurements of peak height of a 2% o-xylene in n-hexane solution, a resolution of 4 
cm"' provided the best compromise in terms of signal strength, storage space and measurement 
time. 
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Figure 3.12 : Effect of instrument resolution on the spectrum of 2% vAr o-xylene. Spectra are offset for clarity. 
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Figure 3.13 : Effect of resolution on peak height of o-xylene band (741 cm**). 
Table 3.10 : Measurement times to acquire a spectra of 8 co-added 
scans at different resolutions and scanner velocities. 
Resolution 
(cm' ) 
Measurement Time (s) 
Modulation frequency 10.0 KHz Modulation frequency 160.0 KHz 
2 14.2 0.9 
4 8.1 0.6 
8 4.9 0.4 
16 3.4 0.3 
32 2.7 0.3 
64 1.8 0.2 
3.3.4 Effect of zero filling. 
In any discussion of spectral resolution in FT-IR spectroscopy it is important to realise the Fourier 
transform generates spectral information on a discrete wavenumber grid. The representation of an 
absorption band using such a grid can be quite poor due to a spectral artefact known as the 'picket 
fence effect". This effect is most noticeable when the inierferogram contains frequencies that do 
not coincide with the frequency sampling points. In extreme instances the true line shape of an 
absorption band may be incorrectly inferred due to spectral information being hidden - the scenario 
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being analogous to viewing an object through a picket fence. This leads to a loss of photometric 
accuracy. The 'picket fence effect' can be overcome by increasing the number of interpolated 
points by adding (2'"-1)N zeros to the N point interferogram, where m is an integer greater than 1. 
Only half of the N data points are contained in the real output array, therefore by increasing m, the 
number of points in the imaginary array (the interpolated points) increases, which results in a 
smoother spectrum. Three replicate spectra of a 5% v/v mixture standard diluted with n-hexane 
were acquired using a Squarecol micro flow through ZnSe ATR 330 nL cell. A resolution of 4 cm'^ 
was used to acquire 50 scans at a modulation frequency of 100.0 KHz for zero filling factors of 1, 
2, 4 and 8. 
Figure 3.14 shows four spectra of differing zero filling factor. The upper spectnjm was acquired 
using a zero filling factor of 1 (the least value possible). The lack of interpolated data points 
between real spectrum points leads to obvious stepping and hence a loss of photometric accuracy. 
Raising the level of zero filling factor improves the spectral line shape. The trade off for improved 
spectral line-shape is computational time and data storage space. Computational time was not 
measurable on the instrument used. Table 3.11 shows how the number of points in a spectrum 
increased with resolution and zero filling factor. If storage space is not a problem then a resolution 
of 2 and a zero filling factor of 8 could be used. However, for general analysis a compromise was 
appropriate in order to accelerate sample throughput. Hence, as indicated by Figure 3.14. there 
was little to be gained in terms of resolving individual peaks by increasing the zero filling factor 
from 2 to 8. Hence, a zero filling factor of 2 (incurring minimal error in photometric accuracy) was 
used in all subsequent experiments. 
Table 3.11: Data points in spectra of different resolutions and zero niling factor. 
Zero Filling 
Factor 
Resolution 
2 4 8 16 32 
1 1764 882 882 442 221 
2 3527 1764 882 882 442 
4 7053 3527 1764 882 882 
8 14105 7053 3627 1764 882 
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Figure 3.14 : Effect of zero filling factor on tfte spectrum of a 5% v/v mixture 
of toluene, ethyl benzene and o-xylene. Spectra are offset for clarity. 
3,3.5 Spectra/ noise as a function of number of co-added scans and resolution. 
Increasing the number of scans acquired and co-added to produce a spectrum, increases the 
signal-to-noise (S/N) ratio, and is therefore, one of the main advantages of FT-IR instruments over 
dispersive instruments. The signal-to-noise ratio is related to the number of acquired scans by the 
relationship : 
S/Nozu'^ 
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Three replicate spectra of 5% v/v mixture solutions in n-hexane were acquired by co-adding 1,10. 
50 100, 250, 500 and 1000 scans with the Squarecol micro flow through ZnSe ATR 330 \xL cell. A 
resolution of 4 cm*^ was used at a modulation frequency of 100.0 KHz. 
Absolute peak-to-peak noise was determined in the range 2100 - 2000 cm"' (using the on board 
facilities in OPUS/IR-2). where no absorbance from the analyte was assumed to occur, thus 
leaving a signal due to fluctuations in the source and flow rate of the carrier stream. Figure 3.15 
shows the acquired spectra and how co-adding a low number of scans leads to spectra with a high 
noise content and poor reproducibility. Absolute noise as a function of the number of co-added 
scans is shown in Figure 3.16. The peak-to-peak estimation of noise Is an inherently more 
rigorous measurement of noise than root mean square (RMS) signal to noise ratio that is normally 
quoted. The reduction in peak to peak noise is not appreciable as one increases the number of 
co-added scans above 10. Theoretically the noise should decrease by a factor of 1/n° ^ , (where n is 
the number of co-added scans) hence co-adding 100 scans should decrease the noise by a factor 
of 0.1 compared to 1 scan. 
As Table 3.12 shows, the mean measured peak to peak noise does not follow the decreasing trend 
as predicted by the theoretical treatment of the data. There may be absorbances due to o-xytene 
contributing to a false assessment of noise, incorrectly background ratloed spectra or negative 
absorbances due to the acquisition of 5:5:5% v/v mixture : 85% v/v n-hexane spectra ratioed to a 
100% v/v n-hexane background. The low level of noise acquired with 1 scan (7.32 x lO""* AU) is 
very low, especially in terms of relatively low intensity infrared sources, indicating that high 
throughput may have already been achieved and that no appreciable improvement in noise levels 
can be attained. 
Table 3.12 : Comparison of measured and theoretical noise 
values as a function of the number of co-added scans . 
Number of Noise Mean Measured Theoretical Noise 
Co-added Ratio Peak to Peak Compared to 
S c a n s (n) ( t /n" ) Noise Noise of 1 Scan 
1 1 7 .32x10- 7.32x10"* 
10 0.32 5.58 X 10"^  2.32 X lO"* 
50 0.14 5.37 X 10"* 1.04 X 10'* 
100 0.1 5.68x10"* 7.32 X 10'* 
250 0.063 5.57 X IQ-* 4.63 X 10'* 
500 0.045 5.53x10"* 3.28 X 10 ' 
1000 0.032 5.45 X 10"* 2.32 X 10"* 
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Figure 3.15 : Effect of the number of co-added scans on the reproducibility and noise content of triplicate 
spectra of a 6:5:5% v/v mixture of toluene, ethyl benzene and o-xylene in n-hexane. Spectra are offset for clarity. 
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Figure 3.16 : Peak to peak noise as a function the number of co-added scans. 
The poor reproducibility of the 5:5:5% v/v mixture spectra at a low number of co-added scans can 
be measured by estimating the RSD(%) of repetitive measurements of peak-to-peak noise. Table 
3.12 shows \\ow the noise RSD is reduced from 29.6% to 9.2% by increasing the number of co-
added scans from 1 to 10. A spectra of 50 co-added scans, which can be acquired in less than 6 
seconds, gives an acceptable level of noise with an RSD of 3.2%. Increasing the number of co-
added scans above a value of 10 does not yield any appreciable benefit in terms of absolute peak-
to-peak noise. 
Table 3.12 : Peak to peak noise as a function the number of co-added scans . 
Number of 
Co-added S c a n s 
Mean Peak to Peak 
Noise (AU) 
RSO 
(%) 
1 7.32x10"* 29.6 
10 5.58 X 10"* 9.2 
50 5 .37x10* 3.2 
100 5.68 X 10"* 2.0 
250 5.57 X 10"* 2.6 
500 5.53x10"* 1.6 
1000 5.45 xlO"* 0.3 
Although increasing resolution increases the ability to resolve absorbance bands within an infrared 
spectrum, there is a trade off with spectral noise. As resolution is increased, noise also increases 
which may degrade the detection of low concentration compounds. Hence, a quantitative 
assessment of inherent spectral noise was performed for spectra acquired with different 
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resolutions. Three replicate spectra of 5 : 5 : 5 % v/v mixture solutions in n-hexane were acquired at 
resolutions of 2 , 4 . 8 . 1 6 and 3 2 cm'^ with the Squarecol micro flow through ZnSe ATR 3 3 0 H L cell. 
5 0 scans were co-added at a modulation frequency of 1 0 0 . 0 KHz. Absolute peak-to-peak noise 
was determined in the range 2 1 0 0 - 2 0 0 0 cm*^ using OPUS/IR-2 as previously described. 
Figure 3 . 1 7 shows how the peak-to-peak noise decreased with reductions in resolution. This trend 
was explained by the virtue that that any noise in the region 2 1 0 0 - 2 0 0 0 cm'^ became 
decreasingly resolved with coarser resolution and therefore absolute peak to peak measurements 
decreased. High resolution measurements have inherent high levels of noise due to the 
instruments ability to define noise peaks more accurately. A resolution of 4 cm*^ or less was 
defined as adequate in terms of resolving ability and peak-to-peak noise. 
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Figure 3.17 : Peak to peak noise as a function of instrument resolution. 
3.5.6 Effect of modulation frequency on mixture spectra. 
The rate of data acquisition by an FT-IR spectrometer can be augmented by increasing the 
velocity of the moving mirror (modulation frequency) within the interferometer. This leads to a 
reduction in spectral acquisition time but can lead to a reduction in energy throughput from the 
source to the detector. Spectra of a 5 : 5 : 5 % v/v mixture solution in n-hexane were acquired at a 
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resolution of 4 cm ' with the Squarecol micro flow through ZnSe ATR 330 ^L cell. 25 scans were 
co-added at modulation frequencies ranging from 1.6 KHz to 160.0 KHz. 
The spectra acquired of the 5:5:5% v/v mixture (Figure 3.18) at different modulation frequencies 
showed no discernible differences between values of 1.6 and 140 KHz. However, increasing the 
modulation frequency above 140 KHz resulted in interference patterns appearing on a raised 
baseline from 1300 cm ' upwards. This 'ringing* was identified as translational errors in the Fourier 
transformation of the acquired interterogram due to high modulation frequency instabilities in the 
moving mirror assembly. However, as the area of analytical interest (800-600 cm"') was not 
affected, a modulation frequency of 160 KHz was used for the remainder of the experiment. Table 
3.13 shows how increasing the modulation frequency reduced the spectral acquisition time - an 
important consideration for optimising sample throughput. A spectrum of 25 co-added scans at a 
resolution of 4 cm ' was acquired in 1.9 seconds by using a modulation frequency of 160.0 KHz. 
An added advantage of using a modulation frequency of 160.0 KHz is that the dynamic range (or 
the ratio of the intensity of the signal to zero retardation to the RMS noise level) is reduced. The 
limiting factors to increasing the modulation frequency are detector response time and the data 
conversion rate of the analogue to digital converter (ADC). 
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Figure 3.18 : Effect of modulation frequency (KHz) on a spectrum of 
5:5:5% v/v mixture of toluene, ethyl benzene and o-xylene in n-hexane. 
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OPUS/IR-2 gives a visual warning to ensure that the maximum data conversion rate of the ADC is 
not exceeded when using a high modulation frequency. Reducing the data file size and hence the 
computational time reduces the load on the ADC. This can be achieved by reducing the 
wavenumber limit used for the upper folding limit and hence the bandwidth. This can induce some 
alias overiap between the real data points and their mirror images, but a high folding limit of 
around 7900 cm'^ con-esponds to half band width (compared to full band width 0 - 15798 cm*^) 
which gives an acceptable compromise between data processing requirements and the limiting of 
aliasing. 
Griffiths and de Haseth*^"' have shown that the specific detectivity (D*) of a detector increases 
with modulation frequency ( / - ) which is related to wavenumber ( P ) and modulation frequency 
(L») by the relationship: 
or 
Hence increasing v leads to an increase In D*. The MCT detector has a very short response time 
(<1 ms); this allows the modulated frequencies of even the shortest spectral wavelengths (>1 KHz) 
to be acquired as their period is greater than the MCT response time. Therefore, as long as the 
detector can respond to source radiation at a fast interferometer velocity, the latter should be 
maximised. 
Table 3.13 : Effect of increasing modulation frequency on spectral acquisition time. 
Modulation Frequency (KHz) spectral Acquisition Time (s) 
1.6 76.4 
2.2 55.1 
3.0 40.5 
5.0 26.3 
10.0 14.4 
20.0 7.9 
40.0 4.7 
80.0 2.9 
100.0 2.4* 
130.0 2.3' 
140.0 2.3' 
150.0 2.1* 
160.0 1.9' 
' -i 
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3.3.7 Effect of carrier flow rate on sample response. 
The canier flow rate affects the degree of dispersion that the sample experiences; the faster the 
flow rate the greater the dispersion. Slowing the flow rate can increase the residence time of the 
sample in the Fl manifold; this is useful for increasing sensitivity where a chemical reaction forms 
part of the detection system. However, with FT-IR detection of organic species, no such reaction 
is required. There is an additional problem however, that the residence time of the sample in the 
instrument beam path directly impinges on the number of scans that can be acquired of the 
sample, which in tum affects the signal-to-noise ratio. Ideally, the flow rate should be optimised to 
the point where the sample is resident in the flow cell long enough to meet the signal-to-noise 
requirements already discussed in section 3.3.5. 
Five replicate 20 ^L injections of a 5% v/v o-xylene standand were manually injected into a n-
hexane carrier flow stream at flow rates of 0.51. 1.01, 1.51 and 2.01 mL m in ' \ The response was 
measured by time resolved software by computing window chromatograms (Flagrams) based on 
the measurement of the peak height of the o-xylene band at 741 cm* \ Spectra of 8 co-added 
scans were continuously acquired and all sample spectra were ratioed against a background 
spectrum of 100 co-added scans of 100% v/v n-hexane. 
As Figure 3.19 shows there is no appreciable difference in signal response with varying carrier 
flow rates with the RSDs for the absorbances of the five injections are shown in Table 3.14. This 
is contrary to established evidence*^^'^^ reganding the relationship between flow rate and 
dispersion. This can be explained by the fact that the smaller volume of the injected sample 
(20fiL) compared with that of the ATR flow cell {330^L) meant that the whole sample was in 
contact with the ZnSe ATR element at the point of maximum response. Dispersion still occurred 
in the Fl manifold but was negated by the volume of the flow cell and the length of the ATR 
element. Hence, to facilitate sample throughput, the maximum carrier flow rate was used. The 
mean sample flow cell residence l ime for each flow rate is given in Table 3.15 but even at the 
fastest flow rate it was possible to acquire a discrete spectrum of 160 co-added scans within the 
flow cell residence time of the sample. 
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Figure 3.19 : Effect of carrier flow rate on the Fl response profile of a repeat injection of 20 ^iL of 6% v/v o-xylene. 
Table 3.14 : RSO of absorbance response of a 5% v/v o-xylene 
standard over five repeat measurements for different flow rates. 
Carrier Flow Rate R S D 
(mL min"^) (%) 
2.01 1.7 
1.51 0.4 
1.01 0.4 
0.51 0.8 
Table 3.15 : Mean residence time of tfie sample in the flow 
cell under different carrier How rate regimes. 
Mean Sample 
Carrier Flow Rate Residence Time 
(mL min'*) (s) 
2.01 12.0 
1.51 16.2 
1.01 23.6 
0.51 45.9 
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3.3.8 Effect of sample loop volume on sample response. 
Varying the sample loop volume can have a dramatic effect on the shape of the Flagram response 
curve. Increasing the sample volume increased peak height (and therefore sensitivity) until 
ultimately a condition of steady state was achieved. Peak width is also known to increase with 
increased sample volume; this was utilised to achieve a sustained sample response at high flow 
rates so that the signal-to-noise ratio could be optimised. 
Five replicate injections of 25. 100, 150, 200 and 300 of a 5% v/v o-xylene standard were 
manually injected into a n-hexane carrier flow stream at a flow rale of 2.01 mL m i n ' \ The 
response was measured by OPUS/CHROM by computing window chromaiograms based on the 
measurement of the peak height of the o-xylene band at 741 cm' ' and continuously acquiring 
spectra of 8 co-added scans. All sample spectra were ratioed against a background spectrum of 
100 co-added scans of 100% v/v n-hexane. 
Figure 3.20 shows the Flagram response of an injection of the 5% v/v standard for each of the 
sample loop sizes. A clear trend in the increase in absorbance can be seen with increasing sample 
loop volume. The intermittent spikes visible before and after the sample response curve occurred 
even when there was no visible cause in the experimental spectra and are thought to be a fault in 
the integration algorithm. 
0 .20 + • 
0 .00 
Time (8) 
Figure 3.20 : Effect of sample loop size (nL) on the profile of the Flagram response of 5% v/v o-xylene. 
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As Figure 3.21 shows, the sample response with increasing sample loop volume was linear across 
the range 50 - 300 ^L. However, as Figure 3.20 shows, the response from the injection of the 5% 
v/v standard from the 300 nL sample loop took longer to achieve the desired baseline in 
comparison to the smaller sample loop sizes. This effect was evident with injections of high 
concentration samples and is thought to be caused by the design of the ATR cell (Figure 3.22). 
The sample entrance port is at right angles to one side of the ZnSe element. The sample enters 
the flow cell and surrounds the ZnSe element such that a portion of the sample lies on the rear 
face of the crystal relative to the entrance port. It is likely that the flow rate will not be as great on 
the rear face of the ATR element due to obstruction by the crystal. Therefore, high concentration 
samples and large sample volumes appear to have longer residence times within the flow cell due 
to poor flushing efflciency. The optimum sample loop volume was selected as 200 yiL as this gave 
a high response with an acceptably quick return to baseline level. The mean absorbance data with 
associated RSDs is given in Table 3.16. 
0.25 
0.15 
0.05 
300 
Sample loop volume (jtl) 
Figure 3.21 : Effect of sample loop size on the absorbance of a 5% v/v o-xylene standard. 
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Figure 3.22 : Schematic of Squarecol ATR liquid flow cell. 
Table 3.16 : Effect of sample loop size on the absorbance 
and R S D of a 5% v/v o-xylene standard. 
Sample Loop Volume 
(ML) 
Mean Absorbance 
(AU) 
R S D 
(%l 
20 0.16 0.81 
50 0.19 0.38 
100 0.30 0.30 
150 0.20 0.13 
200 0.29 0.15 
300 0.21 0.07 
Calibration of toluene, ethyl benzene and o-xylene standards by FI-FT-IR. 
With the data acquisition and flow injection parameters sequentially optimised, the next step was 
to assess the analytical performance of the FI-FT-IR system by examining the calibration of o-
xylene in n-hexane. The linear range and limit of detection were identified as two key parameters 
to be determined. Five replicate injections of 200 ^L of a range of unitary toluene (0.04 - 20% 
v/v), ethyl benzene (0.04 - 20% v/v) and o-xylene standards (0.05 - 20% v/v) were manually 
injected into a n-hexane earner flow stream at a flow rate of 2.01 mL m i n ' \ The response was 
measured by time resolved software by computing window chromatograms based on the 
measurement of the peak height of the analyte. Spectra of 8 co-added scans were continuously 
acquired and all sample spectra were ratioed against a background spectnjm of 500 co-added 
scans of the mobile carrier, 100% v/v n-hexane. The linear calibration parameters are given in 
Table 3.17. with limits of detection (LOD) defined as 3 times the standard deviation of the lowest 
standard because blank injections could not be located on the carrier baseline. 
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Table 3.17 : Parameters for the calibration ol toluene, ethyl benzene and o-xylene by FI -FT4R. 
Analyte Analytical Wavenumber 
(cm-^) 
Baseline points 
for integration 
(cm') 
Sensitivity 
(AU / % v/v) 
Intercept 
(AU) 
LOD 
(% v/v) 
Toluene 728 757-715 0.0377 0.0125 0.994 0.03 
Ethyl Benzene 6S8 715-680 0.0162 0.00342 0.999 0.02 
o-Xytene 741 760-727 0.0372 -0.00089 0.997 0.02 
The large relative standard errors (13 - 18%) observed at low concentrations could be minimised 
by improving the sensitivity and / or signal-to-noise ratio. The former could be enhanced through 
the use of a flow through transmittance cell (see section 3.3.13); this would enable the detection of 
lower concentrations due to the higher energy throughput. The signal-to-noise ratio could be 
enhanced by simply co-adding a higher number of scans. However, increasing the number of 
scans in time resolved measurements limits the temporal resolution of the Flagram response. An 
altemative approach to collecting a large number of spectra through time resolved measurements 
would be to acquire one spectrum of the sample as it passed through the sample cell. This would 
require a high degree of co-ordination between the Fl manifold and FT-IR spectrometer, to enable 
a spectrum of the sample to be acquired reproducibly at the optimum time. The preferred 
approach to solving this problem would be to automate the FI-FT-IR manifold. A further 
advantage of automation is that computer memory consumption would be reduced significantly. A 
time resolved measurement takes up to 5 Mb of hanj disk space, whereas discrete single 
spectrum measurements require only 10 Kb. 
3.3.10 Automated FhFT-IR calibration of toluene, ethyl benzene and o-xylene in n-hexane. 
Automation requires a central control point to co-ordinate the individual components that make up 
the overall Fl manifold. In the case of Bruker FT-IR instruments this can be achieved by writing a 
macro to run within the instrument operating software to control external apparatus via a 50 pin 
serial D connector directly from the acquisition processor (AQP). External apparatus can be 
controlled by 5V transistor-transistor logic (TTL), a logic family that along with complementary 
metal oxide semiconductor (CMOS) now dominates the logic integrated circuit market. The TTL 
name is derived from the fact that the output stage uses a transistor switch and another transistor 
as its load. Therefore by applying either OV or +5V as the base cun-ent the TTL logic can be set to 
off or on respectively. 
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Five replicate injections of 200 ^L of a range of toluene, ethyl benzene and o-xylene standards (0 -
20% v/v) were injected into an n-hexane carrier flow stream at a flow rate of 2.01 mL min \ All 
sample spectra were ratioed against a background spectrum of 500 co-added scans of the mobile 
carrier, 100% v/v n-hexane. A higher degree of repeatability (<7% en-or) was attained for 
standards of concentrations greater than 0.05% v/v with the automated manifold, proving that 
repeatability improved over that of the Flagram approach. The calibration results are shown in 
Table 3.18 which compare favourably with previous investigations of o-xylene in n-hexane 
where limits of detection of 0.03% v/v and 0 .01% v/v were reported using a manual FI-FT-IR 
manifold equipped with a transmission flow cell. 
Table 3.18 : Parameters for the calibration of toluene, ethyl benzene and o-xylene by automated FI-FT-IR. 
Analyte Analytical Wavenumber 
(cm') 
Baseline points 
for integration 
(cm') 
Sensitivity 
(AU / % v/v) 
Intercept 
(AU) 
LOD 
(% v/v) 
Toluene 728 757-715 0.0291 0.00416 0.999 0.014 
Ethyl Benzene 698 715-680 0.0147 0.00374 0.998 0.010 
o-Xylene 741 760 - 727 0.0352 0.000775 0.999 
0.004 
3.3.11 Stopped flow measurements 
Stopped flow measurements in FI-FT-IR offer the attraction of acquiring spectra of a higher 
number of co-added scans, thereby increasing the signal-lo-noise ratio. Using the automated 
manifold. 5 repeat injections of a 0.05 and 5% v/v o-xylene standard were performed. Spectra of 
56 co-added scans were acquired and ratioed against a 56 co-added background scan of 100% 
v/v n-hexane. A reduction in the RSD of repeat measurements in the stopped flow mode for the 
5% v/v standard were observed (Table 3.19) though the anticipated advantage of reducing RSD of 
repeat measurements of low concentration did not materialise for the 0.05% v/v standard. 
Table 3.19 : Comparison of stopped and continuous Fl modes of acquiring FT-IR spectra. 
Flow Concentration Mean Absorbance R S D 
(% v/v) (AU) (%) 
Stopped 0.05 0.00184 9.13 
Continuous 0.05 0.00165 5.01 
Stopped 5 0.150 0.244 
Continuous 5 0.146 0.777 
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Increasing the number of co-added scans acquired in the stopped Fl mode to 1000 reduced the 
RSD for the 0.05% v/v standard from 9.13% for 56 scans to 2.23%. Hence, for low 
concentrations, stopped flow measurements allow the acquisition of a high number of co-added 
scans to improve signal-to-noise. 
3.3.12 Effect of temperature on FI-FT-IR spectra. 
Temperature can have a three fold effect on FI-FT-IR measurements of organic matrices. Firstly, 
the viscosity of the bulk medium can change, which can alter the Fl manifold flow rate and. in the 
case of FI-FT-IR. lead to a reduction in signal intensity as the peak maxima of the injected sample 
is no longer synchronised with the automated data acquisition system. Secondly, infrared 
emission is directly related to temperature, which may therefore be a contributing factor to the 
detected signal. Thirdly, organic species are volatile, especially at elevated temperatures, and 
sample loss may therefore be an important factor when considering sample container and method 
of sample introduction to an FT-IR spectrometer. 
Continuous flow measurements (0.5 mL min'^) of a 5% v/v o-xylene standard were performed with 
spectra of 100 co-added scans acquired and ratioed against a 100 co-added scan background 
spectra of 100% v/v n-hexane. All measurements were made with a resolution of 4 cm *. The 5% 
v/v o-xylene was placed in an open top heatable water bath, and the temperature raised manually. 
Temperature readings were made using a standard laboratory 100°C mercury thermometer 
suspended in the water bath. Spectra were acquired at 5*'C intervals to a maximum of 60'*C. 
Figure 3.23 shows the increase in absorbance observed for the o-xylene band at 741 cm' ' as the 
temperature was increased. The initial ambient reading of 0.235 AU made at 22'*C rose to 0.280 
AU at eox, resulting in an increase in IR signal of 19 .1% over the temperature range studied. 
Variations in temperature were found to be an important quantitative factor, affecting the intensity 
of the observed signal. This is especially important considering the variations in temperature in 
industrial environments. The increase in signal with temperature is either due to a physical 
phenomena (e.g. increase in vibrational activity due to weakening intermolecular forces) or a 
mechanical phenomena (e.g. change in viscosity and therefore flow rate). 
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Figure 3.23 : SVa v/v o-xylene absorbance as a function of matrix temperature. 
3.3.13 Comparison ofATR and transmittance flow cells. 
The two alternatives for presenting samples to an infrared spectrometer from an Fl manifold are 
the ATR and transmittance flow cells. Previous results*^"^* have shown that whilst transmittance 
flow cells have a higher throughput of source energy than ATR cells, they suffer the mechanical 
disadvantages of difficult assembly and maintenance. ATR flow cells are more mechanically 
robust and optically stable, due to their fixed pathlengths. A micro flow through transmittance cell 
(described in section 3.2.2) was incorporated into the Fl manifold in place of the ATR cell and the 
manifold optimised for flow rate and sample loop volume. 
Five replicate 20^L injections of a 5% v/v o-xylene standard were manually injected into a n-
hexane carrier flow stream at flow rates of 0.51. 1.01, 1.51 and 2.01 mL min \ In addition, five 
replicate injections of 25. 100, 150. 200 and 300 of a 5% v/v o-xylene standard were manually 
injected into a n-hexane carrier flow stream at a flow rate of 0.51 mL min" \ The response in both 
experiments was measured by OPUS/CHROM by computing window chromatograms based on 
the measurement of the peak height of the o-xylene band at 741 cm" \ Spectra of 8 co-added 
scans were continuously acquired during the experiment. All sample spectra were ratioed against 
a background spectrum of 100 co-added scans of 100% v/v n-hexane. 
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Figure 3.24 shows the effect of the manifold flow rate on the absorbance signal of the o-xylene 
standard. Absorbance was inversely related to flow rate, with a maximum mean observed signal 
of 0.31 AU at 0.51 mL min'^ as shown in Table 3.20. Repeatability en-or of sample response (n=5) 
was less than 0.7% in all instances. The observation of the maximum response occurring at the 
minimum carrier flow rate was expected as sample dilution due to axial dispersion in the Fl 
manifold was minimised. This is in contrast to the flow through ATR cell where flow rale had no 
significant effect on sample response, (section 3.3.7). A carrier flow rate of 0.51 mL min"^ was 
selected for all subsequent experiments where the transmittance flow cell was used. 
0.35 
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Figure 3.24 : Effect of flow rate on the absorption of 5% v/v o-xylene in a transmission flow ceil. 
Table 3.20 : Effect of carrier flow rate on the absorbance signal of a 5% v/v o-xylene standard 
observed using a FI-FT-IR manifold equipped with a transmiltance micro Mow through cell. 
Carrier Flow Rate Mean Signal RSD 
(mL min'^) tAU) (%) 
0.51 0.31 0.40 
1.01 0.27 0.57 
1.51 0.26 0.61 
2.01 0.25 0.26 
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The effect of sample loop volume in the Fl manifold on sample response followed a similar trend 
as observed for the flow through ATR cell (section 3.3.8) with the transmittance flow cell exhibiting 
a greater sensitivity. The responses for a 5% v/v o-xylene sample for different sample loop 
volumes are shown in Table 3.21. Repeatability error of sample response (n=5) was less than 
0.6% for all sample loop volumes investigated. The optimum sample loop volume was selected 
as 200 ^L as this gave a high response with an acceptably fast return to baseline level. Table 
3.22 shows the results obtained from automated measurements of an o-xylene calibration series 
(0. 0.05, 0.5. 5. 10, 20 and 50% v/v) using the optimised manifold for the transmittance cell. A 
regression coefficient of 1^=0.9999. a sensitivity of 0.0685 AU(% v/v o-xylene)'^ and an intercept of 
0.0032 AU was obtained over the range 0 to 20% v/v o-xylene. 
Table 3.21 : Effect of sample loop volume on the absorbance signal of a 5% v/v o-xylene standard 
observed using a FI-FT-IR manifold equipped with a transmittance micro flow through cell. 
Sample Loop Volume Mean Signal R S D 
(AU) (%) 
20 0.31 0.38 
50 0.50 0.58 
too 0.73 0.57 
150 0.87 0.22 
200 0.97 0.41 
300 1.05 0.97 
Table 3.22 : Absorbances and R S D s for the calibration of 
o-xylene by automated FI-FT-IR and a transmittance cell. 
Concentration AU RSD 
(% v/v) (%) 
0 0.000040 173.20 
0.05 0.0034 0.40 
0.5 0.04 2.01 
5 0.35 1.19 
10 0.69 0.00 
20 1.37 023 
The figures of merit for automated o-xylene calibration using the ATR and transmittance cells are 
shown in Table 3.23 and the performance characteristics of both types of flow cell were similar for 
most parameters. Overall, the ATR cell is the more user friendly accessory being easier to 
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dismantle, clean and re-assemble. The transmittance cell suffers from leaks if the entrance and 
exit ports are not correctly aligned with the flow through KBr chamber (alignment is best achieved 
with the Insertion of a thin wire guide through the ports prior to tightening). Optical alignment is 
crucial to most ATR accessories to maximise sensitivity; adjustments have to be made in all three 
dimensions and fine tuning performed until no further gains can be made in signal throughput. 
This Is often time consuming and labour intensive. In contrast the transmittance cell requires the 
minimum of alignment. ATR cells are highly reproducible once aligned due to their fixed 
pathlength, but. reproducibility in transmittance cells is difficult to achieve as the pathlength 
changes with the tension applied to the fastening nuts of the demountable cell. Matrix suitability 
has to be carefully considered (Table 1.7) and the selection is crucial for the maintenance and 
preservation of flow cell accessories. The ATR cell used in this investigation suffered from poor 
flushing efficiency due to the orientation of the ZnSe crystal and the entrance and exit ports. No 
such effect was observed in the simpler transmittance cell. The choice of flow cell is ultimately 
dependent on the type of sample matrix, e.g. acid media cannot be used with ZnSe ATR elements 
due to the production of toxic gaseous HzSe. For analytical purposes the ATR cell is preferred due 
to higher reproducibility and ease of use. The merits of both types of flow cell are summarised in 
Table 3.24. 
Table 3.23 : Comparison of performance characteristics of an ATR and a transmittance 
flow cell used in an F I^T - IR manifold for the determination of o-xylene in n-hexane. 
Parameter ATR Cell Transmittance Cell 
Sensitivity (AU(% v/v o-xylene)') 0.035 0.069 
LOO (% v/v o-xylene) 0.0043 0.0026 
Intercept (AU) 0.00078 0.0032 
Linear Range (% v/v o-xylene) 0 - 2 0 0 - 2 0 
R S D (0.05% v^ o-xylene) 5.16 0.40 
R S D (5% v/v o-xytene) 0.86 1.19 
R S D (20% v/v o-xylene) 0.70 0.23 
Flow Rate (mL min"') 2.01 0.51 
Sample Volume (^L) 200 200 
Throughput (h'') 60 36 
^ Calibration Coefficient 0.9998 0.9999 
(0 - 20% v^ o-xylene) 
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Table 3.24 : Comparison of merits for the use ol an ATR 
and a transmittance flow cell used in an FI-FT-IR manifold. 
ATR Cell Transmittance Cell 
Easy disassembly Easy disassembly 
Easy clean Easy clean 
Easy re-assembly Assembly requires sidlled operator 
Leaks if assembly not tightened sufficiently Leaks if assembly not tightened sufficiently 
or uneven pressure applied across assembly top plate 
Requires careful optical alignment in three dimensions Minimum optical alignment required 
Reproducible pathlength Pathtength not reproducible 
Poor flushing efficiency Good flushing efficiency 
3.3,14 Multivariate calibration of toluene, ethyl benzene and o-xylene using a simplex 
experimental design. 
The previous sections of this chapter have described the development of an automated FI-FT-IR 
manifold and the determination of organic analytes in binary mixtures by univariate calibration. As 
discussed in Chapter 2, the successful application of univariate calibration relies upon a selective 
measurement that is free of interference. FT-IR spectra of process type matrices are rarely free of 
spectroscopic interferences and therefore are ideally suited to multivariate calibration methods 
such as PLS where interference effects can be implicitly excluded from the calibration during the 
modelling process. However, the efficacy of such calibrations in Ft-FT-IR manifolds and the type 
of data pre-processing required have not yet been fully investigated*^"^'. The aim of this section 
was to investigate approaches to the multivariate calibration of toluene, ethyl benzene and o-
xylene in a simplex design*^°^* using automated FI-FT-IR data acquisition and three different 
algorithms, PLS1. PLS2 and PGR. 
Using the micro flow through ATR cell, three replicate injections of 200 nL of a range of toluene, 
ethyl benzene and o-xylene standards (Table 3.1) were injected into a n-hexane carrier flow 
stream at a flow rate of 2.01 mL min" \ All sample spectra were ratioed against a background 
spectrum of 500 scans of a dry, clean flow through cell. Mean spectra were calculated for each 
standard and imported into Unscrambler for multivariate data analysis. Concentrations of the 
analytes were not corrected for purity when the concentration matrix was inputted to Unscrambler. 
A modulation frequency of 80 MHz was used to allow the collection of the whole mid infrared 
spectrum (4000-600 cm ' ) . 
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PCA analysis of the simplex designed calibration set using leverage correction and no pre-
processing produced a model which could not graphically describe the variance in the spectral 
matrix. To enhance the recovery of information from the experimental data, pre-processing was 
identified as being a necessary pre-requisite. Rather than perform PCA on pre-processed data to 
qualitatively assess the effect of pre-processing. PLS1 was used to quantify the changes in 
RRMSECV of the calibration set under different pre-processing regimes. The results of this are 
shown in Tables 3.25 - 3.27. High RRMSECV values for each of the analytes were observed 
using models developed from unprocessed data. 
Table 3.25 : Model development for the multivariate calibration of toluene in a simplex 
designed mixture of toluene, ethyl benzene and o-xylene in hexane using the P L S l algorithm. 
Pre-processing Wavenumber Range No. of P C s R M S E C V 
(% v/v toluene) 
R R M S E C V 
(%) 
None 4000-600 2 7.60 22.96 
MC 4000-600 2 4.18 12.63 
MC. AS 4000 - 600 3 2.95 8.90 
MC, AS. Norm 4000-600 4 5.05 15.26 
MC. AS, Drvl 3997 - 600 2 4.35 13.14 
MC, AS. Drv2 3995-600 2 4.27 12.91 
MC. AS. WWR 3200 - 2700 2 3.70 11.18 
2000 - 600 
MC. AS. W W R 2000-600 2 1.65 4.98 
Table 3.26 : Model development for the multivariate calibration of ethyl benzene in a simplex 
designed mixture of toluene, ethyl benzene and o-xylene in hexane using the PLS1 algorithm. 
R M S E C V 
Pre-Processing Wavenumt>er Range No. of P C s (% v/v ethyl R R M S E C V 
(cm' ) benzene) (%) 
None 4000-600 4 10.96 33.11 
MC 4000 - 600 4 6.69 20.22 
MC, AS 4000-600 2 4.10 12.39 
MC. AS. Norm 4000 - 600 2 5.21 15.73 
MC. AS, Drvl 3997 - 600 1 4.75 14.35 
MC, AS, Drv2 3995 - 600 1 5.00 15.09 
MC. AS. VtfWR 2000 - 600 1 4.91 14.82 
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Table 3.27 : Model development for the multivariate calibration of o-xylene in a simplex 
designed mixture of toluene, ethyl benzene and o-xylene in hexane using the PLS1 algorithm. 
Pre-Processing Wavenumber Range 
(cm' ) 
No. of P C s R M S E C V 
(% v/v o-xylene) 
R R M S E C V 
(%) 
None 4000 - 600 3 5.10 15.40 
MC 4000 - 600 4 3.68 11.12 
MC. AS 4000 - 600 2 4.47 13.50 
MC. AS. VtfWR 3200 - 2700 2 1.96 5.91 
2000-600 
MC. AS. VWVR, 3200 - 2700 1 5.85 17.66 
Norm 2000 - 600 
MC. AS. Dn/1 3200 - 2700 2 2.16 6.51 
2000-600 
MC, AS, Drv2 3200 - 2700 2 2.27 6.64 
2000 - 600 
The linear range of all three analytes in n-hexane was 0-20% v/v. The simplex design assumes 
that the total concentration of all three analytes will be 100% regardless of their ratio. Therefore. 
PLS1 models based on unprocessed data are attempting to linearly model non-linear responses. 
Hence high errors of prediction were observed for toluene (22.96%). ethyl benzene (33.11%) and 
o-xylene (15.40%). Mean centring was found to reduce the RRMSECV in all three analytes. 
Autoscaling further reduced this error in combination with mean centring for toluene and ethyl 
benzene only. Normalisation and derivatisation were found to be have either detrimental or 
minimal positive effects on the RRMSECV values. Reducing the number of spectral variables was 
found to be the most effective method of lowering RRMSECVs. Informed variable selection 
through examination of raw spectra, loading weights plots and B-coefficient plots led to RRMSECV 
values of 4.98%. 12.39% and 5 .91% for toluene, ethyl benzene and o-xylene respectively from 
models based on two PCs. PLS1 models for the prediction of ethyl benzene were most effective 
when the whole spectrum (4000-600 cm'^) was used. The higher degree of error associated with 
the prediction of ethyl benzene was attributed to its lower molar absorptivity. 
Similar results using the PLS2 algorithm (Table 3.28) were obtained for the internal prediction of 
calibration standanjs through cross validation. As with PLS1 effective modelling of ethyl benzene 
required the use of the entire spectral response. The best RRMSECV values for the prediction of 
toluene (6.86%) and o-xylene (6.30%) (using two PC models) were higher than those acquired with 
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the PLS1 algorithm. An improved figure of 7.40% RRMSECV was observed for ethyl benzene 
with PLS2 but required the inclusion of a third PC. Significant improvements in reducing 
RRMSECV were seen with the use of PCR. Taking the second derivative of mean centred and 
autoscaled data in the spectral window (2000-600 cm'^) produced RRMSECV values of 2.57%, 
2.45% and 2.45% for toluene, ethyl benzene and o-xylene respectively. 
For the simplex designed calibration set where no matrix signal (bar that of the analytes) was 
observed, the application of PCR led to the smallest errors of prediction in terms of RRMSECV 
(Table 3,29). PCR modelling selects PCs in data sets on the basts of dominant response. In the 
case of the simplex design. 100% of the response was due to the analytes. PCR will select the 
total spectral changes to simultaneously calibrate all the concentration data, as opposed to PLS1 
which will form PCs on the basis of relevance and will ignore the spectral responses of the 
remaining two analytes. PLS2, like PCR, will simultaneously predict all three analytes, but again 
uses a relevance approach and will be more selective in its weighting of spectral variables. 
Hence, for the mean centred and auloscaled data in the spectral region 2000-600cm"^ similar 
results were observed for RRMSECV values with PCR and PLS2. but for the derivatised data 
PLS2 ignores the dominant effects to the detriment of the model and was not able to abstract 
enough relevant information from the derivatised data matrix to form a cogniscent model. 
Table 3.28 : Model development for the multivariate calibration of toluene, ethyl benzene 
and o-xylene in hexane In a simplex experimental design using the PLS2 algorithm. 
Pre-Processing 
Wavenumber 
Range 
(cm' ) 
No. of 
P C s 
R R M S E C V 
Toluene 
(%) 
R R M S E C V 
Ethyl Benzene 
(%) 
R R M S E C V 
O-xylene 
(%) 
None 4000 - 600 3 27.25 19.87 27.31 
MC 4000 - 600 3 12.60 17.95 20.90 
AS 4000-600 3 16.61 13.45 10.74 
MC. AS 4000 - 600 3 8.44 7.40 10.77 
MC, AS. Norm 4000-600 3 17.69 17.76 14.24 
MC. AS, Divl 3997-600 2 12.31 11.94 10.34 
MC, AS. Drv2 3995 - 600 2 12.54 13.82 10.62 
MC, A S . W W R 2000 - 600 2 6.86 11.58 6.30 
MC, AS.VtfWR, Drvl 1997 - 600 2 8.25 8.84 12.70 
MC, AS, WWR. Drv2 1995-600 2 7.69 8.55 9.85 
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Table 3.29 : Model development for the multivariate calibration of toluene, ethyl benzene 
and o-xylene in hexane in a simplex experimental design using the PGR algorithm. 
Wavenumber R R M S E C V R R M S E C V R R M S E C V 
Pre-Processing Range No. of Toluene Ethyl Benzene O-xylene 
(cm-^) P C s (%) (%) (%) 
None 4000-600 3 29.67 20.21 28.26 
MC 4000-600 5 12.60 11.78 9.40 
AS 4000 - 600 3 17.92 13.62 11.24 
MC. AS 4000 - 600 3 8.60 7.41 10.95 
MC, AS. Norm 4000-600 3 18.05 18.02 14.34 
MC, AS. Drvl 3997 - 600 2 13.11 11.51 11.18 
MC. AS. Drv2 3995 - 600 2 13.02 13.56 11.41 
MC, AS. VWVR 2000-600 2 4.95 7.62 9.09 
MC. AS. WWR. Drvl 1997 - 600 2 6.93 7.85 8.67 
MC. A S . W W R . Drv2 1995 - 600 1 ^ 
2.57 2.45 2.45 
3.3.15 Multivariate calibration of toluene, ethyl benzene and o-xylene using a full factorial 
experimental design. 
The preliminary investigation of the multivariate analysis of toluene, ethyl benzene and o-xylene 
using a simplex design was described in the previous section and demonstrated the quantitative 
power of multivariate calibration coupled with rapid and reproducible sample introduction via 
automated FI-FT-IR. A more comprehensive study was carried out based on a full factorial design 
(Table 3.2) which restricted the analyte concentrations to their linear response range of 0-20% v/v 
and included the spectral response of the n-hexane matrix. Whilst background correction for the 
sample matrix is possible by subtracting the spectrum of 100% v/v n-hexane (in absorbance 
mode), this leaves spectral artefacts when the concentration of the matrix does not equal 100% 
v/v. Therefore, the efficacy of the three multivariate calibration algorithms PLS l , PLS2 and PGR 
was evaluated in the presence of a sample matrix signal using a full factorial (3^ experimental 
design. 
Three replicate injections of 200 nL of a range of toluene, ethyl benzene and o-xylene standards 
(Table 3.2) were injected into a n-hexane carrier flow stream at a flow rate of 2.01 mL min \ All 
sample spectra were ratioed against a background spectrum of 500 co-added scans of the mobile 
carrier, 100% v/v n-hexane. The spectral region 2000-600 cm"^ was identified in the previous 
section as the most salient for quantitative purposes; to allow rapid data acquisition only this 
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portion of the mid-infrared spectrum was collected at a modulation frequency of 160 MHz. Mean 
spectra were calculated for each standard and imported into Unscrambler for multivariate data 
analysis. Concentrations of the analytes were not corrected for purity when the concentration 
matrix was input to Unscrambler. 
Exploratory data analysis by PCA revealed a well defined structure to the data. Using leverage 
correction without any pre-processing led to an optimised model (first local minimum in PRESS) 
after 3 PCs had been computed. The total explained variance after 3 PCs in the spectral matrix 
was 99.9%. The flrst 3 PCs accounted for 87%, 9% and 3% of the total variance respectively. 
The remaining 0 . 1 % of variance was noise, whose source was either instrumental or methodical. 
The scores of the first 3 PCs are shown in Figures 3.25 - 3.27. Each PC plot shows samples 1-9. 
10-18 and 19-27 cleariy grouped according to concentration of ethyl benzene in the experimental 
design (Table 3.2). A sub-grouping existed where the scores of the standards were arranged into 
groups of three acconjing to the concentration of toluene in the experimental design (Table 3.2). 
The flrst PC accounted for 87% of the spectral variance and therefore described most of the 
changes in the FT-IR spectra of the standards that correlated to changes in concentration of the 
analytes. This was confirmed by an examination of the loadings of the first PC (Figure 3.28) which 
approximated to a spectrum of a mixture of toluene, ethyl benzene and o-xylene in n-hexane 
(Figure 3.11). No outliers were observed at this juncture and the spectral responses in the 
calibration set were assumed to be representative of the analyte concentrations. Therefore 
multivariate calibration was performed as the next step of the analysis. 
2.1 ^ 
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Figure 3.25 : Plot ot PCA scores (or First PC from the analysis of a full factorial 
experimental design of toluene, ethyl benzene and o-xylene in n-hexane. 
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Figure 3.27 : Plot off PCA scores for third PC from the analysis of a full factorial 
experimental design of toluene, ethyl benzene and o-xylene in n-hexane. 
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Figure 3.28 : Plot of PCA loadings for first PC from the analysis of a full factorial 
experimental design off toluene, ethyl benzene and o-xylene in n-hexane. 
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The results of applying the PLS1 algorithm to the fadorially designed calibration set are shown in 
Tables 3.30 - 3.32. Mean centring, as in the simplex design study, was found to be beneficial, 
whereas autoscaling was found to be detrimental; thus indicating that scaling of the spectral 
responses was not necessary due to the analyte concentration range lying within the linear 
response range. Optimum RRMSECVs of 7.68% for toluene and 4.43% for ethyl benzene were 
observed for 3 PC models based on mean centring only. The best o-xylene model required 
auloscaling, second derivatisation and only 2 PCs to produce an RRMSECV of 3.98%. 
Table 3.30 : Model development for the multivariate calibration of toluene in a full factorial 
designed mixture of toluene, ethyl benzene and o-xylene in n-hexane using the PLS1 algorithm. 
Pre-Processing Wavenumber Range 
(cm') 
No. of P C s R M S E C V 
(% v/v toluene) 
R R M S E C V 
(%) 
None 2000-600 3 0.87 8.73 
MC 2000 - 600 3 0.77 7.68 
MC. AS 2000 - 600 2 1.05 10.48 
MC, Norni 2000 - 600 4 5.50 55.03 
MC, Drvl 1997 - 600 2 0.98 9.77 
MC. Drv2 1995 - 600 1 1.03 10.31 
Table 3.31: Model development for the multivariate calibration of ethyl benzene in a full factorial 
designed mixture of toluene, ethyl benzene and o-xylene in n-hexane using the PLS1 algorithm. 
Pre-Processing Wavenumber Range 
(cm') 
No. of P C s 
R M S E C V 
(% v/v ethyl 
benzene) 
R R M S E C V 
(%) 
None 2000-600 3 0.47 4.67 
MC 2000-600 3 0.44 4.43 
MC. AS 2000 - 600 3 0.55 5.51 
MC. Norm 2000-600 5 1.78 17.81 
MC. Dn/1 1997-600 2 0.60 5.96 
MC. Drv2 1995-600 0.58 5.80 
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Table 3.32 : Model development for (he multivariate calibration of o-xylene in a full factorial 
designed mixture of toluene, ethyl benzene and o-xylene in n-hexane using the PLS1 algorithm. 
Pre-Processing Wavenumt)er Range 
(cm') 
No. of P C s R M S E C V 
(% vN o-xylene) 
R R M S E C V 
(%) 
None 2000-600 3 0.69 6.91 
MC 2000 - 600 3 0.62 6.18 
MC, AS 2000-600 3 0.48 4.85 
MC. AS. Nomi 2000 - 600 1 4.00 40.03 
MC. AS. Drvl 1997 - 600 2 0.43 4.26 
MC, AS. Drv2 1995-600 2 0.40 3.98 
The residuals of the three best models for each of the analytes (Figures 3.29 - 3.31) show what 
was first suspected to be systematic en-or. Residual plots should show a random distribution 
around the zero error line. However, the residual plots exhibited well defined and repeatable 
patterns. 
Toluene: residuals of first factor 
residual 
Objects 
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——1—•—'~ 
15 20 
-.—.—,—• 
25 30 
tex 6. fYvar.PC): rroluene.l) 
Figure 3.29 : Plot of residuals of first PC from optimum P L S l model for the prediction ot toluene. 
When examined in conjunction with a plot of the concentration of n-hexane in each standard 
(Figure 3.32), it was discovered that the PLS l algorithm was selecting the spectral artefacts due to 
the incomplete negation of the matrix signal and incorporating them into the model as relevant 
information. In prediction of the analytes. this data was then redundant and could not be explained 
by the model and was therefore given a residual value dependant on the magnitude of the spectral 
artefact and hence the concentration of n-hexane in the sample. 
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F i g u r e 3.32 : Var ia t ion off n - h e x a n e in c a l i b r a t i o n s t a n d a r d s in full fac tor ia l e x p e r i m e n t a l d e s i g n . 
102 
Table 3.33 shows the results of applying the PLS2 algorithm. The spectral matrix had to be 
derivatised at least once for the PLS2 models to achieve optimum conditions of prediction error. 
Autoscaling was also found to be beneficial, though this was due to the inclusion of o-xylene which 
required scaling in PLS1 modelling. Mean centring was found to be detrimental, therefore all 
spectral data was origin centred indicating a linear relationship between spectral response and 
analyte concentration. Predictions errors of less than 4% were observed for all three analytes. 
Similar results were obtained by using the PGR algorithm (Table 3.34), where again origin centring 
and autoscaling were found to be beneficial. First derivatives of the spectral data were required 
for the optimum prediction of toluene (3.85%) and o-xylene (3.06%); but were not required for the 
effective prediction of ethyl benzene (3.06%). 
T a b l e 3.33 : M o d e l d e v e l o p m e n t (or the mu l t i va r ia te c a l i b r a t i o n of t o l u e n e , e thy l b e n z e n e 
a n d o - x y l e n e in n - h e x a n e in a full fac tor ia l e x p e r i m e n t a l d e s i g n u s i n g the P L S 2 a l g o r i t h m . 
Wavenumt>er R R M S E C V R R M S E C V R R M S E C V 
P r e - p r o c e s s i n g R a n g e No . of T o l u e n e E t h y l B e n z e n e o - X y l e n e 
(cm-^) P C s (%) (%) (%) 
None 2 0 0 0 - 6 0 0 4 6 .15 5.03 4 .28 
M C 2 0 0 0 - 6 0 0 3 7.71 6.19 4 .43 
A S 2 0 0 0 - 6 0 0 5 6 .12 3.81 4.19 
M C . A S 2 0 0 0 - 6 0 0 3 9 .84 4 .99 6.26 
A S , Norm 2 0 0 0 - 6 0 0 1 118.03 57.89 57 .78 
A S . Drv l 1997 - 6 0 0 4 3.87 3.80 3 .05 
A S . Drv2 1 9 9 5 - 6 0 0 4 4 .48 3.47 3.38 
T a b l e 3.34 : Mo d e l d e v e l o p m e n t for the mu l t i va r ia te c a l i b r a t i o n of t o l u e n e , e thy l b e n z e n e 
a n d o - x y l e n e in n - h e x a n e in a full fac tor ia l e x p e r i m e n t a l d e s i g n u s i n g the P G R a l g o r i t h m . 
W a v e n u m b e r R R M S E C V R R M S E C V R R M S E C V 
P r e - P r o c e s s i n g R a n g e No . of T o l u e n e E t h y l B e n z e n e o - X y l e n e 
( c m ^ l P C s (%) (%) (%) 
None 2 0 0 0 - 6 0 0 4 6.17 5.09 4 .28 
M C 2 0 0 0 - 600 3 7.73 6.21 4.44 
A S 2 0 0 0 - 6 0 0 6 5.12 3.06 3.37 
M C . A S 2 0 0 0 - 6 0 0 3 10.71 5.14 6.61 
A S , Norm 2 0 0 0 - 6 0 0 1 119.13 58.41 58 .29 
A S . D rv l 1997 - 6 0 0 4 3 .85 3.96 3.06 
A S . Drv2 1995 - 6 0 0 4 4.46 3.51 3 .43 
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3.4 Conclusions. 
The optimised and automated Fl manifold provided a rapid and reproducible means of liquid 
sample introduction to the FT-IR instrument. The manifold for the analysis of toluene, ethyl 
benzene and o-xylene in n-hexane was optimised for the following parameters: pump tubing 
(Viton), resolution (4 c m * \ zero filling factor (2). number of co-added scans (50), modulation 
frequency (maximised), flow rate (2 mL min"^  for the ATR cell; 0.5 mL min' for the transmission 
cell) and sample loop size (200 ^1). 
Each of the analytes was univarialely calibrated in binary mixtures (0-20% v/v) with n-hexane. 
Limits of detection were 0.0065% v/v for toluene. 0.0041% v/v for ethyl benzene and 0.0043% v/v 
for o-xylene and the error of repeatability was <7% for concentrations greater than 0.05% v/v. The 
analytical performance of an ATR and transmission flow cell were compared using an o-xylene 
calibration. The ATR cell proved to be more user friendly and analytically superior, except for 
sensitivity which was approximately half that of the transmission cell. 
The use of PLS1, PLS2 and PGR for the multivariate calibration of mixture spectra of toluene, 
ethyl benzene and o-xylene in n-hexane acquired by automated FI-FT-IR resulted in errors of 
cross validation of <10% could be obtained by adopting different pre-processing strategies. The 
best results (<4% RRMSECV) were acquired using PLS2 and first derivative autoscaled spectra. 
Derivatisation enhanced the resolution of the acquired spectra, at the cost of much poorer signal-
to-noise ratio, and led to optimised models. This would indicate that for effective multivariate 
modelling, resolution between the similar infrared spectra of chemical species with closely related 
stnjctures is important. 
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Chapter Four 
Automated FI-FT-IR 
Analysis of Sucrose in 
Aqueous iViatrices 
'The brain is a wonderful organ; it starts working 
the moment you get up in the mornings and 
does not stop until you get to the office*. 
Robert Frost. 
Chapter Four. 
Automated FI-FT-IR analysis of sucrose in aqueous matrices. 
4.1 Introduction. 
Sucrose concentration is a frequently monitored parameter the production of soft drinks. The 
major analytical problem is the differentiation of the response of sucrose from that of the matrix. 
The most common solution is to provide selectivity by enzymatic conversion with either 
amperometric^* or spectrophotometries^' detection. These schemes however, require multi-
stage reactions to facilitate sucrose specific detection. FT-IR offers multivariate detection of the 
characteristic absorption patterns of organic molecules, therefore sucrose derivatisation is not 
required for direct detection. Ruz et al}^^^^ have spectrophotometrically determined glucose in 
alcoholic beverages by immobilised enzyme Fl with two internally coupled injection valves. This 
allowed two sample injections to be made simultaneously. One sample underwent enzymatic 
derivatisation and the obtained response was compared to that of the untreated sample. The 
difference between the two was specific to the enzyme substrate (the determinand). The 
application of this technique to the FI-FT-IR analysis of sucrose with immobilised p-
fructosidase*'^\ (Figure 4.1), allows the collection of a difference measurement which can be 
quantitated by univariate calibration. Sucrose was quantitated in this manner by automated FI-FT-
IR in a number of matrices of increasing complexity. In parallel to this, multivariate calibration of 
the spectra of the untreated samples was performed and the results of the two approaches 
compared. 
Sucrose P fructosidase a 0 Glucose |i D Fructose 
C12H22O11 * H2O CeHijOfi * C5H905(CH20H) 
F i g u r e 4 . 1 : E n z y m a t i c c l e a v a g e of s u c r o s e to a - g l u c o s e a n d p - f r u c t o s e b y f l - f r u c t o s i d a s e . 
This chapter describes the use of the considerable power of FI-FT-lR for the analysis of sucrose in 
aqueous matrices and compares two approaches. The first uses on-line enzyme sample treatment 
with univariate calibration, whilst the second uses multivariate calibration to facilitate the 
quantitation of sucrose from direct infrared analysis of the samples, negating the need for sample 
treatment. 
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4.2 Experimental. 
4.2.1 Reagents. 
Analytical grade reagents were used throughout unless otherwise stated, ^-fructosidase (EC 
3.2.1.26) was obtained from Boehringer Mannheim and immobilised onto aminopropylaled 
controlled pore glass (CPG) (mean pore diameter 1273 A, particle size 120/200 mesh) using 
glutaraldehyde (microscopic grade). Sucrose stock and calibration solutions (10. 20, 40, 60, 80, 
100 mM) were prepared by dissolving the appropriate amount of sucrose in distilled water. 
Acetate buffer (0.2 M) (used as a carrier solution for the flow injection manifold) was prepared 
from acetic acid in the same manner and buffered to pH 5.5, by addition of solid sodium 
hydroxide, in onjer to optimise enzyme performance. For the factorial design study, eight aqueous 
calibration standanjs were prepared as shown in Table 4.1. For the Box Behnken design study, 
twenty six aqueous calibration standards and eight aqueous calibration star-point standards were 
prepared as in Table 4.2. Three commercially available fruit juice drinks were analysed; orange 
juice, apple juice and a high energy sports drinks, Dreh und Trink. Samples were diluted 1:5 with 
distilled water for analysis. Calibration standanjs for the analysis of fruit juice samples were 
prepared by adding p-fructosidase immobilised on C P G to undiluted fruit juice drinks for at least 
24 hours in order to convert the sucrose samples to a-D-glucose and p-D-fructose. After filtration 
the four fruit juice matrices were spiked with sucrose to produce standanjs of 0, 20. 40, 60 and 80 
mM with the exception of Dreh und Trink for which only standards of 0, 20, 40. and 60 mM were 
prepared. In addition, the sucrose content of Dreh und Trink was determined using aqueous 
sucrose standards (2, 5. 10, 20. 40. 60, 80, 100 mM). 
T a b l e 4 . 1 : C a l i b r a t i o n s e t for the fac tor ia l d e s i g n s t u d y . 
s t a n d a r d S u c r o s e G l u c o s e F r u c t o s e 6 - g l u c o n o l a c t o n e 
(mM) (mM) (mM) (mM) 
1 100 30 3 0 30 
2 50 30 30 50 
3 10 30 5 0 30 
4 50 30 5 0 50 
5 50 50 30 30 
6 10 50 30 50 
7 50 50 5 0 30 
8 100 50 50 50 
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T a b l e 4.2 : C a l i b r a t i o n s e t for the B o x B e h n k e n d e s i g n s t u d y . 
s t a n d a r d S u c r o s e G l u c o s e F r u c t o s e S - g l u c o n o l a c t o n e 
(mM) (mM) (mM) (mM) 
1 100 100 102.5 102.5 
2 2 100 102.5 102.5 
3 100 5 102.5 102.5 
4 2 5 102 .5 102.5 
5 51 52 .5 2 0 0 2 0 0 
6 51 52 .5 200 5 
7 51 52 .5 5 2 0 0 
8 51 52 .5 5 5 
9 51 52 .5 102.5 102.5 
10 100 52 .5 102.5 2 0 0 
11 100 52 .5 102.5 5 
12 2 52 .5 102.5 2 0 0 
13 2 52 .5 102.5 5 
14 51 100 200 102.5 
15 51 100 5 102.5 
16 51 5 200 102.5 
17 51 5 5 102.5 
18 51 52 .5 102.5 102.5 
19 100 52 .5 2 0 0 102.5 
20 100 52 .5 5 102 .5 
21 2 52 .5 200 102.5 
2 2 2 52 .5 5 102.5 
2 3 51 100 102.5 2 0 0 
2 4 51 100 102.5 5 
2 5 51 5 102.5 2 0 0 
26 51 5 102.5 5 
27* 0 52 .5 102.5 102.5 
28" 149 52 .5 102.5 102.5 
29 ' 51 0 102.5 102.5 
30* 51 147.5 102.5 102.5 
31* 51 52 .5 0 102.5 
32* 51 52 .5 0 102.5 
33* 51 52 .5 102.5 0 
34* 51 52 .5 0 297 .5 
star point calibration standard. 
4.2.2 Enzyme Immobilisation. 
p-fructosidase was immobilised onto aminopropylated C P G by the glutaraldehyde method*^°^*. 200 
mg of aminopropylated C P G was activated by suspension in a 2.5% (v/v) aqueous solution of 
glutaraldehyde for 1 hour at room temperature under reduced pressure to remove air bubbles from 
the pores of the C P G . The solution was stirred every 15 minutes. The glutaraldehyde activated 
aminopropylated C P G was separated from the solution by decantation and thoroughly rinsed with 
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deionized water to remove excess glutaraldehyde. 10 mg of p-fructosidase was dissolved in 5 mL 
of deionized water and added to the activated aminopropylated C P G and enzyme coupling was 
allowed to take place for a minimum of 48 hours at 4°C. The enzyme coupled C P G was separated 
from the solution by decantation and rinsed thoroughly with deionized water. The enzyme coupled 
C P G was then loaded by a syringe into a glass tube (120 mm x 2 mm i.d.) so that half the tube 
was filled. The ends of the tube were sealed with cotton wool to ensure that none of the enzyme 
coupled C P G escaped into the flow injection manifold. 
4.2,3 Apparatus and Software. 
The Fl-FT-IR manifold (Figure 4.2) consisted of two peristaltic pumps (Ismatec Reglo for carrier 
flow and Delgada for sample flow) and two internally coupled injection valves (Rheodyne 5020) 
simultaneously operated by a mechanical actuator built in-house. An enzyme reactor made from 
glass tubing containing p-fructosidase immobilised onto C P G was placed between two 75 
sample loops as shown in Figure 4.2. For the investigation of the Box Behnken experimental 
design a new reactor made of P T F E . which produced less dispersion, was used and a new macro 
was written to acquire spectra of the samples from loops A and B over their entire Flagram 
response peaks. P T F E tubing of 0.5 mm i.d. was used for all flow lines that, when used with pump 
tubing of 0.76 mm i.d. (Tygon), resulted in a carrier flow rate of 1.88 mUmin. Pump tubing of 2.06 
mm i.d. (Tygon) was used for sample flow. A post enzyme reactor delay coil of 150 cm was used 
to ensure that no mixing took place between the two sample slugs after injection. All 
measurements were performed using a demountable liquid transmission cell with CaF2 windows of 
2 mm and 3 mm thickness, and a 25 ^m P T F E spacer. A Bruker IFS88 FT-IR spectrometer 
equipped with a nitrogen cooled mercury cadmium telluride (MCT) detector was used throughout. 
Initial data collection for the optimisation studies was perfonmed using time resolved software 
(Opus Chrom). Automated data collection was pertormed by a macro routine written within the 
Opus software, which utilised TTL signals to control external apparatus via a serial cable and 
custom built interface. All multivariate data analysis was carried out using Unscrambler v5.03 
(CAMO AS). 
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F i g u r e 4.2 : F I - F T - I R in te rna l ly c o u p l e d in jec t ion m a n i f o l d in a ) s a m p l e l o a d 
c o n f i g u r a t i o n , b) s a m p l e in ject c o n f i g u r a t i o n [ E R = e n z y m e r e a c t o r ) . 
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4.2.4 Procedures. 
Optimisation of FI-FT-IR manifold. 
All spectra were acquired at a resolution of 8 cm"\ A background spectrum of 144 co-added scans 
of the acetate buffer was acquired whilst being pumped through the FtA manifold at 1.88 mL/min. 
Using time resolved software, spectra of 16 co-added scans were continuously acquired every 1.4 
seconds and displayed as a three dimensional output (absorbance and wavenumber as a function 
of time) for the duration of the experiment. Additional graphical output was acquired by integrating 
the absorbance profile between 1184 and 970 cm"^ (absorbance was zeroed at 1195 cm"Y and 
plotting the integrated area as a function of time. A typical output (Flagram). obtained using the 
above procedure is shown in Figure 4.3. 
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Response of sanpte bop B 
° S 8 £ 8 ? 3 ? s s g ^ g s g s § g g I 
Time (s) 
s ? S s 
F i g u r e 4.3 : F l a g r a m of three repeat d o u b l e I n j e c t i o n s of a n 80 m M s u c r o s e s t a n d a r d . 
When both injection valves were simultaneously actuated to the inject position as shown in Figure 
4.2b, sample from loop A was transported directly to the detector, and sample from loop B was 
transported to the detector via the enzyme reactor. Each injected sample (loops A and B) was 
detected as a pair of sequential peaks and each point on the Flagram response curve in Figure 4.3 
represents a spectrum of 16 scans that could be extracted via Opus and co-added with others. 
Hence, the signal-lo-noise ratio could be enhanced by co-adding n individual 16 scan spectra lo 
produce a single spectrum of ^6n scans. Thus, slices of the Flagram peaks could be selected and 
directly imported into a spreadsheet for data analysis. Subtraction of the spectrum obtained from 
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loop B from that of loop A produced a difference spectrum that was characteristic of sucrose and 
devoid of matrix interferences. However, as the sample from loop B passed through the manifold 
via the enzyme reactor, it underwent increased axial dispersion. This led to the mass of sucrose in 
an equal number of co-added scans extracted from the first and second Flagram peaks not being 
equivalent. Therefore, a factor was calculated to correct for the difference in dispersion between 
the two. This was calculated by integrating the negative acetate peak between 1458 cm'^ and 
1361 cm'^ (where there is no contribution to absorbance from the sugars), with a horizontal 
baseline extended from 1182 cm"^ on the spectra of both the converted and unconverted sucrose 
samples. The ratio of the two integrated values was then used to con-ect one of the spectra for 
dispersion. 
Automated FI-FT-IR. 
For automated data collection a macro program was initiated and samples introduced to the Fl 
manifold automatically. Standards and samples were manually changed as required. Spectral 
subtraction was carried out by the macro routine utilising predetermined dispersion coefficients. 
Resultant difference spectra were stored in predefined experimental directories and imported into 
either a spreadsheet or Unscrambler for data analysis. A number of macro routines were written 
to enable different numbers of scans to be acquired over the sample response peak of the 
Flagram. The duration of spectral acquisition with 400 scans allowed the macro to simply collect 
two successive spectra upon injection, however with fewer scans, time delays were required for 
synchronisation of sample residence in the flow cell and data acquisition. A 400 scan macro was 
used for the factorial design study. For the Box Behnken design study and the analysis of fruit 
juice matrices the number of scans co-added were 170 for loop A and 220 for loop B. Triplicate 
injections of each standard were earned out and univariate calibrations performed. A mean 
spectrum for loop A was calculated from triplicate injections and used to calibrate sucrose using 
the P L S 1 algorithm with full set random cross validation. 
Multivariate data analysis. 
The partial least squares 1 {PLS 1) algorithm*^"* was used throughout this wort; for calibrating 
infrared spectra acquired by FI-FT-IR. Cross validation of multivariate models was necessary to 
ensure that intra- and inter-predictions were as effective as possible and that a minimum of error 
was produced. 
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4.3 Results and Discussion. 
4.3.1 Optimisation of FI-FT-//? manifold. 
Figure 4.4 shows the infrared spectra of the samples from loops A and B and the resultant 
difference spectra obtained from spectra of 144 (9 co-added 16 scan spectra) co-added scans. 
Sucrose was quantified acconding to peak to trough A absorbance measurements. An examination 
of Figure 4.4 shows that the spectral subtraction method with correction for dispersion was able to 
background correct for absorption due to the acetate buffer (1360 - 1600 cm Y Correction factors 
for dispersion were found to be dependent on the number of co-added scans, values for which are 
given in Table 4.3. Hence it was possible to eliminate matrix absorbances and use spectral 
information in the resultant difference spectra to quantify sucrose. 
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a n d their d i f f e r e n c e s p e c t r u m c o r r e c t e d for d i s p e r s i o n . 
T a b l e 4 .3 : D i s p e r s i o n f a c t o r s c a l c u l a t e d for e x t r a c t e d 
s p e c t r a of d i f ferent n u m b e r s of c o - a d d e d s c a n s . 
N u m b e r of C o - A d d e d S c a n s D i s p e r s i o n F a c t o r 
4 0 0 0 .946 
144 1.356 
96 1.502 
48 1.619 
16 1.617 
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The flow injection manifold had been pre-optimised with respect to flow rate and sample loop 
volume*^'. In order to maximise sensitivity, two additional parameters were defined. These were 
the selection of wavelengths for calibration and the effect of the number of co-added scans and 
were optimised in terms of their effect on the squared product moment correlation coefficient of a 
linear calibration series. Figure 4.4 shows that 1034 cm"^ was the only acceptable condiiion (in 
terms of sensitivity) for selection of a spectral trough. Three options for selection of a peak 
existed : 998 cm"\ 1056 cm*^ and 1137 cm V From Figure 4.5 it can be seen that below 144 
scans, poor signal-to-noise ratios result in medium to poor quality calibration for the A absorbance 
measurements made between 1034 and 1137 c m ' \ 
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F i g u r e 4 .5 : E f f e c t of w a v e l e n g t h s e l e c t i o n a n d n o . o f a c c u m u l a t e d s c a n s in c a l i b r a t i o n 
of s u c r o s e s t a n d a r d s (10 - 1 0 0 mM) o n qual i ty of r e g r e s s i o n coe f f i c ien t . 
In order to determine the optimum number of scans to be co-added, the difference in absorption 
units between 1034 cm"' and 998 cm"' was investigated as a function of sucrose concentration and 
the number of co-added scans. The results (Figure 4.6) indicated that 144 co-added scans gave 
acceptable sensitivity with a high correlation coefficient. Statistics for all calibrations are given in 
Table 4.4. Calibrations based on lower numbers of co-added scans gave higher sensitivities but 
there was a tendency for the signal-to-noise ratio to degrade which led to a high mean relative 
standard deviation (RSD) of absorbance for individual standards. 
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T a b l e 4.4 : E f f e c t of the n u m b e r of c o - a d d e d s c a n s o n the un ivar ia te 
c a l i b r a t i o n of a q u e o u s s u c r o s e s t a n d a r d s (10 - 1 0 0 m M ) . 
No . of c o - a d d e d S e n s i t i v i t y In te rcept C o r r e l a t i o n 
s c a n s ( m A U / m M ) ( m A U ) coe f f i c i en t 
4 0 0 0.20 -0 .60 0 .997 
144 0.37 -1 .3 0 .998 
96 0.42 -2.0 0 .998 
48 0.44 -1.7 0 .997 
16 0.44 -2.0 0.997 
4.3.2 Comparison of manual and automated procedures for the determination of sucrose. 
Using the manual FI-FT-IR manifold, high RSDs for the low concentration sucrose standards 
(15.1% for 10 mM) were observed. These have been attributed to the operation of the manual 
flow injection manifold and the subjective nature of the post experimental data extraction process, 
that is, the number of co-added scans being manually extracted from Flagram peaks may not 
have been reproducible. Hence, a more objective approach using automation was deemed 
desirable. A schematic of the general form of the macro is shown in Figure 4.7. 
115 
SMtcft miBMn vtfrt u> load poscjon 
Fkjsh sanvlebiDtorOwocnds 
S a n came punv 
FtMA rantUd tor 30 uconds 
s u n tojine loop 
CtUta M a T o u n d specffim 
a a n u n r i e puirp 
Rf sampiB loops 
Stop tWFpte (xmp 
pBUMtc 1 secoid 
S«tcniniccton vw«5 to loed poMcn 
Coaed em spectrum<* 400 scam 
Coded lecond tpecmxn d 400 scans 
SuttraeJ second spectrum from firsnpoetrum 
(Alowtng (cr dsperskn fador) 
S«itcMniection vBNcs to load pouaon 
Repeal reamo loop 4 times 
aopcairtc»pi*Tp 
Endanalysa 
F i g u r e 4.7 : S c h e m a t i c of m a c r o r o u t i n e for a u t o m a t e d a n a l y s i s . 
The con-elation coefficient of 0.995 for 400 co-added scans acquired by automated FI-FT-IR 
analysis, indicated that the single spectrum reconjing approach was equivalent to that of the time 
resolved software where a con-elation coefficient of 0.997 was obtained. Similarly, a calibration 
sensitivity of 0.17 mAU/mM obtained from the automated analysis of sucrose was equivalent to 
the figure of 0.20 mAU/mM obtained in the initial study by time resolved software. Reducing the 
number of scans to 144 and introducing time delays into the macro to acquire spectra of the 
samples as they passed through the sample cell increased the sensitivity from 0.17 to 0.48 
mAU/mM and gave an equivalent regression coefHcient of 0.995. The intercept rose from -0.13 to 
3.5 mAU. A maximum individual standard RSD of 3.6% (n=3) indicated that decreasing the 
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number of scans co-added increased the sensitivity and appreciably limited the amount of 
deviation in the analytical signal. Table 4.5 shows the figures of merit for the automated Fl 
manifold. In addition, the use of an automated manifold to record IR spectra resulted in 
considerable savings in computer hard disk space. 
T a b l e 4.5 : F i g u r e s of mer i t for a u t o m a t e d F I - F T 4 R 
d e t e r m i n a t i o n of s u c r o s e by c o - a d d i n g 144 s c a n s . 
P a r a m e t e r V a l u e 
S a m p l e throughput 40 h ' 
Linear R a n g e 1 0 - 1 0 0 mM S u c r o s e 
Limit of Detection 
(3 S D s oi r esponse of 10 mM S u c r o s e ) 4 .6 m M S u c r o s e 
R S D (10 mM S u c r o s e ) 11 .9% (n=3) 
R S D (100 m M S u c r o s e ) 0 1 3 % (n=3) 
4.3.3 Comparison of univariate and multivariate calibration procedures for the 
determination of sucrose in synttietic matrices. 
The univariate calibration of sucrose in the factorially designed matrix using enzymatic conversion 
resulted in a sensitivity of 0.20 mAU/mM, an intercept of 2.19 mAU. and a regression coefficient of 
0.995. The calibration plot is shown in Figure 4.8 and the analytical results shown in Table 4.6. 
These results were comparable to those obtained with the automated analysis of aqueous sucrose 
standards (using 400 co-added scans). An RMSEP of 2.5 mM sucrose and an R R M S E P of 4.8% 
was calculated for the above linear calibration model. The results indicated that the univariate 
enzymatic analysis was capable of analysing sucrose even in moderately complex matrices. 
30 <0 90 60 
inniul/L Sui:m^ic 
F i g u r e 4.8 : Un iva r ia te c a l i b r a t i o n of fac tor ia l d e s i g n s t u d y . 
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Table 4.6 : A absorbance results between 998 and 1034 cm"' for the factorial design study. 
Sucrose Concentration Mean A Absorbance RSD 
Standard (mM| (mAU) (%) 
1 100 21.5 1.9 
2 50 12.7 0.1 
3 10 3.5 11.9 
4 50 11.B 6.5 
5 50 12.1 5.2 
6 10 4.1 1.9 
7 50 12.4 5.4 
8 100 21.4 0.5 
A potentially more powerful technique for single and multi-analyte deternntnations is mullivariale 
statistics, coupled with the high information output of multivariate response detectors such a s F T -
IR. All calibration models for the determination of sucrose in the synthetic sugar matrices were 
developed using the Unscrambler P L S 1 algorithm with the optimal dimensionality being defined 
as the local minimum of the P R E S S relative to the number of factors included. The results of this, 
expressed a s R R M S E C V s are given in Table 4.7. 
Table 4.7 : Data pre-processing for factorial design calibration set. 
Wavenumber range No. of factors RMSECV RRMSECV 
Pre - processing (cm-^ ) (mM Sucrose) (%) 
None 1500.35 - 948.81 3 6.0 11.4 
Mean centring (MC) 1500.35 - 948.81 2 5.4 10.4 
MO and autoscaling 1500.35 - 948.81 3 8.9 17.0 
MC and normalisation 1500.35 - 948.81 1 26.6 50.7 
MC and first derivative 1496.49-948.81 2 5.1 9.6 
MC and second derivative 1492.63 - 948.81 4 9.2 17.6 
The effect of pre-processing the raw experimental data in the development of the P L S 1 model is 
a lso shown in Table 4.7. Mean centring the data (the subtraction of the mean variable value from 
each of the variable va lues) is slightly beneficial to the intra-prediction of sucrose. Origin centring 
the data is only beneficial where a strictly linear relationship with no offset exists. Autoscaling the 
data has the effect of setting all variables to equal variance by dividing their mean centred values 
by their standanj deviation across a calibration set. Th is operation proved detrimental to the 
quality of the model a s did normalising the data. Derivatising spectra can lead to enhanced 
resolution with a trade off in signal-to-noise ratio. The first derivative provides the best model 
from the data set, whilst the second derivative degrades the signal-to-noise ratio to the point where 
the model cannot differentiate between noise and analytical signal. Examining the B-coefficients 
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(regression cx»efficients) for the models using mean centring (Figure 4.9) and first derivative 
(Figure 4.10) a s pre-processing techniques, indicated that only certain variables within the given 
spectral window were important to the model. 
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Figure 4.9 : B-coefficlents (or PLS 1 model using mean centring on experimental data from factorial design study. 
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Figure 4.10 : B-coeffictents for PLS 1 model using mean centring and 
first derivative on experimental data from factorial design study. 
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Therefore, the spectral window w a s reduced to 1191.79 - 948.81 cm'^ and with mean centring, an 
R R M S E C V of 8.6% was obtained from a 2 factor P L S 1 model compared with an R R M S E P of 4.8 
% obtained from the univariate calibration. Both error estimates are directly comparable a s they 
are relative enrors of calibration. The higher degree of error with the P L S 1 model was a function 
of the limited calibration set s ize . 
T h e P L S 1 algorithm maximises covar iance between the spectral scores and analyte response 
that somet imes leads to loadings approximating to the pure analyte spectrum. In this instance, 
one would expect only one factor to be required in the model a s only one analyte is being 
calibrated. Yet the optimal model dimensionality w a s estimated to be 2. This can be rationalised 
through examination of the loading vectors of the first two factors a s shown in Figure 4.11. The 
first factor that accounts for 96 % of the variance in the data set approximated to an infrared 
spectrum of sucrose in acetate buffer (Figure 4.4). Therefore, the change in intensity of sucrose 
absorbance bands is being correlated to changes in sucrose concentration. 
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Figure 4.11: Loading vectors of first two PLS1 factors as a (unction of wavenumber. 
An examination of the scores plot for the first factor (Figure 4.12) revealed a linear relationship 
between spectral score and sucrose concentration. This indicated that the P L S 1 algorithm was 
successful ly extracting the spectral information that was relevant to sucrose concentration. 
However, it is intuitive to examine the variations and relationships between the calibration 
standards. A plot of the s c o r e s of the second factor against those of the first factor (Figure 4.13) 
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studied with reference to the calibration design (Table 4.1), revealed that the first factor was 
describing the variation in sucrose concentration, whilst the second factor was describing the 
variation of the concentration of the interferents. Standards with high mean levels of interferents 
(standards 1,2.3 and 5) have high scores in the second factor, and those with low mean levels 
(standards 4,6.7 and 8) have low scores . This discrimination between standards according to the 
relationship between factors 1 and 2, supports the proposition that the loading vector of factor 2 is 
a function of co-var iance between the concentrations of sucrose and the interferents. The 
relatively high degree of error w a s attributed to the low intensity of the observed signals and to the 
limited size of the calibration set. 
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Figure 4.12 : PLS 1 scores plot of factor 1 from model using 
mean centring on experimental data from factorial design study. 
The univariate calibration of sucrose in the Box Behnken designed data set using enzymatic 
conversion (Figure 4.14) resulted in a sensitivity of 0.86 mAU/mM, an intercept of 24.6 mAU, and 
a regression coefficient of 0.52. Prediction en-ors are given in Table 4.8. The univariate approach 
within this more comprehensive interference study was therefore ineffective. T h e high R R M S E P 
of 64.1 % indicates that the enzyme specific difference spectmm technique failed. E n z y m e 
performance w a s thought to have degraded and highlights one of the failings of using immobilised 
e n z y m e s in chemical analysis. 
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Figure 4.13 : PLS 1 scores of factor 2 versus factor 1 from model using 
mean centring on experimental data from factorial design study. 
The application of the P L S 1 algorithm to the Box Behnken designed calibration set led to the 
results in Table 4.9 which also descr ibes model development. A s with the factorial design study 
the most effective models were produced by mean centring the spectral data and taking the first 
derivative. Examination of the B-coefficients of these models (Figures 4.15 and 4.16) revealed 
that only the model developed from mean centred data would benefit from spectral reduction. 
However, this did not enhance the predictive capability of the model. Hence, the lowest 
R R M S E C V achieved was 11.0 % as indicated in Table 4.10. 
20 6 0 8 0 1 0 0 
mmul/L S'uciusv 
1 2 0 1^0 
Figure 4.14 : Univariate calibration of Box Behnken design study. 
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Table 4.8 : Prediction errors for univariate calibration of Box Behnken design study. 
Measure of Prediction Error Result 
RMSEP 33.6 mM Sucrose 
RRMSEP 64.1 % 
Table 4.9 : PLS 1 model development in Box Behnken design study. 
Pre • processing 
Wavenumber range 
(cm') 
No. of factors RMSECV 
(mM Sucrose) 
RRMSECV 
(%) 
None 1400.07 - 944.95 3 9.3 17.9 
Mean centring (MC) 1400.07 - 944.95 4 6.3 11.9 
MC and autoscaling 1400.07 - 944.95 4 6.6 12.7 
MC and normalisation 1400.07 - 944.95 1 19.7 37.7 
MC and first derivative 1396.21 -944.95 5 5.7 11.0 
MC and second derivative 1392.35 - 944.95 4 8.456 16.3 
MC with spectral reduction 1172.51 -944.95 3 7.0 13.3 
Plotting the s c o r e s of the first two factors (Figure 4.17) revealed a classification similar to that 
found in the first complex study. The first factor accounts for variability in sucrose concentration 
(38 % of total var iance) a s indicated by the alignment of the standards. This indicates that again 
the P L S 1 algorithm has extracted spectral information relevant to sucrose and utilised this in the 
calibration procedure. 
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Figure 4.15 : B-coefficients for PLS 1 model using mean centring 
on experimental data from Box Behnken design study. 
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Figure 4.16 : B-coefficients for PLS 1 model using mean centring and first 
derivative on experimental data from the Box Behnken design study. 
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Figure 4.17 : PLS 1 scores of factor 1 versus factor 2 for model based on 
mean centred, first derivitised data from Box Behnken design study. 
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4.3.4 Comparison of univariate and multivariate calibration procedures for the 
determination of sucrose in fruit juices. 
The enzymatic analysis of the fruit juice matrix standards resulted in the calibration statistics 
shown in Table 4.10. With the exception of the orange juice, the calibration parameters were 
comparable for all fnjit ju ices. Examination of the calibration plot for the orange juice showed the 
60 mM standard to be an outlier for either preparation or response reasons. Re-calibration without 
the 60 mM standard led to a correlation coefficient of 0.996. a slope of 0.46 mAU/mM, an intercept 
of 1.2 m A U and an R R M S E P of 13.2%. 
Table 4.10 : Effect of fruit juice matrices on tfie univariate calibration of sucrose standards (10 - 80 mM). 
Drink Correlation Sensitivity Intercept RMSEP RRMSEP 
Coefficient (mAU/mM) (mAU) (mM Sucrose) (%) 
Red Bull 0.996 0.45 2.41 3.3 8.1 
Apple Juice 0.998 051 0.78 1.7 4.3 
Orange Juice 0.984 0.48 1.2 12.5 31.2 
Dreh und Trink 0.995 0.47 1.96 2.5 8.4 
Figure 4.18 shows the infrared spectra of a 40 mM sucrose standard in each of the four fruit 
matrices. Although each fruit juice matrix has a slightly different absorption proHle, the inherent 
selectivity of the enzymatic analysis produced identical difference spectra for the orange juice, 
apple juice or Dreh und Trink as shown in Figure 4.19. 
007 
0.06 
0.05 
s 
< 
004 
c 
a 
H 
c 
0.03 
< 
0.02 
001 
Red Bull •Grange Ju'ce - .-o- Appte Juice • --x -- DetiundTr'nk 
Wavenumber 
Figure 4.18 : Spectra acquired from loop A o( four fruit juice samples. 
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Figure 4.19 : Difference spectra of four fruit juice samples, all having an identical absorbance profile. 
The absorbance profile of the difference spectra was also identical to those obtained for the 
aqueous sucrose standards shown in Figure 4.4 and hence the technique was universally specific 
for sucrose. The sucrose content of the three fruit juices w a s determined and the results, allowing 
for dilution of the injected sample , are shown in Table 4.11. In addition, the sucrose content of the 
Dreh und Trink sample was determined to be 181.7 mM using a series of aqueous sucrose 
standards, which represented a positive bias of 2 .4% when compared to the result obtained via the 
fruit juice matrix standards (Table 4.11). This indicated that the enzymatic analysis using both 
types of calibration standard resulted in good accuracy. A linear calibration of 0.999, sensitivity of 
0.49 mAU/mM and an R R M S E P of 5.6% were observed for the aqueous standards. 
Table 4.11 : Comparison of predicted sucrose content of fruit juices 
determined by enzymatic analysis with univariate and PLS 1 calibration. 
Fruit Juice 
Predicted Sucrose Content (mM) 
Difference 
(%) 
Enzymatic analysis and univariate calibration PLS 1 calibration 
Red Bull 263.7 358.9 36.1 
Apple juice 21.4 21.8 1.9 
Orange juice 188.3 170.9 5.6 
Dreh und Trink 177.4 169.6 4.6 
The application of the P L S 1 algorithm to the fruit juice matrix standards for each fruit juice, 
produced models which were developed according to the s a m e criterion as in the interference 
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studies, where various types of pre-processing were applied, and variables observed in the B-
coefficient plots to be unimportant for the model were removed. The 6 0 mM sucrose standard 
from the orange juice training set w a s observed to be an outlier early in the modelling process 
through examination of the scores plot of the first factor of the model produced with no pre-
processing. Th is standard was therefore removed from all subsequent calibrations. The four 
models used to predict the sucrose content of the fruit juice samples are listed in Table 4.12. 
T h e s e models represent those that returned the lowest R R M S E C V values with suitable pre-
processing. 
All models developed for the calibration of the remaining fruit juices required the absorbance 
matrix to be derivitised at least once. This would indicate that further enhancement of the 
resolution of the spectral data was required to model sucrose concentration effectively even with 
the associated depreciation in the signal-to-noise ratio. All models benefited from a reduction in 
the magnitude of the spectral window. T h e predictions of the samples are given in Table 4.11. A 
comparison of the predictions of the sucrose content of the various fruit ju ices , by enzymatic 
determination with univariate calibration and by P L S 1 calibration show that in all instances the 
differences were less than 6%. T h e results indicate good agreement between the two calibration 
procedures. 
Table 4.12 : Summary of best PLS 1 models for fruit juice calibrations using sucrose spiked samples. 
Fruit Juice Pre - processing Wavenumber range No. of RMSECV 
RRMSECV 
(cm') factors (mM Sucrose) (%) 
Red Bull MC with spectral reduction 1153.22 - 944.95 2 0.9 2.4 
MC.eOmM standard 
Orange juice removed, first derivative with 1180.22 - 944.95 2 0.9 3.4 
sf^tral reduction 
Dreh und Trink MC. first derivative with 1180.22-944.95 1 0.4 1.3 
spectral reduction 
Apple juice MC, second derivative with 1199.51 -944.95 1 2.4 6.1 
spectral reduction 
4.4 C o n c l u s i o n s . 
The internally coupled double injection system with the enzyme reactor has a number of merits 
that distinguish it from existing techniques: the reacted and unreacted sample can be measured by 
injecting only once, and both sample spectra are acquired within a short time that reduces the 
influence of a possible baseline drift. It has the added advantage that due to the acquisition of a 
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difference measurement, matrix absorbances are negated and the described approach is 
potentially applicable as a universal analytical technique. Simple univariate calibrations are 
possible with aqueous standards, but the technique is potentially restricted to those c i rcumstances 
where chemical and physical enzyme inhibitors are absent. Hence, it is unlikely that an enzyme 
based F I - F T - I R system could be used for on-line process monitoring. An approach more suited to 
process environments would be the application of multivariate data analysis. However, this 
technique, though l e s s sensitive to the chemical and physical constitution of the sample , does 
require standanjs that are representative of the matrix. Both approaches have been shown to 
produce similar errors of prediction; however, multivariate data analysis does facilitate a more 
investigative approach and is more eff icacious in converting data into useful information. 
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Chapter Five 
FI-FT-IR Monitoring of 
tlie Synthesis of 
Sodium Giycinate in Water 
'Patience is a virtue that some of us possess, 
it helps us lit our troubles and leads us to success*. 
iMcCormack's Maxim (1996). 
Chapter 5. 
FI-FT-IR monitoring of the synthesis of sodium glyclnate in water. 
5.1 In t roduct ion . 
In Chapter 3 an automated F l manifold was described for the determination of binary, tertiary and 
quaternary mixtures of toluene, ethyl benzene and o-xylene in n-hexane. In Chapter 4 an 
automated manifold for the on-line derivatisation and determination of sucrose in aqueous 
matrices w a s described. The results showed that F I - F T - I R w a s capable of reproducible ana lyses 
using either an off-line or an at-line approach. Th is chapter descr ibes the application of 
continuous flow F T - I R and automated F I - F T - I R for the on-line monitoring of a saponification 
reaction in water. The potential benefits of using automated F I - F T - I R for on-line reaction 
monitoring are: 
• reproducible ana lyses . 
• small sample volume requirements. 
• enhanced reaction mechanism information over G C or L C methods. 
• more positive analyte identification over G C or L C methods. 
• increased sampling frequency. 
The reaction chosen for this study w a s selected to meet the following pre-defined criteria: a room 
temperature reaction, a one stage synthesis, carried out in an aqueous matrix and that all 
reactants, intermediates and products were to be soluble in the reaction matrix. The reaction 
selected w a s the saponification of glycine ethyl ester hydrochloride by sodium hydroxide to form 
sodium glycinate: 
CIH3N*CH2COOC2H5 + NaOH H j IMCHzCOONa* 
Three approaches to quantitation were investigated: i) continuous flow analysis using F lagrams 
and univariate calibration, ii) continuous flow analysis using multivariate calibration, and iii) 
automated F I - F T - I R using univariate calibration. Additional semi-quantitative information was 
acquired from real time Gram-Schmidt chromatograms*^^"', these being non-frequency selective 
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total* IR chromatograms (similar to a G C - F I D trace or a G C - M S total ion chromatogram). Unlike 
F lagrams where specif ic spectral windows are used to construct a time/concentration dependant 
response curve, Gram-Schmidt chromatograms monitor changes in intensity and shape of the 
entire interferogram. They are constructed on the basis that spectral information contained in a 
single absorption band is distributed over the entire width of the corresponding interferogram. 
Identifying changes in the interferogram over time is not easy a s most spectral information 
contained in the "wings' of the interferogram is increasingly attenuated and 'damped' with longer 
retanjation (damping being strong for broad bands and weak for narrow bands). The centreburst 
(where retardation=0 and therefore spectral information is undamped and unattenuated) cannot be 
used effectively for monitoring changes in the interferogram a s all frequencies from the broad 
band MIR source will interfere constructively at this point. Therefore monitoring spectral changes 
is almost impossible against such a large background signal. Therefore, Gram-Schmidt 
chromatograms are calculated from the entire interferogram using a multivariate approach. 
A reference set of M interferograms is acquired of the background signal (in this instance, water). 
N points are extracted from e a c h reference interferogram and treated a s an n-dimensional vector 
f n , and used to construct a set of M<N orthonormal basis vectors b p . T h e basis vectors define a 
hyperspace which represents the background conditions. During subsequent sample 
presentations, identical interferogram segments of N points are acquired and used to define a 
sample vector s which is projected onto an orthonormal set of basis vectors to form a new vector 
p which represents that part of s due to the background. The difference between s and p is 
therefore deviation from the background and constitutes a chromatographic point. Figure 5.1 
illustrates this concept using two basis vectors. 
Figure 6.1: Gram-Schmidt chromatogram calculation perfomied on two basis vectors (b, and bj); sample vector (s) 
and projection of s onto basis vectors (p). The magnitude of the vector difference (s-p) is the Gram-Schmidt trace. 
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5.2 E x p e r i m e n t a l . 
5.2.1 Reagents. 
The starting material w a s glycine ethyl ester hydrochloride (98% purily)(Fluka). The reaction 
solvent w a s 60 mL Milli-0 water. The reaction was initiated by the addition of solid N a O H (98% 
purity - Ana laR) (BDH) . The product w a s the sodium salt of glycine (98% purity)(Sigma). 
5 - 2 . 2 Calibration standards. 
A univariate calibration set for glycine ethyl ester hydrochloride was prepared by dissolving the 
desired m a s s in 50 m L of Milli-Q water to produce five standards in the range 0-4% m/v. A two 
component simplex design was used to produce a multivariate calibration set for the prediction of 
glycine ethyl ester hydrochloride and sodium glycinate in the range 0-2.5% m/v. This w a s 
designed to mimic the spectral changes that would occur during the reaction. The concentrations 
of both spec ies in each standard (corrected for purity) are shown in Table 5.1. 
Table 5.1: Simplex design for two component mixture of glycine ethyl ester hydrochloride and sodium glycinate. 
Glycine ethyl Sodium 
Standard ester hydrochloride glycinate 
(% m/v) (% m^) 
1 2.466 0.0 
2 1.860 0.428 
3 1.228 0.859 
4 0.615 1.282 
5 0.0 1.720 
S.2.3 Apparatus and software. 
The F l manifold (Figure 3.1) consisted of two peristaltic pumps ( Ismatec Mini-S 820 for sample 
flow and Gi lson Minipuls for carrier flow) and a low pressure injection valve (Rheodyne 5020) 
operated manually or automatically (Universal valve switching module). Pump tubing of 1.3 mm 
i d. tubing ( Ismatec Viton) w a s used for sample and carrier flow. P T F E tubing of 0.8 mm i.d. w a s 
used for all flow lines. T h e Fourier transform mid-infrared spectrometer (Bruker I F S - 6 6 ) w a s 
described in section 3.2.2. A flow through transmittance cell (Graseby S p e c a c ) equipped with K B r 
windows and 0.1 mm P T F E spacer w a s used to present the sample to the spectrometer. 
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Spectra were acquired using the instrument operating software (Bruker O P U S / I R - 2 extended 
analytical package) with additional application packages (Bruker O P U S / C H R O M chromatographic 
coupling package and O P U S / 3 D data processing package) required for monitoring s a m p l e s 
introduced via the F l manifold. All O P U S packages were run under a P C (Dell 486D/33) operating 
system (IBM O S / 2 ) . Post experimental data processing w a s performed using O P U S / I R - 2 . a 
spreadsheet (Microsoft E x c e l v7.0) and a multivariate data analysis package (Camo Unscrambler 
v6.1). Automation routines were written within O P U S / I R - 2 and external apparatus control w a s 
performed via T T L signals sent from the spectrometer via a custom built interface. The 
automated control system w a s a s illustrated in Figure 3.2. 
For automated data collection a macro program was initiated and samples introduced to the F l 
manifold automatically. T h e macro (Table 3.3) w a s used to control external apparatus where the 
'set bit' (Sbx) command was used to switch T T L lines to OV or +5V according to the device 
required (Table 3.4). The carrier pump, sample pump and injection valve were switched on and off 
via an in house built T T L to mains converter A direct T T L signal was used to actuate the valve 
from the load to inject position during an analysis. 
5 . 2 . 4 Procedures. 
Reaction monitoring by continuous flow analysis. 
W h e n using continuous flow analysts the reaction matrix / standards were introduced a s carrier, 
thus bypassing the sample loop in the F l manifold. 2g of glycine ethyl ester hydrochloride w a s 
dissolved in 60 m L of the reaction solvent in a 100 m L g lass reaction vesse l . The reaction matrix 
w a s agitated by a magnetic stirrer. A background spectrum (50 co-added scans) w a s acquired by 
pumping water at a flow rate of 0.5 m L min'^ (optimised flow rate established in section 3.3.12) 
through the manifold; this w a s used throughout the experiment. The sample introduction line was 
then removed from the water standard and placed in the reaction matrix. Opus/Chrom w a s set-up 
to acquire s u c c e s s i v e spectra of 50 co-added s c a n s and to provide a real time F lagram by 
monitoring the maximum peak height between 1890.3 and 1733.3 cm'* and a real time G r a m -
Schmidt chromatogram (base vectors=20; offset in points=20; s ize in points=30). Reaction 
monitoring w a s initiated by simultaneously starting Opus /Chrom and the peristaltic pump. O n c e 
the F lagram indicated that the reaction matrix was passing through the flow cell ( -130 s ) 1g of 
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solid NaOH was added and the reaction monitored until completion (-600 s). A further 3 reactions 
were monitored using 1 .Og of glycine ethyl ester hydrochloride and -0.5g of solid NaOH. 
Multivariate calibration of reaction matrix. 
The five standards in Table 5.1 were introduced to the Fl manifold as described above. Triplicate 
measurements of each standard were made and a mean spectmm calculated. Reaction 
monitoring (I.Og of glycine ethyl ester hydrochloride; 0.5g of solid NaOH) was performed as 
described above with post experimental data analysis being performed to extract individual 50 
scan spectra every 15 s. All data was collated and imported into Unscrambler for multivariate 
calibration. 
Reaction monitoring by automated FI-FT-IR, 
For automated measurements the macro was designed so that upon injection of the sample into 
the carrier stream at a flow rate of 2 mL min'\ there would be a delay of 10 seconds before a 
spectrum of 50 co-added scans was acquired and integrated. This enabled a spectrum of 
optimum signal-to-noise ratio (see section 3.3.5) to be acquired whilst the central portion of the 
injected sample passed through the flow cell. To determine the time delay required before sample 
injection, five repeat injections of a 4% m/v glycine ethyl ester hydrochloride standard were 
performed using the procedure for optimisation of the manifold (Chapter 3). The time delay was 
estimated using post experimental time resolved software. Triplicate measurements were made 
of each standard for univariate data analysis. Reaction monitoring (2.5g ester; 2.37g solid NaOH) 
was perfomied by circulating the reaction matrix through the sample loop in the load configuration 
and adding the solid NaOH upon initialisation of the automation macro. 
5.3 Results and discussion. 
Initial reaction work was carried out in a butanol/ethanoic acid/water matrix (60:15:25% v/v). Due 
to the acidic nature of the reaction matrix, it was decided on grounds of safety not to use the ZnSe 
ATR flow cell in the Fl manifold. This was therefore replaced with the micro transmission flow cell 
described in Chapter 3. The optical discs (CaFz) were separated by a Pb spacer. The cell was 
found to leak when the above reaction matrix was passed through it. Examination by a light 
microscope revealed that the Pb surface had been acid etched and was the source of the leaks. 
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P T F E spacers are not available for the micro transmission flow cell as they do not provide an 
adequate seal between the optical discs. A standard size transmission flow cell was purchased 
with P T F E liners and spacers and used for all subsequent experiments. It was later found that the 
reaction ran more efHciently in 100% v/v water and therefore negated the need for the standard 
size transmission flow cell. However, this cell was found to be far superior in ease of use in 
comparison to the micro transmission flow cell. 
5.3.1 FT-IR spectral analysis. 
Figures 5.2 shows the FT-IR spectral analysis of solid samples of glycine ethyl ester hydrochloride 
and sodium glycinate as KBr discs. Both spectra show distinct absorption patterns in the spectral 
window 1100-1800 cm'V Whilst the two species may be differentiated qualitatively, overlapping 
absorption peaks make univariate calibration difficult. Similarly for the spectral window 2500-3700 
cm"' where univariate calibration is difficult due to spectrally unresolved peaks. The main features 
for the glycine ethyl ester hydrochloride spectrum were the v(C=0) and v(C-O) peaks at 1747 and 
1248 cm"' respectively. For the sodium glycinate spectrum, the main features were: v(C-O') anti-
symmetrical at 1564 cm"^ and v(C-0*) symmetrical at 1495 and 1426 c m ' \ Both spectra show low 
level detail for v(N-H) (3500-3100 cm'') and v(C-H) (3100-2700 cm"'). 
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Figure 5.2 : Spectra of glycine ethyl ester hydrochloride and sodium glycinate as 
solids (2 mg) in potassium bromide discs (200 mg). Sodium glycinate spectrum is offset. 
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The FT-IR spectra of 4% m/v aqueous solutions of glycine ethyl ester hydrochloride and sodium 
glycinate (background corrected against 100% v/v water) are shown in Figure 5.3. These solution 
spectra show decreased detail in the 2000-600 cm'^ window when compared with the KBr spectra 
shown in Figure 5.2. Both species exhibit (C-H) and (N-H) stretching frequencies in the window 
2500-3000 cm'^ (above 3000 cm'' background noise due to water absorption is dominant) with 
slightly different absorption profiles. The glycine ethyl ester hydrochloride spectrum exhibits only 
one major absorbance peak at 1753 cm ' due to v (C=0). There was no evidence of other 
absorbance bands. The aqueous sodium glycinate spectrum had no definitive absorbance peaks. 
The difference between the two sets of spectra has been attributed to association effects. 
Molecules in any condensed phase are associated, the denser the phase the more intense the 
association. This will produce changes in the vibrational spectrum. The most dominant 
associative effect in aqueous matrices is hydrogen bonding in which the most common results are 
peak shift and peak broadening. However, the latter explanations cannot account for the complete 
absence of an absorption pattern in the 2000-600 cm ' window. The most likely explanation is that 
the C-O' bonds have become predominantly dissociated due to the high degree of hydrogen 
bonding resulting in a new associative bond, C (O H). Evidence for this can be seen in Figure 
5.3 where an elevated baseline in the window 1800-1200 cm ' indicated v(O-H) absorbance after 
background correction. 
-0.02 
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D.18+-
0.12 4-
0.08 + 
0.02 +• 
Glycine ethyl ester hydrochloride 
Q O > C 0 h : ( D i n j S ^ j O < ^ 
Wavenumber 
Figure 5.3 : Spectra of glycine ethyl ester hydrochloride and sodium 
glycinate as 4% m/v solutions in water. Sodium glycinate spectrum is offset. 
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5-3.2 Reaction monitoring by continuous flow analysis. 
By pumping the reaction matrix continuously through the Fl manifold and acquiring successive 
spectra of 50 co-added scans, a well resolved and v^ell defined data set was obtained that 
described the chemical changes taking place within the reaction vessel. Figure 5.4 shows the 
Gram-Schmidt chromatograms of three individual reactions where 2g of ester was reacted with 1g 
of NaOH. The reactions follow very similar profiles; first the water used for the background signal 
was flushed through the manifold and the reaction matrix observed to flow through the 
transmission cell (around 100s from start of experiment), the NaOH was added around 130s and 
the reaction observed to take place thereafter until 500s. The Gram-Schmidt chromatogram 
shows the consumption of glycine ethyl ester hydrochloride from 200s to 320s where the mid-point 
of the reaction was detected as a minimum trough in the Gram-Schmidt response. This response 
was then observed to rise with the predominant production of sodium glycinate. Thus semi-
quantitative information (suitable for estimating reaction kinetics) regarding the synthesis of 
sodium glycinate was acquired from the Gram-Schmidt chromatogram. Although the MIR activity 
of sodium glycinate in aqueous solution was weak, the Gram-Schmidt chromatogram was able to 
discern the overall change in the MIR spectrum of the reaction matrix as reactant went to product. 
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Figure 5.4 : Gram-Schmidt chromalograms ol three separate sodium glycinate syntheses. 
A more quantitative approach can be taken by computing Flagrams (spectral window 
chromatogram) based on the absorbance of a specific peak. In this instance the maximum peak 
height relative to a baseline between 1890.3 and 1733.3 cm"^  (designed to measure vC=0 glycine 
ethyl ester hydrochloride) was monitored over the lifetime of the reaction. As figure 5.5 shows, the 
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reaction can only be followed in terms of consumption of glycine ethyl ester hydrochloride. The 
synthesis of sodium glycinate could only be inferred. 
<I 0.06 
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Figure 5.5 : Flagram response of glycine ethyl ester hydrochloride during three separate sodium glycinate syntheses. 
Constructing a linear calibration model from the data given in Table 5.2 a regression model of 
y=0.0512(AU)x+0.008(AU/%m/v) was obtained with a regression coefficient of r^=0.9986. This 
was used to predict concentration of glycine ethyl ester hydrochloride in the reaction matrix using 
the Flagram response curve. The results are shown in Figure 5.6, where the predicted 
concentration profiles of the three repeat syntheses are shown to match the Flagram profiles. The 
differences in the intensities of the reaction profiles between the syntheses was not reproducible; 
this may have been due (in part) to the rate of dissolution of the NaOH but the most likely source 
of error was the transmission cell where the palhlength could not be reproducibly maintained after 
stripping, cleaning and reassembly. 
Table 5.2 : Calibration data for quantitation of glycine ethyl ester 
hydrochloride using continuous flow analysis and FT-IR detection. 
Glycine ethyl ester 
hydrochloride Mean RSD 
(% m/v) Absorbance (%) 
4.088 0.210 0729 
2.043 0.105 0.729 
1.028 0.059 0.000 
0.512 0.024 3.377 
0.000 o.ooo -216.466 
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Figure 5.6 : Concentration profiles ol glycine ethyl ester 
hydrochloride during three separate sodium glycinate syntheses. 
The exercise was repeated for a further four reactions where the starting mass of glycine ethyl 
ester hydrochloride and sodium hydroxide were reduced to ig and 0.5g respectively. The Gram-
Schmidt chromatogram (Figure 5.7) shows how the rate of dissolution of NaOH affected the rate of 
formation of sodium glycinate after the mid-point of the reaction had been passed. Hence showing 
the strength of FT-IR for producing useful process development data. Again, the Flagram (Figure 
5.8) and predicted concentration profile (Figure 5.9) do not show reproducible results in terms of 
the reaction profile due to inconsistencies in the pathlength of the transmission cell. 
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Figure 5.7 : Gram-Schmidt chromatograms of four separate sodium glycinate syntheses. 
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Figure 5.8 : Flagram response of glycine ethyl ester hydrochloride during four separate sodium glycinate syntheses. 
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Figure 5.9 : Concentration profiles of glycine ethyl ester 
hydrochloride during four separate sodium glycinate syntheses. 
The calibration data used for constructing the concentration profile shown in Figure 5.9 is given in 
Table 5.3 where a linear regression model of y=0.0801(AU)x+0.0045(AU/%m/v) was obtained with 
a regression coefficient of r^=0.9962. The apparent negative concentrations seen at the baseline 
were caused by a bias in the calibration. Although reaction profile repeatability was limited by the 
use of a transmission cell, quantitative process development data was acquired using FT-(R with 
continuous flow analysis. 
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Table 5.3 : Calibration data for quantitation of glycine ethyl ester 
hydrochloride using continuous now analysis and FT-IR detection. 
Glycine ethyl ester 
hydrochloride Mean RSD 
(% nW) Absorbance (%) 
2.043 0.167 0.138 
1.028 0.0871 0.464 
0.512 0.0512 0.113 
0 0.000 -132.568 
5.3.3 Multivariate calibration of reaction matrix. 
Whilst valuable process development information was acquired from the univariate calibration of 
glycine ethyl ester hydrochloride, no quantitative information pertaining to the concentration of 
sodium glycinate could be acquired without inference from consumption of the former. No peak in 
the aqueous sodium glycinate spectrum was selective enough for univariate calibration of the 
product. Therefore a multivariate calibration approach was taken using the experimental design 
given in Table 5.1. Continuous flow analysis was used as per the previous section. The raw FT-IR 
spectra of the calibration set are shown in Figure 5.10 whilst the raw FT-IR spectra (acquired every 
30s) of the reaction are shown in Figure 5.11. The calibration set was designed to i) mimic the 
spectral changes that took place during the reaction and ii) span the intensity of the spectral 
changes. As can be seen from the two figures, the upper intensity limit of the reaction spectra was 
within the upper limit of the calibration spectra. However, the lower intensity limit of the calibration 
spectra in the spectral window 3000-2300 cm'^ was exceeded by the spectra taken at the mid-point 
of the reaction. 
Tables 5.4 and 5.5 show PLS1 model development for sodium glycinate and glycine ethyl ester 
respectively. All model data were mean centred before calibration. First derivatisation of the raw 
spectra matrix was established as the most efficacious method of quantitating sodium glycinate in 
the calibration set with an R R M S E C V of 1.87%. The second derivative of the spectral data did not 
improve the calibration error (1.89% RRMSECV) . The PLS1 calibration of glycine ethyl ester 
hydrochloride produced models of high error. No sample or variable outliers could be identiHed in 
the scores, loadings or spectral/concentration residual plots. The only source of error identified 
was a slight discrepancy between the actual and predicted values of glycine ethyl ester 
hydrochloride in standards 4 and 5, suggesting gravimetrical or transfer error in standard 
141 
preparation. Application of a 9 point moving average smoothing algorithm produced the model 
with the lowest R R M S E C V of 10.28%. 
0.2H 
0.1 
-0.1 
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(0.18.0.0) (0.135.0.045) (0.09.0.09) (0.045.0.135) (0.0.0.18) 
Figure 6,10 : Raw FT-IR spectra of two component simplex experimental design calibration set. 
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Figure 5.11 : Raw FT-IR spectra of a single sodium glycinate synthesis. Spectra acquired every 30s. 
Table 5.4 : PLS1 model development for sodium glycinate. 
Pre-processing Wave number window Optimal no. of factors RRMSECV 
None 3000-600 2 7.93 
AS 3000-600 2 21.17 
MAS 3000-600 2 3.29 
Dn/1 2990^10 3 1.87 
Drv2 2990-610 3 1.89 
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Table 5.5 : PLS1 model development for glycine ethyl ester hydrochloride. 
Pre-processing Wavenuntber window Optimal no. of factors RRMSECV 
None 3000-600 2 11.17 
AS 300O«X) 2 20.83 
MAS 3000-600 2 10.28 
Drvl 2990*10 3 11.54 
Drv2 2990-610 3 15.34 
The models with the lowest R R M S E C V in Tables 5.4 and 5.5 were used to predict the 
concentration of glycine ethyl ester hydrochloride and sodium glycinate in the reaction spectra. 
The PLS1 predicted concentration profiles for both species within the same reaction are shown in 
Figures 5.12 and 5.13 with calculated errors of prediction (deviation)*'^^^ Both show consumption 
of glycine ethyl ester hydrochloride with simultaneous synthesis of sodium glycinate. It is 
interesting to note that the predictions with the largest deviations are those at the mid-point of the 
reaction where no one chemical species dominates the MIR spectrum. 
3H 
Predicted Y 
Samples 
r 
2:33 2:54 3:14 3:35 3:55 4:16 4:36 4:57 5:17 5:37 5:58 6:18 6:39 6:59 7:20 7:40 
PLSl predof 04.... (Y-var. PC): (GEEH.2) , 
Figure 5.12 : Predicted PLSl concentration profile of glycine ethyl ester hydrochloride. 
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Figure 5.13 : Predicted PLSI concentration profile of sodium glycinale. 
5.3.4 Reaction monitoring by automated FI-FT-IR. 
Using the automated FI-FT-IR manifold described in Chapter 3 required the flow rate to be 
increased from 0.5 ml min"^  (that had been used in sections 5.3.2 and 5.3.3) to 2 ml min'^  in order 
to increase the sampling frequency, which was an important consideration in monitoring a reaction 
with such a short lifetime. Using the Fl-FT-IR manifold enabled the acquisition of discrete samples 
as opposed to continuous flow measurements. The calibration data is shown in Table 5.4 which 
produced a linear regression model of y=0.0794(AU)x+0.0033(AU/%/m/v) with a regression 
coefficient of r^=0.9990. The linear model was used to predict the concentration of glycine ethyl 
ester hydrochloride in the discrete sample spectra. The resultant predicted concentration profile is 
shown in Figure 5.14. It follows the same trend as Figures 5.5, 5.8 and 5.12 but due to lower 
sampling frequency is temporally less resolved. 
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Figure 5.14 : Predicted concentration profile of glycine ethyl ester hydrochloride using automated Fl-FT-IR. 
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5.4 Conclusions. 
When applied to monitoring aqueous organic reactions, FT-IR provides qualitative and quantitative 
data. Two options for sample presentation were explored: i) continuous flow analysis and ii) Fl-
FT-IR. The former can be used in conjunction with Gram-Schmidt chromatographic analysis and 
Flagram analysis to monitor the progress of the reaction to within a few seconds between each 
point of measurement. The data provided by these techniques was used to univariately quantitate 
glycine ethyl ester hydrochloride in the reaction matrix. The multivariate calibration algorithm 
PLS1 was used to quantitate the reaction product, sodium glycinate. using a simplex calibration 
set designed to mimic the spectral changes in the reaction. The reaction conditions were varied 
and in each case the reaction was monitored successfully. The use of a standard size 
transmission flow cell led to repeatability problems with respect to pathlength. However, the use 
of an ATR element such as ZnSe or diamond would alleviate this problem. 
Automated FI-FT-IR was successfully applied to the on-line monitoring of the synthesis of sodium 
glycinate but produced results which were less informative than those based on the combined 
Gram-Schmidt/Flagram/multivariate calibration approach. However, FI-FT-IR does have the 
advantages of requiring much less sample than continuous flow analysis (unless the sample 
matrix is recirculated) and the stay clean properties of a solvent flush. 
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C h a p t e r S i x 
Quant i ta t ive insitu 
Monitoring of a n E l e v a t e d 
T e m p e r a t u r e R e a c t i o n 
There is no virtue in not knowing what can he known'. 
Aldous Hu.vley. 
Chapter 6. 
Quantitative in-situ monitoring of an elevated temperature reaction. 
6.1 Introduction. 
In Chapters 3, 4, and 5 Fl manifolds for the introduction of samples to an FT-IR spectrometer have 
been shown to work reproducibly and with cost effectiveness. However, it is not always desirable 
to extract a sample from a reaction matrix. In a process environment a representative sample 
may not always be acquired due to effects such as precipitation or a change in the reaction 
conditions (e.g. temperature). Alternatively, the reaction conditions themselves may make the 
extraction of a sample undesirable or hazardous. 
The primary solution in these cases is to make an in-line measurement, however, this is not easily 
achieved using current mid-IR sampling technology. The problem requires a suitable 
sample/radiation interface and the means to transmit mid-IR radiation to the point of analysis. The 
advantages of using ATR elements were shown in Chapter 3. as was their ability to transfer mid-IR 
radiation to the sample matrix for signal attenuation. The most effective means of transferring 
radiation from the spectrometer to the ATR element Is by either 'light pipes'*^' or fibre optic links. 
The former are hollow conduits intemally coated with a reflecting material such as nickel or gold, 
however their versatility is hampered by their rigid construction. Fibre optic links offer a more 
flexible approach to in-situ mid-IR sampling, important when the range of reactor designs 
encountered in batch process chemistry is considered. 
This chapter describes the design and deployment of an in-situ mid-IR probe which combines state 
of the art ATR and fibre optic technology. The elevated temperature ( I IO'C) acid catalysed 
esterification of but-2-enoic acid and butan-2-ol (Figure 6.1) was monitored in-situ using the probe 
and its performance compared to an extractive loop procedure using a conventional overhead 
ATR accessory. Three separate reactions were monitored using the probe, and a further three 
monitored using the ATR overhead flow cell. Particular emphasis has been placed on the 
quantitative prediction of the reaction product, s-butyl but-2-enoate. and approaches taken to 
facilitate quantitation with the minimum of analytical development. 
147 
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Figure 6.1: Acid catalysed reaction of but-2-enoic acid and butan-2-ol to form s-butyl but-2-enoate. 
6.2 Experimental. 
6.2.1 Reagents. 
The raw materials were but-2-enoic acid (98% purity-Aldrich) and butan-2-ol (technical grade-
Aldrich). The reaction between the raw materials was catalysed by sulphuric acid (Analar-Fisons) 
in a reaction matrix of toluene (technical grade - Fisons). Undecane (Analar-Fisons) was used as 
an internal standard for G C analysis. 
6.2.2 Instrumentation. 
All spectra were recorded using a Fourier transform mid infrared spectrometer (Perkin Elmer 
System 2000) equipped with a liquid nitrogen cooled narrow band mercury cadmium telluride 
(MCT) detector. 
The cooled mid-infrared fibre optic probe consisted of two single strand 750 ^m. 1.5 m 
chalcogenide optical fibres with a numerical aperture of 0.4, in conjunction with a two reflection 
45** ZnSe internal reflection element (Figure 6.2a) and an adjustable optical interface for the 
spectrometer (Figure 6.2b) consisting of an adjustable min-or and ZnSe lens arrangement for both 
the launch and collection optics.. The composition of the fibre optic material used was Aso^. Seo2, 
Teo4. with minimal losses of 0.001 dB*^ at 6 ^m. The glass transition temperature of this material 
was 136**C, although the fibres change their transmission characteristics at temperatures as low as 
70''C. The step index fibres were polymer clad and armour plated with spirally wound stainless 
steel, offering a bend radius of 15 cm. Larger diameter fibres could have been employed, 
enabling greater utilisation of the available source radiation, but would have restricted the system 
flexibility. The optical fibre was saturated with source radiation by overfilling the numerical 
aperture. 
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Figure 6.2 : a) Diagram of the water cooled fibre optic probe illustrating the internal optics and cooling hardware, 
b) Diagram of the instrument optical interface (plan view). 
The probe featured an integral internal water cooling system that maintained the fibre optics at 
35^'C even when immersed in samples of temperatures up to 200''C. This was regarded as a wide 
margin of safety with respect to the 70''C fibre optic transition temperature. Cooling water was 
circulated via stainless steel capillaries parallel to, but not in direct contact with, the fibre optics. 
The capillaries were housed in an air filled tube surrounded by an insulating polymeric material. 
The cooling system was fitted to a standard laboratory tap via a 50 i^ m in-line filter, and cooling 
water was supplied at rate of 15-20 mL min"'. The probe was constructed from 316 stainless steel 
and was 256 mm long. The maximum diameter of the immersed probe head was 21 mm, but this 
could be reduced to 19 mm by removal of the ATR crystal protector. The probe was fitted with a 
stainless steel cone (B24/29) to provide a direct coupling for general laboratory glassware. The 
cone could moved along the probe body and locked lo vary the depth of immersion. 
All flow cell data was acquired using a Graseby Specac advanced overhead ATR system fitted 
with a 550 ^L thermostabilised peltier. incorporating a six reflection 45" ZnSe interna) reflection 
element and Kalrez gaskets. The flow cell was maintained at 45''C throughout all experiments. 
The reaction mixture was continuously recirculated from the reaction vessel through narrow bore 
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stainless steel tubing via a peristaltic pump (Gilson Minipuls 3) fitted with punnp tubing (Viton) of 
1.1 mm i.d. resulting in a flow rate of 2.6 mL m i n ' \ 
Gas chromatography (GC) was carried out using a Hewlett Packard HP 5890 Series II 
chromatograph equipped with a 25 m Chrompack Cp-Sil-5C6 0.32 mm i.d. capillary column. 
6.2.3 Software. 
The spectrometer was operated in the infrared data manager (IRDM) (Perkin Elmer) environment 
using the time resolved facility (TRIR) to acquire spectra over the duration of the experiment. 
Subsequent data analysis was performed using Excel 5.0 (Microsoft) and Unscrambler 5.03 and 
6.0 (CAMO A/S). 
6.2.4 Procedure. 
All reactions were carried out in a standard 1 L flanged reaction vessel fitted with a stirrer, Dean 
and Starts apparatus, thermometer, and either the fibre optic probe or a stainless steel sampling 
tube for the flow cell experiments. Heat was supplied via a heating mantle. The experimental set-
up for the fibre optic probe experiments (preparations 1-3) is illustrated schematically in Figure 
6.3. whilst that for the flow cell experiments (preparations 4-6) is shown in Figure 6.4. 
Spectra of 64 co-added scans were acquired at 10 minute intervals and were ratioed against an air 
background of 64 co-added scans of the instrument and accessory recorded immediately prior to 
analysis. The spectroscopic variables used for the fibre optic probe and the flow cell are 
summarised in Table 6 .1 . 
Table 6.1: Spectroscopic variables for the flbre optic and flow cell accessor ies. 
Accessory Wavenumber Window Resolution J-stop B-stop Gain Throughput 
(cm-1) (cm-1) (mm) (mm) (%) 
Fibre optic probe 4000-1000 4 11.00 15.00 2 -13 
Flow cell 4000-700 4 11.00 8.00 1 -48 
At room temperature, -86g of but-2-enoic acid was added to 500 mL of toluene with stirring, 
followed by the addition of 154 mL of butan-2-ol. At t=0 min, 2 mL of sulphuric acid was added to 
the reaction matrix via a 5 mL Gilson Pippetman. and the reaction mixture was heated to 110°C. 
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Reflux was maintained at this temperature throughout the course oi the 8 hour reaction. Data 
acquisition via the spectrometer was manually initialised at t=0 min. 
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Figure 6.3 : Experimental set-up for the In-situ analysis of the 
synthesis o( s-butyl but-2^noate using the fibre optic probe. 
• 2000 FT in 
Figure 6.4 : Experimental set-up for the on-line analysis of the 
synthesis of s-butyl but-2-enoate using the ATR flow cell. 
A sample was extracted at t=0 min and at 30 min intervals thereafter for 8 hours. The samples 
were used for reference analysis by an internal standard GC procedure for the quantification of 
but-2-enoic acid, butan-2-ol and s-butyl but-2-enoate. The procedure used split injection and 
temperature programming with undecane as internal standard. Sample solutions were prepared 
by the dilution of -1 .0 g of accurately weighed reaction mixture to 100 mL with dichloromethane. 
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All sample solutions were analysed in duplicate, and a standard nnixture was analysed after every 
four injections. The details of the temperature program for the GC analysis are given in Table 6.2. 
Table 6.2 : Temperature program for the G C analysis of the reaction mixture. 
G C Parameters Value 
Injector temperature 2 5 0 ^ 
Detector temperature 250*C 
Initial oven temperature 75*C 
Time 3.00 mins 
Rate 30'C min ' 
Intermediate oven temperature 150*C 
Time 5.00 mins 
Rate 70'C mln' 
Final oven temperature 220°C 
Time 5.00 min 
The PLS1 algorithm was used throughout to develop models for both the reactants and the 
product. All models were validated using full cross validation with random selection. Optimum 
model dimensionality was defined as the first local minimum in the PRESS. Both accessories 
were dismantled and cleaned thoroughly with acetone after each reaction. 
6.3 Results and discussion. 
6-3.1 Reaction profile. 
The reaction profile of the first reaction is shown in Figure 6.5. The concentrations shown are 
those derived from the GC analysis of the reaction matrix over the reaction lifetime (480 mins). 
Figure 6.5 clearly illustrates the anticipated consumption of but-2-enoic acid and butan-2-ol and 
the simultaneous formation of s-butyl but-2-enoate. Similar profiles were observed for the other 
five reactions. 
From the mechanics of the reaction (Figure 6.1), it was expected that two fundamental changes 
would occur in the mid-IR region. The first was the change in carbonyl functionality as the acid 
carbonyl was converted to the ester carbonyl; the second was the increase in C-0 absorbance as 
the concentration of the ester increased with time. Figures 6.6 to 6.9 show the mid-IR spectra 
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acquired of the first reaction using the fibre optic probe. These figures illustrate the high resolution 
attainable with liquid phase mid-IR spectroscopy. 
ICQ 200 300 
T i m e ( M i n s ) 
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s Buty l But -2 -enoate B u t - 2 - e n o i c A c i d Butan-2 -o l 
Figure 6.5 ; Concentration profile of first reaction as determined by G C . 
Figure 6.6 shows the time resolved plot of all FT-IR spectra (1800-1600 cm'^) acquired over the 
lifetime of the first reaction. As with the concentration profiles determined by GC (Figure 6.2), the 
FT-IR spectra clearly show the consumption of the acid as indicated by the decrease in the C=0 
band at 1700 cm" \ This was complemented by the increase in absorption at 1720 cm"^ as the 
ester C = 0 bond was formed. This transition can be seen more clearly in Figure 6.7 where spectra 
taken at 30 minute intervals are overlayed - these are the calibration spectra for which GC 
reference data was available. 
The C-O stretching region, 1350-1050 cm" \ also exhibited similar high definition spectra 
illustrating the increase in C-O absorption as the ester evolved. The lime resolved and spectral 
overlay plots are shown in Figures 6.8 and 6.9 respectively. 
The ability to resolve the absorption bands of interest (C=0 @ 1700-1720 cm'^ and C-O @ 1350-
1050 cm"^) in the mid-IR region by both the fibre optic probe and ATR flow cell accessories shows 
how mechanistic infomiation pertaining to organic reactions can be acquired in addition to 
quantitative data. The potential benefit of mid-IR spectroscopy (especially in-situ measurements 
as offered by the probe) to process development chemistry is therefore substantial. 
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Figure 6.6 : Time resolved spectra of carbonyl stretching 
region acquired of first reaction using fibre optic probe. 
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Figure 6.7 : Spectral overlay of the carbonyl stretching 
region acquired of first reaction using fibre optic probe. 
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Figure 6.8 : Time resolved spectra of C-O stretching 
region acquired of first reaction using fibre optic probe. 
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Figure 6.9 : Spectral overlay of the C - 0 stretching 
region acquired of first reaction using fibre optic probe. 
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6.3.2 Exptoratory data analysis. 
Visual inspection of the spectroscopic data indicated that the most salient information with respect 
to the reactants and product was contained in the spectral window 2000-1000 cm'^ for the fibre 
optic probe data and 2000-700 cm"^ for the flow cell data. This was confirmed by preliminary 
modelling and examination of the b-coefficient and loading weights plots. This spectral window 
was then used to construct subsequent models. A number of pre-processing techniques were 
used but only mean centring was found to be generally beneficial. The type of weighting applied 
to the spectral data was found to provide minor improvements in values of RRMSECV though 
there was no discernible trend in its application. Through exploratory data analysis it was found 
that the first spectrum was identified as an outlier for all the reactions monitored. This was 
attributed to the increase in temperature from -30'*C to - I I C C of the reaction matrix between the 
first and subsequent calibration spectra. RRMSECV values of less than 5% were observed for all 
models as shown in Table 6.3. 
Table 6.3 : P L S I full c r o s s validation models all constituents after mean centre scaling. 
Apparatus Analyte Reaction No. of objects Weights No. of factors 
R R M S E C V (%) 
1 16 1.0 2 1.463 
s-butyl but-2-enoate 2 15 1.0 2 2.328 
3 16 1.0 2 1.469 
1 16 s d " 2 1.952 
Fibre optic probe butan-2-ol 2 15 1.0 2 
2.883 
3 15 sd-' 2 1.566 
1 16 1.0 2 4.203 
but-2-enolc acid 2 16 sd-' 2 4.883 
3 16 sd-' 2 2.284 
4 15 1.0 ^ 2.311 
s-butyt but-2-enoate 5 11 1.0 1.571 
6 14 1.0 1 2.062 
4 15 1.0 2.681 
ATR flow cell butan-2-ol 5 11 1.0 1.682 
6 12 sd"' 1.690 
4 12 sd*' 1 3.110 
but-2-enoic acid 5 11 1.0 3.036 
6 14 1.0 3.975 
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The number of factors required to encompass the relevant spectral variance was generally 
estimated to be 2 for the fibre optic probe data and 1 for the flow cell data. The reduced number 
of factors required for the optimal modelling of the flow cell data was attributed to its inherently 
greater sensitivity and signal intensity. 
Figure 6.10 shows the b-coefficients plot for the PLS1 model of s-butyl but-2-enoate from the 
second reaction. The variables with the highest negative and positive weightings (i.e. those that 
correlate closely to the concentration of s-butyl but-2-enoate) con-espond to the changes seen in 
the C = 0 and C-O stretching regions. It is interesting to note the negative peak at 1700 cm" \ 
consistent with acid consumption, next to the large positive peak at 1720 cm'^ consistent with ester 
formation. The scores plot of the reaction 5 (Figure 6.11) shows the linear progression of the 
reaction with time. The samples are related to each other by a rise in the sample score over the 
lifetime of the reaction, the score profile approximates to the reaction profile in Figure 6.5 and 
proves that the FT-IR spectra contain the same inherent analytical data about s-butyl but-2-enoate 
as the GC chromatograms. Similar b-coefficient and score profiles were observed for the other 
reactions. 
Regression Coefficients 
1 
1 1 
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Figure 6.10 : P L S I b-coefficient weightings plot (or s-butyl but-2-enoate model from reaction 5. 
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Figure 6.11 : P L S I scores plot for s-butyl but-2-enoate model from reaction 5. 
An investigation of model refinement based on informed variable selection was performed where 
the spectral window was reduced step wise to the most important spectral variables as indicated 
by the b-coefficient and loading weights plots. Whilst improvements were observed for all models, 
there was no significant gain in the reduction of RRMSECV (typically improvements of <0.5%). 
Thus demonstrating the ability of the PLS1 algorithm to independently select spectral variables on 
the basis of their relevance to the modelled parameter, s-butyl but-2-enoate concentration. 
6.3.3 Prediction by extrapolation. 
The raw spectral data indicated that the C-O stretching region was adequately resolved to allow 
univariate calibration. A number of approaches to univariate calibration were investigated; the 
absorption peak at 1185 cm"' was found to provide the most robust calibration when corrected for 
background absorbance and signal drift by subtracting the absorbance at 1055 cm \ Univariate 
calibration data are presented in Table 6.4 along with the relative errors of prediction of the ester 
in other reactions. 
The sensitivity and intercept values are comparable between the flow cell and the probe. The 
higher sensitivity obtained with the ATR flow cell was due to the increased pathlength and higher 
degree of sample interaction. The only deviation from the expected pattern was reaction 6 where 
a reduced sensitivity and increased intercept were evident. Closer examination of the raw data 
revealed a discrepancy in the background measurement collected prior to the commencement of 
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the reaction. In this instance it appeared that the ATR element had not been dried property after 
cleaning with acetone. No gross errors were evident in the univariate calibrations and predictions 
were generally <10%. The inconsistencies between prediction errors amongst the reactions were 
due to a number of factors: the reaction not running identically on a day to day basis, the 
dismantling of the accessories and instrumental variability all contributed to inconsistent error 
estimates. 
Table 6.4 : Univariate calibrations and predictions for s-butyl but-2-enoate. 
Apparatus Calibration Set Sensitivity Intercept Correlation Prediction Set R R M S E P 
(AU/(%AAf/v)) (AU) Coefficient (%) 
1 0.00661 0.0897 0.998 2 3.222 
3 8.388 
2 0.00647 0.0897 0.999 1 4.023 
Fibre optic probe 3 10.244 
3 0.00634 0.108 0.996 1 7.893 
2 9.577 
4 0.0205 0.221 0.998 5 2.263 
6 5.835 
5 0.0204 0.224 0.998 4 3.339 
ATR flow cell 6 5.870 
6 0.0196 0.266 0.998 4 6.070 
5 7.094 
Table 6,6 : PLS1 calibrations and predictions for s-butyl but-2^noate. 
Apparatus Calibration Set Prediction Set R R M S E P 
1 2 5.995 
3 5.010 
ATR fibre probe 2 1 6.140 
3 12.302 
3 1 13.711 
2 19.980 
4 5 7.484 
6 37.549 
ATR flow cell 5 4 2.011 
6 16.330 
6 4 19.884 
5 21.591 
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Table 6.5 shows the results of inter-reaction predictions using the unweighted models developed in 
Table 6.3 for the prediction of the ester. The majority of the inter-reaction predictions were >10% 
RRMSEP indicating that the variability between batch reactions was resulting in quantitative 
information of little or no analytical merit. 
6.3.4 Prediction by interpolation from reduced calibration sets. 
The previous section showed the limited success that can be achieved using a full GC reference 
analysts regime to quantitate FT-IR spectra. However, the success of effective process 
development chemistry depends upon the rapid acquisition of detailed analytical data that is of a 
high enough temporal resolution to adequately describe the reaction under study. Cleariy this 
cannot be achieved using the full reference approach which is both labour and computationally 
intensive. In order to reduce the analytical development t ime, strategies were investigated in 
which only a subset of the original calibration set was used to perform intra-reaction calibrations. 
The application of this approach in univariate calibration leads to subset calibration. In this 
instance four samples from each reaction were selected to construct a linear regression model 
which was then used to predict the concentration of s-butyl bul-2-enoate in the remaining 
calibration samples. For reactions 1-4 and 6, the samples were taken at t=60, 180. 300 and 420 
mins were used. Samples taken at t=60. 150, 240 and 330 mins were used for reaction 5. 
Univariate calibration details and prediction errors for each reaction are presented in Table 6.6. 
Table 6.6 : Univariate subset intra-reaction calibrations and predictions for s-butyl but-2-enoate. 
Accessory Calibration Set Sensitivity Intercept Correlation R R M S E P 
(AU/(%/w/v)) (AU) Coefncient (%) 
1 0.0066 0.090 0.996 3.126 
Fibre optic probe 2 0.0065 0.088 0.996 2.240 
3 0.0061 0.117 0,997 2.892 
4 0.0216 0.200 0.996 3.384 
ATR flow cell 5 0.0208 0.218 1.000 2.156 
6 0.0189 0.289 0.998 1.559 
The application of calibration protocols based on subset selection resulted in prediction errors of 
<4% for the both the fibre optic probe and the ATR flow cell. This is a distinct improvement over 
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the inler-reaction predictions using univariate calibration as shown in Table 6.4. In addition, the 
use of subset calibration negates the inter-reaction variabilities that may arise from discrepancies 
in the reactions or their spectroscopic analysis. 
The application of the same strategy to PLS1 calibration resulted in the data shown in Table 6.7 
which reports RRMSECV for internal model error and RRMSEP for the error in predicting the 
remaining samples in the reaction data set with GC reference data. Prediction errors of <4% were 
observed for all 6 reactions. As with the univariate subset calibration approach, the PLS1 subset 
calibration represents a marked improvement on the values reported in Table 6.5 for the PLS1 
inter-reaction predictions. The use of subset calibration procedures is potentially beneficial to 
process development chemistrv, especially in the fine chemicals industry where most reactions are 
mn on a short term batch basis, requiring rapid optimisation and analysis of new reactions. 
A typical process development program will involve multiple reactions, often with only subtle 
differences in the reaction conditions. By extracting only four samples for GC analysis and 
acquiring FT-IR spectra throughout the lifetime of the reaction, robust quantitation of the analytes 
of interest can achieved rapidly and effectively each time the reaction is carried out. The adoption 
of this approach would also be beneficial in those circumstances where radical differences exist 
between reaction conditions. 
Table 6.7 : P L S I subset intra-reaction calibrations and predictions for s-butyl but-2-enoate. 
Accessory Calibration Set No. of Factors R R M S E C V (%) R R M S E P (%) 
1 2 8.770 1.401 
Fibre optic probe 2 2 4.583 3.864 
3 2 4.874 1.915 
4 1 1.045 3.996 
ATR flow cell 5 1 0.453 1.852 
6 1 2.064 1.530 
An alternative approach is the use of bias correction procedures coupled with subset calibration*^^\ 
In this study a single reaction was run and accompanied by FT-IR spectroscopic analysis and full 
GC reference analysis. For subsequent reactions only four samples were extracted for GC 
analysis; these were predicted by the first reaction model and an estimate of the measurement 
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bias between the original and subsequent reaction calculated. The significance of the bias was 
estimated using F-slatistics and the correction applied to the original model. This approach does 
not affect the original data reduction process, only the newly predicted values are corrected. 
RRMSEP values for the inter-reaction prediction of s-butyl but-2-enoa(e were reduced to a mean 
of 1.6% for the fibre optic probe data and 3.2% for the flow cell data. 
Whilst this approach is effective it does have its drawbacks. Firstly, it still requires that full 
reference analysis be carried out on at least one reaction to provide data to construct a PLSI 
model which can then be used in the bias correction procedure. Secondly, the PLSI model serves 
no diagnostic purpose as it does not directly relate to the new reactions, and only provides 
quantitative information relating to the concentration of s-butyl but-2-enoate. 
The subset calibration approach however, constructs PLSI models from new data, whilst these 
may not be robust enough to perform inter-react ions predictions they do provide predictions with 
an acceptable level of relative error (mean RRMSEP values of 2.4% and 2.5% for the probe and 
flow cell data respectively). Additionally, because the calibration spectra relate to the reaction 
under observation, they can be used for diagnostic purposes in exploratory data analysis. 
6.3.5 Intra-preparation prediction by interpolation. 
Sections 6.3.1 to 6.3.4 have dealt with demonstrating the quantitative nature of FT-IR spectra for 
the analysis of s-butyl but-2-enoate in the studied reaction. PLSI and univariate models have 
been constructed using GC reference data as a measure of prediction efficacy. There were, 
however, a greater number of FT-IR spectra for which reference data was not available. By 
predicting the concentration of these the temporal resolution could be increased from 30 mins to 
10 mins. Using the unweighted, mean centred PLSI model for 4^" reaction the concentration of s-
butyl bul-2-enoate was estimated. This reaction was chosen as it was not continuous due to an 
instrument software failure which prevented the acquisition of spectral data (the reaction was 
taken off-line for approximately 40 mins whilst the software problem was solved) and represents 
the worst case scenario for predicting spectra without reference data. 
Spectra without reference data were presented to the PLSI model of the reference data and 
predicted s-butyl but-2-enoate concentrations acquired. A third order polynomial was fitted to the 
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predicted results and is shown in Figure 6.12 (calibration samples are shown for comparison). The 
predicted values exhibit minimal deviation from the fitted regression line; this is supported by the 
regression coefficient of 0.9986. Hence, highly resolved temporal data and quantitative 
information was acquired from an organic reaction using FT-IR spectra for which there was no 
reference data. 
y = -2E-07x' + 0.0001 x^  + 0.087x + 0.9594 
= 0.9986 
Time (mins) 
O Reference samples X Non-reference samples — Poty. (Reference samples) 
Figure 6.12 : Interpolation of s-butyl but-2-enoate concentration 
in reaction 4 from FT-IR spectra without G C reference data 
6.4 Conclusions. 
The fibre optic probe has been shown to provide a convenient approach to the mid-IR analysis of 
liquid phase organic reactions. The incorporation of a water cooling circuit in the body of the 
probe enabled elevated temperature reactions to be studied. This was not previously possible due 
to the breakdown of chalcogenide transmission properties above 70''C. 
Fibre optic probe analysis of the esterification of but-2-eno(c acid and butan'2-ol to form s-butyl 
but-2-enoate at 110*'C produced high quality spectra mtd-IR spectra exhibiting well resolved 
features enabling quantitation of the reactants and product by univariate and multivariate 
calibration. The fibre optic probe spectra were comparable to those acquired using an overhead 
ATR flow cell with an extractive loop from the reaction vessel. Whilst the probe proved to be less 
sensitive than the flow cell (due to the reduced interaction of sample and mid-IR radiation) 
prediction en-ors were comparable and the probe had the distinct advantage of being truly in-situ. 
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Inter-reaction predictions of s-butyl but-2-enoate were poor (generally >10%) and this approach 
was found to be unsuitable due to inter-reaction variation in t>oth the physical aspects of the 
reaction and the accompanying spectroscopy. In order to minimise this prediction error and 
develop sampling and calibration strategies based on the minimum of reference analysis, subset 
calibration protocols were employed for the intra-prediction of s-butyl but-2-enoate from FT-IR 
spectra. Using only four reference samples to construct a calibration model, prediction errors <4% 
RRMSEP were obtained. In addition, FT-IR spectra without reference data were intra-predicted 
using models based on all the available reference data and curve fitted using a third order 
polynomial; a correlation coefficient of 0.9986 was acquired demonstrating that semi-quantitative 
information could be used to increase the temporal resolution over the lifetime of the reaction. 
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Chapter Seven 
Quantitative Process 
FT-Raman Spectroscopy for 
the Analysis of Aqueous 
Herbicide Formulations 
'Getting there isn V half the fun - it's all the fan \ 
Robert Townshcnd (Up Ihc Organisation, 1970). 
Chapter 7. 
Quantitative process Fourier transform Raman spectroscopy for the analysis 
of aqueous herbicide formulations. 
7.1 In t roduct ion. 
Raman spectroscopy has a number of attractive characteristics for the on-line and off-line 
monitoring of chemical processes; these include compatibility with aqueous samples (in contrast to 
FT-IR). compatibility with low cost optical fibres for remote {in-situ) monitoring, sample pre-
treatment not normally required, the analysis of solids and liquids is possible and the potential of 
the technique to provide high information content spectra for direct quantitation of complex 
mixtures*^^°-="^ 
Historically the two major limitations of Raman spectroscopy have been the relative weakness of 
the Raman effect and the potential interference from fluorescence*^^^*. These have been largely 
overcome by use of more sensitive detectors and FT-Raman, where near infrared lasers (e.g. 
Nd:YAG @ 1064 nm) alleviate the problem of electronic excitation caused by shorter wavelength 
lasers emitting in the visible region^'^'^^"'. The majority of analytical Raman applications to date 
have been in the characterisation of solids and surfaces but it has great potential, in conjunction 
with chemometric techniques, for the non-invasive, quantitative analysis of multi-component liquid 
matrices (particulariy aqueous solutions and hazardous matrices)*^'^^'^^ It has been shown that 
absolute intensities of laboratory Raman systems are stable and reproducible over long periods of 
time provided the optical alignment and sample stage are not disturbed^^^^\ However, in a 
process environment. Raman spectrometers are prone to long term signal drift due to changes in 
operator, sample alignment and instrumental and environmental conditions^^®'^*; data pre-
processing is required to correct for these factors. 
With laboratory Raman spectrometers normalisation of acquired spectra is required to scale 
individual spectra and overcome problems associated with instrumental factors and 
foreshortening*^^"*. Normalisation is commonly applied in chromatography to negate differences in 
injected sample volumes (c^ foreshortening in Raman spectroscopy). The Raman scattering 
responses of two multivariate calibration and test sets of a herbicide formulation and the pre-
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processing techniques required to enhance long term information recovery were therefore 
investigated. In addition, univariate calibration sets of the formulation components (active agent 
and excipient) were studied for the effects of normalisation of spectra where the ratio of absolute 
intensities of Raman bands remains constant. Using a simple number set it can be shown that in 
these circumstances normalisation reduces all spectra to an identical profile: 
A B Mean Normalised A Normalised B 
1 2 1.5 0.67 1.33 
2 4 3 0.67 1.33 
4 8 6 0.67 1.33 
If it Is assumed that the total concentration of the components is equal to 100%. then the inclusion 
of the signal due to the solvent has an important bearing on the analyte signal. This can also be 
illustrated by the use of a simple number set:-
A B C Mean Normalised A Normalised B Normalised C 
1 2 97 33.33 0.03 0.06 2.91 
2 4 94 33.33 0.06 0.12 2.82 
4 8 88 33.33 0.12 0.24 2.64 
Hence, a matrix signal is beneficial to the spectral analysis of samples when spectra are 
normalised and the potential for even a low intensity water signal in Raman spectroscopy to be 
beneficial in normalisation was investigated. This approach to calibration negates the need for 
internal standanjs to scale the Raman scattering responses of samples. The mode of 
normalisation applied in this work was mean based where the response variables for a sample 
were divided by their mean (row centring). The raw data matrix was then replaced by a profile 
centred around 1, hence the samples are then described by the relative responses of the variables 
as opposed to their absolute values. 
7.2 Exper imental . 
7.2.1 Experimental Design. 
Samples for the multivariate calibration sets were prepared according to a two component, four 
level (4^ : 16 samples) full factorial experimental design as shown in Figure 7.1. Concentration 
levels of 15, 18. 21 and 24% w/w for the active agent and 40, 45, 50 and 55% w/w for the 
excipient were chosen. The actual values, corrected for purity, are shown in Table 7.1. Random 
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concentrations of the active agent and excipient were then calculated for nine test samples such 
that they lay within the boundaries of the experimental space defined by the calibration set (Table 
7.2). Univariate calibration sets for the active agent (0. 10. 15. 20. 25 and 30% w/w) and the 
excipient (0, 20. 40. 60. 80 and 100% w/w) were also designed. 
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Figure 7 .1: Figure showing two component, four level design full factorial design for multivariate calibration 
investigation of herbicide formulation. Concentrations have been corrected for purity and density. 
Table 7.1 : Concentrations of active agent and excipient in calibration set. 
Sample Active Agent {% w/w) Excipient (% w/w) 
1 13.5135 39.9968 
2 13.5048 44.9899 
3 13.4888 50.0080 
A 13.5567 54.9570 
5 16.1954 39.9862 
6 16.1855 45.0241 
7 16.2302 49.9405 
a 16.1951 54.9996 
9 18.9003 40.0014 
10 18.9506 44.9567 
11 18.9479 49.9765 
12 18.9110 54.9467 
13 21.6009 39.9714 
14 21.5924 44.9943 
15 21.6048 49.9835 
16 21.5973 54.9840 
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Table 7.2 : Concentrations of active agent and excipient in test set. 
Sample Active Agent (% w/w) Excipient {% w/w) 
1 13.8882 43.2240 
2 15.8560 47.2046 
3 14.3892 54.0305 
A 17.2899 41.9517 
5 17.9117 46.8155 
6 16.6763 52.2960 
7 19.3437 43.3948 
8 21.1635 46.1221 
9 21.5583 53.1534 
7.2.2 Reagents. 
Active agent (solid) 90% purity, aromatic in nature. Excipient, aliphatic in nature. NaOH (47% 
w/w and 32% w/w stock solutions). All samples were prepared in distilled water. 
7.2.3 Sample preparation. 
Samples were prepared by weighing the desired amount of active agent and excipient into a small 
glass bottle on an analytical balance and making the weight up to lOg with 47% w/w NaOH. The 
univariate calibration sets were prepared in 32% w/w NaOH, again using an analytical balance to 
produce a total weight of lOg. Two calibration sets, two test sets and two univariate calibration 
sets were then prepared in glass GC vials from the original standards. 
7.2.4 Apparatus and software. 
All spectra were recorded using a Perkin Elmer System 2000 FT Raman instrument and infrared 
data manager (IRDM) instrument software. The lasing medium was an yttrium aluminium garnet 
crystal doped with triply ionised neodymium (Nd.YAG), which was pumped with a diode laser 
operating at 810 nm. The output of the laser (1064 nm) was attenuated to 150 mW. The sample 
cell holder (Vencon)(Figure 7.2) allowed Raman spectra of liquid samples contained in standard 
crimp top gas chromatography (GC) vials (Hewlett Packard: Part No. 5181 3400) to be 
reproducibly acquired. The throughput energy (monitored as the number of analogue to digital 
counts) was optimised by remotely adjusting the sample stage (75 mm by 75 mm) to maximise the 
amount of 180 degree back scattered Raman signal observed. An indium gallium arsenide 
(InGaAs) detector mounted in a dewar vacuum flask was operated at ambient temperature (293 K) 
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where the wavenumber cut off was 3600 cm"^ Raman shift. The available wavenumber window 
and noise characteristics of the InGaAs detector are known to be temperature dependent, and by 
cooling the detector to 77 K with liquid N2 the signal-to-noise ratio may be improved (to a 
maximum factor of 1.4), but the cut off point for (he Raman shift is reduced to 3000 c m ' \ Post 
experimental data analysis was perfonmed using Unscrambler 6.0 (CAMO AS). The non-iterative 
partial least squares (NIPALS) algorithm was used throughout for performing principal components 
analysis (PCA) in exploratory data analysis. The partial least squares (PLS) algorithm PLSI was 
used throughout to develop regression models. 
Sample insertion point 
Laser entrance / exit slot 
Flange for fitting accessory 
to sample stage 
Figure 7.2 : Sample cell holder used for presenting samples contained in G C vials to an FT-Raman spectrometer. 
7.2.5 Procedure. 
All samples were prepared six days prior to analysis and stored in GC vials. The surface of the 
vials were acetone washed prior to introduction to the spectrometer. Samples were randomly 
analysed to reduce systematic error and spectra were acquired without background correction. 
The spectroscopic parameters were defined as a resolution of 4 c m ' \ strong apodisation and an 
interferometer velocity of 0.1 mm sec ' \ Acquired spectra were stored as the mean of 8 co-added 
scans and converted to ASCII fomnat for data transfer to Unscrambler. Concentrations were 
calculated from the recorded weight per sample and corrected for purity and density prior to post 
experimental data analysis. 
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Spectra were recorded of the first multivariate and univariate calibration sets and the first test set. 
The second multivariate and univariate calibration sets and the second test set were recoreJed on 
the following day after re-alignment of the sample cell. To investigate the long term predictive 
ability of FT-Raman for the chosen herbicidal formulation, the test sets were re-measured after 
perturbing the instrumental set-up as indicated in Table 7.3. This was designed to represent a 
realistic representation of the changes in set-up that occur in a laboratory or at-line instrument. 
The spectrometer was used for other experimental wori^ between the second and twenty first day 
of this investigation. 
To investigate the reproducibility of the FT-Raman system, five replicate spectra of a single 
sample from the second test (17.91% w/w active agent. 46.82% w/w excipient) set were acquired 
when test sets 2(1), 2(2) and 2(3) were measured as indicated in Table 7.3. 
Table 7.3 : Description of test sets and their sequence of acquisition. 
Test Set Description of Per1urt>ation 
1(1) First test set recorded simultaneously 
with first calibration set on first day. 
2< 1} Second test set recorded simultaneously with 
second calibration set on second day. 
2(2) Second test set recorded after optical bench realigned 
to mid-infrared configuration on second day. 
2(3) Second test set recorded after optical bench realigned to mid-infrared 
configuration and beamsplitter removed and replaced on second day. 
1 (2) First test set recorded after optical bench realigned to mid-infrared 
confrguration and beamsplitter removed and replaced on second day. 
2(4) Second test set recorded on eighth day. 
2(5) Second test set recorded on twenty first day. 
7.3 Results and d iscuss ion . 
7.3.1 Exploratory data analysis. 
Spectra of the active agent (25% w/w) and the excipient (80% w/w) in 32% w/w NaOH are 
presented in Figure 7.3. The spectral region 1500 cm"^ to 200 cm*' Raman shift contained the 
most prominent features for both species, with the excipient exhibiting C-H vibration modes in the 
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region 3000 cm ' to 3100 cm V Very weak O-H stretching modes due to inter- and intramolecular 
hydrogen bonding were observed in the blank samples (35% w/w NaOH in water) in the region 
3400 cm- ' to 3200 c m ' \ However, these were negligible relative to the intensity of the 
fundamental vibration modes of the active agent and the excipient. The active agent 
demonstrated a steadily rising baseline from 2300 cm ' to 400 cm ' due to fluorescence which was 
observed to be concentration dependent in the univariate and multivariate calibration sets. The 
excipient did not fluoresce due to its non-conjugated aliphatic nature. The spectra illustrate the 
high resolution achievable with FT-Raman and the high degree of information available for 
qualitative and quantitative analysis, even in the presence of background fluorescence. The 
spectra from the multivariate calibration sets (Figure 7.4) exhibited vibrational modes attributed to 
both species. 
Principal components analysis (PCA) was performed on the mean centred raw multivariate 
calibration spectra. A comparison of the scores for the first principal component with those of the 
second revealed a well defined structure within the data matrix of the first calibration set. The 2-D 
scores plot for the first two principal components for the first multivariate calibration is shown in 
Figure 7.5. Similar results were obtained for the second calibration set. The results of pre-
processing the data prior to PCA were inconclusive at this stage of the investigation. 
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R a m a n Shi f t ( c m - 1 ) 
Figure 7.3 : FT-Raman spectra of active agent (25% w/w) and excipient (80% w/w) in 32% w/w NaOH in water. 
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Figure 7.4 : FT-Raman spectra o1 first multivariate calibration set in 47% w/w NaOH in water. 
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Figure 7.5 : Two dimensional scores plot from PCA analysis of mean centred first multivariate calibration set. 
When studied with reference to the experimental design (Figure 7.1), it was seen that the first 
principal component (99% of total spectral variance) was accounting for variations in the 
concentration of active agent. The second principal component (< 1 % of total spectral variance) 
accounted for variations in concentrations of the excipient. Sample 7 deviated from the expected 
pattern and a review of the raw spectral data revealed a reduced Raman intensity across the 
173 
spectrum, indicating that pre-processing the raw data was required to alleviate the problem of poor 
reproducibility. 
Figure 7.6 shows the loading profile for the first principal component and it illustrates the apparent 
importance of the ftuorescence signal. Fluorescence in Raman spectroscopy masks vibrational 
structure infonmation, but was beneficial in this situation as the concentration dependant bias in the 
baseline proved to be a major source of infonmation for the description of variance of the active 
agent in the raw data sets. Cleariy, if the sample matrix or other analytes fluoresce then 
quantitative information relating to the target analyte is masked. 
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Figure 7.6 : PCA loadings for the first principal component of mean centred first multivariate calibration set. 
7.3.2 Multivariate calibration. 
Relative root mean square errors of cross validation for PLSI models of the active agent are 
shown in Tables 7.4 and 7.5 for a range of pre-processing techniques. The internal prediction 
errors of 5.48% and 5.53% for raw data matrices (no pre-processing) from calibration sets 1 and 2 
respectively, showed that the spectra and calibration were representative of the active agent 
concentrations. Pre-processing the calibration sets did not significantly reduce the prediction error. 
Reduction of the wavenumber window (to remove interference from C-H absorbance patterns due 
to the excipient) and the application of multiple scatter correction proved to be minimally beneficial 
by reducing the RRMSECVs of calibration sets 1 and 2 to 4.88% and 4.32% respectively. 
Similariy. the RRMSECVs for the internal prediction of the excipient from calibration sets 1 and 2 
(Tables 7.6 and 7.7) were reduced from 3.11% and 4.60% to 2 .51% and 2.08% respectively after 
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the application of multiple scatter correction. For PLS1 models of both the active agent and the 
pient. spectral normalisation in the absence of an internal standard did not significantly reduce 
exci 
internal prediction errors. For the prediction of external test sets, models using no pre-processing, 
normalisation, multiple scatter correction and wavenumber window reduction were investigated. 
Table 7.4 : PLS1 models for active agent produced from first calibralion set. 
Wavenumber Optimum 
Pre-processing Window Number R R M S E C V 
(cm' ) of P C s (%) 
None 3600 - 200 3 5.48 
AS 3600-200 1 6.55 
Norm 3600 - 200 4 6.11 
Drvl 3599 - 201 2 7.03 
MAS 3600-200 3 5.52 
MSG 3600 - 200 4 5.91 
WWR 1400 - 200 2 5.01 
MSG & WWR 1400 - 200 3 4.88 
Table 7.5 : PLS1 models for active agent produced from second calibration set. 
Wavenumber Optimum 
Pre-processing Window Number R R M S E C V 
(cm-^) of P C s (%» 
None 3600-200 4 5.53 
A S 3600-200 1 8.28 
Norm 3600 - 200 3 5.03 
Drvl 3599 - 201 1 7.82 
r ^ s 3600-200 4 5.45 
MSG 3600-200 3 4.81 
1400 - 200 4 5.69 
MSG & WWR 1400 - 200 3 4.32 
Table 7.6 : PLS1 models for excipient produced from first calibration set. 
Wavenumber Optimum 
Pre-processing V\findow Number R R M S E C V 
(cm' ) of P C s (%) 
None 3600-200 4 3.11 
AS 3600 - 200 3 4.37 
Norm 3600 - 200 3 2.72 
Dn/1 3599 - 201 1 13.19 
MAS 3600 - 200 5 3.07 
MSG 3600 - 200 3 2.51 
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Table 7.7 : PLS1 models for excipient produced from second calibration set. 
Pre-Processing 
WavenumtKr 
Window 
(cm' ) 
Optimum 
Number 
of P C s 
R R M S E C V 
(%) 
None 3600 - 200 4 4.60 
AS 3600-200 3 6.50 
Norm 3600-200 3 3.43 
Dn/l 3599 - 201 2 12.14 
MAS 3600-200 2 4.28 
MSG 3600-200 3 2.08 
Whilst the validation of a model ensures that multivariate models are representative and free of 
outliers, true estimates of model efficacies come from prediction of external test sets. Table 7.8 
shows the predictive capability of the calibration models for the active agent from sets 1 and 2 
when applied to test sets 1 and 2 under different experimental (Table 7.3) and pre-processing 
regimes. For the raw data matrices the predictive errors were generally good with the second 
calibration set capable of producing errors of < 5% when predicting each of the test sets. 
Improvements in levels of RRMSEP were observed with the application of multiple scatter 
correction and wavenumber window reduction. This was especially true of predictions made from 
calibration set 1 where errors due to greater fluctuations in Raman scattering intensities, compared 
to calibration set 2, led to a less robust model. However, applying a scattering correction factor 
eliminated this error. 
It was observed that predictions of raw data matrices with RRMSEPs < - 4 % were degraded with 
the application of pre-processing indicating that the natural variance in the data which correlated to 
the concentration of the active agent was being artificially distorted. Test set 2(5) represented a 
medium - long term prediction and resulted in errors of 10.7% and 3.05% from the raw data matrix 
models of calibration sets 1 and 2 respectively. Applying multiple scatter correction reduced the 
former to 6.66% but increased the latter to 6.00%. Therefore, in this case, there is a threshold of 
RRMSEP below which pre-processing becomes detrimental, but above which prediction error can 
be significantly reduced. 
The differences in predictive capability of calibration sets 1 and 2 is difficult to comprehend as 
both sets come from the same stock standards. One possible source of error considered was the 
thickness of the glass vial walls. Information from the suppliers revealed that the mean thickness 
of the vial wall was 0.95mm ± 0.05mm. representing a relative tolerance of 10% around the mean 
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value. Variations in this value could therefore have caused a foreshortening effect between 
different batches of vials. Information on whether the vials used came from different production 
batches was not available. 
Table 7.8 : PLS1 predictions of active agent in test sets from calibration sets. 
Calibration Set 
R R M S E P (%) 
Test Set Pre-Processing 
None Norm MSC M S C & 
WWR 
1(1) 3.29 3.92 3.87 3.62 
1(2) 3.58 4.08 3.96 4.12 
2(1) 7.01 2.85 2.74 2.93 
1 2(2) 7.29 4.62 2.29 3.38 
2(3) 7.76 4.07 2.74 3.33 
2(4) 4.78 3.36 4.19 4.41 
2(5) 10.17 9.48 10.64 6.66 
1(1) 4.16 7.28 5.30 3.87 
1(2) 4.32 6.25 6.68 4.23 
2(1) 3.28 3.99 3.75 2.69 
2 2(2) 1.94 2.83 2.28 3.26 
2(3) 2.92 3.51 3.77 3.23 
2(4) 3.97 7,44 6.56 4.23 
2(5) 3.05 16.12 15.04 6.00 
The predictions of the excipient in the herbicide formulations were less prone to artificial distortion 
with multiple scatter correction consistently providing improvements in RRMSEPs over those of 
the raw data matrices (Table 7.9). 
Table 7.9 : PLS1 predictions of excipient in test sets from calibration sets. 
R R M S E P (%) 
Calibration Set Test Set Pre-Processing 
None Norm MSC 
1(1) 1.86 1.54 1.22 
1(2) 5.07 8.19 2.53 
2(1) 4.49 6.15 2.47 
2 2(2) 5.45 8.98 2.69 
2(3) 5.96 9.81 3.61 
2(4) 3.20 4.52 2.06 
2(5) 2.48 2.26 3.46 
1(1) 2.15 1.85 1.58 
1(2) 1.97 1.93 2.06 
2(1) 2.47 2.16 2.13 
2 2(2) 2.35 1.23 1.27 
2(3) 2.29 1.84 1.69 
2(4) 2.70 3.14 2.53 
2(5) 2.63 4.20 3.1, 
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The en-ors of prediction were consistently less than those of the active agent due to the inclusion 
of the excipient C-H absorption patterns which suffered no interferences from either the matrix or 
the active agent. The effect of normalisation in the calibration of both the active agent and the 
excipient was inconclusive, offering no distinct improvements in RRMSECV, its effect on external 
predictions being generally detrimental to overall RRMSEP. 
7,3.3 Repeatability and reproducibility. 
To assess the effect of indeterminate errors, the repeatability and reproducibility of the PLS1 
predictions of the active agent and the excipient were compared using repeat measurements of a 
single standanj. The standard contained 17.91% w/w active agent and 46.82% wAv excipient 
when corrected for purity. SDs and RSDs of the predictions of the active agent and excipient 
content were calculated and shown in Tables 7.10 - 7.12. These show the level of repeatability 
across five repeat measurements of the same standanj left unperturbed in the sample holder. 
Maximum RSDs of 2.86% and 1.22% were observed for the active agent and excipient showing a 
high degree of repeatability or witliin run precision. This level of precision is remari^able 
considering the number of factors which contribute to intensity en-ors in Raman spectroscopy. The 
figures in parentheses show the percentage difference between the mean predicted and actual 
concentration of the analytes; generally this error was reduced by the application of multiple 
scatter correction and wavenumber window reduction. 
Table 7.10 : Repeatability from first set off repeat measurements of a single standard (n-5). 
Active Agent Excipient 
Calibration Pre- Mean Prediction SD R S D Mean Prediction SD 
RSD 
Set processing (% w/w) (% w/w) (%) (% w/w) (% w/w) (%) 
None 18.94 (+5.75%) 0.39 2.05 44.26 (-5.47%) 0.36 0.81 
1 MSG 18.08 (+0.95%) 0.06 0.34 45.50 (-2.82%) 0.34 
0.74 
MSG & W W R 18.18 (+1.51%) 0.45 2.46 na na na 
None 18.24 (+1.84%) 0.46 2.51 46.78 (-0.09%) 0.34 0.73 
2 MSG 18.72 (+4.52%) 0.45 2.42 46.38 (-0.94%) 0.39 
0.83 
MSG & W W R 18.04 (+0.73%) 0.50 2.76 na na na 
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Table 7.11 : Repeatability from second set of repeat measurements of a single standard (n=5). 
Active Agent Excipient 
Calibration Pre- Mean Prediction SD R S D 
Mean Prediction SD RSD 
Set Processing (% w/w| (%w/w) (%) (%w/w) 
(% w/w) (%) 
None 19.52 (+8.99%) 0.13 0.66 43.48 (-7.13%) 0.34 0.78 
1 MSG 17.98 (+0.39%) 0.03 0.19 45.12 (-3.63%) 
0.32 0.70 
MSG & W W R 17.89 (-0.11%) 0.47 2.61 na na 
na 
None 17.80 (-0.61%) 0.16 0.88 47.56 (+1.58%) 0 5 8 1.22 
2 MSG 17.90 (-0.06%) 0.17 0.93 46.82 (0.00%) 
0.47 1.01 
MSG & W W R 17.82 (-0.50%) 0.35 1.93 na 
na na 
Table 7.12 : Repeata aility from third set of repeat measurements of a single standard (n=5). 
Active Agent Excipient 
Calibration Pre- Mean Prediction so R S D Mean Prediction SD R S D 
Set processing (% w/w) (% w/w) (%) (% w/w) (% w/w) (%) 
None 18.36 (+2.51%) 0.46 2.48 43.59 (-6.90%) 0 1 5 0.34 
1 MSG 18.02 (+0.61%) 0.03 0 1 9 44.82 (-4.27%) 
0.25 0 5 6 
MSG & W W R 18.20 (+1.62%) 0.23 1.24 na na 
na 
None 17.28 (-3.52%) 0.50 2.86 46.55 (-0.58%) 0.22 0.47 
2 MSG 17.98 (+039%) 0.43 2.36 46.44 (-0.81%) 
0.25 0.54 
MSG & W W R 18.04 (+0.73%) 0.30 1.65 na na 
na 
A more rigorous assessment of the error associated with making long term calibrations is the 
reproducibility which lakes into account between run precision. The results in Table 7.13 show the 
RSDs of 3 groups of 5 repeat measurements of a single standard. As for the test sets, the 
instrumental conditions for the three groups were perturbed as described in Table 7.3. The fact 
that a maximum RSD of 3 .11% (obtained from the raw data matrix) was observed showed that the 
FT-Raman system used was capable of high degree of reproducibility. Again, the application of 
multiple scatter correction generally reduced the RSD and error of prediction. The sample cell, 
designed and constnjcted by Prof. Pat Hendra (University of Southampton), was considered to be 
one of the main factors in reducing the en-or associated with reproducibility in this investigation. 
The cell used a fixed metal arm to ensure that the position of the cell relative to the exciting laser 
beam was reproducible even after the sample stage had been re-positioned. Historically, one of 
the major sources of en-or in Raman spectroscopy has been fluctuating laser intensity, however 
with modern Nd:YAG lasers this problem has largely been overcome, and provided that the 
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remainder of the optical bench remains constant the only source of error is the sample / laser 
interaction zone. By ensuring that the position of the sample was relatively constant (even after 
re-setting the sample stage and re-aligning the optical bench) and that the same volume of sample 
was being illuminated by the laser the only remaining source of error was the sample / cell 
interface. The vials used to contain the samples were not designed for optical wori^. therefore the 
tolerances associated with the thickness of the vial walls were high. Raman scattering occurs in 
all directions and only a fraction of this is observed by the spectrometer. As stated, further losses 
can occur at the sample / cell interface and varying thickness of cell walls will contribute to the 
degree of radiative loss and hence error in repeat analyses. However, as the results show, a high 
degree of reproducibility was attained. 
Table 7.13 : Reproducibility over three repeat sets of measurements of a single standard (n=15). 
Active Agent Exc pient 
Calibration Pre- Mean Prediction SD RSD Mean Prediction 
SD R S D 
Set processing (%w/w) (% w/w) (%) (% w/w) 
(% w/w) (%) 
None 18.94 (+5.75%) 0.59 3.11 43.78 (-6.49%) 0.45 1.03 
1 MSC 17.95 (+0.22%) 0.33 1.83 
45.15 (-3.57%) 0.40 0.89 
MSC & WWR 18.09 (+1.01%) 0.39 2.18 na na 
na 
None 17.77 (-0.78%) 0.55 3.09 46.96 (+0.30%) 0.59 1.25 
2 MSC 18.20 (+1.62%) 0.51 2.82 
46.55 (-0.58%) 0.41 0.87 
MSC & W W R 17.97 (+0.34%) 0.38 2.10 na na 
na 
7.3.4 Effect of Normalisation and Multiple Scatter Correction. 
Both normalisation and multiple scatter correction were beneficial to the multivariate calibration of 
the active agent and the excipient. However there will be circumstances when the application of 
these pre-processing techniques cannot be used, especially when there is no matrix signal or the 
intensity of the Raman scattering bands are in a constant ratio relative to analyte concentration. 
Figures 7.7 and 7.8 show the univariate calibration sets for both the active agent and the excipient 
in 32% w/w NaOH. As previously described, the Raman spectra of the active agent showed a 
rising baseline due to background fluorescence and the Raman spectra of the excipient showed a 
high level of vibrational detail. There was a degree of O-H stretching in the spectral region 3200 -
3500 cm'^ in both sets of spectra, the intensity of which was minimal in relation to the fluorescence 
and active agent Raman bands and moderate in relation to the excipient Raman bands. The 
normalised spectra for each analyte are shown in Figures 7.9 and 7.10. All quantitative 
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information is lost from the active agent calibration set during normalisation due to the absence of 
a suitably intense matrix signal to compensate for the 'averaging out' effect. 
However, with the excipient. which is a weaker Raman scattering agent than the active agent, the 
matrix signal is proportionately more intense. Hence, the O-H stretching frequencies contribute to 
maintaining the level of quantitative information in much the same way as the simple numerical 
example given in section 7.1. 
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Figure 7.7 : Raw FT-Raman spectra of active agent in 32% w/w NaOH. 
O (D O 
E D C O 
fM CM CN 
§ f s 9 ft § i 5 s 
Raman Shift (cm-1) 
Figure 7.8 : Raw FT-Raman spectra of excipient in 32% w/w NaOH. 
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Figure 7.9 : Normalised FT-Raman spectra of active agent in 32% w/w NaOH. 
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Figure 7.10 : Normalised FT-Raman spectra of excipient in 3Z% w/w NaOH. 
Similar results were obtained after the application of the multiple scatter correction algorithm to the 
spectra (Figures 7.11 and 7.12). In both the application of normalisation and multiple scatter 
correction, the inclusion of a matrix signal is vital in maintaining the analytical integrity of Raman 
spectra whose scattering bands are in a fixed ratio relative to each other. Although this has been 
demonstrated using simple univariate calibration sets, the same would be true for solutions 
containing multiple analytes in a fixed ratio for different total concentrations. 
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Figure 7.11 : Multiple scatter corrected FT-Raman spectra of active agent in 32% w/w NaOH. 
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Figure 7.12 : Multiple scatter corrected FT-Raman spectra of excipient in 32% w/w NaOH. 
Raman intensity data for the linear calibrations of the active agent were performed by constructing 
a straight baseline through the intensities at 1368 cm'^ and 1320 c m ' \ and calculating the peak 
height at 1344 cm"^ relative to the baseline. For the excipient. a straight baseline was calculated 
from the mean values of the intensities in the spectral range 1700 - 1600 cm'^ and peak height 
was calculated for the Raman band at 1461 cm"^ relative to the baseline. The linear calibration 
graphs based on raw, normalised and multiple scatter corrected data are shown in Figure 7.13 for 
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the active agent and 7.14 for the excipient. The raw data calibrations for both analytes show good 
linearity over their concentration range, as for the previously shown spectra (Figures 7.7 - 7.12) 
quantitative information was lost when the spectral data matrix was normalised or corrected for 
scattering effects. 
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Figure 7.13 : Effect of normalisation and multiple scatter correction on the quantitative information 
content of Raman spectra containing identical frequency bands at different ratios of the active agent. 
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Figure 7.14 : Effect of nomialisation and multiple scatter correction on the quantitative information 
content of Raman spectra containing identical frequency bands at different ratios of the excipiem. 
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7.4 Conclusions. 
When applied to the off-line analysis of aqueous herbicide formulations, Raman spectroscopy 
provided a reproducible method of spectral analysis. Multivariate calibration using PLS1 was 
necessary to predict the concentration of the active agent and the excipient in factorially designed 
calibration and test sets. Even in the presence of background fluorescence, the P L S l algorithm 
was able to predict the analyte concentrations to within 11% RRMSEP for the active agent and 6% 
R R M S E P for the excipient using the raw experimental data. Pre-processing the data using 
multiple scatter correction, reduced these en-ors to within 7% RRMSEP and 4% R R M S E P 
respectively. 
Repeatability and reproducibility studies showed the FT-Raman system used was capable of less 
than 1.1% RSD and 3.5% RSD respectively. This was attributed to the quality of the 
instrumentation and especially the sample cell which was designed to reproducibly position the G C 
vials used to contain the samples relative to the exciting laser beam. 
Whilst normalisation and multiple scatter correction are usually regarded as necessary steps in 
pre-processing data for quantitative Raman analyses, it was shown that for a set of spectra with 
vibrational bands at different intensities but constant ratios, normalisation and multiple scatter 
correction are detrimental to the analytical information content of the data set. and that raw data 
matrices should be employed for predictive wori^ . 
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Chapter Eight 
Final Conclusions 
and Suggestions 
for Future Work 
7r seems to me thai one of the principal criteria to he applied to 
successful science is that its results are almost always obvious 
retrospectively; unfortunately they seldom are prospectively'. 
Russell Lincoln Ackoff (1968). 
Chapter 8. 
8.1 Final conclusions. 
The following general conclusions can be drawn from the work discussed in the preceding 
chapters: 
1. Flow injection was shown to be a suitable technique for the determination of organic analytes in 
organic and aqueous matrices using FT-IR detection. A fully optimised and automated sample 
introduction manifold was applied to the analysis of toluene, ethyl benzene and o-xylene in an 
n-hexane matrix. Errors of reproducibility of <1% RSD were observed for repeat injections of 
the same sample. Using P L S l , errors of prediction of <8% for each analyle in a tertiary 
mixture (0-20% v/v) were obtained. A similar manifold was successfully used for monitoring 
the laboratory scale synthesis of sodium glyclnate in water (0-4% m/v). The FI-FT-IR approach 
is suitable for al-line and on-line applications within process analysis. The use of Fl or 
continuous flow analysis with FT-IR detection facilitates a more investigative approach to 
process development, especially in conjunction with multivariate data analysis algorithms. 
2. An automated internally coupled injection valve manifold incorporating an immobilised p-
fructosidase enzyme reactor was used to determine sucrose (0-100 mM) in aqueous matrices. 
By determining the difference between the spectra of the reacted and unreacted sample, matrix 
absorbances were negated and the described approach found to be potentially applicable as a 
universal analytical technique. Univariate calibration of the sucrose difference signal was 
possible in complex model and real sample matrices. This was compared to a multivariate 
calibration approach (using a sample introduction manifold) where spectral derivatisation was 
necessary to resolve the sucrose spectrum from the complex total sugar/matrix vibrational 
bands. Similar R R M S E P S of sucrose were obtained using both calibration approaches. It is 
unlikely that an enzyme based determination would be used in process analysis, despite the 
demonstrated advantages of specificity and selectivity. The multivariate calibration approach 
is less susceptible to chemical and physical effects but does require careful selection of a 
suitable calibration set. 
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3. The combination of a novel water cooled ATR fibre optic probe with FT-IR detection and 
multivariate calibration was shown to be a potential technique for the in-situ determination of 
elevated temperature organic reaction products. The performance of the fibre probe was 
comparable to that of an overtiead ATR flow cell connected to an extractive sampling loop. 
The acquired FT-IR spectra provided mechanistic and quantitative reaction information suitable 
for process development of laboratory scale reactions. Inter-reaction predictions were 
generally >10% error. The use of sub-set calibration protocols using only 4 G C reference 
samples reduced the prediction error to <4%. The FT-IR approach was found to be superior to 
chromatographic methods of analysis providing higher temporally resolved real time 
information. 
4. Raman spectroscopy was shown to be a technique with potential applications for at-line 
monitoring. A sample stage capable of presenting samples contained in G C glass vials to the 
spectrometer was used for the analysis of an organic herbicidal active agent in a non-
conjugated aliphatic excipient. Repeatability and reproducibility over a long term test were 
shown to 1.1% and 3.5% RSD respectively. Using the multivariate calibration algorithm, PLS1, 
normalisation and multiple scatter correction pre-processing were found to reduce prediction 
errors to 7% and 4% for the active agent and excipient respectively even in the presence of 
fluorescence. Compared to FT-IR. the ease of sampling and the equivalent vibrational 
structure information in Raman spectroscopy make it an attractive technique for process 
analysis. 
8.2 Suggestions for future work. 
8.2.1 Short term projects. 
1. Further investigate the effect of modulation frequency on FT-IR spectra, i.e. find those F T 
conditions that alleviate (ranslational errors at high (>100KH2) frequencies. 
2. Investigate the use a water bath to optimise the p-fructostdase enzyme reactor 
performance. 
3. Construct an Fl manifold based on reversed injector loading for the enzymatic determination 
of sucrose. This would negate the need for an internally coupled valve system and perform 
two 'sweeps' of the sample in the enzyme reactor. The enzyme reactor could be used as 
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one half of the sample loop if the volumes of the two halves of the total sample loop could 
be accurately matched (or even compensated for using a volume con-ection factor). 
Alternatively, a sequential injection manifold could be considered where two holding coils 
are used: one containing the enzyme reactor, the other for holding the underivatised 
sample. Again, only one valve (multi-port) would be required. 
4. Evaluate the diamond reaction cell (Graseby Specac) for analysis of corrosive/high 
temperature/high pressure reaction matrices. 
5. Investigate the effect on P L S l prediction of the presence of two or more fluorescent species 
in a sample matrix when using Raman spectroscopy. 
6. Compare results obtained from FT-Raman to a dispersive (CCD) system. Again investigate 
the effect of two or more fluorescent species on the efflcacy of P L S l calibrations. 
8.2.2 Long term projects. 
1. Construct an automated sample introduction manifold for a Raman spectrometer (FT and/or 
dispersive) for the detenmination of organic species in aqueous matrices. Although the 
aqueous matrix signal can be background corrected for in FT-IR there is still a considerable 
amount of noise in 3500-2900 cm'' and 1800-400 cm V 
2. Investigate the use of solid phase or liquid-liquid extraction of organic species from aqueous 
matrices (e.g. toluene, ethyl benzene and o-xylene in HjO) for FI-FT-IR. 
3. Compare FT-IR and FT-Raman for organic and aqueous reaction systems. Use liquid-liquid 
extraction or merging pH buffer streams (without affecting the reaction) to enhance the MIR 
activity of sodium glycinate. Investigate the use of real time PCA plots to characterise the 
end-point of a reaction*"^'. 
4. Investigate the use of MIR reflectance/DRIFT spectroscopy for non-invasive monitoring of 
organic reactions by analysis of reaction matrix surface. 
5. Use of curve resolution techniques'^ to perform quantitative analysis without the need for 
external reference analysis. 
6. Investigate multi-plexing through fibre optics to facilitate the monitoring of two more 
reactions 
7. Apply Raman (FT and dispersive) to on-line and non-invasive liquid reaction monitoring. 
8. Develop Fl as a sample introduction system for Raman spectroscopy of liquid samples. 
Investigate on-line Fl methods of removing unwanted fluorescent species from sample 
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matrix by either liquid-liquid or solid phase extraction. Also investigate methods of inhibiting 
fluorescence by controlling pH within manifold (e.g. buffering). 
9. Evaluate a miniature air-cooled C C D based Raman system for on-line process analysis. 
10. Investigate NMR as a means for monitoring organic reactions (here the ability to distinguish 
analyte signals and matrix signals is greatly enhanced and would facilitate efficacious and 
robust calibrations). NMR has the additional benefit that there are no extinction coefficients 
and that analytical response is mass dependant. 
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