We prove the existence of spontaneous magnetization at sufficiently low temperature, and hence of a phase transition, in a variety of quantum spin systems in three or more dimensions. The isotropic spin 1/2 x-y model and the Heisenberg antiferromagnet with spin 1, 3]2,...and with nearest neighbor interactions on a simple cubic lattice are included.
INTRODUCTION
A basic subtlety in the study of statistical mechanics is the following: In nature, we observe abrupt changes in certain basic physical quantities, such as the magnetization of a magnet, but the statistical mechanics of systems with finitely many degrees of freedom is typically real analytic in all external variables. The resolution of this apparent paradox is that the abrupt changes are only approximately abrupt: True discontinuities only occur in the limit of an infinite system. For this reason, one must expect the problem of rigorously proving the existence of phase transitions to be a difficult one even for systems for which there is considerable numerical evidence or even a heuristic explanation for such a transition. In fact, until recently, the only general method available for directly proving the existence of phase transitions was Peierls' method, developed by Dobrushin ~8~ and Griffiths ~15~ on the basis of original ideas of Peierls. ~35~ The method was developed originally for classical spin systems, but it has been extended by Ginibre (la~ and Robinson (39) to treat highly anisotropic (Heisenberg) quantum models and by Glimm et al. (~4~ to treat certain quantum field theories. The quantum spin systems were handled as perturbations of the classical (Ising) model, so that this method seems to be restricted to the highly anisotropic regime; the quantum field theories are treated by going to the Euclidean region, where they become essentially classical models. (~9~'~ One way of describing the limitations of the Peierls argument is in terms of the broken symmetries that often accompany phase transitions--the simplest physical example is the occurrence of a spontaneous magnetization in some direction in the absence of an external field. In all cases of the Peierls argument accompanied by a broken symmetry, this symmetry has been a discrete (finite) symmetry group. Until recently, one has been unable to prove rigorously the existence of phase transitions in systems with a continuous symmetry group, such as the classical Heisenberg model (" classical" spins with values on the unit sphere in R 3) or the quantum Heisenberg model. This situation has been changed by recent work of Fr6hlich, Simon, and Spencer (12~ (henceforth FSS), who prove the existence of phase transitions in a variety of classical spin systems, including certain classical Heisenberg models. It is our goal in this paper to provide the first proof of phase transitions in any kind of quantum spin system with continuous symmetry--in particular, we will prove that such transitions occur in the spin-1 nearest neighbor, quantum Heisenberg antiferromagnet on a simple cubic lattice in three or more space dimensions. It is well known that a phase transition accompanied by a spontaneous magnetization cannot occur for this model in one or two dimensions. ( 
21'28~
Since we use some of the ideas of FSS as an important element of our proof, it is useful to recall them. While FSS deal directly with infinite volume expectations, it is useful, for our purposes, to rephrase their results in terms of finite volume statements. Let A be a parallelepiped in the simple v-dimensional cubic lattice Z v of the form where i is summed from 1 to v, and = is summed over A. Here 8~ is the unit vector whose ith component is 1 and we use the convention that if~ = L~ -1, then (= + li~)~ = 0, i.e., H has periodic boundary conditions. It is important that changing the boundary conditions does not affect the existence or nonexistence of a phase transition, so that the imposition of periodic boundary conditions is purely a matter of mathematical convenience. H has each pair of nearest neighbors (in A, viewed as a torus) interacting once with coupling 1. Since we will have the inverse temperature/3 as a free variable, we do not add an additional factor J in front of (2) . We will occasionally use S= 9 S= = 1 to rewrite H as
The partition function Z is defined by Our translation of FSS is that their basic result is a proof that lim (~, (IAI-I~ S~S')2~ 50 (4) a--, ,x,l\j%"= z =ca I / a,5
Z = ~ exp[-/TH(S)] ~ dh (S=)
for t3 sufficiently large. Intuitively, (4) corresponds to macroscopic fluctuations in the bulk magnetization (since (S~ j)) = 0 by symmetry) and hence to the presence of a multiplicity of phases. We return to the question of relating (4) to other notions of phase transition at the conclusion of this section. We introduce the Fourier variables ~p by 
The FSS proof of (4') comes from two bounds. The first is the Plancherel relation (which is completely trivial in this case since finite sums are involved), yielding a sum rule 1 I A---~ ~ gp = ((S,) 2) = 1 (9) peA* (any value of a can be used). The second is the basic bound gp <~ 3/(2/3Ep); p ~ 0 (10) proven by FSS. The condition (10) has the physical interpretation that the average energy Ep(S~ ). Sift) per mode is dominated by its equipartition value of 89 per degree of freedom, counting each value of j as a separate degree of freedom. The bound (10) implies that lim IA1-1 ~ gp <. ( 
3/2/3)G,(0)
Ipd<~ and we have obtained the Fourier integral (11) as a limit of Fourier sums. G,(0) is finite when v >/ 3 by (7). The sum rule (9) implies that (4') holds so long as
This method relies on the fact that the bound (10) and the sum rule (9) force a macroscopic occupation in the p = 0 mode. This is a kind of spin-wave Bose condensation. The above discussion is for the ferromagnet, but the same obviously applies to the antiferromagnet with p replaced by (rr,..., ~r) -p in suitable places.
To explain the problems that have to be overcome in extending the FSS results to the quantum case, we must describe the model. Let S be a fixed number chosen from 1/2, 1, 3/2 ..... Each site = E A has associated with it a (2S + 1)-dimensional space ~, ~ C 2s+1 and three self-adjoint operators S= (S~J~,j = 1, 2, 3) obeying the usual commutation relations (summation convention used on Latin indices):
[S~ s~, S~ ~1 = iEj~S~ '~ (13) However, (1) is replaced by
Since dim ~,~ = 2S + 1, (13) and (1 Q) essentially determine S= uniquely. In volume A, the basic Hilbert space is ~ = | ~, =~ C (2s+l>JAI. We abuse notation by letting S= stand for the triplet of operators on ~ that are the tensor product of 1 on each ~ for y r ~t and S= on ~Y~. The basic Hamiltonian is still given by (2) [or (2')] but now Z and thermal expectations are given by
We still define operators ~p by (5) . Due to the commutation relations = (13') one has that
In particular, ~J~ commutes with its adjoint ~J~* = ~ and, with the definition of g, by (8), we have gp = g_p. The expression (2") still holds [we caution the reader that the constants in (2') and (2") are different from those in the classical case]. The sum rule (9) is replaced by
p~/k* The difficult problem to overcome is that (10) cannot be true in the quantum case ! For, if (10) holds, then as fl ---> ~ with A fixed and finite, gp would approach zero and this, in turn, would imply that S=.S~ -= f,~ approaches a constant as /3 -+ ~. But as /3 ~ o% f~ -+ S 2 for Qt ~ y and S(S + 1) for = y. Therefore, because of the values off, r in the ferromagnetic ground state, (10) is false in the quantum case. We believe that the following is true for the ferromagnet:
gp <~ V'~-~S coth(~S/3Ep)
We will prove the analog of (10Q) for the antiferromagnet in a two-step process. First, we will prove (10) with gp replaced by a "Duhamel two-point function," bp. Second, we will obtain bounds relating bp and g,. The second step in the argument carries over to the ferromagnet. Our proof of the first part does not. We believe that the first bound will be true in that case, but are unable to prove it. In Section 2, we discuss this Duhamel two-point function, which is not new (see the discussion in that section), and in Section 3 we prove a basic bound relating b, to gp (involving also the double commutator ~= 1 [[S~J), HI, ~]). Section 4 contains a proof of the analog of (10) with gp replaced by bp. In Section 5 we put everything together to prove a phase transition in the sense of (4). In Sections 6 and 7 and the appendices we discuss the Heisenberg antiferromagnet and additional results.
We should emphasize here that certain aspects of our argument are very general. The bounds in Section 3 are "operator theoretic" in the sense that they depend on no special properties of the Hamiltonian. As we will explain, we believe that the bounds in Section 4 have an extension to any antiferromagnetic quantum lattice system, but this part of our proof only works for nearest neighbor interactions on a simple cubic lattice (or a rather small class of other lattices that does not include face-or body-centered cubic lattices). In any event, the bounds in Section 4 depend neither on algebraic properties of the spins nor on the norms of the spin operators. It is only in combining the bounds from Sections 3 and 4 with a sum rule of the type of (9Q) that these detailed properties of the spin enter. It is here that the S dependence of our critical temperature bounds arises.
We also note that modulo a factor of 3/2, the bounds that would follow if (10Q) could be proved for the ferromagnet, have the interpretation of making rigorous certain elements of spin-wave theory. ~,9,1~ We discuss this point further in Appendix B.
Finally, we turn to relating the criterion (4) for phase transitions to other criteria. This is a problem discussed already by Griffiths ~16) (see Hepp and Lieb ~2~ for related results). Let us begin by giving an abstract version of Griffiths' main theorem and corollary (Ref. 16 , w motivated by the form of the results given in the appendix to Ref. 20 .
To motivate the following theorem, it is useful to think of n as parametrizing the size of a magnetic system, x as the magnetization, y as a magnetic field, and c~ as the partition function. Ae BI~I for some B < c (defined in Theorem 1.1) 
l~ f If(x/n)[ d#,~(x) <~ Ae(B-c)a[a(c) + a(--c)]
,II so that, given e, we can find/3o such that
Since f(-/n) is bounded on (-flon, flon), we can use the remark at the beginning of the proof to conclude that
Since ~ is arbitrary, the result follows. 9 Proof. For f bounded, the result follows from Theorem 1.1. The general case follows as in Corollary 1.1. 9
Following Griffiths, (16> we can apply Corollary 1.2 to prove that longrange order in the sense of (4) implies a spontaneous magnetization. Let HA be the Hamiltonian of a system in a box with periodic boundary conditions (but with no restriction on the form of the interaction). Let A= be an
As an immediate consequence of Corollary (14) In particular, if there is a unitary operator leaving HA invariant but taking A= to -A= and if the right side of (14) is nonzero for some k, then there is a phase transition in the sense that limA-. ~ l-hi-1 ln{Tr[exp(-flHA +/z ~ A=)]} is nondifferentiable at/x = 0.
Remark 7.
It is well known (41~ that the nondifferentiability of the free energy implies multiple "phases" in the sense of several equilibrium states.
, the commutation condition is not needed; the commutation condition is only used to obtain the physically relevant object. The commutativity unfortunately fails in several cases of interest, notably the x-y and the antiferromagnetic models. In Section 5, after Theorem 5.2, we develop a different strategy for proving the existence of a phase transition in the noncommutative case, and apply it there to the x-y model. In Section 6 we use it again for the antiferromagnet. Theorem 1.2 with k = 1 shows that (4) implies there is a phase transition in general systems, but one should expect that in the isotropic Heisenberg model it yields a lower bound on m(S (a~) which is too small by a factor of three. For, in the isotropic model, ((Z S~a)) 2) = 89 S=[ 2) by symmetry, but as soon as an external field in the other direction is turned on, the LeeYang theorem (2) Therefore, for k t> 1,
Using the definition of I J I, it is not hard to see that
A---~ oo so that the result follows by taking k ~ oo in (15) and applying Theorem
9

2, THE DUHAMEL TWO-POINT FUNCTION
For quantum systems in finite ~volume with partition function Z = Tr(e-BH), we define the Duhamel two-point function (DTF) by (A, B) = Z -1 Tr(e-X~UAe -(1 -x~BHB) dx (16) One expression of the naturalness of this object is that it has been introduced and discussed by a variety of authors, e. 
I,J
Up to factors of/3 and Z, the reader will recognize the formula from Ruelle's book m) for the inner product he uses in his proof of Bogoliubov's inequality. Since the thermal expectation <AB) is not symmetric in A and B, it is not clear which "two-point function" is closest to its classical analog. Some insight into this is obtained by looking at harmonic oscillators with variable h. Let A = a%/h, with a being the "usual" creation operator. Then H = coA*A. As can be seen by direct calculation (Appendix B), (A*, A) is independent of h but (1/2)(A*A + AA*) is not. In this sense, (A*, A) is the most classical two-point function that can be constructed, and from this point of view it is not surprising that the classical bound (10) also holds for the corresponding DTF.
From knowledge of the DTF for all pairs A, B, one can recover the thermal expectations via the trivial identity
Conversely, one can recover the DTF in finite volume from thermal expectations and the action of the group of time automorphisms
at(A) = e~mAe -~m
To do so, one can use the function
which is defined a priori for z real. It has an analytic continuation to the strip Im z ~ 1 with
and
This connection between the DTF and the KMS boundary condition is not new; see, e.g., Refs. 31, 36, and 40. It leads quite easily (4~ to the bound (A*, A) <~ I(A*A + AA*) (25) for, since f with B = A* is analytic, the three-line lemma implies that The remainder of this section is not needed for the argument of the paper but is included to give the reader a source for all the main lore about the DTF. First, we want to prove (following Powers (36)) Bogoliubov's inequality ~28> using the representation (16) . We will use (22'), (25) , and the formula
Now, (27) (27) or by an eigenfunction expansion
since (x -y)(e -y -e -x) >1 0 for all x and y. Second, ifA = Ar + t'A~ with A~ and Ai self-adjoint, then
Finally, we want to say a few words about the infinite-volume DTF.
Proposition 2.1. If the finite-volume DTFs converge through some sequence of volumes, so do the ordinary thermal expectations. Conversely, if the ordinary finite-volume thermal expectations converge and the finitevolume time automorphisms converge, so do the DTFs.
Proof. The proposition is a consequence of formulas (23) and (24) 
LOWER BOUNDS ON THE DUHAMELTWO-POINT FUNCTION
As explained in the introduction, the natural quantum extension of (10) involves the DTF, while the sum rule involves the thermal two-point function.
To put the two together, we need a lower bound on the DTF in terms of the thermal two-point function. We have already seen that the easy bound (25) goes in the other direction. The lower bound will involve the function f from [0, m) to [(3, 1) defined implicitly by the relation f(x tanh x) = x-~ tanh x (30) and plotted in Fig. 1 (for which we thank J. F. Barnes). We will need:
Lamina 3.1. The function f given by (30) is convex. This lemma is proved in Appendix A. By absorbing ~ into H and adding a constant to H so that Tr(e -n) = 1, we can always deal with thermal expectations defined by (B) = Tr(Be-n). We now define The following basic bound is a generalization and improvement of a bound of Roepstorff(4~ shall discuss the precise connection after its proof2 Theorem 3.1.
self-adjoint H Then
ProoL Let Let f be the function given by (30) . Then for any A and (34) h
Moreover, if He. = E.r is an eigenfunction expansion of H,
~pm so that h is the Laplace transform of a positive measure. As a result, inequality (34) clearly follows from Proposition 3.1 below.
Proposition 3.1. Letfbe the function given by (30). Let h(x) = f e xt dlz (t)
for some positive measure /z. Then b >>. gf(c/4g), where b = f~ h(x)dx,
Proof. Let dv be the measure (34) with two changes. First, he required that A = A*, and second, he used the function
in place off. Since one can prove directly that
(see Appendix A), our inequality is stronger in two ways. Since we wish to use the inequality for A's with A # A*, the former change is more significant. Roepstorff's inequality, had he proved it for all A, would lead to a phase transition in all systems where we prove one, albeit only at a lower transition temperature than ours. Remark. Since our estimate is proved directly for all A and is best possible, this corollary is of academic interest only.
Proof. Let A = Ar + iA~ with Ar = At*, A~ = &*. We have already seen [Eqs. (19) and (29) (38) Remark. One can also prove this corollary by mimicking the proof of Theorem 3.1, using the fact that the sum of Laplace transforms of positive measures is again a positive measure.
b(A) >1 g(A)f(c(A)/4g(A))
In our applications, we want to go from upper bounds on b and c to one on g. Theorem 3.2 is the perfect vehicle for this. Xo 2 = Co/4bo (40) Proof. First note that go is just chosen so that gof(eo/4go)= bo. Suppose that g > go. Then c/4g < co/4go and sincefis monotone decreasing (see Appendix A),
thereby violating the hypothesis that b >1 gf(e/4g). 9 The following will not be needed in our applications but we think it of sufficient interest to mention it. 
tan-h xo
Remark. In the cases of interest, we emphasize that b -g ~< 0.
Proof. The function g(f(c/4g) -1) is seen to be monotone decreasing in both g and c (see Appendix A). Since g ~< go and e ~< Co,
GAUSSIAN DOMINATION--THE QUANTUM CASE
Our goal in this section is to prove the quantum analog of (10). We will succeed only if all the matrices can be simultaneously chosen to be real. As will be shown later, the antiferromagnet can be accommodated, even though it is essentially complex. This is discussed further in Ref. 50 . We will restrict ourselves to nearest neighbor interactions on a simple cubic lattice, but no special commutation properties are required. Thus for each e we choose a copy ~Y'~ of the same Hilbert space and copies of n + 1 basic operators denoted by S(~1),..., o=c(~, ~=. To avoid unnecessary technical complications, we suppose dim We' = < o% but it is clear that various unbounded operators on infinite-dimensional spaces could be accommodated. The basic Hamiltonian in A is
where A= = ~, -vS= 2. We define ~p by (5) and set = the Duhamel two-point function. Ep is given by (6) . Then we will prove the following result below: 
Proof of Theorem 4. 7 Given Theorem 4.2. One can follow FSS; we
provide an essentially equivalent proof for the reader's convenience--since the proof below uses no operator theory, it will no doubt be more attractive to some, less attractive to others. Taking h~ -+ Ah~ in (43), subtracting 1 from both sides, dividing by ,~2, and taking h to zero, we find
This equation has just been proven for h real-valued, but by (19) it extends to complex-valued h's. 
Proof. Let ~ denote the quantity being squared on the left-hand side of (45) . By the Trotter product formula (see, e.g., Section VIII.8 of Ref. 37) , we have that~ = lim,~ Cn, where
Using the operator identity
The operators A, B, etc., can be thought of as matrices. We have assumed that they are all real. Then
where we have used the reality of the matrices A, B, etc., to take the complex conjugate without reversing the order of the factors. We have also used the fact that /~ and F commute for any two operators D and F. Using the Schwarz inequality on the dk integration in (46) and then using (47) with B = A, we obtain
Reversing the steps at the start of the proof, we obtain (45) . [] Remark. In our original announcement ~5~ we claimed that we could prove a phase transition for the ferromagnet. At the time we believed that where h ~1~ (resp. h ~2~) is a set of h's invariant under the y ~ ~ reflection and equal to the h's on the ~ (resp. ~) spins and zero on the bonds between and Now, on the one hand either {h~l~(~)} or {h~2~(=)} must contain strictly more zero elements than {h~(~)} and on the other hand since Z({h~(=)}) = Zo and Z({h~(~)}) ~< Zo, we must have Z({h~(~)}) = Zo. This contradicts the fact that the/~ has a maximal number of zeros, so it must be that all/~'s are zero. 9
We conclude this section with a few remarks on the restrictions we have placed on the interaction. It is our belief that the basic bound (48) , suitably generalized to allow h's on each bond, holds for any ferromagnetic interaction, but we are in the unhappy situation of not being able to prove it (or phase transitions) even for face-centered or body-centered cubic lattices. Our proof is restricted to lattices with the following property: The perpendicular bisector of any bond contains no sites and the lattice is reflection symmetric about that bisector. For example, the two-dimensional honeycomb (hexagonal) lattice can be handled.
PHASE TRANSITIONS: THE FERROMAGNETIC CASE
In this section we want to put the results of Sections 3 and 4 together with explicit calculations of the double commutator to prove that phase transitions occur in the spin 1/2 x-y model, where the matrices can be chosen simultaneously real, namely This is Example 4 below. We also present the consequences, in terms of phase transitions, that would follow if Theorem 4.2 held for the ferromagnet; these are contained in Examples 1, 2, and 3.
We first rephrase the abstract result, Theorem 3.2. Suppose that we have a lattice system on 7z, (with no a priori restriction on the kind of interactions) with operators S(j ) at each site. Define S~) in the usual way and Then there is long-range order at some finite/3 whenever (49) and (50) hold for some j:
There is long-range order for any/~ such that (4) whenever (51) holds. When (49) and (50) hold, (51) must hold for/3 large. To prove this, (50) is used together with the bound (see Appendix A) cothx~<x -1+ 1, x>f0
and the dominated convergence theorem to obtain (49) as the 13 ~ oo limit of (51). Equation (52) has a unique solution since the right side of (51) decreases strictly monotonically from oo to which is tabulated in Table I and graphed in Fig. 2 (we owe these to J. F. Barnes). The solutions of
are shown in Table II (also due to J. F. Barnes).
For use below, we do the double commutator calculation in the general case. Let H be given by (41) 
The fact that the P 9 S and Q 9 Q terms combine so nicely is coincidental (see Examples 3 and 4 below). The commutation relations have each spin operator commuting with (n -2)(n -3)/2 other spin operators. The other 2(n -2) spin operators The moral of these computations is the following: When putting together the bounds of Sections 3 and 4, detailed estimates on algebraic properties are needed, which one can sometimes prove and sometimes not. It is fortunate that for the usual ferromagnetic 0(3) model one can always verify the algebraic conditions. We should emphasize that we believe phase transitions occur in any quantum system of the type discussed in Section 4 (with not all the S= constant); it is our method that has limitations. . This is a.generalization of the case treated by Ginibre ~I3) and Robinson <39~ and if v /> 3, we would, modulo the proof of Theorem 4.2, recover their results. In fact, our method is ideal for discussing quantum models of the sort that are small perturbations of classical models. For, if we try to prove (49) with S (s) being the "classical" spin about which one is perturbing, in this case j = 3, then the left side of (49) will have a nonzero limit as the perturbation parameter goes to zero, and the right side will go to zero. In the case at hand, we first argue that lira D (8) We will prove in Section 7 that vG~(O) is monotone decreasing in v, so the largest value of (60) with v /> 3 occurs when v = 3, where (60) is seen to be true using Watson's value (45) of Gs(0) = 0.505 -... We conclude that (49) holds in the x-y model in any dimension v /> 3. We have thus verified (49) and therefore (4) for the x-y model. By what we have done so far this does not imply a phase transition. Theorem 1.2 is not applicable because ~A S~ 1) does not commute with H. Fortunately, the following alternative argument leading to a phase transition is available. Instead of proving that we will in essence prove that which directly implies nonclustering of the infinite-volume state and thus the existence of multiple phases. To prove this last result requires us to transfer our bound on gp to infinite volume, which we will do by some standard manipulations of smearing spins with nice x-space functions. As a final remark, we note that even if we could complete the proof of the existence of the phase transition in the isotropic model, we presumably do not get the correct value for the spontaneous magnetization as T-+ 0. For, we would obtain (from Theorem 1.
3) lim m(S(a~) 2 t> S(S + 1 -V~)
T-*0 while the correct value as T---~ 0 is presumably S 2.
PHASE TRANSITIONS: THE ANTIFERROMAGNETIC CASE
In the classical case, once one proves phase transitions for simple cubic, nearest neighbor ferromagnets, one automatically has them also for the antiferromagnets since the symmetry S=-~ (-1)~=~s=(l=l = ~=1 ~,) takes one Hamiltonian into the other. A similar argument works for certain quantum systems, e.g., the x-y model, since there is a unitary operator that takes S~2 ) ~ (-1)l=tS~ ) for i = 1, 2 (namely rotation by rr about the z axis of those a with let] odd). However, for the isotropic quantum Heisenberg model no such symmetry exists: Even for two spins, the smallest eigenvalue of -S;, 9 S~ (= ~ 13) (which is -S 2) is different from the smallest eigenvalue our main problem will be to estimate Bp, to which we turn first. Theorem 4.2, suitably modified, can be extended to the case of ferromagnetically coupled real matrices and antiferromagnetically coupled imaginary matrices. By a local rotation, the quantum antiferromagnet can be brought into this form. 
M. L. Glasser has kindly evaluated the integral in (62) for us and found that 3K3 = 1.157
[to be compared with the bound 1.23 of (65)]. Thus for (62) to hold with S = 1/2, v = 3 one needs that p3 < 0.28. The best rigorous bounds [from (64) and the trivial p, >/ SgJ are 0.25 < p3 < 0.33. The best numerical estimate on Pa we can find is 03 ~ 0.3, ~22) but there is a need for better rigorous bounds to be certain that (62) fails for v = 3, S = 1/2 and to check the v for which (62) holds when S = 1/2. We summarize with: Theorem 6.2. The nearest neighbor, simple cubic antiferromagnet has a phase transition at sufficiently low temperature if v >i 3, S = 1, 3/2,.. or if S = 1/2 and v is sufficiently large.
DIMENSIONAL DEPENDENCE OF THE CRITICAL TEMPERATURE
It is a well-known element of folklore that as v -+ ~, transition temperatures approach those of the mean field approximation. Our goal in this final section is to note the extent to which this piece of folklore is proven by the upper bounds on the transition/3 of FSS for the classical N-vector model and our putative bounds for the spin-S quantum Heisenberg ferromagnet. For the classical case the results are summarized in Table III . In the third column we give Griffiths '~8) rigorous lower bound for the Ising-model critical t3 and in the fourth column we give the lower bound obtained by applying the method of Brascamp and Lieb ~6~ to the case at hand (see Appendix D). The table should be supplemented with the following result: Proof. By the convexity of the function g(x) = x-~ for x t> 0, we have that for fz .... , f, >t 0 and F = Z~= lfj Takingfi. = 1 -cos pj and integrating, we obtain
proving the required monotonicity. That the limit is 1 follows from the lemma below. 9 kemma7.1. Suppose that fl ..... f, .... are identically distributed, independent, nonnegative random variables and that F is a function on (0, ~) such that: Proof. By the convexity of 1/x ~ and the argument above, Exp{[1/n ~l~=if] -k} is monotone decreasing in n. Thus, for n 1> rn and 0 < e < 1 Moreover, by the usual strong law of large numbers (7) These two formulas and the continuity of F imply the result. 9
Given this theorem, we see that the ratio of the FSS bound to the mean field theory bound approaches 1. Since the Griffiths bound also approaches mean field theory, we have the following theorem: Unfortunately (for reasons we explain in Appendix D), the BrascampLieb bound appears to be off by a factor of two in the nearest neighbor case, so for N i> 2, where the only upper bound we have on Tc is theirs, we cannot prove that NTc~/2v converges to 1. We do know, however, that its lira is >/1 and its lim is ~< 2, so that the FSS bound certainly has the right v dependence and if mean field theory is asymptotically correct, then FSS is asymptotically correct.
To discuss the v dependence of our presumed upper bound on the critical fl in the spin-S quantum Heisenberg model, we abstract the argument of Theorem 7.1 : 
APPENDIX A. A GARDEN OF COTH AND TANH
In this appendix, we collect some basic properties of the functions coth x and f given by f(x tanh x) = x-1 tanh x. This leaves the proof of the convexity off Our original proof involved a straightforward but rather brutal computation. V. Bargmann provided us with the following proof, which, while not free of complexity, is a con-siderable improvement. We first note that for a function G on (0, oo) to be convex, it is necessary and sufficient that for any 0 < x < y < z There are three important things to notice about the formulas (B1)--(B3'):
(i) Of the various quantities, only the Duhamel two-point function is independent of the commutator parameter s. This adds to the evidence elsewhere in this paper that the DTF is "closer" to the classical two-point function than the usual thermal two-point function.
( The saturation of the inequalities from Sections 3 and 4 means the presumed lower bound on the transition temperature given by (52H) will agree with the transition temperature in a spin wave theory (which is essentially a harmonic approximation) with three degrees of freedom at each site instead of the usual two.
APPENDIX C. LOWER BOUNDS ON THE GROUND-STATE ENERGIES OF SOME QUANTUM SPIN HAMILTONIANS
In this appendix, we wish to derive lower bounds on the ground-state energy of the Hamiltonian of the x-y model and of the isotropic Heisenberg antiferromagnet. These bounds are needed, respectively, in Sections 5 and 6 to obtain upper bounds on [A[-l(-n^). At first sight one might expect the x-y model to look more like the Heisenberg ferromagnet, which has an exactly calculable ground state, rather than the antiferromagnet. This expectation is wrong, as can be understood by making a 180 ~ rotation about the z axis at each site in one of the natural sublattices of the x-y ferromagnet.
We shall prove the following result: Proof of Theorem C. 1. We first note that for two spins, with the usual up-down notation,
Since A, is a sum of pair operators equivalent to A2, A, is also a matrix with nonnegative elements. By the Perron-Frobenius theorem, the largest eigenvalue has an associated eigenvector with nonnegative coefficients in the up-down basis (see Lieb and Mattis(28, 26) ). Moreover, if we decompose the Hilbert space into n + 2 pieces ~ corresponding to j up spins, A, leaves each piece invariant and the matrix is ergodic on each ~. Thus, on ~ the largest eigenvalue is simple and has strictly positive coefficients. In ~, there are (j-~l) basis vectors with S~ a) = + 89 (call their sum ~) and (~) with S(o a} = -89 (call their sum ~b). By the above remarks, the eigenvector corresponding to the maximum eigenvalue hj is of the form ~ = a~ + b~. Now, given the action of A2, A, applied to a basis vector summand in yields 89 times the sum of n -j + 1 vectors, which are summands in ~b. By symmetry it follows that 
so that g"(h) < 0 for h small. If g"(h) < 0 is not true for all h > 0, let ho be the first positive zero of g". Now g' is positive (f is convex by Jensen's inequality) and g is thus positive for all h > 0. Multiplying (D4) by h and taking two derivatives and using the fact that g, g' t> 0, we get 
APPENDIX E. TRANSFER MATRICES IN QUANTUM SPIN SYSTEMS
The transfer matrix is a useful technique in classical spin systems, both as a calculational tool in one-dimensional systems and in the Onsager solution, (aa'4a~ and as a general theoretical tool (e.g., the appendix of Ref. 12) . It is a well-known folk theorem that quantum spin systems do not possess transfer matrices. In this appendix, we want to show that this folk theorem is wrong, although the definition of our transfer matrix is sufficiently abstract that it is unlikely to be a useful calculational tool; it may turn out to be a useful theoretical tool. Our construction is borrowed from axiomatic and constructive quantum field theory, where a particular positivity condition has been emphasized by Osterwalder and Schrader (8~ in recovering the Hamiltonian semigroup from the Euclidean Green's functions. Klein (2a~ has emphasized the idea of exploiting the notion of Osterwalder-Schrader positivity in more general contexts.
It should be emphasized that our transfer matrix differs from the usual one in an important way: Our basic inner product will have a lattice spacing built into it; that is, if A, B are operators at a single site and T is the transfer matrix, then the matrix element (A, T~(B)) will involve a thermal expectation of operators at sites a distance n + 1 from each other.
We shall consider general Hamiltonians of the form (41) with real matrices. Consider avolume AwithL1 = 2rnl, c~t = -ml + 1, -rn~ + 2 ..... m~. Define an automorphism R from operators on the sites with c~ >/ 1 to the operators on the sites with c~1 ~< 0 by reflecting about the plane ~ = 1/2, e.g., Now let ( -9 9 )= denote an infinite-volume state obtained as a limit point of the states in volumes with L1 even. The state (...)~ is automatically translation invariant since each finite-volume state is. Let R be defined as above, and define an inner product ((., .)) on the operators on the sites with 
((/t, r~(B))) = ((A, T~(B))) (E3)
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