We study the convergence of a class of Runge-Kutta type schemes for backward stochastic differential equations (BSDEs) in a Markovian framework. The schemes belonging to the class under consideration benefit from a certain stability property. As a consequence, the overall rate of the convergence of these schemes is controlled by their local truncation error. The schemes are categorized by the number of intermediate stages implemented between consecutive partition time instances. We show that the order of the schemes matches the number p of intermediate stages for p ≤ 3. Moreover, we show that the so-called order barrier occurs at p = 3, that is, that it is not possible to construct schemes of order p with p stages, when p > 3. The analysis is done under sufficient regularity on the final condition and on the coefficients of the BSDE.
1. Introduction. Let (Ω, F, (F t ) t≥0 , P) be a filtered probability space endowed with an (F t ) t≥0 -adapted Brownian motion (W t ) t≥0 . On (Ω, F, (F t ) t≥0 , P) we consider the triplet (X, Y, Z) = {(X t , Y t , Z t ), t ∈ [0, T ]} of (F t ) t≥0 -adapted stochastic processes satisfying the following equations: The process X, called the forward component of the FBSDE, is a ddimensional diffusion satisfying a stochastic differential equation (SDE) with Lipschitz-continuous coefficients b :
The pair of processes (Y, Z) satisfy the backward stochastic differential equation (BSDE) (1.2) . The process Y is a one-dimensional stochastic process with final condition Y T = g(X T ), where g : R d → R is a differentiable function with continuous and bounded first derivative [i.e., g ∈ C 1 b (R d )]. The process Z = (Z 1 , . . . , Z d ) is a d-dimensional process, written, by convention, as a row vector. The function f : R × R d → R referred to as "the driver," is assumed to be Lipschitz continuous. 3, 4 The existence and uniqueness of solutions of system (1.1)-(1.2) was first addressed by Pardoux and Peng in [16] . Since then, a large number of papers have been dedicated to the study of FBSDEs. In particular, it is well known that under the Lipschitz-continuity assumption of the coefficients, the following estimate holds true:
Moreover, Pardoux and Peng showed in [15] that with L (0) defined to be the second order differential operator
and a = (a ij ) = σσ ⊤ .
There is a vast literature dedicated to the approximation of solutions to stochastic differential equations. In particular, obtaining approximations of the distribution of the forward component X has been largely resolved in the last thirty years. One can refer to [9] and the references therein for a systematic study of numerical methods for approximating X. Such methods are classical by now. More recently, Kusuoka, Lyons, Ninomiya and Victoir [10] [11] [12] [13] [14] developed several numerical algorithms for approximating X based on Chen's iterated integrals expansion. These new algorithms generate an 3 approximation of the solution of the SDE in the form of the empirical distribution of a cloud of particles with deterministic trajectories.
By comparison, there are very few numerical methods for approximating the backward component. In this paper, we introduce a large class of numerical schemes for approximating solutions of BSDEs. These schemes are based on the well-known Runge-Kutta methods for ODEs and include new high order schemes as well as existing low order schemes such as the classical extension of the Euler scheme to BSDEs; see, for example, [1, 2, 4, 6] .
The approximations presented below are associated to an arbitrary, but fixed, partition π of the interval [0, T ], π = {t 0 = 0 < · · · < t i < t i+1 < · · · < t n = T }. We denote h i = t i+1 − t i , i = 0, . . . , n − 1 and |π| = max i h i . Let (Y i , Z i ) be the approximation of (Y t i , Z t i ) for i = 1, . . . , n. The construction of the approximating process is done in a recursive manner, backwards in time. We describe in the following the salient features of the class of approximations considered in this paper. 
(ii) For i ≤ n − 1, the transition from (Y i+1 , Z i+1 ) to (Y i , Z i ) involves q stages, with q ≥ 1. Given q + 1 positive coefficients 0 =: c 1 < c 2 ≤ · · · ≤ c j ≤ · · · c q ≤ c q+1 := 1, we introduce the intermediate "instances" of computation t i,j := t i+1 − c j h i , and define (Y i,j , Z i,j ), j = 1, . . . , q + 1 as follows:
Finally, the approximation at step (i) is given by
The coefficients (a jk ) 1≤j,k≤q , (α jk ) 1≤j,k≤q , (b j ) 1≤j≤q+1 and (β j ) 1≤j≤q take their values in R with a 1j , α 1j , 1 ≤ j ≤ q and a jk , α jk , 1 ≤ j < k ≤ q set to 0. Moreover, the following holds:
The random variables H i j , H i j,k , k ≤ j are F t i,j -measurable, for all j ≤ q + 1, i < n and have the property that, for all 1 ≤ k < j ≤ q + 1, i < n,
where Λ is a positive constant which does not depends on π.
This is an immediate consequence of estimates (1.3) and the fact that g ∈ C 1
b . Moreover, an easy (backward) induction proves that the schemes are well defined for |π| small enough and that
In the sequel, we will refer to the schemes defined above by specifying the H-coefficients and using the following tableau for the other coefficients:
This notation is a natural extension of the classical notation used in the ODEs framework; see, for example, [3] .
If the scheme is explicit for the last stage, that is, b q+1 = 0, we will omit this column in the coefficients tableau. We will also generally omit the "0" coefficients in the tableau and use "*" to denote a coefficient whose value is arbitrary.
Finally, let us also introduce for later usẽ
1.1. General formulation of one-step schemes. It is convenient to rewrite the approximations defined above in a more general setting as follows. 
(1.14)
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where 
To control these errors we will use the local truncation error for the pair (Y, Z) defined as
(1.16)
The global truncation error for a given grid π is given by
where T Y is the global truncation error for Y , and T Z is the global truncation error for Z defined as above.
The main results of the paper refer to the rate of convergence of the various approximations belonging to the class described in Definition 1.1. 1.1.2. Stability. To connect the truncation error with the global approximation error, we introduce the notion of L 2 -stability for the schemes given in Definition 1.2. By stability we mean-roughly speaking-that the outcome of the scheme is "reasonably" modified if we "reasonably" perturb the scheme.
We thus introduce a perturbed scheme,
where
, for all i < n and with terminal values Y n andZ n belonging to L 2 (F T ).
For 0 ≤ i ≤ n, we denote δY i := Y i −Ỹ i and δZ i := Z i −Z i and consider the following definition of stability. Definition 1.4 (L 2 -Stability). The scheme given in Definition 1.2 is said to be L 2 -stable if
Under a reasonable assumption on the functions Φ Y i and Φ Z i , i ≤ n − 1, introduced in (1.14), we are able to prove the stability of the schemes given in Definition 1.2. Theorem 1.1 (Sufficient condition for L 2 -stability). Assume that, for some given grid π and for i ≤ n − 1, we have
Remark 1.3. In this paper, we are only interested in obtaining an upper bound for the global approximation error E Y (π) + E Z (π), in terms of |π|. An asymptotic expansion of this error in term of |π| would also be of interest as it may lead to the use of Romberg-Richardson's extrapolation method. This work is left for future research.
1.2.
Order of convergence of Runge-Kutta methods. It is a nontrivial task to classify the approximations belonging to the class described by Definition 1.1 through their order of convergence. The order of convergence of a particular scheme depends on several factors. First, it will depend on the number of intermediate steps it uses. Moreover, up to a certain level, the higher the smoothness of the pair (u, f ), the better the order is. However, there is a level of smoothness beyond which the order of approximation cannot typically be improved. This level is identified below through the condition (Hr) p , where p = 1, 2, . . . is the number of intermediate steps required by the approximation. We show below that, provided the underlying framework satisfies a certain nondegeneracy condition called (Ho) p , the order of the approximation cannot be improved through additional smoothness. This is achieved by identifying the leading order term in the expansion of the error of the approximation. However, should this leading order term be equal to zero, the order of the approximation will be higher. The analysis of the leading error term tells us that, for example, if the driver satisfies the additional constraint f z = 0 (i.e., it is independent of Z, f z denoting the partial derivative of f with respect to z), then there are two-stage schemes of order three. However, if f z = 0, then two-stage schemes will typically have order two.
Smoothness and nondegeneracy assumptions.
We study the order of the methods given in Definition 1.1 using Itô-Taylor expansions [9] . This requires the smoothness of the value function u. In order to state precisely these assumptions, we recall some notations of Chapter 5 (see Section 5.4) in [9] . Let
be the set of multi-indices with entries in {0, . . . , d} endowed with the measure ℓ of the length of a multi-index [ℓ(⊘) = 0 by convention]. We introduce the concatenation operator * on M for multi-indices with finite length α = (α 1 , . . . , α p ), β = (β 1 , . . . , β q ) then α * β = (α 1 , . . . , α p , β 1 , . . . , β q ).
For a multi-index α with positive finite length, we write −α (resp., α−) the multi-index obtained by deleting the first (resp., last) component of α.
On the set M, let n(α) be the number of zero in a multi-index α with finite length.
Given a multi-index α, we denote by α + the multi-index obtained from α by deleting all its zero components.
For j ∈ {0, 1, . . . , d}, we denote by (j) m the multi-index with length m and whose entries are all equal to j.
A nonempty subset A ⊂ M is called a hierarchical set if
For any hierarchical A set, we consider the remainder set B(A) given by
We will use in the sequel the following sets of multi-indices, for n ≥ 0:
For j ∈ {1, . . . , d}, we consider the operators
For a multi-index α = (α 1 , . . . , α p ), the iteration of these operators has to be understood in the following sense:
By convention, L ⊘ is the identity operator; recall also the definition of the operator
Let C k b be the set of all k-times continuously differentiable functions with all partial derivatives bounded. For a multi-index with finite length α, we consider the set G α of all functions v : [0, T ] × R d → R for which L α v is well defined and continuous. We also introduce G α b the subset of all functions
Finally, for n ≥ 1, we define the set
We are now ready to state the smoothness assumption on the value function u we shall use:
(Hr) 1 The value function u belongs to G 2 b and f ∈ C 1 b . (Hr) 2 The value function u belongs to G 3 b and f ∈ C 2 b . (Hr) 3 The value function u belongs to G 4 b and f ∈ C 3 b . (Hr) 4 The value function u belongs to G 5 b and f ∈ C 5 b . Instead of making assumptions on the coefficient b and σ, we shall use in the sequel the following "nondegeneracy" assumption when stating the necessary order conditions: (Ho) 1 There exists some function g ∈ G 2 b such that
(Ho) 2 There exists some function g ∈ G 3 b such that P(g α (X T ) = 0) = 0 for α = (0), (0, 0) and (j, 0) for some j ∈ {1, . . . , d}. (Note that g may be different for each α.) (Ho) 3 There exists some function g ∈ G 4 b such that
(Note that g may be different for each α.) Moreover, for any triplet (ν 1 , ν 2 , ν 3 ) = (0, 0, 0) we have
(Ho) 4 There exists some function g ∈ G 4 b such that
(Note that g may be different for each α.) Moreover, we have for pairs (ν 1 , ν 3 ) = (0, 0), (ν 2 , ν 4 ) = (0, 0),
where we defined j v g := f z j g (j,0,0) and 
, which is a row vector. By convention, we set H ψ t,0 = 0.
For a discussion on the choice of the above coefficients, we refer to Remark 2.1 and Section 2.2.
1.2.3.
One-stage schemes. We study here the order of the following family of schemes: ] . For |π| small enough, the above scheme is at least of order 1 if
Moreover, under (Ho) 1 , this condition is also necessary.
(ii) Assume that (Hr) 1 holds and that
For |π| small enough, the above scheme is at least of order 2 if
and β 1 = 1.
Moreover, under (Ho) 2 , this condition is also necessary. Remark 1.5. (i) The case of the Euler scheme has been widely studied in the literature. Generally speaking, as soon as f is Lipschitz-continuous, the method has been shown to be convergent. Under weak regularity assumption on the coefficient g, the order 1 2 can be retrieved; see, for example, [2, 5, 7, 8, 17] . The order 1 convergence has been first proved in [6] for the general case when f depends on Z; see the references therein for the other cases.
(ii) The Crank-Nicholson scheme of step (ii) has been studied in the general case in [4] . It is proved there to be of order 2.
(iii) To the best of our knowledge, the necessary parts contained in Theorem 1.3 are new.
Two-stage schemes.
We analyze here the order of the following family of schemes:
where φ 2 , φ 3 , ψ 2 , ψ 3 ∈ B 0 .
The following results concern implicit schemes (for the Y part).
[0,1] , f z = 0 and c 2 < 1. For |π| small enough, the following conditions are sufficient to obtain at least an order 3 scheme
,
(ii) If, moreover, (Ho) 3 holds, these conditions are also necessary.
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(iii) (Implicit order barrier) If f z = 0 and (Ho)
.
Part (iii) of the last theorem tells us that it is generally not possible to get an order 3 scheme with a two-stage scheme, even if it is implicit, as soon as we have f z = 0. This result differs from the ODE case. This fact is not surprising since the schemes we consider are always explicit for the Z part. The explicit feature of the scheme and the related error, somehow propagates through f z . This will also be the case for schemes with a higher number of stages. Since we are particularly interested in BSDEs with general drivers, we see then that there is no advantage in using implicit scheme instead of explicit ones. As a result, we concentrate from now on in studying explicit schemes only.
The next result concerns then explicit schemes and exhibits the similarity with the ODEs framework. 
(ii) Moreover, if (Ho) 2 holds, then the above conditions are necessary.
It is easily checked that the above conditions leads to the following tableau: 
The approximation at step (i) is given by
Theorem 1.6. (i) Assume that (Hr) 3 holds. The scheme given in Definition 1.1 is at least of order 3 if c 2 = 1, c 2 = c 3 , and the following conditions hold true: 
As shown in last section, this approximation leads generally to an order 2 scheme only setting β 1 = 1.
(ii) If c 3 = c 2 , we obtain an order 2 scheme only as well.
Using [3] we get that
3 , 1}. Then the above conditions lead to the following tableau:
(ii) If c 3 = 1 and c 2 = 2 3 , then the above conditions lead to the following tableau:
1.2.6. Order barriers. As shown in the last sections, it is possible to derive explicit methods of order p = 1, 2, 3 using, respectively, s = 1, 2, 3 stages. These methods are optimal in the sense that s < p is generally not possible and s > p would lead to more computational effort.
In the ODEs framework, such a result is well known; see [3] . In fact, it is also known that it is possible to build explicit order 4 method using 4-stage schemes. A very interesting feature of explicit methods is that to retrieve an order p scheme with p strictly greater than 4, one needs to use s > p stages. This last result is known as "explicit order barriers"; see, for example, Theorem 370B in [3] . Because ODEs are a special case of BSDEs, the same explicit barriers will be encountered for BSDEs. This leaves open the case s = p = 4 for BSDEs. Theorem 1.7 below shows that generally s > p already for p = 4 in the BSDEs framework. This means that the explicit barrier is encountered earlier for BSDEs than for ODEs.
Before stating the main result of this section, let us also recall part (iii) of Theorem 1.4, which reveals an implicit order barrier in the BSDEs framework.
Proposition 1.3 (Implicit barrier)
. Assume (Hr) 3 holds and f z = 0, then there is no implicit order 3 two-stage scheme, under the nondegeneracy assumption (Ho) 3 . Theorem 1.7 (Explicit barrier). We assume that f y = 0 and f z = 0. There is no explicit four stage methods in the class of methods given in Definition 1.1 which is of order 4, provided that (Hr) 4 , (Ho) 4 hold and that the H-coefficients are given by
Remark 1.7. Theorem 1.7 can be extended to the case of f y = 0 and f z = 0. Indeed, the fact that f y = 0 will add more constraints to the problem. Note, however, that (Ho) 4 would need to be reformulated in this case.
1.3.
Outline. The rest of the paper is organized as follows. In Section 2, we present some preliminary results used to study the order of convergence. We also interpret the approximation of Z as the approximation of a proxy for Z in dimension d = 1. Sections 3-5 deal then with the proof of the order for scheme with 1, 2 and 3 stages. Section 6 is dedicated to the case of the fourstage methods and the proof of Theorem 1.7. Finally, the Appendix contains the proofs of the results in Section 1.1 and the proofs of the preliminary results.
Notation.
In the sequel C is a positive constant whose value may change from line to line depending on T , d, Λ, X 0 but which does not depend on the choice of the partition π. We write C p if it depends on some extra positive parameters p.
For t ∈ π, R a random variable and r a real number, the notation R = O t (r) means that |R| ≤ λ π t r where λ π t is a positive random variable satisfying
for all p > 0, t ∈ π and all partitions π. The continuous and adapted process U belongs to
Multiple Itô Integrals. For any process U in S 2 ([0, T ]), we consider the following iterated Lebesgue-Itô integrals for a multi-index α with length l: 
One can recursively check that these integrals are well defined and that
. We will denote by I α t,r the multiple Itô Integrals of the constant process equal to one.
Abbreviation. For t ∈ [0, T ], we denote v α (t, X t ) by v α t and f y (Y t , Z t ) by f y t , where f y is the partial derivatives of f with respect to the variable y. Similarly f z t := f z (Y t , Z t ) where f z is the partial derivative of f with respect to z.
Preliminaries.
Itô-Taylor expansions.
The following proposition is Theorem 5.5.1 in [9] adapted to our context. 
This leads to the following weak expansion formula:
We now state another key expansion for the results below based on Proposition 2.1 and Definition 1.5.
, for ℓ ∈ {1, . . . , d}, then the expansion of (i) holds true for ψ = (1, . . . , 1).
The proof of this proposition is postponed to the Appendix. Remark 2.1. (i) The expansion of Proposition 2.3(i) motivates the definition of the H-coefficient. Indeed, we will apply it to the functions u and u (0) and are able to cancel the low order term for a good choice of coefficients (α kj ), (β j ); see the computations of the next sections.
(ii) It is worth noticing that in the (very special) case where (iii) For c, c ′ ∈ (0, 1), c = c ′ ,
2.2.
A class of proxy for Z. The solution of the BSDE (1.2) consists in the pair process (Y, Z). Unlike Y , the second component is not "directly available" in (1.2) since it is defined as the integrand in the martingale part. However, we can use (1.2) to construct first a proxy for Z. As we shall see, the sequence of processes (Z i ) i≤n are discrete-time approximation of this proxy. The results below are based on the expansion given in Proposition 2.3. The discussion in this section assumes d = 1. 
Proof. One observes that
s ds .
Applying the expansion given in Proposition 2.2 to u (1) up to order m and using the assumption on ψ, we obtain
Remark 2.2. Of course one can build other types of proxies for Z based on (2.1), for example, at t = 0,
In this case, ψ will be required to satisfy different constraints in order to obtain the desired order of convergence.
It remains to derive the discrete-time approximation (Z i ). Observe that, using (1.2),
In [2, 6] , the approximation of the Z process is given bȳ
In order to obtain high-order approximation of the process Z, we discretize the integral term in the right-hand side in (2.2), with t = t i . For ψ ∈ B m [0,1] , m ≥ 1, we will approximate this term by the following:
where the coefficients β j ∈ R and the function φ j belongs to B m−1
Remark 2.3. Alternatively, one can approximate directly
However, since generally H
, one would then require stronger assumptions on the function ψ and the H-coefficient which, in turn, will lead to higher computational complexity.
The approximation given in (2.3) is still theoretical since it uses the true value Y t i,j and Z t i,j . We need to introduce several stages to obtain approximations of these intermediate values.
3. One-stage schemes.
Proof of Theorem 1.3(i).
(1) We first compute the error expansion for the Z part of the scheme. By (1.16), we have, for 1 ≤ ℓ ≤ d,
recalling (1.4). Using Proposition 2.3, we get
. This basically means that as soon as 
which is the order we aim to obtain.
(2a) We now compute the error expansion for the Y -part. First observe thatŶ where
. This leads tô
Using Proposition 2.2, we computê
Since f is Lipschitz-continuous and u (0) bounded, we obtain for |π| small enough thatŶ t i = Y t i + O t i (|π|) which implies that δf t i = O t i (|π|) and thuŝ
The condition b 1 + b 2 = 1 is thus sufficient to retrieve at least an order-1 scheme.
(2b) Under (Ho) 1 , this condition is also necessary. Indeed, combining definition (1.15)-(1.17) and (3.2), we compute
Interpreting the sum in the last equation as a Riemann sum and taking the limit as |π| → 0, we obtain
If (1 − b 1 − b 2 ) 2 = 0, since the scheme must be of order 1, we must have
for solutions u of (1.4) such that u ∈ G 2 b , recalling Definition 1.3. In particular, at t = T , since t → E[|u (0) (t, X t )| 2 ] is continuous, we get
b . Under (Ho) 1 , this yields a contradiction. 
Using Proposition 2.3, we havê Using a first-order Taylor expansion, this leads to (3.4) recalling that f ∈ C 2 b under (Hr) 2 . From (3.3) we deduce that the condition 1 − β 1 = 0 is sufficient to obtain T Z (π) = O(|π| 2 ), recalling (1.15)-(1.17).
(1b) If we assume that (Ho) 2 holds, this condition is also necessary. Indeed, one computes that
for grids with constant mesh size.
Then by interpreting the sum in the last equation as a Riemann sum, we obtain
where the limit is taken over the grids with constant mesh size. If (1 − β 1 ) 2 = 0, since we are looking at a scheme of order 2, we must have
for the solution u of (1.4) such that u ∈ G 3 b , recalling Definition 1.3. In particular, at t = T , since t →
Under (Ho) 2 , this yields a contradiction. We assume now that the condition β 1 = 1 holds.
(2a) For the Y -part, we havê
Combining the last equality with (3.4) and recalling that β 1 = 1, we get
Since u ∈ G 3 b , we use Proposition 2.2 to computê
We observe thatŶ t i = Y t i + O(|π|) which leads to
since f is Lipschitz-continuous. Combining (3.5) with the last estimate, we obtain
The condition
is sufficient to obtain a method at least of order 1.
(2b) Using the same arguments as in step (2b) of the proof of part (i) of Theorem 1.3, we obtain that this condition is necessary if (Ho) 2 holds.
(2c) We thus assume from now on that this condition holds, and we get
which leads, since f is Lipschitz-continuous, to δf t i = O t i (|π| 2 ). Inserting this estimate back into (3.5), we obtain
The condition 1 2 − b 1 = 0 is therefore sufficient to obtain a method at least of order 2.
(2d) If we assume that (Ho) 2 holds, this condition is also necessary. Indeed, one computes that
for grids π with constant mesh size. Then, as the limit of a Riemann sum, we obtain that
where the limit is taken over the grids with constant mesh size. If for solution u of (1.4) such that u ∈ G 3 b , recalling Definition 1.3. In particular, at t = T , since t → E[|u (0,0) (t, X t )| 2 ] is continuous, we get
b . Under (Ho) 2 , this yields a contradiction and completes the proof of the theorem.
4. Two-stage schemes.
Proof of Theorem 1.4. (1a)
We first compute the error expansion at the intermediary step (step j = 2), recalling that (Hr) 3 is in force.
For 1 ≤ ℓ ≤ d, we have that
].
Since u ∈ G 4 b , we apply Proposition 2.3 and get, for 1
Using a first order Taylor expansion, we obtain
Using Proposition 2.2, we computê
recalling that u ∈ G 3 b . Since f is Lipschitz continuous, we get that δf t i,2 = O t i,2 (|π| 2 ). Inserting this estimate back into (4.2), we obtain
Combining a first-order Taylor expansion with the last equality and (4.1) leads to
(2a) We now study the error at the final step for the Z-part. We compute the following expansion, for 1 ≤ ℓ ≤ d:
where we used (4. (2c) We now prove that condition (4.5) is necessary to obtain an order 2 scheme under (Ho) 2 , recalling that (Ho) 3 implies (Ho) 2 . We compute, for grids with constant mesh size, If (1 − β 1 −β 2 ) 2 = 0, since the scheme must be of order 2, we must have
In particular, at t = T , since t → Using the same techniques as in step (2c), one will get that condition (4.7) is necessary to obtain an order 3 scheme under (Ho) 3 .
(3) We study the error expansion on the Y part at the final step. We aim to obtain an order 3 scheme. From the definition of the truncation error, it is obviously necessary that the local truncation error for the Z part is of order 3. We work then under this condition [see step (2d)] and then we have
For the Y -part, using (4.3) and (4.9), we havê Using the last equation, we obtain that δf t i = O t i (|π|), which leads tô
Under (Ho) 3 , it appears then that the following condition is necessary to retrieve an order ≥ 1 scheme:
We then assume that this condition holds and obtain
We thus compute
And for |π| small enough, δf t i = O t i (|π| 2 ). Inserting this into (4.10) and recalling that (4.11) is in force, we get that
Under (Ho) 3 , the condition
is then necessary to obtain an order 2 scheme, and we thus assume it holds. Arguing as before we now
