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Abstract: The notion of local maximal operators and objects associated to them
is introduced and systematically studied in the general setting of measure metric
spaces. The locality means here some restrictions on the radii of involved balls. The
notion encompasses different definitions dispersed throughout the literature. One of
the aims of the paper is to compare properties of the ‘local’ objects with the ‘global’
ones (i.e. these with no restrictions on the radii of balls). An emphasis is put on the
case of locality function of Whitney type. Some aspects of this specific case were
investigated earlier by two out of three authors of the present paper.
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1. Introduction
Let (X, d, µ) be a measure metric space, where d is a distance and
µ is a nonnegative Borel measure on X such that 0 < µ(B(x, r)) < ∞
for all open balls
B(x, r) = {y ∈ X : d(x, y) < r}, x ∈ X, 0 < r <∞.
Given a lower semicontinuous function ρ : X → (0,∞] (l.s.c. for short),
let Oρ(x) = Oρ,d(x) denote the family of balls centered at x and with
radius r < ρ(x). Then we set
Oρ = Oρ,d =
⋃
x∈X
Oρ(x).
By a local integrability of a complex-valued function on X we mean
its integrability with respect to the family of balls from Oρ; thus f ∈
L1loc,ρ(X) := L
1
loc,ρ(X, d, µ) provided
∫
B
|f | dµ <∞ for every ballB∈Oρ.
Research of the first and the third authors supported by NSC of Taiwan under
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(Note that this notion of local integrability does not refer to compact-
ness.)
We define the maximal operator Mρ acting on f ∈ L1loc,ρ(X) by
Mρf(x) = sup
x∈B∈Oρ
1
µ(B)
∫
B
|f | dµ, x ∈ X,
where the supremum is taken over all balls from Oρ that contain x; its
centered version is defined by
M cρf(x) = sup
0<r<ρ(x)
1
µ(B(x, r))
∫
B(x,r)
|f | dµ, x ∈ X.
If ρ ≡ ∞ identically, then M∞ and M c∞ are the usual (non-centered
and centered) Hardy-Littlewood maximal operators on (X, d, µ) and
L1loc,∞(X) is the space of locally integrable (with respect to all balls)
functions on X; we then skip the ∞ subscript and simply write M , M c
and L1loc(X), and refer to this setting as to the global one. Clearly
(1.1) M cρf ≤Mρf, M cρf ≤M cf, Mρf ≤Mf, f ∈ L1loc(X).
The relation M cρ ≤Mρ shows that some of the (upper) bounds or claims
for Mρ imply the corresponding bounds or claims for M
c
ρ and vice versa
(for lower bounds). Usually we shall concentrate on proving bounds or
claims for one of the two operators, M cρ or Mρ, this one for which the
claim or bound is more subtle.
If ρ(x) 6= ∞ for some x ∈ X, then we will refer to ρ as to a locality
function and to Mρ and M
c
ρ as to local Hardy-Littlewood maximal op-
erators. It is clear that in case µ is doubling, one has M cf(x) 'Mf(x)
uniformly in f ∈ L1loc(X) and x ∈ X (without the doubling condition it
may happen that M c and M are not pointwise equivalent). However, in
general, even if µ is doubling, M cρf ' Mρf does not hold uniformly in
f ∈ L1loc,ρ(X); see Example 5.2.
There is a number of papers in the literature where, in different
settings, local maximal operators are discussed, sometimes implicitly.
For instance, if X = Rn is considered with the Euclidean distance and
Lebesgue measure, and ρ ≡ 1 (or, more generally, ρ ≡ a, a > 0), then the
corresponding local maximal operator was discussed by Rychkov [19].
Ionescu [10] defined and studied the local maximal operator Mρ with
ρ ≡ b, b > 0 being a parameter, in the setting of noncompact sym-
metric spaces of real rank one (with the canonical distance and mea-
sure). Mauceri and Meda [16] used the local Hardy-Littlewood maximal
operator Mρ in the context of the measure metric space (Rn, d2, γn),
where d2 is the Euclidean distance induced by the norm ‖ · ‖2, and
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γn is the Gauss (non-doubling) measure on Rn; the corresponding lo-
cality function was chosen to be ρ = ρa, ρa(x) = amin(1, 1/‖x‖2) with
parameter a > 0. In [13] C.-C. Lin and Stempak discussed the local
Hardy-Littlewood maximal operator Mρ in the context of X = Rn \ {0}
with Lebesgue measure and the distance d∞ induced by the norm ‖ ·‖∞,
where ρ(x) = k‖x‖∞, k ∈ (0, 1) being a parameter.
In this paper we define the notion of local maximal operators (Hardy-
Littlewood and sharp maximal operators) as well as some associated
notions in full generality of measure metric spaces; we then try to keep
this generality as far as possible. In particular, we do not assume the
doubling condition as a standing assumption. However, it is evident
that in order to get a richer theory it is necessary to narrow the setting
and assume some additional conditions of geometrical nature on the
considered measure metric space. This approach is well represented in
the papers by Carbonaro, Mauceri and Meda [4], [5], where, for instance,
approximate midpoint or isoperimetric properties were imposed to get
satisfactory results. Having defined the local objects we then investigate
them from the point of similarities or differences with the global ones.
The difference in behavior of local versus global objects is explained by
a lack of large balls when ρ is a genuine locality function; this will be
seen in several places. Throughout the paper an emphasis is put on
the independence of the considered objects of a metric. Note that for
X = Rn (or for a subset of X = Rn), if d is either the Euclidean metric d2
or the metric d∞, then geometrically the choice of d results in dealing
with Euclidean balls or cubes with sides parallel to the coordinate axes,
respectively. In the general case we are a bit more general by considering
a pair of arbitrary but equivalent metrics.
The paper is organized as follows. In Section 2 we prove basic facts
about local Hardy-Littlewood maximal operators and collect remarks on
possible relations between these operators for different locality functions
and different metrics. In Section 3 we discuss local sharp maximal op-
erators and local BMO spaces. Section 4 is devoted to a discussion of
local Ap,ρ weights. Finally, in Section 5 we concentrate the attention on
locality function of Whitney type. Numerous examples dispersed within
the paper illustrate relations between discussed objects when either a
locality function is kept fixed but a metric is replaced onto an equiva-
lent one, or an analogous situation occurs but with the role of a locality
function and a metric switched. Notice that the proofs of (almost) all
results proved in the paper contain ρ ≡ ∞ as a special case.
Throughout the paper we use a standard notation. Writing estimates
we use the notation S . T to indicate that S ≤ CT with a positive
242 C.-C. Lin, K. Stempak, Y.-S. Wang
constant C independent of significant quantities. We shall write S ' T
when simultaneously S . T and T . S. Given a function f on X we
write suppo f := {x ∈ X : f(x) 6= 0} to denote the true support of f ;
clearly supp f is the closure of suppo f in X. By Lp(X) = Lp(X,µ),
1 ≤ p <∞, we shall denote the usual Lebesgue Lp space on the measure
metric space (X,µ), and s(N) will stand for the space of all complex-
valued sequences on N. Finally, if B = B(x, r) and τ > 0, then τB =
B(x, τr).
2. Local Hardy-Littlewood maximal operators
Recall that throughout this and the next sections µ is a Borel measure
on X which, for a given metric d, is positive and finite on all balls related
to d. At some places we shall additionally assume that X is locally
compact and µ is a Radon measure. By a Radon measure on a locally
compact metric space X we mean a Borel measure that is finite on all
compact sets, outer regular on all Borel sets, and inner regular on all
open sets; cf. [8, Chapter 7]; when a considered measure is Radon then
we automatically assume that X is locally compact. The measure µ will
not change but sometimes we shall consider another metric d′ equivalent
with d. Clearly, the topologies generated by d and d′ coincide and so do
the families of Borel sets. In particular, µ is also positive and finite on all
balls related to d′ and the property of being Radon remains unchanged.
For a function f ∈ L1loc,ρ(X) its average in a ball B = B(x, r) ∈ Oρ
will be denoted by
〈f〉B = 1
µ(B)
∫
B
f dµ.
We start by collecting some basic facts about local maximal operators.
Lemma 2.1. For every f ∈ L1loc,ρ(X), Mρf and M cρf are l.s.c., hence
Borel measurable.
Proof: In the ‘non-centered’ case, given λ > 0 and f ∈ L1loc,ρ(X) we
write the relevant level set as a sum of open balls,
{x ∈ X : Mρf(x) > λ} =
⋃
(y,r)∈Df (λ)
B(y, r),
where Df (λ) = {(y, r) ∈ X × (0,∞) : r < ρ(y) and 〈|f |〉B(y,r) > λ}
(note that l.s.c. of ρ is not required here). In the centered case we write
the level set as a sum of open sets
{x ∈ X : M cρf(x)>λ}=
⋃
r>0
{y ∈ X : 〈|f |〉B(y,r)>λ}∩{y ∈ X : ρ(y)>r}.
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Each intersection on the right hand side is an open set since by assump-
tion ρ is l.s.c. and X 3 y 7→ 〈|f |〉B(y,r) is l.s.c. as well. Indeed, for the
latter function, since the limit of an increasing sequence of l.s.c. func-
tions is a l.s.c. function it suffices to consider f = χA, µ(A) < ∞. But
then X 3 y 7→ µ(A∩B(y,r))µ(B(y,r)) is l.s.c. as a product of two l.s.c. functions:
X 3 y 7→ µ(A ∩ B(y, r)) is l.s.c. by continuity of µ from above, while
X 3 y 7→ 1µ(B(y,r)) is l.s.c. by continuity of µ from below.
Note that 〈|f |〉B , and thus Mρf , makes sense for a class of functions
larger than L1loc,ρ(X). In particular, admissible are Borel measurable
complex-valued functions, or Borel measurable functions with values in
the extended real number system R = R∪{±∞}. Note that the conclu-
sion of Lemma 2.1 also holds for such functions.
It is well known that for a measure µ which is doubling, i.e. satisfying
µ(B(x, 2r)) . µ(B(x, r))
uniformly in x ∈ X and r > 0, the operator M is of weak-type (1, 1),
that is
(2.1) µ({x ∈ X : Mf(x) > λ}) . 1
λ
‖f‖L1(X,µ),
uniformly in f ∈ L1(X) and λ > 0. Due to (1.1), the same assertion is
valid for Mρ (and M
c
ρ as well). However, we would like to have at our
disposal analogous result with much weaker assumptions imposed on µ.
In the literature the notion of local doubling is also used. A measure µ
is said to be local doubling provided for every b > 0 there exists Cb > 0
such that
µ(B(x, 2r)) ≤ Cbµ(B(x, r)), x ∈ X, 0 < r ≤ b.
This notion is indeed weaker than (global) doubling only for unbounded
spaces; if (X, d) is bounded, i.e. supx,y∈X d(x, y) < ∞, then local dou-
bling implies doubling.
We shall say that µ satisfies the ρ-local τ -condition, τ > 1, provided
µ(τB) . µ(B), B ∈ Oρ.
Proposition 2.2. If µ satisfies the ρ-local 5-condition, then Mρ is of
weak-type (1, 1). If µ is Radon, then the ρ-local 3-condition suffices.
Proof: We shall prove that for ρR defined by ρR(x) = min{ρ(x), R}, it
holds
(2.2) µ
({x ∈ X : MρRf(x) > λ}) ≤ Cλ ‖f‖L1(X,µ),
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with C independent of R→∞. Then
µ
({x ∈ X : Mρf(x) > λ}) ≤ C
λ
‖f‖L1(X,µ), λ > 0, f ∈ L1(X,µ),
follows accordingly. Let x0 ∈ X be a reference point. Then (2.2) reduces
to checking that
µ
({x ∈ X : MρRf(x) > λ} ∩B(x0, R′)) ≤ Cλ ‖f‖L1(X,µ),
with C independent of 0 < R < R′ →∞. Given x ∈ F (R,R′;λ) = {x ∈
X : MρRf(x) > λ} ∩ B(x0, R′) take a ball Bx = B(x, rx) such that 0 <
rx < min{ρ(x), R} (in particular, Bx ∈ Oρ) and 1µ(Bx)
∫
Bx
|f | dµ > λ.
By the basic covering theorem, [9, Theorem 1.2], it is possible to extract
from the family of balls {Bx}x∈F (R,R′;λ) of uniformly bounded radii, a
subfamily {Bxs}s∈S of disjoint balls such that⋃
x∈F (R,R′;λ)
Bx ⊂
⋃
s∈S
5Bxs .
Since R′ > R, for every s ∈ S, Bxs ⊂ B(x0, 3R′), and hence the family
{Bxs}s∈S is at most countable. Therefore,
µ
(
F (R,R′;λ)
) ≤∑
s∈S
µ(5Bxs) ≤ C5
∑
s∈S
µ(Bxs)
≤ C5 1
λ
∑
s∈S
∫
Bxs
|f | dµ ≤ C5 1
λ
‖f‖L1(X,µ).
In the case when µ is Radon the proof is a bit easier. As in the
classical case, we take an arbitrary compact subset of the level set {x ∈
X : Mρf(x) > λ}, cover it properly by a family of balls and choose
a finite subcover. The Vitali-Wiener covering lemma allows to choose
from a given finite family of balls {B1, B2, . . . , Bm} ⊂ Oρ, a subfamily
of pairwise disjoint balls {Bj1 , Bj2 , . . . , Bjn} such that
m⋃
i=1
Bi ⊂
n⋃
s=1
3Bjs .
The fact that µ is Radon (inner regularity on open sets, to be precise)
finishes the argument.
It is worth mentioning that in the case of Rn, weak type (1, 1) in-
equality (2.1) holds with M c replacing M without assuming that µ is
doubling (Besicovitch’s covering lemma is used in the proof). Note also
that in the case of X = R, the estimate (2.1) holds without any special
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assumption on µ. This is a simple consequence of a specific covering
lemma valid for subsets of R, see [6, Lemma 2.6].
We shall say that (X, d, ρ) is σ-finite provided X =
⋃∞
j=1Bj , Bj ∈ Oρ.
Proposition 2.3. Let (X, d, ρ) be σ-finite and let a Radon measure µ
satisfy the ρ-local 3-condition. Then for every f ∈ L1loc,ρ(X) we have
(2.3) f(x) = lim
x∈B∈Oρ
〈f〉B , µ-a.e. x ∈ X,
where the limit is understood as a generalized limit with respect to the
net (directed by the set inclusion) of balls from Oρ that contain x; in
particular, f(x) = limr→0+〈f〉B(x,r), µ-a.e. x ∈ X.
Proof: By the assumption made on X, a standard localization argument
shows that it is sufficient to consider f ∈ L1(X). It is also easily seen
that (2.3) holds true for functions from Cc(X) and the latter space is
dense in L1(X) since µ is Radon. Let
En = {x ∈ X : lim sup
x∈B∈Oρ
|〈f〉B − f(x)| > 1/n}.
Given  > 0 take g ∈ Cc(X) such that ‖f −g‖1 < . Then for any x ∈ X
lim sup
x∈B∈Oρ
|〈f〉B − f(x)| ≤Mρ(f − g)(x) + |g(x)− f(x)|
and hence
µ(En) ≤ µ
({
x ∈ X : Mρ(f − g)(x) > 1
2n
})
+ µ
({
x ∈ X : |f(x)− g(x)| > 1
2n
})
≤ 2nC‖f − g‖1 + 2n‖f − g‖1
≤ 2n(C + 1);
we used Proposition 2.2 and Chebyshev’s inequality. Since  is arbitrary,
µ(En) = 0 for any n ∈ N and (2.3) follows.
In the two remarks that follow we comment on possible relations be-
tween local maximal operators for different but equivalent locality func-
tions or metrics.
Remark 2.4. It is obvious that ρ ≤ ρ′ impliesOρ ⊂ Oρ′ and consequently,
L1loc,ρ′(X) ⊂ L1loc,ρ(X) and Mρf ≤ Mρ′f for f ∈ L1loc,ρ′(X). However,
in general, even though ρ ' ρ′, there is no reason to expect that the
spaces L1loc,ρ(X) and L
1
loc,ρ′(X) coincide. For instance, take X = N, d to
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be the 0−1 metric on N and µ the measure on N such that µ({n}) = an,
where an > 0 and
∑
an < ∞ (so that µ(N) < ∞). Note that µ is
not even local doubling and if B is a ball, then either B = {n} for
some n ∈ N or B = N. With ρ ≡ 1 and ρ′ ≡ 2, L1loc,ρ(N) = s(N), while
L1loc,ρ′(N) = `1(N, µ). But even if L1loc,ρ(X) = L1loc,ρ′(X), still there is
no reason to expect that
Mρf 'Mρ′f,
uniformly in f ∈ L1loc,ρ(X) = L1loc,ρ′(X). See Example 5.3. Analogous
remarks apply to the centered local maximal operators.
Remark 2.5. In general, if d′ is a metric equivalent with d, d′ ' d,
there is no reason for the spaces L1loc,ρ,d(X) and L
1
loc,ρ,d′(X) to coincide
(additional subscripts indicate the dependence of the local L1 space on
the metric; this agreement will be also used in similar occurrences).
For instance, let X, d, µ and ρ be as in Remark 2.4. Define d′ =
1
2d. Then L
1
loc,ρ,d(N) = s(N), while L1loc,ρ,d′(N) = `1(N, µ). But even if
L1loc,ρ,d(X) = L
1
loc,ρ,d′(X), then still there is no reason for the equivalence
M cρ,df 'M cρ,d′f
to hold, uniformly in f ∈ L1loc,ρ,d(X) = L1loc,ρ,d′(X). See Example 5.4.
Analogous remarks apply to non-centered local maximal operators.
Finally, the next two remarks concern the local L1 spaces.
Remark 2.6. Given two different l.s.c. functions ρ′ and ρ on (X, d, µ)
assume that every ball from Oρ′ may be covered by a finite number of
balls from Oρ and vice versa with the role of ρ′ and ρ exchanged. Then
L1loc,ρ′(X) = L
1
loc,ρ(X).
In concrete settings it frequently happens (and is supported by numerous
examples) that for ρ′ and ρ as above, the discussed covering property
holds.
Remark 2.7. Similarly, if ρ is fixed, given two different metrics d′ and d
such that every ball from Oρ,d′ may be covered by a finite number of
balls from Oρ,d and vice versa with the role of d′ and d exchanged, then
L1loc,ρ,d(X) = L
1
loc,ρ,d′(X).
Again a similar comment as in Remark 2.6 applies.
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3. Local sharp maximal operators and local BMO spaces
In this section we introduce the notion of local sharp maximal op-
erators and local BMO spaces. We then study their basic properties,
investigate relations between local BMO spaces for different metrics and
furnish some examples.
Let the system (X, d, µ, ρ) be given. Keeping the notation from Sec-
tion 2 we define the sharp maximal operator M#ρ acting on f ∈ L1loc,ρ(X)
by
M#ρ f(x) = sup
x∈B∈Oρ
1
µ(B)
∫
B
|f − 〈f〉B | dµ, x ∈ X,
where the supremum is taken over all balls from Oρ that contain x; its
centered version is given by
M#,cρ f(x) = sup
0<r<ρ(x)
1
µ(B(x, r))
∫
B(x,r)
|f − 〈f〉B(x,r)| dµ, x ∈ X.
If ρ ≡ ∞, then M#∞ and M#,c∞ are the usual (non-centered and centered,
both appear in the literature) sharp maximal operators on (X, d, µ); we
then skip the ∞ subscript and simply write M# and M#,c. If ρ is a
locality function, then we shall refer to M#ρ and M
#,c
ρ as to local sharp
maximal operators. Clearly
M#,cρ f ≤M#ρ f, M#,cρ f ≤M#,cf, M#ρ f ≤M#f, f ∈ L1loc,ρ(X).
The space BMOρ(X) := BMOρ(X, d, µ) is defined to consist of all
f ∈ L1loc,ρ(X) for which
‖f‖∗,ρ := sup
x∈X
M#,cρ f(x) <∞.
Note that the pointwise equivalence M#,cρ f(x) 'M#ρ f(x) may not hold
uniformly in f ∈ L1loc,ρ(X) and x ∈ X, however the identity
sup
x∈X
M#,cρ f(x) = sup
x∈X
M#ρ f(x)
holds for any f ∈ L1loc,ρ(X) and, moreover,
(3.1) ‖f‖∗,ρ = sup
B∈Oρ
1
µ(B)
∫
B
|f − 〈f〉B | ' sup
B∈Oρ
inf
c∈C
1
µ(B)
∫
B
|f − c|.
If ρ is a locality function, then we will refer to BMOρ(X) as to a local
BMO space. If ρ ≡ ∞, then BMO∞(X) becomes the usual BMO space
on the measure metric space (X, d, µ) and is denoted as BMO(X).
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In recent years BMO spaces with ‘local flavour’ were defined and in-
vestigated in several settings, some of them fitting into the scheme pre-
sented above. Ionescu [10] defined and studied the local sharp maximal
operator M#ρ with ρ ≡ 1 in the setting of noncompact symmetric spaces
of real rank one. Mauceri and Meda [16] defined and studied the space
BMOρa(Rn, d, γn), where d, γn and ρa are as described earlier. Later on
Carbonaro, Mauceri and Meda [4], [5], extended ideas from [10] and [16]
to a general context of measure metric spaces with measure satisfying
local doubling property (and some additional geometric properties as
well) and ρ = ρb chosen to be ρ ≡ b, b > 0 being a parameter. To be
precise in [5], [16] (the case of µ(X) <∞), in the definition of the local
BMO space it was assumed that f ∈ L1(Rn, γn) rather than a weaker
condition f ∈ L1loc,ρ(Rn, γn). Similarly, in [4] (the case of µ(X) = ∞),
it was assumed that f ∈ L1loc(X,µ), which is again a stronger condition
than f ∈ L1loc,ρ(X,µ) for ρ 6≡ ∞. Recently, Lin and Stempak [14] de-
fined and investigated the spaces BMOρ(Ω), where Ω and ρ = ρk are
as in Section 5. It is interesting to point out that in the case of the
upper half-space Rn+ = {(x1, . . . , xn) ∈ Rn : xn > 0} or the unit ball
B(0, 1) ⊂ Rn, this type of BMO space was considered by Reimann and
Rychener [18, p. 4]; see also [7, Remark 2.3].
Lemma 3.1. For every f ∈ L1loc,ρ(X), M#ρ f and M#,cρ f are l.s.c.,
hence Borel measurable.
Proof: As in the proof of Lemma 2.1 we write
{x ∈ X : M#ρ f(x) > λ} =
⋃
(y,r)∈Ef (λ)
B(y, r),
where Ef (λ)={(y, r) ∈ X×(0,∞) : r < ρ(y) and 〈|f−〈f〉B(y,r)|〉B(y,r) >
λ}. In the centered case we write the level set as a sum of open sets
{x ∈ X : M#,cρ f(x) > λ} =
⋃
r>0
{y ∈ X : 〈|f − 〈f〉B(y,r)|〉B(y,r) > λ}
∩ {y ∈ X : ρ(y) > r}.
As in the proof of Lemma 2.1 checking that the first set in the intersection
is open requires verifying that the relevant function is l.s.c. This reduces
to considering f = χA, µ(A) < ∞, and thus the function X 3 y 7→(
1− µ(A∩B(y,r))µ(B(y,r))
)µ(A∩B(y,r))
µ(B(y,r)) , which is l.s.c. by the argument already used
in Lemma 2.1.
It may happen that BMOρ(X) = L
1
loc,ρ(X) and ‖f‖∗,ρ = 0 for ev-
ery f ∈ BMOρ(X) (for instance, take X = N with usual distance and
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counting measure, and ρ ≡ 1). To avoid such trivialities we assume that
the system (X, d, µ, ρ) is such that ‖f‖∗,ρ > 0 for some f ∈ BMOρ(X).
Also, since ‖ · ‖∗,ρ is only a seminorm, to generate a genuine norm in the
quotient space one has to determine the subspace
W0,ρ = {f ∈ BMOρ(X) : ‖f‖∗,ρ = 0}.
Unlike to the case of ρ ≡ ∞, W0,ρ may be bigger than the space of
constant functions. For instance, consider again N with usual distance
and counting measure, and ρ given by: ρ(n) = 1 for 1 ≤ n ≤ 9 and
ρ(n) = 2 for n ≥ 10. Then W0,ρ consists of all sequences {f(n)} which
are constant for n ≥ 9.
To determine the shape of W0,ρ we introduce the following notion.
Given x, y∈X we write x ∼ρ y provided there exist balls {B1, . . . , Bm} ⊂
Oρ such that x ∈ B1, y ∈ Bm and Bi ∩ Bi+1 6= ∅, i = 1, . . . ,m − 1.
Clearly, Ux = {y ∈ X : x ∼ρ y} is an open set which we call the
ρ-component of x. It is also clear that any two ρ-components either
coincide or are disjoint and for ρ ≡ ∞, the whole space is the only
ρ-component of this space. Thus X splits into pairwise disjoint open
ρ-components. It is easy to observe that W0,ρ is the space of functions
which are constant µ-a.e. on each of ρ-components of X.
Proposition 3.2. The quotient space BMOρ(X)/W0,ρ is a Banach space
under the norm ‖ · ‖∗,ρ.
Proof: Only proving completeness is interesting. Since BMOρ(X)/W0,ρ
is a direct sum of BMO spaces modulo constants on ρ-components of X,
therefore we can assume that there is only one ρ-component, namely X.
Consider a sequence of cosets {[fj ]}j∈N in BMOρ(X)/W0,ρ such that∑
j
‖[fj ]‖∗,ρ <∞.
Choosing a reference ball B0 ∈ Oρ we may assume that 〈fj〉B0 = 0
for every j. Then it is rather routine to justify that
∑
fj converges
in L1(B), and hence µ-a.e. onB, for every ballB ∈ Oρ. Therefore
∑
fj is
well defined on X and 〈f〉B =
∑
j〈fj〉B for any B ∈ Oρ. Moreover,∑
fj ∈ BMOρ, ‖[
∑N
1 fj ] − [f ]‖∗,ρ → 0 as N → ∞, which means that∑∞
1 [fj ] converges in BMOρ(X)/W0,ρ.
At this point a question arises on a possible relation between the
spaces BMOρ′(X) and BMOρ(X) for a given (X, d, µ), where ρ
′ and ρ are
two different but equivalent locality functions. Even if we assume that
L1loc,ρ′(X) = L
1
loc,ρ(X), there is no reason to expect that BMOρ′(X) =
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BMOρ(X), with equivalence of norms, say; see Example 3.6. However,
in several settings this occurs to be the case (but in each setting this
is a nontrivial fact). Mauceri and Meda [16, Proposition 2.4] showed
that for (Rn, d2, γn), the spaces BMOρa(Rn, d2, γn), a > 0, coincide with
equivalence of norms. Moreover, d2 may be replaced by d∞ and the
result remains true. Similar result was proved by Carbonaro, Mauceri
and Meda [4], [5], in the context of a measure metric space (X, d, µ)
with measure satisfying the local doubling property. Under additional
assumption on X it was proved that BMOρb(X, d, µ) coincide with equiv-
alence of norms for some range of the parameter b > 0. Finally, Lin
and Stempak [14, Theorem 4.2] showed that the spaces BMOk(Ω, d, λ),
0 < k < 1, d = d2 or d = d∞, coincide with equivalence of norms.
Another issue to be considered is the following. For a given ρ and for
two equivalent metrics d′ and d, assume that L1loc,ρ,d′(X) = L
1
loc,ρ,d(X).
The above-mentioned results show that BMOρ,d′(X) = BMOρ,d(X) may
happen (in nontrivial settings) but in general the identity fails; see a
simple Example 3.6. (Mateu et al. [15, Theorems 4,5] showed that the
claim is false in the case ρ ≡ ∞).
We now present a result that shows the coincidence of local BMO
spaces corresponding to the same ρ but different metrics d and d′. It is
worth noticing that the assumed hypotheses are not too restrictive; in
particular a use of an “intermediate” function ρ′ is supported by some
concrete settings.
Proposition 3.3. Let ρ, ρ′ and d, d′ be given. Assume that
(i) L1loc,ρ,d(X) = L
1
loc,ρ′,d(X) and L
1
loc,ρ,d′(X) = L
1
loc,ρ′,d′(X);
(ii) BMOρ,d(X) = BMOρ′,d(X) and BMOρ,d′(X) = BMOρ′,d′(X) with
equivalence of the corresponding norms;
(iii) for every B ∈ Oρ,d there exists Bˆ ∈ Oρ′,d′ such that B ⊂ Bˆ and
µ(Bˆ) ' µ(B);
(iv) for every B′ ∈ Oρ,d′ there exists Bˇ′ ∈ Oρ′,d such that B′ ⊂ Bˇ′ and
µ(Bˇ′) ' µ(B).
Then L1loc,ρ,d(X) = L
1
loc,ρ,d′(X) and
BMOρ,d(X) = BMOρ,d′(X)
with equivalence of the corresponding norms.
Proof: Checking that the local L1 spaces corresponding to (ρ, d) and
(ρ, d′) coincide is routine by using (iii), (iv) and (i). To prove (3.1) take
f ∈ L1loc,ρ,d(X) = L1loc,ρ,d′(X) and start with the inclusion ⊂. For any
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B ∈ Oρ,d take Bˆ ∈ Oρ′,d′ as in (iii). Then
inf
c∈C
1
µ(B)
∫
B
|f − c| dµ . inf
c∈C
1
µ(Bˆ)
∫
Bˆ
|f − c| dµ
≤ sup
B′∈Oρ′,d′
inf
c∈C
1
µ(B′)
∫
B′
|f − c| dµ
' ‖f‖∗,ρ′,d′ .
Thus
‖f‖∗,ρ,d . ‖f‖∗,ρ′,d′ . ‖f‖∗,ρ,d′ .
To prove the opposite inclusion, given B′ ∈ Oρ,d′ , take Bˇ′ ∈ Oρ′,d as
in (iv). Then
inf
c∈C
1
µ(B′)
∫
B′
|f − c| dµ . inf
c∈C
1
µ(Bˇ′)
∫
Bˇ′
|f − c| dµ
≤ sup
B∈Oρ′,d
inf
c∈C
1
µ(B)
∫
B
|f − c| dµ
' ‖f‖∗,ρ′,d.
Thus
‖f‖∗,ρ,d′ . ‖f‖∗,ρ′,d . ‖f‖∗,ρ,d.
The result that follows is well known in the ‘global’ setting (the case
of ρ ≡ ∞) and provides an equivalent statement for the John-Nirenberg
inequality (3.2). We furnish the proof of the local version, which is based
on a known argument, for the sake of completeness.
Lemma 3.4. The following two statements are equivalent.
(1) there exist C1, C2 > 0 such that for every f ∈ BMOρ(X) and every
B ∈ Oρ
(3.2) µ({x∈B : |f(x)−〈f〉B |>λ})≤C1 exp
(
− C2‖f‖∗,ρλ
)
µ(B), λ>0;
(2) there exist C3, C4 > 0 such that for every f ∈ BMOρ(X) and every
B ∈ Oρ
(3.3)
∫
B
exp
(
C3
‖f‖∗,ρ |f − 〈f〉B |
)
dµ ≤ C4µ(B).
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Proof: (1)⇒ (2): For any p ∈ [1,∞) and B ∈ Oρ, (3.2) implies (see, for
instance, [6, p. 125])∫
B
|f − 〈f〉B |p dµ ≤ C1
Cp2
Γ(p+ 1)‖f‖p∗,ρ µ(B).
Thus, expanding exp
(
C2
2‖f‖∗,ρ |f − 〈f〉B |
)
into a series and integrating its
parts gives∫
B
exp
(
C2
2‖f‖∗,ρ |f−〈f〉B |
)
dµ=
∞∑
j=0
Cj22
−j
j!‖f‖j∗,ρ
∫
B
|f−〈f〉B |j dµ ≤ C1µ(B).
Hence (3.3) follows with C3 := C2/2 and C4 := C1.
(2)⇒ (1): Given f ∈ BMOρ(X) and B ∈ Oρ let
Eλ = {x ∈ B : |f(x)− 〈f〉B | > λ}, λ > 0.
Then
exp
(
C3λ
‖f‖∗,ρ
)
µ(Eλ) =
∫
Eλ
exp
(
C3λ
‖f‖∗,ρ
)
dµ
≤
∫
Eλ
exp
(
C3|f − 〈f〉B |
‖f‖∗,ρ
)
dµ
≤
∫
B
exp
(
C3|f − 〈f〉B |
‖f‖∗,ρ
)
dµ
≤ C4µ(B).
Hence (3.2) follows with C1 := C4 and C2 := C3.
We shall say that (X, d, µ, ρ) possesses the John-Nirenberg property
provided any of the two equivalent statements of Lemma 3.4 is satisfied.
In the case of doubling measure µ and ρ ≡ ∞ it is well known that the
John-Nirenberg inequality holds, see [15] and comments included there.
On the other hand, examples of measure metric spaces where John-
Nirenberg inequality fails to hold are also known, see [15, Section 2].
At the end of this section we take an opportunity to present a simple
example of such case, see Example 3.7.
The last result of this section shows that under some (mild) assump-
tions the John-Nirenberg property may be transferred from one to an-
other local setting.
Proposition 3.5. Suppose the assumptions of Proposition 3.3 hold.
Then the John-Nirenberg property for the system (X, d, µ, ρ′) implies the
John-Nirenberg property for (X, d′, µ, ρ).
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Proof: We first prove that the inequality∫
B
exp
(
C3
‖f‖∗,ρ′,d |f − 〈f〉B |
)
dµ ≤ C4µ(B), B ∈ Oρ′,d,
implies
(3.4) sup
B′∈Oρ,d′
inf
c∈C
1
µ(B′)
∫
B′
exp
(
C ′3
‖f‖∗,ρ,d′ |f − c|
)
dµ ≤ C4.
Indeed, specifying the constants in the equivalence in (ii) of Proposi-
tion 3.3,
α−1‖ · ‖∗,ρ,d′ ≤ ‖ · ‖∗,ρ,d ≤ α‖ · ‖∗,ρ,d′ ,
β−1‖ · ‖∗,ρ,d ≤ ‖ · ‖∗,ρ′,d ≤ β‖ · ‖∗,ρ,d,
take C ′3 :=
C3
αβ . Let B
′ ∈ Oρ,d′ and Bˇ′ ∈ Oρ′,d be as in (iv) of Proposi-
tion 3.3. Then for c ∈ C,
1
µ(B′)
∫
B′
exp
(
C ′3
‖f‖∗,ρ,d′ |f−c|
)
dµ≤ 1
µ(B′)
∫
B′
exp
(
C ′3α
‖f‖∗,ρ,d |f−c|
)
dµ
. 1
µ(Bˇ′)
∫
Bˇ′
exp
(
C ′3α
‖f‖∗,ρ,d |f−c|
)
dµ
≤ 1
µ(Bˇ′)
∫
Bˇ′
exp
(
C ′3αβ
‖f‖∗,ρ′,d |f−c|
)
dµ.
Hence
inf
c∈C
1
µ(B′)
∫
B′
exp
(
C ′3
‖f‖∗,ρ,d′ |f − c|
)
dµ
≤ inf
c∈C
1
µ(Bˇ′)
∫
Bˇ′
exp
(
C3
‖f‖∗,ρ′,d |f − c|
)
dµ
≤ 1
µ(Bˇ′)
∫
Bˇ′
exp
(
C3
‖f‖∗,ρ′,d |f − 〈f〉B
′ |
)
dµ
≤ C4
and (3.4) follows. Finally we show that (3.4) implies
(3.5) sup
B′∈Oρ,d′
1
µ(B′)
∫
B′
exp
(
C3
‖f‖∗,ρ,d′ |f − 〈f〉B
′ |
)
dµ ≤ C24 .
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Indeed, denoting A :=
C′3
‖f‖∗,ρ,d′ , for any c ∈ C and B
′ ∈ Oρ,d′ we write
1
µ(B′)
∫
B′
exp
(
A|f − 〈f〉B′ |
)
dµ
≤ exp(A|c− 〈f〉B′ |) 1
µ(B′)
∫
B′
exp
(
A|f − c|) dµ
≤
(
1
µ(B′)
∫
B′
exp
(
A|f − c|) dµ)2 ,
the last inequality being implied by Jensen’s inequality. Therefore (3.5)
follows by taking the infimum over c ∈ C on the right hand side.
In the following example we comment on possible relations between
local BMO spaces for different but equivalent locality functions or met-
rics.
Example 3.6. Take X = N with the usual distance d and the count-
ing measure µ. Let ρ be defined by: ρ(1) = 2, ρ(n) = 1 for n ≥ 2.
Then L1loc,ρ,d(N) = s(N) = BMOρ,d(N) (note that ‖f‖∗,ρ,d > 0 for some
f ∈ BMOρ,d(N)). It is clear that for the equivalent locality function
ρ′ := 2ρ one has L1loc,ρ′,d(N) = s(N) = L1loc,ρ,d(N). But BMOρ′,d(N) 6=
BMOρ,d(N) because f defined by f(k2) = k, f(k2 + 1) = −k and 0
otherwise, does not belong to BMOρ′,d(N). The same effect happens
when we keep the locality function ρ fixed but change the metric onto
an equivalent one, d′ := 12d; clearly then L
1
loc,ρ,d′(N) = L1loc,ρ,d(N) but
BMOρ,d′(N) 6= BMOρ,d(N) (note that BMOρ,d′(N) = BMOρ′,d(N)).
Finally we furnish a simple example of a measure metric space where
the John-Nirenberg inequality fails to hold.
Example 3.7. Take X = N with the 0 − 1 metric and the measure µ
given by µ({n}) = 134−n; recall that µ is not even local doubling. Then
L1loc(N) = `1(N, µ) = BMO(N, µ). Since the mean oscillation of any
f = {f(n)} ∈ `1(N, µ) over every one-element ball equals 0, therefore
‖f‖∗ is just the mean oscillation over B = N and the John-Nirenberg
inequality refers to this single ball as well. The inequality
µ({n ∈ N : |f(n)− 〈f〉N| > λ}) ≤ C1 exp(−C2λ/‖f‖∗), λ > 0,
cannot hold for f ∈ BMO(N, µ), because taking f = {2n} ∈ `1(N, µ) one
notes that for λN = 2
N , N ∈ N, the left hand side equals 194−N and the
right hand side, exp(−C22N/‖f‖∗), decays much faster with N →∞.
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4. Local Ap-weights
This section deals with the local Ap-weights. We examine basic prop-
erties of them and prove a result on weighted Lp boundedness of the
maximal operator Mρ. An important question usually asked for maxi-
mal operators is that about weighted norm inequalities. A fundamental
result of Muckenhoupt states that the Hardy-Littlewood maximal op-
erator M on Rn is bounded on Lp(Rn, w dx), 1 < p < ∞, or bounded
from L1(Rn, w dx) into L1,∞(Rn, w dx), p = 1, if and only if w satis-
fies the so called Ap-condition. There is an abundance of articles where
Muckenhoupt’s result was generalized in different directions. In par-
ticular, it was extended into the setting of measure metric spaces with
doubling property. Orobitg and Pe´rez [17] further extended the theory
to nondoubling measures in Rn.
The concept of Ap weights carries over onto measure metric spaces. In
this section we focus on developing, in reasonable limits, a theory of local
Ap weights. By a weight on (X,µ) we mean a Borel measurable function
w : X → [0,∞]. For a weight w we shall consider the Borel measure w dµ
and use the same symbol w to denote this measure; thus for a Borel
set E ⊂ X we shall write w(E) = ∫
E
w dµ. Given a system (X, d, µ, ρ)
and 1 ≤ p <∞, a weight w is said to satisfy the Ap,ρ-condition provided
(4.1)
(∫
B
w dµ
)1/p(∫
B
w−p
′/p dµ
)1/p′
≤ Cµ(B), B ∈ Oρ,
where p′ denotes the conjugate exponent, 1p +
1
p′ = 1; if p = 1, then
(4.1) is understood as∫
B
w dµ · ess sup
x∈B
1
w(x)
≤ Cµ(B), B ∈ Oρ.
Here, by convention, 0 · ∞ = 0.
The class of weights satisfying (4.1) will be denoted as Ap,ρ =
Ap,ρ(X, d, µ). If ρ is a locality function, then we will refer to (4.1)
as to the local Ap-condition and to w ∈ Ap,ρ as to a local Ap-weight.
If ρ ≡ ∞, then (4.1) is the usual Ap-condition for the measure met-
ric space (X, d, µ) and we write Ap(X) in place of Ap,∞(X). Local
Ap,ρ weights in the context of Rn with Lebesgue measure, d = d∞ and
ρ ≡ constant, were considered by Rychkov [19].
A number of basic facts concerning Ap weights holds in the context of
any basis, i.e. a distinguished family of open subsets of a measure metric
space, see [11]. In particular, choosing Oρ as a basis we have:
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• for 1 ≤ p < q, one has Ap,ρ ⊂ Aq,ρ;
• for 1 < p <∞, w ∈ Ap,ρ if and only if w1−p′ ∈ Ap′,ρ;
• for 1 < p <∞, if w1, w2 ∈ A1,ρ, then w1w1−p2 ∈ Ap,ρ.
The following lemma clarifies the picture of attaining the extreme
values 0 and ∞ by an Ap,ρ weight.
Lemma 4.1. Let 1 ≤ p < ∞ and w ∈ Ap,ρ. Then, on every ρ-compo-
nent U of X, one of the following three possibilities holds:
(1) w(x) = 0, µ-a.e. x ∈ U ;
(2) w(x) =∞, µ-a.e. x ∈ U ;
(3) 0 < w(x) <∞, µ-a.e. x ∈ U .
Proof: Let U , 1 ≤ p < ∞ and w ∈ Ap,ρ be fixed. It is easily seen that
(4.1) implies the following: for every B ∈ Oρ, if w(B) > 0, then w(x) >
0, µ-a.e. x ∈ B. Assume that the possibility (1) does not hold. This
implies that there exists a ball B0 ∈ Oρ, B0 ⊂ U , such that w(B0) > 0
and hence w(x) > 0, µ-a.e. x ∈ B0. Let x0, the center of B0, be the
reference point for U . Given any other point y ∈ U let {B1, . . . , Bm} ⊂
Oρ be a sequence of balls such that x0 ∈ B1, y ∈ Bm and Bi∩Bi+1 6= ∅,
i = 1, . . . ,m−1. Since µ(B0∩B1) > 0 and w(x) > 0, µ-a.e. x ∈ B0∩B1,
we have w(B1) > 0. Repeating the argument several times we conclude
that w(x) > 0, µ-a.e. x ∈ Bm. Thus we showed that for every y ∈ U
there is a ball By ∈ Oρ containing y and such that w(x) > 0, µ-a.e.
x ∈ By. This implies that w(x) > 0, µ-a.e. x ∈ U . Assuming in addition
that also the possibility (2) does not hold, we essentially repeat the
argument for w−p
′/p (or w−1 when p = 1) in place of w to conclude that
w(x) <∞, µ-a.e. x ∈ U . This finishes the proof of Lemma 4.1.
In what follows we exclude from our consideration ‘extreme’ Ap-
weights, i.e. those weights which equal 0 or ∞ µ-a.e. on a ρ-component
of X. Thus, from now on, given a weight w we assume that 0 < w(x) <
∞, µ-a.e. x ∈ X. This additional assumption imposed on w satisfy-
ing (4.1), together with the agreement 0 ·∞ = 0, easily implies that such
a w has the properties: w ∈ L1loc,ρ(X) and w−1/p ∈ Lp
′
loc,ρ(X); conse-
quently, w dµ is a Borel measure on X such that 0 < w(B) <∞ for any
ball B. (Note, however, that in general w dµ is not necessarily Radon
when µ is.)
Given a general weight w ∈ L1loc,ρ(X) such that w(B) > 0 for every
ball B ∈ Oρ, define
Mρ,wf(x) = sup
x∈B∈Oρ
1
w(B)
∫
B
|f |w dµ,
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and for 1 ≤ p < ∞, let Lpw(X) = Lp(X,w dµ) denote the weighted
Lebesgue Lp space, i.e. the Lp space with respect to w dµ.
Jawerth [11] gave a different proof of celebrated Muckenhoupt’s the-
orem as a corollary to a much more general result. Though Jawerth’s
theorem was proved in the Euclidean setting of Rn with Lebesgue mea-
sure and a general basis, an elegant proof of this theorem delivered by
Lerner [12] shows that the theorem is valid also in the context of mea-
sure metric spaces and arbitrary basis. Specified to Oρ as a basis it says
the following.
Theorem 4.2 (Jawerth, [11]). Given (X, d, µ, ρ) and 1 < p <∞, let w
be a weight and σ = w1−p
′
. Then the following are equivalent:
(1) Mρ is bounded on both L
p
w(X) and L
p′
σ (X);
(2) w∈Ap,ρ, Mρ,w is bounded on Lp′w(X) and Mρ,σ is bounded on Lpσ(X).
As a corollary to Theorem 4.2 we obtain the following.
Proposition 4.3. Let µ satisfy the ρ-local 5-condition, 1 < p <∞, w be
a weight, Ap,ρ = Ap,5ρ and Ap′,ρ = Ap′,5ρ. Then Mρ : L
p
w(X)→ Lpw(X)
boundedly if and only if w ∈ Ap,ρ. Moreover, the same statement is valid
with 5 is replaced by 3, when µ is Radon and w is such that w dµ is also
Radon.
Proof: The fact that if Mρ : L
p
w(X)→ Lpw(X) boundedly, then w ∈ Ap,ρ,
is standard; see e.g. [6, Chapter 7], where the argument delivered in the
Euclidean setting may be readily adapted to a general context of measure
metric spaces with arbitrary basis. To prove the converse take w ∈ Ap,ρ
and note that then σ ∈ Ap′,ρ, and hence to apply Theorem 4.2 we have
only to check that Mρ,w is bounded on L
p′
w (X) (boundedness of Mρ,σ
on Lpσ(X) goes analogously). This task reduces to verifying that w dµ
satisfies the ρ-local 5-condition provided µ does; then Proposition 2.2
and interpolation give the required bound of Mρ,w on L
p′
w (X). We shall
prove the latter claim by using a standard argument and the assumption
made on the Ap,ρ class. Indeed, take B ∈ Oρ so that 5B ∈ O5ρ. Since
w ∈ Ap,5ρ, (4.1) is applicable to 5B, and hence, by Ho¨lder’s inequality,
µ(B)pw(5B) =
(∫
5B
χB dµ
)p
w(5B) ≤ w(B)
(∫
5B
w−p
′/p dµ
)p/p′
w(5B)
≤ Cw(B)µ(5B)p,
and w(5B) ≤ C ′w(B) follows. The claim is proved and the proof of the
proposition is finished.
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It is obvious that ρ′ ≤ ρ implies Ap,ρ ⊂ Ap,ρ′ . Examples show that for
a locality function ρ′ the inclusion Ap ⊂ Ap,ρ′ may be proper, see [13].
On the other hand, if ρ′ ' ρ, there is no reason to expect that in gen-
eral, Ap,ρ = Ap,ρ′ . However, in the particular case of (Ω0, d∞, dx), see
Section 5 for the definition, it was shown in [13, Proposition 2.2] that
Ap,k = Ap,l, 1 ≤ p < ∞, 0 < k, l < 1, for the equivalent locality func-
tions ρk and ρl. In particular, for 0 < k < 1/3 it holds Ap,k = Ap,3k, and
hence for this range of k and 1 < p < ∞, by Proposition 4.3 the con-
clusion of [13, Theorem 4.1] follows, i.e. Mk is bounded on L
p
w(Ω0, dx)
provided w ∈ Ap,k. Let us point out, however, that the main achieve-
ment of [13, Theorem 4.1] is included in the weak type (1, 1) result.
Example 4.4. Take X = N and µ, d, d′, ρ, ρ′ as in Remarks 2.4 and 2.5
and let 1 ≤ p < ∞ be given. Then Ap,ρ = Ap,ρ(N, d, µ) consists of all
sequences {w(n)}∞1 such that 0 ≤ w(n) ≤ ∞, while Ap,ρ′ = Ap,ρ′(N, d, µ)
is the set of all sequences {w(n)}∞1 such that 0 < w(n) < ∞, and in
addition satisfying (
∑
w(n)an)
1/p(
∑
w(n)−p
′/pan)
1/p′ <∞ (recall that
µ({n}) = an). Thus Ap,ρ′ is a proper subset of Ap,ρ though ρ′ ' ρ. For
similar reasons Ap,ρ,d′ is a proper subset of Ap,ρ,d though d
′ ' d.
5. Locality function of Whitney type
In this section we focus on studying objects associated to locality
function of Whitney type. This was the subject investigated earlier
in [13], [14]. Let (X, d, µ) be fixed. Assume Ω is an open and nontrivial
subset of X, and let ∂Ω 6= ∅ be its boundary. For any fixed scale
parameter k ∈ (0, 1) we define the locality function ρk : Ω→ (0,∞) by
ρk(x) = k · d(x, ∂Ω), x ∈ Ω,
where the distance of x ∈ Ω to ∂Ω is
d(x, ∂Ω) := inf{d(x, y) : y ∈ ∂Ω}.
Clearly ρk is a l.s.c. function hence all relevant considerations of previous
sections apply. To be precise the measure metric space we consider from
now on is (Ω, d, µ), where, for the sake of simplicity, we use the same
characters d and µ to denote the restrictions to Ω of the distance and
measure originally defined on X. We shorten the notation writing Mk
rather than Mρk ; similar remark applies in the whole context and we
write Ok, L1loc,k(Ω), Apk(Ω), etc. It is important to point out here that
if B = B(x, r) ∈ Ok and x ∈ Ω, then B ⊂ Ω.
If X = Rn and Ω is its open nontrivial subset, then for the equivalent
locality functions ρk and ρl, 0 < k, l < 1, we have L
1
loc,k(Ω) = L
1
loc,l(Ω).
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This is because the covering property stated in Remark 2.6 holds for the
pair Ok and Ol. This space, independent of k ∈ (0, 1), will be denoted
by L1loc,∗(Ω). Similarly, given 0 < k < 1, for the equivalent metrics d2
and d∞ we have L1loc,k,d2(Ω) = L
1
loc,k,d∞(Ω). This time this is justified
by the fact that the covering property stated in Remark 2.7 holds for
the pair Ok,d2 and Ok,d∞ .
It is worth mentioning that the limiting case k = 1, though quali-
tatively different from that of k ∈ (0, 1), also falls within the scope of
just presented theory. Let us illustrate this by considering the issue of
choosing proper definitions of the Hardy-Littlewood maximal operator
and the BMO space on a general open proper subset Ω of Rn equipped
with Lebesgue measure. There are several ways of such definitions. For
the Hardy-Littlewood maximal operator one way, a tempting one, is to
define MΩ as a maximal operator on the measure metric space Ω with
Euclidean distance and measure inherited from Rn,
MΩf(x) = sup
x∈B
1
|B ∩ Ω|
∫
B∩Ω
|f |, x ∈ Ω;
here B is a Euclidean ball so that B∩Ω is a ball related to Ω and |B∩Ω|
means the Lebesgue measure of B∩Ω. But then the essential trouble lies
in the fact that the doubling property is not stable under restrictions to
subsets, so, in general, the weak type (1, 1) inequality cannot be proved
by using usual arguments. Another way (in some sense a “right” one) is
to define MΩ as
(5.1) MΩf(x) = sup
x∈B⊂Ω
1
|B|
∫
B
|f |, x ∈ Ω
where the supremum is taken over all balls that contain x and are entirely
contained in Ω; see, for instance, [7, Section 4]. Note that for MΩ
defined by (5.1) we have MΩ = Mρ1 so that the definition has a local
flavour. Hence we can apply Proposition 2.2 to check that MΩ is of
weak type (1, 1); indeed, Lebesgue measure on Ω satisfies the ρ1-local
3-condition.
Similar indecisions accompany the definition of BMO(Ω). One can
use the Euclidean balls related to Ω, but again the “right” way seems
to be the following: BMO(Ω) is defined as the space of these functions
f ∈ L1loc(Ω) (the class of functions integrable on any ball B ⊂ Ω) such
that
sup
B⊂Ω
1
|B|
∫
B
|f − 〈f〉B |, x ∈ Ω,
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where the supremum is taken over all balls entirely contained in Ω; see
[7, Remark 2.3]. Note that then the definition again has a local flavor
since BMO(Ω) defined in this way coincides with BMOρ1(Ω).
We now specify our considerations to the case Ω0 = Rn\{0} equipped
with Lebesgue measure and the distance d being either d∞ or d2 (induced
by the norm ‖ · ‖ being either ‖ · ‖∞ or ‖ · ‖2, respectively). Thus the
locality function ρk, k ∈ (0, 1), is given by
ρk(x) = k‖x‖, x ∈ Ω0.
Since Ω0 differs from Rn by a single point, which is a set of Lebesgue
measure zero, therefore the relevant objects on Ω0 and Rn may be identi-
fied. Consequently, we can try to compare the properties of M ck and Mk
with properties of the centered and non-centered Hardy-Littlewood max-
imal operators on Rn. Note that L1loc,∗(Ω0) coincides with the space of
functions on Ω0 satisfying
∫
{a≤‖x‖≤b} |f | <∞ for every 0 < a < b <∞.
We start with the following observation: if supp f ⊂ {x ∈ Rn : a ≤
‖x‖ ≤ b}, where 0 < a < b ≤ ∞, then
suppM ckf ⊂
{
1
1 + k
a ≤ ‖x‖ ≤ 1
1− k b
}
and
suppMkf ⊂
{
1− k
1 + k
a ≤ ‖x‖ ≤ 1 + k
1− k b
}
.
It is well known, cf. [3, p. 117], that Mf /∈ L1(Rn) whenever f ∈ L1(Rn)
and f 6= 0. In the local case, however, taking f bounded and with
bounded support, alsoMkf is bounded and with bounded support, hence
Mkf ∈ L1(Ω0). On the other hand, one can easily find an f ∈ L1(Ω0)
such that M ckf /∈ L1(Ω0), even worse, M ckf /∈ L1loc,∗(Ω0). Indeed, to
show this in the case n = 1 we can use the (shifted) example from [3,
p. 118],
f(x) =
{
1
(x−1)(log(x−1))2 , 1 < x < 3/2,
0, x ∈ Ω0 \ (1, 3/2),
and consider, for simplicity, k = 1/2. Then, for 1 < y < 5/4, we have
(1, 2y − 1) ∈ O1/2(y) and
M c1/2f(y) ≥
1
2(y − 1)
∫ 2y−1
1
f(x) dx =
1
2(y − 1)(− log(2(y − 1)))
hence
∫ 5/4
1
M c1/2f(y) dy =∞.
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It was discovered in [2] that the following dichotomy holds: for any
function f ∈ BMO(Rn) either Mf ≡ ∞ or Mf <∞, x-a.e. Later on it
was observed that the property
“if Mf(x0) <∞ for some x0 ∈ Rn, then Mf(x) <∞, x-a.e.”
should be linked to the bigger class L1loc(Rn) rather than only to
BMO(Rn), see [7, Theorem 2.2] and remarks following this theorem. In
[1] an elegant argument was furnished to show that the above-mentioned
property holds in the general setting of measure metric spaces with dou-
bling measures.
Here we show that the dichotomy we mentioned above does not take
place in the local context.
Proposition 5.1. Let f ∈ L1loc,∗(Ω0). Then Mkf(x) <∞, µ-a.e. x∈X.
Proof: We start with observing that if supp g ⊂ {0 < ‖x‖ ≤ a} ∪ {b ≤
‖x‖ ≤ ∞}, where g ∈ L1loc,∗(Ω0) and 0 < a < b <∞, then
suppMkg ⊂
{
0 < ‖x‖ ≤ 1 + k
1− ka
}
∪
{
1− k
1 + k
b ≤ ‖x‖ ≤ ∞
}
.
Now, for any n ∈ N satisfying n2 > 1+k1−k , let
fn = fχ{(1−k) 1n≤‖x‖≤(1+k)n}.
By sublinearity of Mk,
Mkf(x) ≤Mkfn(x) +Mk(f − fn)(x)
for every x ∈ Ω0. Since fn ∈ L1(Ω0), we have Mkfn(x) < ∞, µ-a.e.
x ∈ X, by the weak type (1, 1) estimate satisfied by Mk. But Mk(f −
fn)(x) = 0 for every x from the region
1
n ≤ ‖x‖ ≤ n, hence also Mkf is
finite µ-a.e. in this region. Letting n→∞ finishes the proof.
Finally we furnish examples that show that in general Mρ and M
c
ρ
are not comparable and the same happens with either Mρ and Mρ′ for
ρ ' ρ′, or Mρ,d and Mρ,d′ for d ' d′.
Example 5.2. For f0 = χ{1≤‖x‖≤2} it is easily seen that suppoM ckf0 ={
1
1+k < ‖x‖ < 21−k
}
and suppoMkf0 =
{
1−k
1+k < ‖x‖ < 2 1+k1−k
}
. Thus
Mkf0 . M ckf0 fails, hence Mkf ' M ckf cannot hold, uniformly in f ∈
L1loc,c(Ω0).
Example 5.3. Fix 0 < k < l < 1. For f0 as in Example 5.2, by com-
paring suppoMkf0 with supp
oMlf0, it is clear that Mlf0 . Mkf0 fails,
hence Mkf ' Mlf cannot hold, uniformly in f ∈ L1loc,c(Ω0), though ρk
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and ρl are equivalent. Analogous remark applies to the pair of centered
maximal operators, M ck and M
c
l .
Example 5.4. This example aims to show that for n ≥ 2, the rela-
tion M ck,d∞f 'M ck,d2f cannot hold uniformly in f ∈ L1loc,c(Ω0), though
the metrics d∞ and d2 are equivalent (again, we use an additional sub-
script to indicate the dependence of the local maximal operator on a met-
ric). In fact we show something more, namely neither M ck,d∞f .M
c
k,d2
f
nor M ck,d2f . M
c
k,d∞f holds. For simplicity, consider the case n = 2
only. Indeed, a calculation shows that the segment{
(t, 2) :
2
1− k < t <
2(1 + k
√
2− k2)
1− k2
}
belongs to suppoM ck,d2f0, but clearly is outside supp
oM ck,d∞f0; here
f0 is as in Example 5.2 with the norm ‖ · ‖ specified to ‖ · ‖∞. Con-
sequently, M ck,d2f0 . M
c
k,d∞f0 cannot hold. On the other hand, for
g0 = χ{1≤‖x‖2≤2} we have supp
oM ck,d2g0 = { 11+k < ‖x‖2 < 21−k}, which
occurs to be properly contained in suppoM ck,d∞g0, hence M
c
k,d∞g0 .
M ck,d2g0 cannot hold either.
In spite of the above (negative) examples it is probably worth pointing
out that in the case of Ω0, there are some relations between maximal
operators associated to different metrics. Namely we have
M ck,d∞f .M
c
k
√
n,d2
f, M ck,d2f .M
c
k
√
n,d∞f, f ∈ L1loc,c(Ω0);
for this, we can invoke an argument from the proof of [14, Theorem 4.2].
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