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A paved upper plane of a nonlinear O-l function&) is obtained by constructing a linear upper 
bounding function for each nonlinear term and adding up all such functions together with the 
linear terms. A bound on the values off(x) is thereby derived. We prove that the tightest bound 
provided by a paved upper plane of f(x) coincides with the bound obtained from standard 
linearization. 
The purpose of the present paper is to prove the equivalence between two dif- 
ferent types of bounds for O-l optimization. Although it is a continuation of papers 
by Hammer, Hansen and Simeone [l], Lu and Williams [6,7], the paper is self- 
contained. 
Let us consider the problem of maximizing the polynomial O-l function f(x) 
(O-l PP): 
max f(x) = j$, jjxj+ kg1 qk n xi 
XE (0, 1)” ieS(k) 
= jg, !ixj+ kFpqk n xj+ kFNqkjegk,xj 
jsS(k) 
(1) 
where S(k)~1={1,2,..., n}, Is(k)l 22, q,>O if kEP and qk<O if keN. 
Any nonlinear O-l function with f(0) = 0 can be expressed in such a form in a 
unique way (see Hammer and Rudeanu [2, p. 211). Upper bounds on the maximum 
of (1) can be obtained, among other ways, by constructing a linear upper bounding 
function, or upper plane (see [l]), of f(x), or by linearization. The interest of the 
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particular class of paved upper planes was illustrated in [ 11. The paved upper planes 
(PUP) of (1) are obtained in a similar way to that used in the quadratic case (see 
[l] or [6]) by taking for each term qk njGSckJ J x. a linear upper bounding function 
no,+ C. JES(k) J.jkXj and then adding the sum of all such functions to the linear terms. 
It is easy to verify that Ai+ C JESckj A$Xj is a linear upper bounding function of the 
term qk njIj, sCk) x, if and Only if the fOllOWing 2 s(k) inequalities are satisfied: 
where s(k) = IS(k)1 2 2, and by definition the SL for i = 2,3, . . . , 2S(k) - 1 are the 
nonempty proper subsets of index set S(k). For simplicity of notation let Si = S(k) 
and r(k) = 2S(k) - 1. 
Any PUP is thus a linear form 
p(x)= i ljXj+ i Ai+ C C 
j=l k=l 
?LjkXj = 5 Ai+ i lj+ Ai xj 
jeS(k) > k=l j=l k 1 SW)3j > 
which satisfies the constraints (2) for k = 1,2, , . . , K. The set of all paved upper planes 
is denoted by P. 
Finding the PUP in P whose maximum provides the tightest upper bound on p(x) 
is the paved dual (PD) problem. Let W(P) be this tightest bound; we thus have 
W(P) = min,,, max,. 10, lln p(x). The problem can then be written as a linear 
program similar to that obtained for the quadratic case by substituting each term 
of c/j + c k 1 S(k),3j k) j Aj x by a new variable Uj and adding new constraints Uj’ 
lj+ CklS(k)~j~;I and UjlO (See alS0 [l]): 
W(P)=min f AO,+ i Uj, 
k=l J=l 
subject to 
tJ : U,-k,s~,3j~~21j* j=l,%...,n, 
z:: $+ c $$qk, k=l,2 ,..., K, 
je.$ 
2;: /I;+ c l&-O, i=2, . . . . r(k), k=l,2 ,..., K, 
jeS; 
$20, k-l,2 ,..., K, 
MjrO, j-l,2 n. 9 . . . . 
(3) 
For convenience, the dual variables corresponding to the constraints of (3) are writ- 
ten at the left of them. 
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The dual of (3) is (DPD): 
K 
z DPD=maX i ljtj+ c q,+zLt-, 
j=l k=l 
subject to 
0) 
n;: ;;, $5 1, k=l,2 ,..., K, (4) 
~;G: C zk=tj, VjES(k),k=l,2,...,K, (5) 
iiSL3j 
Uj : tj’l, j-l,2 )...) n, (6) 
tj~0, j-l,2 n, > a.., (7) 
2;20, i= 1,2, . . . . r(k), k= 1,2, . . . . K. (8) 
The standard linearized form (SLF) of (1) is the following linear program, which 
is obtained by substituting each nonlinear term in (1) by qk& with a new variable 
yk and adding either s(k) COnStraintS yk I Xj , vj E S(k) if qk > 0, or one constraint 
CjES(k) J X’-ykss(k) - 1 if qk< 0, and then r&iXing the integrality COnStraintS on Xj 
and yk (see e.g. [3] or [6]): 
Zs=max i ljXj+ f qkyk, 
j=l k=l 
subject to 
YksxJ’ VjeS(k), keP, (9) 
C Xj-Yk~s(k)- 1, VkEN, (10) 
je.W) 
O<Xjll, j-l,2 ,..., n, 
ykro, k-l,2 ,..., K. 
(11) 
(12) 
This problem is equivalent to O-l PP if the variables Xj and yk take only the values 
zero or one, hence, SLF is also a relaxation of (1) and Zs is an upper bound of (1). 
The equivalence of different types of bounds for the quadratic case Q(x) has been 
first studied by Hammer, Hansen and Simeone [l]. A subclass R of P called roofs 
is defined by those paved upper planes, for which the sum of all slack values of (2) 
for each term qkfljEsCk) J x. is minimized. It is shown that a roof is obtained by 
taking for each term qiX;Xj a linear upper form l;jqijXi+ (1 -A;j)qijXj if qij>O, or 
1,q;j(X;+xj- 1) if qij< 0 where A,J E [0, l] and then adding them all. The roof-dual 
problem consists in finding the roof which provides the tightest upper bound on the 
values of Q(x), Let W(R) denote this bound. The problem of maximizing Q(X) can 
be linearized by substituting each positive quadratic term qijX;Xj by a new term qijY,- 
and adding two new constraints yij(xi, y;j’Xj and each negative quadratic term 
qijXiXj by two terms -qvy;J, qijXi and two new constraints YijlXi, YG~ 1 - Xj. The 
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continuous relaxation of the linearization (also called continuous Rhys form, since 
such a form was studied by Rhys in [S]) can be solved as a linear program. 
Roof duality has been extended to the nonlinear case by Lu and Williams [6,7], 
who proved that W(R) 2 2,. Computer experiments [6] show that strict inequality 
may hold. However, W(P) = Z, was observed in all cases tested. This led to conjec- 
ture that it is always true. The remaining part of this paper is to prove that it is in- 
deed so. The following result is useful to prove our main theorem: 
Lemma 1. In any optimal solution (x*,y*) to (SLF): 
(ii) 
(iii) 
Yk*= 
;p&&W+ 1, if c x:=(k)- 1, 
isS(k) VkeN, 
0, otherwise; 
yk* I XT, VjES(k), keN. 
Proof. As SLF is a maximization problem and qk? 0 Vk E P, (i) follows from (9). 
Similarly, as q,<O Vke N, (ii) follows from (10) and (12). (iii) is obvious if Y$=O. 
Otherwise, from (ii), yi= CjESck) , x*-s(k)+ 1 and from (ll), CiES(k),i+j~F~ 
s(k) - 1 for any j E S(k); by subtraction the result follows. 0 
Theorem 2. W(P) = Z,. 
Proof. The proof will be completed by showing that two inequalities in opposite 
directions hold. Consider first W(P) 5 Zs . It is equivalent o prove ZoPD I Zs. Let 
(t*, z *) be a solution of DPD, we will show that taking x7 = t; for all j and yf = z; * 
for all k yields a feasible solution of SLF with the same objective function value. 
If keP, 
r(k) 
y,*=z;*_x,?- c zf* 5 xi* 
i=2 1 S;3j 
and (9) is satisfied. 
If kE N, adding up (5) for all Jo S(k) we get 
r(k) 
igl IQ z?= jtg(k) tj*= c 
jES(k) 
xj* 
and, using (4), (8) and the definition of the sk 
r(k) r(k) 
js~k,x~-y:=(s(k)-l)Z:*+ ;F2 l$(z+(.s(k)-1) 1 z;*(,y(k)_l i=l 
and (10) is satisfied. This proves the first inequality. 
Consider now W(P) = ZDPD 2 Zs . 
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To prove that ZDPDIZS, it is sufficient to show that if (x*,y*) is an optimal 
solution of SLF, there exists a feasible solution (t*, z*) of DPD with t,F=xj* for all 
j and I$* =yz for all k, hence having the same objective function value. This 
amounts to proving that for a given optimal (x*, y*) the following linear system (LS) 
is consistent: 
r(k) 
2:: k = 1,2, . . . , K, 
r(k) 
Ai: c z;=xj*-yk*, VjeS(k), k-l,2 ,..., K, 
i=2 IS;3J 
z;20, i= 1,2, . ..) r(k), k-l,2 ,..., K. 
Notice that LS decomposes into K subsystems indexed by k. Proving that the kth 
such subsystem is consistent is equivalent to showing that the following linear 
program (DLS,) has an optimal solution of value 0: 
subject to 
A;+ c J&O, i=2,3 ,..., r(k), (13) 
jeSi 
Ais-0. (14) 
Let us therefore show that Zms = 0 for each k = 1,2,. . . , K. As Ai= 0 for j = 0 and 
all je Sk are feasible, with value 0, it remains to be shown that Zirs20. 
Let jt,j,, . . . . js(k) E S(k) be such that 
x,Tzx,;r “. 2X” Jsck) ’ (15) 
Assume by contradiction there exists an optimal solution (1: 1: for j E S(k)) to (13) 
such that 
O>(l -yk*)x;+ c (XT-yk*)Xi. 
jcs(k) 
(16) 
Let $= {jeS(k): xi<0 and $>y,*}; from (9) and Lemma l(iii) the right-hand 
side of (16) is not smaller than 
(17) 
from (11). Therefore, yz< 1 and xi+ CjEs; xh<O. The latter relation contradicts 
(13) or (14) unless SL= Si. From Lemma 1 (i) this is only possible if k E N. 
As the constraints (13) are symmetric in j,, j, , . . . , js(k) , permutation of indices 
does not affect feasibility. One can then assume, after possible reindexing in case 
of ties at the right end of (15), that 
xjl< I.@ 
k , for l-l,2 ,..., s(k)-1. (18) 
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Moreover, as all xi are negative, constraints (13) involving less than s(k) - 1 of the 
A$ are redundant. We further observe that 
s(k) - 1 
x0,+ c X$0 (19) 
I=1 
together with (18) imply all nonredundant constraints. As DLSk is a minimization 
problem, (19) and one of (18) must be satisfied as equalities at the optimum. Assume 
then that for some qE{1,2,...,s(k)-1) one has x$<xp and consider the 
solution 
A 
s(k)-2 ’ 
l=l,2 ,..., s(k), l+q 
which is feasible for xk - X$‘k’~ A I -(s(k) - 2)X$@‘, a range containing strictly 0. 
Its value differs from that of (1; xi, j E S(k)) by A multiplied by 
If (20) differs from 0, one can find a A contradicting optimality of (Ii, xi j E S(k)); 
if (20) is equal to 0, one can choose A such that I$ = A$‘). Iterating shows there is 
an optimal solution such that 
IA =Jj2= . . . =xh) _ 2; 
k k k _-- s(k) - 1 * 
Substituting into the right-hand side of (16) gives 
xi 
s(k) - 1 
s(k)-1 fYk*- c 
jsS(k) 
xj* 
> 
which, by Lemma l(ii), is nonnegative. This contradiction proves the second ine- 
quality, and the theorem. 0 
The following results are then easily derived: 
Corollary 3 [6]. Let W(R) be the maximum of the roof dual of 0- 1 PP, then 
Z,I W(R). 
Proof. As roofs are a subclass of paved upper planes Zs= W(P)5 W(R). 0 
Corollary 4. For quadratic 0- 1 optimization W(P) = W(R) = Z,. 
Proof. For quadratic O-l optimization, Zs is equal to the optimal value Zcar of 
the continuous Rhys form. This follows from the identities (which hold for qij<O 
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and OlXi, Xj’l): 
gijX;+IIlaX{-qjj_Yi: YijlXi, Yijll-Xj}=qijX;-qijnlin{Xi,l-X;} 
=qjjnlaX{O,Xi+Xj- l} 
=IIlaX{qijyjj: Xi+Xj-_Y,jI I}. 
On the other hand, it was shown in [l] that ZCRF= W(R). The thesis immediately 
follows. q 
Note. The results of the present paper are drawn from the two technical reports [4] 
and [5]. In [5] a direct proof of Corollary 4 was given. our theorem was conjectured 
in [5] and proved in [4]. 
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