We present a new algorithm for the detection of flares in gamma-ray burst (GRB) light curves and use this algorithm to detect flares in the UV/optical. The algorithm makes use of the Bayesian Information Criterion (BIC) to analyze the residuals of the fitted light curve, removing all major features, and to determine the statistically best fit to the data by iteratively adding additional 'breaks' to the light curve. These additional breaks represent the individual components of the detected flares: T start , T stop , and T peak . We present the detection of 119 unique flaring periods detected by applying this algorithm to light curves taken from the Second Swift Ultraviolet/Optical Telescope (UVOT) GRB Afterglow Catalog. We analyzed 201 UVOT GRB light curves and found episodes of flaring in 68 of the light curves. For those light curves with flares, we find an average number of ∼2 flares per GRB. Flaring is generally restricted to the first 1000 seconds of the afterglow, but can be observed and detected beyond 10 5 seconds. More than 80% of the flares detected are short in duration with ∆t/t of < 0.5. Flares were observed with flux ratios relative to the underlying light curve of between 0.04 to 55.42. Many of the strongest flares were also seen at greater than 1000 seconds after the burst.
Introduction
One of the many great advances made by the Swift (Gehrels et al. 2004 ) mission was that of early time Gamma-ray Burst (GRB) afterglow follow up. Swift was specifically designed with rapid GRB afterglow observations in mind. Prior to the launch of Swift, GRB afterglow observations generally did not start until hours after the burst, and an X-ray position was generally needed before any optical follow-up could occur. This meant that most optical detections did not take place until days after the GRB. Swift would solve this problem through the use of 3 separate instruments on the same spacecraft working together. After the detection of a GRB by the Burst Alert Telescope (BAT; Barthelmy et al. 2005) , Swift autonomously slews to the position, generally within ∼ 100 seconds, allowing the X-ray Telescope (XRT; Burrows et al. 2005b) and UV/Optical Telescope (UVOT; Roming et al. 2000 Roming et al. ,2004 Roming et al. ,2005 to begin observations of the afterglow. Swift has proven to be invaluable in furthering our understanding of GRB physics, having observed over 700 GRBs, and was specifically designed to be able to observe the early afterglow evolution and transition from the prompt emission to the afterglow stage. The early stages of the afterglow proved to be very exciting and led to the discovery of a number of new features, including the "canonical" X-ray light curve (Nousek et al. 2006) , which has been observed in a number of GRBs (e.g. Hill et al. 2006 , Evans et al. 2009 ). Another important feature seen early in the Swift mission was X-ray flares (e.g. (Burrows et al. 2005a; Romano et al. 2006) ).
Flares in X-ray light curves had been seen prior to their discovery in XRT light curves (e.g. Piro et al. 1998 Piro et al. , 2005 , but had only been ob-served a handful of times. It was quickly shown that they are quite common, appearing in approximately 50% of XRT afterglows (O'Brien et al. 2006) , and are temporally displaced so as to be distinct from the prompt emission. Flares are observed as superimposed deviations from the underlying light curve and have been observed in all phases of the canonical X-ray light curve.
Early in the Swift mission, several studies were performed that highlighted individual GRBs that exhibited either large numbers of flares or flares of unusually high fluence. Each of these studies expanded our understanding of flares and the physical processes whereby they are created. In particular, the studies of GRBs 050406 (Romano et al. 2006) , 050502B (Falcone et al. 2006) , 050713A (Morris et al. 2007 ), 050724 (Campana et al. 2006 ) and 050904 (Cusumano et al. 2007 ) established the fact that flares are likely caused by internal shocks because of their steep rise and decay slopes, though the actual source of the flares is still debated and may be linked to instabilities in the ejecta or the release of stored electromagnetic energy. These studies also showed that X-ray flares are observed in both long and short GRBs, can contain energies as large as the prompt emission, they appear to come from a distinct emission mechanism than the afterglow, are seen in both long and short GRBs, and can be temporally separated from the prompt phase by hundreds of seconds. Further studies have only reinforced these initial findings and have even shown that significant flares can be created at times greater than 10 5 s after the initial prompt detection (e.g. Swenson et al. 2010) .
Some attempts have been made to look at larger collections of flares and have examined their properties on a more generalize basis. Falcone et al. (2007) and Chincarini et al. (2007) examined the temporal and spectral properties, respectively, from a collection of flares found in 33 of the first 110 GRBs observed by Swift. The combined results from these two studies found that the latetime internal shocks were required to explain 10 of the observed flares and that central engine activity was the preferred method for a majority of the bursts. However, Chincarini et al. (2007) also state that more observations of flares over more energy bands are needed. A follow-up study was performed (Chincarini et al. 2009 ) that limited the data set to to those GRBs which had redshifts, enabling a study of the actual energetics of the flares and found some indication that the flare energy may be correlated to the GRB prompt energy, but was limited due to the number of bursts. They once again confirmed that more observational work is needed. Additional studies further confirmed earlier results showing that X-ray flares are likely caused by late-time internal dissipation processes, which produces the prompt emission, and also showed that flares evolve over time, becoming broader and flatter. However these studies limited their data to only the first 1000 seconds of the GRB afterglow light curve (Chincarini et al. 2010 ) or a limited sample of 9 exceptionally bright X-ray flares (Margutti et al. 2010 ).
An attempt at incorporating information from multiple energy bands was made by Morris (2008) in which spectral energy distributions (SEDs) were created, using BAT, XRT and UVOT data, for flares found in the same sample of 110 GRBs used by Falcone et al. (2007) and Chincarini et al. (2007) . The fits to the SEDs showed that the flares, unlike the afterglow, could not be fit by a simple absorbed power law.
The number of studies analyzing flares in the UV/optical are even more limited than those for the X-ray (Roming et al. 2006a ). The primary reason for this is the lower significance of most flares in the lower energy bands. While the X-ray flares are often easily identified by visual inspection of the light curves, potential UV/optical flares are more often overlooked or dismissed as noise.
A notable example of flares detected by the UVOT is found in the light curve of the short GRB 060313 (Roming et al. 2006b ) in which late-time flaring was observed by the UVOT, but not seen in the XRT. The type of behavior seen in GRB 060313 are not unusual to the study of flares in GRBs. The presence of flares in one bandpass, but not in another is seen often, and just as common are cases where the flares are observed from X-ray all the way to the optical. In the specific case of GRB 060313 the flares could be consistent with density fluctuation in the circumstellar medium, provided that the cooling frequency, ν c , lies between the X-ray and UV/optical bands, which would explain why the flares appeared in the UV/optical but not in the X-ray. However, the flares can also be explained by central en-gine activity at late times, which is the more preferred explanation for X-ray flares as stated above. Another notable example is that of GRB 090926A (Swenson et al. 2010 ). This burst displayed the previously mentioned late time flares at times greater than 10 5 seconds, which can be explained by central engine activity at extremely late times, but also because the flaring is simultaneously observed in the X-ray as well as the UV/optical. Identifying the source of the flares and whether X-ray and UV/optical flares have the same origin remains an important open question.
The common factor in all of the aforementioned studies is that the flares were found by simple manual inspection of the light curves and were easily detectable by eye. This method has allowed for a significant number of X-ray flares to be detected, but has yielded a very small number of UV/optical flares due to the difficulties listed above. A blind, systematic search for flares in both X-ray and UV/optical bands has not yet been performed and is necessary to provide an unbiased sample of flares of all brightnesses. Such a sample would be able to address some of the limitations mentioned in the previous X-ray studies and would provide access to a relatively untapped source of knowledge with additional UV/optical flares.
The complementary nature of two such flare catalogs would allow for more stringent constraints on the origin of flares in GRBs through crosscorrelation of the two energy regimes. The precise nature of the GRB central engine still remains largely unknown and, because flaring is most likely related to central engine activity, the study of flares is crucial to our unlocking of that mystery.
In this paper we present the results from a blind, systematic search for flares in UVOT light curves. Using Monte Carlo simulations and dynamic programming in conjunction with Bayesian statistics we have constructed the most complete catalog of UV/optical flares to date, and provide the temporal details of each flare, including T peak , ∆t/t, and the strength of the flare relative to the underlying light curve. In a forthcoming paper we will perform a similar analysis on the matching XRT dataset and present our joint analysis of the two catalogs. This paper is organized as follows: In §2 we describe our data set as well as our methodology for identifying flares. We present our catalog of GRB flares observed by the UVOT in §3, and discuss the implications drawn from the catalog in §4. In §5 we present our future plans for utilizing this new flare detection algorithm.
Methodology
For the purposes of this study we will be using the light curves produced by Roming et al. (2013) . This Second Swift Ultraviolet/Optical Telescope GRB Afterglow Catalog provides a complete dataset of fitted UVOT light curves for both long and short GRBs observed by Swift from April 2005 through Dec 2010, and makes use of optimal co-addition (Morgan et al. 2008 ) which results in better sampled light curves and increases the probability of detecting flares. In addition to being optimally co-added, the Second UVOT GRB Catalog also normalizes the GRB light curves to a single filter from the 7 possible filters used during observations. This normalization further increases the timing resolution of the overall light curve during those periods when multiple filters were used during the same orbit. These two methods combined, optimal co-addition and normalization, have resulted in a completely unique and previously unavailable data set that is suited for use in searching for flares and other small features (as opposed to the First UVOT GRB Catalog; Roming et al. 2009 ). This sample is also approximately twice as large as the sample provided in Roming et al. (2009) . Due to the normalization of the light curves, we will not be performing any chromatic analysis on the light curves, and our experience in fitting GRB light curves leads us to believe that our detected flares will not evolve significantly with energy over the limited energy band observed by the UVOT. Our analysis described below is performed on the residuals of the fitted UVOT light curves, using the fitting parameters provided by Roming et al. (2013) when calculating our residuals.
Even with the increased probability of detecting flares that comes with using optimally co-added data, the flares that we hope to identify are below the significance level of the previous X-ray studies previously mentioned (e.g. Falcone et al. 2007; Chincarini et al. 2007 ) and we require a statistically robust method to confirm that the flares are real and not part of the background noise. For this study we have used the publicly available R package strucchange (Zeileis et al. 2002) and the breakpoints function contained within the package (Zeileis et al. 2003) . The breakpoints function specifically employs the approach of dynamic programming to compute the optimal number of breakpoints in a time series of data. In terms of GRB light curves, a breakpoint is defined as the time at which the subsequent data are no longer fit by the preceding slope (i.e. the beginning or ending of a flare, or any other break in the light curve). The computation of breakpoints involves breaking the time series into smaller pieces, iteratively fitting the curve and minimizing the residual sum of squares (RSS). As one would expect, simply minimizing the RSS would lead to fitting the light curve with n − 1 breakpoints (where n is the number of data points), with an individual segment connecting each data point. To counter this effect, the breakpoints function also computes the Bayesian information criterion (BIC; Schwarz 1978),
where k is the number of free parameters to be estimated, n is again the number of data points in the light curve and L is the maximized value of the log-likelihood function, (2) which compares the probabilities of two possible fits to the data, functions M j and M j+1 , each with their respective set of parameters θ j and θ j+1 , and returns the more likely fit based on the observed data points, D. The BIC is penalized and becomes increasingly large when either the data is poorly fit or when the number of free parameters increases and the data is overfit. The BIC is therefore minimized using the simplest model that sufficiently fits the data. The breakpoints function returns the optimal number of breakpoints by calculating the fit that minimizes the combined RSS and BIC values.
The BIC is unlike many of the more commonly used statistical measurements used in astronomy (e.g. χ 2 , F-test, etc.). The BIC is a "summary of the evidence provided by the data in favor of one scientific theory, represented by a statistical model, as opposed to another" (Kass & Raftery 1995), but it does not provide a definite strength or probability to a preferred statistical model. Kass & Raftery (1995) do provide a guideline for interpreting the strength of evidence for the preferred fit:
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Very Strong
For our purposes we will require BIC i − BIC min > 6, or 'Strong' evidence, to determine the preferred fit. In the case of BIC i − BIC min < 6, we will adopt the simplest fit model (i.e. fewest breakpoints) that satisfies the criterion of
The breakpoints function does not take into account the systematic and random error present in all data. In order to reintroduce the effects of these errors, we run a Monte Carlo simulation, randomizing the values of the observed data points in line with the measured errors. For each Monte Carlo iteration we calculate the optimal number of breakpoints and their corresponding times. For the purposes of this study we performed 10, 000 Monte Carlo simulations on each GRB light curve. For each light curve we examine the BIC value for each potential number of breakpoints (i.e. 1, 2, 3, 4...n − 1) over all 10, 000 iterations and do the same for the RSS values. Applying the BIC i − BIC min > 6 criteria allows us to determine the statistically preferred fit to the data, that does not overfit the light curve. Each of the breakpoints found in this optimal fit correspond to a specific data point where the original fit to the GRB light curve no longer adequately describes the data and is likely caused by a flare. Appendix A provides a more detailed explanation, showing results of the breakpoints function running on simulated light curves and flares.
Once these potential flares have been identified, we extract the properties of the flare from the light curve. A well defined flare consists of three breakpoints: 1) T start , the time of the initial deviation from the underlying light curve decay, 2) T peak , the time of the peak of the flare, where the slope goes from positive to negative again, and 3) T stop , the time when the decay of the flare returns to the underlying decay slope. In most cases we can not precisely identify the exact time of T start , T peak , or T stop due to insufficient sampling of the light curve, or observing constraints creating gaps in the light curve. Because of these limitations we only calculate limits on the boundaries of T start and T stop based on the available data, and cannot precisely define T peak , but rather use the observed data point exhibiting the highest flux during the period of flaring as a lower limit. Our estimates of the peak flux ratio, relative to the underlying light curve, will also be a lower limit due to the limitations in calculating T peak . This approach will ensure that we do not bias further studies with underestimated values of the peak flux. Our determination of ∆t/t is also limited by the uncertainty in determining T peak because the true peak flux may occur any time between T start and T stop , but because most flares are relatively short the error in our estimate of ∆t/t is only a few percent. In the few cases of flares with distinct features that could be analytically fit (e.g. T start and T peak for the flare peaking near 80 kiloseconds in GRB 090926A shown in Figure 1 ), these limits closely match the values derived from fitting the flare itself. We therefore see no need to apply a different approach to the those few exceptional flares, by explicitly fitting them, but rather use the same limit approach as for the rest of the data set. Figure 1 shows the results of running the flare finding algorithm on the light curve of GRB 090926A. Because the flaring occurs at such late times, the flares are stretched out and the individual components become easy to see. The figure show the 9 identified breakpoints as vertical lines. These 9 breakpoints were then combined to create 3 individual flares, each with a T start , T peak and T stop . The observing gap after the peak of the second flare means that we can only provide a lower limit on T stop by placing it at the first data point after the gap. Using the flare finding algorithm we were able to successfully identify the two flares that we previously identified (Swenson et al. 2010) , but also detected a third flare starting at the beginning of the light curve that we were unsure of when attempting to identify flares by eye.
Results
Here we present the results of our analysis of the 201 UVOT GRB light curves from the Second UVOT GRB Catalog. We find the presence of at least 119 unique flares, detected in 68 different light curves. Table 1 ) provides the following information for each flare: 1) GRB Name, 2) the flare peak time, defined as the observed time since the initial burst of the highest flux data point during the flaring period, as well as the limits on 3) T start and 4) T stop , set to the last and first data points, respectively, that are well fit by the underlying light curve. 5) A limit on ∆t/t based on the calculated peak time, T start and T stop , and 6) a lower limit on the ratio of the peak flux during the flaring period, relative to the underlying light curve, using the observed flux at the flare peak time. The flux ratio is normalized using the flux of the underlying light curve to allow for direct comparison of each flare across all light curves. Lastly, 7) the confidence measure of the detected flare as a fraction of the number of times the flare was identified during the 10, 000 Monte Carlo simulations.
Discussion
Our analysis shows that at least 33% of the light curves in the Second UVOT GRB Catalog contain possible episodes of flaring. This number is very much in line with analysis that has been performed on X-ray light curves (e.g. Chincarini et al. 2010 ). This result, however, does not correct for those light curves that were so poorly sampled, or for which observations did not start until such late times as to make the detection of any flares challenging. It is not unreasonable to assume that an even larger fraction of the light curves in the Second UVOT GRB Catalog contain flares that will simply never be detected due to these issues.
For the purposes of this analysis we have divided the detected flaring period into three groups. First the 'gold' group, defined as those flares with a confidence measure greater than 0.7 and a ∆t/t ≤ 0.5. This group provides a good detection rate and satisfies the somewhat 'classic' definition of a flare. This group contains 46 flares. Next is the 'silver' group, which expands the parameters to flares with confidence greater than 0.6 and ∆t/t ≤ 1.0. This group includes the 46 'gold' flares and adds an additional 24, for a total of 70 flares. The final group, the 'bronze' group, contains all 119 detected flares.
For those light curves with detected flares, the most common number of flares for each group is 1 per GRB with the average number of flares for each group being ∼2. Fig 2 shows the distribution of flares per GRB for the gold, silver, and bronze groups, shown in black, blue and red, respectively. The flares in the gold and silver groups come primarily GRBs with a single flare, while the bronze group has a large fraction of its flares coming from GRBs with two or three flares. No GRB had more than three flares all belonging to the gold group. GRB 090618 displayed the most flaring activity with 6 unique flaring episodes detected, with all of its flares belonging to the bronze group.
The earliest flare peak time occurs at 108 seconds after the trigger of GRB 060708, and the latest detected flare peaks at 787 kiloseconds after the trigger of GRB 050712, with 85% of all detected flares peaking before 1000 seconds. Figure 3 shows the distribution of T peak for the three groups of flares. The gold group has an average T peak of ∼500 seconds, while the introduction of later flares in the silver and bronze groups push their average T peak to ∼900 seconds after the GRB trigger. However, the most commonly observed T peak for both the silver and bronze groups is also ∼500 seconds. It appears that all three groups are similarly distributed, but with fewer late time detections in the gold group due to the strict criteria for gold designation and the difficulties in detecting flares at late times. The distributions for all three groups can be reasonably fit by the same Gaussian, with different maximums, centered around ∼300 seconds with a full width at half max of 10 seconds.
The duration of the flares, taking into account the limited nature of our determination of T start and T stop , vary from ∆t/t of 0.01 to greater than 10, with at least 80% of the bursts exhibiting a ∆t/t < 0.5. Figure 4 shows the distribution of ∆t/t for the three groups of bursts. As with T peak , all three groups can be fit by the same Gaussian function, with different maximums, centered at 0.14 seconds and with a full width at half max varying between 0.17 seconds for the gold group to 0.21 seconds for the bronze group. The consistency between the three groups for both T peak and ∆t/t shows that the detection algorithm is robust even at lower confidence levels. It should be noted that for flares with ∆t/t > 0.5, particularly those observed in the first few hundred seconds of the light curve, may actually be the onset of the forward shock emission (Oates et al. 2009 ).
The relative strengths of the flares varies from a minimum flux ratio of 0.04 to a maximum of 55.42. Figure 5 shows the distribution of the flare flux ratios for the three groups. The bronze and silver groups can be fit by a Gaussian centered around ∼0.5, whereas the gold would be better fit by a series of Gaussians due to the valleys between the peaks at ∼0.2, ∼0.5 and ∼1.3. This may indicate a preferred set of flare strengths in the UV/optical, though, a single Gaussian fit to the gold group does provide a centered value consistent with the bronze and silver groups, indicating that it is likely a lack of data causing the poor fit and that all three groups are in fact equally well fit by the same Gaussian. A larger sample of gold flares, meaning continued GRB light curve observations in the UV/optical, will be required to determine whether it is a lack of data or an actual physical phenomenon causing the observed structure. More than 83% of the bursts have flux ratios between 0.04 and 2, with representatives in each of the three groups, while there are 19 relatively strong flares with flux ratios > 2. Interestingly, 14 of the 19 relatively strong flares are among the 15% of flares that peak later than 1000 seconds. After the first 1000 seconds, light curves have generally poor timing resolution due to the decaying nature of the afterglow, so it may be a simple observational bias that leads to a large fraction of those late-time flares having large flux ratios (i.e. larger flares are easier to to detect than small flares at late times). Further analysis and simulations will be required to determine whether an observational bias exists or whether the high fraction of large late-time flares is indicative of a unique subset of GRBs capable of producing these types of flares.
In addition to analyzing the burst parameters individually, we also performed an analysis of the UV/optical flare parameters compared to the GRB prompt parameters for each burst. Specifically we compared the reported T 90 , prompt emission fluence, and the amount of structure present in the prompt emission (i.e. single FRED-like peak versus multi-peak structure) to T peak , ∆t/t, the flux ratio and the number of flares per GRB and find no correlation between any of the prompt emission parameters and flare parameters. We interpret the lack of correlation to indicate that the emission source of the UV/optical flares detected is not the same as that of the high energy prompt GRB emission.
Future Work
We have introduced a new flare detection algorithm and have analyzed the GRB light curves in the forthcoming Second Swift Ultraviolet/Optical Telescope GRB Afterglow Catalog (Roming et al. 2013 ). We detect the at least 119 unique flaring episodes, many of which are previously unreported. The new method uses the Bayesian Information Criterion to determine the optimal number of breakpoints are needed to provide the best statistical fit to the data. This method is generic in its application and can be used to find any sort of 'feature' which causes the light curve to deviate from the expected decay slope. We plan to apply this same detection algorithm to the matching set of GRB light curves as observed by the Swift Xray Telescope and publish a catalog of X-ray flares. Using these two catalogs together we will correlate the X-ray and UV/optical flaring in an attempt to better understand the nature of GRB flaring and ultimately their origin.
A. Demonstration of breakpoints function on simulated data
To verify the effectiveness of the breakpoints function, we performed a series of tests on simulated UVOT data. Starting with a simple power-law light curve, we induced a number of flares on the light curve and attempted to detect those flares using the method previously described. In order to test the ability of the breakpoints function to detect a wide variety of flares we varied the T start time, the amplitude, the duration of the induced flares, as well as the slope of the underlying light curve. All of our analysis is done on the residuals of the best fit to the light curve.
We use the criteria of BIC i − BIC min > 6, or 'Strong' evidence from Kass & Raftery (1995) , to determine the appropriate number of breakpoints to assign to a specific light curve. We then attempt to group breakpoints together to form individual flares based on the relative position of the potential breakpoints relative to each other and relative to the underlying light curve. Our measure of confidence is determined by the number of times a specific breakpoint was identified in the course of the 10,000 Monte Carlo simulations, and also satisfied the criteria of BIC i − BIC min > 6.
As previously mentioned, the ideal case is when the amplitude and duration of the flare are both large enough to make T start , T peak , and T stop easily identifiable. Figure 6 shows an example of simulated UVOT data with an induced flare that meets this criteria, and shows the potential breakpoints found by the code as vertical lines on top of the data. Analysis of the potential breakpoints in relation to each other and to the underlying light curve show that they collectively form a single flare with the three potential breakpoints marking the approximate times of T start , T peak , and T stop . As with all the identified flares, the values assigned to T start and T stop are lower and upper limits of the actual values, with the last data point before the flare that is still well fit by the underlying light curve assigned to T start and the first data point after the flare well fit by the underlying light curve assigned to T stop . In the case of a well sampled light curve and flare, like that shown in Figure 6 , the limits given by T start and T stop do not differ significantly from calculated values derived from fitting the flare. The difference is less by than the size of the exposure bin for data points we identify as T start and T stop . We therefore see no need to differentiate our methodology and to fit those few flares that can be fit using a function. For this flare, the measure of confidence for each individual breakpoint is very high. Specifically, the breakpoint associated with T peak was identified in all 10,000 iterations. In this case we are therefore 100% confident in the presence of a flare despite not detecting all three components at 100% confidence. We assign the overall confidence of the flare to be 10,000, reflecting this certainty. This example is truly the exceptional case, as UV/optical flares are rarely observed with such strength.
A more typical size flare is shown in Figure 7 . In this case, the vertical lines again show the positions of potential breakpoints found by the flare finding code. Further analysis shows that these two breakpoints again form a single flare, however, only the approximate T peak and T stop times have been identified. A potential T start breakpoint was never identified during the 10,000 Monte Carlo simulations. This does not mean that the code failed to properly identify the flare, but rather shows that even at low significance the code is able to detect flares, however all the individual components of the flare may not be detected. In the case of the flare in Figure 7 , the rise to the observed peak of the flare is short enough, due to a combination of a shorter flare duration and a small peak amplitude, that there are no observed data points during the rise of the flare. The first data point found by the flare finding code that deviates from the underlying light curve is the observed peak of the flare. In cases such as these the code picks the nearest observed data point before the observed flare peak as being the lower limit for the T start . In this case, the assigned time for T start is once again very close to the actual start of the flare. This flare is given a confidence measure of 7,434, which is the confidence measure associated with the observed flare peak.
In both of the previous examples, the sample of the light curves was continuous and uninterrupted. However, this is never the case with actual data. Our data from the Second UVOT GRB Catalog (Roming et al. 2013) are influenced, at the very least, by the fact that the Swift satellite has a 96 minute orbit and that any target on the sky will be unobservable for >50% of the orbit. Additionally any number of other factors including the observing of higher priority targets and conflicts with spacecraft observing constraints, have produced light curves with uneven sampling and occasional large gaps. These gaps are the reason that we have decided to provide limits on the values of T start and T stop and to use the observed time of peak flux when reporting T peak . Figure 8 shows the results from running the flare finding code on the same basic light curve and induced flares as in Figure 6 , but with an observing gap overlapping the beginning of the flare. The code once again identifies three distinct data points that are potential breakpoints. Analysis of the data points shows that we are unable to determine whether they are all associated with a single flaring event due to gaps in the light curve. Not only are we uncertain whether the first and last potential breakpoints correspond to a T start and T stop of a given flare or multiple flares, we are also no longer confident that the point identified as the peak observed flux is an accurate approximation of the actual T peak or the peak flux level reached during the flare(s). Again we assign the last data point before the flaring period that was well fit by the underlying light curve as T start (in this case the last observed data point before the observing gap), and do the same for T stop by assigning the first data point after the flaring period well fit by the underlying light curve (in this case the first data point after the second observing gap). Because we did not observe the majority of the flare and are uncertain in the actual peak flux achieved, the flux ratio we report becomes a lower limit, based on the peak observed flux and the flux of the underlying light curve at the time of the observed peak. This flare is given a confidence measure of 9,784, which is again the confidence measure associated with the observed peak.
In each of these examples we have only shown cases where there are no additional potential breakpoints other than those associated with either T start , T peak or T stop . Occasionally the code does find more than three breakpoints for a single flare, specifically in situations where there is poor data sampling during the peak of the flare. In these cases, if no single data point stands out as a peak, the code will identify points to either side of the peak as being potential peak candidates, resulting in four breakpoints for a single flare. In these cases we assign the data point with the larger flux to be the peak flux time used in our calculations of ∆t/t and the flux ratio. It should be noted, that this same series of four breakpoints could be the result of two individual flares occurring in quick succession. If the timing resolution is larger than the ∆t/t of the flares, the code will not be able to correctly identify two individual flares, but will rather identify a single broad flaring period. Note.-Flares are listed in chronological order by GRB date, then sorted by confidence. *All times are relative to the time of the initial burst trigger. ∆t/t is calculated as (Tstop − Tstart)/T peak . Tstart and Tstop are lower and upper limits, respectively. Flux Ratio is calculated as the flux at the flare peak time divided by the extrapolated flux of the underlying light curve at the same time, normalized using the flux of the underlying light curve, and is a lower limit of the actual peak flux ratio. The confidence measure represents the fraction of times the flare was identified during the 10,000 Monte Carlo simulations. -Simulated UVOT data showing a flare with a small amplitude and duration. Due to the abrupt rise to the peak of the flare, the code does not identify a unique point as being associated with the start of the flare. We assign the first point prior to T peak to be T start . The data point assigned as T start is identified by the red line. Fig. 8 .-Simulated UVOT data showing the influence of observing gaps on the flare finding code. An elevated flux level is identified as a potential T peak , however the beginning and ending of the flare are not observed. The first data point prior to the observing gap is designated as T start and the first data point after the second observing gap is designated as T stop .
