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ANALYSIS OF ORBIT ACCUMULATION POINTS AND THE
GREENE-KRANTZ CONJECTURE
BINGYUAN LIU
Abstract. In C2, we classify the domains for which Aut(Ω) is noncompact
and describe these domains by their defining functions. This note is based on
the technique of the scaling method introduced by Frankel [5] and Kim [8].
One feature of this article is that we are able to analyze the defining functions
of infinite type boundary. As a corollary, we also prove a result that under
some conditions, Aut(Ω) contains R, which is an extension of [5].
0. Introduction
We call a connected open subset in C2 a domain, and by an automorphism we
mean a holomorphic automorphism.
Let D denote the unit disc, and let H± denote the upper-half (lower-half) plane
of C. We use ℑz,ℜz to denote the imaginary and real part of z. Also, we will
not distinguish convergence and subsequence convergence. We denote the operator
norm of a matrix by ‖ · ‖op. We also denote w = u+ iv sometimes.
When a bounded convex domain Ω in C2 admits a noncompact automorphism
group, Frankel was able to construct in [5] a new (in general unbounded) domain Ω′
which is biholomorphic, by the inverse of the limit of (Jφj(q))
−1(φj(z, w)−φj(q)),
to Ω, where q ∈ Ω is an arbitrary interior point. Soon after that, Kim described the
domain Ω′ in [8] by the defining function. His argument is based on the fact that
the boundary of Ω is invariant under automorphism and that the boundary of Ω′
must exist (otherwise, Ω′ can not be hyperbolic, i.e., Ω′ can not be equivalent to a
bounded domain in C2). Moreover, it is enough to use the local defining function
around the accumulation points of Ω to analyze the boundary of Ω′ because other
parts of boundary will be transformed, roughly speaking, to ∞.
Pinchuk’s scaling method (see [1]) is also well-known. His method directly in-
volves the boundary during the procedure of construction for the final biholomor-
phism. Although his method is also interesting, we will not treat it further here.
It is well-known that in C2, possibly after a global biholomorphic transform F ,
an arbitrary domain with a boundary point p ∈ ∂Ω can be defined by the defining
function ℑw > ρ(z, z¯,ℜw) locally around (0, 0), where ρ(z, z¯,ℜw) = O(|z|2) +
O((ℜw)2) +O(zℜw) and p has been translated to (0, 0).
Definition 0.1 (normal domain at a point). Let p ∈ ∂Ω. If there exists a
neighborhood U of p in C2 such that after the global transform F as above,
F (Ω ∩ U) = {(z, w) : ℑw > ρ(z, z¯,ℜw)}, where locally ρ(z, z¯,ℜw) = ρ(z, z¯, 0) +
O((ℜw)2) +O(zℜw), then we call Ω′ = F (Ω) a normal domain of Ω at p.
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In C2, the bidisc D×D has been intensely studied in the field of several complex
variables and the fact that it is not biholomorphic to the ball can be dated back to
the period of Poincare´. However, the following type of domain is less well-known.
We denote Ω = {(z, w) ∈ C2 : z ∈ D, w ∈ eiθ(z)H+}, where θ is a real continuous
function of z, by D ⋊θ H+. One can see that, if θ is a zero function, then it is
biholomorphic to the bidisc, but in general this is not the case. Roughly speaking,
this type of domain is a fiber bundle with the base D, and the fiber above each
point of the base is a rotation of H+ by an angle determined by the base point.
More generally, for an arbitrary domain I ⊂ C we denote I ⋊θ H := {(z, w) : z ∈
I, w ∈ eiθ(z)H+}, where θ is a real continuous function of z ∈ I.
Example 0.1. D⋊2ℜ H+ = {(z, w) ∈ C2 : |z| < 1, w ∈ e2iℜzH+}
We denote the automorphism group by Aut(Ω). This is the set containing all
holomorphic automorphisms of Ω endowed with the operation of composition.
The automorphism group of D⋊2ℜ H+ is not compact. Indeed, for an arbitrary
natural number n let Ln := (z,
w
n
). One can see Ln ∈ Aut(D⋊2ℜH+) for arbitrary
n, and there is an interior point q such that Ln(q)→ p for some p ∈ ∂(D ⋊2ℜ H+)
as n→∞.
Remark 1. The reader should be warned, D ⋊θ H+ defined here in general has a
nonsmooth boundary (at most piecewise smooth). Indeed, it is Levi-flat for each
smooth piece. We will use the scaling method to obtain a biholomorphism between
some bounded domains and D⋊θ H+. However, there are no clues on whether any
bounded domain with a (globally) smooth boundary is biholomorphic to it. This
is one of the key points in Greene-Krantz conjecture. For the discussion, please see
Section 3.
Since the note will frequently mention the concept “finite type” (in sense of
D’Angelo), we will define it here briefly. The interested reader is referred to [3].
Definition 0.2. Let X be a nontrivial analytic disc passing through (0, 0) in C2
defined by ψ : D→ C2, with ξ 7→ (f1(ξ), f2(ξ)). Let ρ be the defining function of a
domain Ω for which (0, 0) ∈ ∂Ω . We say that Ω is type t around (0, 0) if
τ(∂Ω, (0, 0)) := sup
X
ν(ρ ◦ ψ)
ν(ψ)
= t,
where ν(f) denotes the order of vanishing of f at 0. If t = ∞, Ω is said to be of
infinite type around (0, 0), and similarly for finite type.
Remark 2. By the definition, one can see the following immediately. Assume the
defining function is ρ = v − r(z, z¯, u) = v − r(z, z¯, 0) − C(z, z¯)u − o(u2). Then if
(0, 0) is finite type, it means r(z, z¯, 0) has to have a finite order of vanishing at 0
(otherwise, let ψ = (ξ, 0), and τ =∞). On the other hand, assume ρ = v − r(z, z¯)
is the defining function; if (0, 0) is infinite type, then r has to be of o(|z|m) for any
positive m, as otherwise τ <∞.
The study of infinite types is extremely hard because it is essentially the study
of smooth functions that are not analytic. Since it is not very clear what happens
for a non-analytic smooth function, we are unable to analyze them all.
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Definition 0.3. Let Ω ⊂ C2 be a domain and let p ∈ ∂Ω be a boundary point
of infinite type. Assume the defining function of the normal domain of Ω at p is
v = ρ(z, z¯, 0) + higer terms.
(1) We say p is of infinite type I, if ρ satisfies the condition that ρ(az, az¯, 0) ≤
o(1)ρ(z, z¯, 0) for all complex number a such that 0 < |a| < 1.
(2) Otherwise, we say p is of infinite type II.
Note that the condition of infinite type I implies that for any complex 0 < |a| < 1,
we have ρ(az, az¯, 0) ≤ |a|mzρ(z, z¯, 0), where mz → ∞ as z → 0. It is not hard to
see that the domain ΩG−K defined by |w|2 + |z|
1
−|z|2 < 1 in [6] is of infinite type
I. This is because of direct computation after finding the normal domain of ΩG−K ,
which is {(z, w = u+ iv) ∈ C2 : v > 1−
√
1− e− 1|z|2 − u2}. Furthermore, all other
known bounded domains which support the Greene-Krantz conjecture (see Section
3) are of infinite type I. It is also interesting to ponder whether a domain of infinite
type II exists in the context of basic function theory.
Among other results, the most important is the following theorem.
Theorem 0.1. Let Ω be a bounded domain in C2. Assume there is a family of
automorphisms φj = (fj , gj) and an interior point q ∈ Ω such that φj(q) → p,
where p ∈ ∂Ω is not of infinite type II. We also assume the normal domain of Ω at
p is locally convex and has a smooth boundary around p. Then Ω is biholomorphic
to D ⋊θ H+ of v > ρk(z, z¯) where ρk is an homogeneous polynomial with degree k.
It will be very pleasant if the “locally convex” condition can be removed. How-
ever, it turns out that this condition is not removable in the current note with the
scaling method, because the scaling will not converge otherwise. For the discussion,
please see Remark 4.
In Section 1, we will prove some properties about the Jacobian of one family of
noncompact automorphism maps. We also extend Cartan’s theorem about determi-
nant of the Jacobian (see [9]) to the eigenvalue functions of the Jacobian Jφj . But
please note that the Cartan’s theorem does not hold if we replace determinant with
the norm of the matrix (see Remark 3). We will prove Theorem 0.1 in Section 2 and
we will add some remarks about Greene-Krantz conjecture in Section 3. In Section
3 we also use the recent result of [2] to prove the bidisc is not biholomorphic to
any bounded domain with smooth boundary and finally affirm the Greene-Krantz
conjecture for a special case (see Corollary 3.1).
Finally, we want to point out that most of the results in this article quite possibly
may hold in higher dimensions. However, the proof will be slightly different, because
in higher dimension, the uniformization theorem will be unavailable and the concept
of “finite type” will be more subtle.
1. The general properties of Aut(Ω)
Let {φj}∞j=1 ⊂ Aut(Ω) be a sequence in the automorphism group of Ω. We denote
by λij , i = 1, 2 the two eigenvalues (functions) of the Jacobian of the biholomorphic
map φj . We also let λ
i
0, i = 1, 2 be the limit of λ
i
j as j →∞. We order λij with ≻
by using the lexicographic order from the triple (‖ · ‖,ℜ·,ℑ·). We also sometimes
abuse notation by omitting j when j > 0.
Proposition 1.1. Let Ω be a bounded domain in C2. Assume there is a family
of automorphisms φj = (fj , gj) such that there is an interior point q ∈ Ω and a
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boundary point p ∈ ∂Ω with φj(q) → p as j → ∞. Then, p is the UNIQUE orbit
accumulation point if and only if λij(z, w)→ 0 as j →∞ for all (z, w) ∈ Ω.
Proof. Suppose we can find a vector v and an interior point a ∈ Ω such that the
pushforward ‖(φ∗j (a))v‖ = ‖Jφj(a) · v‖ > ǫ0 as j → ∞. Let h be an analytic
disc with h′(0) = v and h(0) = a. We consider φj ◦ h, and by Cartan’s theorem
the image of the limit of φj ◦ h must be contained in the boundary. Since the
pushforward is never zero around a, the limit of the image of φj ◦ h is non-trivial,
which contradicts our assumption. The other direction is trivial by considering the
rank of the Jacobian of the limit map φ0 = lim
j→∞
φj . 
The following lemma says that in C2, the eigenvalues (functions) of the Jacobian
of a biholomorphism are holomorphic functions not just the determinant.
Lemma 1.1. Let Ω be a bounded domain in C2. Assume there is a biholomorphic
map φ0 = (f0, g0). Then the eigenvalue functions λ
i(z, w) of Jφ0 are both holomor-
phic functions for i = 1, 2. Moreover, if there is a family of automorphisms φj such
that there exists an interior point q and a boundary point p ∈ ∂Ω with φj(q)→ p as
j → ∞, then the eigenvalue functions λij(z, w) of Jφj(z, w) approach holomorphic
functions which are either zero everywhere or nowhere vanishing for (z, w) ∈ Ω.
Proof. First, we show the eigenvalues λi depend on (z, w) continuously. Consider
λi(z, w), which satisfies the characteristic equation
(1) (λi(z, w)− a11(z, w))(λi(z, w)− a22(z, w)) − a12(z, w)a21(z, w) = 0,
where the Jacobian is Jφ =
(
a11 a12
a21 a22
)
. Then for any interior point (z0, w0) ∈ Ω,
the limit lim
z→z0
w→w0
λi(z, w) also satisfies the equation (1). By the uniqueness of solutions
we can see lim
z→z0
w→w0
λi(z, w) = λi(z0, w0).
Without loss of generality, we will discuss λ1 only. Let us denote {(z, w) :
λ1(z, w) =
a11(z, w) + a22(z, w)
2
} by E and Ω\E by F . By the implicit function
theorem, λ1 is holomorphic on F . We also observe that on E, λ1 = λ2. Moreover,
(λ1)2 is holomorphic on F , and on E, (λ1)2 = λ1λ2 = a11a22−a12a21, which is also
a holomorphic function. It is obvious E is a closed subset of Ω, while F is open.
If E does not contain any interior point, then by the theorem of removable
singularities for several complex variables in [10], (λ1)2 on F can be extended
to (˜λ1)2 on Ω holomorphically because E can be thought of as the zero set of
the holomorphic function (
a11 + a22
2
)2 − λ1λ2 = (a11 + a22
2
)2 − (a11a22 − a12a21).
Moreover, (λ1)2 = (˜λ1)2 on Ω because λ1 is continuous and E has empty interior.
If E contains interior points, then for arbitrary z′ ∈ Eo, we have (λ1)2 = λ1λ2 =
a12a21, which is again holomorphic. So, (λ
1)2 is holomorphic on F ∪Eo, and again
by the theorem of removable singularities, we have its extension (˜λ1)2 on Ω by
continuity and the fact that there is no interior of Ω\(F ∪Eo), we see (˜λ1)2 = (λ1)2.
Now we prove λ1 is holomorphic. For this, we take the derivative
∂
∂z¯
((λ1)2) =
∂
∂w¯
((λ1)2) = 0
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because of holomorphicity. We obtain
λ1
∂
∂z¯
(λ1) = λ1
∂
∂w¯
(λ1) = 0.
However, this implies
∂
∂z¯
(λ1) =
∂
∂w¯
(λ1) = 0, because otherwise the determinant of
the Jacobian is zero somewhere, which contradicts biholomorphicity.
We prove the second statement by Hurwitz’s theorem for λ1j and λ
2
j . For the
second argument, we can prove it by Hurwitz theorem for λ1j and λ
2
j . (Note λ
i
j
is nowhere zero otherwise, det(Jφj(z, w)) is zero somewhere which is impossible
because φj is automorphism.) Hence, we just need to check the uniform bound-
edness of λij on arbitrary closed subsets of Ω. Indeed, both of λ
1
jλ
2
j = det(Jφj)
and λ1j + λ
2
j =
∂fj
∂z
+
∂gj
∂w
are uniformly bounded on arbitrary compact subsets by
Cauchy estimates (Ω is bounded). If λ1j is not uniformly bounded on a compact sub-
set then there is a sequence {(zj, wj)} ⋐ Ω such that |λ1j(zj , wj)| → ∞ as j → ∞.
By uniform boundness of λ1jλ
2
j on compact subsets, we can see |λ2(zj , wj)| → 0,
but this contradicts the fact that λ1j + λ
2
j is also uniformly bounded on compact
subsets. 
In C2 the discussion above tells us only two cases can happen given a noncompact
automorphism group:
(1) (Orbit Accumulation Point Case) The image of φ0 = limj→∞ φj contains
just one point after passing to subsequences. Both of eigenvalue functions
λij of Jφj approach to 0.
(2) (Orbit Accumulation Variety Case) The image of φ0 = limj→∞ φj contains
a (regular) one-dimensional complex variety passing to subsequences. Only
one of eigenvalue functions λij of Jφj approaches to 0.
The next proposition, which is obtained from the previous discussion, is a gen-
eralization of Cartan’s theorem in [9] (Cartan’s theorem states that the limit of
automorphisms φj of a bounded domain Ω is still an automorphism if and only if
the determinant of Jφj does not converge to 0).
Proposition 1.2. Let Ω be a bounded domain in C2. Assume there is a family of
automorphism φj = (fj , gj). Then the limit of φj (in the compact-open topology) is
still an automorphism if and only if neither of the eigenvalues λij of Jφj converges
to 0 in the topology of uniform convergence on compact subsets.
Remark 3. The readers should be warned, in general, that the following imitation
of Cartan’s theorem is not true: Given a family of automorphism groups φj so that
φj(q) → p as j → ∞ where q ∈ Ω but p ∈ ∂Ω, then ‖Jφj(q)‖op → 0. Please
see the following counterexample. However, the reader can easily show that, under
the assumption that the automorphism sequence is in the orbit accumulation point
case (not the orbit accumulation variety case), ‖φj(q)‖op → 0 still holds, for an
arbitrary interior point q ∈ Ω.
Example 1.1. Let Ω be the bidisc with radius (1, 1), centered at the origin, and
φj(z, w) = (z,
w − αj
1− α¯jw ), where αj → 1 as j →∞. The Jacobian of each automor-
phism has an entry of 1, so ‖Jφj(q)‖op 6→ 0.
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Proposition 1.3. Let φj be as in Proposition 1.1. Then det((Jφj(q))
−1Jφj(z, w))
is locally uniformly bounded below and above by positive number.
Proof. Let D¯ ⊂ Ω be a closed neighborhood of an interior point q ∈ Ω. Consider
det(Jφj(z, w)), which is bounded for each j, so there is a qj ∈ D¯ such that
| det(Jφj(qj))| = max
(z,w)∈D¯
| det(Jφj(z, w))|.
Hence det((Jφj(qj))
−1Jφj(z, w)) is a normal family because it is uniformly bounded
by 1. Again, by Hurwitz’s theorem, det((Jφj(qj))
−1Jφj(z, w)) converges uniformly
on D¯ to a nowhere zero holomorphic function c0(z, w), because otherwise, the se-
quence det((Jφj(qj))
−1Jφj(qj)) approaches 0, which is impossible. Specifically,
the sequence det((Jφj(qj))
−1Jφj(q)) approaches a nonzero number c0 and thus
det(Jφj(qj)(Jφj(q))
−1) approaches
1
c0
. We observes that det((Jφj(q))
−1Jφj(z, w))
approaches a nowhere zero holomorphic function c(z, w) =
c0(z, w)
c0
, which com-
pletes the proof. 
With a similar proof to that of Proposition 1.3, we can show the following
Proposition 1.4.
λij(z, w)
λij(q)
is locally uniformly bounded below and above by positive
constants for i = 1, 2.
2. The proof of Theorem 0.1
For information on the Hausdorff metric, we refer readers to a nice survey [7].
Let H be the regular biholomorphic mapping from C2 into CP2 (endowed with
the Fubini-Study metric), that maps (z, w) ∈ C2 to [1, z, w] ∈ CP2. Suppose we
have a family of open subsets Ωj ⊂ C2 such that ∩jΩj 6= ∅. We will define the open
subset Ω̂ of C2 as the limit of the given family of open subsets {Ωj} in C2. Since CP2
is a complex manifold with finite diameter, the closure H(Ωj) is a Cauchy sequence
with Hausdorff metric on nonempty closed bounded subsets of CP2, because the
total boundedness of CP2 implies the total boundedness of the Hausdorff metric.
Moreover, due to the completeness of CP2, the Cauchy sequence H(Ωj) has a limit
which is also a nonempty closed bounded subset of CP2, and we denote it by Ω˜.
Please note Ω˜ is closed, and we define Ω̂ to be the subset of interior points of Ω˜.
The next lemma can be considered a generalized open mapping theorem in C2.
For higher dimensions, a similar result also holds and is not hard to be formulated
and proved.
Lemma 2.1 (generalized open mapping theorem). Let φ be a holomorphic map
defined on Ω ⊂ C2, and assume the determinant of the Jacobian of φ is nowhere
vanishing. Then φ(Ω) is open.
Proof. For any q ∈ Ω, the determinant of the Jacobian Jφ(q) is not zero. So by
the inverse function theorem, there exists an open neighborhood Uq of q such that
φ(Uq) is open. Moreover, for a cover {Uq} where q varies through Ω, we have
φ(Ω) = φ(
⋃
q
Uq) =
⋃
q
φ(Uq) is open. 
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The following proposition is a generalization of the well-known scaling method
of [5].
Proposition 2.1. Let Ω be a bounded domain in C2. Assume there is a family
of automorphisms φj = (fj, gj) and an interior point q ∈ Ω such that φj(q) →
p where p ∈ ∂Ω. Let Ω be locally convex around p = (0, 0). Let Aj(z, w) =
(Jφj(q))
−1(φj(z, w)− φj(q)). Then Aj converges uniformly on compact subsets to
a biholomorphism between Ω and Ω̂, where Ω̂ is the limit of Aj(Ω).
Before the proof of Proposition 2.1, we need several lemmas.
Lemma 2.2. If ‖(Jφj(q))−1Jφj(z, w)‖op is uniformly bounded on arbitrary com-
pact subsets of Ω, then Aj converges uniformly on each compact subset in CP
2.
Proof. For arbitrary q ∈ Ω we now prove that Aj is generalized normal, where
a family of functions is called generalized normal if Aj is normal or ‖Aj(z, w)‖
converges to ∞ everywhere.
Fix q ∈ Ω and an arbitrary connected compact subset D ⋐ Ω. For any q′ ∈ D
we can always find a curve γ(t) parameterized by length so that γ(0) = q and
γ(1) = q′. We consider ‖Aj(q′)−Aj(q)‖ ≤Mj ≤ K by the mean value theorem for
vector-valued functions, whereMj is the uniform bound of ‖(Jφj(q))−1Jφj(z, w)‖op
for D. Thus, we consider the coordinate chart (ψ,U) such that v = (0, 0), where
v = limj→∞ Aj(q) ∈ CP2. Since we have ‖Aj(z) − Aj(q)‖ < K for any z ∈ D, D
will be mapped uniformly into a bounded neighborhood of v ∈ CP2, which finishes
the proof by Montel’s theorem. 
Lemma 2.3. If Aj defined above is normal and Φ is the limit of Aj, then Φ is a
biholomorphism from Ω onto Ω̂.
Proof. By Lemma 2.1 and Proposition 1.3, one immediately observes that Φ(Ω)
is an open subset in C2. For simplicity, we denote the open set Φ(Ω) by Ω′. Let
Ωj = Aj(Ω) and obtain Ω̂ by the discussion in the beginning of the current section.
We are going to prove Ω′ = Ω̂.
We first prove Ω̂ ⊂ Ω′. Otherwise, Φ(Ω) ( Ω̂, so there exists p ∈ Ω̂ and a
neighborhood U ∈ Ω̂ so that Φ(Ω) ∩ U = ∅. Thus, there is a big N such that for
any j > N , Aj(Ω) ∩ U = ∅. But this contradicts the definition of Ω̂.
We now prove Ω′ ⊂ Ω̂. If not, there exists a point p ∈ Ω̂c and a neighborhood
U of p in Ω̂ such that for some N > 0 and any j > N , we have A−1j (U) ∩ Ω = ∅.
That is, Aj(Ω) ∩ U = ∅ for any j > N . This again contradicts the definition of Ω̂.
Now we prove injectivity. Suppose we have Φ(z′) = Φ(z′′). Then
z′ − z′′ = Φ−1j (Φj(z′))− Φ−1j (Φj(z′′))
= Φ−1j (Φj(z
′))−Ψ(Φj(z′)) + Ψ(Φj(z′))−Ψ(Φj(z′′))
+ Ψ(Φj(z
′′))− Φ−1j (Φj(z′′)),
(2)
where Ψ is the limit of φ−1j . Since φ
−1
j is uniformly bounded, the convergence is not
an issue. One can easily see the first and last two terms in the right hand side of
Equation (2) vanish as j goes to infinity, while the middle two terms vanish because
φ(z′) = φ(z′′). That is, z′ = z′′, which completes the proof. 
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Proof of Proposition 2.1. We have shown if ‖(Jφj(q))−1Jφj(z, w)‖ is locally uni-
formly bounded, then the sequence Aj is normal and thus convergent to a biholo-
morphism by Lemma 2.3. So it will be enough to show uniform boundness of
‖(Jφj(q))−1Jφj(z, w)‖.
This argument is similar to the one Frankel used in [5]. For the sake of com-
pleteness, we outline the proof. Let D ⋐ Ω be an arbitrary campact subset. Since
φj is normal, there exists a neighborhood U of p in C2 and N > 0 such that
φj(D) ⋐ U ∩ Ω and U ∩ Ω is convex for j > N . Thus, it makes sense to define the
following map Fj from D ×D to Ω for j > N :
(Jφj(q))
−1φj)
−1 ◦
(
(Jφj(q))
−1φj(z1, w1) + (Jφj(q))
−1φj(z2, w2)
2
)
=((φj)
−1 ◦
(
φj(z1, w1) + φj(z2, w2)
2
)
.
Let us define ωj = (Jφj(q))
−1φj so that
(3) 2ωj ◦ Fj(x, y) = ωj(x) + ωj(y).
Please note, for simplicity, we denote (z1, w1) and (z2, w2) by x and y, respectively,
and Fj(x, x) = x. Differentiate both sides of Equation (3) with respect to x and let
y = x. We obtain that for the j − th term (and we will not write j for simplicity),
2ωα(x)F
α
β (x, x) = ωβ(x), which implies F
α
β =
δαβ (x, x)
2
, where δ is the Kronecker
notation.
We continue to differentiate both sides of Equation (3) with respect to x and
let y = x for the second time. One obtains that 2ωα,γ(x)F
α
β1
(x, x)F γβ2(x, x) +
2ωαF
α
β1,β2
(x, x) = ωβ1,β2(x), which gives ωα(x)F
α
β1,β2
(x, x) =
1
2
ωβ1,β2(x). Thus
‖∇Jωj‖D < C‖Jωj‖D, where ‖ · ‖D denotes the maximum of operator norm over
D. Since we have Jωj(q) = (Jφj(q))
−1Jφj(q) = Id, by the comparison theorem of
O.D.E, we have ‖Jωj(z, w)‖D < C′, which completes the proof. 
Remark 4. The condition “locally convex” guarantees the family of automorphisms
is normal and is not removable. Please see the following examples.
Example 2.1. Ω = {(z, w) ∈ C2 : |z − w2|2 + |w|4 < 1}.
Let φj =
(
(z − w2)− αj
1− α¯j(z − w2) +
√
1− |αj |2
(1− α¯j(z − w2))2 ,
4
√
1− |αj |2
(1− α¯j(z − w2)2)2
)
be a
family of automorphisms, where |αj | → 1 as j →∞ (one can show it is not locally
convex around the accumulation point (1, 0)). The Jacobian Jφj is
(
cj11 c
j
12
cj21 c
j
22
)
,
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where
cj11 =
1− |αj |2
(1− α¯j(z − w2))2 −
α¯j
√
1− |αj |2
(1− α¯j(z − w2))2w
2
cj12 = −2
1− |αj |2
(1− α¯j(z − w2))2w + 2
α¯j
√
1− |αj |2
(1 − α¯j(z − w2))2w
3 + 2
√
1− |αj |2
1− α¯j(z − w2)w
cj21 =
α¯j
4
√
1− |αk|2
2(1− α¯j(z − w2)) 32
w
cj22 =
2α¯j 4
√
1− |αj |2
(1− α¯j(z − w2)) 32
w2 +
4
√
1− |αj |2
(1− α¯j(z − w2))2
.
Also, (Jφj(0, 0))
−1 =

1
1− |αj |2 0
0
1
4
√
1− |αj |2
 and one can easily show that
‖(Jφj(0, 0))−1Jφj(z, w)‖ is not bounded.
With a similar computation as in Example 2.1, the reader can see the same
situation in the following domain.
Example 2.2. Ω = {(z, w) ∈ C2 : |z| < 1, |w − z2| < 1}.
Now we analyze the defining function of Ω̂. First, we consider the case when
both eigenvalues of Jφj approach zero. There are two possibilities: p is of finite
type or infinite type.
The following lemma does the job for a finite type point p.
Lemma 2.4 (the orbit accumulation point case, point is finite type). Let Ω be a
bounded domain in C2. Assume there is a family of automorphisms φj = (fj , gj)
and an interior point q ∈ Ω such that φj(q) → p where p ∈ ∂Ω. We also assume
the normal domain of Ω at p is locally convex and has a smooth boundary around
p. If p is a boundary point of finite type, then Ω is biholomorphic to v = ρk(z, z¯)
where ρk is a homogeneous polynomial with degree k.
Proof. For the discussion, we refer the reader to [8].
Since p is finite type, it cannot be in the orbit accumulation variety case. This
is because ∂Ω around p does not contain a non-trivial analytic variety.
Since p is a finite type point, the defining function v = ρk(z, z¯, 0) + C(z, z¯)u +
o(u2), where limz→0
C(z, z¯)
|z| = 0 (by Taylor theorem and the definition of nor-
mal domain) has the homogeneous polynomial ρk(z, z¯, 0) as one component. For
simplicity we will write f(z, z¯, u) as f(z, u) for any real function f . Let
Jφj(q) =
(
bj11 b
j
12
bj21 b
j
22
)
,
and we obtain by computation(
bj11 b
j
12
bj21 b
j
22
)(
z′
w′
)
=
(
z
w
)
,
where z′ and w′ are new coordinates after Aj . We assume, without loss of generality,
|bj22/bj21| ≥ C > 0. After the j − th step scaling, we obtain the defining function of
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∂Ωj which becomes ℑ(bj21z′ + bj22w′) = ρ(bj11z′ + bj12w′,ℜ(bj21z′ + bj22w′)). In CP2,
Ωj is bounded by the following boundary points
[bj11z
′ + bj12w
′,ℜ(bj21z′ + bj22w′) + iρ(bj11z′ + bj12w′,ℜ(bj21z′ + bj22w′)), 1]
in homogeneous coordinates, where bj11z
′ + bj12w
′ is free.
Now, dividing by bj22, we get
ℑ(b
j
21
bj22
z′ + w′) =
ρ(bj11z
′ + bj12w
′,ℜ(bj21z′ + bj22w′))
bj22
.
Embedding into C3, one can see Ωj approaches the domain bounded by
(4) lim
j→∞
ℑ(b
j
21
bj22
z′ + w′) = lim
j→∞
ρ(bj11z
′ + bj12w
′,ℜ(bj21z′ + bj22w′))
bj22
in C3 (also in C2). Hence Ω̂ is biholomorphic onto the domain with the boundary
defined in Equation (4).
Thus, it is enough to study the limit of ∂Ωj . Looking at Equation (4), by the ex-
istence of ∂Ω̂ (otherwise, by [8] Ω is not bounded), the right hand side must converge
to a function, as the left hand side already converges to a function. Otherwise, the
limit domain will be v >∞ or v > 0, neither of which is possible for a bounded do-
main. Hence, both of
(bj11)
k
bj22
and
(bj12)
k
bj22
converge to nonzero constants (see [8]). At
the same time, ρk converges to a function of (z, w), while the higher terms converge
to 0. Finally we get that Ω can be defined by ℑ(hz′+w′) = ρk(cz′+dw′, cz′ + dw′),
where h = limj→∞
bj21
bj22
, c = limj→∞
bj11
(bj22)
1/k
and d = limj→∞
bj12
(bj22)
1/k
. After a
change of variable, we finish the proof. 
We will analyze the infinite type p which is not of infinite type II when both of
the eigenvalues of Jφj go to zero.
The following lemma motivates the key lemma, which makes it possible to ana-
lyze the infinite type boundary.
Lemma 2.5. Let y = f(x) be a smooth function of one variable with the graph
passing through (0, 0), where x ∈ (−5, 5). Let λij → 0 as j → ∞ where λij is a
nowhere zero sequence and we assume g(x) := limj→∞
f(λ1jx)
λ2j
exists, where f(x) ∈
o(xm) for any positive number m. Moreover, assume f(ax) ≤ |a|mxf(x) for all
0 < a < 1, where mx → ∞ as z → 0. If for a point x0 ∈ (−5, 5) we have
g(x0) = C > 0, then for any |x| < |x0|, g(x) = 0.
Proof. Fix x, x0 so that | x
x0
| < 1. Since g(x0) = C > 0, we have, f( x
x0
· λ1jx0) ≤
| x
x0
|mjf(λ1jx0), where mj → ∞ as j → ∞. Dividing by λ2j on both sides, we find
that, g(x) ≤ | x
x0
|mjg(x0). Let j →∞, we obtain g(x) = 0 for |x| < |x0|. 
actually, the condition limj→∞
f(λ1jx0)
λ2j
= C > 0 for some x0 of the last lemma
never happens.
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Lemma 2.6. Let y = f(x) be a smooth function passing through (0, 0), where
x ∈ (−5, 5). Let λij → 0 as j → ∞ where λij is nowhere zero sequence. Moreover,
assume f(ax) ≤ |a|mxf(x) for all 0 < a < 1, where mx → ∞ as z → 0. Then
g(x) := limj→∞
f(λ1jx)
λ2j
= 0 for any x ∈ (−5, 5).
Proof. Suppose there is some x0 such that limj→∞
f(λ1jx0)
λ2j
= C > 0. Define
xj such that |xj | < |x0| and for arbitrary j, we have |f(λ1jxj) − f(λ1jx0)| <
|λ2j |
j
. This is possible because λ2j is never zero and f is continuous. But now
|f(λ1jxj)− f(λ1jx0)|
|λ2j |
→ 0 as j → ∞, which contradicts limj→∞
f(λ1jx0)
λ2j
= C > 0,
by the last lemma. 
Let us return to the multivariable case.
Lemma 2.7. Let f be a real smooth function defined in C whose graph includes the
origin. We assume bj11, b
j
12, b
j
22 and bj approach 0. If g(z, w) := limj→∞
f(bj11z + b
j
12w)
bj22
and f(ax) ≤ |a|mxf(x) for all complex 0 < |a| < 1, where mx →∞ as z → 0, then
f(bj11z + b
j
12w)
bj22
→ 0 everywhere as j →∞.
Proof. We assume the Lemma is incorrect.
One observes
f(bj11z + b
j
12w)
bj22
=
f((bj11z0 + b
j
12w0)(
bj11z + b
j
12w
bj11z0 + b
j
12w0
))
bj22
.
Hence, we find (z, w) such that |bj11z + bj12w| < |bj11z0 + bj12w0| for large j, and
we can see limj→∞
f(bj11z+b
j
12w)
bj22
= 0. We continue to prove that no (z0, w0) can
satisfy limj→∞
f((bj11z0+b
j
12w0)(
bj11z + b
j
12w
bj11z0 + b
j
12w0
))
bj22
= C > 0. As in Lemma 2.6, choose a
sequence {(zj, wj)} with limit (z0, w0) such that |bj11zj+bj12wj | < |bj11z0+bj12w0| and
|f(bj11zj + bj12wj)− f(bj11z0 + bj12w0)| <
|bj22|
j
by continuity. By a similar argument
as before, the assumption that
f(bj11z0 + b
j
12w0)
bj22
approaches a nonzero number is
impossible. 
Proposition 2.2 (the orbit accumulation point case, point is of infinite type I).
Let Ω be a bounded domain in C2. Assume there is a family of automorphisms
φj = (fj , gj) and an interior point q ∈ Ω such that φj(q) → p, where p ∈ ∂Ω.
We also assume the normal domain of Ω at p is locally convex and has a smooth
boundary around p. For the orbit accumulation point case, p cannot be a boundary
point of infinite type I.
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Proof. Let v > ρ(z, z¯, u) be the local defining function with p = (0, 0). As in the
proof of Lemma 2.4, we just need to study the limit of
1
bj22
ρ(bj11z + b
j
12w,ℜ(bj21z + bj22w)).
Since Φ is biholomorphic from Ω to Ω̂, the limit of ∂Ωj must also be of infinite
type at (0, 0). Thus, the limit 1
bj22
ρ(bj11z+ b
j
12w, 0) is of o(|(z, w)|m) for any positive
integer m (because the higher order terms in Equation (5) below all vanish). For
simplicity we also write z′ and w′ as z and w temporarily. After scaling, again, as
in the previous lemma, we obtain
(
bj21
bj22
z + w) =
1
bj22
ρ(bj11z + b
j
12w,ℜ(bj21z + bj22w)).
By Taylor’s theorem, we have the following, where C is a function satisfying
limx→∞
C(x)
x
= 0.
1
bj22
ρ(bj11z + b
j
12w,ℜ(bj21z + bj22w))
=
1
bj22
ρ(bj11z + b
j
12w, 0) +
1
bj22
C(bj11z + b
j
12w)ℜ(bj21z + bj22w)
+
1
bj22
O(Mx(ℜ(bj21z + bj22w))2).
(5)
This implies that the limit of
1
bj22
ρ(bj11z + b
j
12w,ℜ(bj21z + bj22w)) is 0 because the
first term of the last line of Equation (5) approaches 0 by Lemma 2.7. Also, the
second and third term approach 0 because of the boundness of
ℜ(bj21z + bj22w)
bj22
.
However, if the limit is 0, then the domain cannot biholomorphic to a bounded
domain (indeed, the domain is biholomorphic to the domain defined by v = 0). 
If the image of the limit is not a point, i.e. if the orbit accumulate variety case
happens, we use the following generalized scaling method.
Fix an interior point q ∈ Ω and let I be the image of φ0 := lim
j→∞
φj . Clearly, I
has the following property.
Proposition 2.3. I contains an (small) analytic disc around any point p ∈ I.
Proof. Clearly I has complex dimension 1. Locally around p, we can have the
constant rank theorem. There exists two local holomorphic coordinate charts ψ1
and ψ2 so that ψ1 ◦φ0 ◦ψ−12 = (z, 0), i.e. φ0 ◦ψ−12 = ψ−11 ◦ (z, 0), which reveals that
the image of φ0 is an analytic disc locally (since ψ1 and ψ2 are locally defined). 
Now, let us consider the scaling method for the accumulation variety case. We
assume λ1j (z, w)→ 0 but λ2j (z, w) 6→ 0.
Lemma 2.8. Let Ω be a bounded domain in C2. Assume there is a family of auto-
morphisms φj = (fj , gj) such that there is an interior point q ∈ Ω and a boundary
point p ∈ ∂Ω with φj(q) → p. Suppose lim
j→∞
J(φj) has rank one, i.e., the image
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of limj→∞ φj contains more than isolated points. Also, let Aj(z) = B
−1
j φj(z, w)
where B−1j =
( 1 0
0 1
λ2
j
(q)
)( uj1(q) uj2(q)
vj1(q) v
j
2(q)
)
and
( uj1(q)
uj2(q)
)
,
( vj1(q)
vj2(q)
)
are the unit eigenvalues
of Jφj(q). Then Aj converges uniformly on compact subsets to a biholomorphism
between Ω and Ω̂, where Ω̂ is the limit of Aj(Ω).
Remark 5. From now on, by Aj , we mean the Aj defined in the lemma above.
Proof. Since we already showed Jφj(q)φj(z, w) is normal, and by computation, we
have (
1 0
0 1
λ2j(q)
)(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)
=
(
λ1j (q) 0
0 1
)(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)
(Jφj(q))
−1.
To show Aj is normal and converges to an automorphism, it is enough to show
(1) ‖
(
λ1j(q) 0
0 1
)(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)
‖op is bounded, and
(2) det
(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)
has a lower nonzero bound.
We can first show that ‖( λ1j (q) 0
0 1
)( uj1(q) uj2(q)
vj1(q) v
j
2(q)
)‖op is bounded. This is true because
the norm of the matrix, which is equivalent to the operator norm, equals√
uj1(q)
2 + uj2(q)
2 + vj1(q)
2 + vj2(q)
2 =
√
2,
and ‖
(
λ1j (q) 0
0 1
)
‖ is also bounded.
Next, we show | det( uj1(q) uj2(q)
vj1(q) v
j
2(q)
)| has a lower nonzero bound. For this aim, it
is enough to show that the limit
(
u01(q)
u02(q)
)
and
(
v01(q)
v02(q)
)
are linearly independent.
Assume they are not, so without loss of generality,
(
uj1(q)
uj2(q)
)
−
(
vj1(q)
vj2(q)
)
→ 0 as j →
∞. We also have Jφj(q)
(
uj1(q)
uj2(q)
)
= λj1
(
uj1(q)
u1j(q)
)
and Jφj(q)
(
vj1(q)
vj2(q)
)
= λ2j
(
vj1(q)
vj2(q)
)
,
and then Jφj(q)
(
uj1(q)− vj1(q)
uj2(q)− vj2(q)
)
= λ1j
(
uj1(q)
uj2(q)
)
− λ2j
(
vj1(q)
vj2(q)
)
. On the left hand
side, since Jφj(q) is a bounded operator, λ
1
j
(
uj1(q)
uj2(q)
)
− λ2j
(
vj1(q)
vj2(q)
)
→ 0 which is
impossible (because λ2j → 0 while λ1j → C ∈ C where C is a nonzero number). 
Lemma 2.9 (the orbit accumulation variety case). Let Ω be a bounded domain in
C2. Assume there is a family of automorphisms φj = (fj , gj) and an interior point
q ∈ Ω such that φj(q) → p where p ∈ ∂Ω. We also assume the normal domain of
Ω at p is locally convex and has a smooth boundary around p. If the case is of the
orbit accumulation variety case, then Ω is biholomorphic to D ⋊θ H+.
Proof. Locate the domain such that φj(q) → 0 as j → ∞ such that I has tangent
complex line (z, 0) at (0, 0) where z ∈ C. As before, let us observe the limit of the
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family of biholomorphisms
(6)
(
1 0
0 1
λ2
j
(q)
)(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)(
fj(z, w)
gj(z, w)
)
.
We will also denote λ2j (q) by λj in this proof for simplicity. Since
(
uj1(q)
uj2(q)
)
and(
vj1(q)
vj2(q)
)
are unit vectors, they have limits
(
u01(q)
u02(q)
)
and
(
v01(q)
v02(q)
)
. Thus, one ob-
serves that v01(q)z0+ v
0
2(q)w0 = 0 where (z0, w0) ∈ I by letting j →∞ in Equation
(6).
Hence, without loss of generality, we can assume v02(q) 6= 0 (because otherwise
v02(q) = v
0
1(q) = 0, since z0 6≡ 0 by the assumption.), and we apply the holomorphic
transform (z, w) 7→ (z, w− v
0
1z
v02
). As a result, we can always assume I is contained
in C× {0}. However, our domain is already a normal domain around (0, 0). After
observation of the complex tangent plane at (0, 0), we find that |v02(q)| = 1 and
v01(q) = 0.
Consider (φ0)−1(z0, 0), where (z0, 0) ∈ I. One can observe that after applying
Aj (we denote (z
′, w′) the new coordinates after changing variables Aj), we have
z′ = uj1(q)fj(z, w) + u
j
2(q)gj(z, w) → u01(q)z0, where (z0, 0) ∈ I. Note u01(q) 6= 0,
because otherwise
(
u01(q) u
0
2(q)
v01(q) v
0
2(q)
)
has rank at most 1, given v01(q) = 0.
Now, let us analyze the boundary after scaling as before. We assume(
bj11 b
j
12
bj21 b
j
22
)−1
=
(
uj1(q) u
j
2(q)
vj1(q) v
j
2(q)
)
.
One can observe that bj21 → 0 because of v01(q) = 0. We have the following transform
fj(z, w) = b
j
11z
′ + bj12λjw
′,
gj(z, w) = b
j
21z
′ + bj22λjw
′
.
Without loss of generality, let 0 = α+k1ℑξ+k2ℜξ+o(|ξ|) be the defining function
of the projection of (φ0)−1(z0, 0) to the w-plane. By our assumption, gj(z, w)→ 0
and then α = 0. The resulting defining function will be a straight line passing
through the limit of − b
j
21
bj22λj
z′ in the w-plane which is also holomorphic in z′, where
z′ = u01(q)z0, (z0, 0) ∈ I. Note here, |
bj21
bj22λj
| is bounded otherwise, − b
j
21
bj22λj
z′ are
infinity for those z′ 6= 0 and this is impossible because it will not form a boundary
of a domain.
So, Ω is biholomorphic to I′ ⋊θ H+, where I′ = {(z′, w′) : z′ = u01(q)z0, w′ =
− limj→∞ b
j
21
bj22λj
z′}.
Thus I′ is a Riemann surface which is biholomorphic to the unit disc in C2, be-
cause I′ is biholomorphic to I which is bounded in C (thanks to the uniformization
theorem). After a biholomorphic mapping (h, Id), where h is the biholomorphic
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mapping which maps the Riemann surface onto unit disc D by the uniformiza-
tion theorem and Id is the identity map, we obtain that the original domain is
biholomorphic to D⋊θ H+. 
Proof of Theorem 0.1. By Proposition 2.1, we obtain a domain Ω̂ by analyzing its
defining function in both the orbit accumulation point case and the orbit accumu-
lation variety case. The proof can be completed by Lemma 2.4, Proposition 2.2
and Lemma 2.9. 
Corollary 2.1. Let Ω be a bounded domain in C2. Assume there is a family of
automorphisms φj = (fj , gj) and an interior point q ∈ Ω such that φj(q) → p,
where p ∈ ∂Ω. We also assume the normal domain of Ω at p is locally convex and
has a smooth boundary around p. Then Aut(Ω) contains R.
Remark 6. Corollary 2.1 partially confirms Question 3.17 of [4] in the case of
bounded “locally convex” domain in C2.
Proof. For the orbit accumulation point case, the translation is defined as Lt :
(z, w) 7→ (z, w+t), where t ∈ R. Because of the scaling method of Frankel and Kim,
we can remove the term O((ℜw)2) + O(zℜw) from ℑw = ρ(z, z¯, 0) + O((ℜw)2) +
O(zℜw) no matter what the type of p is. Moreover, Lt is an automorphism for
all domains of the form ℑw = ρ(z, z¯). For the orbit accumulation variety case, let
Lt(z, w) = (z,
w
et
). Then Lt ∈ Aut(Ω̂) and Lt is isomorphic to R. 
3. A remark about Greene-Krantz conjecture
In this section we build the connection between our results and the following
conjecture.
Conjecture (Greene-Krantz). Let Ω be a bounded domain with a smooth boundary
in Cn. Assume there is a family of automorphisms φj = (fj , gj) and an interior
point q ∈ Ω such that φj(q)→ p, where p ∈ ∂Ω. Then p is of finite type.
Although D⋊θH+ is very possible not to biholomorphic to any bounded domain
with a smooth boundary, we can not prove it here now. One possible method is to
generalize the theorem in [2] from product domains to “⋊θ” domains.
In this section, we show D × H+ (the bidisc) is not biholomorphic with any
bounded domain with a smooth boundary in C2.
Theorem 3.1. D×H+ is not biholomorphic with any bounded doman with a smooth
boundary in C2.
Proof. D × H+ is biholomorphic to D × D by a Cayley transform on the second
variable. We observe D is pseudoconvex and satisfies condition R. Suppose there is
a biholomorphism f which maps the bidisc D× D onto a bounded domain Ω with
a (globally) smooth boundary. Then f extends smoothly up to boundary of the
bidisc and Ω by Theorem 1.1 in [2]. However, the bidisc does not have a smooth
boundary, which contradicts the extension of f . 
Corollary 3.1. Let Ω be a bounded domain of smooth boundary in C2. Assume
there is a family of automorphisms φj = (fj , gj) and an interior point q ∈ Ω such
that φj(q)→ p, where p ∈ ∂Ω is not of infinite type II. We also assume the normal
domain of Ω at p is locally convex around p. Then either p is finite type or Ω is
biholomorphic to D⋊θ H+, where θ 6≡ 0.
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Remark 7. In this note, every result is under the assumption “the boundary is
locally bounded around accumulation points”. It will be very progressive if one can
remove this condition. Also, whether D⋊θH+ biholomorphic to a bounded domain
with a (globally) smooth boundary is an interesting question. The existence of
a domain with a boundary of infinite type II should also be studied. Once one
overcomes all of obstacles, it will lead him/her to the complete proof of the Greene-
Krantz conjecture in C2.
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