Abstract. The concept of image partition regularity near zero was first investigated by De and Hindman. In contrast to the finite case , infinite image partition regular matrices near zero are very fascinating to analyze. In this regard the abstraction of centrally image partition regular matrices near zero was introduced by Biswas, De and Paul. In this paper we propose the notion of matrices that are C-image partition regular near zero for dense subsemigropus of pp0, 8q,`q.
Introduction
A finite or infinite matrix A, with entries from Q, is image partition regular provided that whenever N is finitely colored, there must be some Ñ x with entries from N such that all entries of A Ñ x are in the same color class. Several characterizations of infinite image partition regular matrices involve the notion of "first entries matrix", a concept based on Deuber's pm, p, cq sets. For an overview on this topic, the reader is referred to Deuber [1973] , Hindman [2003] . We give the definition below.
d 1 , d 2 ,¨¨¨, d v P tx P Q : x ą 0u such that, whenever i P t1, 2,¨¨¨, vu and l " mintj P t1, 2,¨¨¨, vu : a i,j ‰ 0u, then d l is a first entry of A.
It is well known that for finite matrices, image partition regularity behaves well with respect to central subsets of the underlying semigroup. central sets were introduced in Furstenberg [1981] and were defined in terms of notions of topological dynamics. These sets enjoy very strong combinatorics properties. (see for further details Proposition 8.21 of Furstenberg [1981] , Chapter 14 of Hindman and Strauss [2012] .) They have a nice characterization in terms of the algebraic structure of βN, the Stone-Čech compactification of N. We shall present this characterization below, after introducing the necessary background information.
Let pS,`q be an infinite discrete semigroup. We take the points of βS to be all the ultrafilters on S, the principal ultrafilters being identified with points of S. Given a set A Ď S, A " tp P βS : A P pu. the set tA : A Ď Su is a basis for the open sets (as well as the closed sets) of βS. There is a natural extension of the operation`on S to βS making βS a compact right topological semigroup (meaning that for any p P βS, the function ρ p : βS Ñ βS defined by ρ p pqq " q`p is continuous) with S contained in its topological center (meaning that for any x P S, the function λ x : βS Ñ βS defined by λ x pqq " x`q is continuous). Given p, q P βS and A Ď S, A P p`q if and only if tx P S :´x`A P qu P p, where´x`A " ty P S : x`y P Au.
A nonempty subset I of a semigroup pT,`q is called a left ideal of T if T`I Ď I, a right ideal if I`T Ď I, and a two sided ideal (or simply an ideal) if it is both a left and a right ideal. A minimal left ideal is a left ideal that does not contain any proper left ideal. Similarly, we can define a minimal right ideal and the smallest ideal.
Any compact Hausdorff right topological semigroup pT,`q contains idempotents and also has the unique smallest two sided ideal
Given a minimal left ideal L and a minimal right ideal R, it easily follows that L X R is a group and thus in particular contains an idempotent. If p and q are idempotents in T , we write p ď q if and only if p`q " q`p " p. An idempotent is minimal with respect to this relation if and only if it is a member of the smallest ideal KpT q of T . See Hindman and Strauss [2012] for an elementary introduction to the algebra of βS and for any unfamiliar details. Definition 1.2. Let pS,`q be an infinite discrete semigroup. A set C Ď S is central if and only if there is some minimal idempotent p in pβS,`q such that C P p. C is called a central˚set if it belongs to every minimal idempotent of pβS,`q.
We will be considering the sets which are dense in pp0, 8q,`q. Here "dense" means with respect to the usual topology on pp0, 8q,`q. When passing through the Stone-Čech compactification of such a semigroup S, we deal with the set S with the discrete topology. Definition 1.3. If S is a dense subsemigroup of pp0, 8q,`q, one defines, O`pSq " tp P βS : p0, ǫq X S P p for all ǫ ą 0u.
It is proved in Lemma 2.5 of Hindman and Leader [1999] , that O`pSq is a compact right topological semigroup of pβS,`q. It was also noted there that O`pSq is disjoint from KpβSq, and hence gives some new information which is not available from KpβSq. Being a compact right topological semigroup O`pSq contains minimal idempotents. We denote KpO`pSqq to be the smallest ideal of O`pSq. Note that idempotents of KpO`pSqq are minimal idempotents of O`pSq. Definition 1.4. Let S be a dense subsemigroup of pp0, 8q,`q. A set C Ď S is central near zero if and only if there is some minimal idempotent p in O`pSq such that C P p. C is central˚set near zero if it belongs to every minimal idempotent of O`pSq.
In De and Paul [2012] , nice combinatorial algebraic properties of central sets near zero had been established. Now we present some well known characterization of image partition regularity of matrices following Theorem 2.10 of Hindman et al. [2002] . Theorem 1.5. Let A be a pˆq matrix with rational entries for some p, q P N. The following statements are equivalent:
(1) A is an image partition regular matrix. 
(6) For some m P N there exist a pˆm first entries matrix Z such that for each
x are distinct and for all i, j P t1, 2,¨¨¨, uu, if row i and j of A are unequal, then y i ‰ y j .
In Hindman et al. [2003] , the authors presented some contrast between finite and infinite image partition regular matrices and showed that some of the interesting properties of finite image partition regular matrices could not be generalized for infinite image partiton regular matrices. In this regard the notion of centrally image partition regular matrices were introduced in Definition 2.7 of Hindman et al. [2003] . Definition 1.6. Let M be an ωˆω matrix with rational entries. Then M is centrally image partition regular if and only if for any central set
It is noteworthy to mention that Ñ x may depend on the choice of C.
Note that Definition 1.6 has a natural generalization for an arbitrary subsemigroup S of pp0, 8q,`q. In Biswas et al. [2015] , the authors introduced another natural candidate to generalize the properties of finite image partition regularity near zero to the case of infinite matrices.
We now recall Definitions 1.7 and 1.8 of Biswas et al. [2015] respectively. Definition 1.7. Let S be a dense subsemigroup of pp0, 8q,`q. Let p, q P N and A be a pˆq matrix with rational entries. The matrix A is image partition regular near zero over S if and only if whenever r P N, ǫ ą 0 and S " Ť r i"1 C i , one has A Ñ x P pC X p0, ǫqq p for some i P t1, 2,¨¨¨, ru and
Definition 1.8. Let S be a dense subsemigroup pp0, 8q,`q. Let A be an ωˆω matrix with entries from Q. A is centrally image partition regular near zero over S if for a central set C near zero in S, one has A Ñ x P C ω for some
In Section 2, we shall introduce the concept of C-image partition regular matrices near zero, which is an interesting subclass of centrally image partition regular matrices near zero. We shall see that both these image partition regularities behave almost the same.
In Section 3, we will give some examples of C-image partition regular matrices.
C-image partition regular matrices near zero
In this section we shall define C-image partition regularity near zero for dense subsemigroup S of pp0, 8q,`q. Let us recall Definitions 3.1 and 3.2 of Bayatmanesh and Akbari Tootkaboni [2016] respectively. Definition 2.1. Let S be a dense subsemigroup of p0, 8q. Let τ 0 be the set of all sequences in S which converge to zero. Definition 2.2. Let S be a dense subsemigroup of p0, 8q and A Ď S. Then A is J-set near zero if and only if whenever F P P f pτ 0 q and δ ą 0, there exists a P S X p0, δq and H P P f pNq such that f P F , a`ř tPH f ptq P A.
We now present the central sets theorem near zero.
Theorem 2.3. Let S be a dense subsemigroup of pp0, 8q,`q. Let A be a central subset of S near zero. Then for each δ P p0, 1q, there exists functions α δ : P f pτ 0 q Ñ S and H δ : P f pτ 0 q Ñ P f pNq such that
(1) α δ pF q ă δ for each F P P f pτ 0 q.
(2) If F, G P P f pτ 0 q and F Ď G, then max H δ pF q ă min H δpGq and (3) whenever m P N, G 1 , G 2 ,¨¨¨, G m P P f pτ 0 q, G 1 Ď G 2 Ď¨¨¨Ď G m and for each i P t1, 2,¨¨¨, mu, f i P G i one has
Proof. See Theorem 3.5 of [Bayatmanesh and Akbari Tootkaboni, 2016] .
For a dense subsemigroup S of pp0, 8q,`q, a set A Ď S is said to be a C-set near zero if it satisfy the conclusion of the central Sets Theorem near zero. So we have the following definition which is Definition 3.6(a) of [Bayatmanesh and Akbari Tootka 2016] .
Definition 2.4. Let S be a dense subsemigroup of pp0, 8q,`q and let A Ď S. We say that A is a C-set near zero if and only if for each δ P p0, 1q, there exist functions α δ : P f pτ 0 q Ñ S and H δ : P f pτ 0 q Ñ P f pNq such that
The following definition is Definition 3.6(b) of [Bayatmanesh and Akbari Tootkaboni, 2016] .
Definition 2.5. Let S be a dense subsemigroup of pp0, 8q,`q. Define J 0 pSq " tp P O`pSq : for all A P p, A is a J-set near zerou.
Theorem 2.6. Let S be a dense subsemigroup of pp0, 8q,`q. Then J 0 pSq is a compact two-sided ideal of βS.
Proof. See Theorem 3.9 of [Bayatmanesh and Akbari Tootkaboni, 2016] .
Theorem 2.7. Let S be a dense subsemigroup of pp0, 8q,`q and A Ď S. Then A is a C-set near zero if and only if there is an idempotent
Proof. See Theorem 3.14 of Furstenberg [1981] .
We call a set A Ď S to be C˚-set near zero if and only if it is a member of every idempotent in J 0 pSq. Theorem 2.8. Let S be a dense subsemigroup of pp0, 8q,`q, let u, v P N, and let M be a uˆv matrix with entries from ω which satisfies the first entries condition. Let A be C-set near zero in S. If, for every first entry c of M, cS is a C˚-set near zero, then there exist sequences xx 1,n y 8 n"1 , xx 2,n y 8 n"1 ,¨¨¨xx v,n y 8 n"1 in τ 0 such that for every F P P f pNq,
Proof. The proof is almost same as that of Theorem 15.5 of Hindman and Strauss [2012] .
As a consequence of the above theorem, we have the following corollary.
Corollary 2.9. Let S be a dense subsemigroup of pp0, 8q,`q for which cS is a C˚-set near zero for each c P N. Let u, v P N and M be a uˆv matrix with entries from Q which is image partition regular over N. Then for each C-set near zero A, there exists
We shall now introduce the notion of C-image partition regular matrix near zero.
Definition 2.10. Let A be an ωˆω matrix with entries from Q. The matrix A is C-image partition regular near zero if and only if for every C-set near zero C of N there exists
From Definitions 2.10 and 1.8, it is clear that every C-image partition regular matrix near zero is centrally image partition regular. In the following theorem we shall see that C-image partition regular matrices near zero are closed under diagonal sums.
Theorem 2.11. Let S be a dense subsemigroup of pp0, 8q,`q. For each n P N, let the matrices M n be C-image partition regular near zero. Then the matrix
is also C-image partition regular near zero.
Proof. Let A be a C-set near zero. For each n P N, M n is C-image partition regular. Therefore choose
Then all entries of M Ñ z are in A.
Some classes of infinite matrices that are C-image partition regular near zero
We now present a class of image partition regular matrices, called the segmented image partition regular matrices which were first introduced in Hindman and Strauss [2000] . There it was shown that segmented image partition regular matrices are centrally image partition regular. Recall the Definition 3.2 of Biswas et al. [2015] . (2) For each i P ω, tj P ω : a i,j ‰ 0u is finite. (3) There is an increasing sequence xα n y 8 n"0 in ω such that α 0 " 0 and for each n P ω, txa i,αn , a i,αn`1 , a i,αn`2 ,¨¨¨, a i,α n`1´1 y : i P ωuzt Ñ 0 u is empty or is the set of rows of a finite image partition regular matrix. If each of these finite image partition regular matrices is a first entries matrix, then M is a segmented first entries matrix. If also the first nonzero entry of each xa i,αn , a i,αn`1 , a i,αn`2 ,¨¨¨, a i,α n`1´1 y, if any, is 1, then M is a monic segmented first entries matrix.
The following theorem is Theorem 3.1 in Biswas et al. [2015] .
Theorem 3.2. Let S be a dense subsemigroup of pp0, 8q,`q for which cS is central˚near zero for every c P N and let M be a segmented image partition regular matrix with entries from ω. Then M is centrally image partition regular near zero.
The proof of the following theorem is adapted from the proofs of Theorem 3.2 of Hindman and Strauss [2000] and Theorem 3.1 of Biswas et al. [2015] . according to the definition of a segmented image partition regular matrix. For each n P ω, let M n be the matrix containing columns
. Then the set of non-zero rows of M n becomes finite and, if the case that the set is nonempty, it becomes the set of rows of a finite image partition regular matrix. Define B n " pM 0 M 1 . . . M n q. Now in view of Lemma 2.5 of Hindman and Strauss [2012] 0`pSq is a compact right topological semigroup and thus we can pick a minimal idempotent p P 0`pSq. Let C Ď S with the property that C P p. Define C˚" tx P C :´x`C P pu. Then C˚P p and, for every x P C˚, one has´x`C˚P p by Lemma 4.14 of Hindman and Strauss [2012] . Now the set of non-zero rows of M n is finite (suppose nonempty) and is the set of rows of a finite image partition regular matrix over N and hence by Theorem 2.3 of De and Hindman [2009] it is IP R{S 0 . Then by Corollary 2.9, we can pick
then y i P C˚for every i P ω and also we have that the i th row of M 0 is non-zero.
We now make the inductive assumption that, for some m P ω, we have chosen
with the property that
for each i P t0, 1, 2,¨¨¨, mu, and, if
, then y j P C˚for every j P ω and one has that the j th row of B m is non-zero.
Let us take D " tj P ω is the row j of B m`1 which is not Ñ 0 u and note that for each j P ω,´y j`C˚P p (Either y j " 0 or y j P C˚). By Corollary 2.9 we can choose Ñ x pm`1q P S α m`2´αm`1 with the property that, whenever z " M m`1 Ñ x pm`1q , one has z j P Ş tPD p´y t`C˚q for each j P D.
In this way we can choose an infinite sequence x Ñ x piq y iPω with the property that, for every i P ω,
, and, whenever
holds, one has y j P C˚for each j P ω, where the j th row of B i is non-zero.
Let us take
and also define
We note that, for every j P ω, there exists m P ω with the property that y j becomes the j th entry of
for all i ą m. Thus all the entries of Ñ y falls in C˚.
Now we turn our attention to to the methods of constructing C-image partition regular matrices based on existing ones. The proof of the following theorem is adapted from Theorem 4.7 of Hindman and Strauss [2000] .
Theorem 3.4. Let S be a dense subsemigroup of pp0, 8q,`q for which cS is C˚-set near zero for each c P N. Let M be a C-image partition regular matrix near zero over S and let xb n y 8 n"1 be a sequence in N. Let
is C-image partition regular near zero over S.
Proof. Let A be a C-set in S. Pick an idempotent p in J 0 pSq with the property that A P p. Let us define B " tx P A : x`A P pu. Then by Lemma 4.14 of Hindman and Strauss [2012] B P p and therefore B is C-set in S. So pick Ñ x P S ω in such a way that M Ñ x P B ω . For any given n P ω, define a n " ř 8 t"0 a n,t¨xt . Then AXpa n`A q P p, so pick z n P A X pa n`A q X b n S and define y n " z n {b n . Then it follows that¨O
Let us quickly recall the following definition which is Definition 4.8 in Hindman and Strauss [2000] .
Definition 3.5. Let γ, δ P ω Y tωu and let C be a matrix of order γˆδ containing finitely many nonzero entries in each row. For each t ă δ, let B t be (finite matrix) of dimension u tˆvt . Let R " tpi, jq : i ă γ and j P Ś tăδ t0, 1,¨¨¨, u t´1 uu. Given t ă δ and k P t0, 1,¨¨¨, u t´1 u, call is an insertion matrix of xB t y tă2 into C. Theorem 3.6. Let C be a segmented first entries matrix. Also let B t to be a u tˆvt (finite) image partition regular matrix for each t ă ω. Then any insertion matrix of xB t y tăω into C is C-image partition regular near zero.
Proof. Pick A to be an insertion matrix of xBy tăω into C. For each t P ω, pick by part 6 of Theorem 1.5, some m t P N and a u tˆmt first entries matrix D t with the property that for all Let H be a C-set near zero of S. By Lemma 4.9 of Hindman and Strauss [2000] , E is a segmented first entries matrix. So by Theorem 3.3 pick Ñ y P N ω such that all entries of E Ñ y are in H. Let δ 0 " γ 0 " 0 and for n P N let δ n " ř n1 t"0 v t and also let γ n " ř n1 t"0 m t . For each n P ω, choosë x δn x δn`1 . . . As a consequence of the above theorem we have the folloing corollary:
Corollary 3.7. Let C be a segmented first entries matrix and for each t ă ω, let B t be a u tˆvt (finite) image partition regular matrix. Then any insertion matrix of xB t y tăω into C is centrally image partition regular near zero.
