Abstract. Let A be a nonnegative n × n matrix with row sums r 1 , . . . , rn and column sums c 1 , . . . , cn. Order them decreasingly: r
1. Introduction. Throughout this paper, m and n denote integers, and A = (a jk ) denotes a nonnegative n×n matrix (n ≥ 1) with row sums r 1 , . . . , r n and column sums c 1 , . . . , c n , ordered decreasingly as r where su B denotes the sum of the entries of a matrix B and m ≥ 0 (define 0 0 = 1). Hoffman's proof was based on certain properties of stochastic matrices. Much later, in 1985, Sidorenko [9] , without knowing Hoffman's work, gave an independent proof as an elementary application of Hölder's inequality.
In 1990, Virtanen [10] In 1991, Merikoski and Virtanen [7] gave an elementary proof for this. In 1995, they [8] holds.
For m = 2, (1.3) is actually an equality. For m = 1 and m = 3, Merikoski and Virtanen [8] gave counterexamples (n ≥ 2) but claimed erroneously that the counterexample for m = 3 works for all m ≥ 3. Laakso [4] noted this error and ( [4] , Theorem 3.2) gave a complete description about the validity of (1.3) as follows:
• false in the remaining cases. Merikoski and Virtanen [8] posed also the conjecture
which is stronger than (1.2) but weaker than (1.3). We will study this conjecture.
To find counterexamples, we have made heavy use of the algorithm for the transportation problem presented in Hoffman [1] . This enables one to compute numerically the maximum value of x T Ay where x and y are fixed vectors and A runs through all nonnegative matrices whose row sum vector and column sum vector are fixed.
In Section 2 we present counterexamples to disprove (1.4) for m = 3, n ≥ 8 and m = 4, n ≥ 50. More generally, we will in Section 3 disprove this conjecture for all m ≥ 3 if n (depending on m) is large enough. Our key idea is to study the continuous analogue of this problem, which leads us to consider integral kernels. Next, in Section 4, we will prove (1.3) for all n if m (depending on n) is large enough.
At the end of the paper we will study the case n = 2. Laakso's [4] proof for n = 2, m even is extremely tedious, using brute combinatorics. We will in Section 5 give another proof, which is shorter but, regarding the easy-looking claim, still surprisingly involved. Since Laakso disproved (1.3) for n = 2, m odd, it is natural to ask whether (1.4) is true in this case. We will finally show that the answer is yes. Here the calculations are easy, but the limiting arguments are not entirely straightforward, and it seems better to give an example in terms of matrices.
Proof of Theorem 3.1. We index our matrices from 0 to n − 1. Let 0 < s < n, α > 0, and 0 < β < 1. We impose the constraint α + β > 1. Let
We define the n × n matrix A by
otherwise.
where
We find an upper bound for c k .
after the change of variable 1 + sy n = 1 + sx n β where y k is defined by For k = 0 we proceed slightly differently
, and so (3.3) holds also for k = 0.
Since α + β > 1, the right-hand side of (3.3) decreases in k. Thus, finally
, which, together with (3.1), implies
. We will show that α and β can be chosen so that γ < 1 < θ, thus forcing a counterexample to (1.4) with n and s large.
We need to choose α so that
In fact, the upper and lower bounds have double contact at β = 1, α = m −1 . We have
showing that suitable α and β exist with β slightly smaller than 1.
The case m large.
If m ≥ 3 is fixed, we saw above that (1.4) is false if n is large enough. If instead, we fix n and make m large enough, then we find the opposite result. Then (1.4) is true, and the stronger (1.3) is in "almost all" cases true. Before showing this, we recall that the Perron root of A, denoted by ρ(A) = ρ, satisfies (see e.g., [6] , p. 151) 
Therefore all the row sums of B are equal (see e.g. [6] , Section 3.1.1), and so r 1 = · · · = r n = c 1 = · · · = c n , which implies (1.4). Finally, we omit the positivity assumption by continuity argument.
5. The case n = 2. We present for the main part of Theorem 1.1 a new proof, which is shorter than Laakso's [4] . 
To prove this lemma, we apply induction. First consider n = 2. We can without loss of generality assume κ 2 = 1. Then f (t) = a 1 κ t 1 + a 2 is strictly increasing, which proves the assertion in this case. We next suppose that the assertion holds for n(≥ 2) and claim that it holds for n + 1. Again we can without loss of generality assume κ n+1 = 1. Then 
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(ii) if there are n − 1 such numbers, then f (t) > 0 for all t > τ 1 . But (i) implies, by Rolle's theorem, that there are at most n numbers t 1 > . . . > t k ≥ 0 such that f (t 1 ) = . . . = f (t k ) = 0. Now assume that there are n such numbers, and let t > t 1 . Then f is strictly increasing, since t 1 > τ 1 and, by (ii), f (t) > 0 for t > τ 1 . Therefore f (t) > 0, which completes the proof.
Proof of Theorem 5.1. We can without loss of generality assume that su A = 1 and r 1 = max(r 1 , r 2 , c 1 , c 2 ) . If the maximum is attained at r 2 , then interchange both the rows and columns. If it is attained at c 1 , then transpose A. If it is attained at c 2 , then interchange both the rows and columns and transpose A.
Given row and column sums, one entry of A determines all the others, and so the A's form a one parameter family. In fact A is a convex combination of 
where α = 1 2 − s and β = s 2 + q, is opposite in sign to q. For, denoting γ = αβ 
by Lemma 5.2, because equality holds in (5.2) for m = 0, 1 and 2, and because 0 < 1 − r < µ − < c < µ + . Finally, we note that 
