This work presents the second-order adjoint sensitivity analysis methodology (2 nd -ASAM) for nonlinear systems, which yields exactly and efficiently the second-order functional derivatives of physical (engineering, biological, etc.) system responses (i.e., "system performance parameters") to the system's model parameters. The definition of "system parameters" used in this work includes all computational input data, correlations, initial and/or boundary conditions, etc. For a physical system comprising N α parameters responses, forwards methods require a total of ( ) 2 / 2 3 / 2 N N α α + large-scale computations for obtaining all of the first-and second-order sensitivities, for all system responses. In contradistinction, the 2 nd -ASAM requires one large-scale computation using the first-level adjoint sensitivity system (1 st -LASS) for obtaining all of the first-order sensitivities, followed by at most α N large-scale computations using the second-level adjoint sensitivity systems (2 nd -LASS), for obtaining exactly all of the second-order sensitivities of a functional-type response. The construction, implementation and solution of the 2 nd -ASAM requires very little additional effort beyond the construction of the first-level adjoint sensitivity system (1 st -LASS) needed for computing the first-order sensitivities. Furthermore, due to the symmetry properties of the second-order sensitivities, the 2 nd -ASAM comprises the inherent automatic "solution verification" of the correctness and accuracy of the 2 nd -level adjoint functions used for the efficient and exact computation of the second-order sensitivities. The use of the 2 nd -ASAM to compute exactly all of the second-order response sensitivities to model input parameters is expected to enable significant advances in related scientific disciplines, particularly the areas of uncertainty quantification and predictive modeling, including model validation, reducedorder modeling, data assimilation, model calibration and extrapolation.
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INTRODUCTION
In a recent work [1] , Cacuci (2015) has introduced the "Second-Order Adjoint Sensitivity Analysis Methodology (2 nd -ASAM) for linear systems" for computing exactly and most efficiently the second-order functional derivatives of physical (engineering, biological, etc.) system responses (i.e., "system performance parameters") to the system's parameters. The term "system parameter" refers, in the most comprehensive sense, to all input data, correlations, initial and/or boundary conditions, etc. The "2 nd -ASAM for linear systems"
considers nonlinear responses associated with physical systems modeled mathematically by systems of linear operator equations. The comparative discussion presented in [1] regarding the basic properties of the leading methods (deterministic and/or statistical) used for computing second-order sensitivities [2] [3] [4] [5] [6] [7] [8] and the fundamentally new and distinctive features of 2 nd -ASAM for linear systems introduced in [1] highlighted the unparalleled efficiency of the 2 nd -ASAM for linear systems for computing 2 nd -order sensitivities exactly. Since the comparative discussion presented in [1] continues to remain valid in the context of the new 2 nd -ASAM for nonlinear systems which will be introduced in this work, that discussion will not be repeated here. The efficiency of the "2 nd -ASAM for linear systems" for computing exactly first-and second-order sensitivities (i.e., functional derivatives) of model responses to model parameters has since been also demonstrated [9] [10] [11] in several recent applications to particle diffusion and heat transport problems.
Extending the work in [1] , the present work introduces the "Second-Order Adjoint Sensitivity Analysis Methodology (2 nd -ASAM) for nonlinear systems," which is a new method for computing exactly and efficiently second-order functional derivatives of noninear system responses (i.e., "system performance parameters" in physical, engineering, biological systems) to the system's parameters characterizing large-scale nonlinear systems. Just as in [1] , the "2 nd -ASAM for nonlinear systems" builds on the first-order adjoint sensitivity analysis methodology (1 st -ASAM) for linear and nonlinear systems originally introduced by Cacuci in [12, 13] , and further discused in [14] [15] [16] .
As is well known, response sensitivities to model parameters are needed in many applications, including:
(i) understanding the system by identifying and ranking the importance of model parameters in influencing the response under consideration;
(ii) determining the effects of parameter variations on the system's behavior;
(iii) improving the system design, possibly reducing conservatism and redundancy;
(iv) prioritizing possible improvements for the system under consideration;
(v) quantifying uncertainties in responses due to quantified parameter uncertainties (e.g., by using the method of "propagation of uncertainties" (see, e.g., [14] );
(vi) performing "predictive modeling" [17] [18] [19] [20] [21] [22] [23] [24] , including data assimilation, model calibration and extrapolation, for the purpose of obtaining best-estimate predicted results with reduced predicted uncertainties.
The work presented in this article is organized as follows: Section 2 briefly recalls the firstorder adjoint sensitivity analysis methodology (1 st -ASAM), which was introduced in [12, 13] and which provides the foundation for the new 2 nd -ASAM for nonlinear systems, which is presented in Section 3. As shown in Section 3, the 2 nd -ASAM for nonlinear systems computes exactly and most efficiently all of the 2 nd -order response sensitivities in at most α N largescale computations, as opposed to computing inexactly (e.g., via finite-differences) these 2 ndorder response sensitivities in ( ) 2 / 2 3 / 2 N N α α + large-scale computations, as would be required by forward methods. Section 4 concludes this work by highlighting the significance of the 2 nd -ASAM and noting that the sequel to this work [25] presents an illustrative paradigm application of the 2 nd -ASAM to a nonlinear heat conduction problem.
BACKGROUND: THE FIRST-ORDER ADJOINT SENSITIVITY ANALYSIS

METHODOLOGY (1 st -ASAM) FOR LARGE-SCALE NONLINEAR SYSTEMS
Consider that the physical system is represented mathematically by means of u N coupled nonlinear operator equations of the form
where:
1.
( ) 
denotes an N α -dimensional column vector whose components are the system's parameters; α ∈ α E , where α E is also a normed linear space;
4.
( )
, , 
vector whose components are operators (including differential, difference, integral, distributions, and/or infinite matrices) acting nonlinearly on u and α . For notational convenience, all vectors in this work are considered to be column vectors; transposition will be indicated by a dagger ( ) † .
6. All of the equalities in this work are considered to hold in the weak ("distributional") sense, since the right-sides ("sources") of the various eqautions, including
Eq. (1) may contain distributions ("generalized functions/functionals"), particularly Diracdistributions and derivatives and/or integrals thereof.
In view of the definitions given above, ( ) , N u α represents the mapping : 
where F denotes the field of real scalars. 
Equations (4) and (5) represent the "base-case" or nominal state of the physical system; the superscript "zero" will be used in this work to denote "nominal" values. After solving Eqs. (4) and (5) 
for ε ∈F , and all (i.e., arbitrary) vectors ∈ h E . When the response ( ) (6). Since the system's state vector u and parameters α are related to each other through Eqs.
(1) and (2) , it follows that u h and α h are also related to each other. Therefore, the sensitivity ( ) 0 ; R δ e h of ( ) 
Equations (7) and (8) Ω ⊂  , with smooth boundary
, the inner product of two vectors
, u u u ; similarly, the inner product on
H will be denoted as
, Q Q Q . The inner product of two vectors
α ∈ α H on the Hilbert space α H will be denoted as
, α α α . 
Similarly, the functional 
, which is customarily called the partial gradient of ( ) R e with respect to α , evaluated at 0 e , such that
The 1 (7) and (8) can be written, respectively, in the following inner-product forms
and ( ) 
The partial G-derivatives Following [1] for the construction of the 1
now introduced by requiring that the following relationship hold for an arbitrary vector
In the above equation, ( ) appropriate adjoint boundary and/or initial conditions, which are obtained by using Eqs. (13) and (14), and by requiring that they (i.e., the adjoint boundary and/or initial conditions) must be independent of unknown values of u h and α h . In certain situations, might be computationally advantageous to include certain boundary components of 
.
Since ψ is not completely defined yet, we now complete its definition by requiring that the left-side of Eq. (17) and the right-side of Eq. (11) represent the same functional, i.e.,
which implies that the adjoint function ψ is the weak solution of ( ) ( )
Note that the well-known Riesz representation theorem ensures that the above relationship shown in Eq. (18), where ψ satisfies the adjoint boundary conditions given in Eq. (16) DR e h of ( ) 
All partial derivatives in the above expressions are to be understood as partial G-derivatives, of course. As Eq. (21) 
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We now note the very important fact that, since Eq. 
,
where the original state-function u satisfies Eqs. (1) and (2) 
, , , ,
, ; , ., .
As Eq. (22) indicates, the first-order sensitivities are functionals of the form 
for all (i.e., arbitrary) vectors ( ) and can be computed immediately at this stage, without needing any additional large-scale
Note that the "indirect-effect term" cannot be computed at this stage, since the vectors of variations u h and ψ h are unknown. Recall that the vector u h is the α h -dependent solution of the 1 st -LFSS, comprising Eqs. (7) and (8) (23) and (24), to obtain ; . (13) and (14), and the G-differentiated 1 st -LASS, namely Eqs. (31) and (32), can be written in the following block-matrix-operator form:
, together with the corresponding G-differentiated boundary and/or initial conditions 
, ≡ ψ ψ ψ , respectively, and endowed with the inner product
Using the above definition, we form the inner product of Eq. (34) with a yet undefined vector ( ) 
, 
, ; , 
The above boundary conditions are usually inhomogeneous in the functions ( ) 
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The above relations indicate that the adjoint functions ( ) 
In terms of the adjoint functions 
. ,
It is convenient to call Eqs. (38) 
CONCLUSIONS
This work has presented the "Second-Order Adjoint Sensitivity Analysis Methodology (2 nd -ASAM) for computing exactly and efficiently the second-order functional derivatives of system responses (i.e., "system performance parameters") to the system's model parameters.
The definition of "system parameters" used in this work include, in the most comprehensive sense, all computational input data, correlations, initial and/or boundary conditions, etc. The 2 nd -ASAM builds on the "first-order adjoint sensitivity analysis methodology" (1 st -ASAM) for nonlinear systems originally introduced ( [11, 12] ) and developed ( [13] ) by Cacuci; see also
Refs. [14] [15] [16] . It also extents the work in [1] 
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