Wavefront coding (WFC) is a kind of computational imaging technique that controls defocus and defocus related aberrations of optical systems by introducing a specially designed phase distribution to the pupil function. This technology has been applied in many imaging systems to improve performance and/or reduce cost. The application of WFC technology in an off-axis three mirror anastigmatic (TMA) system has been proposed, and the design and optimization of optics, the restoration of degraded images, and the manufacturing of wavefront coded elements have been researched in our previous work. In this paper, we describe the alignment, the imaging experiment, and the image restoration of the off-axis TMA system with WFC technology. The ideal wavefront map is set to be the system error of the interferometer to simplify the assembly, and the coefficients of certain Zernike polynomials are monitored to verify the result in the alignment process. A pinhole of 20 μm diameter and the third plate of WT1005-62 resolution patterns are selected as the targets in the imaging experiment. The comparison of the tail lengths of point spread functions is represented to show the invariance of the image quality in the extended depth of focus. The structure similarity is applied to estimate the relationship among the captured images with varying defocus. We conclude that the experiment results agree with the earlier theoretical analysis.
Introduction
The application of wavefront coding (WFC) technology can help optical digital imaging systems control defocus and defocus related aberrations such as astigmatism, Petzval curvature, and temperaturerelated and alignment-related defocus [1, 2] . It has been applied in many fields because of its particular character [3] . Dowski et al. [4] illustrated an athermalized, refractive, silicon/germanium IR imaging system with WFC technology subjected to an ambient temperature range of −20°C to 70°C. Kubala et al. [5] studied the application of WFC technology on an aberration and error invariant space telescope system with a segmented primary mirror with a large aperture. Porras et al. [6] proposed the application of WFC technology in astronomical instruments, to correct chromatic aberration and field curvature automatically. Mezouari and Harvy [7] described the optimization of WFC technology on a thermal imaging system of fast optics and wide fields of view, to reduce weight, size, and cost while maintaining acceptable imaging performance. Chi and George [8] studied a smart camera that combines the blurring logarithmic asphere lens and maximum entropy processing to extend the depth of field and provide near diffraction-limited performance. Narayanswamy et al. [9] have applied WFC technology on iris recognition imaging to increase the depth of field without sacrificing signal-to-noise ratio (SNR) or resolution of the system. Cirino and Neto [10] developed the design of inexpensive lenses for passive infrared motion sensors with WFC technology. Tremblay et al. [11] applied WFC technology on thin annular folded imaging systems to relax alignment and fabrication tolerances. Mouroulis [12] designed low-power microscope objectives with WFC technology, to extend depth of field while preserving resolution up to half the maximum diffraction-limited spatial frequency. Lee et al. [13] proposed a resolution enhancement method for mobile compact imaging systems with small f -numbers based on wavefront coding and super-resolution image processing. The WFC technology has also been applied in applications including optical character recognition, vision/label reading, barcode scanning, and biometric imaging. such as fingerprint recognition.
In our previous work, the WFC technology was applied on a typical Cook's three mirror anastigmatic (TMA) system (invented by Wetherell and Womble of ITEK Corp. [14] ) to extend its depth of focus (DOF). The initial optical design with WFC technology was established based on a transition model, and the residual error and DOF extending factor were analyzed [15] . Optimization based on modulation transfer function (MTF) invariance was proposed, in which the genetic algorithm tool was introduced into an optical program to accelerate the optimizing process [16] . Image restoration based on regularization was studied and tested [17] . The wavefront coding element was fabricated, which was tested by nonnull interferometry based on digital reference and partial compensation [18] . The paper is organized as follows: Sections 1 and 2 briefly introduce WFC technology and some results of our previous research. Section 3 introduces autocollimated alignment with digital reference. Section 4 presents the imaging experiment of star point and a WT1005-62 resolution pattern (the WT1005-62 resolution pattern is widely used as a target for optical system testing in China; it is like the U. S. Air Force resolution target). Section 5 describes the analysis and comparison of captured and restored images. Conclusions are in the last section.
Brief WFC Introduction and System Overview
WFC technology is an innovative system-level technology that can control defocus related aberrations. The image quality of a wavefront coded system will remain nearly the same in spite of a different defocus over a much larger range than the original DOF when a special phase distribution is appended to the normal pupil function of the system through phase masking, surface modulation, or other methods. Although the image quality is degraded, it can be restored well by the proper algorithm because the introduced phase distribution is known and the degradation mechanism is clear in advance. The essential characteristic of WFC technology is a trade-off between the degradation of image quality and extension of the DOF [15, 16] .
The introduced phase distribution can be cubic, spherical, logarithmic, sinusoidal, petal, free form, or another form, among which the most widely used, to our knowledge, is the cubic form, shown in Eq. (1), which is very different from the pupil function of the usual optical system:
where P usual is the ideal pupil function of the usual system and P WFC is that of the wavefront coded system, x, y is the normalized coordinate, and α is the factor that determines the extent of the cubic term. Equation (2) presents the optical transfer function (OTF) about defocus of the wavefront coded system with cubic pupil function in one dimension. Note that the defocus term is excluded in Eq. (2), which means that the MTF becomes insensitive to defocus. The MTF [the real part of Eq. (2)] becomes inversely proportional to α, and the MTF value becomes much lower than usual, especially within the range of high spatial frequency. One can easily deduce that the PSF of the wavefront coded system with a cubic phase is triangular in appearance and will be larger than the usual PSF:
The sketch of the system under research and its main parameters are shown in Fig. 1 . The system has a focal length of 2 m and the Nyquist spatial frequency of 57.2l p∕mm for an 8.75 μm × 8.75 μm CCD pixel. The secondary mirror is selected to be the wavefront coded element. Its surface figure is shown in Eq. (3): where x, y are the actual coordinates, x n , y n are normalized coordinates that are normalized by the radius of the mirror, and β is the coefficient of cubic terms. Note that the surface of the secondary mirror is a kind of free-form surface, which is not rotationally symmetric. The surface figure is manufactured with both numerical control polishing and necessary handworking, and it is tested with non-null testing based on digital reference and partial compensation, which will be described in detail in a future publication.
Note that a cubic term is added to the original rotationally symmetric surface to introduce a special cubic phase distribution to the pupil function. The MTF curves of the system in the extended DOF are shown in Fig. 2 , which demonstrates that the MTF values keep nearly invariant in spite of varying defocus. It has been also proven that the MTF curves in any field of view present the same behavior, and we therefore omitted figures of these curves for brevity.
Alignment
Three steps are necessary for aligning the system as shown in Fig. 3 . The first step is to fix the primary mirror on a six-dimensional (6D) mount and set the position of the primary mirror as fiducial as usual. As noted earlier the system under research is Cook's TMA system, and it is designed so that the vertices of the parent mirrors of the primary mirror and the tertiary mirror coincide with each other and all three mirrors share the same optical axis, shown in Fig. 3 . To take advantage of the optical design, the tertiary mirror is assembled in the second step, instead of the secondary mirror. The attitude of the tertiary mirror can be adjusted by another 6D mount, and the laser tracker is applied in the adjustment. It is very difficult to make any benchmark for alignment on both the primary mirror and the tertiary mirror, and so the two mirrors have to be assembled according to the mechanical fiducial of their junction plates to the 6D mounts. The two mirrors are fixed to their junction plates very accurately so that the angular position of the mirrors can be indicated by the junction plates. Two small mirrors are attached to two selected surfaces of each junction plate in parallel, which can be applied as the benchmark. One mirror is for elevation testing and the other mirror is for roll testing. Because the positional relationship between the primary and tertiary mirrors is clear because of the optical design, the tertiary mirror can be aligned according to the positional testing information. Two theodolites are applied in the alignment: one is to monitor the elevations of the primary mirror and the tertiary mirror, and the other is to monitor their roll with the help of another reference plane mirror. When the position and the normal of the vertex of the parent mirror of the tertiary mirror coincide with those of the primary mirror, the tertiary mirror is adjusted to the right position. The last step is to adjust the secondary mirror with the common self-collimating alignment technology. The plane mirror is located in front of the primary mirror, and the interferometer with a spherical standard lens is located where its focus coincides with the nominal image point. The secondary mirror is fixed on a 6D mount, and the plane mirror and the interferometer are fixed on two four dimensional (4D) mounts. Note that a minor adjustment of the tertiary mirror is also needed while assembling the secondary mirror, to compensate for residual errors of curvature, surface figure, etc. Only one field of view is concentrated on for simplicity, which reduces the difficulty in the alignment of the secondary mirror.
Note that the alignment of a wavefront coded system is a little different from that of an ordinary optical system: the aligning target of normal systems is to minimize the residual wavefront error, whereas the target of a wavefront coded system is to obtain a special cubic wavefront map as shown in Fig. 4(a) . For convenience, the ideal wavefront map is operated as the system error file of an interferometer so that it can be subtracted automatically from the measured wavefront in each testing. Thus, the residual wavefront error between the measured wavefront and the expected wavefront map is used as the calibrating criterion. When the residual wavefront error reaches minimum, the special cubic wavefront is obtained, as shown in Fig. 4(b) .
Notice that the measured wavefront map needs additional verification for assurance. The ideal cubic phase term can be expressed by the linear combination of six Zernike polynomials, as shown in Eq. (4):
where Z 2 x, Z 3 y, Z 7 3x 3 3xy 2 − 2x, Z 8 3y 3 3yx 2 − 2y, Z 10 x 3 − 3xy 2 , and Z 11 −y 3 3x 2 y. Clearly, the proportional relationship among the coefficients of the last four Zernike polynomials should be 1∶1∶1∶ − 1 for the ideal cubic phase term, whereas the Z 2 and the Z 3 terms are additive linear terms and can be removed. Hence, the alignment can be verified by checking the coefficients of the last four Zernike polynomials. The coefficients of Zernike polynomials of the measured wavefront as shown in Fig. 4 (b) are given in Table 1 .
Notice that the proportional relationship of the last four coefficients of Zernike polynomials is quite close to 1∶1∶1∶ − 1. The proportional relationship among them is not exactly 1∶1∶1∶ − 1 because of other residual errors in the system, such as the figure error of the mirrors and residual misalignment. Nevertheless, the effect of the residual error is very small and can be ignored.
Imaging Experiment
After alignment, we performed an imaging experiment. The experiment setup is shown in Fig. 5 . The focal length of the collimator is 4 m; thus the magnifying ratio of the system is 2. The folded mirror of the optical system is taken off for simplicity. The average wavelength of the integrating sphere is 0.5 μm. The camera is Point Grey Corporation's FL2-20S4M-C CCD. The effective number of pixels is 1600 × 1200, and the size of a single pixel is 4.4 μm × 4.4 μm. A CCD camera with a relatively small pixel size is selected to catch more image details. The CCD camera is located on a 6D adjusting mount. The expected defocus is realized by moving the CCD camera back and forth along the direction of the incident chief ray, and a micrometer is used to monitor the defocus amount, as shown in Fig. 6 . The initial position of the CCD camera is determined in the aligning process, in which the actual defocus W 020 of the optical system is practically zero. This initial position can also be regarded as the nominal ideal image plane.
As our first step, we image a star point of 20 μm diameter; its image could be regarded as the PSF. In total, 11 PSF images are collected, as shown in Fig. 7 . The size of the star point should be 8.8 μm based on the focal length of the collimator and the size of the CCD pixel. However, we didn't have a star point of the right size at that time, so we used a 20 μm diameter star point instead. The range of defocus of these 11 images is from −1.25λ to 1.25λ, and the increment between two adjacent images is 0.25λ. The actual movement range of the CCD camera ΔD is about 800 μm (−400 − 400 μm) based on the primary optics that ΔD equals 8F∕# 2 · W 020 . One can see, as shown in Fig. 7 , that all the PSF images are nearly the same despite different defocus, and they show the expected triangular distribution of the ideal PSF.
We proposed a simple method to evaluate the similarity of these PSF images. The length of the tail of the PSF in both the x direction and the y direction is selected to be the performance parameter, as shown in Fig. 8 . Digital image processing operations are used to measure the lengths, which are shown in Table 2 . One end of the tail is the centroid of the central spot, and the other end is close to the terminal of the tail. One can see that the shape and the size of these PSF images are similar. Also, the length in the x direction or the y direction is a little smaller than the theoretical expectation. The main reason for this is that the signal at the end of the PSF tails is so weak that it is intermixed with the noise of the CCD camera and is not considered in the computation. Furthermore, only the main part of the PSF, which is actually a 13 pixel × 13 pixel area, is applied in the image restoration. It has been verified that ignoring the marginal area of the PSF has very little effect on the restored image quality. The third plate of WT1005-62 resolution patterns is imaged as shown in Fig. 9 . On the plate are 25 bar pattern groups of different spatial frequencies. The spatial frequency of the first group is 25l p∕mm, and the spatial frequency of the 25th group is 50l p∕mm. The spatial frequency of one group is 2 1∕2 times that of the former group. Because the cut-off frequency of the optical system is 57.2l p∕mm, we are concerned with the 16th group, the spatial frequency of which is about 29.75l p∕mm. The spatial frequency of the image of the 16th group will be doubled (59.5l p∕mm) because the magnifying ratio of the system is 2. In total, 11 images are recorded, as shown in Fig. 9 , and the position of the image plane is the same as that of the 11 PSF images of the last experiment. For brevity, only the images of the 16th group are provided, as shown in Fig. 10 . Note that the image quality is nearly invariant, despite different image plane positions, but the image quality is depressed.
It has been emphasized that one of the most important characteristics of the WFC system is that the quality of intermediate images remains almost the same in the extended DOF. The structure similarity (SSIM) is applied to evaluate the coincidence degree of the captured images with different defocus. The SSIM proposed by Wang et al. [19] is considered to be a more direct way to compare the structures between the reference image and the actual image, based on the assumption that the human visual system is highly adapted to extract structural information from the viewing field. The definition of SSIM is given in Eq. (5). It can be seen that the SSIM measurement comprises three relatively independent comparisons: luminance, contrast, and structure with their respective weight:
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In Eq. (3), lx; y, cx; y and sx; y stand for the influencing factors of luminance, contrast, and structure; α, β, and γ are the right coefficients of their corresponding terms; μ r and μ e are the average grey values of the reference image and the estimated image; σ r and σ e are the standard deviations of the reference image and the estimated image; σ re is the correlation coefficient, L equals 255 for an 8 bit quantified image; r i and e i are the grey values of corresponding pixels in the reference image and the estimated image; C 1 , C 2 , and C 3 are constants determined by K 1 and K 2 to avoid instability when other terms in the denominator are very close to zero; K 1 and K 2 are small empirical constant. In our calculation, α, β, and γ are all set to 1 as in most applications, and K 1 and K 2 are fixed as suggested in [19] . The image captured in the nominal ideal image plane is set as the reference image and the SSIM values of other images are computed according to that image, as shown in Table 3 . Note that the SSIM values remain within the range 0.82-0.836, which indicates the high similarity among these images with different defocus.
Image Restoration
According to the WFC theory, the degraded images obtained by CCD directly are intermediate and need further restoration. Thus, the final step of the experiment is to restore all the images through the same Wiener filter, as shown in Fig. 11 . The deconvolution core is transferred from the PSF of the nominal image plane (W 020 0) and applied to the restoration of each image. Note that both the definition and the contrast of the restored images are improved. However, the improvement is not as good as expected. This is mainly because the PSF is not obtained by imaging the star point at the theoretical size and needs to be resampled before being applied in the filter. Therefore, some useful information about the PSF, especially in the high frequency domain, may be lost or scrambled, which limits the precision of the restoration.
Because there is no reference image, the no-reference (NR) image quality assessment is applied. The root mean square error (RMSE), the Laplacian sum (LS), and the information entropy (IE) are selected to estimate the quality of captured images and restored images as shown in Table 4 [20, 21] . The definition of RMSE, LS, and LE are shown in Eq. (6):
where M and N are the dimensions of the estimated image, f i;j is the grey value of the pixel in the ith row and jth line, f mean is the average grey value of the whole estimated image, f a;b stands for the eight pixels around f i;j , L is the grey level (256 for an 8 bit image), pg i is the probability of the grey value g i (g i 0 − 255 for an 8 bit image), which can be obtained through the histogram. Notice that the RMSE applied here is just a metric of contrast of a single image, which is different from the RMSE referred to full-reference image quality assessment. The larger the RMSE is, the clearer the image. The LS can be regarded as a metric of sharpness of contour. The larger the LS is, the sharper the contour of the edges. The IE is a statistical measure of randomness that can be used to characterize the texture of the image. The larger the IE is, the more information that one pixel contains and the clearer the image is in this situation. It can be observed from Fig. 10 and Table 4 that the quality of the restored image is enhanced in definition and contrast: the RMSE of all the restored images improves to greater than 67.4, the LS increases to greater than 237, and the LE increases to greater than 7.5.
Conclusion
The alignment, an imaging experiment, and restoration of an off-axis TMA system with WFC technology are described in this paper. It can be proven through the experiment that the application of WFC technology can extend the DOF of a TMA system, and the intermediate image can be restored with the measured PSF. The quality of the restored image can be further improved if a more precise PSF is provided. A more efficient algorithm of intermediate image restoration, acquisition of a more precise PSF, and more accurate assembly of the WFC system are planned for future work.
