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Abstract
This thesis explores how natural selection acts on organisms such as viruses that have either highly
error-prone reproduction or face variable environmental conditions or both. By modeling population
dynamics under these conditions, we gain a better understanding of the selective forces at work, both
in our simulations and hopefully also in real organisms. With an understanding of the important
factors in natural selection we can forecast not only the immediate fate of an existing population
but also in what directions such a population might evolve in the future.
We demonstrate that the concept of a quasispecies is relevant to evolution in a neutral fitness
landscape. Motivated by RNA viruses such as HIV, we use RNA secondary structure as our model
system and find that quasispecies effects arise both rapidly and in realistically small populations. We
discover that the evolutionary effects of neutral drift, punctuated equilibrium and the selection for
mutational robustness extend to the concept of a quasispecies. In our study of periodic environments,
we consider the tradeoffs faced by quasispecies in adapting to environmental change. We develop
an analytical model to predict whether evolution favors short-term or long-term adaptation and
validate our model through simulation. Our results bear directly on the population dynamics of
viruses such as West Nile that alternate between two host species. More generally, we discover
that a selective pressure exists under these conditions to fuse or split genes with complementary
environmental functions. Lastly, we study the general effects of frequency-dependent selection on
two strains competing in a periodic environment. Under very general assumptions, we prove that
stable coexistence rather than extinction is the likely outcome. The population dynamics of this
system may be as simple as stable equilibrium or as complex as deterministic chaos.
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1Chapter 1
Introduction
1.1 Evolution and Population Dynamics
Ever since Darwin’s theory of “survival of the fittest” (3), biologists and ecologists have sought to
understand and predict the variations in natural populations. The early 20th century saw the ap-
plication of mathematical models to the field of population dynamics, with such figures as Wright,
Fisher, and Lotka among others making significant contributions (6, 20, 13). Later Kimura’s ap-
plication of the mathematics of partial differential equations to population dynamics would lead to
considerable advances in understanding (11). Kimura’s theory of neutral evolution emphasized the
importance that superficially insignificant, or neutral, changes could have on a population’s global
evolution (12). While not widely appreciated at the time, the importance of neutral changes in the
process of adaptation would be a recurring theme in later studies (9, 10).
With the arrival of cheap and increasingly powerful computers, the study of population dy-
namics is no longer restricted to analytic mathematical modeling applied to a handful of tractable
special cases. The ability to perform quick and numerous simulations has facilitated the study of
increasingly complex situations. Real world complexities such as competition between many species,
complicated interspecies interactions, or evolution under variable environmental conditions have be-
come accessible topics of study. While analytic solutions to such complex situations remain rare,
heuristic approaches and physically motivated approximations can now be validated with extensive
simulation results.
2This thesis extends our understanding of population dynamics in cases of varying environments
and when numerous neutral changes are possible. Through a combination of analytic work, approx-
imate methods, and numerical simulation, I aim to clarify the important factors that determine the
course of evolution under these conditions. The models developed and the insights obtained from
these investigations are most directly applicable to the study of viral populations, an area of par-
ticular interest in light of the recent spread and risks posed by West Nile virus and avian influenza
among others.
What follows is a brief discussion and historical overview of three relevant concepts from pop-
ulation dynamics. This introduction will cover the topics to be investigated in more detail in the
subsequent chapters of this thesis.
1.1.1 The Quasispecies Concept
The concept of a quasispecies was first formulated by Eigen in 1971 (4). Eigen originally considered
chemical species in the situation where reactions could convert between the different types of chemical
species at given rates. The quasispecies he described in this context is the equilibrium distribution
of chemical species. In the context of population dynamics, the term quasispecies refers to an
equilibrium distribution of closely related biological species. A quasispecies can only arise in the
situation where the species studied are coupled by potential reproductive mutations. For example,
when studying species A and B, it would be necessary that a member of A could accidentally
produce an offspring of species B (or vice versa) for the formation of a quasispecies. This seems
fairly implausible when applied to higher life forms, where taking A = cat and B = dog would require
a cat to give birth to puppies or a dog to kittens! Quasispecies effects are typically relevant on a
more microscopic level, where we associate the DNA or RNA genome of an organism as uniquely
defining its species or strain.1 For example, if a virus makes a mistake in its molecular copying
machinery and the resulting offspring’s genome has an adenine swapped for a thymine, this gives
rise to a slightly different genome and hence a different strain. Depending on whether or not this
1The concept of a species is relatively well defined for higher organisms in terms of whether two organisms can
successfully interbreed. For asexual organisms such as bacteria or viruses, we use strains to refer to different types of
related individuals and avoid the semantic issues associated with the use of the term “species.”
3change on the DNA level gives rise to a phenotypic (observable) difference is a separate issue that
we will consider shortly.
As originally conceived by Eigen, a quasispecies was associated with a special strain called the
“master sequence.” While the quasispecies concept has turned out to be much more broadly appli-
cable, this original view can serve as an instructive example. In the case of a master sequence, the
reproductive rate of this special strain is high, whereas all other strains are defective and reproduce
more slowly. Without any mutational coupling between strains, the master strain would rapidly out-
compete all other strains and take over any population. In that case there would be no quasispecies.
However, when mutations are possible between strains, the largely successful master sequence popu-
lation will inevitably produce a few mutants in the course of its rapid and error-prone reproduction.
The equilibrium distribution of the master sequence together with its mutants are what we refer to
as a quasispecies. If the probability of mutations is small, the influence of these mutants will be
minor and the equilibrium population will consist almost entirely of copies of the master sequence.
However, if the mutation rate in reproduction is high, the equilibrium distribution of strains may
even have more total mutants in the population than members of the master strain. For example,
figure 1.1A shows the fitness of a master strain that has a considerable fitness advantage relative to
the other strains. The quasispecies that arise at different mutation rates are shown for this example
in figure 1.1B,C,D.
More generally, a quasispecies may be present even in the absence of a master sequence. If
all sequences are equally fit, we say that all sequences are neutral, referring to the lack of any
differences in reproductive fitness. In this case, it is useful to think of all the strains arranged in
a neutral network. This network is a graph in which each strain appears as a vertex and edges
connect any two vertices if those strains can produce each other as a mutant during reproduction. A
simple example of a neutral network is shown in figure 1.2. Despite the lack of differing reproductive
fitness across strains in a neutral network, the quasispecies that forms may still have certain strains
represented at higher abundances than others. These differences can arise from inhomogeneities
in the structure of possible mutations. For example, this could happen if a certain strain makes
4Figure 1.1: A: The relative fitness of each of seven strains, where the center one (strain 4) is the
master sequence. B, C, D: Equilibrium population distribution of the strains, given probabilities of
reproductive error U = 10%, 50%, or 90% respectively. A reproductive error is equally likely to shift
the strain of the offspring by one in either direction.
5Figure 1.2: Left: a small neutral network of five related strains. Right: The equilibrium population
distribution, or quasispecies, associated with this network.
reproductive mistakes less frequently than others strains, or if a certain strain is more likely to arise
from a mutation than others. This latter case corresponds to being in a “highly connected” region
of the graph, and an example of this is shown in figure 1.2. If x(t) represents a vector containing
the population fraction of each of the five nodes in figure 1.2 at a given time t, we find x(t + 1) as
follows:
x(t + 1) =


1− U U/3 U/3 U/3 0
U/3 1− U 0 0 U/3
U/3 0 1− U 0 0
U/3 0 0 1− U 0
0 U/3 0 0 1− U


x(t) (1.1)
The diagonal entries of the transition matrix correspond to the probability of error-free reproduction,
while the off-diagonal entries correspond to the possible mutations allowed in the neutral network.
After a long time, the initial population distribution will converge to the eigenvector with the largest
eigenvalue. This eigenvector represents the quasispecies distribution and is shown in figure 1.2.
1.1.2 Changing Environments
Variable environmental conditions are the norm among natural populations. Elton’s work in the early
20th century highlighted the important effects of climatic variation on numerous animal populations
(5). Diurnal effects, the changing seasons, and even global warming are all classic examples of
6environmental change. The body’s immune response to a viral infection represents a changing
environment from the perspective of the virus, but unlike the seasons, this environmental change
is a direct consequence of the presence of the virus itself. Although both types of environmental
changes are of interest, we are primarily concerned with those of the former type where the actions
of the species in question do not result in feedback to the environment.
In a periodic environment, the environmental conditions alternate between two different states
in a regular pattern. From a mathematical perspective, a periodic environment can be treated in
much the same way as a static one. After allowing sufficient time to ignore transient effects, the
population still reaches an equilibrium distribution although this distribution is now a function of
the phase of the cycle. There is a quite good analogy between the influence of environmental changes
on the population and the action of a low-pass filter (19, 18). Just as a low-pass filter averages over
high frequencies, an evolving population faced with a rapidly changing environment adapts to the
average environmental conditions rather than specifically to the current environment. Likewise, just
as low frequencies are unchanged by the filter, environmental changes that happen slowly enough
pass through to the population and the population adapts to the current state of the environment.
In this analogy, the rate of environmental change is fast or slow relative to the population’s ability
to adapt.
1.1.3 Frequency-Dependent Selection
Frequency-dependent selection refers to the situation where the competitive advantage one species
has over another is not constant but instead varies depending on the relative abundances, or fre-
quencies, of the species in question. Host-parasite interactions are a common example of this (15),
where the host’s fitness suffers at high levels of parasitism and likewise the parasite’s fitness suffers
when the host species becomes scarce. Other examples include predator-prey interactions and the
selection for differing behavioral traits within a single species, such as aggression level or mating
strategies.
With Nicholson’s and Haldane’s early work shedding light on the importance of frequency-
7dependent effects in natural systems (16, 8), this has been an area of considerable interest. Models
of frequency dependence have been studied as a mechanism for maintaining genetic variation (2).
The population dynamics that arise under conditions of frequency-dependent selection can vary con-
siderably. On one hand, the selective forces could be stabilizing and lead to an equilibrium between
the two strains considered. Alternatively, exceedingly complex outcomes are also observed, with
periodic oscillations and deterministic chaos being possible (14). Even very simple model systems
can lead to highly nonlinear phenomena and chaotic dynamics (1, 7).
1.2 Thesis Overview
The research done for this thesis can be divided into three distinct categories involving the study of
population dynamics in the presence of quasispecies effects or changing environments.
1.2.1 Evolution in Finite Quasispecies
Quasispecies are typically defined in terms of the equilibrium population distribution of a group
of related strains. This definition in terms of equilibrium requires the physically unreasonable
assumption of an infinite population size. In chapter 2 we demonstrate the presence and importance
of quasispecies effects in more modestly sized populations as small as 30–100 individuals. Our model
system for this study is RNA sequences where the minimum free energy shape of each RNA sequence,
specifically its secondary structure, is used to determine a sequence’s fitness. In studying how
evolution acts in this system, we observe that not only are quasispecies present at small population
sizes but also that their evolution shows selection for beneficial mutations and neutral drift, features
commonly associated with natural selection acting in a more traditional context. Our results suggest
that the quasispecies concept is applicable to the population dynamics of many RNA viruses.
1.2.2 Finite Quasispecies in a Changing Environment
Changing environments are often of practical interest in the study of population dynamics. Al-
though widely studied in other contexts, variable environments have only recently been applied to
8quasispecies and only in the context of infinite populations (17, 19, 18). In chapter 3 and chapter 4,
we study how natural selection acts on two finite quasispecies competing in a periodic environment.
We explore the tradeoffs these quasispecies face between short-term and long-term adaptation to
the environmental conditions and develop a model to predict the best adaptive strategy. Relative
to the infinite quasispecies case, we discover that qualitatively different and complex evolutionary
dynamics arise due to finite quasispecies effects.
1.2.3 Frequency-Dependent Selection in a Changing Environment
Changing environments and frequency-dependent selection are relevant in many natural populations.
While each topic separately has been the subject of numerous mathematical models, they are rarely
studied together. In chapter 5, we investigate the competition between two specialist strains, in
which each strain is well adapted to only one of the two periodic environmental states. Under
the simplifying assumption that each strain competes best when rare, we derive general analytic
results for the possible outcomes of the competition between the two strains. Coexistence rather
than extinction is found to be the likely outcome for a wide range of conditions. The population
dynamics describing this coexistence may be simple, although periodic or chaotic oscillations are
also possible.
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2.1 Abstract
We investigate the evolutionary dynamics of a finite population of RNA sequences adapting to a
neutral fitness landscape. Despite the lack of differential fitness between viable sequences, we observe
typical properties of adaptive evolution, such as increase of mean fitness over time and punctuated-
equilibrium transitions. We discuss the implications of these results for understanding evolution at
high mutation rates, and extend the relevance of the quasispecies concept to finite populations and
time scales. Our results imply that the quasispecies concept and neutral drift are not complementary
concepts, and that the relative importance of each is determined by the product of population size
and mutation rate.
2.2 Introduction
The quasispecies model of molecular evolution (14, 16) predicts that selection acts on clouds of
mutants, the quasispecies, rather than on individual sequences, if the mutation rate is sufficiently
high. RNA viruses tend to have fairly high mutation rates (12, 13), and therefore the quasispecies
model is frequently used to describe the evolutionary dynamics of RNA virus populations (7, 10,
9, 8). However, this use has generated criticism (26, 31), because quasispecies theory, as it was
originally developed, assumes an infinite population size and predicts deterministic dynamics. Viral
populations, on the other hand, are finite and subject to stochastic dynamics and neutral drift.
However, the hallmark of quasispecies dynamics—the existence of a mutationally coupled popu-
lation that is the target of selection in its entirety—does not presuppose an infinite population size
or the absence of neutral drift (5, 36, 44, 50). Rather, infinite populations were used by Eigen (14)
and Eigen and Schuster (16) to simplify the mathematics of the equations describing the population
dynamics. Even though technically, the quasispecies solution of Eigen and Schuster, defined as the
largest eigenvector of a suitable matrix of transition probabilities, exists only for infinite populations
after an infinitely long equilibration period, it would be wrong to conclude that the cooperative
population structure induced by mutational coupling disappears when the population is finite. We
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show here that quasispecies dynamics are evident in fairly small populations (effective population
size Ne ≤ 1000), and that these dynamics cross over to pure neutral drift in a continuous manner
as the population size decreases.
We simulate finite populations of self-replicating RNA sequences and look for an unequivocal
marker for quasispecies dynamics in this system, the selection of mutational robustness (44, 2, 48, 53).
We choose RNA secondary structure folding (25) as a fitness determinant because it is a well-
understood model in which the mapping from sequence to phenotype is not trivial. The nontriviality
of this mapping is crucial for the formation of a quasispecies, as we will explain in more detail later.
Since the existing literature on the evolution of RNA secondary structures is extensive, we will
now briefly review previous works and then describe how our study differs. We can subdivide the
existing literature broadly into three categories: (i) studies that investigate how secondary structures
are distributed in sequence space; (ii) studies that investigate how sequences can evolve from one
structure into another; and (iii) studies that investigate the evolution of sequences that all fold into
the same secondary structure, that is, the evolution of sequences on a single neutral network.
Studies in the first category have established the importance of neutral networks for RNA sec-
ondary structure folding (40, 39). All sequences folding into the same secondary structure form
a network in genotype space, that is, a graph that results from including all these sequences as
vertices, and including an edge between two such vertices if a single mutation can interconvert the
two sequences. The number of edges connected to a vertex is called the degree of neutrality of
that vertex (i.e., sequence). These neutral networks span large areas of sequence space, the neutral
networks’ size distribution follows a power law, and for any two secondary structures of comparable
size, there are areas in sequence space in which sequences folding into both structures can be found
in close proximity (40, 21, 22, 39). Further, the fitness landscapes derived from RNA secondary
structure folding are similar to basic models of fitness landscapes, but differ in details (19, 4), and
are highly epistatic (52, 54).
The main result from studies investigating the evolution of secondary structures is that evolu-
tion proceeds in a stepwise fashion: A single secondary structure dominates the population for an
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extended period of time (an epoch), but intermittently a new, improved structure will appear and
take over the population (30, 17, 18). During the epochs when the population is seemingly static,
the population diffuses over the neutral network of the currently dominant structure. It is primarily
because of this prolonged diffusion that the population has a chance to discover a new structure
with higher fitness (28, 30, 17, 18). Details of the diffusion process and the transition probabilities
from one structure to another have been worked out (20, 30, see also next paragraph).
We can interpret studies in the third category as describing the evolutionary dynamics during the
epochs of phenotypic stasis observed in the evolution of secondary structures. As already mentioned,
the sequences diffuse over the neutral network, and any specific sequence is rapidly lost from the
population (30, 38). However, the sequences do not diffuse as a single, coherent unit, but instead form
separate clusters that diffuse independently of each other (20, 30). It is useful to extend Eigen’s
concept of the error threshold (14) to distinguish between the genotypic error threshold, that is,
the mutation rate at which a specific sequence cannot be maintained in the population, and the
phenotypic error threshold, that is, the mutation rate at which a given secondary structure cannot
be maintained in the population (20, 38). For RNA, the genotypic error threshold occurs usually
for an infinitesimally small positive mutation rate, while the phenotypic error threshold occurs at
fairly large mutation rates (20, 38). The exact position of the phenotypic error threshold depends
on the size of the neutral network and the fitness of suboptimal secondary structures (38).
It is important to distinguish the diffusion over a neutral network from drift in a completely
neutral fitness landscape (6, 23, 24). If the product of population size and mutation rate is sufficiently
high, then on a neutral network (where a fraction of all possible mutations is deleterious) there is
a selective pressure that keeps the population away from the fringes of the neutral network, and
pushes it towards the more densely connected areas in the center of the neutral network (44, 2, 48).
This selective pressure has been termed “selection for mutational robustness” (44), and is a tell-tale
sign that selection occurs in the quasispecies mode on clouds of mutants, rather than on individual
sequences. Van Nimwegen et al. and Bornberg-Bauer and Chan were the first to develop a formal
theory for this effect, but anecdotal evidence for it had been observed previously (29, 20). The
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theory developed by van Nimwegen et al. and Bornberg-Bauer and Chan applies only to infinite
populations. Nevertheless, simulations have shown that this effect occurs also in large but finite
populations if the mutation rate is sufficiently large (44, 50).
According to the quasispecies model, mutational robustness is as important a component of
fitness as is replication speed (41, 55, 49). This observation suggests that a sudden transition to
increased mean fitness may not only be caused by the discovery of a sequence with higher replication
rate, but also by the discovery of a more densely connected region of the neutral network the pop-
ulation is already residing on, without any obvious change in the sequences’ phenotype (48). Here,
we study these types of transitions—which change the population mean fitness while the secondary
structure remains unchanged—as they represent the ultimate demonstration of quasispecies selec-
tion. In our simulations, we consider all RNA sequences that fold into a specific target secondary
structure as viable. All viable sequences have the same fitness, arbitrarily set to one. All RNA
sequences that do not fold into the target secondary structure are nonviable, with fitness 0. There is
no phenotypic error threshold in our simulations, and the target structure can only be lost from the
population through sampling noise. The latter outcome is extremely unlikely for all but the smallest
population sizes. However, if it occurs the population dies, because all remaining sequences have
fitness zero. Our choice of fitness landscape guarantees that all changes that we see in mean fitness
must be caused by changes in the population neutrality. (Here and in the following, we refer to the
average degree of neutrality among viable members of the population as the population neutrality
or simply the neutrality.)
2.3 Materials and Methods
We consider a population of fixed size N composed of asexual replicators whose probability of
reproduction in each generation is proportional to their fitness (Wright-Fisher sampling). The
members of the population are RNA sequences of length L = 75, and their fitness w is solely a
function of their secondary structure. Those that fold into a specific target secondary structure
(such as figure 2.1) are deemed viable with fitness w = 1, while those that fold into any other
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shape are nonviable (w = 0). The average fitness 〈w〉 of the population is therefore the fraction
of living members out of the total population. RNA sequences are folded into the minimum free
energy structure using the Vienna Package (25), and dangling ends are given zero free energy (46).
For a given simulation, an initial RNA sequence is selected uniformly at random and its minimum-
energy secondary structure defines the target structure for this simulation, thereby determining a
neutral network on which the population evolves for a time of T = 50,000 generations. Mutations
occur during reproduction with a fixed probability µ per site, corresponding to an average genomic
mutation rate U = µL.
CGUC
AGA
C
CAGU
AA
AA
ACUUUAUCUGCCAUGCCUUGCGC
U
U U
G U G
A U G
C G U G C U U G
A C U
U G U C U G C G
C
C G C
A
G
GU
Figure 2.1: The minimum free energy secondary structure of the RNA sequence shown.
Our simulations spanned a range of genomic mutation rates and population sizes, and we per-
formed 50 independent replicates for each of the pairs (U, N), starting each with a different randomly
chosen initial sequence. To study mutation rate effects, we considered a fixed population size of
N = 1000, across a range of genomic mutation rates, using U = 0.1, 0.3, 0.5, 1.0, and 3.0. To study
effects due to finite population size, we considered a fixed mutation rate of U = 1.0, using population
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sizes of N = 30, 100, 300, and 1000.
The degree of neutrality of a sequence was determined by calculating the fraction of mutations
that did not change the minimum-energy secondary structure. Thus, if Nν of all 3L one-point
mutants of a sequence retain their structure, the degree of neutrality of that sequence is given
by ν = Nν/3L. Because sequences that do not fold into the target structure have zero fitness, a
sequence’s degree of neutrality is equal to the mean fitness of all possible single mutants. We recorded
the population’s average fitness every generation, while the population’s average neutrality, being
much more computationally expensive, was calculated only at the start and end of each replicate.
For illustrative purposes, select replicates of interest were recreated using the original random seed,
and the population neutrality was recorded every 100 generations.
To observe the signature of natural selection acting within our system, we derived a statistical
approach to identify transitions in the population’s average fitness 〈w〉. If a beneficial mutation
appears and is subsequently fixated in the population, we expect to observe a step increase in the
population’s average fitness. We emphasize again that such selective sweeps must be due to periodic
selection of quasispecies for increased mutational robustness, since there are no fitness differences
between individual genotypes.
In light of the fluctuations in the population’s average fitness due to mutations and finite popu-
lation effects, we employed statistical methods to estimate the time at which the increase in average
fitness occurred and associated a p-value with our level of confidence that a transition has occurred.
Our approach can be thought of as a generalization of the test for differing means between two pop-
ulations (those before and after the mutation), except that the time of the mutation’s occurrence is
unknown a priori. For a full derivation and discussion of our approach, see appendix A. While our
algorithm can be applied recursively to test for and identify multiple transitions that may occur in
a single simulation, unless otherwise noted, we considered only the single most significant transition
found.
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2.4 Results
Because replicates were initialized with N (possibly mutated) offspring of the randomly chosen
ancestor, the simulation runs did not start in mutation–selection balance. Typically, we observed
an initial equilibration period of 50 to 200 generations, after which the population’s fitness and
neutrality stabilized, with fluctuations continuing with magnitude in proportion to the mutation
rate. As predicted by van Nimwegen et al. (44), during the equilibration period we observed in
most replicates beneficial mutations that increased the equilibrium level of both average fitness and
neutrality. (Throughout this paper, by beneficial mutations we mean mutations that increase a
sequence’s degree of neutrality, and thus indirectly the mean fitness of the population. There are no
mutations that increase the fitness of a viable sequence beyond the value 1 in our system.) These
mutations led to the initial formation of a quasispecies in a central region of the neutral network.
For the remainder of this paper, we are not interested in this initial equilibration, but in transitions
towards even more densely connected areas of the neutral network once the initial equilibration has
occurred.
To determine if such a transition has occurred, we need a method to distinguish significant
changes in the population’s mean fitness from apparent transitions caused by statistical fluctuations.
We devised a statistical test (see appendix A for details) that can identify such transitions and assign
a p-value to each event. We found that transitions to higher average fitness occurred in over 80%
of simulations across all mutation rates studied, if we considered all transitions with p-values of
p < 0.05. Figure 2.2 shows a particularly striking example of such a transition (p-value ≤ 10−7),
where a 5.0% increase in average fitness occurs at t = 9814. A similar analysis of the average
population neutrality (not usually available, but computed every generation specifically in this case)
finds an increase of 11.2% occurring at t = 9876, with the same level of confidence. The multiple
transitions shown in the figure 2.2 are the results of recursively applying our step-finding algorithm
until no steps are found with p < 0.05.
Depending on the mutation rate, a step size as little as 0.04% in the population’s average fitness
could be statistically resolved in a background of fitness fluctuations several times this size. For
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Figure 2.2: Average fitness and neutrality of a population during a single simulation at a genomic
mutation rate of U = 1.0. All live members of the population fold into the secondary structure
shown in figure 2.1. At t = 9814, a 5% increase in the population’s average fitness occurs at the
p < 10−7 level, with a corresponding transition in the population’s average neutrality. Smaller
transitions occur throughout the simulation run. The solid lines indicate the epochs of constant
fitness and neutrality, as determined by our step-finding algorithm. As explained in appendix A,
the application of this algorithm to the neutrality data is for illustrative purposes only. Because of
temporal autocorrelations in the neutrality, not all steps that the algorithm identifies are statistically
significant.
comparison, typical noise levels, as indicated by the ratio of the standard deviation of the fitness to
its mean, ranged from 0.7% to 6.6% over the mutation rates studied. Note that fluctuations in the
population’s neutrality level are much smaller, due to the additional averaging involved. However,
because neutrality is much more expensive computationally, and would also be difficult to measure
in experimental viral populations, we used mean fitness as an indicator of transitions throughout
this paper.
Figure 2.3 shows the average size of the most significant step observed as a function of the
mutation rate. At low mutation rates, such as U = 0.1, the smaller observed step size corresponds
to the fact that 90% of the population is reproducing without error, and hence improvements in
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neutrality can only increase the population’s fitness in the small fraction of cases when a mutation
occurs. At higher mutation rates the step sizes increase, reflecting the larger beneficial effect of
increased neutrality under these conditions.
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Figure 2.3: Average step size as a function of genomic mutation rate (U = 0.1, 0.3, 0.5, 1.0, 3.0).
Step size is measured by percent increase in the population’s fitness, with only runs significant at
the p < 0.05 level shown. Error bars are standard error.
In about 10% of all simulations with statistically significant changes in fitness, the most significant
change in fitness was actually a step down, that is, a fitness loss, rather than the increase in fitness
typically observed. Negative steps in average fitness occur due to stochastic fixation of detrimental
mutations at small population sizes (33). These negative fitness steps, however, are generally much
smaller than the typical positive step size. The average size of these negative steps was between 0.09%
and 0.77%, compared with an average positive step size between 0.27% and 2.33% (see figure 2.4).
We specifically studied the role of finite population size and its effects on neutral drift by con-
sidering populations of size N = 30, 100, 300, and 1000 at a constant genomic mutation rate of
U = 1.0. We again performed 50 replicates at each population size, and the distribution of statisti-
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Figure 2.4: Average step size |s| of statistically significant drops in fitness (at the p < 0.05 level).
Step size is measured by relative decrease in population fitness, and error bars are standard error.
The dotted line indicates 2|s| = 1/Ne, a selective disadvantage consistent with neutral drift in a finite
population. Ne is the average number of living members of the population (effective population size).
cally significant step sizes are shown in fig. 2.6 (biggest step only) and fig. 2.7 (all steps). While the
larger population’s distributions show a clear bias towards positive steps in fitness, the distributions
become increasingly symmetric about zero for smaller population sizes. A gap around zero fitness
change becomes increasingly pronounced in smaller populations, as the fluctuations in fitness due
to finite population size preclude us from statistically distinguishing small step sizes from the null
hypothesis that no step has occurred.
We also kept track of the consensus sequence in our simulations, to determine whether the
population underwent drift while under selection for mutational robustness. In the runs with N =
1000, the consensus sequence accumulated on average one substitution every 2 to 3 generations.
As such rapid change might be caused by sampling effects, we also studied the speed at which the
consensus sequence changed over larger time windows. Using this method with window lengths of 50
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and 100 generations, we found that the consensus sequence accumulated one substitution every 10 to
20 generations (window size 50 generations) or 15 to 30 generations (window size 100 generations).
Thus we find that the populations continue to drift rapidly throughout the simulation runs, and
never settle down to a stable consensus sequence. Figure 2.5 shows the evolution of the consensus
sequence over time for the same simulation run as shown in fig. 2.2.
Figure 2.5: Change in the consensus sequence over time, from the same simulation run as presented
in fig. 2.2. Dots in the alignment indicate that the base at this position is unchanged from the
previous line.
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Finally, to confirm that our finite population was not sampling the entire neutral network during
our simulations, we estimated the average size of the neutral network. We can represent each RNA
secondary structure in dot-and-parenthesis notation, where matched parentheses indicate a bond
between the bases at those points in the sequence and dots represent unpaired bases. The number
of valid strings of length L can be counted using Catalan numbers Cat(n) =
(
2n
n
)
/(n + 1), which
give the number of ways to open and close n pairs of parentheses (43). Since there are 4L possible
RNA sequences, we obtain for the average network
〈network size〉 = 4L
/ [L/2]∑
i=0
Cat(i)
(
L
L− 2i
)
≈ 1.1× 1012 (2.1)
for L = 75. While there are known to be about 1.8L structures for large L (40), eq. (2.1) gives a
much better bound for our relatively short sequence length. Furthermore, the above expression is
a lower bound to the true average network size, because the denominator counts some unphysical
structures, such as hairpins with fewer than 3 bases. For comparison, the number of possible distinct
genotypes that can appear in each simulation is maximally NT = 5× 107.
2.5 Discussion
In the study of varying mutation rates, the observed increases in the population’s fitness in almost
all replicates demonstrate the action of natural selection. Since all viable sequences are neutral
and hence enjoy no reproductive fitness advantage, this selection acts on increasing the population’s
robustness to mutations through increases in its average neutrality (as seen in figure 2.2). Thus, these
results show evidence that a quasispecies is present in almost all cases, even though the difference
between a randomly drifting swarm and a population structured as a quasispecies decreases as the
population size and mutation rate decrease. Our results also show evidence of drift leading to the
fixation of detrimental mutations in some populations. The negative steps observed (figure 2.4) were
comparable in size to 1/Ne, the probability of a neutral mutation drifting to fixation.
In the study of varying population sizes, the distribution of mutational effects on fitness showed
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an increasing bias towards beneficial rather than detrimental mutations as the population’s size in-
creased (figures 2.6, 2.7). At population sizes 100, 300, and 1000, the clear positive bias of mutational
effects illustrates the presence of a quasispecies, where natural selection is able to act to improve the
population’s neutrality and hence its robustness to mutations. As the fluctuations in fitness due to
small population size become more significant, selection for neutrality becomes less relevant when
the 1/Ne sampling noise exceeds the typical step size of 1%. At the smallest population size of 30,
there still seems to be a bias towards beneficial mutations, but the evidence is less clear and more
replicates are probably necessary to observe a clear signal of quasispecies dynamics.
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Figure 2.6: Distribution of sizes of the most significant step (at p < 0.05) in each run, out of 50 runs
at four population sizes (U = 1). At small population sizes, the distribution is almost symmetric
about zero since most mutations are of less benefit than the 1/Ne probability of fixation due to drift.
At large sizes, selection is evident from the positively skewed distribution.
Since the average network size is many orders of magnitude larger than the number of sequences
25
-4 -2 0 2 4 60
20
40
60
80
Co
un
t
-4 -2 0 2 4 60
20
40
60
80
-4 -2 0 2 4 6
Fitness Advantage (%)
0
20
40
60
80
Co
un
t
-4 -2 0 2 4 6
Fitness Advantage (%)
0
20
40
60
80
N=30 N=100
N=300 N=1000
Figure 2.7: Distribution of sizes of all significant steps (at p < 0.05) in each run, out of 50 runs at
four population sizes (U = 1). While these distributions are more symmetrical than those of fig. 2.6,
a substantial skew towards positive step sizes is still evident for the larger population sizes.
produced during a simulation, we know that the system is nonergodic and the population cannot
possibly have explored the whole neutral network. Moreover, Reidys et al. (39) studied the distri-
bution of neutral network sizes in RNA secondary structure and found that they obey a power law
distribution, implying that there are a small number of very large networks, and many smaller net-
works. As a consequence, choosing an arbitrary initial sequence will more likely result in the choice
of a large network. Therefore, eq. (2.1) is effectively a lower bound on the sizes of the networks we
actually sampled.
We have shown that quasispecies dynamics is not confined to the infinite population-size limit.
Instead, one of the hallmarks of quasispecies evolution—the periodic selection of more mutation-
ally robust quasispecies in a neutral fitness landscape—occurs at population sizes very significantly
smaller than the size of the neutral network they inhabit. Despite small population sizes, if the
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mutation rate is sufficiently high (in the simulations reported here, it appears that NU & 30 is suf-
ficient), stable frequency distributions significantly different from random develop on the partially
occupied network in response to mutational pressure. Most importantly, we have shown that genetic
drift can occur simultaneously with quasispecies selection, and becomes dominant as NU decreases.
Thus, the notion that genetic drift and quasispecies dynamics are mutually exclusive cannot be
maintained. Instead, we find that both quasispecies dynamics and neutral drift occur at all finite
population sizes and mutation rates, but that their relative importance changes.
The existence of a stable consensus sequence in the presence of high sequence heterogeneity has
long been used as an indicator of quasispecies dynamics (11, 42, 15, 31, 8). In contrast, the genotypic
error threshold for evolution of RNA sequences typically occurs at any small positive mutation rate
(20, 30, 38). Here we have shown that quasispecies dynamics can be present while the consensus
sequence changes over time. In our simulations, the consensus sequence drifts randomly, in a manner
uncorrelated with the transitions in average fitness that we detect. Thus, quasispecies dynamics does
not require individual mutants to be stably represented in the population, nor does it require a stable
consensus sequence.
The population structure on the neutral network is strongly influenced by the mutational cou-
pling of the genotypes that constitute the quasispecies. This coupling arises because mutations are
not independent in the landscape we studied. Rather, as in most complex fitness landscapes, single
mutations at one locus can affect the fitness effect of mutations at another (a sign of epistasis, (56)).
In the neutral fitness landscape investigated here, mutations at neutral or nonneutral (i.e., lethal)
sites can influence the degree of neutrality of the sequence. The absence of epistatic interactions
between the neutral mutations in the fitness landscape studied by Jenkins et al. (31) implies the
absence of quasispecies dynamics in these simulations. Theoretical arguments show that a non-
interacting neutral region in a genome does not alter the eigenvectors of the matrix of transition
probabilities, and therefore cannot affect quasispecies dynamics.
Using fitness transitions in neutral fitness landscapes as a tool to diagnose the presence of a
quasispecies has a number of interesting consequences from a methodological point of view. Clearly,
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because selection for robustness is a sufficient criterion for quasispecies dynamics but not a necessary
one, the absence of a transition does not imply the absence of a quasispecies. At the same time, as the
population size decreases, fluctuations in fitness become more pronounced, rendering the detection
of a transition more and more difficult. Theoretical and numerical arguments suggest that small
populations at high mutation rate cannot maintain a quasispecies (44, 48), so the disappearance
of the mutational robustness signal at small population sizes is consistent with the disappearance
of the quasispecies. However, the type of analysis carried out in this work does not lend itself to
detecting quasispecies in real evolving RNA populations, because the fitness landscape there cannot
be expected to be strictly neutral. Instead, transitions from one peak to another of different height (3,
35) are likely to dominate. Quasispecies selection transitions such as the one depicted in fig. 2.2 can,
in principle, be distinguished from peak-shift transitions in that every sequence before and after the
transition should have the same fitness. Unfortunately, pure neutrality transitions are likely to be
rare among the adaptations that viruses undergo, and the data necessary to unambiguously identify
them would be tedious if not impossible to obtain.
Our simulations provide evidence of selection for mutational robustness occurring through in-
creasing the degree of neutrality of RNA sequences at population sizes far below the size of the neutral
network that the sequences inhabit. Such increases in the degree of neutrality was recently found in
a study that compared evolved RNA sequences to those deposited in an aptamer database (34). For
example, the comparison showed that human tRNA sequences were significantly more neutral, and
hence more robust to mutations, than comparable random sequences that had not undergone evolu-
tionary selection. However, we must caution that while in our simulations selection for mutational
robustness is the only force that can cause the sequences to become more mutationally robust, in
real organisms other forces, for example selection for increased thermodynamic stability (1), could
have similar effects.
An experimental system that is quite similar to our simulations, probably more so than typical
RNA viruses, is that of viroids—unencapsidated RNA sequences of only around 300 bases—capable
of infecting plant hosts. Viroid evolution appears to be limited by the need to maintain certain
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secondary structural aspects (32), which is consistent with our fitness assumptions. Furthermore,
in potato spindle tuber viroid (PSTVd), a wide range of single and double mutants are observed
to appear after a single passage (37), suggesting that a quasispecies rapidly forms under natural
conditions. Viroids may have agricultural applications as they are capable of inducing (desirable)
dwarfism in certain plant species (27), and as such, a better understanding of their evolutionary
processes may help to direct future research efforts.
Making the case for or against quasispecies dynamics in realistic, evolving populations of RNA
viruses, or even just self-replicating RNA molecules, is not going to be easy. As the presence of an
error threshold ((45, 47); see also discussion in (51)) or the persistence of a consensus sequence (this
work) have been ruled out as a diagnostic, we have to look for markers that are both unambiguous
and easy to obtain. Selection for robustness may eventually be observed in natural populations of
adapting RNA viruses or viroids, but up to now, no such signals have been reported. Thus, while
we can be confident that small population sizes do not preclude quasispecies dynamics in RNA virus
populations, on the basis of current experimental evidence we cannot decide whether quasispecies
selection takes place in RNA viruses.
2.6 Conclusions
Quasispecies effects are not confined to deterministic systems with infinite population size, but are
readily observed in finite—even small—populations undergoing genetic drift. We find a continuous
transition from very small populations, whose dynamics are dominated by drift, to larger popula-
tions, whose dynamics are dominated by quasispecies effects. The crucial parameter is the product of
effective population size and genomic mutation rate, which needs to be significantly larger than one
for quasispecies selection to operate. However, experimental evidence for these theoretical findings
is currently not available, and will most likely be hard to obtain, because the differences in the dy-
namics of populations that are simply drifting and populations that are under quasispecies selection
can be quite subtle. Thus, a dedicated experimental effort is needed to demonstrate quasispecies
selection in natural systems.
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Chapter 3
Quasispecies in Time-Dependent
Environments
The work presented here is heavily based on:
C. O. Wilke, R. Forster and I. S. Novella, Quasispecies in time-dependent environments. Current
Topics in Microbiology and Immunology, 299 (2006). Reprinted with copyright permissions.
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3.1 Abstract
In recent years, quasispecies theory in time-dependent (that is, dynamically changing) environments
has made dramatic progress. Several groups have addressed questions such as how the time scale of
the changes affect viral adaptation and quasispecies formation, how environmental changes affect the
optimal mutation rate, or how virus and host coevolve. Here, we review these recent developments,
and give a nonmathematical introduction to the most important concepts and results of quasispecies
theory in time-dependent environments. We also compare the theoretical results with results from
evolution experiments that expose viruses to successive regimes of replication in two or more different
hosts.
3.2 Introduction
From the point of view of a virus, the world is in a state of constant change. For sustained existence,
the virus has to move from host organism to host organism, and each new host differs somewhat
from the previous one. Some viruses even change their host species on a regular basis. For example,
arboviruses alternate between infections in arthropods and infections in vertebrates. Within a host,
the world is not necessarily constant either. Viruses infecting higher organisms find themselves under
constant attack from an adaptive immune system, whose ability to fight any particular virus mutant
grows dramatically after exposure to the mutant. Fortunately—for the virus, that is— the large
class of RNA viruses are more than prepared for this world of change. Their high replication rates,
combined with exceptionally high mutation rates, allow them to explore vast numbers of mutations,
which leads to rapid adaptation in the face of environmental variation. For example, it has been
estimated that HIV-1 produces all possible single-point mutants and a good fraction of the double
mutants in every single patient every day (37).
The theoretical framework in which RNA viruses are typically modeled is quasispecies theory,
which was put forward by Eigen and co-workers in the 1970s (14, 12, 13, 3). Quasispecies theory
describes how a virus population reacts to the two forces selection and mutation, and how these two
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forces counterbalance each other. Mathematically, quasispecies theory is equivalent to the theory
of mutation-selection balance, which has been developed in parallel to quasispecies theory in the
population-genetics literature (6).
Eigen and co-workers (14, 12, 13) defined the quasispecies as the stable mutant configuration
that arises when mutation and selection are in perfect equilibrium. With this definition, the theory
seemed to apply only to static enviroments and an infinite population size. Indeed, it has been
argued that since viral populations are finite, quasispecies theory may not realistically reflect their
behavior, because perfect equilibrium between mutation and selection can never be achieved in
the real world (19, 18). However, a number of theoretical studies have shown that understanding
the infinite-population dynamics is crucial for developing a more detailed finite-population model
(42, 44), and that all the effects predicted by quasispecies theory can in principle be observed also
in finite populations (33, 41, 50, 45).
In recent years, substantial progress has been made in extending quasispecies theory to dynamic
environments. This work can be subdivided into two groups, studies on virus evolution in time-
dependent fitness landscapes (27, 28, 29, 49, 48) and studies on the interaction between virus and
the host’s immune system, or virus-host coevolution in general (21, 22, 5). In this chapter, we put
most emphasis on the former type of studies, but will also give a brief overview over the latter. We
discuss the relationship of theory to experimental results in the individual sections where appropriate.
3.3 Virus Evolution in Time-Dependent Fitness Landscapes
In this section, we consider situations in which the virus’s environment changes due to external
factors, but is not in return influenced by any of the virus’s adaptive moves. Throughout this
chapter, we use for this case the terminology of adaptation to a time-dependent fitness landscape.
As an example, consider a virus that is grown alternatingly on different hosts (see also section 3.4).
From a theoretical point of view, it is particularly interesting to study changes in the fitness
landscape that are periodic (that is, situations in which the environment changes over and over
again in exactly the same pattern), because the theory that has been developed for static fitness
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landscapes can—after a suitable mathematical transformation—to a large extent be directly applied
to periodic fitness landscapes (49). A number of exact results and simple principles have been
derived for periodic fitness landscapes. We will review these results in the following paragraphs, and
will consider nonperiodic changes briefly at the end of this section.
Before we can talk in depth about periodically changing (or oscillating) fitness landscapes, we
have to introduce some terminology. We refer to the time it takes for the fitness landscape to
go through one cycle of changes as the oscillation period. For example, if the fitness landscape
alternates between environment A for 100 generations and environment B for 100 generations, then
the oscillation period is 200 generations. We denote the oscillation period by T . The inverse of the
oscillation period, 1/T, is called the oscillation frequency. The shorter the oscillation period the
higher the oscillation frequency. We refer to a special point in time within one oscillation period
as the phase. We typically express the phase in fractions of one complete oscillation cycle. For
example, in the above example, the switch from A to B occurs at phase 1/2, and the switch from B
to A occurs at phase 1, which by definition is equivalent to phase 0.
One important result for oscillating fitness landscapes is that as long as we look at the system
under study only at a single phase (say, for example, at the beginning of the oscillation, phase = 0),
the virus population behaves as if the fitness landscape were static (49). After an initial transient
period the virus population develops a stable distribution of mutants, a quasispecies. The only
difference to a static fitness landscape is that this equilibrium depends on the phase. At phase 1/2,
the equilibrium distribution of mutants may be totally different from the distribution at phase 0, but
at any given phase, the equilibrium distribution will always be the same. In theory, the population
reaches this equilibrium only after infinitely many oscillation cycles have passed, but in practice,
more than a couple of hundred cycles are rarely necessary to obtain equilibration, and frequently
equilibration occurs after only a handful of cycles.
We can also calculate accurately what happens when the oscillations are very fast or very slow.
The general result is the following: Under very fast changes, the population behaves as if the fitness
landscape did not change at all, but instead were the average of the changing landscape (49, 48).
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That is, if for example two traits are alternatingly selected for, then above a certain oscillation
frequency, the population will simply acquire both traits at the same time. For very slowly changing
landscapes, the population essentially does not realize that the environment is changing, and climbs
the local peak that best represents the current environment. If the environment changes slowly but
continuously, then the population will track this local optimum, and always stay optimally adapted
(29). If however the environment suddenly requires a completely different adaptation, then the
population may be thrown off track and suddenly find itself hopelessly ill adapted and unable to
cope with the new environment (38).
The behavior at intermediate oscillation frequencies falls between the two extremes. As the
oscillation frequency goes up, the population ceases to track the changes accurately, and behaves
more as if it were only experiencing the average fitness landscape. An interesting phenomenon that
occurs at intermediate oscillation frequencies is the phase shift. The term phase shift means that
there is a substantial lag between the point in time at which a change in the fitness landscape takes
place and the point in time at which the population shows response to this change. If we measure
this lag in units of the oscillation period, then the lag goes to zero as the oscillation period increases.
However, when the oscillation period decreases, then the phase shift can assume substantial values, as
the population is constantly trying to keep up with the changes in the landscape (29). To summarize,
we can compare the evolutionary dynamics in a periodic fitness landscape with the effect of a low-
pass filter on an audio signal (49, 29): A low-pass filter replaces high-frequency signals with their
average intensity, and lets low-frequency signals pass unaltered. Moreover, for intermediate to high
frequency signals, a low-pass filter introduces a time lag (phase shift) that depends on the frequency
of the signal.
The general predictions for a fitness landscape whose changes are aperiodic or irregular are very
similar to those for a periodically changing fitness landscape. Again, evolution essentially acts as a
low-pass filter on the changing fitness landscape. The population will not be able to follow changes
in the fitness landscape that happen on a short timescale, and will see only the average effect of
these changes. However, the population will typically be able to track accurately a slowly changing
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landscape and stay optimally adapted. One significant difference to periodic fitness landscapes is the
case of very fast, irregular changes. In this case, it can happen that the population loses track of the
advantageous regions in the fitness landscape altogether, and becomes completely ill adapted. This
loss of adaptation can be considered as the dynamic equivalent of the classic (static) error threshold.
The static error threshold sets an upper bound to the maximum mutation rate that a population
can sustain without losing all genetic information (14). The dynamic error threshold differs from
the classic error threshold in that it sets a lower bound on the minimum mutation rate with which
a population can still follow the changes in the fitness landscape (27).
3.4 Adaptation to Two Alternating Hosts
As an example for a periodic fitness landscape, we consider here the situation where a virus popula-
tion has to adapt to two alternating hosts. Such a situation is common for example in arboviruses,
which alternate between rounds of replication in arthropod vectors and rounds of replication in ver-
tebrate hosts. One question that is frequently asked in this context is whether the virus can adapt
to both hosts at the same time, or whether adaptation to one host is typically accompanied by loss
of adaptation to the other host. We can study this question in the framework of a very simple
model. Assume that a virus strain has one gene that is advantageous in host one and neutral in
host two, and a second gene that has the reversed properties. We refer to this strain as the divided
strain. Further, assume that there is also a second virus strain which has a single gene that conveys
the advantageous functions of each of the two genes in the corresponding hosts. We refer to this
strain as the fused strain. In addition, both the divided and the fused strain can suffer from point
mutations, and do so at the same rate per site. In the case of the divided strain, a single point
mutation will affect either of the two genes (and thus the two functions) separately, whereas in the
fused strain, point mutations affect both functions simultaneously. Note that while we talk about
separate genes throughout this chapter, this model can also apply to separate functions carried out
by a single gene. In this case, the divided strain corresponds to a gene that can adapt to either
function, but not to both at the same time, wherease the fused strain corresponds to a gene that
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can adapt to both functions at the same time. These differences in the strains can be caused by
pleiotropic effects.
Throughout this section, we consider populations of finite size N , whereas the general results
presented in the previous section are derived from infinite-population theory. By and large, these
general results also apply to finite populations. The main difference is that (i) in finite populations,
genotypes can truly go extinct, whereas all genotypes are always present in infinite populations, and
(ii) that the quasispecies dynamic becomes a stochastic process, subject to fluctuations and chance
events.
Figure 3.1 demonstrates how the divided strain will evolve if it is grown alternatingly for 30
generations each on one of the two hosts. When the divided strain grows on host one, the second
gene is not under selection, and therefore slowly deteriorates due to mutation accumulation. When
the virus is transferred to the second host, then gene two comes under selection and rebounds
quickly, while gene one starts to deteriorate. Figure 3.2 illustrates this dynamic by visualizing the
mutant cloud that forms at different points in time. When gene one is under selection, then only
a small number of sequences acquire mutations in this gene, while at the same time the majority
of the population acquires mutations in gene two. The image reverses when gene two starts to
come under selection. Then, only a small number of sequences acquire mutations in gene two, but
almost all sequences acquire mutations in gene one. Note that the fused strain, grown under the
same conditions, fully retains both functions at all times, and accumulates only a small number of
mutations in any case (fig. 3.2).
If we compete the divided with the fused strain in a changing environment, which one will
prevail? There is no simple answer to this question. The answer depends on a number of factors,
the two most important of which are the time scale on which the changes in the environment occur
and whether mutation pressure creates any additional trade-offs between the divided strain and the
fused type. For example, if the environment changes very quickly (such as when the host changes
every generation), then the divided strain will maintain both functions at all times, just as the
fused type does. Therefore, in this case the only difference between the two strains is the extent
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Figure 3.1: Frequencies of error-free genes as a function of time. Parameters are: Oscillation period
T = 60, per-site mutation rate µ = 0.02, length of a single gene of the divided strain ldiv = 5,
selective advantage of functional gene s = 1, population size N = 1000.
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Figure 3.2: Population structure of either the divided or fused strain at various time points. Gray
levels indicate the fraction of sequences at the given mutational distance from the respective error-
free sequence. Parameters are: Oscillation period T = 60, per-site mutation rate µ = 0.02, length of
a single gene of the divided strain ldiv = 5, length of the fused gene lfused = 8, selective advantage
of functional gene s = 1, infinite population size.
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to which they suffer from mutation pressure. If we assume that their per-site mutation rate µ is
the same, then the mutation pressure translates into the number of sites in the genome that are
under selection. The strain with the larger number of sites under selection will suffer from a higher
mutational pressure, and lose against the other strain (47). Thus, if the fused gene can perform both
functions with fewer sites under selection than the two genes of the divided strain, then the fused
strain has an advantage. A similar argument applies when the environment changes very slowly.
However, in this case the selection pressure is different, because the virus has sufficient time to adapt
fully to one host before it is exposed again to the other host. During this long period of exposure to
a single host, the decisive factor is now whether the single gene of the divided strain that is needed
for this host suffers from a higher mutational pressure than the fused gene.
It is probably reasonable to assume that the two genes of the divided strain each have fewer
selective sites than the single fused gene, but that the fused gene has fewer selective sites than the
two former genes together. Under this assumption, the fused strain will be advantageous when the
environment changes quickly, while the divided strain will be advantageous when the environment
changes slowly. Figure 3.3 shows how the fused strain can invade a population of the divided strain
if the environmental changes occur on a sufficiently fast time scale, while fig. 3.4 shows how the
divided strain can invade a population of the fused strain if the environment changes slowly.
In experiments with digital organisms (self-replicating computer programs that mutate and
evolve, (46)) that were adapting to a periodically changing fitness landscape, trajectories very simi-
lar to the one shown in fig. 3.3 were observed for moderately to rapidly changing fitness landscapes,
but not for very slowly changing fitness landscapes (26). These observations imply that genes or
part of genes can indeed evolve to be fused or divided, even if the system under study does not a
priori provide fused or divided genes. In the digital organisms, separation or fusion of genes was
not imposed from the outside, unlike in the case of the simple toy model discussed in this section,
and evolved presumably through changes in the amount of epistatic interactions among the different
parts of the digital organisms’ genomes.
Several groups have experimentally tested the effect of replication in two different hosts on the
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Figure 3.3: Fused strain invades a population of the divided strain. A single fused genotype is
introduced into the population at t = 0, and reintroduced at later times whenever all fused genotypes
have been lost from the population. The 25th introduced genotype goes to fixation. Parameters are:
Oscillation period T = 60, per-site mutation rate µ = 0.006, length of a single gene of the divided
strain ldiv = 5, length of the fused gene lfused = 8, selective advantage of functional gene s = 1,
population size N = 1000.
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Figure 3.4: Divided strain invades a population of the fused strain. A single divided genotype
is introduced into the population at t = 0, and reintroduced at later times whenever all divided
genotypes have been lost from the population. The 31st introduced genotype goes to fixation.
Parameters are: Oscillation period T = 600, per-site mutation rate µ = 0.006, length of a single
gene of the divided strain ldiv = 5, length of the fused gene lfused = 8, selective advantage of
functional gene s = 1, population size N = 1000.
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evolution of viral quasispecies. Alternating acute replication of vesicular stomatitis virus (VSV),
eastern equine encephalitis virus (EEEV), and Dengue virus in cells of insect and mammalian origin
led to fitness increase in both cells types (31, 43, 8). The difference in behavior between VSV
and EEEV is that for VSV, insect and mammalian cells represent similar fitness landscapes for
replication, whereas for EEEV a trade-off can be observed: Adaptation to one cell type results in
loss of viral fitness in the other. Similar results are observed for adaptation to cells of insect and
avian origin. Viruses that grow alternatingly on these two cell types produce adaptations to both
environments in spite of trade-offs (9). However, while acute insect replication does not involve
trade-off for acute mammalian replication, persistent replication of VSV in insect cells does result
in trade-off for replication in mammalian cells (30), and evolution during alternation between acute
mammalian replication and persistent insect replication is dominated by the persistent phase (51).
Additional work has been done using different types of mammalian cells (BHK-21, MDCK and
HeLa) as hosts for VSV replication. In these experiments, VSV consistently adapted to both of the
alternating cell types independently of the existence of trade-offs and independently of whether the
host switch occurred periodically or randomly (40). All these experimental results are in qualitative
agreement with the theory, in that they show that there is no simple rule of how viruses behave that
are grown alternatingly in two different hosts. They may either adapt to both hosts at the same
time, or adapt to one host at the expense of adaptation to the other. Which of the two cases occurs
depends on the time spent in each of the two hosts, and also on the details of the fitness landscape
in the two hosts.
3.5 Adaptation of Mutation Rate
In the context of time-dependent environments, it is natural to ask what is the optimal mutation
rate for the viral population. In a static environment, once a virus has reached the global optimum
in the fitness landscape, all mutations are deleterious. In this case, it pays for the virus to reduce
the mutation rate as much as possible, as a lower mutation rate translated into a lower mutational
load—and thus higher average fitness—for the offspring virions. In a time-dependent environment,
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on the other hand, a zero or near-zero mutation rate is detrimental. A virus needs a sufficiently
high mutation rate in order to be able to follow changes in the fitness landscape. It is clear that the
mutation rate at which the virus is optimally capable of tracking the fitness landscape will depend
on the speed and nature of the changes in the fitness landscape.
Nilsson and Snoad (28) studied a simple model of a viral quasispecies that has to track a moving
fitness peak, and calculated the optimal mutation rate in this model. The model assumptions are
the following: The fitness peak remains static for a time interval of length τ1. Then, it moves to
a position nearby in the sequence space. The distance from the old position to the new position is
k1 point mutations. The peak remains static at the new position for a time interval of length τ2,
until it moves to another nearby position, this time with distance k2, and so on. The lengths of the
intervals τi and the distances ki need not be identical from shift to shift. Nilsson and Snoad found
that the optimal mutation rate could be expressed simply as µopt = 〈k〉/(〈σ〉〈τ〉), where 〈k〉 is the
average mutational distance that the the peak moves, 〈σ〉 is the mean replication rate of the virus
on the peak, and 〈τ〉 is the average time between peak shifts.
We can rewrite the result of Nilsson and Snoad such that its interpretation becomes more intu-
itive. Note that 1/〈σ〉 is the average time the virus needs to replicate, and that therefore 〈σ〉〈τ〉 is
the average time between peak shifts measured in virus generations. Thus Nilsson and Snoad’s result
states that the virus can optimally adapt to the changing environment if its genomic mutation rate
per generation is the mean distance between peaks divided by the number of generations between
successive peak shifts. This result makes intuitive sense: With this mutation rate, the majority
of mutants in the virus population will by the next peak shift have accumulated exactly the right
number of mutations to be located at the position of the new peak. It is interesting to note that for
〈k〉 = 1, we recover a result that Kimura had already derived in a much simpler model in 1967 (23).
Note that Nilsson and Snoad’s result is very different from the optimal mutation rate of an ill
adapted virus in a static environment, that is, of a virus that can still discover many advantageous
mutations even when the environment does not change. In this case, the optimal mutation rate is
given by the mean effect of deleterious mutations (35). A mutation rate of this magnitude optimally
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balances the beneficial effect of new advantageous mutations with the deleterious effect of too high a
mutational load. It is not clear whether Orr’s theory or Nilsson and Snoad’s theory is more relevant
to RNA viruses. The answer depends on the time scale on which changes happen, and on how easy
it is for a virus to reach optimal adaptation after a change in the fitness landscape has taken place.
If changes happen only occasionally, and a number of beneficial mutations need to be discovered to
reach optimal adaptation to the new environment, then Orr’s theory is probably more relevant. If
on the other hand changes happen regularly, and only one or two mutations are needed to reach
optimal adaptation to the new environment, then Nilsson and Snoad’s theory should apply.
3.6 Coevolution
In the preceeding sections, we have discussed virus evolution in fitness landscapes that change
because of external forces. By “external forces” we mean that the virus has to adapt to environmental
changes, but the environment is not influenced by the adaptive moves of the virus. In many cases,
however, the virus imposes a time-dependent fitness landscape on the environment just as much as
the environment imposes a time-dependent fitness landscape on the virus. Typical examples are the
interaction between virus and immune system, and coevolution of virus and host in general. This
section is not meant as an in-depth review of these areas, but rather as an entry point that should
help the reader locate the relevant literature in this field.
Kamp and co-workers (21, 22) have extended earlier work on a virus population that is tracking
a moving optimum (27) to the case where the moving optimum is defined by an adaptive immune
system, which itself is tracking the virus population (see also (20) for a review). Interestingly, in
this case not only does the virus population form a quasispecies, but the immune system can be
interpreted as a quasispecies as well: Under B cell proliferation and somatic hypermutation, a mutant
cloud of B cells developes that behaves similarly to a viral quasispecies. Kamp and Bornholdt found
that both the viral quasispecies and the B cell quasispecies suffer from the classical error threshold
if their mutation rates are too high. In addition, the viral quasispecies suffers also from a dynamic
threshold if its mutation rate is too low in comparison to that of the B cells. In this case, the virus
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cannot escape rapidly enough from the immune system, and is driven to exinction. Kamp and co-
workers also calculated the optimum mutation rates for both the immune system and the virus, and
found that both results compare favorably with experimental observations (21, 22). The optimal
mutation rate for the virus has a particularly simple and intuitive interpretation: The mutation
rate should be such that each viral epitope acquires on average exactly one mutation within the
time frame in which the immune system reacts to that epitope. (Note that this result is essentially
identical to the one of Kimura (23) discussed in the preceeding section.)
Brumer and Shakhnovich (5) have extended this work to study the effect of semiconservative
replication (where both template and copied sequence acquire mutations, as is the case in replication
of double-stranded DNA) versus conservative replication (where mutations arise only in the copied
sequence, as is the case with most RNA-based viruses). They have found that the optimum viral
mutation rate is largely unaffected by the mode of replication, but that the model dynamics away
from this optimum differ substantially with the mode of replication. Brumer and Shakhnovich
suggest that their result might explain why DNA-based viruses tend to have much smaller mutation
rates than RNA based viruses.
In general, a substantial amount of modeling work on the interaction between viruses and immune
systems has been done by theoretical immunologists. While many of the basic immunological models
do not explicitly consider evolution, they provide a natural starting point for more realistic models
that do include evolutionary effects. Good introductions to theoretical immunology and its relation
to virus dynamics and virus evolution are the book by Nowak and May (32) and a recent review
article by Perelson (36).
Coevolution of viruses and host cells has been studied experimentally in several viral species,
particularly during persistent infection. Infection of BHK-1 cells with foot-and-mouth-disease virus
can select cells of increased resistance, which in turn selects viral populations of increased virulence
for nonselected host cells (25, 16). Similar results have been reported for experiments with persistent
infection of poliovirus (4), reovirus (1, 11), and mouse hepatitis virus (7). As a consequence, persis-
tently infected cells are less susceptible to viral infection, and this susceptibility tends to correlate
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with the ability (or lack thereof) of the virus to enter the cells (4, 11, 7).
Another model of coevolution that has been studied extensively both theoretically and experi-
mentally is that of defective interfering particles (DIPs) and their full-length wild-type counterparts.
DIPs are mutant viruses with large deletions in their genomes. Because of these deletions, DIPs can-
not produce all the proteins needed for replication, but they can use these proteins from coinfecting
full-length wild-type helper viruses.
Several authors have studied the dynamics of DIPs and their associated helper viruses theoreti-
cally (2, 39, 24, 15). DIPs can accumulate when the multiplicity of infection (m.o.i.) is high, for two
reasons: First, at high m.o.i., DIPs frequently coinfect cells together with the wild type, and thus
have access to the wild type proteins that they need for replication. Second, DIPs have a smaller
genome size than the wild type, and thus can replicate faster than the wild type and use up a larger
share of wild-type protein than the wild type does itself. The simplest models of this system predict
that DIPs and the wild type will evolve towards a stable equilibrium, and that a DIP-resistant
mutant can occur which will replace the DIP-wild type system (39). More elaborate models that
take into account the changing size of the virus population, for example under recurrent passaging,
show that fluctuating levels of DIPs and wild type are more realistic, and that the DIP-wild type
system can spontaneously go to extinction (2, 24, 15). For example, extinction happens when a
severe bottleneck removes all wild-type particles from the virus population.
While DIPs have been identified in many viral species (reviewed in (17)), persistent VSV infection
of mammalian cells is the system of DIP-driven evolution that is characterized in most detail. DIPs
accumulate during infection of mammalian cells at high m.o.i., but not at low m.o.i. Eventually,
DIP-resistant mutant genomes of full length appear, and rise to fixation as they replace both the
wild type and DIPs. These mutants are typically characterized by extensive rearrangement of the
genomic termini (34). If viral replication continues at high m.o.i., then new DIPs arise that can
use the full-length mutant genomes as helper viruses. Thus starts a second phase of interference.
Such cycles of the emergence of interfering DIPs followed by the emergence of resistant full-length
genomes can proceed for long periods of time (10).
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3.7 Discussion
While the first 25 years of quasispecies theory were dominated by studies of static fitness landscapes,
in recent years several groups have started to analyze quasispecies dynamic in time-dependent envi-
ronments. It is comforting to see that by and large, the results derived for static fitness landscapes
apply—with only minor modifications—to dynamic fitness landscapes as well. There is no need to
replace quasispecies theory with some other theory just because viruses do not live in perfectly stable
environments. On the contrary, the theory for periodically changing fitness landscapes, for example,
is actually mathematically equivalent to that of a static fitness landscape, and can be analyzed with
exactly the same tools.
However, dynamic fitness landscapes do, of course, introduce new effects that cannot be observed
in static fitness landscapes. The most dramatic such effect is probably the dynamic error threshold,
discovered by Nilsson and Snoad (27), which puts a lower bound on the minimum mutation rate at
which a virus population is still capable of following the changes in the landscape. This dynamic
error threshold, in combination with the classical error threshold known from static landscapes,
restricts the useful range of mutation rates to a fairly narrow region, and it has been suggested that
the mutation rates of several RNA viruses fall right into this region (21, 22).
A particularly useful way to describe the overall behavior of an evolving population on a dynamic
fitness landscape is to say that the population acts like a low-pass filter. The slower the changes
in the landscape, the more accurately the population will track them, and the smaller the time lag
from the change in the landscape until the population reacts to it. The faster the changes, on the
other hand, the less accurately the population will track them, and the larger the time lag until the
population reacts. In the limit of very fast changes, the population will stop to track the changes
completely, and simply adapt to the time-averaged fitness landscape.
This review has shown that we have a fairly good understanding of quasispecies theory in time-
dependent environments, at least on a broad, qualitative level. However, as always, the devil is in
the detail, and there remain many open questions. Most importantly, the theoretical models tend
to be based on simplified fitness landscapes, in which a single gene sequence provides full function,
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and any mutation to that sequence destroys or at least severely inhibits the function. However, we
know that mutations can come with a broad spectrum of effects, from fully neutral to somewhat
deleterious to lethal. In a changing environment, this spectrum may change over time as well, for
example as a function of the virus host. One of the main goals of future work in this area must be
to determine the detailed structure of realistic fitness landscapes and how exactly they change over
time. To realize this goal, close collaboration between theoretical and experimental groups will be
necessary.
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Chapter 4
Tradeoff Between Short-Term and
Long-Term Adaptation in a
Changing Environment
The work presented here is heavily based on:
R. Forster and C. O. Wilke, Tradeoff between short-term and long-term adaptation in a changing
environment. Physical Review E 72, 041922 (2005). Reprinted with copyright permissions.
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4.1 Abstract
We investigate the competition dynamics of two microbial or viral strains that live in an environment
that switches periodically between two states. One of the strains is adapted to the long-term
environment, but pays a short-term cost, while the other is adapted to the short-term environment
and pays a cost in the long term. We explore the tradeoff between these alternative strategies in
extensive numerical simulations and present a simple analytic model that can predict the outcome
of these competitions as a function of the mutation rate and the time scale of the environmental
changes. Our model is relevant for arboviruses, which alternate between different host species on a
regular basis.
4.2 Introduction
The quasispecies model (8) is the premier model to study the evolution of asexual replicators, such
as self-replicating molecules or viruses (7, 5). Originally formulated for constant environments, the
quasispecies model has recently been extended to describe adaptation to a changing environment
(15, 26, 16, 10, 1). The various extensions of the model all work within the original deterministic
framework developed by Eigen and co-workers, and thus assume that the population size is infinite.
This assumption implies that a population can never lose any genetic information. However, the
loss of genetic material and the mechanisms that prevent it from occurring, are probably major
forces shaping the evolutionary dynamics of finite populations in time-dependent environments: A
finite population can lose to mutation pressure previously useful genetic material that has become
meaningless after a change in the environment, and the population may not be able to reacquire this
material when the environment changes back to its original state. Consequently, the population will
be at a selective disadvantage in comparison to another population that has managed to prevent
a similar loss, even if the second population had to pay some short-term cost to keep the useless
genetic material. Therefore, in an environment that alternates between two (or more) states, natural
selection faces two conflicting agendas—specialization to the current state of the environment, or
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adaptation to the long term environment which includes both environmental states.
Here, we study the evolutionary dynamics of competing finite populations of asexual replicators
in an environment that alternates between two states, remaining in each state for a time interval
of length T/2 before switching to the other. To study the tradeoff between the competing forces of
selection in this environment, we consider two different strains of replicators, as previously proposed
(24). The first strain, which we refer to as the fused strain, has a single gene that performs equally
well in both environmental states. The second strain, which we refer to as the divided strain, has two
genes, each of which is advantageous in one environmental state and useless in the other. Clearly,
if the fused strain performs as well as the divided strain in both environments, without paying any
additional cost, then the divided strain cannot have a selective advantage over the fused strain,
regardless of the time scale on which environmental changes happen. If, however, the fused strain
does pay some small cost, then which strain is advantageous depends on the exact interplay of the
cost, the time scale of environmental change, and the mutation rate. Here, we develop a method
to assess and analyze this interplay, and to predict which strain is advantageous in a given setting.
As cost, we consider the differential mutation pressure that arises when the fused and the divided
strain have genes of different length (27, 23). However, it is straightforward to extend our approach
to other types of costs.
Note that while we refer to separate genes throughout this paper, our model can also apply to
separate functions carried out by a single gene. In this case, the divided strain corresponds to a
gene that can adapt to either function, but not to both at the same time, whereas the fused strain
corresponds to a gene that can adapt to both functions at the same time. Such a situation has
been observed in an artificial-life simulation with a changing environment (13), where the fusion of
genetic function evolved presumably through changes in the amount of epistatic interactions among
the different parts of the organisms’ genomes.
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4.3 Materials and Methods
4.3.1 Model
Here, we model the evolutionary dynamics of a finite population in a time-dependent environment.
For comparison, for an infinite population in a time-dependent environment, the quasispecies equa-
tion reads (26)
dyi(t)
dt
=
∑
j
wj(t)µijyj(t)− yi(t)
∑
j
wj(t)yj(t) , (4.1)
where yi is the fraction of type i in the population, wi(t) is the replication rate (i.e., fitness) of type
i at time t, and µij is the mutation rate per unit time from type j to type i. The quadratic term
corresponds to the total production of new organisms per unit time and is subtracted to keep the
yi(t) normalized.
We represent all genes as binary strings. The divided strain has two genes, each of length Ldiv,
and the fused strain has a single gene of length Lfuse. For each gene, there exists a single functional
sequence (the master sequence) that confers the selective advantage, and all alternative sequences
are nonfunctional, regardless of the environment. The reproductive fitness wi(t) of an individual is
determined by whether the individual has a functional gene specialized for the current state of the
environment. An individual with the correct functional gene has fitness 1 + s, while an individual
without such gene has fitness 1. Mutations occur upon reproduction with a per-site probability µ,
corresponding to a per-gene mutation rate of U = µL.
4.3.2 Simulation
Both the speed of environmental change and the mutation rate µ are important factors in deter-
mining the outcome of the competition between the divided and fused strains. To assess their
relative importance, we simulated a population of N = 1000 individuals reproducing in discrete
generations, and with probability of reproduction proportional to their fitness (Wright-Fisher sam-
pling). Initially the population was divided equally between fully functional members of the two
strains and the simulation continued until one strain became extinct. We fixed the length of the
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divided strain at Ldiv = 5, while Lfuse varied from 3 to 11. We performed 10, 000 replicates at
each pair of period lengths and mutation rates, for T/2 (10, 30, 100, 300, 1000, 3000, 10, 000) and
Udiv = µLdiv (0.0001, 0.0003, 0.001, 0.003, 0.01, 0.03, 0.1, 0.3, 1, 3).
4.4 Results
4.4.1 Time Scales
To understand the dynamics of competition between the divided and fused strains in a finite pop-
ulation, we consider two time scales—the competition time scale Tc and the drift time scale Tdr.
In order to calculate these time scales, we need to know the selective advantage of one strain over
the other. The selective advantage s of genotype i over genotype j is a key quantity in theoretical
population genetics, and is defined as s = (wi − wj)/wj (4). While this definition is a priori appli-
cable only to individual genotypes, it turns out that to a good approximation standard results from
population genetics can be applied to separate strains (which consist of a mixture of closely related
mutants) if we treat each strain as an individual genotype with fitness given by the strain average
〈w〉 (22). Throughout this paper, we refer to the selective advantage of one strain over another as
the effective selective advantage of this strain. We define the effective fitness advantage of the fused
strain over the divided strain by
seff =
〈wfuse〉 − 〈wdiv〉
min{〈wfuse〉, 〈wdiv〉}
. (4.2)
This definition guarantees that the magnitude of seff corresponds to the fitness advantage of the
superior strain, while the sign indicates whether the fused strain is superior (positive seff) or inferior
(negative seff). If one strain has an effective fitness advantage |seff | over the other, the competition
time scale Tc is defined to be the typical time until extinction of the inferior strain in a constant
environment. Neglecting finite population effects, and applying eq. (4.1) to strains rather than
genotypes, we find that the population fraction x(t) of the superior strain changes approximately
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according to the logistic equation
x˙(t) = |seff |x(t)[1− x(t)], (4.3)
subject to our initial condition that x(0) = 1/2. To determine the typical extinction time of the
inferior strain, we solve eq. (4.3) for the time when a single member remains of the inferior strain.
Thus
Tc =
ln(N − 1)
|seff |
≈
ln N
|seff |
. (4.4)
The drift time scale is defined as the average time for a neutral mutation to go to fixation.
Neutral drift becomes important when the fitness advantage between the competing strains is small
compared to the fluctuations due to finite sampling effects, i.e., when seff . 1/N (11). For our initial
conditions, diffusion theory (12) predicts that
Tdr = 2N ln 2 ≈ 1390 generations. (4.5)
4.4.2 Quasispecies Effects
Given sufficient time to reach equilibrium, each strain will adopt a quasispecies distribution con-
sisting primarily of those members with a functioning gene adapted to the current environment,
together with the deleterious mutants that are constantly regenerated through mutation pressure.
In our dynamic fitness landscape, the fused strain will attain this equilibrium distribution after some
time, while the divided strain will attempt to equilibrate to the current environment and then go
through a period of transition when the environment changes. As an example, figure 4.1 illustrates
the formation of the fused-strain quasispecies and the dynamics of the divided-strain quasispecies
in the limit of large population size.
Before we can use the time scales derived in the preceeding section to predict the competition’s
outcome, we must estimate the average fitness of each strain appearing in eq. (4.2). In our model,
the average fitness 〈w〉 of a strain is given by 〈w〉 = 1+sy0, where y0 is the fraction of the population
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Figure 4.1: Population structure of the divided and fused strains at various time points. Gray levels
indicate the fraction of sequences at the given mutational distance from the respective error-free
sequence. Parameters are: Oscillation period T = 60, per-site mutation rate µ = 0.02, length of a
single gene of the divided strain Ldiv = 5, length of the fused gene Lfused = 8, selective advantage
of functional gene s = 1, infinite population size. From (24).
that has a functional gene for the current environment. Thus eq. (4.2) becomes
seff =
sy0,fuse − sy0,div
1 + s min{y0,fuse, y0,div}
. (4.6)
To estimate y0, we assume that the quasispecies immediately reaches its equilibrium distribution.
Denoting yi(t) as the population fraction of a given strain with i errors at time t, we neglect the back
mutation term (that is, the term that represents mutations from genotypes with errors to error-free
genotypes) in eq. (4.1) and obtain
y˙0(t) = (1 + s)Q00(L)y0(t)− [1 + sy0(t)]y0(t), (4.7)
where Qij(L) is the probability that a string of length L with j errors mutates into one with i
errors. Qij(L) has been given for example in (28). Setting y˙0 = 0 in equilibrium, we find y0 =
[(1 + s)Q00(L)− 1]/s. However, when back mutations become significant and y0 approaches zero in
this expression, we reach the classical error threshold (8). For mutation rates beyond this point, we
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assume that the population is randomized uniformly over all possible states, and hence we use
y0 = max
{ (1 + s)Q00(L)− 1
s
, 2−L
}
(4.8)
for all mutation rates. For mutation rates below the error threshold, eq. (4.8) yields a simple form
for the magnitude of the fitness advantage, |seff | = (1− µ)
−|Ldiv−Lfuse| − 1, while the sign of seff is
given by sgn(Ldiv−Lfuse). This result shows that the effect of mutational load on fitness is to favor
whichever strain has the shorter length.
The result of Eq (4.8) applies to a quasispecies that has reached equilibrium. While the equilib-
rium assumption provides a good estimate for the fused strain, the rate of environmental changes
may prevent the divided strain’s quasispecies from ever reaching this equilibrium. If the environment
changes quickly (relative to the competition and drift time scales), the divided strain persists in an
average environment that requires both genes for functionality (26), and hence this strain has an
effective gene length of 2Ldiv. In this case, we approximate the resulting quasispecies as one with
a single gene of length 2Ldiv and replace Q00(Ldiv) by Q00(2Ldiv) in eq. (4.8). Even though this
approximation disregards the two-dimensional nature of the divided-strain quasispecies, it gives a
reasonably good estimate of the true y0 for most mutation rates. Note, however, that we do not
replace 2−Ldiv by 2−2Ldiv. At any point in time, the environment favors only one of the divided
strain’s two genes, and hence beyond the error threshold the probability that a randomly chosen
individual from the divided strain carries a functional gene remains 2−Ldiv. We refer to seff calcu-
lated with Q00(Ldiv) as the short-term limit, and to seff calculated with Q00(2Ldiv) as the long-term
limit.
4.4.3 Predicting the Probability of Fixation
We propose a simple ternary model to predict the probability of fixation p of the fused strain. In
our model, p is 0 if the divided strain is favored, 1/2 for neutral evolution, when both strains are
equally likely to go to fixation, or 1 if the fused strain is favored. First, we classify the selective
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Table 4.1: Selective regime, as determined by the relative magnitudes of Tdr, Tc, and T/2
Condition Selective Regime
T/2 > Tc short-term limit
Tdr < T/2 < Tc neutral limit
T/2 < Tdr , Tc long-term limit
Table 4.2: Model predictions, as determined by the relative magnitude of seff and 1/N
Fitness Advantage (Fused Strain) Prediction p
seff ≤ −1/N divided strain wins 0
−1/N < seff < 1/N neutral
∗ 1/2
seff ≥ 1/N fused strain wins 1
∗ In the neutral case, both strains are equally likely to win.
regime based on the drift time Tdr and the short-term competitive time scale Tc = ln N/|s
short
eff | in
comparison to T/2, the length of time for which the environment remains constant (see table 4.1).
If Tc < T/2, then we expect the competition between the two strains to end before the environment
changes even once and hence the short-term limit applies. The value of Tdr is irrelevant in this
case. If both times are longer than T/2, then we expect the competition to extend over several half
periods and hence the long-term limit applies. Finally, if T/2 is smaller than Tc, but larger than
Tdr, then we expect drift to be the dominant force. We call this regime the neutral limit and set
seff = 0. Having determined the appropriate limiting case (short-term, neutral, or long-term limit),
we can use the associated fitness advantage seff to predict the probability p of fixation for the fused
strain (table 4.2). If |seff | < 1/N , then the two strains are effectively neutral. Hence, the outcome
of the competition is determined by drift and p = 1/2. Otherwise, p = 0 or 1 depending on whether
seff is negative or positive.
4.4.4 Comparison with Simulation Results
From our simulations, we estimated the probability p that the fused strain would fixate in the
population as a function of T/2, Udiv, and Lfuse. Results are shown in figure 4.2A,B,C, for repre-
sentative values of Lfuse. The probabilities obtained by simulation have a standard error of ±1%.
Figure 4.2D,E,F shows the corresponding predictions of our model. Over the full range of parame-
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ters described in section 4.3.2, our model predicted that the divided strain was superior in 235 cases
(p = 0), that the strains were neutral in 240 cases (p = 1/2), and that the fused strain was superior
in 155 cases (p = 1). The range of simulation results corresponding to each of these three predictions
is shown in figure 4.3. When the model predicted p = 0, 85% of all simulation probabilities fell in
the range 0–0.1. When p = 1 was predicted, 84% of simulation probabilities fell between 0.9 and 1,
while in the neutral case (p = 1/2 predicted), 58% of simulation probabilities fell between 0.45 and
0.55. The rms error between the simulation values and the model predictions is 18.6%, averaged
over all cases. For comparison, the best possible rms error for any such ternary model is 7.6% on
this data.
4.5 Discussion
The study of quasispecies dynamics in a time dependent fitness landscape to date has primarily
focused on the limit of infinite population size (15, 26, 16, 10, 1). In a periodic fitness landscape,
an infinite population size guarantees that competition between two strains will result in the deter-
ministic extinction of the inferior strain or, in certain finely tuned cases, an unstable coexistence
between the strains (although frequency dependent selection may stabilize this equilibrium (25)).
In contrast, the generalization of these models to a finite population presents a continuous range of
possibilities from almost certain extinction to the complete randomness of neutral drift.
In this study, we present a model for predicting the outcome of competition between finite
quasispecies’ in a periodic environment. As applied to our specific case of competition between a
divided and a fused strain, our model shows good qualitative and quantitative results in comparison
with simulation (figs. 4.2 and 4.3). When Lfuse < Ldiv or Lfuse > 2Ldiv, one of the two strains is
strictly superior and the outcome of the competition is determined by whether drift or competition
are more important at the given mutation rate. For intermediate values of Lfuse the competitive
dynamics are more complex, as certain combinations of mutation rate and period lengths favor the
fused strain while others favor the divided strain.
The only qualitative feature of the competitive dynamics we have ignored is the time for the
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Figure 4.2: Left (A, B, C): Simulation results for the probability of fixation of the fused strain as
a function of the mutation rate Udiv = µLdiv and period length T for Ldiv = 5 and Lfuse = 4, 6, 11
(top to bottom). Simulation results have a standard error of approximately ±1%. Right (D, E, F):
Model predictions for the same. Parameter values are s = 1, N = 1000.
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quasispecies to reach its equilibrium distribution. We decided not to include a quasispecies time
scale in our model after preliminary efforts showed that the added complexity failed to significantly
improve model accuracy. While the fused strain quickly reaches its equilibrium independent of the
environment’s state, the divided strain may fare worse than predicted in some special cases when it
spends significant time in transitions between the quasispecies distributions for each environment,
being poorly adapted in the meanwhile. Still, these cases are relatively rare since at low mutation
rates quasispecies effects are less important, while at high mutation rates the error threshold masks
any such effects.
Our results suggest that, under appropriate circumstances, a selective pressure exists to fuse or
divide complementary genes in a periodic environment. The tendency of uncertain enviromental
conditions to facilitate large scale genetic changes such as this one has recently been studied (6).
Most genomes are full of apparently useless or nonfunctional genetic material, which in our model
corresponds to the excess length of the fused strain over a single gene of the divided strain. In
populations as small as 1000 such as those we studied, such temporarily useless genetic material
comprising 20% of the genome could be stably maintained for periods of dormancy up to 1000
generations (figure 4.2B). Alternatively, a fused gene exposed to an appropriate periodic environment
might undergo division in response to the selective pressure we describe. The beginnings of a genome
segmentation has been observed in foot-and-mouth disease virus (FMDV) in response to conditions
of high multiplicity of infection (9). One explanation of this segmentation is that translational speed
favors shorter genes (14, 19), a fitness effect similar to the length-based mutational pressure of our
model.
Our model applies directly to the evolution of arboviruses, which are viruses transmitted by
arthropods. For example, the arbovirus West Nile virus is transmitted from birds to birds (and
the occasional human) by mosquitoes, experiencing the alternating environments of the avian and
insect hosts. Experimental virologists have long tried to determine whether viruses subjected to such
alternating environments adapt to the short-term or the long-term environment, but have not found
a conclusive answer. Experiments with vesicular stomatitis virus (VSV), eastern equine encephalitis
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virus (EEEV), and Dengue virus in cells of insect and mammalian origin have shown that in some
cases, adaptation to one cell type leads to loss of fitness in the other cell type, while in other cases
fitness can increase in both cell types at the same time (17, 18, 21, 20, 3, 2, 29). Which of the
two cases occurs depends on the time spent in each of the two hosts, and also on the details of the
fitness landscape in the two hosts. It stands to reason that in future experiments in which the time
scale of environmental change is varied over a wide range, a switch in the adaptation strategy from
short term to long term will be observed, and that the time scale at which the switch occurs can be
predicted with the methods we have developed here.
In conclusion, we have demonstrated that the competitive dynamics of finite populations in a
time-dependent environment can be quite complex, but that nevertheless, estimates of the effective
fitness advantages of the different strains together with an understanding of the drift and compet-
itive time scales can lead to remarkably accurate predictions of the evolutionary dynamics. We
believe that similar techniques will prove useful to interpret and predict outcomes of virus-evolution
experiments in changing environments.
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5.1 Abstract
We examine the action of natural selection in a periodically changing environment where two com-
peting strains are specialists respectively for each environmental state. When the relative fitness
of the strains is subject to a very general class of frequency-dependent selection, we show that co-
existence rather than extinction is the likely outcome. This coexistence may be a stable periodic
equilibrium, stable limit cycles of varying lengths, or be deterministically chaotic. Our model is
applicable to the population dynamics commonly found in many types of viruses.
5.2 Introduction
Alternating environmental conditions are common in many viral systems. Arboviruses are a class of
RNA viruses that alternate host species between arthropods and vertebrates, and include examples
such as West Nile virus, dengue fever virus, and vesicular stomatitis virus (VSV). Experimental
efforts have demonstrated that adaptation and evolution occur regularly under alternating envi-
ronmental conditions (3, 4, 35, 21, 22, 36, 39), suggesting that the wild type and mutant strains
present are in direct competition. Similarly, recent studies have found that density-dependent se-
lection is present in many viral experiments (32, 23, 37), and the alternating stages of low and high
multiplicities of infection (m.o.i.) can also present a periodic environment to the viral population
(37).
Also common in many viral systems is the presence of frequency-dependent selection (9, 38, 34).
While the frequency dependence of a strain’s fitness may take many functional forms, a common type
is where the strain competes best when it is rare relative to its competitor. This form of “fittest when
rare” frequency dependence naturally arises under biological conditions of parasitism or through
the evolution of cheating strategies. Viral deletion mutants known as defective interfering particles
(DIPs) are viral parasites commonly found under conditions of high m.o.i. (14, 25, 27, 11). No longer
capable of independent reproduction themselves, DIPs rely on co-opting wild-type viral products
in an infected cell, and have a selective advantage over the wild type due to the faster replication
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of their smaller genome (19, 28). Game theoretic models have been applied to conditions of viral
coinfection, where selfish behavior similar to that in the prisoner’s dilemma evolved (33, 17, 34).
Such selfish strategies naturally work best rare, suffering when common from a lack of others to
exploit.
Motivated by these common features of viral systems, we develop a theoretical model to study
competition between two strains in a periodic environment. Each strain is relatively well adapted to
one environment, but poorly adapted to the other. In this context, we model the general effects of
frequency-dependent selection under the simplifying assumption that the strains compete best when
rare. For a wide range of competitive conditions, our model predicts coexistence of both strains.
This coexistence may be as simple as a periodic alternation of population sizes synchronized with
environmental changes, or as complex as fully chaotic population dynamics.
5.3 Model
The competition between two strains, A and B, occurs in a time-dependent environment which
oscillates between two distinct states. We assume the limit of large population size and describe
the current state of the population by x, the population fraction of strain A. To characterize the
fitness of each strain, we normalize the fitness of the superior strain to be 1, and describe the relative
fitness of the inferior strain by a frequency-dependent fitness function w(x). During environmental
state 1, therefore, strain A is superior and has a constant normalized fitness wA = 1, while strain
B is inferior with frequency-dependent fitness 0 < wB(x) < 1. Consistent with our assumption that
strain B competes best when rare, we take wB(x) to be a monotonically increasing function. For
definiteness, we denote relative fitness of strain B when very common as b0 = wB(0) and the fitness
of strain B when very rare as b1 = wB(1), where b0 ≤ b1 by assumption. If the population starts in
environment 1 with a population fraction of strain A given by x, it will have a fraction f1(x) at the
end given by
f1(x) =
x
x + (1− x)wB(x)
. (5.1)
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Figure 5.1: Three cases of qualitatively different relationships between the frequency dependence
of fitness functions wA(x) and wB(x). Case I, left: Strain B is strictly superior. Case II, middle:
Neither strain is strictly superior. Case III, right: Strain A is strictly superior.
In environmental state 2, the roles of the strains reverse. Strain B is superior with normalized
fitness wB = 1 while strain A is inferior with frequency-dependent fitness wA(x). This means that
wA(x) is a monotonically decreasing function, and we denote the values a1 = wA(0) and a0 = wA(1)
where a0 ≤ a1. Let f2(x) give the population fraction at the close of environment 2, given that it
began environment 2 with population x. Then we have
f2(x) =
x wA(x)
(1− x) + xwA(x)
. (5.2)
We will make the biologically reasonable assumption that both fitness functions wA(x) and
wB(x) are continuous. Under these assumptions, there are three qualitatively different relationships
possible between the relative fitness functions wA and wB : One or the other can be strictly larger
for all values of x, or the fitness functions can cross at some intermediate value of x. These three
cases are show schematically in fig. 5.1. Note that the applicable case can be determined solely by
considering the relative magnitudes of the four constants a0, a1, b0, and b1.
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5.4 Results
5.4.1 Existence of Equilibria
We prove that the cases I and III from fig. 5.1 allow for no stable coexistence between strains, and
extinction occurs as the population fraction converges to x = 0 or x = 1 respectively. Conversely,
in case II there is always an equilibrium value of x ∈ (0, 1) where both strains coexist. The stability
of this equilibrium, however, is more complicated and will be addressed later. If we assume the
population begins a period at x in environment 1, it will end the period with population g(x) given
by
g(x) = f2[f1(x)] =
x wA(y)
wB(x) + x[wA(y)− wB(x)]
, (5.3)
where y = f1(x). An equilibrium in the periodic environment corresponds to a solution of the
equation g(x) = x. We shall henceforth refer to such a solution as an equilibrium, even though
the population is actually alternating between two different values, x and f1(x), as the environ-
mental state changes. We shall refer to a periodic equilibrium as a situation where, for example,
g(x) alternates between two different values (and the population alternates between four different
values before repeating the pattern). An equilibrium point x will be a locally stable or attracting
equilibrium if |g′(x)| < 1 and locally unstable or repelling if |g′(x)| > 1. Assuming the equilibrium
value does not correspond to extinction, x 6= 0, 1, we find that there can be a solution to g(x) = x
if and only if
wA(y) = wB(x) . (5.4)
In the cases I or III, the ranges of wA(x) and wB(x) are disjoint, and hence there can be no
solution to eq. (5.4). Therefore the only equilibrium solutions in these cases are x = 0 or 1, and
testing the derivative g′(x) at these values confirms that x = 0 is attracting while x = 1 is repelling
in case I, and vice versa for case III. Qualitatively, strain B wins the competition in case I and strain
A wins in case III. Observe that this results corresponds to the strain with the strictly larger relative
fitness function in fig. 5.1 going to fixation in the population.
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To see that there must be an equilibrium in case II, consider the function h(x) = wA[f1(x)] −
wB(x). This function is continuous, with h(0) = a1 − b0 > 0 and h(1) = a0 − b1 < 0. Thus by the
Intermediate Value Theorem, there exists an xe ∈ (0, 1) where h(xe) = 0. By construction, this xe
satisfies eq. (5.4) and hence xe is an equilibrium corresponding to coexistence of both strains. The
values x = 0 and x = 1, corresponding to extinction of either strain, are repelling equilibria. This
result can be seen by evaluating g′(x), where we find g′(0) = b1/a0 > 1 and g
′(1) = a1/b0 > 1. Thus
in case II, neither strain will suffer extinction in an infinite population. However, the equilibrium at
xe need not be stable in this case. For example, there could be an attracting periodic cycle or other
more complex behavior. In the case of many simple fitness functions we can rule out these complex
behaviors, as we show in the next section.
The stable coexistence of strains in case II is more remarkable given how likely it is to occur.
While the precise relative probabilities of the three cases will depend on the specific biological system
in question, we can qualitatively address this issue by assuming the endpoints of the fitness functions
a0, a1, b0, and b1 are chosen uniformly at random in [0, 1], consistent with the requirement that
a0 ≤ a1 and b0 ≤ b1. Under these assumptions, basic probabilistic considerations show that we
expect case II to occur 2/3 of the time, while cases I and III occur with probability 1/6 each.
5.4.2 Stable Coexistence in the Linear Case
Consider the special case when the functions wA(x) and wB(x) are linear functions,
wA(x) = a1 − (a1 − a0)x , (5.5)
wB(x) = b0 + (b1 − b0)x . (5.6)
In this case, we shall prove that there is a unique stable equilibrium when the fitness functions
meet the conditions of case II. To see that the equilibrium is unique, consider the function wA(y)
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that appears in eq. (5.4). Computing its derivative, we find that that it is a decreasing function,
dwA(y)
dx
=
dwA(y)
dy
df1(x)
dx
< 0 . (5.7)
While dwA(y)/dy is always negative since wA(y) is a decreasing function, the result of eq. (5.7)
only holds because df1(x)/dx is strictly positive in the linear case. Therefore, when we solve the
equilibrium equation wA(y) = wB(x), we are seeking the intersections between a strictly increasing
function, wB(x), and a strictly decreasing function, wA(y). Assuming we are in case II where an
equilibrium exists for x ∈ (0, 1), the equilibrium must be unique.
Moreover, this equilibrium is stable. Observe that for any fitness function, including nonlinear
ones, f2(x) is increasing since df2(x)/dx > 0. In the linear case, direct calculation shows that
df1(x)/dx > 0 and therefore g(x) is also an increasing function,
dg
dx
= f ′2[f1(x)]
df1(x)
dx
> 0 . (5.8)
It is impossible for the increasing function g(x) to have any oscillatory behavior. Since the values
x = 0 and x = 1 are known to be repelling fixed points for case II, the remaining equilibrium must
be a stable fixed point.
5.4.3 A Stability Condition
Our above proof that a unique and stable equilibrium exists in the case of linear fitness functions
can be generalized. The key condition is proving that g(x) is increasing. While df2(x)/dx > 0 holds
for all fitness functions, f1(x) may not be increasing. In general, we have
df1(x)
dx
=
wB(x) − x(1− x)w
′
B(x)
[x + (1− x)wB(x)]2
. (5.9)
Although w′B(x) > 0 by assumption, f
′
1(x) could be negative if the fitness function wB(x) changes
very rapidly as a function of the population fraction x. A sufficient but not necessary condition for
82
stable coexistence is therefore
wB(x) ≥ x(1− x)w
′
B(x) ∀x ∈ [0, 1] . (5.10)
We now give an example where rapid change in the frequency-dependent fitness leads to more
complex population dynamics.
5.4.4 Chaotic Dynamics in the General Case
In general, the population dynamics of our system can be chaotic. As an example, consider the case
that strain A has no frequency dependence, that is, wA(x) is constant. We take wB(x) to smoothly
change from a straight line to a step function as the parameter a increases. The fitness functions
for this example are shown in fig. 5.2, including wB(x) for varying values of the parameter a. The
specific functions used in this example are
wA(x) =
2
5
, wB(x) =
1
2
+
4
5pi
arctan
[
a
(
x−
1
2
)]
. (5.11)
An important result in the theory of one-dimensional iterated maps is Sarkovskii’s Theorem (29),
sometimes referred to as “Period Three Implies Chaos” (18). This theorem states that whenever a
continuous map has a point of period 3 it has points of all period lengths, a common property of
chaotic systems. Points of period 3 appear in our example once the parameter a & 102 (see also
fig. 5.3). For instance, when a = 103, we are in the domain of an attracting 8 cycle. In this case,
there are still points of period 3 (and hence all periods), but these other periodic points are unstable.
One of these unstable period 3 cycles is shown in fig. 5.4 converging quickly to the stable 8 cycle
due to finite precision effects. Several other population trajectories are shown in fig. 5.4, illustrating
the population dynamics for different parameter values a.
In fig. 5.5, we display the orbits of representative initial points after a large number of iterations
(see appendix C for technical details). As the parameter a increases, the attracting equilibrium of
the system is no longer a fixed point, but instead becomes a periodic equilibrium. The bifurcations
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Figure 5.2: Sample fitness function wA(x) (solid line) and functions wB(x) (broken lines) given in
eq. (5.11). Parameter values for wB(x) are a = 10
−2, 1, 102, 104.
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Figure 5.3: Illustration of a 3 cycle on the plot of g(x), using the fitness functions in eq. (5.11) and
the parameter value a = 103. The existence of a 3 cycle often indicates the presence of chaos in a
system.
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Figure 5.4: Population fraction of strain A, as a function of the number of environmental periods.
Left to Right: The unstable equilibrium is attracted to the stable 2 cycle (a = 101.5); the orbit of
x = 1/2 shows unpredictable behavior (a = 102); an unstable 3 cycle is attracted to the stable 8
cycle (a = 103).
85
Figure 5.5: Population fraction in steady state, plotted as a function of the parameter a in eq. (5.11).
We plot the population fraction x for many periods, after allowing a long time for initial equilibration
(periods shown are 1000-2000). From left to right, the system shows extinction of one strain, stable
coexistence, periodic behavior, and finally chaos. Initial conditions are chosen so that all attracting
orbits will be found (see appendix C).
that occur in fig. 5.5 with increasing a are one of the classic hallmarks of a chaotic system (6). For
small values of a . 1, the crossing condition of case II is not met, x = 0 is the stable equilibrium, and
strain A goes extinct. For 1 . a . 10, a stable equilibrium allows for coexistence of both strains,
with an increasing equilibrium fraction of strain A. For 10 . a . 100, the previous equilibrium is
no longer stable, and undergoes a period doubling bifurcation to produce a stable equilibrium of
period 2. As a increases beyond this point, the long term behavior of the system becomes increasely
complex, although there are occasional windows of relatively short stable periods. In spite of the
chaotic dynamics in this case, we can still see from fig. 5.5 that the two strains will coexist indefinitely
as long as the crossing condition is met, with the population fraction in this case varying within the
range x ≈ [0.3, 0.8].
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5.5 Discussion
Varying environmental conditions or frequency-dependent selection appear separately in many mod-
els of biological populations. Within the field of population dynamics, changing environments have
often been associated with promoting the stable coexistence of strains (16, 2, 30, 8, 5), although
chaotic dynamics are also possible (13, 26). Frequency-dependent selection is similarly common in
biological models, especially where game theoretic strategies are possible (20, 24), and can also give
rise to chaotic dynamics (1, 12).
We present a biologically motivated model of frequency-dependent selection in a periodic envi-
ronment. Coexistence of both strains is predicted for a wide range of possible fitness assumptions
(case II in fig. 5.1). The condition for coexistence is that each strain’s relative fitness function is
superior to the other’s at some frequency level, and extinction is only possible when one fitness
function dominates the other at all frequencies. An experimental consequence of this result is that
fitness measurements taken separately in each environmental state for each strain when rare suffice
to predict the coexistence or extinction that will result when the strains compete in the periodic
environment.
Our model is applicable to viral populations, especially those where defective or complementing
viral particles are present. Periodic environmental change is present in commonly studied viral
systems, often in the form of alternation between low and high levels of coinfection (31, 37). Models
of viral defective particles incorporate frequency dependence (31, 10) and show chaotic behavior
similar to what we observe (15).
Our results suggests that stable equilibrium, rather than oscillations or chaotic dynamics, is likely
for most biological fitness models of the type studied. Only when the relative fitness of the strains
changes very rapidly with frequency does the system exhibit periodic behavior or chaos. We offer a
simple mathematical test to exclude the possibility of oscillations or chaos in the system for a given
model of frequency dependence.
In arboviruses or other viruses that alternate host species, our results suggest that coexistence
between the wild type virus and an undetected mutant strain may be quite common. RNA viruses
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are known for their high mutation rate (7), and consequently many different mutants are produced
during viral replication. Consider the evolutionarily favored situation of a mutation that confers an
advantage in the current host species, but which may have a negative fitness effect in the alternate
host. Our results indicate that such a mutant can persist in the wild-type population as long as
the negative fitness effects are frequency dependent and not too severe. As such, what may begin
as a single wild-type strain may, over time, evolve into two coexisting specialist strains where each
adapts well to one host and poorly to the other.
In conclusion, we present a very general model of frequency-dependent selection in a periodic
environment. In addition to applications in virology, we expect the generality of our approach will
allow this model to be useful broadly within the field of population dynamics and evolutionary
ecology.
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Appendices
The following appendices contain supplementary information pertaining to Robert Forster’s the-
sis. Appendix A contains the mathematical background and derivations of the statistical tests used
in Chapter 2. Appendix B contains additional figures and discussion from the simulations described
in Chapter 4. Appendix C provides a mathematical background for the chaotic dynamics described
in Chapter 5. Appendix D gives a description of the electronic files provided to the Caltech electronic
thesis repository.
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Appendix A
Statistical Background for
Chapter 2
A.1 The Distribution of the Population’s Average Fitness as
a Random Variable
In equilibrium, the distribution of the population’s average fitness follows from Wright-Fisher sam-
pling. Define pi as the probability that a sequence’s offspring will be viable. Without resorting to
an explicit form for pi, equilibrium and a uniform mutation rate imply that all sequences reproduce
successfully with the same probability pi (which is in general a function of the mutation rate and the
mean neutrality of the population). Denote further the expected value of a random variable x as
E[x] and its variance as V [x]. If we take fitness wi of the ith offspring in our population as a random
variable, the neutral fitness landscape implies that wi takes only values 0 or 1, where wi = 1 occurs
with probability pi. The distribution of wi is therefore a Bernoulli distribution with probability of
success pi, and we have E[wi] = pi and V [wi] = pi(1− pi).
We now consider the average fitness of the population in equilibrium, 〈w〉, defined as 〈w〉 =
1
N
∑N
i=1 wi. By the Central Limit Theorem, the distribution of 〈w〉 will approach a normal dis-
tribution N [µ, σ2] as N → ∞, and this limit will be reached well before N = 1000 (typically
Npi, N(1 − pi) > 5 is sufficient (1), and this condition is easily satisfied under all conditions stud-
ied). Thus, 〈w〉 follows a normal distribution with mean µ = E[w] = pi and variance σ2 = V [w] =
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pi(1− pi)/N .
To confirm these assumptions hold, we computed the fitness autocorrelation function within a
period of equilibrium. Figure A.1 shows the autocorrelation function for the first equilibrium period
shown in figure 2.2 (t = 200–9814). The autocorrelation drops almost immediately to a mean of
nearly zero, and has a noise level σ ≈ 1–2%, consistent with the variation of w over the time period
in question. Similar results hold for each period of fitness equilibrium shown in figure 2.2. In
contrast, the population’s average neutrality showed significant autocorrelations. While we included
the neutrality transitions in figure 2.2 for illustrative purposes, this lack of independence suggests
that not all the neutrality steps identified are statistically significant.
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Figure A.1: Temporal autocorrelation function for the first equilibrium period shown in figure 2.2
(t = 200–9814).
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A.2 Identifying Jumps in Average Fitness
Motivated by our observations, we seek to characterize the rapid transitions of the population from
lower to higher neutrality states. We derive a statistical test for identifying such transitions a priori
in time series data, and associating a p-value to measure the confidence level of such a transition
occurring by chance.
Consider a time series w(t) ∼ N [µ, σ2] measured at T sequential points in time. To test the
hypothesis of equal means between two specified time periods [1, n] and [n+1, T ] is straightforward,
and we will assume equal variances for simplicity. We consider the average value of w over the two
periods separately, and consider the sample means Yi over the two different time periods, defined by
Y1 =
1
n
∑n
t=1 w(t) and Y2 =
1
T−n
∑T
t=n+1 w(t). These sample means will be normally distributed,
Y1 ∼ N [µ,
σ2
n ] and Y2 ∼ N [µ,
σ2
T−n ]. Our null hypothesis is that the means will be equal between
the two periods. To test this null hypothesis, we consider the difference between the sample means
D = Y2 − Y1, and ask whether the observed difference can be explained merely by chance, that is,
whether the distribution of D is consistent with D ∼ N [0, σ2D]. Here, σ
2
D is the sum of the variances
of Y1 and Y2, that is, σ
2
D = σ
2T/[n(T − n)].
Thus, under the null hypothesis, the difference of observed means D is normal with zero mean
and known variance, and the associated p-value can be obtained by looking up the probability of
Z = D/σD exceeding its observed value in a cumulative distribution table.
We now consider the case of finding the most significant breakpoint in the time series [1, T ] when
the division into two periods is unspecified. Letting n parameterize the number of data points in
the first interval, we can consider the above analysis as a function of n. The highest significance
is attained by choosing the maximum value of D(n)/σD(n), where the difference of means and its
variance must be calculated for all n in [1, T − 1]. Let pn represent the p-value associated with this
maximum n. We wish to know the probability that this maximum level of significance will occur
merely by chance due to the fluctuations in w(t). Given T − 1 independent trials with probability
pn of exceeding our maximum level of significance, we see that the probability of all of these trials
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resulting in a smaller significance than that of pn is
Pr[all T − 1 of the pi satisfy pi < pn] = (1− pn)
T−1
≈ 1− (T − 1)pn for pn  1. (A.1)
From this probability, we calculate the p-value associated with any pi exceeding our pn by chance
alone, using the above probability:
p = Pr[at least one pi has pi > pn]
= 1− Pr[all T − 1 of the pi satisfy pi < pn]
= 1− (1− pn)
T−1 ≈ (T − 1)pn . (A.2)
Note that the T −1 other choices of breakpoints are by no means independent of each other, as they
all refer to the same underlying fitness data, w(t). These correlations reduce the number of effective
degrees of freedom, and hence the T − 1 factor will be a conservative overestimate of the actual
p-value. If multiple transitions are expected, this algorithm can be repeated on each subinterval to
determine whether further breakpoints are consistent with the given level of statistical confidence.
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Appendix B
Supplemental Materials for
Chapter 4
B.1 Additional Simulation Results
The comparison between simulation results and model predictions described in section 4.4.4 was
limited by publication constraints. The fused strain varied from Lfuse = 3 to 11, although only
values Lfuse = 4, 6, 11 were shown previously. Figure B.1 and figure B.2 show the remaining results.
B.2 Additional Discussion
Most of the results shown in figures B.1 and B.2 are fairly similar to those shown previously. The
limiting cases of Lfuse = Ldiv = 5 and Lfuse = 2Ldiv = 10 are of special interest. These correspond
to when the single fused gene can perform both functions with the same length as a single divided
gene or with the same length as both divided genes, respectively.
In the first case, Lfuse = Ldiv = 5, the fused strain appears clearly superior. However, looking at
figure B.1B, we observe that the outcome of the competition can be random for several combinations
of parameters. On the left side of the plot, mutation rates are so low that the extra mutational load
of the longer divided strain does not correspond to a significant difference in fitness compared to the
fluctuations in the large but finite population. Along the front edge of the plot, the period length
has become so long that almost any competition ends due to neutral drift prior to the environment
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Figure B.1: Left (A, B, C): Simulation results for the probability of fixation of the fused strain as
a function of the mutation rate Udiv = µLdiv and period length T for Ldiv = 5 and Lfuse = 3, 5, 7
(top to bottom). Simulation results have a standard error of approximately ±1%. Right (D, E, F):
Model predictions for the same. Parameter values are s = 1, N = 1000.
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Figure B.2: Left (A, B, C): Simulation results for the probability of fixation of the fused strain as
a function of the mutation rate Udiv = µLdiv and period length T for Ldiv = 5 and Lfuse = 8, 9, 10
(top to bottom). Simulation results have a standard error of approximately ±1%. Right (D, E, F):
Model predictions for the same. Parameter values are s = 1, N = 1000.
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changing even once (Tdr  T ). Clearly in this case the two strains are equivalent and the second
gene in the divided strain plays no role. Lastly, on the right edge of the plot the mutation rate is
so high that the population is effectively randomized over all possible strings. The combinatorial
fraction of each strain that is functional is the same since the environmentally favored gene has
length 5 for both strains.
In the second case, Lfuse = 2Ldiv = 10, the fused strain appears clearly inferior. Looking at
figure B.2C, the outcome is only random at very low mutation rates where the additional length of
the fused genes relative to those of the divided strain are unimportant. However, note that the fused
strain fares somewhat less worse at high mutation rates and short periods. This difference is due to
a dynamic effect that was neglected in our model for simplicity. Recall that the fused strain quickly
reaches its equilibrium quasispecies distribution (see figure 4.1) and remains there independent of the
environmental changes. In contrast, the distribution of the divided strain must re-adjust every time
the environment changes. At short to intermediate period lengths, the divided strain will begin to
lose its previously functional but currently useless gene to neutral drift, and will lose it more quickly
at high mutation rates. If the period is reasonably short, the divided strain is constantly re-adjusting
to the new environment and does not have as much time to enjoy its equilibrium advantage over
the fused strain before the environment changes again. This is the origin of the dynamic effect and
its importance depends on the quasispecies timescale, Tq, the time that the divided strain takes to
mostly reach its new equilibrium distribution after an environmental change.
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Appendix C
Supplemental Materials for
Chapter 5
C.1 Mathematical Background: Finding All Attracting Or-
bits
To understand the dynamics of our system, several results from the mathematics of one-dimensional
iterated maps are relevant (1, 3). A useful tool in understanding the long-term behavior of the
system is the Schwarzian derivative of a function g(x), Sg(x):
Sg(x) =
g′′′(x)
g′(x)
−
3
2
(
g′′(x)
g′(x)
)2
. (C.1)
In the study of iterated maps, functions with strictly negative Schwarzian derivatives, i.e.,
∀x Sg(x) < 0, are mathematically well behaved. In particular, when this condition holds there
exists a critical point of g(x) [where dg(x)/dx = 0] whose orbit is eventually attracted to any at-
tracting periodic point of the system (2). Therefore if the Schwarzian derivative is strictly negative,
only the critical points of g(x) must be studied to determine the nature of the attracting orbits of
the system.
In our chaotic example using the fitness functions given in eq. (5.11), once the parameter a
exceeds ac ≈ 10
0.87, we have Sg(x) < 0 for all x. This critical value of ac can be found either by
use of the Schwarzian derivative condition or by solving the stability condition given in eq. (5.10).
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For a larger than the critical value ac, g(x) has two critical points. These critical points are found
numerically and both of their orbits are plotted after a large number of iterations in fig. 5.5. Since
these critical points converge to an attracting fixed point of the system, we can see all the possible
long-term behaviors of the system by examining only the orbits of these points.
For values of a less than the cutoff value ac, there are no critical points of g(x) as dg(x)/dx is
strictly positive. This implies that g(x) is an increasing function, and, as in the linear case, this
rules out any periodic behavior. For these smaller values of a < ac, we arbitrarily plot the orbit of
x = 1/2 in fig. 5.5.
C.2 The Effect of Noise on Equilibrium
We consider the case that the fitness functions wA(x) and wB(x) given in eq. (5.11) may be “noisy”
rather than exactly known. We model the noise component of these functions as a multiplicative
factor of eβz where z is a gaussian random variable with mean zero and variance 1. The parameter
β sets the scale of the noise and is typically small compared to unity. Figures C.1 and C.2 show the
long-term population dynamics in the presence of noise levels β = 0.001 and 0.01 respectively. These
levels correspond to a typical variation in fitness of 0.1% and 1% respectively. All other conditions
are identical to those used in fig. 5.5.
The addition of a small noise component obscures the longer periodic orbits in the system. While
in the noiseless system chaotic behavior requires a fairly rapid variation in wB as a function of x, a
small amount of noise causes the system to descend into apparent chaos. With only the moderately
steep changes in wB(x) given by a = 10
2 (see fig. 5.2), the system becomes essentially unpredictably
when there are 1% variations in fitness as shown in figure C.2. Smaller levels of noise such as those
shown in figure C.1 preserve most of the periodic structure of the equilibria although very high
period orbits become effectively chaotic under these conditions.
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Figure C.1: Population fraction in the long term, plotted as a function of the parameter a in
eq. (5.11). The noise level in the underlying fitness functions is β = 0.001, corresponding to a
typical variation in the fitness of 0.1%. All other assumptions are the same as in fig. 5.5.
Figure C.2: Population fraction in the long term, plotted as a function of the parameter a in
eq. (5.11). The noise level in the underlying fitness functions is β = 0.01, corresponding to a typical
variation in the fitness of 1%. All other assumptions are the same as in fig. 5.5.
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Appendix D
Description of Electronic Files
The electronic version of this thesis contains a number of additional files as described below.
You may access these electronic files from the Caltech electronic thesis repository. Please see
http://etd.caltech.edu/ for more information.
• chapter2.tgz - a zipped tar archive of the programs and source code used to generate the results
in chapter 2. This includes the C++ programs and Perl scripts used to perform and process the
output of the simulation illustrated in figure 2.2, perform the statistical step-finding and the
autocorrelation analysis described in appendix A, and perform the sampling of RNA neutral
networks needed to estimate their size distribution. Also included are Microsoft Excel files
analyzing and summarizing the step statistics and consensus sequence evolution. The data
for figure 2.2 are also included since the neutrality data shown took an entire supercomputer
cluster several weeks to generate, a situation hopefully soon to appear dated. The RNA folding
algorithms used were those of the Vienna RNA package, version 1.4, which is also included.
• chapter4.tgz - a zipped tar archive of the programs and source code used to generate the results
in both chapters 3 and 4. In particular, this includes C++ programs that
– calculate the quasispecies distributions of either the fused or divided strains
– perform fixation experiments to see how often and how long it takes for a single member
of one strain to successfully invade a population of the other strain
– perform injection experiments to see how long it takes for one strain to successfully invade
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a population other when the invading strain has a single individual injected initially and
again as soon as the invading population goes extinct
– perform competition simulations between the fused and divided strains across a range of
parameter values and determine the probability that the fused strain goes to fixation
Also included are a Microsoft Excel file that implement the model described in section 4.4.3
and the Mathematica notebook used to generate figures 4.2, B.1, and B.2.
• chapter5.tgz - a zipped tar archive of the programs and source code used to generate the results
in chapter 5. In particular, this includes the C++ program used to generate the data shown
in the plot of the chaotic dynamics shown in figure 5.5 and a Mathematica notebook used to
produce the data for the other figures in chapter 5.
