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Re´sume´
Dans ce texte, apre`s des rappels d’une part sur la notion de structure
connective et d’autre part sur les formalismes de la me´canique quantique,
nous associons certaines familles de structures connectives a` tout e´tat
quantique intriquant un nombre fini quelconque de particules, ainsi qu’a`
tout ≪ dispositif de mesure ≫ portant sur de tels e´tats. Cela nous per-
met finalement de de´finir un nouvel outil de classification de l’intrication
quantique : l’ordre connectif.
Mots cle´s : Connectivite´. Intrication quantique. Borrome´en. Ordre connec-
tif.
Abstract. Connectivity structures of quantum entanglement. In this
paper, after some recalls about connectivity structures and about the for-
malisms of quantum mechanics, we associate some families of connectivity
structures with any entangled quantum state, and with any “measurement
device” on such states. This finally allows us to define a new classification
tool for quantum entanglement : the connectivity order.
Keywords : Connectivity. Quantum entanglement. Borromean. Connecti-
vity order.
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Introduction
Le pre´sent article s’inscrit dans le cadre ge´ne´ral d’une recherche de l’auteur
concernant les structures connectives des interactions entre plusieurs entite´s, et
concerne plus spe´cifiquement les structures connectives susceptibles de de´crire
l’intrication quantique. Il accompagne et de´veloppe les conside´rations pre´sente´es
par l’auteur dans plusieurs expose´s : le 18 juin 2017 au se´minaire de logique
cate´gorique dirige´ par Anatole Khe´lif a` l’universite´ Paris Diderot ([6]), le 25 juin
2014 a` Aix-en-Provence au cours du Workshop on Diffeology, etc. organise´ par
Patrick Iglesias-Zemmour 1 ainsi que le 2 juillet 2014 au se´minaire du laboratoire
Quartz organise´ a` Supme´ca (Paris).
A` l’origine de notre inte´reˆt actuel pour le the`me de l’intrication quantique,
il y a notamment des discussions avec Anatole Khe´lif et Christophe Chalons
∗stephane.dugowson@supmeca.com
1. http://math.huji.ac.il/~piz/Site/Worshop%20Diffeology%202014.html
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2dans le cadre du se´minaire de logique cate´gorique de l’Universite´ Paris Diderot,
discussions portant en particulier sur les e´tats intrique´s et les expe´riences dites
GHZ en re´fe´rence aux travaux initie´s a` partir de 1989 par Greenberger, Horne
et Zeilinger [10], e´tats et expe´riences qui, en mettant en jeu trois, quatre ou
davantage de particules, renouvellent le the`me de l’intrication quantique initie´
par Einstein, Podolsky et Rosen (EPR). Du point de vue connectif, ce type
d’intrication soule`ve imme´diatement la question de savoir dans quelle mesure
elle pourrait ou non eˆtre dite borrome´enne 2, et plus ge´ne´ralement de de´finir la
structure connective de tout e´tat quantique intrique´. Se posera alors la question
de la re´alisabilite´ quantique de toute structure connective finie.
En ge´ne´ral, l’intuition initiale de ce que devrait eˆtre la structure connective
d’une interaction semble a priori assez claire : si un sous-ensemble de l’en-
semble de toutes les entite´s parmi celles que l’on conside`re peut eˆtre se´pare´
par la pense´e en deux parties entre lesquelles il n’y a pas d’interactions, alors
ce sous-ensemble d’entite´s n’est pas connecte´. La structure connective est alors
celle qu’engendrent les sous-ensembles connecte´s 3. Une des difficulte´s, en parti-
culier dans le cas de l’intrication quantique, est toutefois de savoir quel genre de
syste`me constitue un tel sous-ensemble. Comme nous le verrons, cette difficulte´
provient, au moins dans le cadre du formalisme quantique en termes de vecteurs
d’e´tat (par oppositions aux ope´rateurs de densite´), du fait qu’un sous-syste`me
quantique n’est pas un syste`me quantique (ferme´).
Dans le cas d’un entrelacs, plutoˆt que de conside´rer d’emble´e un sous-entrelacs
en oubliant les autres composantes, on peut voir un tel sous-entrelacs comme le
re´sultat d’ope´rations de coupures sur les composantes qui ne lui appartiennent
pas. Or, de telles coupures ont un analogue dans le formalisme quantique des
vecteurs d’e´tat, a` savoir la transformation des e´tats conse´cutive a` une expe´rience
de mesure quantique, notamment une mesure projective.
En 1997, Aravind [1], adoptant ce point de vue, a remarque´ que l’e´tat GHZ a`
trois particules pouvait effectivement eˆtre associe´ a` l’entrelacs borrome´en... entre
autres entrelacs. En 2007, Sugita [16], s’appuyant cette fois sur le formalisme
des ope´rateurs de densite´, a montre´ que la nature borrome´enne de l’e´tat GHZ
pouvait effectivement eˆtre conside´re´e comme plus fondamentale que les autres
descriptions par entrelacs. Aucun de ces deux auteurs, toutefois, ne disposait du
point de vue connectif — certes lie´ aux entrelacs, notamment graˆce au the´ore`me
de Brunn-Debrunner-Kanenobu (voir [7] et [8]) — et n’a conside´re´ en toute
ge´ne´ralite´ l’intrication quantique d’un nombre quelconque de particules.
Apre`s quelques rappels sur les structures connectives (section 1), suivis d’un
re´capitulatif sur les formalismes de la me´canique quantique et en particulier de
l’intrication quantique (section 2), c’est donc ce que nous nous proposons de faire
dans la section suivante, intitule´e Structures connectives des e´tats quantiques
intrique´s.
La section 4, intitule´e Structures relationnelles des dispositifs multilocaux,
vise e´galement a` de´finir des structures connectives, non plus pour les e´tats quan-
tiques intrique´s, mais cette fois pour les expe´riences de mesure que l’on peut
re´aliser sur de tels e´tats, ces expe´riences e´tant identifie´es a` des familles de ques-
2. La structure borrome´enne est l’une des structures connectives les plus fondamentales,
voir plus loin la section 1.
3. Bien entendu, on peut imaginer que la structure connective d’une interaction e´volue au
cours du temps en fonction des interactions elles-meˆmes, ou des interactions avec d’autres
syste`mes.
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tions qui peuvent eˆtre pose´es, localement, aux syste`mes quantiques conside´re´s.
Afin de pouvoir pre´ciser les structures connectives en question, nous commence-
rons par formaliser ce type de situations graˆce a` la notion de dispositif multilocal
— notion directement emprunte´e, avec quelques changements terminologiques,
aux relations conside´re´es par Christophe Chalons dans son travail sur les degre´s
ludiques (voir [4]) — puis nous pre´ciserons diverses notions de localite´ suscep-
tibles de s’appliquer ou non a` ces dispositifs. Plusieurs exemples de tels disposi-
tifs et de leurs structures connectives sont alors pre´sente´s, portant notamment
sur les e´tats quantiques EPR et GHZ.
Enfin, l’aspect probabiliste des dispositifs de mesure ayant e´te´ laisse´ de cote´
dans les conside´rations pre´ce´dentes, une dernie`re section pre´sente rapidement,
a` titre de piste de recherche, la notion de structure connective d’une famille de
variables ale´atoires, due a` Anatole Khe´lif.
On trouvera a` la fin du texte un indexe des notations, la liste des re´fe´rences
bibliographiques et une table des matie`res.
1 Rappels sur les structures connectives
Nous donnons ci-apre`s quelques rapides rappels sur les structures connec-
tives, le lecteur souhaitant approfondir la question e´tant invite´ a` se reporter
aux re´fe´rences [7, 8, 9].
1.1 Structures connectives inte`gres
De´finition 1 (Espaces connectifs). Un espace connectif est un couple X =(∣X ∣, κ(X)) forme´ d’un ensemble ∣X ∣ et d’un ensemble non vide κ(X) de parties
de ∣X ∣ tel que pour toute famille I ∈ P(κ(X)), on ait
⋂
K∈IK ≠ ∅Ô⇒ ⋃K∈IK ∈ κ(X).
L’ensemble ∣X ∣ est le support de X, l’ensemble κ(X) est la structure connective
de X et ses e´le´ments sont les parties connexes ou parties connecte´es de l’espace
connectifX. Un point x ∈ ∣X ∣ est absent s’il n’appartient a` aucune partie connexe
de X, il est pre´sent dans le cas contraire. On appelle composante absente de
X l’ensemble des points absents de X. On appelle composantes connexes de
X les parties connexes maximales pour l’inclusion. Pour tout point pre´sent x
de X, on appelle composante connexe de x l’unique composante connexe de X
contenant x. Nous dirons d’un espace connectif qu’il est inte`gre si tout singleton
est connecte´. Un morphisme connectif, ou application connective, d’un espace
connectif (∣X ∣, κ(X)) vers un autre (∣Y ∣, κ(Y )) est une application f ∶ ∣X ∣→ ∣Y ∣
telle que : ∀K ∈ κ(X), f(K) ∈ κ(Y ).
Dans le pre´sent article, nous ne conside´rerons que des espaces connectifs finis
inte`gres.
1.2 Exemples
Exemple 1 (Espaces connectifs topologiques). On de´finit un foncteur UT ∶ Top→
Cnct en associant a` tout espace topologique l’espace connectif inte`gre ayant les
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meˆmes points, et dont les connexes sont les parties connexes pour la topologie
de l’espace conside´re´. Nous dirons qu’un espace connectif est topologique s’il est
dans l’image objet de UT .
Exemple 2 (Espaces connectifs graphiques). La notion de connexite´ d’un en-
semble de sommets d’un graphe simple non oriente´ conduit a` la de´finition d’un
foncteur UG ∶ Grf → Cnct de´fini sur la cate´gorie Grf dont les objets sont
les graphes simples non oriente´s et dont les fle`ches sont les applications qui
pre´servent cette connexite´. A tout graphe de ce genre, le foncteur UG associe
l’espace connectif ayant pour points les sommets du graphe, et pour parties
connexes tout ensemble de sommets connexe au sens des graphes, i.e. tel qu’il
existe un chemin dans cet ensemble forme´ d’areˆtes reliant de proche en proche
toute paire de points de cet ensemble. Nous dirons qu’un espace connectif est
graphique s’il est dans l’image objet de UG.
Exemple 3 (Espace borrome´en, espaces brunniens). L’exemple le plus simple
d’espace inte`gre ni topologique ni graphique est l’espace borrome´en B3, ou` pour
tout entier n on de´signe par Bn l’espace inte`gre a` n points dont la seule partie
connexe non re´duite au vide ou a` un singleton est la partie pleine :∣Bn∣ = {0,1, ..., n − 1} et κ●(Bn) = {∣Bn∣},
ou`, pour tout espace connectif X, on a pose´
κ●(X) = {K ∈ κ(X), card(K) ⩾ 2}.
Exemple 4 (Structure connective des entrelacs). A` tout entrelacs L dans R3
ou S3, on associe un espace connectif inte`gre SL en prenant pour points de SL
les composantes de L, les parties connexes de l’espace e´tant donne´es par les
sous-entrelacs de L non se´parables par un plan topologique.
1.3 The´ore`me de Brunn-Kanenobu et conjectures brun-
niennes
L’exemple 4 admet une sorte de re´ciproque, e´nonce´e par Hermann Brunn [2]
en 1892, selon laquelle toute structure connective inte`gre finie est la structure
d’un entrelacs de R3. Brunn a donne´, pour toute structure connective inte`gre
finie, l’ide´e principale de la construction d’un tel entrelacs, construction fonde´e
sur les entrelacs brunniens, et une de´monstration comple`te de la repre´sentabilite´
par entrelacs de toute structure connective inte`gre finie a finalement e´te´ donne´e
en 1985 par Kanenobu [11, 12], apre`s un travail interme´diaire, dans les anne´es
1960, de Debrunner [5].
Dans le pre´sent article, nous appellerons conjectures brunniennes toute af-
firmation portant sur la re´alisabilite´ de toute structure connective inte`gre finie,
non plus en termes d’entrelacs, mais par les objets auxquels nous associons
une ou plusieurs structures connectives, en l’occurrence : des e´tats quantiques
dans la section 3, des dispositifs multilocaux dans la section 4, des familles de
variables ale´atoires dans la section 5.
Par exemple, la conjecture brunnienne pour la structure d’intrication globale
d’un e´tat quantique pur 4 consiste a` affirmer que pour toute structure connective
inte`gre finie κ, il existe un e´tat quantique pur dont la structure d’intrication
globale est pre´cise´ment la structure κ.
4. voir la de´finition 24, section 3.1.7 page 23.
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1.4 Engendrement de structures connectives
Pour tout ensemble E, l’ensemble des structures connectives inte`gres dont
E peut eˆtre muni constitue un treillis complet pour l’inclusion. La plus fine
d’entre elle est appele´e structure discre`te, ou encore, pour e´viter tout risque de
confusion, structure discre`te inte`gre. La moins fine est la structure grossie`re ou
indiscre`te.
Comme dans le cas des espaces topologiques, une conse´quence de l’organi-
sation en treillis complets des structures connectives (inte`gres) sur un ensemble
E est la notion de structure connective (inte`gre) la plus fine contenant un en-
semble donne´ quelconque A de parties de E. L’engendrement de cette structure
a` partir de l’ensemble A est de´crit dans [7], § 2, the´ore`me 3. Une telle construc-
tion justifie l’appellation ≪ structure connective inte`gre engendre´e par A ≫ pour
de´signer la structure en question. On note [A]1 ou [A] la structure connective
inte`gre engendre´e par A.
1.5 Ordre connectif
Dans [8], nous avons de´fini l’ordre connectif Ω(X) d’un espace connectif X
quelconque. C’est un ordinal, ge´ne´ralement transfini. Dans le cas des espaces
connectifs inte`gre finis, l’ordre connectif est un entier naturel, plus simple a`
de´finir : l’ordre connectif Ω(X) d’un espace connectif fini inte`greX co¨ıncide avec
l’ordre connectif de´fini dans [7], a` savoir la hauteur du graphe oriente´ acyclique
GX constitue´ des connexes irre´ductibles, muni de la relation d’inclusion, ou` la
notion de connexe irre´ductible est donne´e par la de´finition suivante.
De´finition 2 (Connexes irre´ductibles). Soit X = (∣X ∣, κX) un espace connectif
inte`gre. Une partie connexe K ∈ κX est dite irre´ductible si et seulement si
elle n’appartient pas a` la structure connective inte`gre engendre´e par les autres
parties : K ∉ [κX ∖ {K}]1.
Les parties connexes irre´ductibles sont e´galement appele´es les points ge´ne´riques
de l’espace connectif conside´re´.
L’ordre connectif d’un espace connectif X = (∣X ∣, κ) sera e´galement appele´
l’ordre connectif de la structure connective κ, et par conse´quent sera e´galement
note´e Ω(κ).
2 Quantique : deux formalismes de base
Dans cette section 2, pour laquelle nous nous sommes essentiellement appuye´
sur l’ouvrage de Chuang et Nielsen,[13], nous rappelons les deux formalismes
mathe´matiques, d’ailleurs conceptuellement assez diffe´rents, re´glant le compor-
tement ge´ne´ral des syste`mes quantiques : celui, FV, des vecteurs d’e´tat (2.2),
et celui, FD, des ope´rateurs de densite´ (2.3), avant de pre´ciser comment passer
d’un formalisme a` l’autre.
Nous commencerons toutefois par pre´ciser certaines notions communes aux
deux formalismes concernant les notions de syste`me, d’e´tat et de mesure quan-
tiques, l’utilisation d’espaces de Hilbert, ainsi que la composition de syste`mes
(2.1).
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Remarque 1. Certains innovations terminologiques nous ont paru ne´cessaires par
rapport a` la terminologie usuelle. Bien entendu, dans ce cas, nous les signalons
clairement.
Remarque 2. La pre´sentation usuelle de ces formalismes s’appuie notamment
sur des postulats. Notre propre pre´sentation des choses nous conduit parfois a`
ne pre´senter que des morceaux de ces postulats, que nous signalons en parlant
e´galement de principes : principe de la mesure projective, principe du mixage
des e´tats, etc.
2.1 Notions communes aux deux formalismes
2.1.1 Notion de syste`me quantique
De´finition 3. Un syste`me quantique S est de´fini, dans un formalisme F , par
la donne´e
– d’un espace de Hilbert HS , appele´ espace des e´tats de S,
– d’un ensemble S̃F , entie`rement de´termine´ par l’espace HS , et dont les
e´le´ments constituent les e´tats dans lesquels le syste`me S est susceptible,
e´ventuellement, de se trouver.
Remarque 3. Pour un syste`me dont l’espace des e´tats est HS , la de´finition
de l’ensemble S̃F de´pend du formalisme F utilise´. Pour les distinguer, nous
appellerons parfois e´tats vectoriels les e´tats conside´re´s dans le formalisme FV
des vecteurs d’e´tat, et e´tats de densite´ ceux qu’emploie le formalisme FD des
ope´rateur de densite´. En tout cas, il importe de souligner qu’aussi bien avec
l’un que l’autre des deux formalismes en question, l’espace de Hilbert HS n’est
pas l’ensemble des e´tats S̃ de S. On pourrait regretter, dans ces conditions,
que l’espace de Hilbert en question soit couramment appele´ espace des e´tats.
Heureusement, en pratique, cela ne semble pas devoir eˆtre source de trop grandes
confusions.
Remarque 4. Le mot e´ventuellement que nous avons e´crit dans la de´finition 3
ci-dessus vient de ce que, dans le cas du formalisme des vecteurs d’e´tat, il peut
arriver qu’un syste`me quantique ne se trouve dans aucun e´tat. Par ailleurs, dans
le formalisme des ope´rateurs de densite´, nous verrons qu’un syste`me quantique
peut se trouver dans plusieurs e´tats diffe´rents, selon la connaissance que l’on a
de ce syste`me.
Remarque 5. D’une fac¸on ge´ne´rale, l’expression syste`me quantique de´signera
pour nous uniquement des syste`mes qui, en dehors des expe´riences de mesure,
restent ferme´s, c’est-a`-dire n’e´changeant pas d’information, et par conse´quent
pas non plus d’e´nergie, avec d’autres syste`mes. Il faut toutefois souligner que les
corre´lations dues a` l’intrication quantique rendent proble´matique, et en tout cas
plutoˆt subtile, cette notion de fermeture. Elle se pre´sente du reste de manie`re
diffe´rente dans les deux formalismes.
Remarque 6. En ge´ne´ral, un syste`me quantique connaˆıt une e´volution continue
de son e´tat ≪ au cours du temps ≫(quitte a` interpre´ter en termes relativistes
la signification de cette expression : temps propre d’une particule, etc...), une
telle e´volution e´tant re´gie par l’e´quation de Schro¨dinger ou l’une de ses variantes
(Heisenberg, Dirac, etc). Nous ne conside´rerons pas du tout cet aspect des choses
dans le pre´sent article. Par contre, il peut se produire, en particulier au sein d’un
2 QUANTIQUE : DEUX FORMALISMES DE BASE 7
espace-temps relativiste, qu’un syste`me quantique soit cre´e´ ou soit de´truit a` la
faveur de la disparition ou de la cre´ation d’autres syste`mes quantiques (pour
distinguer deux syste`mes quantiques, on pourra faire en sorte que les espaces de
leurs e´tats respectifs soient disjoints).
2.1.2 A` propos des espaces de Hilbert, des bras et des kets
Nous ne conside´rerons dans le pre´sent article que des espaces de Hilbert de
dimension finie, le plus souvent une puissance de 2. Par ailleurs, les espaces
de Hilbert conside´re´s seront de´finis sur le corps des complexes C, bien qu’en
pratique nous n’utiliserons que des nombres re´els. Le produit scalaire < ⋅ ∣ ⋅ >
sur l’espace de Hilbert H sera donc hermitien, et tout ope´rateur positif — i.e.
≪ semi-defini positif ≫, autrement dit dont la forme quadratique associe´e ne prend
que des valeurs positives ou nulles — est automatiquement auto-adjoint.
L’adjointe (ou conjugue´e) d’une matrice (ou d’un endomorphisme) A sera
note´e A†. Une base orthonorme´e de H e´tant donne´e, un vecteur ψ de H s’iden-
tifie a` une matrice colonne, tandis que la forme line´aire ψ† de´finie pour tout
ϕ ∈H par ψ†(ϕ) = < ψ,ϕ > ∈ C s’identifie a` la matrice ligne adjointe de celle de
ψ.
Dirac a introduit une notation astucieuse pour de´signer les vecteurs de H
et leurs adjoints : la notation des bras et des kets. Selon cette notation, les
vecteurs ψ, ϕ, a, b etc... de l’espace H seront e´galement note´s sous forme de
kets : ∣ψ >, ∣ϕ >, ∣a >, ∣b >, ...
Remarque 7. On utilisera e´galement couramment les notations ∣0 >, ∣1 >, ou`∣0 > ne de´signe en aucun cas le vecteur nul, mais un vecteur unitaire que les
informaticiens ont de bonnes raisons de vouloir noter ainsi pour le distinguer du
vecteur ∣1 >, ces deux-la` e´tant orthogonaux.
Selon la notation de Dirac, les formes line´aires sur H, adjointes des vecteurs,
s’e´crivent sous forme de bras : la forme line´aire adjointe du vecteur ∣ψ > sera
ainsi e´crite < ψ∣. De cette manie`re, l’action de la forme < ψ∣ sur un vecteur ∣ϕ >,
qu’on aurait pu noter < ψ∣∣ϕ >, se notera simplement < ψ∣ϕ >, ce qui est bien le
produit scalaire attendu.
Remarque 8 (Sur l’expression < v∣A∣w >). Notons provisoirement (., .) le produit
scalaire sur H. Pour tout endomorphisme A et tous vecteurs u et v, on a :
< v∣∣A∣w >= ((< v∣)†,A∣w >) = (∣v >,A∣w >) = (A†∣v >, ∣w >),
d’ou` < v∣∣A∣w >= ((< v∣A)†, ∣w >) =< v∣A∣∣w > .
Les deux expressions < v∣∣A∣w > et < v∣A∣∣w > de´signant dans tous les cas le
meˆme scalaire, il est naturel de noter simplement celui-ci < v∣A∣w >.
2.1.3 Expe´riences de mesure, observables
Les e´tats quantiques d’un syste`me ne peuvent pas, en ge´ne´ral, eˆtre connus
expe´rimentalement. Ne´anmoins, tout syste`me quantique peut faire l’objet d’expe´-
riences de mesure, visant a` obtenir au moins des informations partielles sur les
e´tats dans lesquels il pourrait se trouver, expe´riences qui, le plus souvent, modi-
fient d’ailleurs l’e´tat quantique du syste`me. Plus pre´cise´ment, on dispose pour
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tout syste`me quantique d’un ensemble de proce´dures formelles que nous appel-
lerons expe´riences de mesure ou simplement mesures, proce´dures qui indiquent,
pour tout e´tat e du syste`me, la probabilite´, au terme de cette proce´dure :
– d’obtenir telle ou telle valeur λ, appele´e re´sultat de la mesure, appartenant
a` un ensemble de valeurs possibles associe´ a` cette proce´dure,
– que le syste`me connaisse une transition vers tel ou tel e´tat e′, fonction a`
la fois de l’e´tat ante´rieur e du syste`me et du re´sultat λ obtenu.
Il existe plusieurs classes plus ou moins ge´ne´rales de telles proce´dures for-
melles de mesures. Dans cet article, nous utiliserons uniquement ce qu’on appelle
les mesures projectives, qui reposent sur la notion d’observable 5
De´finition 4. Une observable A du syste`me quantique S est un ope´rateur
hermitien 6 sur H =HS , autrement dit un ope´rateur line´aire diagonalisable avec
des valeurs propres re´elles et dont les sous-espaces propres sont deux a` deux
orthogonaux.
Remarque 9. La de´finition donne´e ci-dessus d’une observable est difficile a` com-
prendre directement. Elle se comprend mieux a` la lumie`re de la description
de la proce´dure formelle de mesure — spe´cifique a` chacun des deux forma-
lismes employe´s — associe´e a` toute observable. En tout e´tat de cause, une telle
de´finition a un cote´ un peu artificiel, dans la mesure ou` deux types de donne´es
assez diffe´rents s’y trouve pour des raisons de commodite´ accole´s : d’une part
des sous-espaces orthogonaux supple´mentaires, d’autre part des valeurs re´elles
attache´es a` ces sous-espaces.
2.1.4 Syste`mes compose´s
De´finition 5. E´tant donne´e une famille (Si)i∈I de syste`mes quantiques, on
appelle syste`me quantique compose´ par cette famille un syste`me S dont l’espace
des e´tats est le produit tensoriel de celui des Si :
HS =⊗
i∈I Hi, (1)
ou` on a pose´ Hi =HSi .
En outre, lorsque les sous-syste`mes Si se trouvent dans des e´tats donne´s,
il en de´coule l’attribution au syste`me global S d’un e´tat spe´cifique, selon des
re`gles qui de´pendent du formalisme employe´ (voir ci-apre`s les sections 2.2.3 et
2.3.3).
Remarque 10. On rappelle que le produit scalaire sur l’espace ⊗i∈I Hi est donne´
par le produit des produits scalaires sur chaque Hi, de sorte que l’on peut e´crire
< ψ1ψ2⋯ψk ∣ϕ1ϕ2⋯ϕk >=< ψ1∣ϕ1 >< ψ2∣ϕ2 > ⋯ < ψk ∣ϕk >
5. Nous renvoyons le lecteur inte´resse´ a` l’ouvrage [13] pour la de´finition plus ge´ne´rale de
mesures quantiques fonde´es sur l’utilisation de syste`mes d’ope´rateurs de mesure, les diffe´rences
entre une mesure faite selon un syste`mes d’ope´rateurs quelconques avec le cas particulier d’une
mesure projective sont : premie`rement, qu’un syste`me d’ope´rateurs quelconque peut conduire
a` un nombre quelconque de re´sultats diffe´rents pour la mesure effectue´e ; deuxie`mement, que
ces re´sultats ne sont pas ne´cessairement nume´riques ; et enfin, que les e´tats dans lesquels se
retrouvent le syste`me juste apre`s la mesure re´sultent de l’action d’ope´rateurs quelconques et
non ne´cessairement de projections orthogonales.
6. Un ope´rateur hermitien est la meˆme chose qu’un ope´rateur auto-adjoint.
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ou` la notation < bra∣ket > a e´te´ e´tendue aux produit tensoriels en posant
∣ϕ1ϕ2⋯ϕk >= ϕ1 ⊗ ϕ2 ⊗⋯⊗ ϕk,
et < ψ1ψ2⋯ψk ∣ = ∣ψ1ψ2⋯ψk >† .
2.2 Formalisme FV des vecteurs d’e´tat
2.2.1 E´tats (vectoriels) d’un syste`me quantique
Dans le formalisme des vecteurs d’e´tat, l’ensemble des e´tats (vectoriels) S̃FV
d’un syste`me quantique S est l’ensemble des droites vectorielles de l’espace des
e´tats HS . Autrement dit, S̃FV est l’espace projectif associe´ a` HS .
Par un abus de langage courant, nous parlerons des vecteurs appartenant
a` l’espace de Hilbert HS comme constituant eux-meˆmes les e´tats du syste`me
quantique S, alors que deux vecteurs non nuls coline´aires de cet espace, engen-
drant la meˆme droite vectorielle, repre´senteront en fait le meˆme e´tat.
En pratique, on se restreint presque toujours a` l’utilisation de vecteurs uni-
taires ψ — i.e. tels que < ψ∣ψ >= 1 — de l’espace HS . En particulier, un tel
vecteur unitaire ψ ∈ HS et son oppose´ −ψ repre´senteront le meˆme e´tat quan-
tique, de meˆme que tout vecteur unitaire de la forme eiθψ.
2.2.2 Mesures projectives
A` toute observable M de sous-espaces propres (Eλ)λ∈Λ, autrement dit telle
que
M = ∑
λ∈ΛλPλ
ou` les Pλ de´signent les projections orthogonales sur les Eλ, ve´rifiant donc
∑
λ∈ΛPλ = Id,
se trouve associe´e la proce´dure de mesure suivante : le syste`me quantique e´tant
dans un e´tat (ge´ne´ralement inconnu)
ψ = ∑
λ∈ΛPλ(ψ)
avec < ψ∣ψ >= 1, il y a une probabilite´
p(λ) =∥ Pλ(ψ) ∥2=< Pλ(ψ)∣Pλ(ψ) >=< ψ∣Pλ(ψ) >=< ψ∣Pλ∣ψ >
que le re´sultat nume´rique pour la mesure effectue´e soit le nombre re´el λ, le
syste`me sautant alors de l’e´tat ψ a` l’e´tat
Pλ(ψ) ≃ Pλ(ψ)∥ Pλ(ψ) ∥ , (2)
ou` le vecteur unitaire
Pλ(ψ)∥ Pλ(ψ) ∥ est bien de´finie si la probabilite´ en question
est non nulle.
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D’apre`s le the´ore`me de Pythagore, on a
∑
λ∈Λ ∥ Pλ(ψ) ∥2= 1,
autrement dit la somme des probabilite´s conside´re´es est bien e´gale a` 1.
Notation. Pour tout e´tat vectoriel a ∈ H et toute observable M = ∑λ∈Λ λPλ,
nous noterons M[a] l’ensemble des e´tats vectoriels auxquels peut conduire la
mesure de M lorsque le syste`me est initialement dans l’e´tat a , autrement dit
M[a] = { Pλ(a)∥ Pλ(a) ∥ , λ ∈ Λ, Pλ(a) ≠ 0H}. (3)
Remarque 11. Chaque observable M donnant lieu a` une proce´dure de mesure
entie`rement spe´cifie´e, on parlera aussi bien de l’expe´rience de mesure M , voire
de la mesure M , que de l’observable M .
Exemple 5 (Ope´rateur d’homothe´tie). Si M est l’ope´rateur (ou la matrice) nulle,
ou plus ge´ne´ralement si M est une homothe´tie — en particulier l’identite´ de
H — l’expe´rience de mesure correspondante est celle qui consiste a` de´cider a`
l’avance le re´sultat et a` ne rien faire. Avec une probabilite´ e´gale a` 1 l’e´tat du
syste`me (toujours inconnu) s’en trouve inchange´. Cet exemple jouera un roˆle
fondamental dans la notion de mesure partielle d’un syste`me intrique´ (voir plus
loin la de´finition 7).
2.2.3 Syste`mes compose´s et intrication
Principe de composition des e´tats Un postulat fondamental de la me´canique
quantique 7, stipule que lorsque les syste`mes d’une famille (Si)i∈I={1,...,k} sont
respectivement dans les e´tats ψ1, ..., ψk, alors le syste`me S compose´ des Si se
trouve dans l’e´tat
ψ =⊗
i∈I ψi ∈⊗i∈I HSi =HS , (4)
ce qu’en notations kets on e´crit encore 8
∣ψ >= ∣ψ1 >⊗ ∣ψ2 >⊗ ...⊗ ∣ψk > = ∣ψ1ψ2...ψk > .
Cependant, le syste`me S peut aussi se trouver dans des e´tats non factori-
sables.
De´finition 6. Nous dirons qu’un e´tat ψ ∈ HS = ⊗i∈I HSi est comple`tement
se´parable s’il est comple`tement factorisable, autrement dit s’il peut s’e´crire sous
la forme ∣ψ > = ∣ψ1 >⊗ ∣ψ2 >⊗ ...⊗ ∣ψk >.
Un e´tat non comple`tement se´parable sera dit partiellement intrique´. En outre,
s’il existe une partition 9 I = IA ∪ IB telle que ψ ∈ HS puisse s’e´crire, a` l’ordre
des facteurs pre`s 10, sous la forme
ψ = ψA ⊗ ψB ,
7. Voir [13], p. 94.
8. Voir la remarque 10.
9. Voir la note 20.
10. Voir la remarque 20.
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avec, pour j ∈ {A,B},
ψj ∈ ⊗
i∈IjHSi ,
nous dirons que ψ est partiellement se´parable. Si ψ n’est pas partiellement
se´parable, nous dirons qu’il est globalement intrique´.
Remarque 12. Le mot ≪ partiellement ≫ doit eˆtre compris ici au sens large,
i.e. e´quivalent a` ≪ partiellement ou comple`tement ≫. Par conse´quent, un e´tat
comple`tement se´parable est e´galement ≪ partiellement se´parable ≫.
Remarque 13. La terminologie usuelle appelle e´tat se´parable ce que nous ap-
pelons un e´tat comple`tement se´parable, et par voie de conse´quence elle appelle
e´tat intrique´ ce que nous appelons e´tat partiellement intrique´. Ces appellations
usuelles se comprennent bien dans le cas ou` il n’y a que deux sous-syste`mes, puis-
qu’il n’y a pas dans ce cas de diffe´rence entre un e´tat comple´tement se´parable et
un e´tat partiellement se´parable. De`s qu’il y a au moins trois sous-syste`mes, les
pre´cisions apporte´es par les adverbes comple`tement et partiellement nous ont
semble´es indispensables.
Remarque 14. Le the´ore`me de de´composition de Schmidt affirme que tout e´tat
vectoriel unitaire ψ ∈ HA ⊗HB d’un syste`me compose´ de deux sous-syste`mes
peut s’e´crire sous la forme
ψ =∑
r
αrψ
A
r ⊗ ψBr ,
les (ψAr )r formant une famille orthonorme´e de HA et les (ψBr )r une famille
orthonorme´e de HB , et les αr e´tant des re´els strictement positifs, l’ensemble des
αr e´tant d’ailleurs unique, c’est-a`-dire entie`rement de´termine´ par la donne´e de
ψ. L’e´tat ψ est alors se´parable si et seulement si le cardinal de cet ensemble,
c’est-a`-dire le nombre de termes de cette somme, appele´e rang de Schmidt de ψ,
est e´gal a` 1.
Une remarque e´vidente mais qui me´rite re´flexion est que lorsqu’un syste`me
compose´ se trouve dans un e´tat intrique´ alors plusieurs des sous-syste`mes —
tous, dans le cas d’un e´tat globalement intrique´ — connaissent une situation cu-
rieuse : ils ne sont dans aucun e´tat !. Ou alors, si l’on conside`re qu’un syste`me
quantique devrait, par de´finition, se trouver toujours dans un e´tat ou un autre,
il faudrait de´cider que de tels sous-syste`mes ne sont pas des syste`mes. Comme
il semble le´gitime de douter qu’il s’agisse en tout cas de syste`mes ve´ritablement
ferme´s, ce point de vue pourrait en effet eˆtre soutenu. Pour notre part, en
de´finissant un syste`me par la donne´e de son espace (et de son ensemble) d’e´tats
mais sans pre´ciser qu’il devait ne´cessairement se trouver toujours dans tel ou
tel e´tat, notre conclusion est diffe´rente : les sous-syste`mes qui composent un
syste`me plus vaste restent des syste`mes quantiques ferme´s, mais il faut alors
admettre qu’un syste`me quantique peut parfois n’eˆtre dans aucun e´tat.
Dans ces conditions, qu’est-ce que faire une mesure quantique sur un sous-
syste`me qui ne se trouve dans aucun e´tat quantique particulier ? La de´finition
suivante re´pond a` cette question.
De´finition 7 (Mesures partielles). E´tant donne´s (Si)i∈I={1,...,k} une famille de
syste`mes quantiques composant un syste`me S, et e´tant donne´e une observable
Mi sur l’espace HSi , on appelle expe´rience de mesure partielle de Mi l’expe´rience
de mesure sur le syste`me S de l’observable de´finie, a` l’ordre des facteurs pre`s 11,
11. Voir la remarque 20.
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par
Mi ⊗ Id(⊗j≠iHj) =Mi ⊗ (⊗
j≠i IdHj),
ou` on a pose´ Hj =HSj .
2.3 Formalisme FD des ope´rateurs de densite´
Le formalisme quantique en termes d’ope´rateurs de densite´ a e´te´ introduit
par John von Neumann et, inde´pendamment, par Lev Landau en 1927. Il consti-
tue d’une certaine fac¸on une ge´ne´ralisation probabiliste du formalisme par vec-
teurs d’e´tat.
2.3.1 E´tats (de densite´) d’un syste`me quantique
Conforme´ment a` la de´finition 3, le formalisme des ope´rateurs de densite´
attache a` tout syste`me quantique S d’espace des e´tats l’espace de Hilbert HS
un ensemble d’e´tats, mais celui-ci n’est plus celui donne´ par le formalisme des
vecteurs d’e´tat. Afin de distinguer les deux sortes d’e´tats, nous appellerons e´tats
de densite´ ceux que conside`re le formalisme des ope´rateurs de densite´.
Avant de pre´ciser ce que sont les e´tats de densite´ d’un syste`me quantique,
faisons une remarque pre´liminaire au sujet du statut e´piste´mologique des e´tats
en question : celui-ci est quelque peu ambigu, dans la mesure ou`, dans ce forma-
lisme, l’e´tat de densite´ d’un syste`me n’est pas une donne´e purement objective,
mais peut de´pendre e´galement de la connaissance que nous avons a` son sujet. En
fait d’e´tat, ce qui est formalise´ ici se rapproche davantage d’une description pro-
babiliste de l’e´tat du syste`me, de sorte qu’un syste`me quantique donne´ pourra se
trouver dans plusieurs e´tats de densite´ diffe´rents en fonction des connaissances
que nous aurons a` son sujet. Nous donnerons ci-apre`s plusieurs exemples de
cette situation (voir page 13 le principe de mixage, ainsi que la remarque 16 et
l’exemple 6).
De´finition 8. E´tant donne´ un syste`me quantique S d’espace des e´tats H =HS ,
l’ensemble des e´tats de densite´ de S est l’ensemble S̃FD = T (H) des ope´rateurs
ρ ∈ L(H) positifs et de trace 1. Autrement dit, un e´tat de densite´ ρ de S est un
ope´rateur sur l’espace HS ve´rifiant
∀ψ ∈HS ,< ψ∣ρ∣ψ >= ψ†ρψ ⩾ 0,
et
tr(ρ) = 1.
Remarque 15. L’espace HS e´tant de´fini sur le corps des complexes C, la posi-
tivite´ de ρ e´quivaut au fait d’eˆtre hermitien (ρ = ρ†) avec des valeur propres λ
(ne´cessairement re´elles) toutes positives ou nulles : λ ⩾ 0.
La de´finition 8 ci-dessus constitue une partie du premier postulat 12 du for-
malisme des ope´rateurs de densite´. Elle doit eˆtre comple´te´e par l’e´nonce´ du
principe de mixage suivant :
12. Voir [13], p. 102.
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Principe de mixage. Si l’on sait que le syste`me S doit se trouver dans
l’un des e´tats ρ1, ..., ρm avec des probabilite´ respectives p1,..., pm telles que∑1⩽j⩽m pj = 1, on attribuera au syste`me S l’e´tat de densite´ ρ = ∑1⩽j⩽m pjρj .
Ce principe illustre le fait que l’e´tat de densite´ d’un syste`me de´pend de notre
connaissance a` son sujet.
De´finition 9. Un e´tat de densite´ ρ est dit pur lorsqu’il existe ψ ∈HS tel que
ρ = ∣ψ >< ψ∣.
Dans le cas contraire, il est dit mixte.
En utilisant le fait que, pour tout ρ ∈ L(H), la trace de ρ peut s’e´crire
tr(ρ) = j=d∑
j=1 < ej ∣ρ∣ej >, (5)
avec (ej)j∈{1,...,d} une base orthonorme´e quelconque deH, on obtient imme´diatement
la formule suivante, tre`s utile : pour tous vecteurs ϕ et ψ d’un espace de Hilbert
H, on a < ϕ∣ψ >= tr(∣ψ >< ϕ∣). (6)
On ve´rifie e´galement sans difficulte´ la proposition 1 :
Proposition 1. Pour tout e´tat de densite´ ρ, on a : tr(ρ2) ⩽ 1.
De plus,
ρ est pur ⇔ tr(ρ2) = 1.
2.3.2 Mesure projective
Dans cet article, nous ne ferons appel aux proce´dures de mesure quantique
que dans le seul cadre du formalisme des vecteurs d’e´tat, aussi n’indiquons-
nous ici qu’a` titre indicatif le principe des mesures projectives pour les e´tats de
densite´.
Principe de mesure d’une observable. E´tant donne´e une observable M =
M † = M = ∑λ∈Λ λPλ, ou` les Pλ de´signent les projections orthogonales sur les
sous-espaces propres de M , de´finie sur l’espace de Hilbert HS d’un syste`me
quantique S se trouvant dans un e´tat de densite´ (ge´ne´ralement inconnu) ρ, une
mesure de cette observable conduit au re´sultat λ avec la probabilite´
p(λ) = tr(Pλρ),
son e´tat de densite´ e´tant a` cette occasion transforme´ en
ρλ = PλρPλ
tr(Pλρ) ,
qui est bien de´fini lorsque cette probabilite´ est non nulle.
Remarque 16 (Impact sur l’e´tat d’un syste`me de l’oubli d’une mesure). Comme
le remarque Chuang et Nielsen ([13], page 100), si l’on a effectue´ une telle mesure
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mais qu’on en a perdu la trace, on peut toutefois affirmer, d’apre`s le principe
de mixage, qu’apre`s cette mesure le syste`me se trouve avec certitude dans l’e´tat
ρ′ = ∑
λ∈Λp(λ)ρλ = ∑λ∈ΛPλρPλ.
Si par contre on a note´ le re´sultat λ de cette expe´rience de mesure, et qu’on
ne l’a pas perdu, on peut affirmer que le syste`me se trouve alors dans l’e´tat de
densite´
ρλ = PλρPλ
tr(Pλρ) .
Ceci illustre qu’un meˆme syste`me peut se trouver en meˆme temps dans deux
e´tats de densite´ diffe´rents, selon la connaissance que l’on en a (songer a` deux
expe´rimentateurs dont l’un connaˆıtrait le re´sultat de l’expe´rience et l’autre non),
et donne a` re´fle´chir sur le statut e´piste´mologique de ces e´tats de densite´.
2.3.3 Syste`mes compose´s et intrication
Conside´rons une famille (Si)i∈I={1,...,k} de syste`mes quantiques, d’espaces
respectifs Hi =HSi , composant un syste`me global S d’espace H =HS =⊗i∈I Hi.
Principe de composition des e´tats. Selon l’un des postulats du formalisme
des ope´rateurs de densite´ 13, lorsque les syste`mes (Si) se trouvent dans des e´tats
de densite´ respectifs ρi, le syste`me global S se trouve alors dans l’e´tat de densite´
ρ = ρ1 ⊗ ρ2 ⊗ ...⊗ ρk ∈ T (H). (7)
Remarque 17. Rappelons que le produit tensoriel de ρA ∈ L(HA) et de ρB ∈L(HB) est ρA⊗ρB ∈ L(HA⊗HB) caracte´rise´ par le fait que pour tout (ψA, ψB) ∈
HA ×HB , on a
ρA ⊗ ρB(ψA ⊗ ψB) = ρA(ψA)⊗ ρB(ψB),
de sorte que, plus ge´ne´ralement, on peut donc e´crire
ρ1 ⊗ ρ2 ⊗ ...⊗ ρk(∣ψ1ψ2...ψk >) = ∣ρ1(ψ1)...ρk(ψk) > .
De´finition 10. Nous dirons qu’un e´tat global de densite´ ρ ∈ T (H) est comple`tement
acorre´le´ s’il est de la forme
ρ = ρ1 ⊗ ρ2 ⊗ ...⊗ ρk ∈ T (H).
S’il existe une partition 14 I = IA ∪ IB telle que ρ puisse s’e´crire, a` l’ordre des
facteurs pre`s 15, sous la forme
ρ = ρA ⊗ ρB ,
avec ρA ∈ T (⊗i∈IAHi) et ρB ∈ T (⊗i∈IB Hi), nous dirons que ρ est partiellement
acorre´le´. Un e´tat de densite´ non comple`tement acorre´le´ sera dit partiellement
corre´le´, et un e´tat non partiellement acorre´le´ sera dit comple´tement corre´le´.
13. Voir [13], p. 102.
14. Voir la note 20.
15. Voir la remarque 20.
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En outre, ρ sera dit comple`tement se´parable s’il peut s’e´crire sous la forme
ρ = r=n∑
r=1 prρr,1 ⊗ ρr,2 ⊗ ...⊗ ρr,k ∈ T (H),
avec les pr ⩾ 0 des probabilite´s telles que ∑r=nr=1 pr = 1. S’il existe une partition
I = IA ∪ IB telle que ρ puisse s’e´crire, a` l’ordre des facteurs pre`s, sous la forme
ρ = r=n∑
r=1 prρr,A ⊗ ρr,B ,
avec, pour tout r, ρr,A ∈ T (⊗i∈IAHi) et ρr,B ∈ T (⊗i∈IB Hi), nous dirons que
ρ est partiellement se´parable. Un e´tat de densite´ non comple`tement se´parable
sera dit partiellement intrique´, et un e´tat non partiellement se´parable sera dit
comple`tement intrique´.
Remarque 18. L’usage du mot partiellement dans la de´finition ci-dessus doit
eˆtre compris au sens large : par exemple, un e´tat comple`tement corre´le´ est a
fortiori partiellement corre´le´, etc.
Remarque 19. La terminologie usuelle appelle
– corre´le´s les e´tats que nous appelons partiellement corre´le´s,
– se´parables ceux que nous appelons comple`tement se´parables,
– intrique´s ceux que nous appelons partiellement intrique´s.
Ces diffe´rences terminologiques, qui visent a` davantage de pre´cision, sont
cohe´rentes avec celles de´ja` souligne´es, dans le cas du formalisme vectoriel, par
la remarque 13.
Quel que soit l’e´tat global de densite´ ρ dans lequel le syste`me compose´ S se
trouve, il existe une fac¸on naturelle — qui n’est de ce fait pas conside´re´e comme
faisant partie des postulats de la me´canique quantique — d’attribuer a` chacun
des sous-syste`mes Si un e´tat de densite´ spe´cifique dont l’expression en fonction
de ρ fait appel a` la notion de trace partielle, ainsi de´finie :
De´finition 11 (Traces partielles). E´tant donne´ un espace de Hilbert H et
H =HA⊗HB une factorisation de H. On appelle trace partielle sur HB l’unique
application line´aire trB ∶ L(H)→ L(HA) qui, a` tout ope´rateur ρ de la forme
ρ = ∣ϕAϕB >< ψAψB ∣ = ∣ϕA >< ψA∣⊗ ∣ϕB >< ψB ∣
associe l’ope´rateur trB(ρ) ∈ L(HA) donne´ par
trB(ρ) =< ψB ∣ϕB > ∣ϕA >< ψA∣. (8)
De´finition 12. d’un e´tat de densite´ a` un sous-syste`me] E´tant donne´ ρ ∈ T (H)
un e´tat de densite´ du syste`me S compose´ par la famille (Si)i∈I={1,...,k}, ou` H =
HS =⊗i∈I Hi et Hi =HSi , et e´tant donne´ j ∈ I, on appelle re´duction de ρ a` Hj
l’ope´rateur de densite´ re´duit ρj de´fini par
ρj = trB(ρ),
ou` B =⊗i≠jHi. Plus ge´ne´ralement, pour toute partie non vide J ⊂ I, on appelle
re´duction de ρ a` HJ =⊗j∈J Hj l’ope´rateur ρJ ∈ T (HJ) de´fini par
ρJ = trB(ρ),
ou` B =⊗i∈¬J Hi, avec ¬J = I ∖ J .
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E´tat de densite´ d’un sous-syste`me Dans le formalisme FD, il est dit 16que
si le syste`me compose´ S est dans l’e´tat de densite´ ρ, alors le sous-syste`me Sj
est dans l’e´tat de densite´ ρj obtenu par re´duction de ρ a` Hj .
Exemple 6 (Deux e´tats pour un meˆme syste`me). Conside´rons le syste`me S
compose´ de deux sous-syste`mes SA et SB , avec HA = HSA = vect{∣0A >, ∣1A >}
et HB =HSB = vect{∣0B >, ∣1B >}, et supposons que S se trouve dans l’e´tat pur
ρ = ∣ψ >< ψ∣, avec ψ = ∣0A0B > +∣1A1B >√
2
, que nous noterons plus simplement
ψ = ∣00 > +∣11 >√
2
.
Dans la base (∣00 >, ∣01 >, ∣10 >, ∣11 >) de H, l’ope´rateur ρ s’e´crit matricielle-
ment
Matρ = 1
2
⎛⎜⎜⎜⎝
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
⎞⎟⎟⎟⎠ ,
et la formule (8) permet de trouver facilement l’expression matricielle de ρA et
ρB dans les bases respectives (∣0A >, ∣1A >) et (∣0B >, ∣1B >) de HA et HB :
MatρA = MatρB = 1
2
( 1 0
0 1
) .
Appliquant le principe de composition des e´tats, on obtient alors pour le syste`meS entier un e´tat de densite´ ρ′ = ρA ⊗ ρB de matrice
Matρ′ = 1
4
⎛⎜⎜⎜⎝
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎞⎟⎟⎟⎠ .
On a donc ρ ≠ ρ′. Cet exemple illustre a` nouveau qu’en fonction de la connais-
sance que l’on a d’un syste`me, celui-ci peut se voir attribuer des e´tats de densite´
diffe´rents. En l’occurrence, la donne´e des e´tats mixtes ρA et ρB dans lesquels se
trouvent les sous-syste`mes A et B contient moins d’information que celle conte-
nue dans la donne´e de l’e´tat intrique´ ρ — l’information perdue est celle relative
a` la manie`re dont A et B sont intrique´s — il est donc logique qu’on ne puisse a`
partir de ρA et ρB retrouver l’e´tat ρ.
2.4 Passage d’un formalisme a` l’autre
2.4.1 Des vecteurs d’e´tat aux ope´rateurs de densite´
On passe du formalisme des vecteurs d’e´tats a` celui des ope´rateurs de densite´
en identifiant tout e´tat vectoriel a` un e´tat de densite´ pur, graˆce a` l’injection
S̃FV ↪ T (H) = S̃FD,
ψ = ∣ψ >↦ ρ = ∣ψ >< ψ∣.
16. Voir Chuang et Nielsen [13], pages 105-106.
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Cette injection montre que l’espace des e´tats de densite´ est plus large que
celui des e´tats vectoriels. Les e´tats de densite´ ρ qui peuvent se mettre sous la
forme ∣ψ >< ψ∣ sont pre´cise´ment les e´tats purs, et tout naturellement on appelle
e´galement e´tats purs les e´tats vectoriels ψ eux-meˆmes.
Plus ge´ne´ralement, a` toute famille ponde´re´e d’e´tats vectoriels unitaires (ψr, pr)r∈R,
ou` les pr ⩾ 0 ve´rifient ∑r pr = 1, on associe l’e´tat de densite´ mixte
ρ = ∑
r∈R pr ∣ψr >< ψr ∣.
2.4.2 Des ope´rateurs de densite´ aux vecteurs d’e´tat
Un e´tat de densite´ ρ peut toujours eˆtre interpre´te´ en termes de famille d’e´tats
purs ponde´re´e par des probabilite´s (ψr, pr)r∈R, autrement dit en termes d’e´tats
mixtes ρ = ∑r pr ∣ψr >< ψr ∣, ne serait-ce qu’en prenant pour vecteurs ψr une
base de vecteurs propres de l’ope´rateur hermitien ρ. Ne´anmoins, la porte´e d’une
telle interpre´tation est restreinte par le fait que, tre`s souvent, ρ peut s’e´crire de
plusieurs manie`res sous cette forme.
3 Structures connectives des e´tats quantiques
intrique´s
Padmanabhan K. Aravind, professeur de physique au Worcester Polytechnic
Institute (Massachusetts), dans un article [1] publie´ en 1997 comme chapitre
du livre [15], et Ayumu Sugita, du de´partement de physique applique´e de la
Osaka City University, dans un article [16] publie´ en 2007 sur ArXiv, cherchent
a` comparer intrication quantique et entrelacs dans R3, et cela essentiellement
dans le cas de trois composantes — bien qu’Aravind conside`re aussi l’intrication
borrome´enne ge´ne´ralise´e a` un nombre quelconque de composantes, autrement
dit ce qu’on appelle aussi depuis 1976 avec [14] les entrelacs brunniens 17 — avec
en particulier la question de savoir si le syste`me GHZ constitue´ de trois qubits
intrique´s dans l’e´tat
GHZ = ∣000 > +∣111 >√
2
(9)
peut ou non eˆtre dit borrome´en.
Or, dans ce type de question, le seul aspect des entrelacs qui intervient
re´ellement est leur structure connective 18. C’est du reste une question tre`s na-
turelle, lorsqu’on conside`re l’intrication quantique en ayant a` l’esprit le point de
vue connectif, de se demander s’il est possible d’associer de fac¸on naturelle une
ou plusieurs structures connectives a` tout e´tat d’un syste`me quantique compose´.
C’est l’objet de la pre´sente partie que de proposer la de´finition de telles struc-
tures, en nous appuyant d’abord sur l’ide´e de´veloppe´e par Aravind, et ensuite
sur celle de Sugita, la principale diffe´rence entre les deux points de vue e´tant
qu’Aravind utilise essentiellement le formalisme des vecteurs d’e´tat, tandis que
Sugita utilise celui des ope´rateurs de densite´.
A` la fin de la pre´sente section 3, nous introduisons la notion d’ordre connectif
d’un e´tat quantique intrique´.
17. Sur l’histoire des structures connectives, et en particulier la contribution fondamentale
de Brunn a` ce sujet, voir [7] ainsi que le rappel historique figurant dans l’introduction de [9].
18. Sur la structure connective des entrelacs, voir [7].
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3.1 Structures connectives de de´sintrication
3.1.1 L’analogie d’Aravind entre syste`mes intrique´s et entrelacs
Dans le cas d’un entrelacs, la conside´ration de sous-entrelacs est imme´diate :
il suffit d’oublier les composantes qui n’en font pas partie. Or, un tel oubli n’a
pas d’e´quivalent e´vident s’agissant des syste`mes quantiques compose´s, du moins
dans le formalisme des vecteurs d’e´tat. Par contre, l’ope´ration qui consiste a`
obtenir un sous-entrelacs d’un entrelacs donne´ comme re´sultat d’ope´rations de
coupures sur les composantes qui ne lui appartiennent pas a de manie`re as-
sez e´vidente un analogue dans le formalisme quantique des e´tats purs, a` savoir
la transformation 19 des e´tats conse´cutive a` une mesure quantique effectue´e sur
l’une des particules formant un syste`me intrique´. C’est la` l’ide´e centrale adopte´e
par Padmanabhan K. Aravind [1]. Le proble`me est alors le suivant : une meˆme
mesure peut parfois conduire, pour le syste`me constitue´ des autres particules
que celle sur laquelle la mesure (partielle) a e´te´ effectue´e, a` un syste`me intrique´
ou non. De plus, cela peut e´galement de´pendre du type de mesure effectue´, un
peu comme si dans un entrelacs, selon que l’on effectue sur l’un des nœuds qui
le compose une coupure de tel ou tel type, les composantes restantes devaient
former des entrelacs de structures diffe´rentes. C’est en particulier le cas pour
l’exemple fondamental autour duquel l’article d’Aravind est construit, l’e´tat
GHZ qui se re´ve`le conduire soit a` une structure borrome´enne, soit a` une struc-
ture totalement connecte´e selon les expe´riences de mesure conside´re´es.
3.1.2 Un e´ventail de structures connectives
Il de´coule de qui pre´ce`de qu’il y pourrait y avoir plusieurs structures connec-
tives le´gitimes a` envisager pour un meˆme e´tat quantique intrique´. Dans ce qui
suit, nous allons effectivement de´finir, a` la section 3.1.7, tout un e´ventail de
structures connectives pour un e´tat pur d’un syste`me quantique compose´ d’une
famille finie (Si)i∈I={1,...,k} de sous-syste`mes, chacun d’eux ayant pour espaces
d’e´tats un espace de Hilbert Hi. Cet e´tat sera repre´sente´ par un vecteur unitaire
ψ :
ψ ∈H =⊗
i∈I Hi.
Pour cela, nous avons d’abord besoin de donner quelques pre´cisions de vo-
cabulaire et de notations relatives aux ensembles d’e´tats a` conside´rer, a` la
se´parabilite´ de ces e´tats, aux ensembles de mesures qui peuvent eˆtre effectue´s sur
ces e´tats, ainsi que des pre´cisions concernant le quantificateur logique que nous
noterons ∃● pour exprimer le fait qu’une proprie´te´ est satisfaite par certains
e´le´ments, mais pas tous.
19. Transformation au moins partiellement de´sintricante, s’agissant en tout cas de la par-
ticule sur laquelle la mesure est effectue´e. Curieusement, la de´sintrication quantique semble
eˆtre une notion encore relativement peu conside´re´e en tant que telle. Remarquons en outre
qu’elle soule`ve de fac¸on assez aigu¨e le proble`me de comprendre l’articulation entre non-localite´
et contraintes relativistes, dans la mesure ou`, comme nous le soulignons dans la remarque 30
page 31, il est impossible de localiser en tant qu’unique e´ve´nement de l’espace-temps relativiste
une telle de´sintrication : deux mesures constituant des e´ve´nements se´pare´s par un intervalle
de genre espace effectue´es sur deux parties intrique´es d’un meˆme syste`me quantique peuvent
aussi bien pre´tendre l’une que l’autre eˆtre ≪ a` l’origine ≫ de la de´sintrication : tout se passe
comme si elles ne faisaient qu’actualiser une de´sintrication dont la cause n’est pas localisable,
de´sintrication qui se produit de`s qu’au moins une des deux mesures a lieu, mais qui ne se
serait pas produite si aucune des deux mesures n’avaient e´te´ faite...
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3.1.3 J-e´tats
Pour toute partie non vide J de I, nous noterons HJ l’espace des e´tats du
sous-syste`me SJ de S, espace de´fini par
HJ =⊗
j∈JHj , (10)
et nous appellerons e´tat sur J ou J-e´tat tout e´tat ϕ de SJ , c’est-a`-dire tout e´tat
de´fini par un vecteur unitaire ϕ ∈HJ .
De´finition 13. Soit J ⊂ I, avec card(J) ⩾ 2, et J = J1 ∪ J2 une partition 20
de J . On dit qu’un J-e´tat ϕ ∈ HJ est (J1, J2)-se´parable s’il existe ϕ1 ∈ HJ1 et
ϕ2 ∈HJ2 tels que, a` l’ordre des facteurs pre`s, on ait
ϕ = ϕ1 ⊗ ϕ2.
On note D(J1,J2) l’ensemble des J-e´tats (J1, J2)-se´parables.
Remarque 20 (≪ A` l’ordre des facteurs pre`s ≫). Le produit tensoriel n’e´tant
pas commutatif, nous serons souvent conduit a` pre´ciser que les formules e´crites
doivent eˆtre comprises ≪ a` l’ordre des facteurs pre`s ≫. Par exemple, dans la for-
mule e´crite ci-dessus, ϕ = ϕ1⊗ϕ2, cela ne signifie pas seulement que l’on pourrait
avoir aussi ϕ = ϕ2 ⊗ ϕ1, mais surtout que l’ordre de tous les facteurs figurant
dans toute expression de ϕ1 et de ϕ2 doit e´ventuellement eˆtre re´tabli pour entrer
dans la de´finition usuelle des e´le´ments de⊗j∈J Hj . Au fond, tout cela est simple-
ment e´quivalent a` l’utilisation d’une version commutative du produit tensoriel
de´finie, pour e´viter toute ambigu¨ıte´, sur des copies deux a` deux disjointes des
espaces Hi. Ceci pre´cise´, si d’aventure il nous arrivait d’oublier de pre´ciser la
mention ≪ a` l’ordre des facteurs pre`s ≫, le lecteur ne manquerait pas de rectifier
par lui-meˆme.
De´finition 14. J de´signant une partie de I non vide et non re´duite a` un
point, un J-e´tat ϕ ∈ HJ est dit partiellement se´parable s’il existe une partition
J = J1 ∪ J2 telle que ϕ soit (J1, J2)-se´parable. On note DJ (ou simplement D
s’il n’y a pas d’ambigu¨ıte´) l’ensemble des J-e´tats partiellement se´parables. Un
J-e´tat non partiellement se´parable sera dit globalement intrique´.
Nous noterons en outre ¬DJ (ou simplement ¬D s’il n’y a pas d’ambigu¨ıte´)
l’ensemble des J-e´tats globalement intrique´s, autrement dit le comple´mentaire
de DJ dans HJ : ¬DJ =HJ ∖DJ . (11)
Remarque 21. La question de savoir s’il faut e´largir la de´finition 14 aux parties
de I re´duites a` un point n’est pas vraiment importante, dans la mesure ou` les
structures connectives qui seront de´finies sur la base de ces conside´rations seront
de toute fac¸on inte`gres, autrement dit les singletons seront conside´re´s dans tous
les cas comme connexes.
20. Rappelons qu’une partition d’un ensemble est un recouvrement de cet ensemble par des
parties disjointes toutes non vides.
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3.1.4 Expe´riences de´terminantes et projections sur J
Pour toute partie J ⊂ I, on note ¬J le comple´mentaire de J dans I.
De´finition 15. E´tant donne´ L ⊂ I, on appelle expe´rience de´terminante sur L
toute expe´rience de mesure d’une observable M sur le syste`me S qui, a` l’ordre
des facteurs pre`s 21, est de la forme
M = (⊗
l∈LMl)⊗ (⊗j∈¬L Idj) = (⊗l∈LMl)⊗ IdH¬L ,
ou`, pour tout l ∈ L, Ml de´signe un ope´rateur hermitien de l’espace Hl dont toutes
les valeurs propres soient distinctes, i.e. dont tous les sous-espaces propres soient
de dimension 1.
On note ML l’ensemble des expe´riences de´terminantes sur L.
Remarque 22. A` noter que l’observable⊗l∈LMl peut s’interpre´ter comme synthe´-
tisant la suite des observables (Ml)l∈L. Voir a` ce sujet la remarque 30 page 31.
Remarque 23. L’ensemble I ayant e´te´ suppose´ non vide, les ensembles ML ne
sont jamais vides. En particulier, pour L = ∅ ⊂ I, on a ML = {IdH}.
Soit maintenant J une partie propre de I et M ∈ M¬J une expe´rience
de´terminante sur ¬J . Les sous-espaces propres des Ml qui composent M e´tant
tous de dimension 1, tout e´tat 22 b ∈M[ψ] auquel la mesure de M peut conduire
a` partir de l’e´tat ψ est (J,¬J)-se´parable, autrement dit peut se factoriser sous
la forme
b = (⊗
l∈L bl)⊗ bJ ,
avec, pour tout l ∈ L, bl un vecteur propre unitaire de Ml, et bJ ∈HJ , une telle
factorisation e´tant unique (a` des coefficients multiplicatifs de module 1 pre`s).
Par conse´quent, tout e´tat b ∈ M[ψ] de´finit un unique e´tat bJ ∈ HJ , que nous
appellerons la projection de b sur J .
Pour tout M ∈M¬J , on posera en outre
MJ[ψ] = {bJ ∈HJ , b ∈M[ψ]}. (12)
Remarque 24. Pour J = I, on a M¬J = {IdH}, et on pose naturellement(IdH)J[ψ] = {ψ}.
Remarque 25. Si on n’avait pas impose´ que les valeurs propres de chaque Ml
soient distinctes, on aurait effectivement pu rencontrer des situations telles que
celles-ci : si u et v sont des vecteurs propres orthogonaux de M1 associe´s a`
une meˆme valeur propre, une mesure de M1 sur un e´tat intrique´ de la forme∣u00 > +∣v11 >√
2
peut conduire a` le laisse´ inchange´, donc non factorisable.
3.1.5 Le quantificateur ∃●
Nous de´finissons le quantificateur certains mais pas tous, note´ ∃●, par l’e´quivalence
logique suivante, e´crite pour toute proprie´te´ P (x) de´pendant d’une variable
x ∈ E : ∃●x ∈ E,P (x)⇔ (∃x ∈ E,P (x)) et (∃x ∈ E,¬P (x)). (13)
21. Voir la remarque 20.
22. Voir la notation donne´e par la formule (3) page 10.
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3.1.6 Types d’intrication de ψ sur J ⊂ I
Dans toute cette section 3.1.6, J de´signe une partie de I ayant au moins
deux e´le´ments, et repre´sente ainsi un sous-ensemble de l’ensemble des particules
constituant le syste`me S.
Rappelons par ailleurs que ψ de´signe un e´tat vectoriel du syste`me quantique
conside´re´, autrement dit ψ ∈⊗i∈I Hi, avec ψ unitaire.
De´finition 16. On dit que l’e´tat ψ est globalement intrique´ sur J si
∀M ∈M¬J ,MJ[ψ] ⊂ ¬DJ .
Autrement dit, l’e´tat ψ du syste`me est globalement intrique´ sur J ⊂ I lorsque
toute expe´rience de´terminante effectue´e sur les autres particules que celles in-
dexe´es par J conduit ne´cessairement ce sous-syste`me a` un e´tat globalement
intrique´.
Remarque 26. L’e´tat ψ est globalement intrique´ sur I lui-meˆme si et seulement
si ψ ∈ ¬D, c’est-a`-dire si l’e´tat ψ est intrique´.
De´finition 17. On dit que ψ est me´lange´, ou qu’il est semi-intrique´, ou encore
qu’il est semi-se´parable sur J si et seulement si
∃(M,P ) ∈ (M¬J)2,∃(ϕ,φ) ∈MJ[ψ] × PJ[ψ], (ϕ ∈ ¬DJ) et (φ ∈ DJ).
Autrement dit, lorsque ψ est me´lange´ sur J , le re´sultat sur J d’une expe´rience
de mesure faite sur les autres sous-syste`mes peut, selon les cas, conduire aussi
bien a` un e´tat globalement intrique´ sur J qu’a` un e´tat partiellement se´parable
sur J .
De´finition 18. On dit que ψ est totalement me´lange´ sur J si et seulement si
∀M ∈M¬J ,∃●ϕ ∈MJ[ψ], ϕ ∈ DJ .
Ainsi, ψ est totalement me´lange´ lorsque toute expe´rience de´terminante ef-
fectue´e sur les autres sous-syste`mes conduit parfois a` un e´tat sur J partiellement
se´parable, et parfois a` un e´tat globalement intrique´.
De´finition 19. On dit que ψ est partiellement bien intrique´ sur J si
∃●M ∈M¬J ,MJ[ψ] ⊂ ¬DJ .
Autrement dit, ψ est partiellement bien intrique´ sur J s’il y est me´lange´
mais qu’il y a au moins une expe´rience de mesure sur les autres sous-syste`mes
conduisant, selon toutes probabilite´s, a` un e´tat globalement intrique´ sur J . Dans
ce cas, ψ n’est donc pas totalement me´lange´ sur J .
De´finition 20. On dit que ψ est partiellement bien se´parable sur J si
∃●M ∈M¬J ,MJ[ψ] ⊂ DJ .
Autrement dit, ψ est partiellement bien se´parable sur J s’il est me´lange´ sur
J mais qu’il y a au moins une expe´rience de mesure sur les autres sous-syste`mes
conduisant, selon toutes probabilite´s, a` un e´tat partiellement se´parable sur J .
Dans ce cas non plus ψ n’est pas totalement me´lange´ sur J .
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Figure 1 – Types d’intrication d’un e´tat vectoriel ψ sur une partie J ⊂ I
De´finition 21. On dit que ψ est globalement se´parable sur J si
∀M ∈M¬J ,MJ[ψ] ⊂ DJ .
De´finition 22. On dit que ψ est clairement se´parable sur J s’il existe une
partition de J en deux parties non vides disjointes J = J1 ∪ J2 telles que
∀M ∈M¬J ,MJ[ψ] ⊂ D(J1,J2).
Alors que le fait, pour ψ, d’eˆtre globalement se´parable sur J conduit a`
des e´tats qui peuvent se factoriser diffe´remment selon les expe´riences de me-
sure re´alise´es et, pour chaque expe´rience, selon les re´sultats obtenus, la claire
se´parabilite´ demande une possibilite´ de factorisation selon la meˆme partition
pour tous les e´tats ainsi obtenus.
De´finition 23. On dit que ψ est totalement se´pare´ sur J si, pour toute partition
de J en deux parties non vides disjointes J = J1 ∪ J2, on a
∀M ∈M¬J ,MJ[ψ] ⊂ D(J1,J2).
On ve´rifie facilement que les de´finitions pre´ce´dentes conduisent a` classer
la situation d’intrication de ψ sur J dans l’une des huit situations mutuelle-
ment incompatibles suivantes : ψ y est soit globalement intrique´, soit totalement
me´lange´, soit partiellement bien intrique´ mais non partiellement bien se´parable,
soit partiellement bien se´parable mais non partiellement bien intrique´, soit a`
la fois partiellement bien intrique´ et partiellement bien se´parable, soit globale-
ment se´parable mais non clairement se´parable, soit clairement se´parable mais
non totalement se´pare´, soit enfin totalement se´pare´.
Cette classification re´sulte imme´diatement de la proposition suivante, elle-
meˆme facile a` ve´rifier.
Proposition 2. Sur J ⊂ I, ψ est soit globalement intrique´, soit me´lange´, soit
globalement se´parable. Si ψ est me´lange´ sur J , il y est
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– soit totalement me´lange´,
– soit partiellement bien intrique´ sans eˆtre partiellement bien se´parable,
– soit partiellement bien se´parable sans eˆtre partiellement bien intrique´,
– soit a` la fois partiellement bien intrique´ et partiellement bien se´parable.
Enfin, on a les implications : ψ totalement se´pare´ sur J ⇒ ψ clairement se´parable
sur J ⇒ ψ globalement se´parable sur J .
3.1.7 Structures de de´sintrication de ψ
Sur la base de la classification pre´ce´dente, nous pouvons maintenant associer
a` l’e´tat ψ diffe´rentes structures connectives, que nous appellerons les structures
de de´sintrication de ψ.
Dans ce but, notant Q(I) l’ensemble des parties J ⊂ I telles que card(J) ⩾ 2,
nous introduisons les ensembles suivants de parties de I :
– GI(ψ) : ensemble des J ∈ Q(I) telles que ψ est globalement intrique´ sur
J ,
– BIP (ψ) : ensemble des J ∈ Q(I) telles que ψ est globalement intrique´ ou
partiellement bien intrique´ sur J ,
– MT (ψ) : ensemble des J ∈ Q(I) telles que ψ est globalement intrique´ ou
totalement me´lange´ sur J ,
– IP (ψ) : ensemble des J ∈ Q(I) telles que ψ est globalement intrique´ ou
partiellement bien intrique´ ou totalement me´lange´ sur J ,
– ML(ψ) : ensemble des J ∈ Q(I) telles que ψ est globalement intrique´ ou
me´lange´ sur J ,
– NCS(ψ) : ensemble des J ∈ Q(I) telles que ψ n’est pas clairement se´parable
sur J .
De´finition 24 (Structures de de´sintrications de l’e´tat ψ). On de´finit sur l’en-
semble I les structures connectives inte`gres suivantes, associe´es a` l’e´tat quan-
tique global ψ ∈⊗i∈I Hi :
– structure d’intrication globale 23 : κGI(ψ) = [GI(ψ)]1,
– structure de bonne intrication partielle : κBIP (ψ) = [BIP (ψ)]1,
– structure de me´lange total : κMT (ψ) = [MT (ψ)]1,
– structure d’intrication partielle : κIP (ψ) = [IP (ψ)]1,
– structure de me´lange : κML(ψ) = [ML(ψ)]1,
– structure de non claire se´parabilite´ : κNCS(ψ) = [NCS(ψ)]1.
Par construction, on a de fac¸on imme´diate, pour tout e´tat ψ ∈ ⊗i∈I Hi, les
relations de finesse suivante entre les structures connectives de´finies ci-dessus :
κGI(ψ) ⊂ κBIP (ψ) ⊂ κIP (ψ),
κGI(ψ) ⊂ κMT (ψ) ⊂ κIP (ψ),
κIP (ψ) ⊂ κML(ψ) ⊂ κNCS(ψ).
23. Rappelons que la notation [A]1 de´signe la structure connective inte`gre engendre´e parA : voir la section 1.4, page 5.
3 STRUCTURES CONNECTIVES DES E´TATS INTRIQUE´S 24
3.1.8 Exemples : e´tats EPR, GHZ et O2
Exemple 7 (E´tat EPR). Le syste`me quantique conside´re´ est compose´ de deux
particules S1 et S2, chacune ayant pour espace d’e´tats un planHi ≃ C2, engendre´
par des e´tats note´s ∣0 > et ∣1 > :
Hi = Vect(∣0 >, ∣1 >) = {α∣0 > +β∣1 >, (α,β) ∈ C2},
et se trouve dans l’e´tat
EPR = ∣00 > +∣11 >√
2
. (14)
Puisque card(I) = 2, la seule partie de I a` conside´rer est J = I. Or, d’apre`s la
remarque 26, l’e´tat EPR e´tant intrique´ (non factorisable), EPR est globalement
intrique´ sur I. Par conse´quent, toutes les structures de de´sintrications de EPR
co¨ıncident avec la structure connective grossie`re sur l’ensemble I.
Exemple 8 (E´tat GHZ). Reprenons l’exemple principal conside´re´ par Aravind
[1] : un syste`me de trois qubits est pre´pare´ dans l’e´tat ψ = GHZ de´fini par la
formule (9)
GHZ = ∣000 > +∣111 >√
2
.
C’est un e´tat intrique´, donc GHZ est globalement intrique´ sur I = {1,2,3}.
Par contre, GHZ n’est pas globalement intrique´ sur J = {2,3}, puisque une
mesure de l’observable 24 Z = ( 1 0
0 −1 ) sur la premie`re particule transforme
de fac¸on e´quiprobable l’e´tat du syste`me global soit en ∣000 >, soit en ∣111 >,
donc dans tous les cas en des e´tats totalement de´sintrique´s. D’un autre cote´,
comme le remarque Aravind, une mesure e´galement sur la premie`re particule
de l’observable X = ( 0 1
1 0
) , dont nous notons u⃗ et v⃗ deux vecteurs propres
unitaires orthgonaux, conduit a` partir de l’e´tat GHZ a` deux e´tats possibles
e´quiprobables, u⃗ ⊗ ∣00 > +∣11 >√
2
et v⃗ ⊗ ∣00 > +∣11 >√
2
, d’ou` (X ⊗ IdJ)J[GHZ] =
{ ∣00 > +∣11 >√
2
}, qui est intrique´. On en de´duit queGHZ est a` la fois partiellement
bien intrique´ et partiellement bien se´parable sur J . Par syme´trie, on aboutit a`
la meˆme conclusion pour {1,3} et {1,2}, de sorte que les structures connectives
de de´sintrication pour l’e´tat GHZ sont les suivantes :
– les structures d’intrication globale et de me´lange total sont borrome´ennes,
– les autres structures de de´sintrication sont totalement connecte´es (struc-
tures grossie`res),
autrement dit :
κGI(GHZ) = κMT (GHZ) = B3,
κBIP (GHZ) = κIP (GHZ) = κML(GHZ) = κNCS(GHZ) = P(I).
Exemple 9 (L’e´tat O2). On ve´rifie que la structure d’intrication globale κGI(O2)
de l’e´tat
O2 = 2√
13
(∣000 > +∣011 > +∣100 > −1
2
∣111 >) (15)
24. Observable dont les e´tats propres sont pre´cise´ment ceux note´s ∣0 > et ∣1 >.
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est
κGI(O2) = {∅,{1},{2},{3},{2,3},{1,2,3}}.
Autrement dit, dans un syste`me de trois particules intrique´es selon l’e´tat
O2, les particules 2 et 3 sont (globalement) intrique´s dans le syste`me, et la par-
ticule 1 est globalement intrique´e a` {2,3}, mais sans eˆtre globalement intrique´e
spe´cifiquement ni a` 2 seule, ni a` 3 seule.
Remarquons que cette structure est d’ordre connectif e´gal a` 2. En section
3.3, cela nous conduira a` dire que l’e´tat O2 lui-meˆme est d’ordre connectif 2.
3.2 Structures connectives de densite´
3.2.1 L’ide´e de Sugita
En 2007, Ayumu Sugita [16], s’appuie sur le formalisme des ope´rateurs de
densite´ pour montrer que le nœud borrome´en exprime intrinse`quement la struc-
ture d’intrication de l’e´tat GHZ, inde´pendamment du choix d’une base que
constitue le fait de mesurer une observable plutoˆt qu’une autre, comme l’avait
fait Aravind [1].
Comme nous l’avons rappele´ pre´ce´demment (section 2.3.3), le syste`me com-
pose´ conside´re´ e´tant suppose´ eˆtre dans un e´tat quantique donne´, le formalisme
des ope´rateurs de densite´ permet en effet d’attribuer un e´tat de densite´ a` tout
sous-syste`me de celui-ci. Pour le dire simplement, il est possible dans ce forma-
lisme d’oublier certains sous-syste`mes et de regarder l’e´tat dans lequel se trouve
le reste.
Nous nous proposons dans la pre´sente section 3.2 de prolonger l’ide´e de
Sugita a` tout e´tat quantique de tout syste`me compose´ d’un nombre fini de
sous-syste`mes. Comme dans les sections pre´ce´dentes, on note I = {1,2, ..., k}
un ensemble fini d’indices, S est un syste`me quantique d’espace des e´tats H =⊗i∈I Hi, compose´ d’une famille (Si)i∈I={1,...,k} de sous-syste`mes ayant chacun
pour espaces d’e´tats un espace de Hilbert Hi, et l’on supposera que S se trouve
dans un e´tat de densite´ ρ ∈ T (H).
3.2.2 Corre´lation et intrication de ρ sur une partie J ⊂ I
Dans tout ce qui suit, J de´signe une partie de I posse´dant au moins deux
e´le´ments. Comme pre´ce´demment, on note ¬J le comple´mentaire de J dans I et,
pour toute partie L de I, on de´signe par HL l’espace de Hilbert
HL =⊗
l∈LHl.
En nous appuyant sur les de´finition 10 et 12, nous posons d’abord celle-ci :
De´finition 25. Nous dirons que ρ est comple`tement corre´le´ sur J , et l’on notera
ρ ∈ corr(J),
si la re´duction ρJ de ρ a` J est comple`tement corre´le´e. Nous dirons en outre que
ρ est comple`tement intrique´ sur J , et l’on e´crira
ρ ∈ intr(J),
si ρJ est comple`tement intrique´.
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3.2.3 Structures connectives de densite´ de ρ
De´finition 26. On appelle structure connective de densite´ par corre´lation de
ψ, la structure connective inte`gre κcorr(ρ) engendre´e par les parties J de I sur
lesquelles ρ est comple`tement corre´le´ :
κcorr(ρ) = [{J ∈ PI, ρ ∈ corr(J)}]1.
On appelle structure connective de densite´ par intrication de ψ, ou plus simple-
ment structure de Sugita de ρ, la structure connective inte`gre κS(ρ) engendre´e
par les parties J de I sur lesquelles ρ est comple`tement intrique´ :
κS(ρ) = [{J ∈ PI, ρ ∈ intr(J)}]1.
Exemple 10. On ve´rifie facilement que l’e´tat GHZ de´crit a` l’exemple 8 ve´rifie
κS(GHZ) = B3.
C’est pre´cise´ment ce que remarque Sugita dans son article [16].
On trouvera d’autres exemples de structures connectives de dispositifs mul-
tilocaux dans la pre´sentation place´e sur la page web
https://sites.google.com/site/logiquecategorique/Contenus/CSQE.
Exercice 1. De´terminer κcorr(GHZ).
3.3 Ordre connectif d’un e´tat quantique intrique´
De´finition 27. E´tant donne´ ψ un e´tat quantique pur d’un syste`me quan-
tique compose´, on appelle ordre connectif de de´sintrication de ψ, et l’on note
Ωc(ψ), le maximum des ordres connectifs des diverses structures connectives de
de´sintrication de ψ donne´es dans la de´finition 24. Autrement dit, Ωc(ψ) est e´gal
a` :
max{Ω(κGI(ψ)),Ω(κBIP (ψ)),Ω(κMT (ψ)),Ω(κIP (ψ)),Ω(κML(ψ)),Ω(κNCS(ψ))}.
E´tant donne´ ρ un e´tat quantique (e´ventuellement mixte) d’un syste`me quan-
tique compose´, e´tat donne´ par un ope´rateur de densite´ ρ, on appelle ordre
connectif de densite´ de ρ, et l’on note Ωf(ψ), le maximum des ordres connectifs
des deux structures connectives de densite´ de ρ donne´es dans la de´finition 26 :
Ωf(ρ) = max{Ω(κcorr(ρ)),Ω(κS(ρ))}.
Enfin, on appelle ordre connectif d’un e´tat pur ψ, et l’on note Ω(ψ), le
maximum de son ordre connectif de de´sintrication et de son ordre connectif de
densite´ :
Ω(ψ) = max(Ωc(ψ),Ωf(∣ψ >< ψ∣)). (16)
Exemple 11. On ve´rifie sans peine que les e´tats EPR et GHZ sont d’ordre
connectif e´gal a` 1. Pour trois particules intrique´es, l’ordre connectif est ne´ces-
sairement infe´rieur ou e´gal a` 2. Un exemple d’e´tat quantique intriquant trois
particules et d’ordre connectif 2 est donne´ par l’e´tat O2 de´fini par la formule
(15) de l’exemple 9.
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3.4 Conjectures brunnienne
Nous conjecturons que toutes les structures connectives de´finies pre´ce´demment
satisfont la conjecture brunnienne correspondante, a` savoir, comme nous l’avons
indique´ dans la section 1.3 page 4 :
Pour toute structure connective finie κ, il existe un syste`me quantique S
compose´ et un e´tat quantique e de ce syste`me, tel que la structure connective de
e soit pre´cise´ment κ.
4 Structures relationnelles des dispositifs multi-
locaux
Reprenant, avec quelques changement terminologiques, le point de vue de
Christophe Chalons dans son travail sur les degre´s ludiques (voir [4]), nous for-
malisons par la notion de dispositif multilocal les expe´riences de mesure portant
sur un syste`me quantique intrique´, de telles expe´riences e´tant identifie´es a` des fa-
milles de questions locales pose´es au syste`me par des expe´rimentateurs distants
les uns des autres.
Regroupe´es sous l’appellation ge´ne´rale de structures connectives relation-
nelles, nous de´finissons ensuite plusieurs types de structures connectives pour
les dispositifs multilocaux, a` savoir diverses structures qualifie´es de tensorielles,
et plusieurs structures dites domaniales. Renvoyant a` un travail ulte´rieur, nous
signalons e´galement la notion de structure connective ludique.
A` la fin de la pre´sente section 4, nous introduisons la notion d’ordre connectif
d’un dispositif multi-local.
4.1 De´finition des dispositifs multilocaux
4.1.1 Relations binaires vues comme applications multivalentes
E´tant donne´e une relation binaire R d’un ensemble A vers un ensemble B,
nous noterons (a, b) ∈ R pour exprimer que a est en relation avec b, notation
qui revient a` identifier R avec son graphe.
En outre, nous identifierons couramment R a` l’application A → PB qui a`
tout a ∈ A associe l’ensemble R(a) — e´ventuellement vide — de tous les b ∈ B
tels que (a, b) ∈ R :
R(a) = {b ∈ B, (a, b) ∈ R}.
Pour souligner ce point de vue multivalent sur les relations binaires, nous
e´crirons
R ∶ A↝ B (17)
pour exprimer que R est une telle relation binaire.
4.1.2 Dispositifs expe´rimentaux (globaux)
De´finition 28 (Dispositif expe´rimental (global)). Nous appellerons dispositif
expe´rimental global, ou simplement dispositif global, ou encore plus simplement
dispositif, toute relation binaire D ∶ Q ↝ R, l’ensemble Q, suppose´ non vide,
e´tant appele´ l’ensemble des expe´riences ou des questions du dispositif, tandis
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que R est l’ensemble des re´sultats ou des re´ponses du dispositif. Nous dirons
qu’un dispositif D est cohe´rent si pour tout q ∈ Q, on a D(q) ≠ ∅.
Dans la suite, tous les dispositifs conside´re´s seront implicitement (et parfois
explicitement) suppose´s cohe´rents.
De´finition 29 (Descriptions et re´alisations d’un dispositif expe´rimental). E´tant
donne´e D ∶ Q↝ R un dispositif expe´rimental, on appelle garantie ou description
de D toute relation binaire G ∶ Q ↝ R telle que D ⊂ G, au sens ou` pour tout
q ∈ Q, on ait D(q) ⊂ G(q). Dans ce cas, nous dirons aussi que D est une
re´alisation partielle de G.
Remarque 27. Puisque nous utilisons le symbole ⊂ au sens large — il a donc
pour nous exactement la meˆme signification que le symbole ⊆ — il est clair
que, les ensembles Q et R e´tant donne´s, la relation D ⊂ G est une relation
d’ordre sur l’ensemble des dispositifs Q ↝ R. En particulier, cette relation est
re´flexive, de sorte que D se de´crit lui-meˆme, constituant ce que nous appellerons
la description exacte de D.
Intuitivement, la diffe´rence entre une description quelconque d’un dispositif
expe´rimental et la description exacte de ce dispositif, est qu’une description
quelconque indique des possibilite´s qui pourraient ne jamais se re´aliser, tandis
que toutes les possibilite´s donne´es par la description exacte doivent effectivement
pouvoir se re´aliser.
E´tant donne´e D un ensemble de dispositifs expe´rimentaux portant sur les
meˆmes expe´riences Q et a` valeur dans le meˆme ensemble de re´sultats R, nous
noterons ⋃D∈DD, ou plus simplement ⋃D, la borne supe´rieure de la famille D
pour la relation d’ordre ⊂, autrement dit le dispositif expe´rimental S ∶ Q ↝ R
de´fini pour tout q ∈ Q par S(q) = ⋃D∈DD(q).
De´finition 30. On dit qu’un dispositif expe´rimental f ∶ Q↝ R est de´terministe
si pour tout q ∈ Q l’ensemble f(q) est un singleton. Dans ce cas, on identifiera
f avec l’application f ∶ Q → R qui a` tout q ∈ Q associe l’unique e´le´ment r de
f(q), et nous noterons souvent, s’il n’y a pas de risque de confusion, f(q) = r.
Conforme´ment aux notations pre´ce´dentes, si F est un ensemble de dispositifs
expe´rimentaux de´terministes portant sur les meˆmes expe´riences Q et a` valeur
dans le meˆme ensemble de re´sultats R, ⋃F de´signera le dispositif expe´rimental
D de´fini pour toute expe´rience q ∈ Q par D(q) = {r ∈ R,∃f ∈ F , f(q) = r}.
Proposition 3. Si on admet l’axiome du choix (ou si l’ensemble des questions
Q est fini), alors pour tout dispositif expe´rimental cohe´rent D ∶ Q ↝ R, on a⋃F =D, ou` F de´signe l’ensemble des re´alisations partielles de´terministes de D.
4.1.3 Dispositifs multilocaux
De´finition 31. Etant donne´ k un entier, on appelle dispositif expe´rimental
multilocal d’uplicite´ k, ou simplement dispositif, tout dispositif expe´rimental
D ∶ Q↝ R avec Q de la forme Q = Q1 ×⋯×Qk et R de la forme R = R1 ×⋯Rk,
ou` Q1, ⋯, Qk sont des ensembles non vides, de meˆme que R1, ⋯ , Rk.
Posant I = {1,⋯, k}, nous noterons qi la ie`me composante de tout q ∈ Q =∏i∈I Qi, de sorte que q = (q1,⋯, qk). Plus ge´ne´ralement, pour J ⊂ I, nous no-
terons q∣J , ou simplement qJ , la famille extraite de q en ne retenant que les
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composantes d’indices j ∈ J :
q∣J = (qj)j∈J .
De´finition 32 (Sous-dispositifs). Soit D ∶∏i∈I Qi = Q↝ R =∏i∈I Ri un dispo-
sitif d’uplicite´ k, ou` I = {1,⋯, k}, et soit J ⊂ I un ensemble non vide d’indices.
On appelle sous-dispositif de D pour J le dispositif ∏j∈J Qj ↝ ∏j∈J Rj note´
D[J] et de´fini pour tout (qj)j∈J par
D[J]((qj)j∈J) = {(rj)j∈J ∈∏
j∈JRj ,∃q˜ ∈ Q,∃r˜ ∈D(q˜), (qj)j∈J = q˜∣J et (rj)j∈J = r˜∣J}
En particulier, lorsque J est un singleton J = {j}, D[j] est le sous-dispositif
local de D en j.
Remarque 28. En ge´ne´ral, un sous-dispositif d’un dispositif de´terministe n’est
pas lui-meˆme de´terministe 25. On fera par ailleurs attention au fait que, pour
tout dispositif de´terministe f ∶ ∏i∈I Qi = Q → R = ∏i∈I Ri et tout indice i, la
ie`me composante fi de f est une application fi ∶ Q → Ri qu’il s’agit de ne pas
confondre avec le dispositif local f[i] ∶ Qi ↝ Ri. On a en effet
fi(q) = f(q)∣i,
tandis que
f[i](qi) = {ri ∈ Ri,∃q˜ ∈ Q, qi = q˜∣i et ri = f(q˜)∣i}.
La seule connaissance des dispositifs locaux ne permet pas, en ge´ne´ral, de
retrouver le dispositif multilocal d’ou` ils proviennent. Lorsque ne´anmoins cela
se produit, nous dirons que le dispositif multilocal en question est comple`tement
local, ou encore, si k ⩾ 2, comple`tement se´parable. Pour pre´ciser, a` la section
suivante, ce type de notions, nous aurons d’abord besoin de de´finir le produit
tensoriel 26 de plusieurs dispositifs multilocaux :
De´finition 33. E´tant donne´e une famille (Di ∶ Qi ↝ Ri)i∈I de dispositifs cohe´-
rents, ou` I = {1,⋯, k}, on appelle produit tensoriel de cette famille le dispositif
multi-local D = ⊗i∈I Di ∶ ∏i∈I Qi ↝ ∏i∈I Ri de´fini par D((qi)i∈I) = ∏i∈I Di(qi),
ou` l’expression ∏i∈I Di(qi) de´signe le produit carte´sien des ensembles Di(qi).
Bien entendu, si D =⊗i∈I Di, les sous-dispositifs locaux D[i] de D co¨ıncident
avec les Di.
4.2 Expe´riences quantiques en termes de dispositifs mul-
tilocaux
La structure relationnelle des dispositifs de mesure de syste`mes quantiques
intrique´s peut eˆtre de´crite, au moins partiellement, en termes de dispositifs mul-
tilocaux : un syste`me quantique constitue´ de k sous-syste`mes ayant e´te´ pre´pare´
dans un e´tat donne´ d’intrication, on imagine que chacun de ces sous-syste`mesSi est expe´die´ vers un expe´rimentateur qui se trouve en un lieu i distant des
25. C’est bien ce qui le´gitime de partir a` la recherche de variables cache´es lorsqu’on cherche
a` rendre compte de fac¸on de´terministe d’un processus qui n’apparaˆıt pas tel.
26. L’expression tensoriel fait ici re´fe´rence notamment au fait que ce produit se traduit par
l’augmentation du nombre des variables.
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autres et qui peut re´aliser sur Si une expe´rience qi appartenant a` un ensemble
donne´ d’expe´riences Qi, obtenant une re´ponse ri appartenant a` un ensemble
Ri de re´ponses possibles. Le dispositif multilocal D de´crivant cette expe´rience
est alors, pour chaque famille (q1,⋯, qi,⋯, qk) d’expe´riences locales, l’ensemble
D((qi)i∈I) de toutes les familles (r1,⋯, rk) de re´ponses possibles.
Bien entendu, le dispositif multilocal D ne de´crit qu’un aspect du syste`me
intrique´ S, a` savoir la manie`re dont celui-ci re´pond, dans des conditions donne´es,
a` des expe´riences locales, alors meˆme que l’on a fait l’hypothe`se simplificatrice
d’une non-e´volution continue des e´tats du syste`mes.
Remarque 29 (Respect de la contrainte relativiste). Soulignons que, d’apre`s
Chalons [4], les dispositifs multilocaux de´finis par des expe´riences de mesure
portant sur des syste`mes quantiques intrique´s sont toujours compatibles avec
la contrainte relativiste sur la transmission d’information : ils ne permettent en
aucun cas de transmettre une information d’un expe´rimentateur a` un autre. Par
contre, une re´alisation de´terministe f d’un tel dispositif peut ne pas respecter la
contrainte relativiste. Tout se passe donc comme si, a` chaque fois que l’on fait
l’expe´rience de´crite par un tel dispositif, une re´alisation de´terministe e´tait choisie
ale´atoirement par la nature, sans que les expe´rimentateurs puissent jamais savoir
laquelle.
Exemple 12 (DEPR). On conside`re le syste`me quantique a` deux particules in-
trique´es de´crit a` l’exemple 7 page 24.
Dans la suite, nous utiliserons les notations alternatives suivantes :
x⃗ = ∣0 >
et
y⃗ = ∣1 >,
en distinguant en outre par un indice le vecteur x⃗1 ∈ H1 du vecteur x⃗2 ∈ H2, et
de meˆme pour y⃗.
Conforme´ment a` la formule (14), le syste`me se trouve dans l’e´tat ψ = EPR
de´fini par
ψ = ∣00 > +∣11 >√
2
= x⃗1 ⊗ x⃗2 + y⃗1 ⊗ y⃗2√
2
= x⃗1x⃗2 + y⃗1y⃗2√
2
,
Le dispositif que nous noterons DEPR correspond alors a` l’expe´rience sui-
vante : une fois e´loigne´es l’une de l’autre, on mesure pour chacune des deux
particules une observable repre´sente´e par la ≪ matrice de Pauli ≫ traditionnelle-
ment note´e Z (parce qu’elle correspond a` une mesure de spin dans la direction de
l’axe des z), a` savoir Z = ( 1 0
0 −1 ). On pourra e´ventuellement pre´ciser Z1 ou
Z2 selon que l’observable Z se rapporte au sous-syste`me S1 ou au sous-syste`meS2.
Pour fixer les ide´es, commenc¸ons 27 par examiner l’effet de cette mesure
(partielle) sur la particule S1. En tant que mesure globale, il s’agit de celle
de´finie par l’ope´rateur Z1⊗Id2, ou` Id2 de´signe l’identite´ de H2. Les sous-espaces
propres de Z1 ⊗ Id2 sont x⃗1 ⊗H2 et y⃗1 ⊗H2, de valeurs propres respectives 1 et−1. Lors de la mesure correspondante, le vecteur ψ est projete´
27. Du fait de la relativite´, cela n’a en fait pas de sens de dire que l’une des deux mesures
serait faite avant l’autre (voir a` ce sujet la remarque 30).
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– soit, avec une probabilite´
1
2
, sur
∣00 >√
2
— donc apre`s renormalisation sur
l’e´tat ∣00 > — en donnant comme re´sultat de mesure la valeur propre 1,
– soit, e´galement avec une probabilite´
1
2
, sur
∣11 >√
2
— donc apre`s renorma-
lisation sur l’e´tat ∣11 > — avec comme re´sultat la valeur propre −1.
Conside´rons ensuite 28 l’effet d’une mesure de l’observable Z sur la deuxie`me
particule, autrement dit d’une mesure de l’ope´rateur Id1⊗Z2. Les sous-espaces
propres de cet ope´rateur e´tant H1 ⊗ x⃗2 et H1 ⊗ y⃗2 avec comme valeurs propres
respectives 1 et −1, on a finalement le re´sultat suivant :
– si cette seconde mesure est effectue´e sur l’e´tat global ∣00 >, celui-ci reste
inchange´ avec une probabilite´ e´gale a` 1, produisant comme re´sultat la
valeur propre 1,
– si elle est effectue´e sur l’e´tat global ∣11 >, celui-ci reste e´galement inchange´
avec une probabilite´ e´gale a` 1, produisant comme re´sultat la valeur propre−1.
Re´capitulatif. Finalement, en re´ponse a` l’unique question pose´e par chacun
des deux expe´rimentateurs, le dispositif DEPR donne pour re´ponse soit (1,1),
soit (−1,−1). Autrement dit, avec un codage le´ge`rement diffe´rent, nous avons
obtenu le dispositif multilocal DEPR de´fini par
Q1 = Q2 = {∗},
R1 = R2 = {0,1}
et
DEPR(∗∗) = {00,11}.
Remarque 30 (Sur l’aspect fictif de la chronologie des mesures). Comme in-
dique´ dans les notes 27 et 28, le fait de commencer par examiner l’impact d’une
mesure sur la particule 1 puis de conside´rer celui d’une autre mesure sur la
particule 2 ne saurait traduire une chronologie re´elle dont la Relativite´ conteste
d’ailleurs l’existence. La meˆme remarque vaut pour toute description de l’effet
d’une mesure quantique qui ferait, ne serait-ce qu’implicitement, appel a` une
notion de simultane´¨ıte´ incompatible avec la relativite´. Certes, les mesures ef-
fectue´es peuvent conduire a` une de´sintrication du syste`me, mais il n’est pas
possible de dire, lorsque plusieurs mesures distantes sont effectue´es sur les par-
ties d’un syste`me intrique´, que l’une de ces mesures serait davantage qu’une
autre la cause de cette de´sintrication. On peut ne´anmoins ve´rifier que l’ordre
fictif que nous utilisons pour de´crire l’ensemble du processus n’a pas d’incidence
sur le re´sultat obtenu, de sorte que nous pouvons toujours introduire arbitrai-
rement un tel ordre. En effet, la projection orthogonale successive d’un vecteur
d’e´tat sur des sous-espaces propres de l’espace H associe´s a` une suite d’obser-
vables partielles A1, A2, A3,..., sous-espaces de la forme Eλ1 ⊗H2 ⊗H3..., puis
H1 ⊗Eλ2 ⊗H3..., puis H1 ⊗H2 ⊗Eλ3 ..., etc., revient finalement a` projeter or-
thogonalement sur les sous-espaces de la forme Eλ1 ⊗Eλ2 ⊗Eλ3 ..., a` savoir les
sous-espaces propres d’une unique observable A =⊗i∈I A′i rassemblant toutes les
observables partielles Ai conside´re´es, quitte a` avoir remplace´ chaque ope´rateur
Ai par un ope´rateur A
′
i de meˆmes sous-espaces propres mais dont les valeurs
propres soient telles qu’on puisse les retrouver arithme´tiquement a` partir de
celles de A.
28. Meˆmes remarques que dans la note 27.
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Exemple 13 (DEPR,2 Dispositif EPR a` deux questions). Le syste`me quantique
conside´re´ est le meˆme que dans l’exemple 12 ci-dessus, mais cette fois chaque
expe´rimentateur aura le choix entre deux mesures diffe´rentes : outre celle de
l’observable Z = ( 1 0
0 −1 ), il pourra e´galement choisir de mesurer l’observable
de´finie par la ≪ matrice de Pauli ≫traditionnellement note´e X, a` savoir : X =( 0 1
1 0
) .
Aux notations de l’exemple 12, nous ajoutons les suivantes pour de´signer les
vecteurs propres de X de valeurs propres respectives 1 et −1 :
u⃗ = x⃗ + y⃗√
2
et
v⃗ = x⃗ − y⃗√
2
,
de sorte que l’on a x⃗ = u⃗ + v⃗√
2
et y⃗ = u⃗ − v⃗√
2
.
En examinant l’effet d’une mesure de Z sur le sous-syste`me 1 ≪ suivi ≫ 29
soit d’une mesure de Z sur le sous-syste`me 2 soit d’une mesure de X sur le
sous-syste`me 2, et en remarquant que les deux autres cas de figure se rame`nent
a` celui-ci par syme´trie, on obtient une description de cette expe´rience de mesure
en termes d’un dispositif multilocal que nous noterons EPR2, a` savoir, apre`s
un changement de code e´vident 30 :
Q1 = Q2 = {0,1},
R1 = R2 = {0,1},
DEPR,2(00) =DEPR,2(11) = {00,11}
et
DEPR,2(01) =DEPR,2(10) = R1 ×R2.
Remarque 31. Au lieu d’effectuer, pour des raisons pratiques de lisibilite´, le
changement de code pre´cise´ dans la note 30, on aurait pu d’emble´e utiliser, au
lieu des matrices de Pauli Z et X, les matrices suivantes, de meˆmes sous-espaces
propres : Z ′ = ( 0 0
0 1
) et X ′ = 1
2
( 1 −1−1 1 ) . Apparemment, bien que rien ne
l’interdise dans le formalisme, l’habitude n’est pas d’utiliser, dans la de´finition
des observables donnant lieu a` mesures projectives, des matrices non re´gulie`res,
et pour le moment nous nous en tiendrons a` cette habitude.
Exemple 14 (DGHZ , un dispositif pour l’e´tat GHZ). On conside`re le syste`me
quantique de l’exemple 8 page 24, constitue´ de trois qubits intrique´s dans l’e´tat
GHZ de´fini par la formule 9, et, comme pour l’exemple 13, on suppose que
29. Voir la remarque 30.
30. Qui consiste d’une part a` coder le fait que l’on mesure l’observable Z par un 0, et
l’observable X par un 1, et d’autre part, en ce qui concerne les valeurs obtenues pour ces
mesures, a` remplacer la valeur propre −1 par le code 0.
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chaque expe´rimentateur a le choix entre deux requeˆtes locales, a` savoir la mesure
soit de l’observable Z = ( 1 0
0 −1 ), soit de l’observable X = ( 0 11 0 ) , dont les
vecteurs propres sont note´s comme pre´ce´demment (voir la figure 2 page 34).
On ve´rifie facilement que le choix de mesurer les trois observables (Z1, Z2, Z3)
conduit, avec e´quiprobabilite´ :
– soit a` l’e´tat ∣000 >, les re´sultats de mesure e´tant (+1,+1,+1),
– soit a` l’e´tat ∣111 >, les re´sultats de mesure e´tant (−1,−1,−1),
re´sultats que, conforme´ment a` la remarque 31, nous coderons respectivement
par 111 et 000.
De meˆme, le choix de mesurer soit les trois observables (Z1, Z2,X3), soit(Z1,X2, Z3), soit (X1, Z2, Z3) conduit a` un ensemble de quatre re´sultats pos-
sibles, a` savoir, dans le cas de (Z1, Z2,X3) et toujours avec le meˆme codage (la
valeur propre −1 est code´e par un 0) :
{000,001,110,111},
les re´sultats pour les deux autres jeux d’expe´riences e´tant obtenus par rotations.
On ve´rifie enfin que le choix de mesurer trois observables contenant au moins
deux fois celle note´e X conduit, de fac¸on e´quiprobable, a` l’ensemble des huit
re´sultats possibles {0,1}3.
Remarque 32. Attention de ne pas confondre le re´sultat des mesures, donne´ par
les valeurs propres des observables, avec l’e´tat quantique final dans lequel se
retrouve le syste`me intrique´ au terme de ces mesures. Par exemple, pour une
mesure de (Z1, Z2,X3), le re´sultat est 111 si le syste`me se retrouve dans l’e´tat∣00u >= x⃗1 ⊗ x⃗2 ⊗ u⃗3.
Exemple 15 (Dispositif DK pour l’e´tat K). On appelle DK le dispositif consis-
tant a` faire les meˆmes expe´riences de mesure que celles de l’exemple 14, le
syste`me e´tant cette fois pre´pare´ dans l’e´tat quantique K suivant :
K = ∣111 > −∣001 > −∣010 > −∣100 >
2
, (18)
On ve´rifie sans difficulte´ que le dispositif DK ainsi de´fini re´pond, a` des
variantes de codage pre`s, a` la description donne´e par Christophe Chalons ([4],
chapitre 5) de ce qu’il appelle te´le´phone GHZ 31 a` savoir :
Q1 = Q2 = Q3 = {0,1},
R1 = R2 = R3 = {0,1},
DK(111) = {001,010,100,111},
DK(001) =DK(010) =DK(100) = {000,011,101,110}
et, pour les autres expe´riences (abc) ∈∏iQi :
DK(abc) =∏Ri.
31. Le dispositif en question, malgre´ cette appellation, ne semble pas entretenir de relation
particulie`re avec l’e´tat GHZ de´fini ici par la formule 9.
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Figure 2 – Fonctionnement du dispositif DGHZ
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4.3 Notions de localite´ (ou de se´parabilite´) pour les dis-
positifs
4.3.1 De´finitions
Le cas de l’uplicite´ k = 1 est laisse´ de cote´ dans les de´finitions qui suivent,
puisque dans ce cas particulier les dispositifs pourraient eˆtre dits a` la fois locaux,
globaux et non se´parables.
De´finition 34 (Notions de localite´). Soit G ∶ ∏i∈I Qi = Q ↝ R = ∏i∈I Ri
un dispositif multilocal cohe´rent, avec I = {1,⋯, k}, ou` k est un entier donne´
supe´rieur ou e´gal a` 2.
– On dit que G est local ou comple`tement local ou comple`tement se´parable
s’il existe une famille de dispositifs (ne´cessairement cohe´rents) (Li ∶ Qi ↝
Ri)i∈I dont G soit le produit tensoriel :
G = L1 ⊗L2 ⊗⋯⊗Lk,
autrement dit si l’on a
G = G[1] ⊗G[2] ⊗⋯⊗G[k],
– On dit que G est quasi-local s’il peut s’e´crire comme la borne supe´rieure,
autrement dit comme l’union, d’une famille de re´alisations partielles co-
he´rentes comple`tement locales, ou, de fac¸on e´quivalente 32, s’il peut s’e´crire
comme l’union d’une famille de re´alisations partielles de´terministes comple`-
tement locales,
– On dit que G est partiellement local s’il admet une re´alisation partielle
cohe´rente D qui soit comple`tement locale, ou, de fac¸on e´quivalente 33, s’il
admet une re´alisation partielle de´terministe comple`tement locale.
Peut-eˆtre plus utiles sont les de´finitions suivantes de semi-localite´, que nous
exprimerons e´galement en terme de se´parabilite´.
De´finition 35. G de´signant toujours un dispositif multilocal cohe´rent∏i∈I Qi =
Q↝ R =∏i∈I Ri avec I = {1,⋯, k} et k ⩾ 2,
– On dit que G est se´parable ou semi-local s’il existe une partition 34 J1 ∪J2
de I telle que G s’exprime, a` l’ordre des facteurs pre`s, comme le produit
tensoriel G = L1 ⊗ L2 de deux dispositifs L1 ∶ ∏i∈J1 Qi ↝ ∏i∈J1 Ri et
L2 ∶ ∏i∈J2 Qi ↝ ∏i∈J2 Ri, autrement dit si l’on a, a` l’ordre des facteurs
pre`s :
G = G[J1] ⊗G[J2].
– On dit que G est quasi-se´parable ou quasi-semi-local s’il existe une par-
tition J1 ∪ J2 de I telle que G soit l’union d’une famille de re´alisations
partielles L se´parables selon J1 et J2, autrement dit ve´rifiant toutes L =
L[J1] ⊗L[J2],
– On dit que G est pseudo-se´parable ou pseudo-semi-local s’il peut s’e´crire
comme l’union d’une famille de re´alisations partielles cohe´rentes se´parables
(mais non ne´cessairement se´parables selon la meˆme partition),
32. Du fait la proposition 3.
33. Du fait la proposition 3.
34. Voir la note 20.
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– On dit que G est partiellement se´parable ou partiellement semi-local s’il
admet une re´alisation partielle cohe´rente D ∶ ∏i=ki=1 Qi ↝ ∏i=ki=1 Ri qui soit
se´parable, ou, de fac¸on e´quivalente, s’il admet une re´alisation de´terministe
se´parable.
Proposition 4. On a les implications suivantes :
local ⇒ quasi-local ⇒ partiellement local⇓ ⇓ ⇓
se´parable ⇒ quasi-se´parable ⇒ partiellement se´parable
De plus, quasi-se´parable ⇒ pseudo-se´parable ⇒ partiellement se´parable.
Proposition 5. Les dispositifs locaux associe´s a` un dispositif multi-local le ca-
racte´risent si et seulement si celui-ci est local.
4.3.2 Cas des dispositifs multilocaux de´terministes
On a de´ja` indique´, au sein meˆme de la de´finition 34, le fait que la proposition
3 entraine la suivante :
Proposition 6. Un dispositif multilocal est partiellement local (resp. partielle-
ment se´parable) si et seulement s’il posse`de une re´alisation de´terministe locale
(resp. partiellement se´parable).
Examinons donc de plus pre`s les dispositifs de´terministes du point de vue
de la localite´. On sait qu’un dispositif multilocal de´terministe f ∶∏i∈I Qi = Q→
R = ∏i∈I Ri peut toujours s’e´crire sous la forme f = (f1,⋯, fk), chacune des
fonctions fi e´tant a priori de´finie sur Q = ∏i∈I Qi, donc e´tant une fonction
de k variables. La de´finition suivante permet de pre´ciser les variables dont ces
fonctions de´pendent effectivement.
De´finition 36 (Domaine indicial de de´pendance). E´tant donne´ un entier j ∈
I = {1, ..., k}, on dit qu’une application g ∶ ∏i∈I Qi = Q → S ne de´pend pas de j
si pour tout qˆ = (q1, q2, ..., qj−1, qj+1, ..., qk) ∈∏i≠j Qi, l’application
gqˆ ∶ Qj ∋ qj ↦ gqˆ(qj) = g(q1, ..., qj , ..., qk) ∈ S
est constante. Dans le cas contraire — autrement dit s’il existe
qˆ = (q1, q2, ..., qj−1, qj+1, ..., qk) ∈∏
i≠jQi
et deux e´le´ments qj et q
′
j de Qj tels que g(q1, ..., qj , ..., qk) ≠ g(q1, ..., q′j , ..., qk)
— nous dirons que g de´pend de j. On appelle domaine indicial de de´pendance
de g, et l’on note do(g), l’ensemble des indices j dont g de´pend.
Remarque 33. Un dispositif multilocal de´terministe est constant si et seulement
si son domaine indicial de de´pendance est vide.
On a alors les proprie´te´s suivantes :
Proposition 7. Pour un dispositif multilocal de´terministe f ∶ ∏i∈I Qi = Q →
R = ∏i∈I Ri, il n’y a pas de diffe´rence entre le fait d’eˆtre local, quasi-local ou
partiellement local, et cela se produit si et seulement si pour tout i ∈ I, do(fi) ⊂
4 DISPOSITIFS MULTILOCAUX 37
{i}, autrement dit si et seulement s’il existe une famille d’applications (gi ∶ Qi →
Ri)i∈I telle que pour tout (qi)i∈I ∈ Q on ait
f((qi)i∈I) = (gi(qi))i∈I .
De meˆme, pour un tel dispositif de´terministe, il y e´quivalence entre le fait d’eˆtre
partiellement semi-local, pseudo-semi-local, quasi-semi-local et semi-local, et cela
se produit si et seulement s’il existe une partition I = J1 ∪ J2 et deux dispositifs
de´terministes g1 ∶ ∏i∈J1 Qi → ∏i∈J1 Ri et g2 ∶ ∏i∈J2 Qi → ∏i∈J2 Ri tels que,
a` re´organisation pre`s de l’ordre des variables dont de´pendent g1 et g2, on ait
f = g1 ⊗ g2.
Proposition 8. Un dispositif multilocal de´terministe f ∶ ∏i∈I Qi = Q → R =∏i∈I Ri est local si et seulement si chacun des sous-dispositifs locaux fi est
de´terministe. Un dispositif multilocal de´terministe f ∶∏i∈I Qi = Q→ R =∏i∈I Ri
est semi-local si et seulement s’il existe une partition I = J1 ∪ J2 telle que les
sous-dispositifs fJ1 et fJ2 soient de´terministes.
4.4 Structures connectives relationnelles
Nous regroupons sous l’appellation ge´ne´rale de structures connectives re-
lationnelles toutes les structures connectives qui peuvent eˆtre associe´es aux
dispositifs multilocaux. Nous de´finissons dans cette section plusieurs types de
structures connectives relationnelles, a` savoir :
– diverses structures qualifie´es de tensorielles,
– deux structures dites domaniales,
et, renvoyant a` un travail ulte´rieur, nous signalons e´galement, sans en donner
ici la de´finition, la notion de structure connective ludique.
4.4.1 Structures connectives tensorielles
Notons respectivement par NPS, NOS, NPL, NQS, NQL, NS et NL les
classes de dispositifs multilocaux d’uplicite´ k ⩾ 2 qui
– ne sont pas partiellement se´parables : NPS,
– ne sont pas pseudo-se´parables : NOS,
– ne sont pas partiellement locaux : NPL,
– ne sont pas quasi-se´parables : NQS,
– ne sont pas quasi-locaux : NQL,
– ne sont pas se´parables : NS,
– ne sont pas locaux : NL.
Ainsi, nous e´crirons par exemple D ∈ NOS pour exprimer que D est un
dispositif multilocal d’uplicite´ ⩾ 2 et qui n’est pas pseudo-se´parable.
Soit maintenant α l’une des classes de´finies ci-dessus.
De´finition 37. Pour tout dispositif multilocal D, on appelle structure connec-
tive tensorielle de classe α de D, et on note κα(D), la structure connective
inte`gre sur l’ensemble I = {1,⋯, k} des indices de D engendre´e par les parties
J ⊂ I telles que D[J] ∈ α :
κα(D) = [{J ∈ P(I),D[J] ∈ α}].
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On pourra nommer la structure connective κα de la meˆme manie`re que
sont nomme´s les sous-dispositifs D[J] appartenant a` α. Par exemple κNPS(D)
sera appele´e la structure connective non partiellement semi-locale du dispositif
multilocal D.
Remarque 34. Par de´finition des classes conside´re´es, l’ensemble
J = {J ∈ P(I),D[J] ∈ α}
ne contient aucune partie de I de cardinal infe´rieur ou e´gal a` 1, mais la structure
connective inte`gre engendre´e par cet ensemble, que de´signe la notation [J ]1,
contient d’office la partie vide et les singletons {j}, ce qui correspond a` l’intuition
selon laquelle chaque lieu est connecte´ a` lui-meˆme. S’il a fallu traiter se´pare´ment
le cas de l’uplicite´ k = 1, c’est que dans ce cas particulier la localite´ n’est pas
distincte d’une inse´parable globalite´.
L’implication logique indique´e a` la proposition 4 entre les proprie´te´s de loca-
lite´ de la de´finition 34 entraˆıne imme´diatement les relations de finesse suivantes
entre structures connectives :
Proposition 9. Pour tout dispositif multilocal D, on a les inclusions suivantes :
κNPS(D) ⊂ κNPL(D) ⊂ κNQL(D) ⊂ κNL(D),
κNPS(D) ⊂ κNOS(D) ⊂ κNQS(D) ⊂ κNS(D) ⊂ κNL(D),
et
κNQS(D) ⊂ κNQL(D).
Exemple 16.
4.4.2 Structures connectives domaniales
Chaque re´alisation de´terministe f d’un dispositif multilocal D ∶ ∏i∈I Qi =
Q ↝ R = ∏i∈I Ri donne lieu a` une famille d’applications (fi ∶ Q → Ri)i∈I dont
chacune exprime, par son domaine de de´pendance 35 do(fi), une certaine connec-
tivite´ entre les variables concerne´es vis-a`-vis de f . Toutefois, cette connectivite´
peut eˆtre une sorte d’artefact propre a` la fonction f et non au dispositif D dans
son ensemble, d’ou` l’ide´e de prendre l’intersection pour toutes les re´alisations
de´terministes de toutes les structures connectives correspondantes. C’est l’objet
des deux de´finitions suivantes.
De´finition 38 (Structure connective domaniale d’un dispositif de´terministe).
Soit f ∶ ∏i∈I Qi = Q → R = ∏i∈I Ri un dispositif de´terministe d’uplicite´ k =
card(I), on appelle structure connective domaniale de f , et l’on note κdo(f), la
structure connective inte`gre engendre´e par les domaines de de´pendance do(fi) :
κdo(f) = [{do(fi), i ∈ I}]1.
Exercice 2. Pre´ciser, pour un dispositif de´terministe f , les relations de finesse
entre κdo(f) et les structures de la forme κα(f) avec α ∈ {NPS, NOS, NPL,
NQS, NQL, NS, NL}.
35. Voir la de´finition 36 page 36.
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De´finition 39 (Structure connective domaniale). Soit D ∶ ∏i∈I Qi = Q →
R = ∏i∈I Ri un dispositif d’uplicite´ k = card(I). Notant F(D) l’ensemble des
re´alisations de´terministes de D, on appelle structure connective domaniale de
D, et l’on note κdo(D), l’intersection des structures connectives domaniales des
applications f ∈ F(D) :
κdo(D) = ⋂
f∈F(D)κdo(f).
Dans les de´finitions pre´ce´dentes, la non-localite´ lie´e au fait qu’une re´ponse ri
serait totalement inde´pendante de la variable qi de meˆme indice i n’est pas du
tout prise en compte. Par exemple, pour le dispositif de´terministe f ∶ N3 →N3
de´fini pour tout triplet (q1, q2, q3) ∈ N3 par f(q1, q2, q3) = (q2, q3, q1), on obtient
pour κdo(f) la structure connective discre`te sur I = {1,2,3}, alors meˆme que f
est non locale. D’ou` l’ide´e d’introduire une autre structure connective, que nous
appellerons la structure connective pointe´e, de´finie comme la structure connec-
tive domaniale a` ceci pre`s que les domaines de de´pendances sont augmente´s de
l’indice i concerne´ :
De´finition 40 (Structure connective pointe´e). Soit f ∶ ∏i∈I Qi = Q → R =∏i∈I Ri un dispositif de´terministe d’uplicite´ k = card(I). On appelle domaine
indicial de de´pendance pointe´ de f l’ensemble d’indices note´ dp(f) et de´fini par
dp(f) = do(f) ∪ {i},
et on appelle structure connective pointe´e de f , note´e κdp(f), la structure
connective inte`gre engendre´e par les domaines de de´pendance pointe´s dp(fi) :
κdp(f) = [{dp(fi), i ∈ I}]1.
Plus ge´ne´ralement, pour tout dispositif multilocal D ∶∏i∈I Qi = Q→ R =∏i∈I Ri
d’uplicite´ k = card(I), on appelle structure connective pointe´e de D, et l’on
note κdp(D), l’intersection des structures connectives pointe´es des applications
f ∈ F(D) :
κdp(D) = ⋂
f∈F(D)κdp(f),
ou` comme pre´ce´demment F(D) de´signe l’ensemble des re´alisations de´terministes
de D
4.4.3 Structure connective ludique
E´tant donne´s D ∶ Q = Q1×...×Qk ↝ R1×...×Rk = R et D′ ∶ Q′ = Q′1×...×Q′k ↝
R′1 × ... × R′k = R′ deux dispositifs de meˆme uplicite´ k, une re´duction de Cha-
lons est une 2-re´duction locale telle que de´finie par exemple dans [3] ou, plus
re´cemment, dans [4]. Deux tels dispositifs seront dit ludiquement e´quivalents s’il
existe entre eux une re´duction de Chalons dans chaque sens. Ceci de´finit une
relation d’e´quivalence sur la classe des dispositifs d’uplicite´ k, dont les classes
d’e´quivalence sont appele´es les degre´s ludiques d’uplicite´ k, et la re´duction de
Chalons donne lieu a` une relation d’ordre entre ces degre´s ludiques. La classe
ordonne´e ainsi de´finie contient notamment les degre´s de Tukey, qui contiennent
notamment tous les ordinaux. Entre deux ordinaux quelconques, les degre´s lu-
diques contiennent e´galement une classe propre de degre´s interme´diaires. Dans
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son travail, Chalons soutient que les degre´s ludiques constituent un outil bien
adapte´ a` la description et a` l’e´tude des proprie´te´s locales et non locales de la
physique quantique, en particulier de l’intrication quantique.
Or, dans un travail en cours de re´alisation, Anatole Khe´lif associe de fac¸on
naturelle une structure connective a` tout degre´ ludique appartenant a` une classe
assez large, qui contient en particulier tous les exemples qui nous inte´ressent
ici : il y aurait donc la` un proce´de´ ≪ quantique ≫ pour associer a` tout dispositif
multilocal, via le degre´ ludique auquel il appartient, une structure connective
dont il faudra de´terminer si elle co¨ıncide ou non avec l’une de celle que nous
avons de´finies pre´ce´demment.
4.5 Ordre connectif d’un dispositif multi-local
De manie`re analogue a` la de´finition 27 de l’ordre connectif d’un e´tat quan-
tique, nous posons la de´finition suivante pour l’ordre connectif d’un dispositif
multi-local.
De´finition 41. Etant donne´ D un dispositif multi-local, on appelle
– ordre connectif tensoriel de D le maximum des ordres connectifs des struc-
tures tensorielles 36 associe´es a` D,
– ordre connectif domanial de D le maximum entre l’ordre connectif de sa
structure domaniale et l’ordre connectif de sa structure pointe´e 37,
– ordre connectif ludique de D l’ordre connectif de sa structure connective
ludique 38,
– Ordre connectif de D le maximum entre son ordre connectif tensoriel, son
ordre connectif domanial et son ordre connectif ludique.
4.6 Exemples de structures connectives de dispositifs
Exemple 17 (Dispositif DEPR). Comme nous l’avons vu dans l’exemple 12,
ce dispositif est de´fini par Q1 = Q2 = {∗}, R1 = R2 = {0,1} et DEPR(∗∗) ={00,11}. Pour ce dispositif, toutes les structures connectives sont discre`tes, sauf
κNS(DEPR) et κNL(DEPR). En effet, on ve´rifie que DEPR est quasi-se´parable
mais non-se´parable.
Exemple 18 (Dispositif DK). On ve´rifie que pour ce dispositif, de´crit dans
l’exemple 15 page 33, on a κNPS(DK) = κNL(DK) = B3, de sorte que toutes les
structures connectives tensorielles co¨ıncident avec la structure borrome´enne.
Proposition 10. κdo(DK) est la structure connective discre`te.
Preuve. Cela de´coule de l’existence de re´alisations de´terministes de DK
qui ne de´pendent que de deux quelconques des trois variables en jeu. C’est par
exemple le cas de l’application de´finie de la fac¸on suivante :
f(00q3) = 000, f(01q3) = 011, f(10q3) = 101, et f(11q3) = 111,
pour laquelle do(f1) = do(f2) = do(f3) = {1,2}.
CQFD
36. Voir la section 4.4.1.
37. Voir la section 4.4.2.
38. section 4.4.3.
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Proposition 11. κdp(DK) = B3.
Preuve. La fonction f conside´re´e dans la preuve de la proposition 10 montre
que {1,3} et {2,3} n’appartiennent pas a` κdp(GHZ). On ve´rifie de meˆme que{2,3} n’y est pas non plus. On ve´rifie par l’absurde que I ∈ κdp(DK) car sinon il
existerait ne´cessairement une re´alisation de´terministe f de DK pour laquelle il
existerait un singleton dans I tel que chacun des domaines pointe´s des fi soient
soit inclus soit dans ce singleton, soit inclus dans son comple´mentaire. Si, par
exemple, un tel singleton pouvait eˆtre pris e´gal a` {3}, on devrait ne´cessairement
avoir avoir do(f1) ⊂ {1,2}, do(f2) ⊂ {1,2} et do(f3) ⊂ {3}. Nous laissons au
lecteur le soin de ve´rifier qu’aucune re´alisation de´terministe du dispositif DK
ne peut en fait ve´rifier cette condition.
CQFD
On trouvera d’autres exemples de structures connectives de dispositifs mul-
tilocaux dans la pre´sentation place´e sur la page web
https://sites.google.com/site/logiquecategorique/Contenus/CSQE.
5 Structures connectives des dispositifs proba-
bilistes
Dans les conside´rations pre´ce´dentes, nous avons laisse´ de cote´ les aspects
proprement probabilistes des expe´riences de mesure d’un syste`me quantique,
puisque ce que nous avons appele´ un dispositif multilocal est de´fini par l’en-
semble des re´ponses possibles du syste`me, inde´pendamment de leur probabilite´.
Graˆce a` la notion de structure connective d’une famille finie de variables
ale´atoires, dont nous devons l’ide´e a` Anatole Khe´lif, tout dispositif multi-local
probabiliste associe´ a` une expe´rience de mesure sur un syste`me intrique´ donne
e´galement lieu a` une structure connective. Dans le pre´sent article, nous ne
de´finirons pas formellement les dispositifs multi-locaux probabilistes, nous conten-
tant de donner la de´finition de la structure connective d’une famille finie de
variables ale´atoires. L’ide´e consiste a` de´finir, pour toute famille finie (Xi)i∈I de
variables ale´atoires de´finies sur un meˆme espace probabilise´ (Ω, P ) et a` valeurs
dans des espaces mesurables Ri :
Xi ∶ Ω→ Ri,
le fait d’eˆtre se´parable :
De´finition 42. (Xi)i∈I est se´parable s’il existe une partition I = I1 ∪ I2 en
deux parties disjointes non vides, telle que les deux variables ale´atoires Yn ∶ Ω→∏i∈In Ri, avec n ∈ {1,2}, soient inde´pendantes, ou` chaque Yn est de´finie par
Yn = (Xi)i∈In .
Autrement dit, pour toute partie mesurable A1 ⊂ ∏i∈I1 Ri et toute partie
mesurable A2 ⊂∏i∈I2 Ri, on doit avoir
P ((Xi)i∈I ∈ A1 ×A2) = P ((Xi)i∈I1 ∈ A1)P ((Xi)i∈I2 ∈ A2).
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De´finition 43. La structure connective de la famille de variables ale´atoires(Xi)i∈I est la structure connective sur I engendre´e par les parties J ⊂ I pour
lesquelles (Xj)j∈J est une famille non se´parable de variables ale´atoires.
Pour une expe´rience de mesure sur un syste`me intrique´, il s’agit alors d’appli-
quer la de´finition ci-dessus a` une certaine famille de variables ale´atoires associe´e
au dispositif quantique concerne´.
Exercice 3. L’ensemble des parties J pour lesquelles (Xj)j∈J est une famille non
se´parable de variables ale´atoires forme-t-il une structure connective ? Autrement
dit, dans la de´finition pre´ce´dente, aurait-on pu remplacer le mot ≪ engendre´e ≫
par ≪ constitue´e ≫ ?
Exemple 19 (Trois variables ale´atoires borrome´ennement connecte´es). E´tant
donne´ un entier n ⩾ 2, e´tant donne´es deux variables ale´atoires X1 et X2 inde´-
pendantes prenant avec des probabilite´s uniformes leurs valeurs dans {0,1,⋯, n−
1} , appelons X3 la variable ale´atoire obtenue en faisant la somme dans Z/nZ
de X1 et X2. On ve´rifie facilement que ces trois variables ale´atoires sont deux
a` deux se´parables, mais que la famille qu’elles forment toutes trois ne l’est pas.
Par conse´quent, la structure connective de (X1,X2,X3) est borrome´enne. Par
exemple, pour n = 2, on peut prendre Ω = {(0,0), (0,1), (1,0), (1,1)} muni de
la probabilite´ uniforme, X1 telle que X1(a, b) = a, X2 tel que X2(a, b) = b, et
X3(a, b) ≡ a + b [ mod 2 ].
Exemple 20 (Familles de variables ale´atoires a` structure connective brunnienne).
Plus ge´ne´ralement, pour tout entier k ⩾ 1, il suffit de prendre k variables
ale´atoires X1, ⋯, Xk inde´pendantes et identiquement distribue´es selon la loi
uniforme sur Z/nZ et de poser Xk+1 ≡ ∑i=ki=1 Xi [ mod n ] pour obtenir une fa-
mille (X1,⋯,Xk+1) de structure brunnienne : ces variables sont globalement
connecte´es, mais a` part les singletons toute sous-famille non vide est se´parable.
En formant des vecteurs ale´atoires avec ces structures brunniennes, on ve´rifie
facilement qu’on peut construire des familles de variables ale´atoires admettant
n’importe quelle structure connective donne´e :
Proposition 12. Toute structure connective finie est celle d’une famille de
variables ale´atoires.
6 Conclusion et remerciements
Une grande diversite´ de structures connectives a e´te´ associe´e dans le pre´sent
travail aux e´tats quantiques intrique´s et aux dispositifs de mesure portant sur
ces e´tats, permettant en particulier de leur associer un ordinal, l’ordre connectif,
constituant ainsi autant d’outils de description et de classification de l’intrication
quantique. L’e´tude approfondie de ces structures, et en particulier des relations
entre elles, reste a` mener. Il reste e´galement a` prouver les diverses conjectures
brunniennes 39 associe´es a` ces structures.
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7 Index des notations
– [A] ou [A]1, structure connective inte`gre engendre´e par un ensemble A
de parties d’un ensemble de points : section 1.4 page 5,
– bJ , projection sur J ⊂ I d’un e´tat b (J,¬J)-se´parable, section 3.1.4 page
20,
– ∃●, quantificateur ≪ certains mais pas tous ≫, formule (13) page 20,
– ¬DJ , ensemble des J-e´tats intrique´s, formule (11) page 19,
– DJ , ensemble des J-e´tats se´parables, de´finition 14 page 19,
– D(J1,J2), ensemble des J-e´tats (J1, J2)-se´parables : de´finition 13 page 19,
– HJ , espace des J-e´tats, formule (10) page 19,
– ¬J , comple´mentaire de J dans I, section 3.1.4 page 20,
– L(H), espace des endomorphismes de H,
– M[a], ensemble des e´tats accessibles a` partir de a apre`s une mesure M ,
formule (3) page 10,
– MJ[a] ensemble des projections sur J des e´tats accessibles a` partir de a
apre`s une expe´rience M de´terminante sur ¬J , formule (12) page 20,
– ML, ensemble des expe´riences de´terminantes sur L ⊂ I, section 3.1.4 page
20,
– R ∶ A ↝ B, relation binaire de A vers B vue comme application multiva-
lente, formule (17) page 27,
– S̃F , ensemble des e´tats du syste`me S (dans le formalisme F), de´finition 3
page 6,
– T (H), ensemble des ope´rateurs positifs sur H et de trace 1, de´finition 8
page 12,
– < v∣A∣w > : remarque 8 page 7,
– Ω(κ), ordre connectif de la structure connective inte`gre κ : section 1.5,
page 5,
– Ω(ψ), ordre connectif de l’e´tat quantique (pur) ψ : formule (16) page 26.
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