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Landau-Khalatnikov-Fradkin transformation
for the fermion propagator in QED in arbitrary dimensions
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USA
2)Theory Center, Thomas Jefferson National Accelerator Facility, Newport News,
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(Dated: 21 October 2016)
We explore the dependence of fermion propagators on the covariant gauge fixing pa-
rameter in quantum electrodynamics (QED) with the number of spacetime dimen-
sions kept explicit. Gauge covariance is controlled by the the Landau-Khalatnikov-
Fradkin transformation (LKFT). Utilizing its group nature, the LKFT for a fermion
propagator in Minkowski space is solved exactly. The special scenario of 3D is used
to test claims made for general cases. When renormalized correctly, a simplification
of the LKFT in 4D has been achieved with the help of fractional calculus.
I. INTRODUCTION
The covariant gauge fixing procedure of quantum electrodynamics (QED) introduces a
parameter ξ into its Lagrangian, as a result of which Green’s functions have explicit depen-
dence on this gauge fixing parameter1. How one specific Green’s function changes from one
gauge to another is given by the Landau-Khalatnikov-Fradkin transformation (LKFT)2–4.
For brane worlds this has been recently derived in Ahmad et al.5. The generalization
to SU(N) gauge theories is given by Aslam et al.6. The inclusion of LKFT into trunca-
tion schemes for the Schwinger-Dyson equations (SDEs) of QED ensures solutions under
such schemes are gauge covariant. While the SDE for the fermion propagator involves the
fermion-photon three-point function, the LKFT only involves the fermion propagator itself,
making it possible for exact solutions to be obtained without introducing an ansatz for
the vertex. The purpose of this article is to deduce exact solutions of LKFT, laying the
foundation for further work on their consistency with SDEs.
LKFT was originally formulated for Green’s functions in coordinate space. In contrast,
it is in momentum space that the fermion propagator has been solved extensively from its
Schwinger-Dyson equation (SDE)7. As a result, checking gauge covariance of these solu-
tions can be achieved only by lengthy procedures of Fourier transforms8. Meanwhile, the
rich structure of a momentum space fermion propagator is more transparent in Minkowski
space, especially in the timelike region. It is therefore highly desirable if the LKFT can be
solved directly for the momentum space propagator in the timelike region. With reasonable
assumptions on their analytic structures, propagator functions in Minkowski space can be
elegantly described using spectral representations1. As we will see, this also allows easy ap-
plication of perturbative techniques, including Feynman parameterization1 and dimensional
regularization9, into nonperturbative calculations.
The spectral representation for a scalar propagator in momentum space1 is given by
D(p2) =
∫ +∞
m2 ds ρ(s)/(p
2 − s+ iε), provided that the function D(p2) → 0 when p2 → ∞
in all directions in the complex plane, otherwise subtractions may be required as discussed
later. For a free particle, the spectral function is simply ρ(s) = δ(s−m2). When interactions
are present, real particles can be produced by quantum loop corrections, adding a θ-function
term to the spectral function at each multiparticle threshold. The spectral function is
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2defined in a broader sense than regular functions. If there is not a component in the
propagator function D(p2) more singular when p2 → m2 than the free-particle propagator, a
δ-function and a θ-function are all the terms needed in ρ(s). However, whenD(p2) is allowed
to be more singular, there will be more terms in the distribution ρ(s) that correspond to
derivatives of a δ-function.
QED in 4D being renormalizable, its divergences are best captured as long known by
dimensional regularization9 as this preserves gauge symmetry and translational invariance.
Here we solve the LKFT for the gauge covariant behavior of fermion propagator using a
spectral representation. Consequently continuing in the number of spacetime dimensions
provides a convenient way to regularize behaviors more singular than free-particle propaga-
tors at the real particle production thresholds. Moreover keeping the number of spacetime
dimensions explicit also allows simultaneous calculation of results in 3D and 4D, both of
which are of current interest. As we will see the LKFT for fermion propagator in 3D is sim-
pler than that in 4D. Explicit solutions to LKFT in 3D will be used to illustrate properties
of the LKFT made in the general case. What is more the dependence of the solutions on
ǫ = 2− d/2 provides insights into how gauge covariance of QED in different dimensions are
connected explicitly.
We take the the Bjorken-Drell metric such that p2 > 0 corresponds to the timelike
momentum while p2 < 0 for spacelike. The anti-commutation relations for Dirac gamma
matrices are {γµ, γν} = 2gµν . To avoid confusion, the variation of Greek letter epsilon,
written as ε is used for the Feynman prescription, while ǫ is related to the number of
spacetime dimensions by d = 4− 2ǫ.
This article is organized as follows. In Section II, the LKFT for the momentum space
fermion propagator is obtained. After a review of the spectral representation for propa-
gators, we establish three isomorphic representations of the LKFT as a continuous group
parametrized by the covariant gauge parameter ξ. In Section III, the LKFT for fermion
propagator spectral functions has been solved exactly with the number of spacetime di-
mensions kept explicit. In Section IV, group properties of the LKFT are tested in 3D.
When renormalized correctly, the LKFT for fermion propagator spectral functions in 4D is
presented in Section V. We give our final remarks in Section VI.
II. LKFT AS GROUP TRANSFORMS
A. LKFT in differential form
To derive the LKFT for the QED fermion propagator in the momentum space, first
consider that under two gauge fixing conditions the coordinate space photon propagator
changes from Dµν(z) to D
′
µν(z);
D′µν(z) = Dµν(z) + ∂µ∂νδM(z). (1)
According to Zumino4, coordinate space fermion propagators evaluated with the corre-
sponding gauge fixing conditions are related by
S′F (x − y) = exp
{
ie2 [δM(x− y)− δM(0)]}SF (x− y). (2)
Specifically for our interest, starting from the Landau gauge to any other covariant gauge,
function δM(z) becomes
δM(z) = ξM(z) = −ξ
∫
dl
e−il·z
l4 + iǫ
, (3)
where dl denotes the d-dimensional momentum measure dl ≡ ddl/(2π)d. Substituting (3)
into (2) produces the LKFT for the covariant gauge fermion propagator in coordinate space.
In principle, taking the Fourier transform of (2) gives the LKFT for fermion propagators
3in momentum space. In practice this is difficult to accomplish because of the exponential
factor in (2) defined by M(z) in (3) remaining illusive. However, it has been shown that
if the fermion propagator takes its free-particle form in the Landau gauge, the Fourier
transform of (2) can be calculated8.
While we are interested in the scenario where the fermion propagator in the Landau gauge
is more than the free-particle propagator, to circumvent the difficulty of performing Fourier
transforms of implicit functions, consider taking a first order derivative with respect to ξ of
(2). Noting that SF (x− y) on the right of (2) is in a specific gauge, we have the result,
∂
∂ξ
S′F (x − y) = ie2[M(x− y)−M(0)]S′F (x− y). (4)
Notice that the exponential factor has been absorbed into the Landau gauge propagator
using (2), giving rise to the S′F (x − y) factor on the right-hand side of (4). Now that
all propagators in (4) are primed, the prime notation can be dropped. We use SF (p; ξ)
to denote the propagator in momentum space in any covariant gauge. Since there are no
implicit functions left, taking the Fourier transform of (4) gives
∂
∂ξ
SF (p; ξ) = ie
2
∫
dl
1
l4 + iǫ
[SF (p; ξ)− SF (p− l; ξ)]. (5)
Equation (5) is the LKFT for the momentum space fermion propagator, in differential form.
Unlike (2), differentiating means there is no explicit dependence on the initial condition.
However, when the propagator goes to a constant while p2 →∞, the following rewriting
might be required
SF (p; ξ) = RF (ξ) + S˜F (p; ξ). (6)
Since the Fourier transform of a constant is δ-function, (6) indicates, in the coordinate
space,
SF (x − y; ξ) = RF (ξ)δ(x− y) + S˜F (x− y; ξ). (7)
Substituting it into (2) gives RF (ξ) = RF (0) and
S˜F (x − y; ξ) = exp
{
ie2[δM(x− y)− δM(0)]}S˜F (x− y; 0). (8)
Therefore the LKFT for the subtracted propagator is identical to (2).
As with any first order differential equations, solving for the fermion propagator from
(5) cannot be achieved without knowing initial conditions. However, the ξ dependence of
SF (p; ξ) can be deduced independently of the propagator itself at any specific gauge. In the
next two subsections we expand on these properties.
B. Spectral representation of fermion propagator
To find the solution to (5), it is useful to recall the spectral representation for the fermion
propagator. Up to subtractions this rewrites the propagator functions in the complex mo-
mentum plane as integrals of the free-particle propagator weighted by real functions. In
addition, it allows direct evaluation of the effective one-loop integral on the right-hand side
of (5). Introducing the spectral representation of the fermion propagator also allows us
to handle all p2 dependences in (5) separately from the propagator, providing a promising
candidate to solve for the Green’s function of (5).
The Dirac scalar and Dirac vector components of a massive fermion propagator requires
two spectral functions. For SF (p) = /pS1(p
2) + S2(p
2)I,
Sj(p
2; ξ) =
∫ +∞
m2
ds
ρj(s; ξ)
p2 − s+ iε , (9)
40 Re(z)
Im(z)
FIG. 1. The illustration of analytic functions with branch cuts along the positive real axis. The
contour can be used prove (9) using Cauchy’s integral formula when z is replaced by p2.
where from here on j = 1, 2 and the dependence of fermion propagator on the gauge fix-
ing parameter ξ has been made explicit. Since the spectral representation of the fermion
propagator is independent of gauge fixing, the spectral functions ρj embody the gauge de-
pendence. That the integrals defined by Eq. (9) converge without the need for subtractions
is assured by the renormalizability of QED in d < 4 dimensions. When d approaches 4,
this remains so once the fermion propagator functions are multiplied by the appropriate
combination of renormalization factors Z2 and Zm. This is most readily achieved using
dimensional regularization.
The existence of a spectral representation in the form of (9) is closely related to the
allowed analytic structures of the fermion propagator. In terms of the complex variable
p2, s is used to represent it when Re{p2} ≥ m2. Then, the fermion propagator functions
are defined by their singularities, namely poles and branch cuts in the complex momentum
plane. A simple pole corresponds to a free-particle contribution to the propagator. While
branch cuts arise from quantum loop corrections in the region where real particles are
produced. We assume that for QED, the only singularities are branch cuts in the timelike
region and a finite number of poles, with the propagator function holomorphic everywhere
else.
It is apparent that simple poles located on the positive real axis of p2 correspond to
δ-function terms in spectral functions. To see how a regular function (as opposed to δ-
functions being distributions) in ρ(s) contributes to a branch cut along the positive real
axis starting at the threshold m2 through (9), consider subtracting pole structures from the
propagator function first. Since the kernel function 1/(p2−s+ iε) is holomorphic except for
p2 = s, the remaining term in S(p2) is holomorphic in the complex momentum plane except
for p2 ≥ m2. In addition, because 1/(p2− s+ iε) = 1/(p2 − s− iε), close to the branch cut
we have S(p2+ iε) = S∗(p2− iε). Therefore we know the imaginary part of S(p2) along the
branch cut is antisymmetric going across the positive real axis from the first quadrant to
the fourth quadrant. Taking the contour illustrated in Fig 1, when the contribution from
the infinite radius arc vanishes, a direct application of Cauchy’s integral formula shows that
ρj(s; ξ) = − 1
π
Im
{
Sj(s+ iε; ξ)
}
. (10)
Apparently (10) applies when free-particle poles are present as well, since as is well known
lim
ε→0
ε/(x2+ ε2) = πδ(x). When the propagators do not vanish for p2 →∞, substituting (9)
5ρ(s; ξ)
D(p2; ξ) P (x2; ξ)
∫ d
s
1
p
2
−
s
+
iε
−
1
π
Im
{} ...
...
F
−1
F
FIG. 2. Scalar particles propagators in coordinate space P (x2; ξ), momentum space D(p2; ξ) and
its spectral function ρ(s; ξ) with bijective relations among them illustrated. The Fourier transform
is bijective. For momentum space propagators with branch cuts and poles as their singularities, the
spectral representation is also bijective. Consequently there must be a bijective relation between
the coordinate space propagator and its spectral function.
into (6) gives
S˜j(p
2; ξ) = p2
∫ +∞
m2
ds
ρj(s; ξ)
(p2 − s+ iε)s , (11)
which is convergent if the s→ +∞ limit of ρj(s) is finite. When used to construct an ansatz
for the fermion-photon vertex, the spectral functions can be solved from the fermion prop-
agator SDE10. The gauge dependence of these solutions has been explored by Delbourgo,
Keck and Parker11.
C. Various representations of LKFT
Substituting the spectral representation of fermion propagator, (9), into (5) allows the
effective one-loop integral to be evaluated explicitly. However, the spectral representation
alone is not sufficient for us to solve for the dependence of fermion propagator on the gauge
parameter ξ from LKFT.
Observations about (2) will provide insight into a more useful mathematical aspect of
LKFT for a gauge covariant fermion propagator. Formally, (2) states that the LKFT for
the fermion propagator in coordinate space is simply a phase factor, which bears close
resemblance to elements of a Lie group. One can further verify that, when group multipli-
cation is defined as function multiplication, this phase factor satisfies closure, associativity,
and the existence of identity element and inverse elements. Therefore when considered as a
linear transformation on coordinate space functions, the LKFT is indeed a group transform
for coordinate space fermion propagators.
Fourier transforms are known to be one-to-one and onto. Since we have established in
Subsection II B that with certain assumptions about the analytic structure of the fermion
propagator, the spectral representation is also one-to-one and onto. These correspondences,
illustrated in Fig. 2, clearly indicate that, just as with the LKFT for coordinate space
propagator, LKFT for momentum space propagators and for spectral functions should both
be group transforms. In fact, the coordinate space representation, the momentum space
representation and the spectral representation of LKFT are isomorphic representations of
the same group. Additionally, since ξ parameterizes the LKFT as a continuous group, the
starting gauge of LKFT does not matter; only the difference in ξ enters in calculation.
6Though the default initial gauge for LKFT can be conveniently chosen to be the Landau
gauge, for calculations with the initial value of gauge parameter that is ξ0, one simply
replaces Landau gauge quantities by those at ξ0 and replaces ξ by ξ − ξ0.
Having established that the LKFT in its spectral representation is a group transfor-
mation, we can proceed to develop schemes for solving (5). As illustrated in Fig. 2, the
correspondence between the fermion propagator in momentum space and its spectral func-
tion is linear, as a consequence of which LKFT in spectral form is also required to be linear.
However, instead of a simple phase factor, we expect the LKFT in its spectral form to
involve more complicated linear operations. Therefore, without loss of generality, we can
write
ρj(s; ξ) =
∫
ds′ Kj(s, s′; ξ) ρj(s′; 0), (12)
where distributions Kj(s, s
′; ξ) work as the Green’s function for (5). They represent linear
operations that encode ξ dependences of ρj(s; ξ) to be determined by the LKFT, and so
respect all group properties. Explicitly, denote K the set of distribution K (s, s′; ξ), with
group multiplication defined as integration over spectral variables. To verify that K is
indeed a group, for any K (s, s′; ξ) ∈ K the following properties have to be satisfied:
1. Closure
∫
ds′K (s, s′; ξ)K (s′, s′′; ξ′) is also an element of K;
2. Associativity
∫
ds′K (s, s′; ξ)
∫
ds′′K (s′, s′′; ξ′)K (s′′, s′′′; ξ′′)
=
∫
ds′′
[∫
ds′K (s, s′; ξ)K (s′, s′′; ξ′)
]
K (s′′, s′′′; ξ′′);
3. Identity Element ∃ KI(s, s′) ∈ K such that∫
ds′KI(s, s′)K (s′, s′′; ξ) =
∫
ds′K (s, s′; ξ)KI(s′, s′′) = K (s, s′′; ξ);
4. Inverse Element ∃ Kinv(s, s′; ξ) such that∫
ds′ Kinv(s, s′; ξ)K (s′, s′′; ξ) =
∫
ds′ K (s, s′; ξ)Kinv(s′, s′′; ξ) = KI(s, s′′).
Substituting (9 ,12) into (5) gives
∂
∂ξ
∫
ds
Kj(s, s
′; ξ)
p2 − s+ iǫ = −
α
4π
∫
ds
Ξj(p
2, s)
p2 − s+ iǫ Kj(s, s
′; ξ), (13)
where the Ξj(p
2, s) are determined by the effective one-loop integral, which can be evalu-
ated using Feynman parameterization for combining denominators, together with dimen-
sional regularization. Apparently from (12), the initial condition for distributions Kj is
Kj(s, s
′; 0) = δ(s − s′). In the remaining part of this subsection, two methods for solving
(13) will be presented.
a. Method 1: analogue to first-order ordinary differential equations Operations with
respect to ξ in (13) are only present on the left-hand side, which resemble homogeneous
first-order ordinary differential equations. In order to solve for Kj(s, s
′; ξ), consider the
original definition of partial derivative:
∂
∂ξ
K (s, s′; ξ) ≡ lim
∆→0
K (s, s′; ξ +∆)−K (s, s′; ξ)
∆
. (14)
7Next, applying (12) many times gives
ρ(s, s′; ξ +∆) =
∫
ds′′K (s, s′′; ∆)ρ(s′′, s′; ξ)
=
∫
ds′′
∫
ds′′′K (s, s′′; ∆)K (s′′, s′′′; ξ)ρ(s′′, s′; 0).
Since the LKFT is independent of initial conditions,
K (s, s′; ξ +∆) =
∫
ds′′K (s, s′′; ∆)K (s′′, s′; ξ). (15)
Equation (15) should not come as a surprise given that the LKFT for the fermion propagator
in a spectral representation is isomorphic to coordinate space LKFT. (13) then becomes
∂
∂ξ
∫
ds
K (s, s′; ξ)
p2 − s+ iǫ = lim∆→0
∫
ds
∫
ds′′
K (s, s′′; ∆)− δ(s− s′′)
(p2 − s+ iǫ)∆ K (s
′′, s′; ξ)
= − α
4π
∫
ds
Ξ(p2, s)
p2 − s+ iǫK (s, s
′; ξ). (16)
Taking the limit ξ → 0 where K (s, s′; ξ) becomes a delta function simplifies (16) into
lim
∆→0
1
∆
∫
ds
K (s, s′; ∆)− δ(s− s′)
p2 − s+ iǫ = −
α
4π
Ξ(p2, s′)
p2 − s′ + iǫ . (17)
Equation (17) specifies how the distribution K (s, s′; ξ) departs from its initial form (a
delta function) with infinitesimal ξ. Solving (17) is sufficient to obtain K (s, s′; ξ) with
finite ξ, which, in principle, can be written as an infinite number of steps of distribution
multiplication. Explicitly, this procedure is
K (s, s′; ξ) = lim
N→+∞
[
N−1∏
n=0
∫
dsn+1 K
(
sn, sn+1;
ξ
N
)]
K (sN , s
′; 0) , (18)
with s0 = s. Formally (18) gives distributions Kj(s, s
′; ξ) with finite ξ, solving LKFT for
ρj(s; ξ). In practice one may prefer a closed form for the Kj with group multiplications in
a minimal number of steps. Realizing (18) is the analogue of
lim
N→+∞
(
1 +
x
N
)N
= ex,
and (13) is very similar to
d
dx
f(x) = af(x), we can assume the following form for K (s, s′; ξ),
Kj = exp
(
−αξ
4π
Φj
)
, (19)
where distributions Φj are independent of ξ. The exponential of a distribution is given by
definition
exp
{
λΦ
}
=
+∞∑
n=0
λn
n!
Φn = δ(s− s′) + λΦ + λ
2
2!
Φ2 + . . . , (20)
with distribution exponentiation defined as
Φ0(s, s′) = δ(s− s′) and Φn(s, s′) =
∫
ds′′Φ(s, s′′)Φn−1(s′′, s′) (n ≥ 1). (21)
8One can check that Kj given by (19) satisfy (13) with initial conditionsKj(s, s
′; 0) = δ(s− s′)
given distributions Φj satisfy their own identities. To verify the exponential of distributions
indeed solves (13) and find the identities Φj have to satisfy, let us start with
∂
∂ξ
K =
∂
∂ξ
exp
{
− αξ
4π
Φ
}
= − α
4π
Φexp
{
− αξ
4π
Φ
}
= − α
4π
ΦK ,
then using (19), the left hand side of (13) can be written as
∂
∂ξ
1
p2 − s+ iǫK = −
α
4π
Φ
p2 − s+ iǫK . (22)
Comparing with its right hand side, one obtains after restoring the integration variables,∫
ds ds′
Φ(s, s′)
p2 − s+ iǫ K (s
′, s′′; ξ) =
∫
ds′
Ξ(p2, s′)
p2 − s′ + iǫ K (s
′, s′′; ξ), (23)
which indicates (or by multiplying K (s′′, s′′′;−ξ) to the right)∫
ds
Φj(s, s
′)
p2 − s+ iǫ =
Ξj(p
2, s′)
p2 − s′ + iǫ . (24)
Therefore (13) is solved by (19) given Φj satisfy (24). One can easily identify that distri-
butions Φj are the generators for continuous groups defined by Kj.
b. Method 2: differential equations solved by multiplying inverse elements From the
group property of K = {K (s, s′; ξ)}, the inverse element of K (s, s′; ξ) is K (s, s′;−ξ).
This can be seen most easily from the isomorphic representation of LKFT in coordinate
space. Or, in the language of distribution multiplication,
K
−1(s, s′; ξ) = K (s, s′;−ξ).
Multiplying this inverse element to the right of differential equation (13) gives∫
ds
∫
ds′
1
p2 − s+ iǫ
[
∂
∂ξ
K (s, s′; ξ)
]
K (s′, s′′;−ξ)
= − α
4π
∫
ds
∫
ds′
Ξ(p2, s)
p2 − s+ iǫK (s, s
′; ξ)K (s′, s′′;−ξ), (25)
or equivalently, ∫
ds
1
p2 − s+ iǫ
∂
∂ξ
ln K (s, s′′; ξ) = − α
4π
∫
ds
Ξ(p2, s′′)
p2 − s′′ + iǫ , (26)
where the logarithm of distribution K (s, s′′; ξ) is taken in distributional sense, hence when
spectral variables are omitted
ln(K ) = (K − δ)− 1
2
(K − δ)2 + 1
3
(K − δ)3 + · · · =
+∞∑
n=1
(−1)n−1
n
(K − δ)n, (27)
with distribution exponentiations defined by (21). To see that (∂ξ K )K
−1 is indeed
∂ξ ln K , denote u = lnK K = e
u. Then ∂ξK = (∂ξu)e
u = (∂ξu)K . Therefore
∂ξ lnK = ∂ξu = (∂ξK )K
−1.
After clarifying the meaning of distribution logarithm, the null space of the spectral
representation is supposed to be empty for the function space defined as the set of functions
with analytic structures discussed in Subsection II B. Therefore (26) indicates that when
∂ξ ln K (s, s
′′; ξ) = − α
4π
Φ(s, s′′), (28)
9with distribution Φ satisfying (24), (5) is solved by (19).
Either through group operations or analogy with ordinary differential equations, we have
formally found the Green’s function specifying the ξ dependence of the fermion propagator
spectral functions. Because there are no dimension-odd operators in the LKFT for the
fermion propagator, the Dirac vector and Dirac scalar components do not mix. The rep-
resentation of linear operations by integrating distributions with spectral functions closely
resembles matrices multiplying vectors as linear transforms.
III. LKFT IN SPECTRAL REPRESENTATION WITH ARBITRARY NUMBERS OF
DIMENSIONS
Before applying these solutions to the LKFT in the form of (19) to calculate the ξ
dependence of the fermion propagator, we need to determine the distributions Φj from
(24). To do so requires explicit expressions for the functions Ξj(p
2, s).
We use standard perturbative techniques including the Feynman method for combining
denominators and dimensional regularization. Then substituting the spectral representation
of the fermion propagator (9) into the LKFT for the momentum space fermion propagator,
(5), and comparing the resulting equation with the definition of Ξj(p
2, s) in (13) gives,
Ξ1(p
2, s) =
∫ 1
0
dx 2x
[
1− ǫ+ ǫ
1− xz
]
Γ(ǫ)(4πµ2/s)ǫ
[(1− x)(1 − xz)]ǫ (29)
Ξ2(p
2, s) =
∫ 1
0
dx 2x
[
1− ǫ+ ǫ
2
z + 1
1− xz
]
Γ(ǫ)(4πµ2/s)ǫ
[(1 − x)(1 − xz)]ǫ , (30)
where z = p2/s and the number of spacetime dimensions d = 4−2ǫ. Meanwhile, the dimen-
sion of e2/(4π) is carried by µ such that the coupling constant α remains dimensionless.
Results given in (29, 30) characterize how the LKFT behaves in Minkowski space. Using
the spectral representation there is no need to make a Wick rotation to perform the loop-
type integral. This eliminates any ambiguity of which loop momentum should be integrated
in Euclidean space. We use dimensional regularization (required when close to four dimen-
sions) in one of two ways. We can follow Feynman and integrate the time component of the
loop momentum to infinity first. We then have spherical symmetry in the (d − 1) spatial
dimensions and use dimensional regularization only on the space components. Of course,
we could instead Wick rotate, assuming this is valid and picks up no new singularities. One
then has spherical symmetry in d dimensions and regularize a` la ’t Hooft and Veltman9.
The results are the same with or without Wick rotation, as discussed in Appendix A.
Extensive use of definitions and properties of hypergeometric functions allows us to eval-
uate integrals over Feynman parameters in (29, 30) explicitly, see Appendix B for details.
The results are
Ξ1
p2 − s =
Γ(ǫ)
s
(
4πµ2
s
)ǫ −2
(1 − ǫ)(2− ǫ) 2F1(ǫ+ 1, 3; 3− ǫ; z) (31)
Ξ2
p2 − s =
Γ(ǫ)
s
(
4πµ2
s
)ǫ −1
1− ǫ 2F1(ǫ+ 1, 2; 2− ǫ; z). (32)
Hypergeometric functions occurring in (31, 32) are understood to be given by the integral
definition (15.3.1) in Abramowitz and Stegun12. For ǫ > 0, this integral definition is the
analytic continuation of the series definition (C1) with a branch cut12 on the real axis of z
from 1 to +∞, a property one would expect for corrections to the fermion propagator. The
scenario where ǫ < 0 is beyond the scope of this article.
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Explicit calculation shows that in three dimensions
lim
ǫ→1/2
Ξ1(p
2, s) = 2π
√
µ2
s
[
− z + 1
(z − 1)z +
z − 1
z3/2
arctanh(
√
z)
]
(33)
lim
ǫ→1/2
Ξ2(p
2, s) = − 4π
z − 1
√
µ2
s
, (34)
while for small ǫ, i.e. approaching four dimensions:
Ξ1(p
2, s) =
1
ǫ
− γE + ln
(
4πµ2
s
)
+ 1− 1
z
−
(
1 +
1
z2
)
ln(1− z) + O(ǫ1) (35)
Ξ2(p
2, s) =
1
ǫ
− γE + ln
(
4πµ2
s
)
−
(
1 +
1
z
)
ln(1− z) + O(ǫ). (36)
The ǫ → 1/2 limits can be calculated using identities listed in Appendix C 2. While the
small ǫ expansions can be calculated according to Appendix C3. Therefore d = 3 and 4
results have been recovered.
With loop integrals Ξj(p
2, s) calculated, the right-hand side of (24) is elegantly repre-
sented by (31, 32). The remaining task is to find the corresponding distributions Φj that
solve (24). Since the distributions Φj are only allowed to be linear operators on the spectral
variable s, solving (24) is equivalent to generating convoluted p2 dependences embedded in
hypergeometric functions from that of a free-particle propagator. For ǫ > 0, the behavior
of functions Ξj/(p
2 − s + iε) in the limit p2 → s is more singular than the free-particle
propagator. In fact, this singularity behaves as
lim
p2→s
Ξj(p
2, s)
p2 − s+ iε = Γ(ǫ)
(
4πµ2
s
)ǫ
4ǫ√
π
Γ(1− ǫ)Γ(1/2 + ǫ)
(
1− p
2
s
− iε
)−1−2ǫ
, (37)
based on (15.3.6) of Abramowitz and Stegun12, also listed as (C3) of this article. Therefore
one can expect distributions Φj to be more singular than δ-functions.
A. Exponent-preserving operations
Our task is to find out how to generate p2 dependences in hypergeometric functions given
by (31, 32) from the free-particle propagator with only linear operations on the spectral
variable s. It appears that the variable z = p2/s is more convenient than the spectral
variable s itself. In the process of finding the distributions Φj , multiplication by s can be
regarded as a trivial linear operation. Therefore we are allowed to apply it as needed to
make the remaining operations transparent. Meanwhile, having decided to work with the
variable z rather than the dispersive variable s, we are obliged to ensure that the net effect
of operations on z does result in any operation on p2.
Starting with the observation that the p2 dependence of a free-particle propagator can
be represented by
−s
p2 − s =
1
1− z = 2F1(1, b; b; z) ,
for any b. The factor −s does not matter in this scenario because it is merely a multiplication
factor. In addition, for any linear operation on the variable z, as long as the net effect does
not act as multiplication by the variable z or zλ, such transforms can be written in terms
of spectral variable s independently of p2.
To quantify this criterion, define the exponent λ for linear transforms on the variable z.
Starting with a simple multiplication factor zλ, this has an exponent λ, because it raises
the index by λ for every term in the series expansion of a function of z. Thus the operation
zmdn/dzn has an exponent λ = m− n.
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An identity involving transformations on the variable z is called exponent-preserving if
the exponent of the transform on the left-hand side is identical to that on the right-hand
side. For example, (15.2.2) in Abramowitz and Stegun12 (also listed in Appendix C) is
exponent-preserving for transformations on variable z because exponents on both sides
are identical. An identity that does not preserve exponents is called exponent-violating.
Exponent-violating transforms on variable z cannot be translated into operations on the
spectral variable s only (not involving p2).
Next we need to determine the exponent-preserving linear transforms that generate any
hypergeometric function 2F1(a, b; c; z) from 2F1(1, b; b; z) = 1/(1− z). To accomplish this,
one immediately thinks of Gauss’ relations for contiguous functions. However, they only
relate hypergeometric functions with integer differences of parameters a, b and c. Meanwhile,
not all of them are exponent-preserving. Another category of candidates is the differential
relation for hypergeometric functions. These relations (15.2.3, 15.2.4) in Abramowitz and
Stegun12 are promising since they are exponent-preserving. However (15.2.3, 15.2.4) in
Abramowitz and Stegun12 can not be applied without generalization because they, similar
to relations for contiguous functions, only raise or lower parameters a, b or c by integers.
B. Fractional calculus
To be able to solve LKFT in arbitrary dimensions, we need to overcome the limitation that
(15.2.3, 15.2.4) in Abramowitz and Stegun12 only work for integer differences in parameters
for hypergeometric functions. Consequently we consider generalizing these to fractional
orders of derivatives. We need to find out a version of fractional derivatives that applies
to these differential relations for 2F1(a, b; c; z). To do this, it is natural to consider the
Riemann-Liouville definition of fractional calculus13:
Iαf(z) =
1
Γ(α)
∫ z
ζ
dz′(z − z′)α−1f(z′). (38)
For α > 0, the Riemann-Liouville fractional derivative is defined as
Dαf(z) =
(
d
dz
)⌈α⌉
I⌈α⌉−αf(z), (39)
where ⌈α⌉ is the smallest integer larger than α, i.e. the ceiling function. Specifically for
α ∈ (0, 1), ⌈α⌉ = 1 and
Dαf(z) =
1
Γ(1− α)
d
dz
∫ z
ζ
dz′(z − z′)−αf(z′). (40)
The lower limit ζ should be selected to reproduce (15.2.3, 15.2.4) in Abramowitz and
Stegun12 if the Riemann-Liouville formulation of fractional calculus is the expected ver-
sion of fractional calculus that successfully generalizes them.
To make an informed selection of ζ, consider (C1), the Taylor series expansion of hyper-
geometric functions. For α ∈ (0, 1),
Dαzβ =
1
Γ(1− α)
d
dz
∫ z
ζ
dz′(z − z′)−α(z′)β . (41)
Since mixing among terms of the Taylor expansion after derivative operations is undesirable,
we choose ζ = 0 and obtain
Dαzβ =
1
Γ(1− α)
d
dz
Γ(1− α)Γ(1 + β)
Γ(2− α+ β) z
1−α+β =
Γ(1 + β)
Γ(1− α+ β)z
−α+β, (42)
12
which applies when α < 1, β > −1 and z > 0. Since directly from the definition of
Pochhammer symbol (1 − α+ β)α = Γ(1 + β)/Γ(1 − α+ β), we have
Dαzβ = (1− α+ β)αz−α+β. (43)
Notice that derivatives generalized this way to fractional orders also agree with integer
order derivatives when α in (43) is an integer. This will be taken as the default definition
of fractional calculus in this article.
Showing (15.2.3, 15.2.4) in Abramowitz and Stegun12 apply to fractional orders is
straightforward starting with the application of Taylor series expansions of hypergeometric
functions. Explicitly,
Dαza+α−1 2F1(a, b; c; z) = Dα
+∞∑
n=0
(a)n(b)n
(c)nn!
zn+a+α−1 =
+∞∑
n=0
(b)n
(c)nn!
(a)n(n+ a)αz
n+a−1
Since
(a)n(n+ a)α =
Γ(a+ n)Γ(a+ n+ a)
Γ(a)Γ(n+ a)
=
Γ(a+ α)Γ(a+ n+ α)
Γ(a)Γ(a+ α)
= (a)α(a+ α)n,
we have
Dαza+α−1 2F1(a, b; c; z) =
+∞∑
n=0
(a)αz
a−1 (a+ α)n(b)n
(c)nn!
zn = (a)αz
a−1
2F1(a+α, b; c; z). (44)
Therefore (15.2.3) in Abramowitz and Stegun12 has been generalized to accommodate frac-
tional orders of derivatives. Meanwhile, (44) is exponent-preserving as one would expect.
Therefore it is the generalization of (15.2.3) we are seeking. Similar steps can be used to
prove that (15.2.4) in Abramowitz and Stegun12 generalizes to fractional orders using our
definition of fractional calculus as well;
Dαzc−1 2F1(a, b; c; z)
= Dα
+∞∑
n=0
(a)n(b)n
(c)nn!
zn+c−1 =
+∞∑
n=0
(a)n(b)n
(c)nn!
(n+ c− α)αzn+c−1−α
=
+∞∑
n=0
(a)n(b)n
n!
Γ(c)
Γ(c+ n)
Γ(n+ c)
Γ(n+ c− α)z
n+c−1−α
=
+∞∑
n=0
(a)n(b)n
n!
Γ(c)
Γ(c− α)
Γ(c− α)
Γ(n+ c− α)z
nzc−α−1
= (c− α)αzc−α−1 2F1(a, b; c− α; z), (45)
because the hypergeometric function 2F1(a, b; c; z) is symmetric in parameters a and b.
Equipped with (44, 45), any hypergeometric function 2F1(a, b; c; z) can be linearly generated
from the free-particle propagator with only a finite (up to two) steps of exponent-preserving
linear operations. Explicitly, to generate the z dependences of 2F1(ǫ + 1, n;n− ǫ; z) from
a free particle propagator, consider the following linear operations
Dǫzǫ 2F1(1, n;n; z) = (1)ǫ 2F1(1 + ǫ, n;n; z) (46)
Dǫzn−1 2F1(1 + ǫ, n;n; z) = (n− ǫ)ǫzn−ǫ−1 2F1(1 + ǫ, n;n− ǫ; z). (47)
Therefore
2F1(1 + ǫ, n;n− ǫ; z) = Γ(n− ǫ)
Γ(n)Γ(1 + ǫ)
zǫ+1−nDǫzn−1Dǫzǫ 2F1(1, n;n; z), (48)
13
which after setting n = 2, 3 for j = 2, 1 respectively, recovers the exponent-preserving linear
transforms required to generate the hypergeometric functions in Ξj(p
2, s)/(p2−s+ iε) from
the free-particle propagator. To see explicitly how such a linear transform on z can be
written as that on s not involving p2, refer to Appendix D for an example. In addition, the
exact order of component transforms given by (46, 47) should not matter because of the
commutation relations for the hypergeometric function 2F1(1, n;n; z)
[zǫ+1−nDǫzn−1, Dǫzǫ] 2F1(1, n;n; z) = 0. (49)
This commutation relation is true for 2F1(1, n;n; z) because (46, 47) acts on parameters a
and c of the hypergeometric function 2F1(a, b; c; z) independently.
C. Operator Exponentials
The combination of exponent-preserving requirement and fractional calculus allows us
to solve for distributions Φj from (24). The solution for the fermion propagator LKFT in
spectral form is given by the exponential of distributions written formally as (19). Using
the definition of the distribution exponential in (20), one can calculate Kj(s, s
′; ξ) to any
order in ξ. However, such expansions only converge well for small αξ, and it is difficult to
calculate at high orders.
The result for the distributions Kj(s, s
′; ξ) acting on an arbitrary function of spectral
variables might be difficult to calculate. However, for massive fermion propagators, be-
cause their singularities do not occur before the mass threshold, Taylor expansions of such
functions about p2 = 0 always have finite radii of convergence. Therefore for the purpose
of finding the gauge covariance condition for the fermion propagator, once we know how
distributions Kj act on z
β, sufficiently with any β ∈ Z, we know the distribution completely.
To start, let us consider the following identity:
1
p2 − s+ iε = −
z
p2
2F1(1, b; b; z) , (50)
where recall z ≡ p2/s. Because exponent-preserving operations on z do not have any net
effect on p2, we are allowed to multiply by p2 on both sides of (24), which then becomes∫
ds′Φ
z
z − 1 + iε =
p2 Ξ(p2, s)
p2 − s+ iε . (51)
We define the dimensionless operator φ such that at the operator level
∫
ds′Φ = φ. Then
φ
z
z − 1 + iε =
p2 Ξ
p2 − s+ ε . (52)
Next, substituting (50) into (52) and combining the result with (31,32) and (48) gives
−φnz 2F1(1, n;n; z) = Γ(ǫ)
(
4πµ2
p2
)ǫ −Γ(2− ǫ)
(1− ǫ)Γ(1 + ǫ)z
2ǫ+2−nDǫzn−1Dǫzǫ−1z 2F1(1, n;n; z),
(53)
from which we have
φn = Γ(ǫ)
(
4πµ2
p2
)ǫ
Γ(1− ǫ)
Γ(1 + ǫ)
z2ǫ+2−nDǫzn−1Dǫzǫ−1. (54)
The distributions φn in (54) correspond to Φj with j = 1, 2 when n = 3, 2 respectively.
With the explicit form of Φj known as (54), we can proceed to calculate their exponentials.
For convenience, define the operational part of φn as
φn ≡ z2ǫ+2−nDǫzn−1Dǫzǫ−1 (55)
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The action of φn on z
β can be calculated directly;
φnz
β = z2ǫ+2−nDǫzn−1Dǫzβ+ǫ−1 = (β)ǫz2ǫ+2−nDǫzn+β−2
= (β)ǫ(n+ β − ǫ − 1)ǫzβ+ǫ = Γ(n+ β − 1)Γ(β + ǫ)
Γ(n+ β − ǫ− 1)Γ(β)z
ǫzβ. (56)
For the purpose of finding out how distributions Kj act on z
β, we need an explicit
expression for φ
m
n z
β, which can be obtained by applying (56) recursively,
φ
m
zβ =
Γ(n+ β − 1)Γ(β + ǫ)
Γ(n+ β − ǫ− 1)Γ(β)φ
m−1zβ+ǫ
=
Γ(n+ β − 1)Γ(β + ǫ)
Γ(n+ β − ǫ− 1)Γ(β)
Γ(n+ β + ǫ− 1)Γ(β + 2ǫ)
Γ(n+ β − 1)Γ(β + ǫ) · · · ×
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β + (m− 2)ǫ− 1)Γ(β + (m− 1)ǫ)z
β+mǫ
= zβ+mǫ
m∏
k=1
Γ(n+ β + (k − 1)ǫ− 1)Γ(β + kǫ)
Γ(n+ β + (k − 2)ǫ− 1)Γ(β + (k − 1)ǫ)
=
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ − 1)Γ(β) z
β+mǫ. (57)
Alternatively, the calculation is more transparent by substituting u = zǫ, λ = β/ǫ.
φ
m
n u
λ = uλ+m
m∏
k=1
Γ(n+ (λ+ k − 1)ǫ)Γ((λ + k)ǫ)
Γ(n+ (λ+ k − 2)ǫ− 1)Γ((λ + k − 1)ǫ)
=
Γ(n+ (λ+m− 1)ǫ− 1)Γ((λ+m)ǫ)
Γ(n+ (λ− 1)ǫ− 1)Γ(λǫ) u
λ+m. (58)
After defining
α ≡ αξ
4π
Γ(ǫ)Γ(1− ǫ)
Γ(1 + ǫ)
(
4πµ2
p2
)ǫ
, (59)
we obtain
Kjz
β = exp
(
−αξ
4π
φn
)
zβ = exp
(−αφn) zβ = +∞∑
m=0
(−α)m
m!
φ
m
n z
β
=
+∞∑
m=0
(−α)m
m!
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ − 1)Γ(β) z
β+mǫ, (60)
with n = 3, 2 for j = 1, 2 respectively. Equation (60) specifies how Kn transforms one
function of the spectral variable s into another. Notice α always combines with zǫ to
produce a factor of (µ2/s)ǫ, rendering Kj exponent-preserving. Therefore the action of Kj
on any function can now be calculated as long as this function can be written as a linear
combination of s−β . This can be best understood through Mellin transforms. Effectively
(60) tells us what the Mellin transform of Kj is. Since a Mellin transform disentangles
multiplicative convolutions, the action of Kj on any function of spectral variable s can be
reconstructed though the inverse Mellin transform.
Combining the spectral representation for the fermion propagator, (9), with the LKFT
as a linear transform on spectral functions (12) produces
Sj(p
2; ξ) =
∫
ds
∫
ds′
1
p2 − s+ iε Kj(s, s
′; ξ) ρj(s′; 0). (61)
15
Because the group multiplication of K is associative, it does not matter which spectral inte-
gral in (61) is evaluated first. Looking only at the s′ integral, once the spectral functions of
a fermion propagator at one covariant gauge is known, their counterparts at other covariant
gauge can be calculated, which explains the meaning of (12).
Alternatively when considering Kj acting on the free-particle propagator 1/(p
2− s+ iε),
it transforms the free propagator into a function of both p2 and ξ. Directly applying (60)
gives
Kj
1
p2 − s+ iε = −
1
p2
Kj
z
1− z
= − 1
p2
+∞∑
β=1
+∞∑
m=0
(−α)m
m!
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ − 1)Γ(β) z
β+mǫ. (62)
Substituting (62) into (61) then produces
Sj(p
2; ξ) = −
∫
ds
1
p2
+∞∑
β=1
+∞∑
m=0
(−α)m
m!
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ − 1)Γ(β) z
β+mǫρj(s; 0),
(63)
where as always z = p2/s. Because for a given ǫ, the imaginary part of (63) can be
calculated, the result reveals to what linear operations Kj correspond.
For a specific number of dimensions, the function defined by (62) as a double series could
potentially be simplified. Special cases of 3D and 4D will be discussed in the following two
sections.
IV. LKFT FOR FERMION PROPAGATOR IN 3D
When d = 3, ǫ = 1/2, the effective one-loop integral in (5) is finite. Without the
ambiguity caused by infinite renormalization, LKFT in 3D can be solved directly, serving
as an example to test claims about the general properties of LKFT in Sections II and III.
Starting with (5), after evaluating the effective loop-integral using the Feynman param-
eterization method, we obtain
∂
∂ξ
∫
ds
ρ1(s; ξ)
p2 − s+ iǫ = αµ
∫
ds
{ √
s
(p2 − s)2 −
√
s
2p2(p2 − s)
− 1
2(p2)3/2
arctanh(
√
p2/s)
}
ρ1(s; ξ) (64)
∂
∂ξ
∫
ds
ρ2(s; ξ)
p2 − s+ iǫ = αµ
∫
ds
√
s
(p2 − s)2 ρ2(s; ξ). (65)
Since (65) appears much simpler than (64), let us consider its solution first.
Utilizing (12), the dependence of ρ2(s; ξ) on the covariant gauge parameter ξ can be
written as ρ2(s; ξ) =
∫
ds′K2(s, s′; ξ)ρ2(s′; 0). Since to generate (p2 − s)−2 from (p2 − s)−1
linearly involves a first order derivative, the distribution K2 should be given by
K2(s, s
′; ξ) = δ
(
s−
(√
s′ + αµξ/2
)2)
, (66)
which corresponds to operations that shift and rescale the spectral function ρ2. It is straight-
forward to show that the distribution K2(s, s
′; ξ) satisfies its differential equation required
by (65). Meanwhile, it reduces to a simple δ-function when ξ = 0. Therefore (66) indeed
specifies how ρ2 changes from one covariant gauge to another. Additionally, K2 given by
(66) satisfies group properties trivially.
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While (64) is more complicated than (65), Bashir and Raya8 have solved the LKFT in
coordinate space assuming that in the Landau gauge propagator is free. They deduced using
Fourier transforms, that under this assumption the Dirac vector part of fermion propagator
at any covariant gauge is given by (13) of Ref. 8
S1(p
2; ξ = B(pE ; ξ)/p
2
E
=
−1
p2E + (m+ αµξ/2)
2
− αµξ
2
m+ αµξ/2
p2E [p
2
E + (m+ αµξ/2)
2]
+
αµξ
2p3E
arctan
(
pE
m+ αµξ/2
)
=
1
(m+ αµξ/2)2
1
x− 1 −
αµξ/2
(m+ αµξ/2)3
(
1
x− 1 −
1
x
)
− αµξ/2
(m+ αµξ/2)3
1
x
√−x arctan(
√−x)
=
m(
m+
αµξ
2
)3 1x− 1 −
αµξ
2(
m+
αµξ
2
)3 1x
[
1√
x
arctanh(
√
x)− 1
]
, (67)
where arctanh(u) = (1/2) ln[(1+u)/(1−u)], pE =
√
−p2 and x = p2/(m+ αµξ/2)2. Mean-
while, since
arctan(
√−x)√−x =
arctanh(
√
x)√
x
, (68)
− 1
π
Im
{ 1
x− 1 + iǫ
}
= δ(x − 1), (69)
− 1
π
Im
{
1
x+ iǫ
[
arctanh(
√
x+ iǫ)√
x+ iǫ
− 1
]}
= −θ(x− 1)
2x3/2
, (70)
we can take a shortcut of solving (64) by finding out the spectral function of (67) as
− 1
π
Im{S1} = m(
m+
αµξ
2
)3 δ(x− 1) +
αµξ
2(
m+
αµξ
2
)3 θ(x − 1)2x3/2 , (71)
with x = s/(m + αµξ/2)2. The δ-function term in (71) corresponds to the free-particle
term in (67). While the θ-function term in (71) comes from the inverse hyperbolic tangent
function that generates a branch cut.
Since (71) reduces to a δ-function when ξ = 0, it also satisfies the differential equation
(64), since its Fourier transform satisfies the coordinate equivalent of (64). While (64)
specifies exactly what conditions the distribution K1(s, s
′; ξ) has to meet, K1 is given by
(71) with the modification that m→ √s′. Explicitly,
K1(s, s
′; ξ) =
√
s′
√
s′ +
αµξ
2
δ
(
s−
(√
s′ +
αµξ
2
)2)
+
αµξ
4s3/2
θ
(
s−
(√
s′ +
αµξ
2
)2)
. (72)
We therefore obtain the LKFT for ρ1 in 3D with ρ1(s; ξ) =
∫
ds′K1(s, s′; ξ)ρ1(s′; 0). The
direct proof that (72) is the distribution we are seeking is lengthy. The detailed calculation
is given in Appendix E 1.
Compared with K2 given by (66), linear operations given by (72) are more convoluted.
The δ-function term in (72) corresponds to shift and rescale operations on ρ1. The operation
brought by the θ-function term corresponds to a convolution with the spectral function ρ1.
It is trivial to show that K2 given by (66) meets the group properties listed in Section II.
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While for K1 given by (72), the associativity property is obvious. The identity element is
found exactly when ξ = 0. The closure property is proved in detail in Appendix E 2. Once
the closure property is satisfied, the inverse element of K1(s, s
′; ξ) is just K2(s, s′;−ξ).
Therefore we have shown that the sets of functions by Kj with multiplication defined for
distributions are indeed continuous groups with the gauge parameter ξ working as the group
parameter. Up until now, the LKFT for the fermion propagator in 3D has been obtained
without using the general solution in the form of (19).
Since in the special scenario when n = 2 and ǫ = 1/2, (56) simplifies to
lim
ǫ→1/2
φ2z
β = βzβ+1/2 = z3/2
d
dz
zβ , (73)
where we have written the action of φ2 on z
β as an operator independent of β. Then φ2
given by (54) reduces to
lim
ǫ→1/2
φ2 =
4πµ√
p2
z3/2
d
dz
= −2πµ d
ds1/2
, (74)
which, when combined with (19), produces
lim
ǫ→1/2
K2 = exp
(
αξµ
2
d
ds1/2
)
. (75)
After identifying (75) as the shifting operator for functions of
√
s by αξµ/2, the result
agrees with (66). In principle, a similar calculation can be carried out for K1 in 3D as well.
However, in practice, multiple operations are required to obtain the corresponding φ1, the
calculation of whose exponential is nontrivial.
Alternatively, to verify that (19) with Φj given by (54) solves LKFT in 3D, we only need
to show that the imaginary part of (63) corresponds to distributions Kj in (72) and (66)
in the limit ǫ→ 1/2.
In the case n = 2 and ǫ = 1/2, which leads to α = αξµ/
√
p2, because of the duplication
formula (6.1.18) in Abramowitz and Stegun12, Γ(2z) = (2π)−1/222z−1/2Γ(z)Γ(z + 1/2),
Gamma functions in (54) simplify to
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
m!Γ(n+ β − ǫ− 1)Γ(β) =
Γ(2β +m)
2mΓ(2β)m!
. (76)
Next,
+∞∑
m=0
Γ(2β +m)
2mΓ(2β)m!
(−α√z)m =
(
1 +
α
2
√
z
)−2β
, (77)
and so we have
K2
1
p2 − s+ iε = −
1
p2
+∞∑
β=1
(
1 +
α
2
√
z
)−2β
zβ
=
−1
p2
z
(1 + α
√
z)2 − z =
1
p2 − (√s+ αµξ/2)2 . (78)
Since when operating on the free-particle propagator produces identical results, K2 given
by (19) with Φ2 given by (54) agrees with K2 given by (66).
Similarly for K1, when n = 3 and ǫ = 1/2, the Gamma functions in (54) simplify by
firstly noting
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
m!Γ(n+ β − ǫ− 1)Γ(β) =
Γ(β +m/2 + 3/2)Γ(β +m/2)
Γ(β + 3/2)Γ(β)m!
=
β +m/2 + 1/2
β + 1/2
Γ(β +m/2 + 1/2)Γ(β +m/2)
Γ(β + 1/2)Γ(β)m!
=
(
1 +
m
2β + 1
)
Γ(2β +m)
2mΓ(2β)m!
. (79)
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In addition since
+∞∑
m=0
m
2β + 1
Γ(2β +m)
2mΓ(2β)m!
(−α√z)m = −β
1 + 2β
α
√
z
(
1 +
α
2
√
z
)−1−2β
and
+∞∑
β=1
−β
1 + 2β
α
√
z
(
1 +
α
2
√
z
)−1−2β
zβ =
α
2


−√z
(
1 +
α
2
√
z
)
(
1 +
α
2
√
z
)2
− z
+ arctanh
( √
z
1 + α
√
z/2
)

 ,
(80)
we have
K1
1
p2 − s+ iε = −
1
p2
+∞∑
β=1
[(
1 +
α
2
√
z
)−2β
− β
1 + 2β
α
√
z
(
1 +
α
2
√
z
)−1−2β]
zβ
=
1
p2 − (√s+ αµξ/2)2 −
αξµ
2p2
[ √
s+ αξµ/2
p2 − (√s+ αξµ/2)2 +
1√
p2
arctanh
( √
p2√
s+ αξµ/2
)]
,
(81)
which agrees with (67). Consequently it also agrees with (72), as seen simply by taking the
imaginary part of (67).
Through this analysis of the LKFT for the fermion propagator in 3D, we have established
that solutions of Kj(s, s
′; ξ) directly from their differential equations satisfy group properties
postulated in Section II and agree with the general solution obtained in Section III. In
Bashir and Raya8, LKFT for the fermion propagator is solved through Fourier transforms
to and from coordinate space assuming the propagator is the free-particle one in the Landau
gauge. Therefore (16, 17) of Bashir and Raya8 only apply under this assumption. However,
through the spectral representation, any propagator function can be represented as a linear
combination of free-particle propagators with different mass. Since the LKFT is also linear,
results in Bashir and Raya8 can be generalized to accommodate any initial conditions having
spectral representations themselves. Consequently, (81) holds regardless of the assumed
behavior of the propagator in the initial gauge. In our reduction of the exact solution to
LKFT in any dimensions by (19) and (54) to the special case of 3D, gauge covariance of the
fermion propagator is solved directly in Minkowski momentum space through the language
of spectral representation, and therefore is independent of the initial conditions specified in
any one gauge.
V. LKFT FOR FERMION PROPAGATOR IN 4D
The group properties of LKFT for the fermion propagator spectral functions are main-
tained by (19), for any positive ǫ. However when d → 4, only the leading expansions in ǫ
are required. Therefore one expects distributions Kj to become simpler than (62) in this
particular limit, as they did in 3D. However, to obtain the correct expansions, knowledge
of the divergent part for the fermion propagator is required. By analyzing divergences
alone, the LKFT specifies that the fermion propagator wavefunction renormalization14,15
is Z2(ξ) = Z2(0) exp [−αξ/(4πǫ)]. Additionally, there is no ultraviolet divergence for the
fermion self-energy in the Landau gauge, so we can take Z2(0) = 1. After dimensional
regularization, any term at O(ǫ1) is regarded as higher order in the exponential. When (62)
is convergent, the LKFT for the fermion propagator in 4D is found once the proper limit of
ǫ→ 0 is taken.
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To proceed to evaluating (62) with small ǫ, consider the original definition of the Gamma
function
Γ(s) =
∫ +∞
0
dx xs−1e−x. (82)
After reparameterizing Gamma functions in the numerator of the double series expansion
of (60), we obtain
+∞∑
m=0
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ− 1)Γ(β)
(−αzǫ)m
m!
=
+∞∑
m=0
∫ +∞
0
dx
∫ +∞
0
dy
e−x−y
Γ(n+ β − ǫ− 1)Γ(β)x
n+β−ǫ−2yβ−1
[−(xyz)ǫα]m
m!
=
∫ +∞
0
dx
∫ +∞
0
dy
xn+β−ǫ−2yβ−1
Γ(n+ β − ǫ− 1)Γ(β) exp [−x− y − α (xyz)
ǫ] (83)
Equation (83) is an alternative to (60). For any fermion propagator function Sj(p
2) in
4D, having established that its divergent part is merely Z2 = e
−αξ/(4πǫ), it must also be
the only divergence for Knz
β for small ǫ. With the renormalization factor in mind, Knz
β
is properly renormalized once its logarithm is truncated to O(ǫ0). Furthermore, integrals
over parameters x and y do not modify the 1/ǫ divergences of Knz
β because the integral
definition of the Gamma function by (82) extends into the complex plane. Then for each
integral element of (83),
ln
{
xn+β−ǫ−2yβ−1
Γ(n+ β − ǫ− 1)Γ(β) exp[−x− y − α(xyz)
ǫ]
}
= −x− y + (n+ β − ǫ− 2) lnx+ (β − 1) ln y
− αξ
4π
Γ(ǫ)Γ(1 − ǫ)
Γ(1 + ǫ)
(
4πµ2
p2
xyz
)ǫ
− ln Γ(n+ β − ǫ− 1)− ln Γ(β)
= −x− y + (n+ β − 2) lnx+ (β − 1) ln y − ln Γ(n+ β − 1)
− ln Γ(β)− αξ
4π
[
1
ǫ
+ γE + ln
(
4πµ2
p2
xyz
)]
+ O(ǫ1). (84)
After regularization,
z−βKjzβ =
(µ2z/p2)−αξ/(4π)
Γ(n+ β − 1)Γ(β) exp
[
−αξ
4π
(
1
ǫ
+ γE + ln 4π + O(ǫ
1)
)]
×
∫ +∞
0
dx
∫ +∞
0
dye−x−yxn+β−2−αξ/(4π)yβ−1−αξ/(4π)
=
Γ
(
n+ β − 1− αξ
4π
)
Γ
(
β − αξ
4π
)
Γ(n+ β − 1)Γ(β)
(
µ2z
p2
)−αξ/(4π)
×
exp
[
−αξ
4π
(
1
ǫ
+ γE + ln 4π + O(ǫ
1)
)]
. (85)
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While from the series definition of hypergeometric functions,
+∞∑
β=1
Γ
(
n+ β − 1− αξ
4π
)
Γ
(
β − αξ
4π
)
Γ(n+ β − 1)Γ(β) z
β
=
z
Γ(n)
Γ
(
n− αξ
4π
)
Γ
(
1− αξ
4π
) +∞∑
β=0
Γ
(
n+ β − αξ
4π
)
Γ
(
β + 1− αξ
4π
)
Γ
(
n− αξ
4π
)
Γ
(
1− αξ
4π
) Γ(n)
Γ(n+ β)
zβ
β!
=
z
Γ(n)
Γ
(
n− αξ
4π
)
Γ
(
1− αξ
4π
)
2F1
(
1− αξ
4π
, n− αξ
4π
;n; z
)
(86)
Therefore for Kj acting on the free-particle propagator, (62) becomes
Kj
1
p2 − s+ iε =
−1
p2
(
µ2z
p2
)−αξ/(4π)
exp
[
−αξ
4π
(
1
ǫ
+ γE + ln 4π + O(ǫ
1)
)]
×
+∞∑
β=1
Γ
(
n+ β − αξ
4π
)
Γ
(
β − αξ
4π
)
Γ(n+ β − 1)Γ(β) z
β
=
−z
p2Γ(n)
(
µ2z
p2
)−αξ/(4π)
exp
[
−αξ
4π
(
1
ǫ
+ γE + ln 4π + O(ǫ
1)
)]
×
Γ
(
n− αξ
4π
)
Γ
(
1− αξ
4π
)
2F1
(
1− αξ
4π
, n− αξ
4π
;n; z
)
. (87)
This is our general result. In the special case when the propagator is assumed to be free in
the Landau gauge, i.e. ρj are δ-functions, (87) reduces to the results found by Bashir and
Raya8 up to differences in renormalization schemes.
To generate (87) from the free-particle propagator, consider a positive change in ξ. Natu-
rally adopting the convention ν = αξ/(4π) used in Bashir and Raya8, for instance, we have
from (45)
Iνz−ν 2F1(1, n;n; z) = Γ(1− ν) 2F1(1− ν, n;n; z), (88)
Iνzn−1−ν 2F1(1 − ν, n; b; z) = Γ(n− ν)
Γ(n)
zn−1 2F1(1− ν, n− ν;n; z), (89)
since the hypergeometric 2F1(a, b; c; z) is symmetric in parameters a and b, and where
the fractional differential operation in (45) becomes fractional integration for positive ξ.
Combining these two identities gives
zn−1Iνzn−1−νIνz−ν 2F1(1, n;n; z) =
Γ(n− ν)Γ(1 − ν)
Γ(n)
2F1(1 − ν, n− ν;n; z). (90)
After representing the free-particle propagator as a hypergeometric function using (50),
comparing (87) with (90) yields
Kj(ξ) =
(
µ2z
p2
)−ν
exp
{
− ν
[
1
ǫ
+ γE + ln 4π + O(ǫ
1)
]}
z2−nIνzn−1−νIνz−ν−1, (91)
again with n = 3, 2 for j = 1, 2. While for negative ξ, the fractional integration operators
Iν are replaced by derivative operators D−ν = D|ν|. (91) then becomes
Kj(−ξ) =
(
µ2z
p2
)−ν
exp
{
− ν
[
1
ǫ
+ γE + ln 4π + O(ǫ
1)
]}
z2−nD−νzn−1−νD−νz−ν−1.
(92)
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One can verify that from (91, 92), by acting on zβ, that Kj(ξ1)Kj(ξ2) = Kj(ξ1 + ξ2) and
K
−1
j (ξ) = Kj(−ξ). Therefore the simplified form of LKFT for fermion propagator spectral
functions in 4D also maintains group properties explicitly.
VI. SUMMARY AND CONCLUSIONS
Working in covariant gauges we have shown here that the Landau-Khalatnikov-Fradkin
transformation (LKFT) defines a group of transformations parametrized by the gauge label
ξ. These transformations define how a propagator in one covariant gauge is related to
that in any other. These transformations are readily studied if we assume the propagator
satisfies a spectral reprsentation. As an explicit example we have investigated the fermion
propagator in QED, which is expected to have the analytic properties required for such a
representation. The LKFT then demands the spectral functions obey exact transformation
properties to be gauge covariant. These hold in any dimension d < 4, naturally involving
fractional calculus. In three dimensions when the calculus is of integer order, we show how
our results generalize those obtained earlier in a special case by Bashir and Raya8. As we
approach four dimensions, the general results can be expanded in powers of ǫ = 2−d/2. The
complexity of fractional calculus then becomes apparent. The solutions inevitably involve
distributions with fractional orders of delta and theta-functions. Nevertheless, considering
arbitrary (non-integer) dimensions provides insights into how gauge covariance connects the
properties of field theory Green’s functions in different dimensions.
What constraints gauge covariance imposes on truncations of the Schwinger-Dyson equa-
tions for these same Green’s functions (propagators and vertices) is the subject of on-going
study.
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Appendix A: Evaluating Loop Integrals in Minkowski Space
For a given loop integral in quantum field theory, after Feynman parameterization, one
possible form of the integral is,
L0n(∆, ǫ) =
∫
dl
1
(l2 −∆+ iε)n , (A1)
with dl ≡ ddl/(2π)d. where ∆ is the mass function for the combined denominator, and ε
denotes the Feynman prescription for timelike integrals. The textbook version of evaluating
L0n is to apply Wick rotation directly as l0 = il4, then evaluate L0n using dimensional
regularization (or other regularization schemes). We want to explore the possibility of
evaluating loop integrals directly in Minkowski space without Wick rotation, while still
employing dimensional regularization.
Since l2 = l20 −
−→
l 2 = l20 −
−→
l · −→l , where l0 is the temporal component of loop momentum
while
−→
l represents all spatial components. The number of components described by
−→
l is
related to the number of spacetime dimensions. We take the convention that dimensional
regularization is only allowed to change spatial dimensions, leaving the temporal component
alone. When evaluating the contour for the temporal component of loop integral, the
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Feynman prescription tells us that when the contour is closed above, only the l0 = −E−→l
pole is included, the residue of which is the result of the temporal integral. As expected,
an identical result is obtained if instead the contour is closed from below, encircling the
pole at l0 = +E−→l . With Wick rotation l0 = il4, one can easily verify that the contour for
temporal integration is rotated 90◦ counterclockwise around the origin, rendering the same
pole encompassed in the contour as required by Feynman prescription for Minkowski space
temporal integrals, therefore producing identical results.
To see how to evaluate L0n in Minkowski space directly, consider its temporal integration
first. Because contributions from the infinite radius arc vanish for large enough n,∫
dl0
1
(l20 − E2−→l )
n
= 2πi Resl0→−E−→
l
1
(l0 + E−→l )
n(l0 − E−→l )n
, (A2)
where E−→
l
=
√−→
l 2 +∆. Next, since the order of the pole at −E−→
l
is n,
Resl0→−E−→
l
1
(l0 + E−→l )
n(l0 − E−→l )n
= lim
l0→−E−→
l
1
(n− 1)!
(
d
dl0
)n−1
(l0 − E−→l )−n
= (−1)n2−2n+1 Γ(2n− 1)
[Γ(n)]2E2n−1−→
l
. (A3)
While for the spatial integration, dimensional regularization is applied such that∫
d
−→
l =
∫
dΩd−1
∫ +∞
0
d|−→l | |−→l |d−2,
where |−→l | =
√−→
l 2 and for spherical symmetric kernels
∫
dΩd−1 = 2π(d−1)/2/Γ((d− 1)/2).
Therefore
L0n(∆, ǫ) =
1
(2π)d
∫
d
−→
l
∫
dl0
1
(l20 − E2−→l )
n
=
2πi
(2π)d
∫
d
−→
l
(−1)n2−2n+1Γ(2n− 1)
[Γ(n)]2
(−→
l 2 +∆
)n−1/2
=
i(−1)n2−2n+1Γ(2n− 1)
(2π)d−1[Γ(n)]2
π(d−1)/2
Γ
(
d− 1
2
) ∫ +∞
0
d
−→
l 2
(−→
l 2
)(d−3)/2
(−→
l 2 +∆
)n−1/2 . (A4)
Substituting x =
(−→
l 2/∆+ 1
)−1
for the integration variable, we have
L0n(∆, ǫ) =
i(−1)n2−2n+2−dΓ(2n− 1)
π(d−1)/2[Γ(n)]2∆n−d/2
1
Γ
(
d− 1
2
) ∫ 1
0
dx xn−d/2−1(1− x)(d−1)/2−1. (A5)
This integral over x is then just the Euler Beta function B(n− d/2, (d− 1)/2). Noting that
Γ(2n− 1)
Γ(n)Γ(n− 1/2) =
22n−2√
π
,
we arrive at
L0n(∆, ǫ) =
i(−1)n
(4π)d/2
Γ(n− d/2)
Γ(n)∆n−d/2
, (A6)
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which agrees with (A.44) of Peskin and Schroeder1 for the Wick-rotated result.
The more general integrals Lmn(∆, ǫ) =
∫
dl l2m/(l2 −∆+ iε)n are determined by com-
binations of L0r(∆, ǫ). Consequently, the result for Lmn(∆, ǫ) is
Lmn(∆, ǫ) =
i(−1)n−m
(4π)d/2
Γ(n− d/2−m)
Γ(n)∆n−d/2−m
m∏
m′=1
(
d
2
+m′ − 1
)
, (A7)
with m ≥ 1 and n ≥ m + 1 to ensure the convergence of the l0 integral. This also agrees
with Peskin and Schroeder1.
While in the special case of ∆ = 0, singularities of l0 integrals are modified from the case
of ∆ 6= 0. Therefore integrations for the massless case require a separate discussion, which
is not needed in this article.
Appendix B: Ξj(p
2, s) with d = 4− 2ǫ as hypergeometric functions
From the Euler type integral definition of hypergeometric functions12∫ 1
0
dx xb−1(1 − x)c−b−1(1− zx)−a = Γ(b)Γ(c− b)
Γ(c)
2F1(a, b; c; z), (B1)
we express the following two integrals as hypergeometric functions,
I0(z, ǫ) ≡
∫ 1
0
dx
2x
(1− x)ǫ(1− xz)ǫ =
2 2F1(ǫ, 2; 3− ǫ; z)
(1 − ǫ)(2− ǫ) , (B2)
I1(z, ǫ) ≡
∫ 1
0
dx
2x
(1− x)ǫ(1− xz)1+ǫ =
2 2F1(ǫ + 1, 2; 3− ǫ; z)
(2− ǫ)(1− ǫ)
=
−2
(1 − ǫ)(z − 1) +
2[1− ǫ(z + 1)]
(2− ǫ)(1− ǫ)(z − 1) 2F1(1, 1 + ǫ; 3− ǫ; z). (B3)
Applying this result to (29, 30) gives
Ξ1(p
2, s) = Γ(ǫ)
(
4πµ2
s
)ǫ
[(1− ǫ)I0(z, ǫ) + ǫI1(z, ǫ)]
Ξ2(p
2, s) = Γ(ǫ)
(
4πµ2
s
)ǫ [
(1 − ǫ)I0(z, ǫ) + ǫ(z + 1)
2
I1(z, ǫ)
]
. (B4)
Using (15.2.10) in Abramowitz and Stegun12, also listed in Appendix C, with a = ǫ+1, b =
2, c = 3− ǫ, we obtain,
(1− ǫ) 2F1(ǫ, 2; 3− ǫ; z)
= − ǫ+ 1
2
(z − 1) 2F1(ǫ + 2, 2; 3− ǫ; z)− 1
2
[3ǫ− 1 + (1− ǫ)z] 2F1(1 + ǫ, 2; 3− ǫ; z).
While applying (15.2.14) and (15.2.17) with a = ǫ+ 1, b = 2 and c = 3− ǫ respectively, we
have,
(1 − ǫ) 2F1(ǫ + 1, 2; 3− ǫ; z) + (ǫ + 1) 2F1(ǫ+ 2, 2; 3− ǫ; z) = 2 2F1(ǫ + 1, 3; 3− ǫ; z)
(1 − 2ǫ) 2F1(ǫ+ 1, 2; 3− ǫ; z) + (ǫ+ 1) 2F1(ǫ + 2, 2; 3− ǫ; z) = (2− ǫ) 2F1(ǫ + 1, 2; 2− ǫ; z).
Therefore
(1− ǫ) 2F1(ǫ, 2; 3− ǫ; z) + ǫ 2F1(ǫ+ 1, 2; ǫ− 2; z)
= − ǫ+ 1
2
(z − 1) 2F1(ǫ+ 2, 2; 3− ǫ; z)− (1− ǫ)
2
(z − 1) 2F1(ǫ + 1, 2, 3− ǫ, z),
= (1 − z) 2F1(ǫ+ 1, 3; 3− ǫ; z),
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and
(1− ǫ) 2F1(ǫ, 2; 3− ǫ; z) + ǫ
2
(z + 1) 2F1(ǫ + 1, 2; 3− ǫ; z)
= − ǫ+ 1
2
(z − 1) 2F1(ǫ+ 2, 2; 3− ǫ; z)− 1− 2ǫ
2
(z − 1) 2F1(ǫ + 1, 2; 3− ǫ; z)
= (1 − z)2− ǫ
2
2F1(ǫ + 1, 2; 2− ǫ; z).
Then the z dependences of Ξj/(p
2 − s) combine as
Ξ1
p2 − s =
Γ(ǫ)
s(z − 1)
(
4πµ2
s
)ǫ
2
(1 − ǫ)(2− ǫ)
{
(1− ǫ) 2F1(ǫ, 2; 3− ǫ; z)
+ ǫ 2F1(ǫ + 1, 2; 3− ǫ; z)
}
=
Γ(ǫ)
s
(
4πµ2
s
)ǫ −2
(1− ǫ)(2− ǫ) 2F1(ǫ+ 1, 3; 3− ǫ; z) (B5)
Ξ2
p2 − s =
Γ(ǫ)
s(z − 1)
(
4πµ2
s
)ǫ
2
(1 − ǫ)(2− ǫ)
{
(1− ǫ) 2F1(ǫ, 2; 3− ǫ; z)
+
ǫ(z + 1)
2
2F1(ǫ+ 1, 2; 3− ǫ; z)
}
=
Γ(ǫ)
s
(
4πµ2
s
)ǫ −1
1− ǫ 2F1(ǫ+ 1, 2; 2− ǫ; z). (B6)
Using results in Appendix C, one can verify that (31) and (32) reduce to results by direct
calculation of integrations over Feynman parameters after taking the ǫ = 1/2 limit and the
ǫ→ 0 expansion, respectively.
Appendix C: Useful identities for hypergeometric functions 2F1(a, b; c; z)
We collect identities we have used from Abramowitz and Stegun12.
1. Notations and definitions
2F1(a, b; c; z) = 2F1(a, b, c, z) = F (a, b; c; z) =
+∞∑
n=0
(a)n(b)b
(c)nn!
zn, (C1)
where (a)n is the Pochharmer symbol given by
(a)n = a(a+ 1)(a+ 2) . . . (a+ n− 1) = Γ(a+ n)
Γ(a)
. (C2)
Additionally, the Gamma function definition of Pochharmer symbol applies even when n is
not an integer.
2. Identities for 2F1(a, b; c; z)
Identities listed in this subsection are selected equations from Abramowitz and Stegun12.
Equations numbered from the left are labeled by their the original numbers.
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c. Special Elementary Cases of Gauss Series
(15.1.4) F
(
1
2
, 1;
3
2
; z2
)
=
1
2z
ln
(
1 + z
1− z
)
=
arctanh(z)
z
(15.1.5) F
(
1
2
, 1;
3
2
; z2
)
=
arctan(z)
z
(15.1.8) F (a, b; b; z) = (1− z)−a
d. Differentiation Formulas
(15.2.3)
dn
dzn
[za+n−1F (a, b; c; z)] = (a)nza−1F (a+ n, b; c; z)
(15.2.4)
dn
dzn
[zc−1F (a, b; c; z)] = (c− n)nzc−n−1F (a, b; c− n; z)
e. Gauss’ relations for contiguous functions
(15.2.10) (c− a)F (a− 1, b; c; z) + (2a− c− az + bz)F (a, b; c; z) + a(z − 1)F (a+ 1, b; c; z) = 0
(15.2.14) (b− a)F (a, b; c; z) + aF (a+ 1, b; c; z)− bF (a, b+ 1; c; z) = 0
(15.2.17) (c− a− 1)F (a, b; c; z) + aF (a+ 1, b; c; z)− (c− 1)F (a, b; c− 1; z) = 0
f. Integral Representations and Transformation Formulas
(15.3.1) F (a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
dt tb−1(1− t)c−b−1(1− tz)−a
with Re{c} > Re{b} > 0.
(15.3.5) F (a, b; c; z) = (1− z)−bF (b, c− a; c; z/(z − 1))
(15.3.6) F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b; a+ b− c+ 1; 1− z)
+ (1 − z)c−a−bΓ(c)Γ(a+ b+ c)
Γ(a)Γ(b)
F (c− a, c− b; c− a− b+ 1; 1− z),
(C3)
with c− a− b /∈ N. When b− c = m ∈ N∗,
(15.3.14) F (a, a+m; c; z) = F (a+m, a; c; z)
=
Γ(c)(−z)−a−m
Γ(a+m)Γ(c− a)
+∞∑
n=0
(a)n+m(1− c+ a)n+m
n!(n+m)!
z−n
{
ln(−z)
+ ψ(1 +m+ n) + ψ(1 + n)− ψ(a+m+ n)− ψ(c− a−m− n)}
+ (−z)−a Γ(c)
Γ(a+m)
m−1∑
n=0
Γ(m− n)(a)n
n!Γ(c− a− n)z
−n
(for |arg(−z)| < π, |z| > 1, (c− a) 6= Z).
3. Leading expansions on small parameters
The definition of derivative on parameters
2F
(l,m,n,0)
1 (α, β; γ; z) ≡ lim
(a,b,c)→(α,β,γ)
∂l+m+n
∂al∂bm∂cn
2F1(a, b; c; z). (C4)
26
For the purpose of calculating ǫ → 0 limits, only first order derivatives are required on
parameters. One simple example that is relevant to the ǫ→ 0 limit of the LKFT is
2F
(1,0,0,0)
1 (1, n;n; z) = lim
a→1
∂
∂a
(1− z)−a = − ln(1− z)
1− z . (C5)
A straightforward way to calculate these leading derivatives is to use the series definition
given by (C1). First, consider the derivative of the Pochhammer symbol
∂
∂a
(a)n =
∂
∂a
Γ(a+ n)
Γ(a)
=
Γ(a+ n)
Γ(a)
[
∂
∂a
ln Γ(a+ n)− ∂
∂a
ln Γ(a)
]
= (a)n [ψ(a+ n)− ψ(a)] ,
(C6)
where ψ(z) = d ln Γ(z)/dz is the digamma function, and
ψ(z + 1) = ψ(z) + 1/z. (C7)
For integer n, ψ(n) = Hn−1−γE , where the harmonic number is defined byHn−1 =
∑n−1
m=1
1
m .
Then
ψ(a+ n)− ψ(a) = 1
a+ n− 1 +
1
a+ n− 2 + · · ·+
1
a
=
n−1∑
m=0
1
a+m
, for n ∈ N∗. (C8)
To calculate 2F
(0,0,1,0)
1 (1, 3; 3; z) and 2F
(0,0,1,0)
1 (1, 2; 2; z), consider the following series
expansion:
lim
c→b
∂
∂c
2F1(1, b; c; z) = lim
c→b
∂
∂c
+∞∑
n=0
(b)n
(c)n
zn =
+∞∑
n=1
[ψ(b)− ψ(b+ n)]zn. (C9)
Then we have
2F
(0,0,1,0)
1 (1, 3; 3; z) = −
z + z2/2 + ln(1− z)
z2(z − 1) (C10)
2F
(0,0,1,0)
1 (1, 2; 2; z) = −
z + ln(1− z)
z(z − 1) , (C11)
from which we finally obtain
2F1(1− ǫ, 3; 3− ǫ; z) = −1
z − 1 + ǫ
[
ln(1− z)
z − 1 +
z + z2/2 + ln(1− z)
z2(z − 1)
]
+ O(ǫ1) (C12)
2F1(1− ǫ, 2; 2− ǫ; z) = −1
z − 1 + ǫ
[
ln(1− z)
z − 1 +
z + ln(1− z)
z(z − 1)
]
+ O(ǫ1). (C13)
Appendix D: Example: the exponent-preserving effect of (48)
Operations constructed to generate p2 dependences from the free-particle propagator
using exponent-preserving linear transforms are free from operations on momentum variable
p2, an essential criterion for the application of spectral representation of propagators to solve
the LKFT. If all operations are exponent-preserving on the variable z = p2/s, after integral
variable transform dz = −p2s−2ds there is no residual p2 multiplication factors. This can be
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verified by the following example corresponding to the linear transform in (48). Explicitly,
zǫ+1−nDǫzn−1Dǫzǫ
=
zǫ+1−n
Γ(1− ǫ)
d
dz
∫ z
0
dz′(z − z′)−ǫ (z
′)n−1
Γ(1− ǫ)
d
dz′
∫ z′
0
dz′′(z′ − z′′)−ǫ(z′′)ǫ
=
(
p2
s
)ǫ+1−n
s2
Γ(1 − ǫ)p2
d
ds
∫ +∞
s
ds′
p2
(s′)2
(
p2
s
− p
2
s′
)−ǫ (
p2
s′
)n−1
×
(s′)2
Γ(1− ǫ)p2
d
ds′
∫ +∞
s′
ds′′
p2
(s′′)2
(
p2
s′
− p
2
s′′
)−ǫ(
p2
s′′
)ǫ
=
s1+n−ǫ
(Γ(1− ǫ))2
d
ds
∫ +∞
s
ds′(s′)1−n+ǫ
(
s′
s
− 1
)−ǫ
d
ds′
∫ +∞
s′
ds′′(s′′)−2
(
s′′
s′
− 1
)−ǫ
, (D1)
which being exponent-preserving is independent of p2.
Appendix E: Properties of the distribution K1 in 3D
1. As the solution to its differential equation
Apparently (72) reduces to a simple delta function when ξ = 0. To see (72) also satisfies
its differential equation, namely (13) for Kj with j = 1 and ǫ = 1/2, which is explicitly
written as
∂
∂ξ
∫
ds
K1(s, s
′; ξ)
p2 − s+ iǫ
= αµ
∫
ds
[ √
s
(p2 − s)2 −
√
s
2p2(p2 − s) −
1
2(p2)3/2
arctanh(
√
p2/s)
]
K1(s, s
′; ξ), (E1)
We start with the following helpful relations,
∫ +∞
sth
ds
1
(p2 − s)s3/2 =
2
(p2)3/2


√
p2
sth
− arctanh
√
p2
sth

 , (E2)
∫ +∞
sth
ds
[
1√
s
− 1√
p2
arctanh
√
p2
s
]
1
s3/2
=
1
sth
− 2√
sthp2
arctanh
√
p2
sth
− 1
p2
ln
(
1− p
2
sth
)
, (E3)
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where sth =
(√
s′ + αµξ/2
)2
. Next, applying (72) and writing 1 +
αµξ
2
√
s′
=
√
sth√
s′
,
∫
ds
[ √
s
(p2 − s)2 −
√
s
2p2(p2 − s) −
1
2(p2)3/2
arctanh(
√
p2/s)
]
K1(s, s
′; ξ)
=
(
1 +
αµξ
2
√
s′
)−1  √sth
(p2 − sth)2 −
1
2
√
sth(p2 − sth) +
1
2p2

 1√
sth
− 1√
p2
arctanh
√
p2
sth




+
αµξ
4
{
−1
sth(p2 − sth) +
1
sthp2
+
1
p4
ln
(
1− p
2
sth
)
− 1
2
[
1
sthp2
+
1
p4
ln
(
1− p
2
sth
)]
+
1
2p2

 1
sth
− 1
p2
ln
(
1− p
2
sth
)
− 2√
sthp2
arctanh
√
p2
sth


}
=
√
s′
(p2 − sth)2 −
1
2
√
sth(p2 − sth) +
1
2
√
sthp2
− 1
2(p2)3/2
arctanh
√
p2
sth
. (E4)
Meanwhile, since
∂
∂ξ
√
sth =
αµ
2
,
∂
∂ξ
∫
ds
1
p2 − sK1(s, s
′; ξ)
=
∂
∂ξ

 √s′√
sth(p2 − sth) +
αµξ
2p2

 1√
sth
− 1
p2
arctanh
√
p2
sth




= − αµ
√
s′
2sth(p2 − sth) +
√
s′√
sth
αµ
√
sth
(p2 − sth)2
+
αµ
2p2

 1√
sth
− 1√
p2
arctanh
√
p2
sth

− αµξ
2p2

 αµ2sth −
1√
p2
√
p2
αµ
2sth
1− p
2
sth


= αµ

 √s′
(p2 − sth)2 −
1
2
√
sth(p2 − sth) +
1
2p2
√
sth
− 1
2(p2)3/2
arctanh
√
p2
sth

 . (E5)
The combination of (E5) with (E4) explicitly shows that K1(s, s
′; ξ) given by (72) indeed
satisfies (E1).
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2. The closure property
While for the group K defined by (72),
∫
ds′K1(s, s′; ξ)K1(s′, s′′; ξ′)
=
∫
ds′
{(
1 +
αµξ
2
√
s′
)−1
δ
(
s−
(√
s′ +
αµξ
2
)2)
×
(
1 +
αµξ′
2
√
s′′
)−1
δ
(
s′ −
(√
s′′ +
αµξ′
2
)2)
+
(
1 +
αµξ
2
√
s′
)−1
δ
(
s−
(√
s′ +
αµξ
2
)2)
αµξ′
4(s′)3/2
θ
(
s′ −
(√
s′′ +
αµξ′
2
)2)
+
αµξ
4s3/2
θ
(
s−
(√
s′ +
αµξ
2
)2)(
1 +
αµξ′
2
√
s′′
)−1
δ
(
s′ −
(√
s′′ +
αµξ′
2
)2)
+
αµξ
4s3/2
θ
(
s−
(√
s′ +
αµξ
2
)2)
αµξ′
4(s′)3/2
θ
(
s′ −
(√
s′′ +
αµξ′
2
)2)}
. (E6)
Integrals for the first and third terms on the right-hand side of (E6) are obvious. While for
the second term, since
√
s′ > 0 and
√
s > αµξ/2
δ
(
s−
(√
s′ +
αµξ
2
)2)
=
(
1 +
αµξ
2
√
s′
)−1
δ
(
s′ −
(√
s− αµξ
2
)2)
, (E7)
and the theta function is not zero only when
√
s′ ≥ √s′′ + αµξ′/2. Therefore
∫
ds′
(
1 +
αµξ
2
√
s′
)−1
δ
(
s−
(√
s′ +
αµξ
2
)2)
αµξ′
4(s′)3/2
θ
(
s′ −
(√
s′′ +
αµξ′
2
)2)
=
αµξ′
4s3/2
(
1− αµξ
2
√
s
) θ(s− [√s′′ + αµ
2
(ξ + ξ′)
]2)
. (E8)
For the fourth term, two theta functions overlap only if s ≥ [√s′′ + αµ(ξ + ξ′)/2]2. Then
αµξ
4s3/2
θ
(
s−
(√
s′ +
αµξ
2
)2)
αµξ′
4(s′)3/2
θ
(
s′ −
(√
s′′ +
αµξ′
2
)2)
= θ
(
s−
[√
s′′ +
αµ
2
(ξ + ξ′)
]2)∫ (√s−αµξ/2)2
(
√
s′′+αµξ′/2)2
ds′
(αµ)2ξξ′
16(ss′)3/2
= −ξξ
′(αµ)2
8s3/2
[(√
s− αµξ
2
)−1
−
(√
s′′ +
αµξ′
2
)−1]
. (E9)
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Therefore in the end,∫
ds′K1(s, s′; ξ)K1(s′, s′′; ξ′)
=
[
1 +
αµ
2
√
s′′
(ξ + ξ′)
]−1
δ
(
s−
[√
s′′ +
αµ
2
(ξ + ξ′)
]2)
+ θ
(
s−
[√
s′′ +
αµ
2
(ξ + ξ′)
]2){ αµξ′
4s3/2
(
1− αµξ
2
√
s
)−1
+
αµξ
4s3/2
(
1 +
αµξ′
2
√
s′′
)−1
− ξξ
′(αµ)2
8s3/2
[(√
s− αµξ
2
)−1
−
(√
s′′ +
αµξ′
2
)−1]}
=
[
1 +
αµ
2
√
s′′
(ξ + ξ′)
]−1
δ
(
s−
[√
s′′ +
αµ
2
(ξ + ξ′)
]2)
+
αµ(ξ + ξ′)
4s3/2
θ
(
s−
[√
s′′ +
αµ
2
(ξ + ξ′)
]2)
= K1(s, s
′′; ξ + ξ′). (E10)
So K defined by K1(s, s
′; ξ) given by (72) satisfies the closure property of a group.
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