Une nouvelle approche au problème des présuppositions : théorie de Karttunen et Peters by Vallée, Richard
UNIVERSITE DU QUE BEC 
MEMOIRE 
PRESENTE A 
L'UNIVERSITE DU QUEBEC A TROIS-RIVIERES 
COMME EXIGENCE PARTIELLE DE 
LA MAITRISE EN PHILOSOPHIE 
PAR 
RICHARD VALLEE 
UNE NOUVELLE APPROCHE AU PROBLEME DES PRESUPPOSITIONS: 
LA THEORIE DE KARTTUNEN ET PETERS 
SEPTEMBRE 1982 
  
 
 
 
Université du Québec à Trois-Rivières 
Service de la bibliothèque 
 
 
Avertissement 
 
 
L’auteur de ce mémoire ou de cette thèse a autorisé l’Université du Québec 
à Trois-Rivières à diffuser, à des fins non lucratives, une copie de son 
mémoire ou de sa thèse. 
Cette diffusion n’entraîne pas une renonciation de la part de l’auteur à ses 
droits de propriété intellectuelle, incluant le droit d’auteur, sur ce mémoire 
ou cette thèse. Notamment, la reproduction ou la publication de la totalité 
ou d’une partie importante de ce mémoire ou de cette thèse requiert son 
autorisation.  
A ver ti s s em en t 
Dans ce mémoire, j'utilise la notion d'énoncé, et caract§rise un 
énoncé de la façon sUivante: - un énoncé est une phrase ayant une occu-
rence dans un contexte d'énonciation. 
Dans ce mémoire, toutes les traductions sont de l'auteur, à 
l'exception de celles tirées de la traduction française de Sueech Acts. 
Dans la bibliographie, la date indiquée sous le nom de l'auteur 
est le plus souvent la date de la pr ~mi~re §dition. Dans les cas ob 
l'§dition utilisée diffère de l'§dition originale , la date 
de l'§dition ~tilis3e est ir.diquée à la fin de l' entrée. 
Remerciements 
Je remercie le C.R.S~H. et le F,C,A,C, pour l'aide financière qu'ils 
m'ont accord~ et qui m'a permis de me consacrer entièrement à mes recher-
ches. Je tiens aussi à exprimer ma gratitude au groupe de recherche sur 
la philosophie logique des actes illocutoires, sous la responsabilité de 
Daniel Vanderveken, groupe dont j'étais membre lors de la rédaction de 
ce mémoire. Plus particulièrement, je tiens à faire part de ma reconnais-
sance à Daniel Vanderveken, mon directeur de thèse, pour ses commentai~ 
res, critiques, suggestions et encouragements. 
J'aimerais aussi remercier Renée Bilodeau, Suzanne Leblanc et André 
Leclerc, pour leurs stimulantes conversations, de même que Lucille Vallée, 
pour avoir dactylographié d'illisibles versions manuscrites de ce texte. 
Table des matières 
page 
Avertissement l 
Remerciements ................................... . .... . ............ II 
Table des matières ..................................... . ........ III 
Introduction .................................................... . VI 
1. Le problème ............................................. VI 
2. Syntaxe, sémantique et pragmatique ...................... VII 
2.1 Syntaxe ............................... . ............. VIII 
2.2 Sémantique .......................................... IX 
2 .. 3 Pragmatique ......................................... X 
2.4 Sémantique et pragmatique: nouvelle caractérisation .. XI 
3. La théorie de la conversation ........ , ................... XVII 
4. Plan du mémoire ......................................... XX 
Chapitre 1 Les notions sémantiques de présupposition .............. 1 
1. Le problème des présuppositions: approche sémantique ..... 1 
2. Frege et les présuppositions ............................. 2 
3. Russell: une alternative à l'analyse frégéenne ........... 7 
4. Cri tiques de Russell ..................................... 9 
4.1 Strawson: Retour à l'approche frégéenne .............. 10 
5. Les critiques de Strawson ................................ 18 
5.1 Caton ................................................ 20 
5.2 Linsky .............................. . ... , ............ 21 
5.3 Donnellan .................................. , ......... '21 
5.3.1 Donnellan et Kripke ............ , ........... , .... 23 
6. Austin et les présuppositions ............................. 28 
7 , La nouvelle théorie de Strawson .......................... 31 
8. Les linguistes et les présuppositions 
IV 
page 
35 
8.1 Les factifs . .. ........ ... .. . ......... .. ......... . .. 36 
8 . 2 Fillmore ....................... . ........ . ... .. ..... 37 
8.3 Lakoff ................................ ' ...... ' .. ' . 40 
8.4 Katz ............................... . ...... . . .. ...... 44 
Conclusion ' ........ ...... .. . .... .... . ... .... . . . ......... 50 
Addendum: noms propres et descriptions définies ... . .. . . ... 51 
ChapitreII :Les notions pragmatiques de présupposition . . .......... 53 
1 . Stalnaker . ................ ... ............... . ... . ....... 56 
2. Karttunen .... . .. . .............. .. . ' ............ . . . . . ... 72 
Conclusion ........................... . .... . ..... . ... .... 83 
Addendum: la notion de monde possible . . ......... . ........ .. 84 
Chapitre III, La nouvelle théorie des présuppositions de 
Karttunen et Pe ters .............. .. ........ .. .. . . ... 87 
1 . Les implicitations: la théorie gricéenne de la 
conversation ............................................. 88 
2. Les conditions préparatoires: la théorie des actes 
illocutoires .. . .. ' .... . .... . .. .. ..... . ...... . ......... .... 97 
3. Karttunen et Peters ' ..................................... 110 
3.1 Lewis ... ... . .. .. . ........ ... ...... . . ................. 111 
3.2 Karttunen et Peters: suite .......................... 117 
3 . 3 Critiques ................................ ' .. . ....... 126 
Chapitre IV Critique de la théorie gricéenne de la conversation . .. 129 
1. Problèmes généraux .. .... . . . .... . ... . ... .. .. .. ......... 129 
2. Problèmes particuliers ................................ 139 
3. Commentaires supplémentaires ....... ..... . ........... 148 
Conclusion .... . ... ... . ......... .............. .. . . ..... ... 152 
Chapitre V La sémantique de Montague ................. . 
v 
page 
154 
1. Les sémantiques de Montague .......... ' ......... ' ..... 154 
2. Syntaxe de L 157 
3. Les catégories syntaxiques de L . . ... . ...... ' ..... ' ... 158 
4. Vocabulaire de L 161 
5. Les règles syntaxiques de L ................... . ..... 162 
6 . Le langage intensionnel .............. . ................ 169 
Syntaxe de LI ........................................ 169 
Les types ..................................... . ... . .. 170 
Les expressions de base ............ . ...... . .......... 170 
Les règles syntaxiques ............................... 171 
Sémantique de LI ..................................... 173 
7. Traduction de L dans LI ~ ....................... . ...... 176 
Traduction des catégories syntaxiques dans types . .... 176 
Règles de traduction ................... . ............ 178 
8. Karttunen et Pet'ers .............................. . .. . . 187 
Règles de traductio~ ............. ' ................... 188 
Conclusion ................................................ ' . . ...... 197 
Notes .............................................................. 204 
Bibliographie . . .. ' . ......... . ... . .............. . ........ , ..... . ..... 210 
Introduction 
1. Le problème 
Intuitivement, présupposer, c'est admettre au préalable. Si, par 
exemple, quelqu'un vous dit: 
(1) "Le roi de France aime les hamburgers", 
il vous dit que le roi de France aime les hamburgers et, sans nécessai-
rement le vouloir, vous -"communique": 
(2) "Le t:oi de France existe". 
Le locuteur indique en quelque sorte qu'il admet préalablement que 
(2) est vrai. Si, par ailleurs, cette personne disait: 
(3) "Le roi de France n'aime pas les hamburgers't 
elle "communiquerait" et indiquerait tout de même qu'elle admet que (2) 
est vrai. 
Il arrive fréquemment que l'on puisse dire qu'il y a présupposi~ 
tion de quelque chose quand quelqu'un dit quelque chose. Par exemple, 
si quelqu'un vous dit: 
(4) "Pierre sait que Roger aime Marie." 
(5) "Même le pape mange des hamburgers." 
(6) "Tous les enfants de Jacques sont chauves." 
(7) "Marie n'a pas réussi à escalader la montagne." 
il présuppose, respectivement, que: 
(8) "Roger aime Marie." 
(9) "Quelqu" un d'autre que le pape mange des hamburgers." 
(10) "Jacques a des enfants." 
(11) "Marie a essayé d'escalader la montagne." 
sont vrais. 
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La notion de présupposition, introduite en philosophie du lan-
gage par G.Frege (Frege, 1892) , et abondamment utilisée par Strawson 
(Strawson, 1950, 1952, 1954), fut et est toujours l'objet de nombreuses 
controverses (Kempson, 1975, Wilson, 1975, Boer et Lycan, 1976, Dinsmore, 
1981). Cette notion est le sujet de ce mémoire. 
Revenons à l'exemple (1). Il est possible que (2) soit faux, et que 
notre locuteur ait une croyance fausse ou affecte d'avoir une telle cro-
yance. Qu'advient-il alors de (1) ? Sera-t-il faux? 
Si maintenant notre locuteur dit (1) mais, et c'est de notoriété 
publique, ne croit pas (2), qu'advient-il de ce qu'il a dit? On pour-
rait au moins affirmer qu'il a un comportement étrange (imaginez quel-
qu'un disant "Dieu nous sauvera!" et poursuivant en affirmant que Dieu 
n'existe pas. !). 
De tels problèmes nous occuperont dans les pages qui suivront, et 
nous verrons quelle est leur importance dans la construction d'une théo-
rie de la signification pour les langues naturelles. 
2. Syntaxe, sémantique et pragmatique 
Le problème présenté à l'avant-dernier paragraphe est pragmatique; 
celui mentionné au paragraphe qui le précède est sémantique. Cette dis-
tinction entre sémantique et pragmatique fut introduite par Morris (Mor-
ris, 1938) lors de la caractérisation de la sémiotique, l'étude des si-
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gnes (ou systèmes de signes) . Cette discipline a trois "branches": la 
syntaxe, la sémantique et la pragmatique. La sémantique et la pragmatique 
occupant une place importante dans ce mémoire, il convient de bien les 
caractériser et de bien les distinguer. Par la même occasion, je caracté-
riserai la syntaxe . 
2.1 Syntaxe 
La syntaxe est l'étude des relations entre les signes, indépen-
damment de ce qu'ils désignent et des individus qui les utilisent. 
Considérons par exemp1e'~, ~':t:l; des dessins que l'on retrou-
ve sur une tablette de pierre dont on ignore l'origine. Cette tablette 
est couverte de ces dessins. Mais on peut remarquer qu'un cercle ne suit 
jamais un triangle, qu'il n'y a jamais plus de deux carrés qui se sui-
vent, etc .. . Ces dessins ne sont pas distribués au hasard sur la tablet-
te: ils sont posés dans un certain ordre. Mettre à jour cet ordre est un 
travail qui relève de la syntaxe. 
On met à jour cet ordre en formulant des règles qui permettent d' 
engendrer, ou de produire, avec les trois dessins, au moins toutes les 
séquences de dessins que l'on retrouve sur notre tablette. 
Les dessins sont le vocabulaire, et les règles, des règles de for-
mation qui permettent d'engendrer des s~quences qu'on appelle des formu -
les bien formées. Pour caractériser syntaxiquement une langue, il suffit 
d'énumérer le vocabulaire de cette langue et les règles de formation qui 
permettront d'engendrer toutes les formules bien formées,ou phrases , de 
cette langue. 
Les concepts importants en théorie syntaxique sont ceux de formu-
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le bien formée, de vocabulaire et de règle de formation. Dans les pages 
qui suivront, on appellera "phrase" toute formule bien formée. 
La syntaxe n'occupant pas une grande place dans ce mémoire, on peut 
ne pas en poursuivre la caractérisation plus avant. 
2.2 Sémantigue 
La sémantique fut définie, en 1938, par Morris, comme l'étude de la -
relation entre les signes et ce qu'ils désignent, des objets du monde. 
Carnap (Carnap,1939) réutilisa cette définition, mais, en 1955 
(Carnap, 1955), il distingua ,en sémantique, la théorie des extensions 
(l'extension d'une expression est ce qu'elle désigne, ou sa dénotation) 
et la théorie des intensions (l'intension d'une expression est le sens 
1 
de cette expression, sens qui détermine, il faut le noter, l'extension 
de l'expression). Dans la théorie des extensions, la notion importante 
est celle d'extension; dans la théorie des intensions, les notions im-
portantes sont celles de synonymie --- deux expressions sont synonymes 
si elles ont même intension ' --- d'analyticité, de vérité, etc ... 
Mais par la suite, la sémantique fut conçue de diverses façons; 
ainsi, pour Stalnaker (Stalnaker, 1970), c'est l'étude des propositions 
exprimées par" les énoncés; pour Wilson (Wilson, 1975), c'est l'étude des 
conditions de vérité des énoncés utilisés pour faire des assertions (ce 
qui est la définition proposéé! par Davidson (Davidson, 19n»). 
Ces auteurs se situent dans le paradigme de la sémantique véricon-
ditionnelle, dans la tradition fondée entre autres par Wittgenstein dans 
le Tractatus logico-philosophicus. A l'intérieur de cette tradition, on 
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dit que connaître le sens d'un énoncé, c'est connaître ses conditions de 
vérité, c'est-à-dire savoir quels sont les états de choses " réalisés 
dans le monde quand il est vrai. Ici, le sens est le plus souvent conçu 
comme ce qui est exprimé par l~énoncé. 
Mais il est aussi possible de concevoir la sémantique en terme des 
conditions d'utilisation d'un énoncé pour communiquer. Searle (Searle, 
1969) et Vanderveken (Vanderveken, 1981) sont deux représentants de 
cette approche en sémantique. Pour ces derniers, la sémantique incorpore 
une théorie des actes illocutionnaires. La plUpart" de "ces actes sont de 
forme F(p), o~ le 'F 'kst une force illocutoire (asserter, questionner, 
promettre, requérir) et le 'p 'un contenu propositionnel, qui est une pro-
position exprimée par un locuteur qui utilise un énoncé. Par exemple, 
utiliser l'énoncé "Il pleut" revient à faire un acte illocutoire asser-
tif de forme rCp) o~ le't-'est le marqueur de force illocutoire d'asser-
tion et le "p'te contenu propositionnel de "Il pleut". Pour Searle et 
Vanderveken, la fOIce est une composante de la signification. 
Comme on peut le constater, la sémantique est définie de plus d'une 
façon. 
2.3 Pragmatigue 
La pragmatique fut définie, en 1938, par Morris, comme l'étude de 
la relation entre signes, dénotations et locuteurs. Chez Carnap, en 1939, 
elle est définie comme une sociolinguistique (Carnap, 1939, p.148), Un 
peu plus tard, en 1955, il la définit comme "l'étude empirique de lan-
gues historiquement données"(Carnap, 1955, p.504), c'est-à-dire un peu 
comme une sémantique descriptive, une sociolinguistique ou une psycho-
linguistique. 
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Un peu plus tard, les caractérisations de la pragmatique se multi-
plieront :pour Stalnaker (Stalnaker, 1970), c'est l'étude des actes de 
discours (les actes illocutoires mentionn's plus haut); pour Kempson 
(Kempson, 1975), c'est la tHéorie de la façon dont le langage est utili-
sé (et elle réfère aux travaux de Grice en théorie de la conversation 
comme exemple de recherche en pragmatique).; pour Fillmore 
c'est une sociolinguistique; pour Katz (Katz,1977), la pragmatique 
est l'étude des énoncés dont la signification dépend des contextes dans 
lesquels ils sont utilisés (et la sémantique, l'étude des énoncés dont 
la signification ne dépend pas du contexte); pour Gazdar (Gazdar, 1979), 
c'est l'étude de ce qui, dans la signification)n'est pas purement véri-
conditionnel, etc ... 
On pourrait poursuivre longuement cette énumération. Mais on peut 
déjà constater que la pragmatique est caractérisée de diverses façons . 
Il est aussi intéressant de noter que certains auteurs, plus sc~p-
tiques ~ue ceux mentionnés plus haut, soutiennent que la distinction tra-
ditionnelle entre syntaxe, sémantique et pragmatique est insatisfaisante 
( Sayward , 1974), ou même, comme Allwood (Allwood, 1981 ) ,que 
"nous ne disposons pas de façon consistante et intéressante 
de séparer la sémantique de la pragmatique, et que peut-être 
. . la distinction est plus un obstacle qu'un facteur de 
clarification dans l'étude de la signification dans les lan-
gues naturelles . " ( p.188) 
2.4 Sémantique et pragmatique: nouvelle caractérisation 
Dans ce mémoire, nous distinguerons la sémantique et la pragmatique 
en les caractérisant de la façon suivante. 
1. La sémantique est la théorie qui a pour but d'associer à chaque 
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phrase d'une langue la proposition qui est exprimée par cette phrase. La 
proposition exprimée par cette phrase est la signification de cette phra-
se. Connaître la signification d'une phrase, c'est connaître ses condi-
tions de vérité, c'est-à-dire savoir quels sont les faits qui doivent 
être réalisés dans le monde pour que la proposition exprimée par cette 
phrase soit vraie. 
Une théorie sémantique devra minimalement: 
A. assigner, sur la base de la signification de chaque expression com-
posant une phrase et des relations qu'entretient cette expression 
avec les autres expressions composant la phrase, les conditions de 
vérité de n'importe quelle phrase déclarative; 
B. séparer les phrases sémantiquement déviantes des phrases sémantique-
ment correctes; 
C. caractériser les relations de synonymie, d'implication stricte (une 
proposition P en impliqùe strictement une autre Q quand toutes les 
conditions de vérité de Q sont des conditions de vérité de P; P et 
Q sont strictement équivalentes quand elles ~nt les mêmes conditions 
de vérité), de contradiction (deux propositions sont contradictoires 
si elles ne peuvent être vraies en même temps)~ et 
D. caractériser les notions d'ambigu~té (u~e phrase est ambigug si on 
peut lui assigner plus d'une proposition), de vérité, etc ... 
2, La p~agmatique est la théorie des actes illocutoires qui permet de 
prédire la signification des énoncés utilisés dans des contextes. Un con-
texte comprend minimalement un locuteur, un lieu et un temps d'énoncia-
tion. Certains, comme Stalnaker (Stalnaker, 1970) et Karttunen (Karttu-
nen, 1974), incluent dans le contexte un arrière-fond de propositions 
qu'un lOcuteur considtre comme vraies (au moment où il performe un acte 
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de langage) et qU'il considère comme acceptées pour telles par son allo-
cutaire. Nous ne nous attarderons pas sur l'intérêt de cette inclusion , 
Je reviendrai longuement sur ce sujet aux chapitres 2 et 3. 
On a aussi recours à la notion de contexte pour rendre compte des 
phrases contenant des expressions indexicales, comme "je", "tu", "hier" , 
"ici", "là",des expressions qui, quand elles font partie d'une phrase, 
font que la proposition exprimée par cette phrase varie d'un contexte à 
l'autre, et a une valeur de vérité variant d'un contexte à l'autre. Par 
exemple, si quelqu'un dit" J'aime les hamburgers',' , il exprime une propo-
sition le concernant, et la proposition est vraie parce qu'il aime les 
hamburgers. Mais si un locuteur qui n'aime pas les hamburgers utilise 
cette phrase pour faire une énonciation, il exprime une autre proposi- ~ 
tion, et dit quelque chose de faux. La proposition qui est alors le sens 
de cette phrase est fausse . La pragmatique doit readre compte des condi-
tions de vérité des phrases contenant des expressions indexicales. 
La pragmatique doit aussi rendre compte des actes illocutoires in-
directs. Un locuteur performe un acte illocutoire indirect quand, utili-
sant un 'noncé, il performe un acte illocutoire qui n' e st pas celui 
littéralement exprimé par cet énoncé relativem~nt au contexte de l'é-
nonciation. Par exemple, quand un locuteur dit "Vous marchez sur mon 
pied , ", il performe littéralement une assertion. Mais il performe en plus 
une demande: "Enlevez votre pied du mien !". Le locuteur fait donc une 
assertion et demande à quelqu'un de déplacer son pied . 
La pragmatique devra surtout rendre compte des conditions de succès 
2 
et de non défectuosité des actes illocutoires . Les conditions de succès 
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et de non défectuosité des actes i11ocutoires sont définies à partir 
de la notion suivante de force i11ocutoire (Searle et Vanderveken, à 
paraitre), Chaque force a sept composantes Ces composantes sont les 
suivantes: 
1) un but il1ocutoire: un locuteur faisant un acte i11ocutoire veut at-
teindre un but, qu'il atteint automatiquement en performant l'acte; il 
y a cinq buts i1locutoires de base: a) dire comment est le monde, b)en-
gager le locuteur à changer le monde, c) faire une tentative pour que l' 
allocutaire change le monde, d) rendre existant un état de chose dans le 
monde en performant l'acte, et e) exprimer un état psychologique re1a-
tivement à un état de choses du monde; 
2) ie degré de force du but i11ocutoire:un but illocutoire peut être 
atteint avec plus ou moins de force; par exemple, conjecturer que quelque 
chose est le cas, et jurer que c'est le cas, c'est s'engager avec diffé-
rents degrés de force à la vérité du contenu propositionnel de l'acte i1-
locutoire performé; 
3) le mode d'accomplissement du but illocutoire; un acte i11ocutoire peut 
exiger que son but il1ocutoire soit réalisé d'une façon particulière; par 
exemple, la performance d'un acte i11ocutoire d'ordre exige que le locu-
teur invoque une position d'autorité ou de force par rapport à l'allocu-
taire; 
4) les conditions sur le contenu propositionnel: une force exerce des 
contraintes sur les contenus propositionnels sur lesquels on peut l'ap-
l , l" tt lq e chose de passé ("Je p ~quer; par exemp e, Je ne pu~s prome re que u 
prometsque je suis venu hier . " est mal formé); 
5) les conditions préparatoires: la majorité des actes illocutoires ne 
peuvent être réussis et sans défaut que si certaines conditions sont réa-
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lisées,èt que la locuteur présuppose qu'elles sont réalisées; par exem-
ple, un o~dre a pour conditions préparatoires que celui auquel il est ; 
donné puisse , lui obéir, et une promesse que celui qui la fait puisse la 
tenir; un locuteur présuppose aussi la satisfaction de présuppositions 
propositionnelles; les présuppositions propositionnelles sont des condi-
tions liées au contenu propositionnel; par exemple, l'assertion "Le roi 
de France est chauve." a pour présupposition propositionnelle "Le roi de 
France existe," ; la relation de présupposition propositionnelle a pour 
arguments des propositions, alors que la relation de présupposition liée 
aux conditions de vérité a pour arguments un locuteur, l'acte qU'il per-
forme et des propositions (celles représentant les conditions qui doivent 
être satisfaites dans le monde avant que la force illocutoire puisse être 
utiliSée); 
6) les conditions de sincérité: à chaque force illocutoire sont liés 
des états psychologiques ayant le mê~e contenu que l'acte illocutoire 
performé en utilisant cette force, et qui sont exprimés lors de la per-
formance de l'acte illocutoire; par exemple, un locuteur faisant une as-
sertion exprime une croyance, et un locuteur faisant une promesse expri-
me une intention (celle de rendre existant le contenu de la promesse); 
7) le degré de force des conditions de sincérité: les conditions de sin-
cérité ont plus ou moins de force selon les forces illocutoires; par exem-
ple, si un locuteur fait une demande, il exprime un désir, mais s'il sup-
plie, il exprime un ~~ir plus fort. 
A partir de ces sept composantes, on peut engendrer toutes les for-
ces illocutoires possibles en appliquant certaines opérations (voir Sear-
le et Vanderveken, à paraître) , Aux cinq buts illocutoires correspondent 
XVI 
cinq forces illocutoires primitives: les forces assertive, commissive, 
directive, déclarative et expressive. Parmi les dernières on peut dis-
tinguer deux forces: les forces illocutoires expressive de croyance (ex-
primer one croyance) et expressive de désir (exprimer un désir). Selon 
Searle et Vanderveken, tous les états psychologiques possibles peuvent 
être définis en termes da croyance et de désir. 
Un acte illocutoire de la forme F(p) est réussi et sans défaut si 
et seulement si: 
(1) le locuteur réussit à atteindre, dans le contexte d'énon-
ciation, le but illocutoire sur le contenu propositionnel 
avec le mode d'accomplissement et le degré de force carac-
téristiques de ce but; 
(2) le locuteur exprime le contenu propositionnel p ( et , ce 
contenu satisfait les conditions sur le contenu proposi- ' 
tionnel) ,et présupoose Mtisfaites les conditions sur J e contenu' , 
( 3) les conditions préparatoires sont satisfaites --- et le 10-
cuteur présuppose qu'elles sont satisfaites ---: et 
(4) le locuteur a l'état psychologique caractéristique de la 
force qu'il utilise, avec le degré de force caractéristi-
que de cet état . 
Un acte illocutoire est réussi mais défectueux si le locuteur n'a 
pas l'état psychologique correspondant à la force qu'il utilise ( par 
exemple, s'il promet quelque chose sans avoir l'intention de tenir cette 
promesse), . si une condition préparatoire n'est pas réalisée ou si une 
présupposition propositionnelle n'est pas satisfaite. 
Tous les actes non défectueux sont réussis. 
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Une autre notion pragmatique importante est celle de référence. On 
dit qu'un locuteur utilise une expression pour référer à un objet. Par 
exemple, un locuteur utilisant une description définie comme "l'actuel 
roi de France" réfère normalement à l'actuel roi de France, l'objet qui 
est la dénotation de l'expression qU'il utilise. De même, un locuteur 
utilisant l'expression "le meilleur gardien de but de la Ligue Nationale 
de Hockey" réfère normalement au meilleur gardien de but de la Ligue Na-
tionale de Hockey. Ce à quoi réfère le locuteur est habituellement l'objet 
qui est dénoté par l'expression qu'il utilise pour référer. Mais il n' 
en est pas toujours ainsi. Un locuteur peut, par exemple, utiliser l' 
expression "l'assassin de Martin" pour référer à un individu nommé Clau-
de Tremblay, alors que cette description définie dénote Roger Lafleur, 
qui est l'assassin de Martin. Ce à quoi réfère le locuteur peut être 
différent de la dénotation de l'expression qu'il utilise pour référer . 
La référence dépend du locuteur , alors que la dénotation dépend de l'ex~ 
pression linguistique. L ~ notion de r~flrence est ·pràgmatique, alors que 
la notion de dénotation est sémantique . 
3. La théorie de la conversation 
La notion d'implicitation occupera une place i mportante dans ce mé-
moire . Il convient d'en dire quelques mots. 
Cette notion fait partie de la théorie gricéenne de la conversation. 
Examinons ce qu'est une théorie de la conversation. Par la ' suite, on com-
prendra mieux cette notion . 
Une conversation est une séquence finie d'actes i l locutoires per-
formés par au moins deux locuteurs. Ces actes ont entre eux certains rap-
ports: chaque acte illocutoire est "lié" aux actes illocutoires qui le 
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précèdent dans la séquence. Les actes illocutoires performés dans une 
conversation exercent des contraintes sur les actes illocutoires qui 
peuvent être performés par la suite dans la conversation. 
La tâche d'une théorie de la conversation est, minimalement, de 
spécifier selon quelles règles les actes perfo~més dans une conversa-
tion sont liés les uns aux autres par les locuteurs. Mais toutes les 
séquences d'actes illocutoires ne peuvent être appelés des conversations. 
Par exemple, si au marché j'offre une certaine somme pour un objet, 
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le vendeur ne peut me répondre en démontrant un théorème. S'il le fait 
et si on présente la séquence à un locuteur, celui-ci hésitera à affirmer 
qu'il y a eu conversation. Par contre, la séquence: 
-y a-t-il un garage dans les environs ? 
- Oui. Tournez à gauche à la prochaine rue et vous en verrez un. 
est une séquence acceptable. Une théor~de la conversation devra formuler 
des règles telles que l'on puisse dire qu'il y a eu conversation si et -
seulement si elles ont été appliquées. 
Il faudra aussi que la théorie de la conversation spécifie quelles 
sont leScontraintes exercées par les actes déjà performés dans une conver-
sation sur les actes que l'on peut performer à la suite de ces derniers . 
De façon plus générale, une théorie de la conversation devra permettre 
de distinguer les séquences acceptables (que l'on appelle conversations) 
des séquences inacceptables (celles qui ne forment pas des conversations ). 
Elle devra aussi, éventuellempnt,distinguer divers types de conversations. 
Habituellement on dit que les conversations ont des buts (Grice, 
1975). Dans une théorie de la conversation, on devrait préciser quels 
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sont les buts possibles des conversations, la façon (ou les façons) dont 
ces buts sont réalisés et les contraintes qu'ils exercent sur les actes 
admissibles à un moment déterminé dans une conversation. Nous reviendrona 
longuement sur les théories de la cônversation au chapitre 4. 
Criee (Criee, 1975) a formulé une théorie de la conversation qui 
est paradigmatique. Selon Criee, des locuteurs en conversation respectent 
des maximes conversationnelles et un principe de coopération. Le princi-
pe spécifie que le locuteur doit coopérer pour atteindre le but de la 
conversation . Les maximes spécifient la façon dont il faut coopérer. 
Toujours selon Criee, des locuteurs en conversation peuvent si-
gnifier, en performant un acte illocutoire, plus que le sens convention-
nel de ce qu'ils disent. Par exemple, un locuteur disant 
"Bill est philosophe, il est donc brave." dit que Bill est philosophe et 
qu'il est brave, mais signifie )en plus ,que du fait qu'il est philoso-
phe il suit qu'il est brave . Ce qui est ainsi signifié ,en plus du sens 
littéral de ce qui est dit par un locuteur,est appelé un implicatum . . 
On peut signifier plus que le sens Uttéral de l~acte' il1ocutoire 
que l'on performe à cause 1) de certaines expressions que l'on utilise, 
et/ou 2) du principe et des maximes gouvernant les conversations. Dans 
le premier cas, on dira qu'un locuteur suggère ou implicite conventionnel-
lement un implicatum, et dans le second qu'il implicite conversationnel-
lement un implicatum. Dans l'exemple du paragraphe précédent, on aurait 
une implicitation conventionnelle: l'implicitation est due à l'utilisa-
tion du "donc" . Plus précisément, elle est due à la signification de 
"'donc" . 
Si,par ailleurs, un locuteur dit à quelqu'un qui veut savoir où est 
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Pierre: "Il est dans le sud de la France.", il implicite conversationnel-
lement qu'il ne sait pas où est Pierre e~~tem~nt Ceci est dû au fait · 
que les locuteurs en conversation obéissent à une maxime demandant de 
donner autant d'information que requis, en respectant une maxime spé-
cifiant qu'ils doivent dire quelque chose de vrai Ici, l'implicitation 
est due au fait que le locuteur n'a pas donné toute l'information deman-
dée. 
Ce bref exposé laisse probablement le lecteur insatisfait. Mais mon 
but n1étant que d'introduire certaines notions qui seront longuement dé -
ueloppées,il serait prématuré de poursuivre actuellement cette introduc-
tion aux théories de la conversation. 
Les théories de la conversations font-elles partie de la pragmatique ? 
N'étendrions-nous pas indûment le champ de la pragmatique en y incluant 
les théories de la conversation ? 
J e ne me prononcerai pas de façon définitive sur ces ques tions . Mais , 
pour simplifier ce texte, je considérerai que la pragmatique contient une 
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théorie de la conversation. Pour notre propos, cette simplification est 
sans conséquences graves . 
4 . Plan du mémoire 
Ce mémoire a deux parties . La première comprend les chapitres 1 et 
2. ~'y expose et critique des théories sémantiques et pragmatiques des 
présuppositions. 
Le chapitre 1 porte sur la notion sémantique de présupposition et 
constitue un survol historique des essais de caractérisation de la rela-
tion sémantique de présupposition. J'examinerai d'abord l'essai de Frege, 
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puis je verrai quelles sont les positions de Russell à ce sujet. Par la 
suite, j'exposerai les critiques de Strawson à Russell, critiques qui sont 
à l'origine de la caractérisation paradigmatique de la relation sémanti-
que de présupposition. J'examinerai ensuite les critiques que s'est adres-
sées Strawson, puis celles que lui a adressé~ s Donnellan, et enfin celles 
adressées par ' Kripke à Donnellan. La critique de Kripke et la présentation 
des thèses d'Austin termineront ce survol historique. Suivra un bref exa-
men de quelques thèses présentées en linguistique, examen sur lequel se 
terminera ce chapitre. 
Je soutiendrai da~s . ce chapitre 1) qu'il y a constamment, en phi-
losophie du langage, une ambiguïté entre une relation sémantique et une 
relation pragmatique de présupposition lors de la caractérisation de cette 
relation --- sémantique ---- de présupposition, . 2) que la relation 
sémantique n'est que de peu d'utilité, et 3) que les linguistes n'ont 
pas de théories satisfaisantes à offrir. 
Le chapitre 2 porte sur trois théories pragmatiques des présuppo-
sitions: celle de Stalnaker et l es deux premières de Karttunen. Je mon-
trerai que ces trois théories, non seulement ne rendent pas compte de 
nombreux exemples mais qu'elles comportent ,en plus,des faiblesses au ni-1 -_ 
veau de la précision des concepts utilisés pour les formuler et qu'elles 
sont formellement incorrectes. 
La seconde partie comprend les chapitres 3, 4 et 5. Elle porte sur 
la dernière théorie des présuppositions de Karttunen, Cette théorie fut 
construite en collaboration avec S.Peters. Nous l'appellerons la théorie 
de Karttunen et Peters. 
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Dans le chapitre 3, j'exposerai la théorie de Karttunen et Peters, 
après avoir exposé la première théorie des actes illocutoires de Searle 
(Searle, 1969) et la théorie de la conversation de Grice (Grice, 1975) . 
Ces deux dernières théories sont utilisées par Karttunen et Peters. 
La théorie de Karttunen et Peters a de nombreuses faiblesses, dont 
celle de ne pas expliquer . Par ailleurs elle intègre, avec de légères 
modifications, une théorie de la conversation dont l'inadéquation sera 
démontrée au chapitre 4. 
Dans le chapitre 5, je montrerai comment Ka~ttunen et Peters for-
malisent leur théorie dans une extension de la sémantique présentée par 
R. Montague dans "The Proper Treatment of Quantification in Ordinary En-
glish." 
En conclusion, je ferai un bilan du mémoire et formulerai des condi-
tions qui d~vront être satisfaites si on veut développer une théorie des 
présuppositions. 
CHAPITRE 1 
Les notions sémantigues de présupposition 
Dans ce chapitre, nous ferons un survol historique des essais de 
caractérisation de la relation sémantique de présupposition et des pro-
b1èmes qui lui sont liés en philosophie du langage. Par la suite, nous 
examinerons les thèses qu'ont soutenues certains linguistes à propos des 
présuppositions. Je maintiendrai qu'il y a en philosophie du langage et 
en linguistique une ambiguïté lors de la caractérisation de cette rela-
tion: cette caractérisation peut être interprétée sémantiquement ou prag-
ma tiquement. 
1. Le problème des présuppositions: approche sémantigue 
Le problème des présuppositions a surgi avec la constatation de la 
possibilité d'absence de dénotation à certaines expressions, en parti-
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cu1ier aux noms propres ( Pégase, Superman, Hamlet ) et aux descriptions 
définies ("l 'actuel roi de France'; "'le président du Québec", "la dixième 
symphonie de Beethoven") . Quand une telle expression est dépourvue de 
dénotation et a une occurrence dans une expression complexe (une phrase 
par exemple) l'expression complexe n'a pas de dénotation, si l'on admet 
le postulat de composition des dénotations ( la dénotation d'une expression 
complexe est fonction de la dénotation de ses constituantes) en lui don-
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nant l'interprétation suivamte: si une expression faisant partie d'une 
expression complexe n'a pas de dénotation, l'expression complexe n'a pas 
de dénotation. Selon une autre interprétation, on dit que dans de tels 
cas on assigne une dénotation arbitraire à l'expression complexe; le 
faux. La dénotation d'une phrase est une valeur de vérité, c'est-à-dire 
le vrai ou le faux . Dans la dernière interprétation mentionnée, on assi-
gnait le faux. Mais on aurait pu désigner une autre valeur, ou tout sim-
plement désigner un objet quelconque. 
J'appelle la première interprétation l 'interprétation TVV C'trou de 
valeur de vérité" ou truth-value gap ), et la seconde l'interprétation 
VV ("valeur de vérité" ou truth-value .). Ainsi, pour une expression 
de. la catégorie syntaxique "énoncé" comme "L'actuel roi de France est 
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chauve.", l'absence de dénotation à "L'actuel roi de France" a pour ef-
fet , si l'on accepte le postulat de composition des dénotations et son 
interprétation TVV, que "L'actuel roi de France est chauve." n'a pas de 
dénotation, c'est-à-dire de valeur de vérité. 
2. Frege et les présuppositions 
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Frege (Frege, 1892) fut le premier à signaler ce problème, qu'il 
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considérait comme caractéristique des langues naturelles (et qui ne de-
vait pas se présenter dans les langues logiquement parfaites),et utilisa 
la notion de présu~position à deux :reprises dans "On Sense and Referen-
ce" . pour analyser deux cas. 
Dans le premier, où les expressions ont leur sens et leur dénotation 
ordinaires, Frege insiste sur le fait que le locuteur présuppose l'exis-
tence d'une dénotation au nom propre en position de suj e t à l'intérieur 
de la phrase qu'il utilise pour faire une assertion . On lit:" ( . . . ) if 
anything is asserted, there is always an obvious presupposition that 
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the simple or compound proper name used have a reference." 
5 
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Dans le second cas, où une description définie est utilisée , comme 
par exemple: 
(l)"Celui qui a découvert la forme elliptique des orbites pla-
nétaires" 
pans: 
(2)"Celui qui a découvert la forme elliptique des orbites plané-
taires est mort dans la pauvreté~ 
Frege affirme que le locuteur présuppose la vérité d'un énoncé, à sa-
voir: 
(3)"Quelqu'un a découvert la forme elliptique des orbites pla-
nétaires". 
Selon Frege , (1) est une subordonné~ qui n'a pas pour sens une pro-
position, puisque "Celui qui" est une expression qui n'a pas de sens par 
elle-même. Ni ( 1) ni--(-2-j- n' pxprimeraient donc des , pensées complètes, et 
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ladé~lO;c::.tion ;de (1) serait""Képler" et non une valeur de vérité." 
Dans le premier cas, le locu~eur présuppose l'existence d'une déno-
tation. Par exemple, pour l'assertion: 
(4) "K!pler est mort dans la pauvreté." 
la pr~supposi tion est que "Képler" a une dénotation. Dans le second cas ) 
le locuteur présuppose la vérité d'une proposition. Par exemple, un locu-
teur disant (2) présuppose la vérité de la proposition exprimée par (3). 
Dans tous les cas) l'échec des présuppositions a le même effet: l' 
expression complexe qui contient l'expression privée de dénotation n'a 
4 
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pas de dénotation . Mais les causes de cet échec varient: dans le premier 
cas) c'est l'absence d'un objet, et}dans le second f'est la fausseté d' 
une proposition. On pourra~t}bien sûr, uniformiser ces causes. Il y a deux 
façons. La première est de substituer à l'absence de dénotation la faus-
seté d'une proposition existentielle. Par exemple, la présupposition de 
(4) serait la vérité de la proposition exprimée par ""Képler" a une déno-
tation'.' ou par "Képler existe.". La première proposition est exprimée par 
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un . énoncé métalinguistique, la seconde par un énoncé de second ordre . 
On pourrait aussi substituer à la vérité ou la fausseté d'une propo-
sition l'absence d'une dénotation. Il suffirait de considérer ( 1) comme 
une description définie qui n'a pas de dénotation. 
Frege n'effectue pas cette uniformisation. 
Pour Frege, la présupposition d'une assertion vaut pour l'assertion 
contraire. Ainsi, un locuteur utilisant ( 4 ) ou 
( 5) "Képler n'est pas mort dans la pauvreté." 
pour faire une assertion présuppose, dans un cas comme dans l'autre , que 
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"le nom "Képler" désigne quelque chose." C'est dire que les présuppo-
sitions sont préservées sous la négation interne . Par la suite, nous di-
rons que les présuppositions sémantiques sont préservées sous la néga-
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tion interne et/ou passent le test de la négation interne . Ce test est 
considéré dans la littérature comme permettant de caractériser, partiel-
lement, la relation sémantique de présupposition. 
Frege soutient aussi que ce qui est présupposé ne fait pas partie 
de ce qui est affirmé. Son argumpnt est que si tel était le cas , la néga-
tion de (4) ne serait pas ( 5) mats 
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(6) " , 1/ Képler n est pas mort dans la pauvreté ou "Képler n'a 
pas de dénotation." 10 
La notion introduite est paradigmatique et sert de base à toutes 
les théories des présuppositions qui furent présentées au XX ième siècle. 
Chez Frege, il est caractéristique que les expressions qu'il appel-
le "nom propre" puissent toutes manquer de dénotation (moyennant la res-
triction mentionnée à la note 3). Dans ce cas, quand elles sont compo-
san.te+' une expression complexe, l'expression complexe manque aussi de 
dénotation. (Frege ne se prononce pas sur la question de savoir s'il y 
a aussi présupposition d'existence d'une dénotation à une expression in-
complète, par un locuteur , quand un locuteur utilise une telle expression) . 
Ainsi, un locuteur utilisant "le père de Miss Piggy" utilise une expres-
sion qui ne dénote rien puisque "Miss Piggy" ne dénote rien . La phrase 
"René Lévesque a tué Miss Piggy." n'a pas de dénotation pour la même 
raison . Frege ne peut éviter ce résultat puisqu'il accepte le postulat 
de composition des dénotations et son interprétation TVV. A partir de ce 
résultat, on peut généraliser et affirmer que, pour Frege, un locuteur 
performant un acte illocutoire d'assertion présuppose au moins que toutes 
les expressions complètes qui ont une occurrence dans la phrase qu'il 
utilise pour faire cette assertion ont une dénotation. 
La notion introduite par Frege est habituellement dite la notion 
sémantique de présupposition. Cette dernière est définie le plus fréquem-
ment: 
S présuppose S' si la vérité de S'est une condition à la 
vérité ou la fausseté de S 
où "S" est une variable pour proposition ou assertion. 
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Mais affirmer que Frege a introduit, stricto sensu, une notion 
sémantique est trompeur. Si,chez Frege, les présuppositions sont des con-
ditions à la .v~rité : ori l~ fau8seté d'une proposition, la relation est in-
troduite pour caractériser des propositions qui sont des contenus propo-
sitionnels d'actes de discours, et non simplement des propositions, comme 
ce serait le cas si on avait affaire à une notion sémantique . Il faut 
aussi remarquer que les présuppositions sont faites par un locuteur dans un 
contexte d~énonciation. 
En fait, il y a chez Frege une ambiguïté ' entre une relation sémanti-
que et une relation pragmatique de présupposition lors de la caractérisa-
tion de la celation de présupposition. 
Cette thèse est d'autant plus soutenableru'en caractérisant l'~chec 
des présuppositions, on peut examiner non seulement l'effet sémantique 
de cet échec --- l'absence de valeur de vérité --- mais aussi son effet 
pragmatique --- s'interroger sur la "qualité" de l'assertion qui a été 
faite. Certains affirment que, selon Frege, aucune assertion n'est faite 
s'il y a échec des présuppositionJ~ Cette ambiguïté entre une relation 
sémantique et une relation pragmatique est due, à mon avis, à l'impré-
cision de l'expression "there is an obvious presupposition"utilisée par 
Frege, et à l'absence de distinction chez Frege, entre référence et dé-
notation. 
Frege ne dit rien sur les présuppositions d'autres actes de discours 
que l'assertion ( promesse, requête, etc ... ). 
L'introduction de la relation de présupposition impliquait, parce 
que cette relation peut être considérée comme sémantique ---et qu'elle 
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est de fait caractérisée sémantiquement--- que la sémantique des langues 
naturelles ne pouv?it être faite en utilisant une logique bivalente . 
puisqu'il n' y a parfois aucune valeur de vérité ~j' ai écarté ici. la 
possibil i té d'assignation d'une dénotation arbi t râire, qui - est une pro-
cédure trop artificielle pour être envisagée sérieusement à l'intérieur 
d'une sémant>ique des langues naturelles. 
Mais la notion frégéenne allait bientôt disparaitre. 
3. Russell: une alternative à l'analyse frégéenne 
Russell (Russell, 1905) allait balayer la notion de présupposition 
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de la scène de la philosophie. 
Alors que Frege considérait les descriptions définies et les noms 
propres comme des expressions complètes qui ont un sens et parfois une 
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dénota tion Russell considère que les nom propres ordinaires sont des 
descriptions définies tronquées ( Russell, 1918, p.243, et en de nom-
breux autres endroits) et les descriptions définies des expressions in-
complètes qui doivent être l'objet d'une anal ~e contextuelle( le contex-
te étant la phrase dans laquelle la description définie que l'on veut 
analyser est inséré~. 
Pour Russell, 
( 7) "Le roi de France est chauve." 
n'est pas de forme sujet/prédicat. Cette phrase est utilisée pour affir-
mer: 
a) qu'il y a un roi de France , 
b) qu'il n'y a pas plus d'un roi de France , et 
c ) qu'il n'y a rien qui soit roi de France et qui ne soit pas 
chauve. 
Cette phrase doit donc être rendue par 
(3' x) (x est roi d~rance. x est chauve. ( y) ( y est roi de 
France ~ y -= x) 
Cette dernière phrase a deux négations possibles: 
(8) " Il Y a quelque chose qui est roi de France et qui n' 
est pas chauve." 
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qui est de la forme logique: 
et 
C3 x) ( x est roi de France . '" x est chauve. (y) (y est roi de 
France::> y = x», 
(9) "Il est faux que quelque chose soit roi de France et soit 
chauve." 
qui est de la forme logique: 
~dx) (x est roi de France. x est chauve. (y) (y est roi de 
France' y -= x» 
Dans ( 8 ), la description déf i nie "Le roi de France" a une occurrence 
primaire, et dans ( 9 ) une occurrence secondaire. Mais si ( 8 ) est faux, 
parce que la première partie de la conjonction est fausse, ( 9) est vrai~, 
même s'il n'y a pas de roi de' France: Russell a éliminé l'absence de -
valeur de vérité . 
Ainsi, dans (7) est affirmée l'existence d'un roi de France. On peut 
énumérer les relations d' i mplications strictes suivantes: 
(7) -l" ( a » 
(7)-{ ( b» 
.(7)-{ ( c» 
(1' ) -€ (a). b ) ) 
('7') -t (a). c)) 
(1) -( (a) . b). c» 
où (a).b).c)) n'est pas une paraphrase mais une traduction de ( 7). 
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Dans la théorie de Russell, l'existence est une propriété de fonc-
tion propositionnelle et ne peut être prédiquée à un objet, parce qu'on 
aurait alors une formule mal formée, qui n'a pas de sens ("On Denoting',' 
1905). Plus tard, dans Principia Mathematica, Russell dira que prédiquer 
l'existence à un objet conduit à des problèmes, puisque ((3x) x = a) .' , 
où a est un nom propre logique un terme singulier dont la significa-
tion se confond avec la dénotation - serait toujours vrai, et ( Ev)x) 
x = a) serait une contradiction. 
4. Critiques de Russell 
La théorie de Russell permit de faire disparaitre la notion de pré-
supposition. Mais cette théorie n'est pas à l'abri de toute critique. 
Parmi les plus pertinentes pour notre propos , retenons celles de 
Geach (Geach, 1950) et de Searle (Searle, 1969) . 
Selon Geach, cette théorie implique la "fallacy of many-guestions" 
( selon l'expression de Geach ) pour certains énoncés, comme "Etes-vous 
heureux depuis que votre femme est morte ?". Dans cette question sont 
en fai~posées trois questions: 
(lQ) "Avez-vous déjà eu une femme ?" 
(11) "Est-elle morte ?" 
(12) "Etes-vous heureux depuis qu'elle est morte ?" 
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Ici la question (11) présuppose une réponse affirmative à la ques-
tion (10). Si (10) reçoit une réponse négative, (11) ne se pose pas. De 
même, (12) présuppose une réponse affirmative à la question (11). Si 
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(11) reçoit une réponse négative, (12) ne se pose pas 
Même si on donnait une forme affirmative à notre exemple, pour 
avoir "Vous êtes heureux depuis que votre femme est morte , ", Russell 
ne pourrait fournir une analyse satisfaisante. 
Selon Searle (Searle, 1969), le problème majeur de la théorie de 
Russell est qu'elle n'est pas généralisable à des descriptions définies 
qui ont une occurrence dans des actes illocutoires qui ne sont pas asser-
tifs, comme "Le roi de France est-il chauve ?". 
Chez Russell, on devrait rendre ce dernier exemple par quelque cho-
se comme: 
!~ '1()(Fx. (y ) (Fy-~~y = ~. GXil 
ou 
ce qui est incohérent. Il en irait de meme avec un acte illocutoire de 
promesse par exemple. 
4.1 Strawson: retour à l'approche frégéenne 
Mais les principales critiques à "On Denoting" viendront de Straw-
son. Ce dernier refuse la théorie de Russell essentiellement pour qua-
tre raisons: 
a) Russell dissocie le sujet grammatical et le sujet logique, 
b) Russell ne fait pas de distinction entre 
- -~-. 
"A 1 une phrase 
A 2 l'usage d'une phrase 
A 3 l'énonciation d'une phrase 
B 1 une expression 
B 2 l'usage d'une expression 
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B 3 l'énonciation d'une expression", 
c) Russell n'admet pas d'assertions sans valeur de vérité, et 
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d) Russell affirme que, dans une assertion, il y a une affirmation 
d'existence. 
Ce que rejette Strawson en a) est l'idée que la phrase cache sa 
structure logique, et que le sujet gralI1IDatical n'est pas le sujet logique 
de la phrase. Pour Russell, le sujet de l.1a phrase n'est pas son sujet 
grammatical, mais une expression dont le sens e 'st la dénotation, et qui 
n'a pas de sens si elle n'a pas de dénotation. Ainsi, pour Russell, (7) 
est une phrase générale où la description définie ne dénote pas 
ce qu'il faut bien distinguer de "où la description définie n'a pas de 
dénotatio~'. Pour Strawson, en (7) la description définie dénote, mais 
elle peut parfois être privée de dénotation. 
Selon Strawson, on ne doit pas distinguer le sujet grammatical et 
l e sujet logique, ou la structure grammaticale et la structure logique . 
Ces deux sujets sont identiques, comme le sont la struc-
ture logique et la structure grammaticale. Il n' y a pas 
de raison, toujours selon Strawson, d'introduire de distinction entre le 
sujet logique et le sujet grammatical, ou entre la structure logique et 
la structure grammaticale. 
En b), Strawson distingue une expression, son usage et son énoncia-
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tion, ce que ne faisait pas Russell. 
SOit,l'ar' exemple, la phrase "Le roi de France est chauve." Cette phra-
se peut être u~ilisée par différentes personnes, dans différents contex-
tes d'énonciation. Si cette phrase est utilisée sous un même règne, on 
parlera de même usage . Si cette phrase est utilisée sous différents rè-
gnes, on parlera d'usages différents. L'usage dépend donc de la dénota-
tion, de l'objet dénoté par l'expression utilisée en position référen-
tielle: on fait même usage d'une expression quand cette expression est 
.utilisée pour référer au même individu, et on fait différents usages d' 
une expression quand on utilise cette expression pour référer à différents 
individus. Mais l'usage ne dépend pas du locuteur: deux individus peuvent 
faire le même usage d'une expression s'ils utilisent cette expression 
pour référer au même individu . Par exemple, si deux individus utilisent 
la description "le roi de France" pour référer à Louis XIV, ils font un 
même usage de cette description déf1nie. 
Cependant, deux individus ne peuvent faire une meme énonciation de 
cette description définie ou de la phrase "Le roi de France est chauve.". 
L'énonciation dépend du token: quand on a deux tokens, on a deux énon-
ciations. 
A ces distinctions est liée la position strawsonnienne selon l aquel-
le une phrase déclarative n'est ni vraie ni fausse, mais est utilisée 
pour faire des assertions vraies, fausses ou sans valeur de vérité.Ne pas 
admettre d'assertions sans valeur de vérité est incorrect selon Strawson . 
Par exemple, si "Le roi de Franc;e est chauve . " est utilisé en 1784, 
et si le roi de France n'est pas chauve à ce moment , on a une assertio.n 
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fausse. Par contre, si cette meme phrase est utilisée en 1788, et si on 
admet qu'à ce moment le roi de France est ch~uYe; on a une assertion vraie. 
Par contre, si "Le roi de France est chauve." est utilisée en 1982, on 
a une assertion sans valeur de vérité , parce qu'il n'y a pas de roi de 
France au moment de l'énonciation. 
On doit noter que la théorie de Strawson se distingue nettement de 
celle de Russell. En un sens, chacune doit être considérée comme un para-
digme en théorie de la signification des expressions singulières. 
Le premier soutient une théorie de la signification des expressions 
singulières fondée sur la notion d'usage, alors que le second soutient 
une théorie dénotationniste de la signification des expressions singuliè-
~es ' où la signification de ces expressions se confond avec leur dénota-
, 16 
tion 
Les deux théories divergent considérablement, comme on peut le cons-
tater en les appliqua~t au problème de la référence: dans la premiè-
re, on dit qu'un locuteur utilise une expression , qui a ou non une déno-
tation, pour référer, avec ou sans succès, à cette dénotation; dans la 
seconde, on ne parle pas d'utilisation, et référence et dénotation sont 
confondues, comme c'était le cas chez Frege. 
Par ailleurs, alors que le but de Russell est d'exhiber la structu-
re logique d'une phrase en la traduisant dans un autre langage, le but 
de Strawson est de produire une analyse des énoncés des langues naturel-
les et de construire une sémantique des langues naturelles sans con-
sidérer que la structure grammaticale d'une langue puisse cacher sa struc-
ture logique, et sans qu'il soit nécessaire de traduire les expressions 
des langues naturelles dans un autre langage. 
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Ceci nous amène à d). Pour Strawson, dans "L'actuel roi de France 
est chauve." n'est pas affirmée l'existence d'un roi de France. Cette 
existence est "impliquée" par le locuteur faisant l'affirmation:"Le roi 
de France est chauve." Il écrit ; dans "On Referring": 
"( . .. ) if a man seriously uttered the sentence "The king of 
France is wise", his uttering of it would be in sorne sense 
evidence that he believed that there was a king of France. 
It would not be evidence ' for his believing this simply in 
the way in which a man's reathing for his raincoat is evi-
dence for his believing that it is raining. But nor would 
it be evidence in the way in which a man's saying, "It is 
raining", is evidence for his believing that it is raining. 
We might put it as follows. To say "The king of France is 
wise" is, in sorne sense of "imply", to imply that there is 
a king of France. But this is a very special and odd sense 
of "imply". "Implies" in this sense is certainly not equi-
valent to "entails" (or "logically implies"). 17 
Plus tard, dans Introduction to Logical Theory,1~trawson dira que 
,1 .1 
" cette existence est présupposée: implies devient presupposes . Dans 
ce dernier texte, Strawson caractérise la ' relation de présupposition . 
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Elle s'établit entre des énoncés ( statements ) . Auparavant, chez 
Strawson, il n'était question que de présupposition d'objets, c'est-à- dire 
que l'argument à droite de la relation de présupposition était un objet. , 
Elle est maintenant définie de Ja façon suivante: 
"a statement S presupposes a statement S'in the sense that 
the truth of S' is a precondition for the truth-or- falsity 
of S . " 20 
Affirmer S et nier S' conduirait, selon Strawson, à "une sorte d'absur-
dité logique"-mais pas à une contradiction, comme ce serait le cas si 
on avait affaire à une relation d'implication stricte . 
Les relations d'implication stricte et de présupposition sont nette-
ment distinctes. 
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La première mentionnée est définie par Lewis et Langford 
ce qui revient à: 
Elle est définie par Carnap, dans Meaning and Necessity, d'une façon 
équivalente: 
"Let " ... " and " . .. " be sentences in 82. " 
N (. .. ;) ... )" 22 
" for 
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Carnap définit donc l'implication stricte de la meme manière que Lewis 
et Langford: 
Notons que,chez ces auteurs, la relation d'implication stricte s'établit 
entre des entités intensionnelles, des propositions, à cause du contexte 
intensionnel induit par les opérateurs modaux. 
La relation d'implication stricte est définie par 8trawson{ 8trawson, 
1952) : 
81 impl ique strictement 82 z "81::> 82 " est logiquement 
nécessaire . 
Cette définition est logiquement équivalente aux définitions pré-
cédentes. Mais, parce qu'elle est métalinguistique, elle n'induit pas 
de contexte intensionnel. Ainsi, elle n'a pas des propositions pour argu-
ments, mais des énoncés ( par la suite, nous dirons qu'elle s'établit 
entre des assertions.). 
Les relations d'implication stricte et de présupposition sont net-
tement différentes. La première est réflexive (V x, x R x), antisymé-
trique (V x, ri y, si x R y. et y R x, alors x = y)~ et transitive ('1/ x, 
Vy, Vz, si x R y et y R z, alors x R z). La seconde est ir1;"éflexive 
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('t/ x, x \.. x) --- un énoncé ne peut se présupposer lui-même, puisqu'on 
ne pourrait alors lui assigner une valeur de vérité --- ~asymétrique 
(V x, V y, si x R y, alors y R. x) --- un énoncé qui en présuppose un 
autre ne peut être la présupposition de cet énoncé. La question de savoir 
si la relation d~fi~ie par Strawson est transitive ne peut recevoir actuel-
lement de réponse définitive . Cependant on peut affirmer que c'est parfois 
le cas. Par exemple "Tous les enfants de Jacques sont chauves." a pour 
présupposition "Jacques a des enfants.", et ce dernier énoncé a pour 
présupposition "Jacques existe.". Ce dernier énoncé est aussi présupposé 
par "Tous les enfants de Jacques sont chauves.". 
o~ distinguera les relations d'implication stricte et d~ présuppo-
sition en utilisant le schéma sui~ant: 
Implication stricte Présupposition sémant.ique 
SI S2 SI S2 
1) V -4 V V -:-> V 
2) F ~ F F' -) V 
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3) F ~ (V v F) ,.J (V v F) t- F 
Par exemple, "Le roi de France est chauve." présuppose, mais n'im-
plique pas strictement, "Le roi de France existe . " et "Tous les enfants 
de Jacques sont chauves." présuppose, mais n'implique pas strictement ) 
"Jacques a des enfants." . qui, notons-le, présuppose "Jacques existe." 
Cependant, "Pierre aime Marie." 
pose pas, "Pierre aime Marie." 
implique strictement, mais ne présup-
Remarquons aussi que "Jacques existe . " est un énoncé d'existence 
singulier qui n'est pas de forme sujet/prédicat selon Strawson. Son argu-
ment est que si tel était le cas, les énoncés d'existence singuliers se 
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présupposeraient eux-mêmes . Si un énoncé se présuppose lui-même,il est 
impossible de lui assigner u.ne valeur de vérité. Pour le philosophe, la 
façon d'éviter ce problème est d'affirmer que l'existence n'est pas 
un prédicat. 
Dans "A Reply to Mr. Sellars" (Strawson, 1954), Strawson apporte 
une dernière précision . à sa caractérisation en affir-
mant que S', l'assertion présupposée, ne fait pas partie de là significa-
tion de S, l'assertion qui présuppose. 
Relativement à l'échec des présuppositions, c'est-à-dire relativement 
à la fausseté . Ou à l'absence de valeur de vérité de l'assertion pré-
supposé el'assertion performée mérite d'être qualifiée. Ell plus de dire 
1 
qu'elle n'est ni vraie ni fausse, Strawson caractérise la "qualité" de 
l'assertion. Le philosophe a d'abord des commentaires vagues, parlant 
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de "spurious or pseudo-use" ou d'usage incorrect , pour finalement 
en arriver à affirmer que ce serait une assertion "inexacte ( ou trom-
26 
peuse, les cas sont différents)". Cette dernière position est la plus 
claire un locuteur proférant un énoncé au temps t normalement "croit 
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ou prend pour acquis" les présuppositions de cet énoncé. Le cas d'in-
exactitude intervient quand le locuteur ne croit pas les présuppositions, 
et le cas de "Ïnéprise" quand le locuteur croit que la présupposition est 
vraie, alors qu'elle est fausse ou sans valeur de vérité. 
Remarquons que, chez Strawson, l'échec des présuppositions a des 
effets qui sont caractérisés sémantiquement --- en termeS ne valeur de 
vérité et pragmatiquement, en disant que l'assertion qui a ces pré-
suppositions est inexacte ou "trompeuse". On peut donc dire que :hez 
Strawson, comme chez Frege, il y a ambigu~té entre une relation séman-
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tique et une relation pragmatique de présupposition; Strawson utilise 
un seul terme, "présuppose", pour nonuner deux relations, une sémantique 
et une pragmati,que. 
5. Les critiques de Strawson 
Les positions de Strawson furent très rapidement attaquées. Très tôt 
on critiqua sa théorie de la référence. Le premier de ces critiques 
fut Strawson lui-même. Initialement, il considérait qu'un locuteur fai-
sant un acte de langage pouvait ne pas réussir à référer en utilisant 
"me expression comme "l'actuel roi de France'~ .dans "L'actuel roi de France est 
" 1 "1' d' d F Il chauve, par exemp e, parce qu L n y a pas e 'rOL e rance actue e-
ment. Plus tard, en 1954, il affirmera ne pas avoir envisagé trois cas. 
Le premier est l'essai de tromper l'allocutaire en utilisant,pour référer, 
une expression qui n'a pas de dénotation tout en sachant très bien qu' 
elle n'a pas de dénotation. Par exemple, si quelqu'un vous dit "Mon 
frère me donnera cette somme." alors qu'il n'a pas de frère, et sait 
très bien qu'il n'a pas de frère, il essa~ de vous tromper. Dans 
ce cas, Strawson dira que l'énoncé est faux dans un sens secondaire de 
"faux". Le second cas est celui de l'utilisation d'une mauvaise descrip-
tion en position référentielle dans une assertion, c'omme par exemple 
"la chambre des députés des Etats-Unis" dans "La chambre des députés 
des Etats-Unis comprend des représentants des deux partis principaux." 
Cette dernière phrase pourrait être dite vraie, malgré le fait que le 
locuteur ait utilisé une mauvaise description. 
Le troisième cas est le plus intéressant. POUr le philosophe, quand 
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un locuteur dit:"Il a mangé avec le premier ministre, eu une audien-
ce avec le pape et fait une balade avec le roi de France.", on pourrait 
toujours lui répliquer :"11 est faux qu'il ait fait une balade avec le 
roi de France, parce qu'il n'y a pas de roi de France.", et on pourrait 
dire que ce qu'a affirmé le locuteur est faux, parce que le roi de Fran-
ce n'est pas ~e thème de l'intervention. Ce dernier cas anticipe la 
théorie qui sera présentée en 1964 par Strawson dans "Identifying Re-
ference and Truth-Value", où la notion de thème est abondamment utili-
sée. 
En 1954, Strawson ne caractérise pas la notion de thème. Nous re~ 
viendrons plus tard sur la théorie de 1964. 
Par ailleurs, en 1950, Strawson écrivait" à propos des noms de 
fiction: "( ... ) we can, using significant expressions, pretend to refer 
in make-belief or in fiction, or mistakenly think we are referring when 
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we are not referring to anything . " 
Utiliser une expression de fiction pour référer a donc pour résul-
tat l'échec de l'acte de référence et l'absence de valeur de vérité à 
l'assertion. Mais Strawson rajoutera plus tard la note 5, où il quali-
fie de secondaire l'usage des expre~sions de fiction pour référer. Selon 
cette nouvelle théorie, il peut y avoir réussite de l'acte de référence 
même quand on utilise une expression de fiction. Il y aurait échec de l' 
acte de référence, lorsqu'on utilise une telle expression, uniquement 
quand on croit faire un usage primaire (normal) d'une expression qui ne 
peut avoir qu'un usage secondaire, c'est-à-dire pour référer à un objet 
du monde de la fiction . 
Cependant, Strawson n'envisage toujours pas les cas mentionnés par 
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Allwood, Anderson et Dahl où un nom de fiction est utilisé dans une as-
sertion qui peut être dite vraie ou fausse. Par exemple, meme si "Super-
man" est un nom de fiction, "Superm:a:n est populaire , " est une phrase 
exprimant une proposition vraie ou fausse. L'usage du nom propre dans 
ce dernier exemple se situe entre l'usage primaire et l'usage secondaire 
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On ne connaît pas d'analyse correcte de tels cas. 
5.1 Caton 
Caton (Caton, 1969) a attaqué la distinction strawsonnienne entre 
usage primaire et usage secondaire des expressions pour référer en 
signalant que dans le langage ordinaire on ne distinguait pas ces deux 
usages . Il écrit:"( ... ) referring is regarded as the same whether the 
thing referred to exists, is fictional, preten cl,ed, dreamt or whatever." 
Le problème, selon Caton~est qu'il n'y a pas de relation nécessaire 
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entre l'acte de référence et l'objet auquel on réfère bien que différents 
actes de référence aient des implications et des présuppositions fQrt 
différentes --- référer à Jean-Paul II et référer à Mickey Mouse ne sont 
pas des actes qui, intuitivement, sont comparables sous tous les aspects . 
On ne pourrait rendre compte de ce fait, selon Caton, qu'au niveau du t y-
pe de discours dans lesquels ces actes de référence ont une occurrence: 
discours de fiction, de feinte ( 'make-belief ) , etc 
Cette attaque est relativement faible , puisqu'elle ne fait que re-
pousser le problème au niveau de la théorie du discours sans que soit 
présentée une telle théorie . Par ailleurs, il n'est pas certain que ce 
soit là la seule solution possible. On pourrait toujours repousser le 
problème au niveau des intentions du locuteur . 
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5.2 Linsky 
Linsky (Linsky, 1962) souligna qu'on pouvait réussir à référer même 
si la description définie utilisée n'était pas adéquate, ne décrivait pas 
l'ob je t auquel on voulai t référer. Par. !exemple, quand dans une soirée 
quelqu'un dit ;" Son mari est gentil avec elle!" à la vue d'une fennne 
en compagnie d'un honnne qu'il croit à tort être son mari , et qui est 
gentil avec cette fennne, il réfère à quelqu'un qui n'est pas le mari de cet-
te , fennne en utilisant l'expression" son mari". Pour Linsky, le locuteur 
aurait tout de même réussi à référer, bien que l'assertion soit sans va-
leur de vérité dans le cas où la fennne en question est célibataire par 
exemple. Mais Linsky n'envisage toutefois pas le cas où cette femme est 
mariée à une brute épaisse, qui n'est pas l'homme avec lequel elle est 
au moment de l'énonciation, et où l'assertion pourrait être dite fausse 
en un sens. 
5.3 Donnellan 
Donnellan (Donnellan, 1966) précisera et systématisera cette criti-
que de Linsky en distinguant l'usage référentiel et l'usage attributif 
des descriptions définies. 
Dans le premier cas, la description est utilisée uniquement pour 
permettre à un allocutaire d'identifier ou de distinguer un individu ou, 
comme l'écrit Donnellan, "pour rendre l'auditoire capable de distinguer 
l'individu ou l'objet dont on parle et pour dire quelque chose à pro-
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pos de cette personne ou de cet objet." 
La description n'a pas à être adéquate ou vraie de l'individu auquel 
on veut référer quand elle est utilisée référentiellement. L'expression 
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"1 'homme qui boit de la téquila" peut être utilisée pour référer à un 
homme qui boit de la vodka et, si cette expression est utilisée référen-
tiellement, l'acte de référence sera dit réussi. B.ien sûr, il ya présup-
position d'existence et d'unicité --- on présuppose que la description 
définie a une dénotation et qu'un seul objet est sa dénotation --- lors-
qu'on utilise référentiellement une description définie. Mais on présup-
pose simplement que quelqu'un ou quelque chose satisfait la description 
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définie, pas quelqu'un ou quelque chose en particulier . 
Dans le second cas, le locuteur "dit quelque chose à propos de 
qui que ce soit ou de quoi que ce sOit~i satisfait la descriPtio~ qui 
33 
est le tel-et-tel." 
Ici la description doit être adéquate. Ainsi, si on utilise "le 
plus grand espion québécois" attributivement, on réfère au plus grand es-
pion qu~bécois, qui qu'il soit, et à personne d'autre. Souvenons-nous 
q~ si on utilisait cette description définie référentiellement pour réfé-
.rer : à un professeur de philosophie ( qui n'est pas le plus grand espion 
québécQis) et qu'on réussissait 4 identifier l'individu pour notre audi-
toire, on aurait réussi notre acte de référence; si cette description 
avait été utilisée attributivement, l'acte de référence n'aurait pas été 
réussi. 
Comme conditions à l'usage attributif d'une description définie 
il Y a, en plus des présuppositions d'exist pnce et d'unicité ---- qui sont 
caractéristiques de l'usage référentiel --- l'exigence que la description 
soit vraie de l'individu auquel on veut référer. Dans le cas référentiel, 
si on utilise une mauvaise descr~, tion, l'acte de référence est tout de 
même réussi; dans le cas attributif, si on utilise une mauvaise descrip-
tion, l'acte de référence est un échec . 
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Dans chaque cas, l'échec des présuppositions a un effet différent 
sur la valeur de vérité de l'assertion dans laquelle la description défi-
nie utilisée pour référer a une occurrence. Dans le cas attributif, si 
personne ne satisfait la description, l'assertion est soit fausse soit 
sans valeur de vérité. Dans le cas référentiel, si personne ne correspond 
à la àescription, on aura quand même dit quelque chose de vrai ou de faux à prop 
de ce à quoi on voulait référer. L'usage référentiel a des conditions 
présuppositionnelles moins fortes que l'usage attributif. 
Ni Russell ni Strawson n'avaient fait la distinction entre l'usage 
référentiel et l'usage attributif des descriptions définies. Russell 
n'aurai~ caractérisé que l'usage attributif, et Strawson, en voulant ca-
ractériser l'usage référentiel, aurait confondu usage référentiel et usa-
ge attributif. 
5.3.1 Donnellan et Kripke 
La distinction introduite par Donnellan est importante et donna 
lieu a de nombreux commentaires et critiques. Parmi ces critiques, une 
vient de·.Kripke (~ripke, 1979) .... et elle est dévastatrice. 
Selon ce dernier, les critiques adressées à Russell ( et à Strawson) 
par Donnellan sont pertinentes dans le mesure où les notions introduites 
par celui-ci sont sémantiques. Autrement, elles n'atteignent pas leur but. 
La distinction de ' ~onnellan est-elle sémantique? Si c'est le cas, les 
descriptions définies sont sémantiquement ambigugs ( une description dé-
finie est sémantiquement amb~gug si elle a deux significations) . Mais 
manifestement les descriptions définies ne sont pas sémantiquement ambi-
gugs. Dans un contexte indirect, quand on cite par exemple, la descrip-
tion n'est utilisée ni référentiellement ni attributivement et n'est pas 
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ambiguM entre ces deux usages. Une expression sémantiquement ambiguS 
demeure ambiguM mime en contexte indirect. Par exemple,bank en an-
glais est sémantiquement ambiguM et peut signifier "berge" ou "banque". 
Cette ambiguïté est préservée dans les contextes indirecr S, comme par 
exemple dans "Jones said he has never seen a bank " 
L'ambigu~té des descriptions définies identifiée par Donnellan ne 
serait donc pas sémantique mais bien plutôt pragmatique. Voyons comment 
Kripke montre que, en conséquence de cette conclusion, l'attaque de Don -
nellan contre Russell (et Strawson) manque son but. 
Imaginons que la distinction dé Donnellan est sémantique, L'argument 
de Kripke est qu'on peut montrer qu'on peut la faire resurgir · chez Rus-
sel. Imaginons trois langages R (un langage R est un langage dont les 
conditions de vérité sont celles spécifiées par Russell) . Dans un premier 
langage, faible, les descriptions définies sont primitives et ne sont pas 
analysables; dans un second, les descriptions définies sont des abré-
viations pour les traductions de Russell; dans un troisième, il n' .y a ~as 
de descriptions définies, mais uniquement des traductions --- ce que nous 
appelons traduction est ce que nous avons appelé forme logique à la trQi-
sième section de ce chapitre. Dans le premier langage, les énoncés conte-
nant des descriptions définies sont vrais si un objet correspond à la 
description .définie, c'est-à-dire si un objet est la dénotation ou la 
référence sémantique de cette description, et si on dit quelque chose de 
vrai de cet objet. Par exemple, "Le roi de France est chauve." est vrai 
s'il existe un seul roi de France et s'il est chauve. 
Les énoncés du second et du troisième langage s'analysent comme 
chez Russell. 
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Kripke argue que l'ambiguïté de Donnellan peut surgir dans chacun 
de ces langages, puisqu'un locuteur peut croire référer à l'objet que l' 
expression qu'il utilise dénote et se tromper: l'expression peut ne pas 
dénoter l'objet auquel il . veut référer. C'est dire que Russell a produit 
une théorie sémantique et Donnellan une distinction pragmatique, et que 
la théorie de Donnellan n'est pas en conflit avec celle de Russell. 
Imaginons maintenant deux langages D. Un premier est non ambigu . 
Dans ce langage, des énoncés de forme "Le F ........ " sont vrais si les 
conditions de vérité d'énoncés contenant des descriptions définies uti-
lisées attributivement sont satisfaites; dans ce langage, des énoncés de 
forme "Ze F ..... " sont vrais si les conditions de vérité des énoncés con-
tenant des descriptions néfinies utilisées référentiellement sont sa-
tisfaites. Un autre langage D est ambigu, parce qu'il n'y a qu'une expres-
sion pour "Le F ... " et "Ze F ... ". L'anglais serait donc un langage D 
ambigu. 
Il Y a maintenant deux possibilités: ou l'anglais est un langage R 
ou c'est le langage D ambigu. Kripke choisit la première alternative, qui 
n'exige pas la postulation d'une ambiguïté sémantique, comme cel-
le que l'on a dans le langage D ambigu, ce qui est plus économique. 
On peut aussi faire resurgir l'ambiguïté de Donnellan chez Strawson. 
Ce dernier s'en est tenu au niveau sémantique en ce sens qu'il n'a envi-
sagé que le sens littéral des expressions, et qu'il n'a pas considéré la 
possibilité de distinguer le sens littéral d'une expression et le sens 
que le locuteur accorde à cette expression. 
Les deux façons d'utiliser les descriptions définies, identifiées 
par Donnellan, restent cependant à ·expliquer. 
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Kripke présente l'explication suivante. 
Les expressions ont une dénotation et sont utilisées par des locu-
teurs pour référer à des objets. Normalement, le locuteur en utilisant 
une expression réf~re à ce qui est la dénotation de cette expression. 
Il Y a deux types d'actes de référence. Un premier où la dénotation 
de l'expression que le locuteur utilise est fixée conventionnellement par 
la langue . Dans un second, le locuteur utilisant une expression pour 
référeren une occasion particuli~re doit normalement avoir l'intention 
de référer à l'objet que dénote l'expression qu'il utilise. Mais il ne 
peut, de fait, que référer à l'objet qu'il croit dénoté par l'expression 
q~'il utilise. Dans le premier cas, on parlera d@ ' la référence sémantique, 
et dans le second cas, de la référence du locuteur. 
La distinction entre usage référentiel et attributif s'analyse main-
tenant comme suit: pour l'usage référentiel, on dit que la dénotation et J 'ob-
j et auquel on a l'intention de référer,en utilisant une expression, peu-
. 
vent ne pas être identiques et parfois ne le so ~ t pas: ce à quoi réfère 
le locuteur peut être différent de l'objet dénoté par l'expression qu'il 
utilise pour référer. 
Dans l'usage attributif, la dénotation de l'expression utilisée par 
un locuteur pour référer et ce à quoi il a l'intention de référer doi-
vent être identiques, par définition. 
Cette façon de reformuler la distinction de Donnellan, en termes 
purement pragmatique~,permet d'expliquer cette distinction en des termes 
déjà connus. Elle permet aussi de rendre compte de la même ambigu~té 
pour d'autresexpressions que les descriptions définies; les noms pro-
pres. L'ambigu~té identifiée par Donnellan peut resurgir lors de l'utili-
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sation des noms propres --- ce que n'avait pas remarqué Donnellan. 
La distinction de Donnellan n'est pas cara~~ristique des descriptions 
définies. 
Par exemple, quelqu'un peut affirmer, en voyant un individu allumer 
une cigarette :"Tiens, Ryan fume des cigarettes !", alors que ce n'est 
pas Ryan qui allume une cigate.tte. l'individu auquel le locuteur 
réfère est Lévesque et non Ryan. L'individu auquel réfère le locuteur, 
dans ce cas, est très loin, et il est difficile à identifier . De là l'u-
tilisation du mauvais nom propre. Toutefois, le locuteur a dit quelque 
chose de vrai à propos de l'individu qu'il a identifié pour ses allocu-
taires s'il utilise le nom propre référentiellement, et quelque chose 
de faux s'il l'utilise attributivement. 
Le compte-rendu de Kripke de la distinction de Donnellan est préfé-
rable à la distinction originale. Elle n'est pas ad hoc, permet d'éviter 
la postulatio~ d'u~ ambiguïté sémantique et rend compte de nombreux cas. 
Les critiques de Donnellan contre Strawson ne valent pas contre 
Strawson' dans la mesure où Strawson s'en est tenu à la sémantique. Mais 
elles sont intéressantes dans la mesure où Strawson a tout de même parlé 
de l'usage des expressions, et où il a introduit des concepts ambigus entre 
une interprétation sémantique et une interprétation pragmatique. 
Kripke nous a encore amené dans le cha~p de la pragmatique . En 
montrant le caract~re pragmatique de la distinction de Donnellan, dont 
nous avons vu l'intérêt au niveau de la théoriè de la signification,il 
a montré des insuffisances de la sémantique pour rendre compte de' cer-
~a ins trai t s des langues Ba t urelles. 
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6. Austin et les présuppositions 
Austin (Austin, 1962 a, 1962 b) utilise aussi la notion de pré-
supposition, mais en la désambigu~sant partiellement. Il esquisse une 
distinction entre ce qu'il convient d'appeler une notion sémantique et 
une notion pragmatique de présupposition. 
Il remarque que l'énoncé "John's children are bald . " présuppose la 
vérité de "John has children." pour être vrai ou faux, et que,si le se-
cond énoncé est faux, le premier n'est ni vrai ni faux . Il reprend aussi 
l'idée de Geach (Geach, 1950) . en disant que~dans cette dernière éventua-
lité, la question ,de la vérité ou de la fausseté de "John has children." 
ne se pose pas . Mais l'originalité d'Austin 
, 
est d ajouter qu'il pose-
ra que, quand la question de la vérité ou de la fausseté d'un énoncé ne 
se pose pas, l'énonciation est nulle (Austin , 1962 a, p.5l ) . 
Austin utilise habituellement l'expression "nul" pour caractériser 
les performatifs alors que , dans ce cas, il l'utilise pour qualifier un 
constatif. 
Un constatif est un énoncé qui décrit et qui a la propriété de pou-
voir être vrai ou faux, Un performatif est un énoncé qu'on utilise pour 
faire quelque chose . et qui ne peut être vrai ou faux. Par exemple,"Il 
est deux heure&" est un constatif, alors que "Je prometSde venir." est 
un performatif. 
Les performatifs sont caractérisés par la propriété d'avoir des con-
ditions de succès sans la satisfaction desquelles l'énoncé ne peut être 
performé et réussi. Il y a des règles auxquelles un locuteur utilisant 
un énoncé performatif doit se soumettre, sous peine de ne pas réussir à 
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accomplir l'acte qU'il veut performer, c'est-à-dire de ne pas faire ce 
qU'il veut faire. 
Dans How to Do Things with Words (Austin 1962 a) mentionne de tel-
les règles. Ces règles sont très générales. 
" (A. 1) 
(A. 2) 
(B. 1) 
(B. 2) (r. 1) 
cr. 2) 
There must exist an accepted conventional procedure 
having a certain conventional effect, that procedure 
to include the uttering of certain words by certain 
pers ons in certain circumstances, and further, 
the particular persons and circumstances in a given 
case must be appropria te for the invocation of the 
particular procedure invoked. 
The procedure must be executed by aIl participants 
both correctly and 
completely. 
Where, as often, the procedure is designed for use by 
persons having certain thoughts or feelings, or for the 
inauguration of certain consequential conduct on the . 
part of any participant, then a person participating in 
and so invoking the procedure must in fact have those 
thoughts or feelings, and the participants must intend 
so to conduct themselves l , and further 
must actually so conduct themselves subsequently." 34 
·Par exemple, si quelqu'un dit :"Je vous déclare mari et femme", il 
faut, pour que l'énonciation de cette phrase compte comme faisant que 
les deux individus devant lesquels elle est prononcée soient dès lors 
mari et femme, que l ~ locuteur litilisant cette phrase soit dans une posi-
tion adéquate pour l'utiliser et réussir la déclaration qu'il veut faire . 
Au Canada il faudrait,par exemole)qu'il soit prêtre ou légalement autori-
sé; un plombier marié et sans autorisation légale ne le pourrait pas . 
Ne pas satisfaire une des six conditions mentionnées plus haut a 
pour effet l'échec de la performance. 
A l'aide de la notion de présupposition, Austin brouille la distinc-
tion entre performatif et constatif, et ce en deux temps. Il remarque 
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d'abord que si l'énonciation d'un performatif est réussie, un certain nom-
bre d'énoncés doivent être vrais. Par exemple, pour que "Je m'excuse." 
soit performé et réussi il faut que l'énoncé constatif "Je m'excuse . " 
soit vrai, Les performatifs ont donc des présuppositions, comme les cons-
tatifs. Mais ces présuppositions sont des conditions de succès ou d'échec, 
et non des conditions de vérité ou de fausseté. 
Les constatifs ont~de leur côté,des conditions de succès. Le cas le 
plus clair présenté par Austin est :"The cat is on the mat." qui a pour 
condition de succès, entre autres conditions, que je crois que le chat 
est sur le tapis. 
Austin, bien qu'il utilise des concepts vagues --- "procédure con-
ventionnelle" par exemple - et n'ait pas de théorie très précise et dé-
finitive à présenter, fait un apport substantiel à la théorie des présup-
positions. Cet apport a deux dimensions. 
Premièrement, il utilise la notion de présupposition pour caracté-
riser des énoncés qui ne peuvent avoir de valeur de vérité, des perfor-
matifs. Traditionnellement seuls ce qu'Austin appelle des constatifs 
étaient dits avoir des présuppositions, ou pouvaient être dits avoir des 
présuppositions, étant donnée la définition classique de la relation de 
présupposition. En utilisant la relation de présupposition pour carac-
tériser les performatifs, Austin remet en question la relation classique 
de présupposition, la relation sémantique. 
Deuxièmement, il rapproche les notions de condition de succès et de 
présupposition, en montrant que les présuppositions, ou conditions de 
vériconditionalité, sont aussi des conditions de succès, et que les con-
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ditions de succès fonctionnent parfois comme des présuppositions. 
En fait, Austin distingue deux notions, celles de présupposition 
et de condition de succès, ce que ne faisaient ni Frege ni Strawson, du 
moins explicitement. Mais il montre qu'un même énoncé peut avoir des 
présuppositions et des conditions de succès et que, à ' la 1imitê, présup-
positions et conditions de succès sont indiscernables. Cependant, Austin 
ne caractérise pas les relations qu'entretiennent les phénomènes saisis 
par ces deux notions, sinon vaguement. 
7. La nouvelle théorie de Strawson 
Strawson apportera des modifications à ses thèses srir les présupoosi-
tions .dans"Identifying -~ference and Truth-Value" (Strawson, 1964), texte 
dont trois thèmes nous retiendront. 
Le premier est la formulation d'une nouvelle exigence pour qu'il 
y ait échec radical de l'acte de référence, c'est-à-dire pour qU'il y 
ait usage non réussi d'une expression pour faire un acte de référence 
parce qu'il n' y a pas de dénotation correspondant à l'expression utilisée . 
La nouvelle exigence prend la forme d'un critère, qui est le suivant: 
cas , 
Considérant que les actes de langage ont des sujets ( topics ) 
qui peuvent ne pas être mentionnés par le locuteur, la théorie 
des"trous de valeur de vérité" fle sera utilis "lble que quand le 
thème est mentionné, autrement, une asserti.on I}ourra être dite 
vraie ou fausse. 
L'argument pour apporter une telle modification est que. dans certains 
" ( . .. ) the failure of reference does not affect the topic 
of the statement, it mere1y affects what purports to be 
information about its topic. We may still judge the state-
ment as putative information about its topic and say 
perhaps, that the fai1ure of reference,has the consequence 
that it is misinformative about its topic~ 35 . 
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En plus de poser cette restriction au pouvoir exp1icatoire de la 
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théorie des présuppositions, Strawson admet qu'une théorie russe11ienne, 
où l'on n'a que le vrai et le faux, est tout aussi raisonnable que la 
théorie des "trous de valeur de vérité": chacune a ses avantages et ses 
inconvénients. Si l'on s'intéresse à une théorie de la communication, on 
préf~rera la théorie des "trous de valeur de vérité" qui est plus adé--
quate. Si on s'intéresse à la théorie des assertions ,sans égard pour 
le locuteur et l'allocutaire, on préf~rera une approche russellienne qui 
est plus simple. 
Dans la nouvelle .exigence me ntionnée plus haut, on retrouve la notion 
de sujet, ou de topique, qui fait partie d'une théorie de la communication . 
Strawson avance une telle théorie, dans les terme s suivants: 
Soit un locuteur et un ensemble de particuliers (des objets).Strawson 
pose qu'un locuteur a une connaissance identifiante de ces particuliers 
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si 1) il peut en "identifier Elans son champ de perception" ,et/ou 
2) il sait que telle description s'applique à tel objet, et/ou 
3) il connaît une description sans connaître l'objet auquel elle s' 
s'applique. 
Il Y a aussi des pxpressions qui permettent de référer à ces parti-
culiers: des noms, . des descriotions définies~ des démonstratifs, etc. 
Dans une situation de communication, un locuteur suppose que . lui et . 
ses 2.l 1ocutaires . ont en cOmmun la connaissanc e àe certains -parti-
culi ers e t d 'expressions pour y r 3fé rer 
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let util ise des exryressions pour référer en invoquant la connais-
sance i~entifiante du ou des allocutaire(s). Tl res~ecte trois crincioe& 
en ~crformant un acte illocutoire: 
1) le principe de présom~tion d'ignorance: )eS allocutaires ne disryosent 
?as de la connaissance i~entifiante de certains ,art(cu' {ers qui ont 
unp importance pour le thème: 
2) le principe de présomption de connaissance: il y a présupposition" (de 
la part du locuteur) de connaissance (possédée par l'auditoire) de 
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faits empiriques pertinents pour le sujet important de l'énonciation~; 
3) le principe de pertinence: chaque conversation a un thème, est à pro-
pos de quelque chose. 
Dans la conversation, on présume la connaissance de l'existence de 
particuliers par l'auditoire ( et, devrait-on ajouter, l'existence de 
particuliers.) Cette connaissance est présupposée et. non affirmée. 
On peut maintenant caractériser différents cas d'échec d'acte de 
référence: 
1) l'auditoire peut ne pas disposer de la connaissance identifiante du 
particulier auquel le'locuteur réfère; 
2) l'expression utilisée par le locuteur pour faire l'acte de référence 
peut ne pas être connuepar l'auditoire; 
3) le locuteur peut se tromper de description, et utiliser une mauvaise 
description, comme "le premier ministre des Etats-Unis"; et 
4) le locuteur peut référer à un particulier qui est le thème, mais 
qui n'existe pas. 
Il Y aurait échec de l'acte de référence et échec des présuppositions 
seulement dans ce dernier cas. En tenant compte de la nouvelle contrain-
te posée plus haut, ftrawson s'engage à affirmer que c'est uniquement 
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dans cette dernière éventualité qu'il y aurait assertion sans valeur de 
vérité. 
Avec cette nouvelle théorie, Strawson échappe aux critiques de 
Donnellan (si on ne tient pas compte des critiques de Kripke à Donnellan), 
mais en s'exposant à de nouvelles critiques, plus graves celles-là. 
Cette théorie est facilement criticable. Notons surtout qu'elle 
implique qu'une assertion puisse être dite vraie dans un sens et sans 
38 
valeur de vérité, ou même fausse)dans un autre . Un énoncé est vrai meme 
si la dénotation de l'expression en position de sujet, à l'intérieur de 
la phrase utilisée par un locuteur, n'est pas identique à l'objet auquel 
réfère un locuteur quand le sujet de cet énoncé n'est pas le thème de l' 
énoncé. Le même énoncé sera dit faux si l'expression utilisée en position 
de sujet est le thème de l'énonciation. Par exemple, si je dis, en par-
lant de Roger: "Ce jeune travailleur est sympathique", j'aurai dit quel-
quefhose de vrai de l'individu dont je parle si le thème de mon énoncé 
n'est pas Roger, et quelque chose de faux si Roger est le thème de mon in-
tervention. On peut aussi attaquer l'imprécision de la nouvelle théorie 
présentée: l'imprécision de la notion de thème, de la notion de pertinen-
ce , l'absence de caractérisation de la notion de principe, etc ... En fait 
toute cette théorie n'est qu'une esquisse de théorie de la communication. 
Ces attaques ne seront pas développées plus amplement. J'examinerai 
plus loin , au chapitre 3, une théorie de la conversation, et je verrai 
au chapitre 4 les problèmes précis liés à la construction d'une telle 
théorie. 
Ici se termine ce bref survol du problème des présuppositions séman-
39 
tiques en philosophie. 
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Avant de faire un bilan des études sur la relation sémantique de 
présupposition,jettons un coup d'oeil sur le traitement de cette relation 
en linguistique. 
8. Les linguistes et les présuppositions 
Les linguistes se sont aussi intéressés au problème des présupposi-
tions, ou du moins ont-ils utilisé cette notion. Mais, à quelques excep-
tions près, ils n'ont produit que des cas paradigmatiques ou des classi-
fications. Dans les prochaines pages je survolerai les traitements ~u 
problème des présuppositions en linguistique. : 
Avant de débuter ce survol, il faut introduire un problème important 
affronté par les linguistes. Ce problème n'avait pas été envisagé par les 
philosophes. Ceproblème est le suivant: comment les présuppositions des 
énoncés simples se comportent-elles quand ces énoncés sont constituants 
d'énoncés plus complexes? Par exemple, traditionnellement on dit que 
(13) "Le roi de France est chauve." 
a pour présupposition: 
(14) "Le roi de France existe." 
Mais, quand (13) est inséré dans un contexte plus large, sa présupposition 
est-elle préservée comme présupposition de l'énoncé complexe duquel il 
fait partie? Pour "Paul sait que le roi de France est chauve.", c'est 
certainement le cas. 
Langendoen et Savin (Langendoen et Savin, 1971) posèrent l'hypothè-
se de la cumulation des présuppositions. Cette hypothèse, dans la formu-
lation de Katz et Langendoen, est la suivante: 
"Each of the presuppositions of a component sentence in a 
complex ~5ntence is a presupposition of the complex sen-
tence. " 
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Cette hypothèse fut très tôt falsifiée. De nombreux contrexemples 
se présentent immédiatement à l'esprit. Ainsi, (14) n'est certainement 
pas une présupposition de :"Le roi de France est sage ou le roi de Fran-
ce n'existe pas'.' De même, "Batman existe . " n'est certainement pas une 
présupposition de :"Roger dit que Batman habite à Gotham City." Nous 
examinerons longuement ce problème, le problème de la projection des pré-
suppositions, dans les prochaines pages. 
8.1 Les factifs 
Les cas de présupposition les plus fréquemment présentés en linguis-
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tique sont liés aux factifs , qui sont des "prédicats" prenant des phra-
ses pour objet, comme par exemple make sense, be odd, be relevant,bother, be 
significant, regret, ignore, deplore, etc ... lors de l'utilisation desquels 
il Y a "présupposition de la part du locuteur que la phrase en position 
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de complément exprime une proposition vraie." 
Ainsi, toutes les propositions exprimées par les phrases en position 
de complément daos les exemples suivants sont présuppesées vraies par le 
locuteur qui utilise les phrases complexes: 
(15) "lt is significant that John )has been found guilty." 
(16) "Peter ignoresthat John has been found guilty . " 
(17) "1 deplore that John has been found guilty." 
(18) "lt is odd that John has been found guilty." 
(19) "lt bothers Peter that John has been found guilty." 
Ces prédicats se distinguent des autres prédicats, les non factifs, 
par le fait qu'un locuteur peut utiliser ces derniers sans présupposer 
37 
que la pro position exprimée par la phrase qui est en position de complé-
ment est vraie. Parmi ces prédicats, on retrouve believe, assert, claim, 
conjecture, be possible, seems. Ainsi, on peut dire: 
(20) "He believes that the earth is flat." 
(21) "It is possible that the earth is flat . " 
(22) "He is sure that the earth is flat. " 
(23) "It seems that the earth is flat. " 
(24) "Linus conjectures that the earth is flat . " 
sans présupposer que la proposition exprimée par laryphrase en position 
de complément est vraie.Remarquons que les factifs semblent satisfaire 
le test de la négation interne. On peut dire (17) ou "1 do not deplore 
that John has been found guilty." et la présupposition ne change pas. 
Kiparski et Kiparski, qui ont découvert ce phénomène et établi cette 
distinction entre" "prédicats", présentent ce trait des prédicats comme 
un trait sémantique. Mais, de notre point de vue, il y a ici une ambigu~-
té. Ce trait des prédicats est dit sémantique, mais la relation de pré-
supposition,elle, est pragmatique, puisque ce sont les locuteurs qui pré-
supposent. On a affaire ici à une relation de présupposition qui ressemble 
beaucoup aux relations pragmatiques de présupposition que l'on rencontre-
ra au prochain chapitre. 
8.2 Fillmore 
Fillmore (Fillmore, 1969) utilise aussi la notion de présupposition~Il ide 
tifie l~s présuppositions avec "les conditions qui doivent être satisfaites 
avant qu'une phrase puisse être utilisée dans n'importe laquelle de ses 
fonctions (asserter, questionner, c'est-à-dire faire des actes de langa-
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ge) (. .. )" ,ou des "conditions de succès" pour l'utilisation d'un item, 
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les conditions qui doivent être satisfaites pour que l'item soit utilisé 
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adéquatement . 
Selon Fillmore, une phrase a des présuppositions, alors que l'oa 
attribue habituellement cette caractéristique- aux énoncés. Mais ~tant 
donné que les présuppositions sont liées à l'usage réussi d'une phrase, 
cela ne fait pas de problème. Chez Fillmore, les présuppositions sont 
liées, plus précisément, à des items lexicaux. 
L'auteur donne pour programme l ~ énumération des présuppo-
sitions de chaque item du lexique. Par exemple, pour le verbe "accuse" 
tel qu'il apparait dans "Pierre accuse Marie d'avoir tué sa souris blan-
che. fI , les présup'position$ seraient i) que les arguments de"accuse" sont 
des noms d'individus humains. ii) que d'avoir tué sa souris blanche est 
une activité et que iii) le sujet juge que cette activité est mauvaise . 
Pour bachelor les présuppositions seraient i) humain, ii) adulte et . 
iii) non marié. 
Mais Fillmore, dans l'anal yse de "Please, open the door." mentionne 
comme présupposition, en plus de . i) la porte est fermée :( présupposition 
liée à open), ii) il existe une porte spécifique. Cette dernière présup-
position n'est pas lexicale ( à moins qu'elle ne soit liée à the, qui se-
rait utilisé indexicalement ?) , bien qu'elle fasse partie des conditions 
d'ajustement de notre exemple. 
Mais ces problèmes sont mineurs. 
Le problème majeur tient à la confusion, notée par Katz (Katz, 1972 ) , 
que l'on retrouve chez Fillmore entre restrictions de sél pction et pré-
suppositions. Selon Fillmore, les restrictions de sélection sont des pré-
suppositions . 
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Les restrictions de sélection sont, brièvement, des restrictions 
posées par un item lexical sur les expressions qui peuvent avoir une oc-
currence dans son entourage immédiat. Ainsi, et en reprenant les exemples 
de Katz (Katz, 1972), handsome a pour restriction de sélection ~hU­
main) v (artefact~ (cconduite~ ~montant~ . Ainsi, handsome ne pour-
rait être suivi que par une expression qui a, dans son sens spécifié, 
«humain~ , comme par exemple woman, pour avoir handsome woma~,~arte­
facy, comme desk, pour avoir handsome desk, ~conduite> comme welcome) 
pour avoir handsome welcome, ou «montant}, . comme sûm of money, pour a-
voir handsome sum of money. Chez Chomsky (Chomsky, 1971), ces restrictions 
sont considérées comme syntaxiques, chez Fillmore (et chez Katz), comme 
sémantiques. 
Mais on doit considérer les présuppositions comme des con-
ditions nécessaires, mais non suffisantes, qui doivent être satisfaites 
pour qu'un acte illocutoire soit réussi ou pour qu'une proposition soit 
vraie ou fausse, alors que les restrictions de sélection sont des condi-
tions dont la satisfaction est nécessaire pour qu'une phrase ait un sens. 
Fillmore confond donc conditions de correctittide sémantique et con-
dit ions de succès (au sens où il utilise ce terme), et même conditions 
de vériconditionalité. 
Son analyse ne fonctionne pas pour d'autres raisons . Comme le remar-
que Kempson, si on prend l'assertion "That person is a bachelor." ou sa 
négation, "That person is not a bachelor.", si ce que dit Fillmore est 
vrai, et 'si on fait passer le test de la négation internp à ce que Fillmore 
appelle présupposition, on obtient de curieux résultats. Ainsi, à "That 
person is not a bachelor.", on pourrait .'1jouter: 
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(25) "He is married." 
(26) "He is on:by five years old." 
(27) "It's a woman, who is unmarried." 
(28)"It's a spinster." 
(29) "It's a scarecrow . " 
On obtient alors le résultat étonnant que bachelor a plusieurs 
significations et plusieurs présuppositions. Lisons le tableau suivant 
en nous souvenant qu'il n'est compréhensible que dans la mesure où l'on 
sait que les présuppositions ne font pas partie de la signification; 
et que les présuppositions sont préservées sous la négation interne: 
l Bachelor: signification: non marié 
présupposition: mâle, adulte, humain 
II signification: adulte, non marié 
présupposition: mâle, humain 
III signification: mâle, non marié 
présupposition: adulte, humain 
IV signification: mâle 
présupposition: non marié, adulte, humain 
V signification: non marié, adulte, humain. 
présupposition: 
respectivement, pour les exemples cas ( 25)- ( 29 ). Dans chaque, ce qui est si-
gnifié est ce qui est nié. ' Mais d'est pas nié ce qui ,est ' présupposé. 
La signification ' de bachelot varie avéc ce qu'on ajoute après la négation' 
. 
8.3 Lakoff 
Lakoff (Lakoff 197 1, 19-;2 ) i nsiste aussi pour que la notion de 
présupposition soit utilisée en sémantique, et ce pr i ncipalement pour 
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permettre l'évaluation du degré de grammaticalité de certaines phrases . 
Il écrit: 
"C ... ) there are great many cases where it makes no sense 
to speak of well-formedness and/or relative grammaticality, 
that is, in such cases, a sentence will be well-formed on-
ly with respect to certait') presuppositions about the world.,,45 
Ainsi, pour affirmer qu'une phrase est grammaticale, il faut con-
naitre l'arrière-fond présuppositionnel sur lequel elle repose. Cette 
thèse est intéressante puisqu'elle implique que la syntaxe n' est pas 
indépendante de la sémantique, voire de la pragmatique. Mais cette thèse 
est mal défendue. 
Parmi les présuppositions, Lakoff range de nombreux phénomènes: 
la connaissance factuelle, l'arrière-fond culturel, les croyances à 
propos du monde, les restrictions de sélection, l'information donnée 
précédemment dans le discours et les conditions à la performance réussie 
d'un acte de langage. Mais il ne caractérise ni ces phénomènes ni leurs 
relations . On ne sait pas non plus si ces présuppositions sont des phra-
ses, des proposit~ons, des faits ou les trois, ni si, dans ce bloc, on 
peut distinguer des phénomène s purement sémantiques et des phénomènes 
purement pragmatiques.Le test de la négation ne fonctionne pas, il va _ 
sans dire, pour tous les cas. 
L'ensemble des phénomènes groupés sous le sigle "présupposi t ion" 
forme un tout hétérogène, qui aurait int~rêt à être distingué plutôt 
qu'à être confondu par une théorie des langues naturelles . 
En 1972, dans "Linguistics and Na tural Log,ic -. " Lakoff réu til isera 
la notion de présupposition, en la définisaant d'une façon pl~s classi-
que: les présuppositions sont les phrases .qui doivent être vraies pour 
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qu'une phrase soit vraie ou fausse. 
Mais, du même souffle,Lakoff affirme qu'un locuteur utilisant une 
phrase pour performer un acte illocutoire fait certaines assomptions à 
. ~opos du contexte, et laisse entendre qu'il a ainsi défini la notion 
de présupposition (présuppositions= assomptions faites à propos du con-
texte) Ceci est, on le verra, une notion pragmati~ueF de présupposition. 
Il est aussi remarquable qu'en quelques pages Lakoff affirme que 
la relation de présupposition relie une phrase à "quelque chose de vrai", 
ce qui est une caractérisation sémantique, et un locuteur à un acte de 
de langage, ce qui est une caractérisation pragmatique. Il y a implicite-
ment, chez Lakoff , deux notions de présupposition. 
Dans ce même article de 197 2, sans offrir de théorie ou de générali-
sation intéressantes, Lakoff fait des analyses de cas. On retrouve une 
analyse assez intéressante de contrefactuels. Selon le linguiste, lors 
de l'utilisation des énoncés contrefactuels comme: "Si tous les jovia-
listes sont des marxistes, alors je suis un menteur." les locuteurs pré-
supposent la fausseté des proposi·ttDos exprimées par les phrases cons-
tituantes . Ces cas se distinguent des phrases complexes de forme "Si .... 
alors ~ .... " non contrefactuelles. Lors de l'utilisation de ces phrases, 
le locuteur ne présupposerait ni la vérité ni la fausseté des propositions 
exprimées par les phrases constituantes. Lakoff soutient aussi qu'il 
existe des présuppositions de différents niveaux, et qu'on peut distinguer 
grâce à des " qual ifications ., qui parfois ... . .. annulent les présuppo-
sitions. Par exemple, soit: 
(30) "Few men have stopped beating their wives." 
(31) "Sorne men have stopped beating their wives" 
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(32) "Sorne men have beaten their wives . " 
Selon le linguiste, (30) présuppose (31), qui elle présuppose (32). 
(30) présupposerait aussi (32). Mais (31) serait une pr~upposition de 
p~emierordre et (32) une présupposition de second ordre . La distinction 
est faite en affirmant qu'on peut annuler la présupposition de premier 
ordre sans construire de phrase bizarre, alors qu'on ne peut annuler la 
présupposition de second ordre sans construire de phrase bizarre.Ainsi, 
on pourrait éliminer la présupposition de premier ordre de (30) et dire 
"Few men have stopped beating their wives, if any at aIl have.", où la 
"qualification" élimine (31 1 . Mais "Few men have stopped beating their 
wives, if any have beaten them at aIl.", où est éliminée la présup~osi-
tion de second ordre, est bizarre. 
Si cette analyse fonctionne bien dans certains cas, il n'en -va 
pas toujours ainsi. Il y aurait parfois échec de la transitivité entre 
différents ordres. Mais ces cas ne nous intéresseront pas. Cette analyse 
est inadéquate à plusieurs points de vue. Par exemple, il est évi-
dent que (30) implique strictement (31), mais ne le présuppose pas: 
toutes les conditions de vérité de (31) sont des conditions de vérité 
de (30). 
Lakoff présente d'autres cas sans quantificateur et où il y a des 
phrases insérées. Par exemple, "Max realized that he was pretending that 
he ' was sick." aurait pour présupposition de premier ordre "prétend 
qu'il est malade", qui aurait pour présupposition qu'il n'est pas malade, 
ce qui serait une présupposition de second ordre de notre exemple. Mais 
il ne présente que des cas où il y a échec de la transitivité, négligeant 
, 
les cas 0 u il n'y a pas échec de la transitivité et ne fournissant au-
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cun moyen de décider si, pour un énoncé quelconque, il ~ y a ou non échec 
de la transitivité . Par ailleurs. il n'offre aucun argument pour justifier 
sa distinction entre différents ordres de présuopositions. 
Lakoff introduit, sans te souligner,le orobJ~me de Ja orojection oour 
les présuppositions, sur lequel nous reviendrons. Mais il ne présente 
ni généralisations, ni définitions claires, ni explications . En fait, il 
ne fait que décrire certains phénomènes . Nous pouvons considérer que son 
apport théorique au problème des présuppositions est négligeable. Cepen-
dant, il présente des cas paradigmatiques qui sont d'importants "puzzles" . 
8.4 Katz 
Katz, qui affirme que la sémantique doit, entre autres choses, ren-
dre compte du phénomène des présuppositions (Katz, 1972), redéfi-
nit le relation frégéenne de présupposition à l'intérieur d'une sémanti-
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que linguistique . La position katzienne tient pour l'essentiel dans 
l'affirmation suivante: 
"The presupposition of an assertion will be taken · to be a 
condition found in the meaning of the sentence expressing. 
the proposition . · It expresses a referential requirement 
whose satisfaction is the condition Qnder which the propo-
sition is either true or false, or has a true negation." 47 
Notons que les présuppos itions sont 1 iées à des· "lectures" d' expres-
sions qui ont une occurrence référentielle. La dernière clause de la der-
nière phrase permet d'écarter des expressions génériques comme "la ba-
leine" dans "La baleine est un mammifère." 
La conception katzienne de la sémantique est, en quelques lignes, 
la suivante: la sémantique est la théorie de la signification des expres-
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sions dans un contexte nul ou indépendemment d'un contexte, c'est-
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à-dire dans le langage. La signification d'une expression dans un con-
texte nul correspond à son sens conventionnel. L'introduction de la notion 
de contexte nul permet à Katz de caractériser la relation sémantique/prag-
matique d'une façon assez simple. La pragmatique devient tout simplement 
l'étude de la signification des phrases dont la signification n'est pas 
la signification dans le contexte nul, les phrases qu'on doit analyser 
en tenant compte des contextes dans lesquels elles sont utilisées) et 
de l'exploitation qu'en font les locuteurs. Par exemple, la pragmatique 
aurait entre autres objets d'étude les actes illocutoires indirects . . 
Nous ne nous intéresserons pas ici à la pragmatique de Katz, mais unique-
ment à sa sémantique, puisqu'il affirme que seul un concept sémantique 
de présupposition est nécessaire en_ théorie de la signification, 
La linguiste distingue plusieurs sortes de définition en sémantique. 
Il Y a des "définitions de signification", où l'on retrouve les con-
cepts de la théorie des sens ( ou, en gros, de la théorie des intensions) , 
des "définitions de référence", où l'on retrouve les concepts de la théorie 
de la réf~rence (ou, en gros, de la théorie des extensions); on a ensui-
.te des'Héfinitions"structurales, qui expliquent la structure d'une proprié-
té sémantique ou d'une relation qui est telle qu'om peut en identifier 
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les instances sur la base du fait qu'elles exemplifient cette structure", 
où l'on retrouve des concepts comme ceux dJanomalie sémantique (pas de 
"lecture"), d'ambigu'fté (plusieurs "lectures"), etc ... , des "définitions 
interprétatives", "interprétant les exemplifications d'une propriété sé-
mantique ou relation en termes logiques'~O ,-- par exemple, l'interpréta-
tion de "anomalie sémantique" est,dans une définition interprétative, 
"n'exprime pas de proposition". Il y a, finalement, des définitions d'ex-
pressions où l'on retrouve des définitions de "phrase", "nom", etc ... 
46 
des concepts syntaxiques, et des "définitions de sens", où l'on définit 
des conceptS sémantiques tels que "concept", "proposition", etc ... 
Les définitions de "présupposition" sont des "définitions de sens" 
et des "définitions de référence", et doivent être distinguées en défi-
nitions structurales et en définitions interprétatives. 
Le linguiste distingue, relativement à la notion de présupposition, 
deux types de propositions. On a d'abord les indéterminables, qui sont 
présentées comme suit: 
"A proposition is indeterminable just in case it is represent-
. ed by a reading R which is the reading of the sense of a 
sentence and, moreover , the reading of the subject of this 
sentence, which is a component of R, contains two semantics 
markers from the same antonymous n-tuple." (Katz, 1972, p.144) 
Par exemple, une phrase ayant "le cercle carré" en position de sujet 
serait une indéterminable. On peut aussi distinguer, oarmi les , indéter-
minables,les simplement indéterminables, celles dont une des "lectures" 
du sujet est contradictoire, et les complètement indéterminables, celles 
dont toutes les "lectures" de l'expression en position de sujet sont 
contradictoires. D'autre part, on a les déterminables. qui sont présentées 
de la façon suivante: 
"A proposition is determinable just in case it is represent-
.ed by a reading R which is the reading of a sense of a sen-
tence, and, moreover , the reading of the subject of this sen-
tence, which is a reading component of R, does not conta in 
distinct semantic features from the same antonymous n-tuple." 
. (Ka t z, 1972, p. 144) 
De meme, on peut distinguer celles qui sont simplement déterminables 
et celles qui sont complètement déterminables en utilisant le modèle des 
indéterminables. Par exemple, "l'actuel roi de France" ' est complètement 
déterminable. Seules les propositions déterminables nous intéresseront . 
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Ces dernières sont déterminées --- les expressions en position 
référentielle dans ces phrases "réfèrent" --- ou indéterminées --- les 
expressions en position référentielle dans ces phrases "réfèrent', mais 
de façon contingente. Noto~s que Katz, par la suite, étend à toutes les 
expressions ayant une occurrence dans une phrase la clause de la "lectu-
re" référentielle ou non, et que, donc, une phrase sera sans valeur de 
vérité même si une expression autre que celle qui est en position de su-
jet dans une phrase n'a pas de dénotation. 
Katz propose ensuite la définition structurale suivante de la notion 
de présupposition: 
"(1) A proposition P has a presupposition just in case there 
is at least one referring term in P. 
(2) The presupposition of a proposition P is the requirement 
that each referring term in P has its appropriate desi-
gnatum." 51 
Cette définition ne pose pas de problèmes majeurs: on demande que 
les expressions qui sont référentielles,dans une phrase,aient une dénota-
tion Le fait que ces expressions aient une occurrence référentielle se-
ra marqué dans la "lecture" de l'expression à l'aide d'une mise entre 
parenthèses larges de variables catégorisées~ Les variables catégorisées 
qui sont mises entre ces parenthèses . ?ermettent de noter qu'un terme 
présuppose. La mise entre parenthèses larges donne quelque chose comme ( .... " .~xS .. .. ...... ) 
L > 
Les variables catégorisées sont liées à des positions syntaxiques . 
Ainsi, on a 
[NP, SJ [NP, VP, 
X 
1.. ) 
préd. 
X 
.(> 
PL,S] Gp, Prop., PL, VP , Préd., PL. , 
X 
< > 
où la première fonction grammaticale spécifie le sujet, la seconde l'objet direc 
et la troisième l'objet indirect . 
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Un exemple de l'application de la mise .entre parenthèses larges est la 
" lecture"(simplifiée) de regret,un 
( ( oS n. je ) c. NP, oS J 
- (x) 
factif : 
) 
.( St'#ï(~NT > 
t 
(JJRrt>~~ ) 
1 
]lsl,HOLCG/(A t. 
( ... ,',4s) [~vp,0 ({AO ABouT) r s, Vil r J ) 
A/~) ~) 
.( '> .( > 
où l'on peut lire que l'existence dusujet, de même que celle de l'objet, 
sont présupposées. 
Le problème est maintenant de savoir où mettre les parenthèses lar-
ges . Et Katz a une réponse désarmante: 
"There is no general answer to the question of when to re-
present an argument plac~ in a lexical item as referential, 
though often there are generalizations like one about verbs 
of propositional attitudes. This aspect of lexical reading 
has to be detprmined, more or less, on a case-by-case basis, 
by comparing a heavy-parentheses treatment with one that ma-
kesno use of them to discover which provides the best predic-
tions about the semantic properties or relations of the com-
plex constituents and the sentences in which the lexical item 
appears." 52 
Mais pis encore, Katz a besoin d'une règle qui permet d'effacer les 
parenthèses larges au besoin. Par exemple, si un terme dans une phrase 
est marqué par des parenthèses larges et que, selon un autre locuteur, 
le terme n'est pas en position référentielle, ce dernier locuteui n'a 
qu'à appliquer la H.P.W.R., la "heavy-parentheses wipe-out rule", qui 
efface les parenthèses larges au besoin. Cette règle est la suivante: 
(1'-1,) . . o. (o.. c t1, ).c lx!:J .,) ,( N rJ ) 
-0 (H 1 ) • '. • (. .' ( 11 , l [ ~ J.... 1.( r1.., ) 
J... :> 
Elle s'applique dans tous les cas où l'on ne veut pas dire qu'il y 
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a présupposition. 
La définition interprétative présentée par Katz est la suivante: 
"the presupposition of the proposition P is the condition. 
under which a sentence expressing P succeeds in p~rforming 
(in the null context) the illocutionary act Sf the kind for 
which its propositional type qualifies it" 5 
Si, dans le cas de l'assertion, la satisfaction des présuppositions 
est une condition nécessaire et suffisante pour que l'acte de langage 
soit réussi, pour les autres actes de langage, selon Katz, c'est une 
condition nécessaire mais non suffisante. Aussi doit-il définir des con-
ditions de succès pour chaque type --- pour les autresactes de langage 
et définir interprétativement les conséquences de l'échec des présuppo-
sitions. Nous ne nous engagerons pa~ dans la discussion de ces conditions, 
ce qui nou~ demanderait un nombre trop important de pages. 
Nous en savons toutefois suffisamment sur les thèses de Katz pour 
montrer que la théorie de ce dernier souffre de faiblesses majeures. 
Mais avant de montrer ces faiblesses, il convient d'apporte~ quelques 
précisions . Chez Katz, la relation de présupposition lie des propositions 
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et des objets (ou des ensembles d'objets ) ,ou des états de choses 
(dans le cas des factifs, par exemple; ou des énoncés contenant un quan-
tificateur universel). Quand il y a échec des présuppositions, aucun 
acte n'est fait, bien qu'une proposition ait été exprimée, parce que la 
proposition exprimée n'a pas de valeur de vérité. 
Mais cette théorie, bien qu'elle se présente comme scientifique, est 
infalsifiable, à cause de la H.P.W.R., ~ui permet d'effacer les positions 
référentielles au besoin. Par ailleurs, on ne sait pas o~ poser les paren-
thèses larges, puisqu'il n'y a aucune généralisation. Pourtant, on sait 
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que, dans des circonstances normales d'énonc~tion, quelqu'un disant 
"Paul aime Virginie.", présuppose que "Paul" a une dénotation. Katz ne 
semble pas, néanmoins, avoir vu la généralisation que l'on peut faire à 
partir de ce cas. 
Enfin, Katz confond référence et dénotation tout au long de ses tex-
tes.Cette mauvaise utilisation du vocabulaire des théories du langage obs-
curcit l'exposé de la théorie. 
Conclusion 
Au cours de notre survol historique des essais de caractérisation 
de la relation sémantique de présupposition, j'ai soutenu que chez Frege 
et Strawson il y avait une ambiguïté entre une relation sémantique et 
une relation pragmatiquJr0US avons aussi vu que Strawson avait abandonné 
une relation de présupposition caractérisée principalement en termes sé-
mantiques, au profit d'une relation que l'on qualif , ~rait plutôt de prag-
matique, puisqu'on y te trouve la notion de thème, qui fait partie d'une 
théorie de la communication ou de la conversation. 
On s'est aussi rendu compte que la relation dite sémantique de pré-
supposition était finalement de peu dJutilité, puisqu'elle n'est utilisa-
ble que pour analyser des assertions. Par ailleurs, on a vu comment Austin 
a brouillé la distinction entre présupposition et conditions de succès. 
La relation sémantique de présupposition a peu d'importance en théorie 
de la signification. Ceci ne signifie cependant pas que cette relation 
n'ait aucun intérêt. Elle a motivé l'utilisation de logiques déviantes 
--- de logiques trivalentes par exemple ___ et soulève des problèmes rela-
tifs à l'ontologie de la logique formelle --- en particulier relatiftau fait qu 
----, ... 
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la quantification existentielle implique que l'univers de discours _de 
la logique formelle est non-vide . Ce sont là des problèmes de philoso-
phie de la logique qu'il ne nous appartient pas de traiter. Dans ce mé-
moire, il s'agit d'examiner l'impact du problème des présuppositions 
sur les théories de la signification, et non en logique au sens strict. 
En linguistique, l'apport théorique à la théorie des présuppositions 
est faible. Ou plutôt était faible, puisque, depuis 1975, un travail 
important se fait dans ce domaine. Ainsi, une tendance récente se manifeste 
où l'on fait disparaître le problème des présuppositions. Kempson, Boer 
et Lycan, Wilson, sont les principaux représentants de cette tendance . 
Selon ces derniers, les phénomènes q~alifiés précédemment de présupposi-
tionnels sont analysables en termes d'implication stricte et de concepts 
pragmatiques (tels le concept d'implicitation, de Grice (Grice , 1975)). 
Karttunen et Peters font plus ou moins partie de cette nouvelle tendance . 
Dans les années 1970, on a mis en place une notion pragmatique de 
présupposition , ' et ce, en particulier, devant des difficultés relatives 
au problème de la projection. Cette notion est l'objet des prochains cha-
pitres. 
. Addendum noms propres et descriptions définies 
Nous n'avons pas fait de distinction entre les présuppositions à 
l'utilisation des descriptions définies et à l'utilisation des noms pro-
pres . Il faut maintenant expliquer cette négligence. 
Jusqu'à Strawson, cette distinction ne fait pas de problèmes . Chez 
Frege, on a vu pourquoi . Chez Strawson, la raison est à peu près la même, 
puisque, pour Strawson, un locuteur utilisant un nom propre a "à l'esprit" 
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un certain nombre de descriptions définies, descriptions s'appliquant au 
porteur du nom propre, que le locuteur peut substituer au nom propre. 
(Voir Strawson, Individuals.) On pourrait considérer qU'UB nom propre est 
une variable pour description définie, description définie utilisée attri-
butivement chez Strawson. C'est là le "paradigme de l'arrière-fond des 
descriptions" selon l'expression de Donnellan. 
Un autre paradigme s'est installé. Ses représentants sont Kripke 
li ("Naming and Necessity") et Donnellan (Proper Names and Definite Descrip-
tions"). Selon ces derniers, aucun arrière-fond de descriptions n'est 
nécessaire pour utiliser un nom propre, et les noms propres n'ont pas de sens. 
Selon les tenants debes thèses, Frege aurait soutenu dans la fameuse ' note 5 
de Frege\1892J, que les . nomS. prQpres ont un sens · . . . Al' intérieur de ce 
nouveau paradigme, le problème des présuppositions ne s'est pas clairement 
posé (mais voir Donnellan, "Speaking of Nothing") pour les noms propres. 
Haack (Haack, 1978) soutient une approche qui se situe en marge des 
deux paradigmes déjà mentionnés. Selon cette dernière, les noms propres 
sont utilisés sur un fond d'information partagée au moins partiellement. 
Cette théorie se distingue de celle de Strawson, à cause de la notion 
de fond partagé, tout en se rapprochant de la théorie de la commu-
nication présentée par Strawson. 
Mais ces positions de Haack nous ramènent au niveau de la pragmatique. 
CHAPITRE II 
"" Les "notions pragmatiques de présupposition 
On peut identifier, en philosophie du langage, plusieurs notions 
pragmatiques de présupposition . Parmi celles-ci on retrouve celle de: 
Keenan (Keenan, 1971), qui est la plus faible et la plus générale: 
"( ... ) we could state the general definition of pragmatic 
presupposition as follows: an utterance of a sentence 
pragmatically presupposes that its context is appropria-
te." (Keenan, 1971, p.49) 
Parmi les traits du contexte qui seraient pertinents pour que l'énon-
ciation d'une phrase soit comprise et qui permettraient de définir l'adé-
quation, on retrouve: 
.. ( a) 
(b) 
(c) 
(d) 
(e) 
status and kind of relations among the participants; 
age, sex, and generation relations among the participants 
status, kin, age, sex, and generation relations between 
participants and individuals mentioned in the sentence: 
presence or absence of certain objects in the physical set-
ting of the utterance; and 
relative location of participants and itema mentioned in 
the sentence itself." l 
Mais teenan , tout en considérant que sa définition est trop vague, 
ne produit aucune théorie de l'adéquation des énoncés . Sa définition est 
en effet nettement déficiente, puisque le définiendum a une occurrence 
dans le définiens. Pour ce , elle est inutilisable. 
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Toutefois, elle a un caractère descriptif qui permet d'entrevoir les 
phénomènes que l'on veut saisir à l'aide de cette nouvelle notion: ce 
qui doit être réalisé pour qu'une énonciation soit adéquate. Ici, le ter-
me "adéquat" n'est pas défini. Par ailleurs, la notion de contexte utili-
sée par Keenan demeure vague . Nous reviendrons sur ces problèmes . 
On peut aussi considérer comme une définition de la relation pragma-
tique de présupposition la reconstruction, par Boer et Lycan (Boer et Ly-
2 
can, 1976), de la notion d'invitation à l'inférence de Zwicky et Geiss ~ : 
"Sl invite à l:inférence de S2 (où "s" est une variable pour 
phrase)= donné un certain fond de croyances, on pourra a-
voir une certaine certitude en assumant que si quelqu'un é-
nonce Sl, il agira comme voulant être vu comme s'étant en-
gagé, en énonçant Sl, à la vérité -de S2:" 3 
Par exemple, quelqu'un disant "Elle n'a pas réussi à convaincre le 
jury." agi t comme s'engageant vis -à-vis la véri té de "Elle a essayé de 
convaincre le jury." 
Malheureusement, la notion d'invitation à l'inférence demeure très 
vague: la notion de "fond de croyances" devrait être précisée (qu'y a-t-il 
dans ce fond?) et la façon dont est faite l'inférence devrait être es-
quissée avec plus de netteté . Cette notion ressemble à celle d'implicita-
tion que l'on retrouve chez Grice (Grice, 1975) et qui sera examinée 
plus loin. Cette ressemblance est encore plus évidente si on examine la 
version originale de la notion d'invitation -à l'inférence: 
"Une phrase de forme (x.:> y) invite à une inférence de 
forme (<v x~ .vyL" 4 
Si quelqu'un dit "Si tu m'embêtes ce soir, je ne te laisserai pas 
aller au cinéma demain.", il invite à croire "Si tu ne m'embêtes pas ce 
soir, je te laisserai aller au cinéma demain." Selon les deux linguistes 
(Zwicky et Geiss ), on retrouverait ici la formulation d'un principe de 
perfection du conditionnel. Ce principe est modifiable pour avoir la 
formulation plus générale: 
" rUne phrase de forme (X v y);:, Z invite à l'inférence de 
(X. Y):l Z"5 
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Par exemple, si un locuteur dit "Si Roger joue de la flûte ou chante 
un air d'opéra, je mange mon chapeau.", il invite à croire "Si Roger 
joue de la flûte et chante un air d'opéra, je mange mon chapeau.". Mais, 
toujours selon ces auteurs, la notion d'invitation à l'inférence rend 
compte de phénomènes explicables à l'intérieur de la théorie gricéenne 
de la conversation en termes d'implicitation non conversationnelle. Ce~n-
dant, hi Zwicky ni Geis . ne savent quelle serait cette explication. 
De toute façon, la notion d'invitation à l'inférence est beaucoup 
trop restreinte pour être utilisée comme notion pragmatique de présuppo-
sition, puisqu'elle ne permet de saisir qu'un phénomène lié aux condition-
nelles. 
6 7 
Enfin, Gazdar mentionne une définition de Thomason ,définition 
formulée en termes d'implicitation: 
"Sentence A pragmatically 
lative to a context C if 
B rela tive to C ~nd" A 
B relative to C." 
presupposes a proposition B re-
A conversationally implicates 
conversationally implicates B 
Cette définition fait appel à une théorie de la conversation qui 
est relativement faible, comme on le verra. On pourrait poursuivre plus 
longuement cette énumération d'essais de caractérisation d'un concept ou 
d'une relation pragmatique de présupposition. A mon avis , mis à part des 
théories très récentes ( celle de Gazdar, par exemple), deux théories 
méritent d'être prises au sérieux. La première, celle de Stalnaker, fut 
construite dans le but d'analyser des problèmes pragmatiques. La seconde , 
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celle de Karttunen et Ppters, dans le but de résoudre le problème de la 
projection. Nous aborderons cette dernière théorie dans le prochain cha-
pitre. Dans ce chapitre-ci, on trouvera d'abord un examen de la théorie 
de Stalnaker avec un exposé de_la conception de la sémantique et de 
la pragmatique sur laquelle elle repose, et finalement un exposé des deux 
premières théories de Karttunen. Ces deux théories occupent une place im-
portante dans la littérature sur les présuppositions, et nous permettront 
d'introduire et de mettre en perspective la théorie que Karttunen a mis 
en place avec Peters. 
1. Stalnaker 
Pour Stalnaker, la sémantique est l'étude des propositions et de leurs 
relations avec les phrases qui les expriment. Ici la notion de . propo-
sition est caractérisée dans les termes de la sémantique des mondes pos-
sibles (possible-worlds semantics): une proposition est une fonction de 
mondes possibles dans valeur de vérité. Cette caractérisation demande 
quelques commentaires. Kripke, vers la fin des années cinquante, introdui-
sit ce type de sémantique, qui fut largement utilisé par Montague dans 
les années soixante, et dont on peut retrouver les origines chez Carnap 
(Carnap, 1947). Les sémanticiens installés à l'intérieur de ce paradigme 
définissent ce que Carnap appelait des intensions, qui ne sont pas des 
entités linguistiques, en termes de fonetion de monde possible dans exten-
sion. Plus pr.écisément, chaque t ype d' intension est définie comme une 
fonction de monde possible dans l' extension correspondant à ce type. Par 
exemple, alors que chez Carnap une description définie a pour extension 
un objet , et pour intension un concept individuel, dans le nouveau para-
digme, l'extension de la description définie demeure un objet, mais son 
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intension est définie comme une fonction de mond@ possiblesdans objet 
individuel. La notion de proposition exposée plus haut est un autre type 
de définition produite à l'intérieur de ce paradigme.je ne ferai pas ici 
un exposé d'introduction à ce type de sémantique,qui sera utilisée au 
, 
cours de ce chapitre et des chapitres suivants. (Pour plus de détails, on 
lira Hugues et Cresswell, 1968, Haack, 1978, Dowty, 1981, ou les articles 
de Kriple., (Kripke, 1963) I.On pourra aussi consulter l'ad-
dendum à la fin de ce chapitre.) 
Le problème majeur en sémantique est la définition des conditions 
9 
de vérité pour des phrases de certaines langues . 
Mais la sémantique ne peut, selon Stalnaker, rendre compte des pro-
pos~tions exprimées par certaines phrases, celles contenant des expressions 
indexicales. Les propositions exprimées par de telles phrases varient re-
lativement au contexte dans lequel elles sont exprimées. Par exemple, une 
phrase contenant l'expression indexicale "je", comme "Je suis malade." 1 
' exprime différentes propositions selon le locuteur qui l'utilise. Aus.si, 
la valeur de vérité de la proposition exprimée par cette phrase varie d'un 
contexte à l'autre, selon le locuteur qui l'utilise. Si je dis cette 
phrase au temps t, la proposition exprimée par cette phrase est fausse, 
parce que je ne suis pas malade. Mais si Pierre Trpmblay, qui est malade 
au temps t, utilise cette phrase au temps t, la proposition exprimée 
sera vraie. 
Pour rendre compte de ces phrases, il faut utiliser la notion de con-
texte. Cette dernière notion est pragmatique selon Stalnaker. 
La pragmatique est définie par ce philosophe comme: 
"( ... ) the study of linguistic acts and the contexts in 
which they are performed."lO 
La pragmatique doit: 
1) définir et caractériser les types d'actes illocutoires et 
leurs conditions de succès, et 
2) caractériser les traits du/des contexte(s) d'énonciation 
pertinents pour l'interprétation des énoncés. 
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Les traits pertinents seront utilisés non seulement pour interpré-
ter les phrases contenant des expressions indexicales, mais toutes les 
phrases. Ainsi, les phrases utilisées seront interprétées à l'aide de 
deux systèmes d'indices. Dans un premier, des mondes possibles, pour 
avoir des propositions, et dans un second, des contextes, pour avoir 
une phrase complètement interprétée. Plus précisément, une proposition 
* est représentée par F(W,(l,O) , et la phrase complètement interprétée 
11 
par F( prop., C)~* 
Stalnaker range parmi les traits pertinents du contexte les présup-
positions pragmatiques. On peut définir ces présuppositions, par antici-
pation, comme un ensemble de propositions considérées comme vraies par 
un locuteur, qui assume que son allocutaire fait de même. 
Ces présuppositions sont: 
1) faites par un locuteur dans une conversation, 
2)"des dispositions linguistiques complexes manifestées dans le 
12 
comportement linguistique", 
3) normalement considérées comme vraies (mais rien n'empêche qu'elles 
puissent être vues fausses), 
4) indexées à un moment du temps, et peuvent varier au cours d'une 
* Où West un ensemble de mondes possibles, "l" et "Ill" le vrai et le faux. 
** Où "prop." est une variable pour proposition et'C'une variable pour context 
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conversation ( le contexte peut changer, ne serait-ce que par ce 
simple fait.) 
On a ici une relation liant un locuteur, un énoncé et un contexte. 
Stalnaker adoptera successivement quatre positions sur la relation 
présupposition/contexte. En 1970, il affirme que les présuppositions 
pragmatiques forment l'élément le plus important du contexte, en 1973 , 
qu'elles définissent le contexte, et en 1974 qu'elles ne définissent 
qu'en partie le contexte. En 1978, il reprend la position de 1973. Par 
ailleurs, en 1973 sera abandonné le trait 2) auquel sera substitué le 
trait: 
2') présupposer est une attitude propositionnelle, "l'attitude 
13 
d'accepter quelque chose comme vrai." 
qui sera abandonné en 1974 au profit de: 
2' ') présupposer est une "disposition linguistique - une dispo-
sition à agir dans l'utilisation de la langue comme si on 
avait certaines croyances, ou faisions certaines assomptions." 
Il restait à Stalnaker à préciser son concept de présupposition . Il 
présenta d'abord la définition suivante: 
"To presuppose a proposition in the pragmatic sense is to 
take its truth for granted, and to assume that others 
involved in the same context do the same."lS 
Cette définition fut ensuite précisée: 
D "A speaker presupposes that P at a given moment in a con-
versation just in case he is disposed to act in his lin-
guistic behavior as if he takes the truth of P for granted, 
and as if he assumes that his audience recognizes that he 
is doing sa." 16 
Il présente finalement trois définitions possibles: 
14 
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"(a) X h Q a sentence presupposes t at just in case the use of 
X to make a statement is appropria te (or normal, or con-
versationally acceptable ) only in contexts wnere Q is 
presupposed by the speaker; 
(b) the statement that P (made in a given context) presuppo-
ses that Q just in case one can reasonably infer that 
the speaker is presupposing that Q from the fact that 
the statement was made; 
(c) the statement that P (made in a given context) presupposes 
that Q just in case it is necessary to assume that the 
speaker is presupposing that Q in order to understand or 
interpret correctly the statement." 17 
Remarquons que ces trois définitions ne sont pas équivalentes entre 
, 
elles et qu'aucune n'est équivalente ,a la définition qui les précède, 
la définition D. La première est une caiactérisation de phénomènes 
sémantiques en termes pragmatiques (elle s'applique à des phrases), et 
les deux dernières caractérisent un phénomène pragmatique, à cause de la 
notion de statement. Mais toutes ces définitions sont circulaires ou ren-
voient à la définition D: les deux dernières à caus e de la présence dans 
le définiens des présuppositions faites par le locuteur, et la 
première . à cause de l'expression "use ... to make a statement", qui ren-
voie aux définitions (b) et ( c), et ainsi à la définition D. Descripti-
vement, la définition D répond à certaines intuitions sur lesquelles se 
basent la plupart des philosophes formulant des notions pragmatiques de 
présupposition: on voudrait saisir à l'aide d'une telle notion l'ensem~e 
des propositions qu'un locuteur considère comme vraies au cours de la con-
versation, et considère comme partagées par ses allocutaires. Ces pro po-
sitions posent des contraintes sur les actes illocutoires que peut perfor-' 
mer un locuteur à un temps t. 
Cette notion permet de rendre compte du fait que, par exemple, quand 
je parle de la crise polonaise avec mon barbier, je présup~ose un certain 
nombre de choses: que les évènements dont on parle oŒtlieu en Pblogne, 
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que Solidarité est un syndicat indépendant, que la Pologne est aux prises 
avec de graves problèmes économiques, etc . .. Mais, dans une situation nor-
male, je ne présuppose pas une connaissance des relations soviéto-po1o-
naises depuis 1917, ni l'oeuvre de Lénine: je ne puis faire ces deux 
dernières présuppositions parce que je ne puis considérer que mon barbier 
connait ces relations et a lu l'oeuvre de Lénine. Les présuppositions ont 
de l'importance pour déterminer quels actes illocutoires je performerai. 
Il est évident que peuvent s'ajouter de nouvelles présuppositions. 
Si je suis un spécialiste dps relations soviéto-polonaises, en discutant 
de cette crise, je restreins le nombre de propositions que je puis consi-
dérer comme partagées. Mais, si au cours de la conversation j'apprendS 
que mon barbier a fait une thèse de doctorat sur le sujet, j'élargirai 
la classe des propositions que je puis considérer comme partagées. De 
même, si on échange de l'information au cours de la conversation, le champ 
des propositions qui sont partagées s'élargit . 
Il faut rendre compte de l'élargissement de la classe des proposi-
tions partagées et, inversement, de son rétrécissement . 
Il peut aussi arriver que mon barbier ne soit pas du tout d'accord 
avec la vérité de toutes les propositions que je présuppose vraies et 
qu'il se mette à contester certaines de ces propositions. A ce moment, 
des propositions présupposées seront affirmées, niées, discutées, etc . . .. 
Le modèle devra aussi rendre compte du fait que les présuppositions peu-
vent être affirmées, niées, etc . . . et, éventuellement, modifiées: la 
présupposition d'une proposition peut devenir, au cours de la conversation , 
la présupposition de sa négation . Plus globalement, le modèle devra rendre 
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compte du fait que les présuppositions à tl et les présuppositions à t2 
ne sont pas identiques. 
Ces présuppositions sont des propositions, propositions qui ne sont 
pas nécessairement formulées linguistiquement. Stalnaker ne prend pas 
position sur la question de savoir si un locuteur devrait donner ces pro-
positions si on le lui demandait. 
Cet ensemble de propositions doit respecter certaines contraintes, 
dont la plus intéressante est qu'il doit être consistant et déductivement 
clos* au temps t. Cette contrainte est trop forte et, on le montrerait 
facilement, inadéquate: Mais elle a l'avantage de permettre de formuler 
la notion pragmatique de présupposition en termes de mondes possibles, 
ce que fait Stalnaker. Il écrit. 
"Given the presuppositions, a set of worlds is defined as 
containing just those in which the presuppositions are true. 
Given the set of possible worlds, the set of presuppositions 
is defined as containing just those which are true in all 
the possible worlds in the set. Intuitively, this set of pos-
sible worlds, which l call the presupposition set, contains 
just the alternative possibilities which the speaker consi-
ders to be relevant to the purpose of the participants in the 
conversation, or just the alternative possibilities among 
which the participants are expected to have some reason to 
distinguish with the propositions they might express." 18 
Stalnaker soutient aussi que la notion pragmatique de présupposition 
a plus d'intérêt que la notion sémant.ique (et rend cette dernière élimi-
nable.)Jrois de ses arguments sont les suivants: 
* Un ensemble de propositions est déductivement clos s'il contient 
toutes les conséquences logiques des propositions qu'il contient, 
c'est-à-dire que s'il contient P et P~Q, il contient Q, par exem-
ple. Un ensemble de propositions est consistant s'il ne contient 
pas de proposition de forme (r.~ P). 
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1) on peut expliquer ainsi des changements de présuppositions d'un contexte 
à un autre; 
2) on peut plus facilement distinguer cette relation de présupposition 
~ de la relation d'implication stricte; 
3) l'analyse pragmatique relie le phénomène des présuppositions aux 
situations de conversation. 
Pour appuyer le premier argument, Stalnaker fournit l'exemple sui-
vant: normalement, l'énoncé "My cousin isn't a boy anymore . " présuppose 
que "cousin" est marqué sémantiquement MALE; mais il est facile d'imaginer 
un contexte où il y a présupposition pragmatique, et où , par l'énoncia-
" 
tion de cette phrase, on affirme que ce cousin a changé de sexe. La pré-
supposition pragmatique est donc qu'elle est jeune, alors que la présup-
position sémantique est qu'il est un mâle. La phrase serait sémantiquement 
ambigug si on utilise un concept sémantique de présupposition, et elle 
ne l'est pas si on utilise un concept pragmatique de présupposition: on 
pourrait simplement dire que les contextes ont varié, alors que la pro-
position exprimée par la phrase demeure - "univoque" . 
Pour appuyer le second argument, Stalnaker montre que la relation 
d'implication stricte a pour arguments des propositions, alors que la 
relation pragmatique de présupposition a pour do~aine des locuteurs et 
pour codomaine des propositions. Par ailleurs il faut remarquer que ce 
qui est pragmatiquement présupposé par un locuteur peut aussi être impli-
qué strictement par le contenu propositionnel de ce qu'il dit. Par exemple, 
"Paul réalise que Virginie a des cheveux blancs." a pour présupposition 
pragmatique la proposition exprimée par "Virginie a des cheveux blancs.", 
et implique strictement cette dernière proposition. 
---
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Pour appuyer son troisième argument, il écrit: 
" ~lore generally, it might be that one can make sense of a con-
versation as a sequence of rational actions only on the assum-
ption that the speaker and his audience share certain presup-
positions. If this kind of explanation can be given the fact 
that a certain statement tends to require a certain presuppo-
sition, there will be no need to complicate the semantics and 
lexicon." 20 
Ce type d'approche permet d'éviter la formulation d'hypothèses ad hoc 
relativement au comportement de certains items lexicaux. 
D'autre part, Stalnaker affirme que l'on peut, à l'aide de cette 
notion, définir une notion sémantique de présupposition . Cette notion est 
la suivante: 
Une phrase présuppose sémantiquement une proposition si l'uti-
lisation de cette phrase est inadéquate à moins que le locuteur 
présuppose cette proposition. 
21 
On dira alors que "(la) phrase exige une présupposition". L'usage de 
cette phrase serait inadéquat . si le locuteur 
22 
agit c omme s'il ne cr oyait pas 
ce qui est présupposé La notion pragmatique de présupposition serait 
donc primitive et la notion sémantique dérivée. 
Remarquons qu'une telle définition avait déjà été produite par Stal-
naker (c'est la définition a)). 
Voyons comment cette théori p résoud certains problèmes. Celui de la 
projection est résolu d'une façon aussi simple qu'élégante . Pour les énon-
cés complexes où plusieurs énoncés sont liés par des connecteurs logiques, 
la solution est la suivante: quand un locuteur utilise un énoncé comple-
xe de ce type, la proposition exprimée par chaque phrase utilisée 
s'adjoint à l'arrière-fond partagé, de même que ses présuppositions si 
elle en a. Par exemple, si un locuteur dit une phrase déclarative de for-
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me liA et B", il affirme A et affirme B. Mais dès qu'est affirmé A, la 
proposition exprimée par A va rejoindre l'arrière-fond, et devient une 
présupposition au reste de la conversation, de même que les présuppositions 
de A, s'il y a lieu,' Il y a ainsi enrichissemen~ de l'arri~re-fond par-
tagé, parce que ce qui est affirmé à tl peut être présupposé à t2. Notons 
qU'il Y a ici abandon de l'idéalisation selon laquelle l'énonciation de 
(P.Q), par exemple, a lieu en un temps t . 
La solution au problème des factifs est aussi très simple: on dit 
simplement que le locuteur présuppose la vérité de la propesition expri-
mée par la phrase en position de complément. Ici, Stalnaker reste fidèle 
aux Kiparsky, 
23 
Les définitions de Stalnaker, comme le souligne Gazdar contiennent 
des expressions vagues: "appropria te" , "reasonably infer", "assume" "to 
, --
understand or interpret correctly~ 
On voudrait que soient formulés des critères permettant d'évaluer 
l'adéquation d'un énoncé dans une conversation relativement aux proposi-
tions considérées comme vraies par un locuteur, que soient énoncées des 
"règles" par lesquelles un locuteur peut faire l'inférence ou que soit 
caractérisée la notion d'interprétation correcte. 
Par ailleurs, ces définitions ont des conséquences inacceptables. 
Suivant ces définitions, si une assertion a des présuppositions qui sont 
en contradiction avec le contexte, elle ne peut être interprétée correc-
tement, est anormale, etc... Par exemple, si quelqu'un dit "Je n'ai pas 
réussi à aller vous rejoindre.", il est dit présu?poser, et considérer 
comme partagé, "J'ai essayé d'aller vous rejoindre." Selon Stalnaker, un 
locuteur disant la première phrase mentionnée, sans présupposer ou présup-
poser comme partagée la dernière proposition fait un acte illocutoire 
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inadéquat . Mais un locuteur peut dire "Je n'ai pas réussi à aller vous 
rejoindre." à des gens qui ne savent pas qu'il a essayé, tout en ne pré-
supposant pas qu'i~ savent qu'il a essayé, fait une assertion qui n'est 
pas, intuitivement du moins, problématique dans la conversation. 
Comme le remarque Gazdar: 
"( ... ) utterances which have a presupposition that clashes 
with the context are not infelicitous, unacceptable, incom-
prehensible, inappropriate, insincere, etc ... ; they sim-
ply loose their presuppositions." 24 
Gazdar souligne aussi que si les présuppositions doivent être par-
tagées, on élimine la possibilité de véhiculer de l'information sous 
forme . de présupposition. Dans notre dernier exemple, on peut dire que 
de l'information était véhiculée sous forme de présupposition. Evidem-
ment, on peut éviter ce dernier problème. On n'a qu'à poser qu'on agit 
comme si l'allocutaire partage les présuppositions. C'est là la stra-
tégie de Stalnaker. La communication de nouvelles informations sous for-
me de présuppositions serait alors un élargissement du champ des 
présuppositions à l'aide de propositions que l'on considérait comme 
non partagées, et que l'on considère maintenant à tort comme partagées. 
Cette procédure est à mon avis assez artificielle, puisqu'on 
peut toujours ajouter aux présuppositions des propositions que l'on dé-
sire considérer comme partagées. Il n'est alors plus possible qU'il yait 
échec des présuppositions, ou que l'acte de langage soit inapproprié, 
puisqu'il n'y a aucune contrainte sur l'élargissement du champ des 
présuppositions. 
Stalnaker a, dans "Assertion", présenté une théorie des contextes 
qui permet de répliquer à certaines de ces critiques. Voyons cette théo-
rie et ces répliques possibles. 
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En utilisant la notion de présupposition du locuteur (voir la défi-
nition D), " qu'il définit en termes de mondes possibles " et &ppelle l'en-
semble contexte( "l'ensemble des mondes possibles reconnus par le locu-
25 
t "eur comme des "options vivantes" pertinentes à la conversation"), Stal-
naker produit la théorie suivante. 
Dans une conversation il y a au moins deux locuteurs, et donc au 
moins deux contextes, représentant respectivement les présuppositions du 
locuteur et celles de l'allocutaire. On dira alors qu'un contexte est 
non défectueux s'il est partagé par tous les participants, c'est-à-dire 
s'il est identique à l'ensemble contexte de chacun des participants, dé-
fectueux s'il n'est pas partagé par tous et presque non défectueux si 
les divergences entre ce contexte et les autres n'affectent pas le cours 
de la conversation. 
Dans ces deux derniers cas, les contextes auront tendance à s'équi-
librer, puisque les locuteurs auront tendance à chercher une base pour 
poursuivre la conversation ou les conversations ne se produiront pas. 
Dans cette théorie, on admet aussi que les contextes puissent varier,au 
cours des conversations, à cause des actes performés dans ces conversa-
tions. 
Stalnaker représente la proposition exprimée à l'intérieur d'une 
conversation dans une matrice bidimensionnelle de la forme: 
r J 
l 
J 
K 
où l est le monde de l'énonciation (le monde du locuteur) , J et K, des 
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mondes dans lesquels sont deux locuteurs. 
En axe horizontal,les mondes fonctionnent comme arguments permettant 
de dire quelle proposition fut exprimée, et en axe vertical, les mondes 
fonctionnent comme contexte, et permettent de déterminer ce qui fut dit 
ou compris. 
Imaginons que dans un monde d'énonciation l*et un contexte i un 
locuteur dise: "Tu es un imbécile." à O'Leary, dont le monde est J et 
le contexte j, devant Daniels, dont le monde est K et le contexte k. 
Admettons d'abord que l'énoncé est vrai, et que Daniels croit aussi qu'il 
est vrai. Admettons en plus que O'Leary ne croit pas itre un imbécile, 
et croit à tort que Daniels est un imbécile. Admettons finalement qu'il 
sait que le locuteur et Daniels croient qu'il est un imbécile. Pour ter-
miner notre petite mise en scène, disons qulil y a un malentend~ . et que 
Daniels croit que le locuteur parle de lui. 
On peut produire les tableaux suivants qui montrent, en termes de 
valeur de vérité, comment a été interprété, dans chaque contexte, ce qui 
fut dit par le locuteur. 
Pour le locuteur, on a le tableau suivant: 
It ~ ~. 1 J 1 V t (i) F Q) 
Dans la première case, la valeur de vérité est le vrai: le locuteur 
croit que la proposition qu'il a exprimée est vraie. Dans la seconde, la 
valeur est le faux: O'Leary ne croit pas itre un imbécile. Dans la case 
3, la valeur est le vrai: Daniels croit aussi que O'Leary est un imbéci-
le, et donc que la proposition exprimée est vraie. 
*Dans le texte, les minuscules sont des variables pour contextes, et les 
majuscules, des variables pour mondes. 
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Pour O'Leary, 
~I I® ç 
on a le tableau: 
J 1 ~ f 
Dans la case 4, on a le vrai parce que O'Leary sait que le locuteur 
croit qu'il est un imbécile. Dans la case 5, on a le faux parce que 
O'Leary ne croit pas être un imbécile. Dans la case 6, on a le vrai 
parce que O'Leary sait que Daniels croit qu'il est un imbécile. 
on a le tableau: 
I(Ç)~ l~~l 
Dans la case 7, la valeur est le faux parce que Daniels a mal 
interprété la proposition exprimée, croyant que le locuteur parlait de 
lui, et que Daniels sait que le locuteur ne croit pas qu'il est un imbé-
cile. Dans la case 8, on a le vrai parce que Daniels sait que O'Leary 
croit qu'il est un imbécile. Dans la case 9, on a le faux parce que Da-
niels ne croit pas être un imbécile. 
Si on assemble ces. trois tableaux, on obtient le tableau · suivant: 
1 J 1\ 
l \1 Ç" V 
J V F V 
K ç: V F 26 
Le fait que les deux premières lignes horizontales soient identi-
ques indique que le locuteur et O'Leary se sont entendus · sur ce qui fut 
dit, c'est-à-dire qu'ils ont interprété d'une même façon l'expression 
indexicale "tu". Le fait que la dernière ligne soit différente indique 
que Daniels n'a pas interprété correctement l'expression indexicale, et 
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qu'il ne s'entend pas avec les autres sur la proposition exprimée. Le 
fait que la première ligne verticale soit identiq~e ' à la dernière indique 
que le locuteur et Daniels sont d'accord sur la valeur de vérité de la 
proposition exprimée et celle que Daniels croit avoir été exprimée . 
Ce nouveau développement permet de résoudre le problème de Gazdar 
relativement ' à l'imprécision des concepts utilisés, de la notion d'incom-
préhension par exemple: on dira qu'il y a incompréhension, c'esË-à-dire 
qu'une assertion n'est pas interprétée correctement quand l'allocutaire 
qui interprète la phrase n'a pas le même contexte que le locuteur. 
La seconde ctitique tombe aussi ( partiellement tout au moins) , puis-
que , étant donnée la notion de contexte de "Assertion" , une assertion ne 
peut être en conflit avec le contexte du locuteur: on peut éliminer n'im-
porte quelle ~roposition de l'arrière-fond. Par ailleurs, affirmer une 
proposition présupposée conduirait certainement à un insuccès dans la con-
versation --- le genre d'insuccès qu'on a quand on affirme ' une évidence au mauva ' 
moment. La dernière critique devient aussi caduque, mais pour une curieuse 
raison: il serait possible de véhiculer de l'information sous forme de 
présupposition uniquement dans les contextes défectueux ou partiellement 
défectueux . Notons que les contextes ici appelés défectueux ou partielle-
ment défectueux sont ceux sUr le fond desquels se déroulent la plupart 
des conversations. 
Cependant, cette théorie a encore un linconvénient majeur: elle est 
trop contraignante. On ne peut rendre compte, par exemple, de nouveaux 
noms propres, de nouvelles descriptions définies ou m~me de nouvelles 
propositions sous forme de présupposition, dans un contexte non défectueux . 
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Si, par exemple, quelqu'un dit, dans une conversation à propos du 
Watergate: "Miss Wood a brûlé les bandes magnatiques.", et que personne 
' . 
ne connait Miss Wood, on devra dire que ou l'assertion est défectueuse 
ou le contexte est défectueux. On préfèrera dire que le contexte est dé-
fectueux, parce que l'assertion ne crée pas de problèmes majeurs. 
Mais surtout, on remarquera que cette assertion ne peut être faite 
que dans un contexte défectueux ou partiellement défectueux. Dans un con-
texte non défectueux, elle n'aurait pas sa place. Cependant, on voudrait 
pouvoir dire qu'on peut faire une assertion "conversationnellement réus-
sie" même si tous les locuteurs ne partagent pas le même arrière-fond, 
et que quand les contextes des locuteurs ne sont pas identiques, ils ne 
sont pas nécessairement défectueux. Ce que Stalnaker appelle un contexte 
non défectueux est en fait un contexte où aucune assertion n'est faite, 
parce que tout ce qui peut être dit est connu de tous . 
Stalnaker répliquera que son modèle est idéal. On lui répondra que 
dans son modèle idéal toute assertion sera défectueuse, parce qu'elle se-
ra partagée, dans un contexte non défectueux, et que toute conversation 
se fait dans un contexte plus ou moins défectueux. Mais on voudrait ren-
dre compte du fait que les actes illocutoires performés dans des contex-
tes défectueux, partiellement défectueux ou non défectueux, et que nous 
appellerons des contextes normaux, sont parfois réussiset parfois non 
réuss~ et non que le contexte est défectueux ! 
Par ailleurs, on voudrait aussi pouvoir dire qu'une proposition 
connue de tous peut être affirmée dans u ne conversation sans que l' asser-
tion soit défectueuse dans la conversation. Par exemple, lors d'un pro-
cès, l'avocat de la couronne peut dire, en parlant de l'accusé, "Ce t 
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assassin mérite un châtiment exemplaire.", et l'avocat de la défense 
peut lui répliquer: 
(1) "Jusqu"à preuve du contraire, cet homme n'est pas un assassin." 
Manifestement (1) fait partie des présuppositions de tous les inter-
venants dans le procès. L'assertion (1) serait défectueuse conversation-
nellement selon Stalnaker. Mais, intuitivement, l'assertion (1) est par-
fois très pertinente --- comme dans le cas plus haut --- et non défec-
tueuse conversationnellement. 
2. Karttunen 
Voyons maintenant les deux premières théories de Karttunen. 
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Dans "Presuppositions of Compound Sentences" Karttunen présenta 
la théorie des "bouchons", des "filtres" et des "trous", où le problè-
me de la projection est analysé sur la base de la distinction entre 
trois sortes de prédicats. Dans cette théorie, la relation de présuppo-
sition lie des phrases ( nous dirons des énoncés) dans un contexte (ici 
le contexte est un ensemble de propositions qui forment les background 
assumptions représentant des faits assumés) . 
Les premiers prédicats, les "bouchons", bloquent les présuppositions 
d'énoncés en position de complément dans des énoncés complexes.Les présup-
positions de l'énoncé en position de complément, de même que cet énoncé, 
ne sont alors pas des présuppositions de l'énoncé complexe. 
Les performatifs, selon Karttunen, sont des "bouchons" - sauf 
quand ils commencent par "Je", quand l'énoncé en position de complément 
est utilisé performativement, et quand ils sont utilisés pour faire une 
citation indirecte. Par exemple, la présupposition de "La licorne de Vir-
ginie aime la pizza.", "La licorne de Virginie existe.", n'est pas une 
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présupposition de "Paul mentionna que la licorne de Virginie aime la piz-
za." ou de "Paul a dit que la licorne de Virginie aime la pizza." .Mais 
"La licorne de Virginie existe." est une présupposition de "Je dis que 
la licorne de Virginie aime la pizza." ou de "Je dis: la licorne de Vir-
ginie aime la pizza.". 
Les "trous" laissent passer à la phrase complexe les présuppositions 
de l'énoncé inséré en position de complément, et, éventuellement, la vé-
rité de cet énoncé. Parmi les "trous" on retrouve les factifs, les atti-
tudes propositionnelles et les prédicats créant des mondes (world-crea-
ting predicates). Par exemple, "La licorne de Virginie existe . " est une 
présupposition de "Paul sait que la licorne de Virginie aime la pizza.", 
de "Paul croit que la licorne de Virginie aime la pizza." ou de "Paul 
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reve que la licorne de Virginie aime la pizza." De même, les propositions 
exprimées par les phrases en position de complément dans le premier exemple 
sont des présuppos{tions de nbtre second .exemple. 
Les "filtres" sont les cas les plus intéressants: ils laissent par-
fois passer les présuppositions des phrases qui formpnt l'énoncé com-
plexe, et parfois les bloquent . Les connecteurs logiques sont des "fil tres" . 
Les connecteurs logiques se comportent de la façon suivante selon 
Karttunen. 
- l'implication matérielle: 
Soit un énoncé S de forme "8i A alors B" ( où "A", "B" , et "c" sont 
des variables pour énoncés): 
(a) si A présuppose C, alors 8 présuppose C, 
(b) si B présuppose C, alors 8 présuppose C, sauf si A implique sémanti-
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quement C. 
Par exemple, dans "Si Paul va embrasser Virginie, alors il embras-
sera Virginie pour une seconde fois." la présupposition de la seconde 
partie de l'énoncé est "Paul a déjà embrassé Virginie", qui n'est ni 
présupposé ni impliqué strictement par la première partie de l'énoncé. 
C'est donc une présupposition de cet énoncé. 
Mais il en va tout autrement pour: "Si Jacques a des enfants, tous 
les enfants de Jacques sont chauves.". La présupposition de la seconde 
partie de l'énoncé complexe est affirmée dans la première partie de cet 
énoncé et n'est donc pas une présupposition de l'énoncé complexe. 
- la conjonction: 
Soit un énoncé S de forme "A et B": 
(a) si A présuppose C, alors S présuppose C, 
( b) si B présuppose C, alors S présuppose C, à moins qu'il existe un en-
semble (peut-être vide ) X de propositions tel que Xu(A) !~C, avec la 
contrainte sur X que x l~~ et x l~ C. 
Dans le cas où A et B n'ont aucun lien, il y a cumul des présuppo-
sitions --- mais Karttunen ne nous donne pas de critère permettant d'af-
firmer que A et B n'ont aucun lien.* 
Par exemple, la présupposition de "Tous les enfants de Jacques sont 
chauves . " , "Jacques a des enfants.", n'est pas une présupposition de 
"Jacques a des enfants et tous les enfants de Jacques sont chauves.", à 
cause de la clause (b). 
- la disjonction: 
Soit un énoncé S de forme "A ou B" ( le "ou" est le "ou" logique ici): 
* Cette question sera importante aux chapitres 3 et 4. 
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(a) si A présuppose C,alors S présuppose C, 
(b) si B présuppose C, alors S présuppose C, sauf s'il existe un ensem-
. ble (peut-être vide ) de faits assumés tel que XU0A) I~. 
Dans le cas où A et B n'ont aucun rapport, il y a cumul des présup-
posi tions . 
Par exemple, "Jacques a des enfants . " n'est pas une présupposition 
de "Jacques n'a pas d'enfants ou tous les enfants de Jacques sont chau-
ves.", à cause de la clause (b). 
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Un argument de Karttunen pour introduire la notion de fait assumé 
est tiré de l'exemple suivant . Soit: 
(2) "Si Dean a dit la vérité, Nixon aussi est coupable . " 
(3) "Si Haldeman est coupable, Nixon aussi est coupable." 
(4) "Si Miss Wood a détruit les bandes magnétiques, Nixon aussi 
est coupable . " 
La dernière clause de chaque énoncé aurait pour présuppositi on: 
( S)"Quelqu'I,In d'autre est coupable . " 
à cause des "aussi". Mais ( 5) est-il une présupposition de ( 2), (3) et 
( 4 ) ? 
Selon Karttunen, ce serai t le cas pour (4 ) , mais ni pour ( 2 ) ni pour 
(3). Il ne s'explique pas sur ce dernier point , mais on peut supposer que 
c'est parce que, dans les deux cas, dans la première partie de l'énoncé 
complexe quelqu'un d'autre pst coupable. Du moins est-ce évident dans l' 
exemple (3). Le cas (4) serait plus complexe. L'énoncé (4 ) présupposerait 
( 5) uniquement si détruire des bandes magnétiques n'a rien de criminel , 
et ne le présup90serait pas autrement. Par ailleurs , "Détruire des bandes 
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magnétiques n'est pas un acte criminel." ne peut être qu'un élément du 
contexte. Si cette dernière proposition est vraie, (4) présuppose (5). 
Sinon, ce n'est pas le cas, puisque si détruire des bandes magnétiques 
est un acte criminel, la première partie de (4) implique strictement 
"Miss Wood est coupable.", et on n'aurait plus besoin de la présupposition. 
Il faudrait faire remarquer à Karttunen que "Détruire des bandes magnéti-
ques est un acte criminel." fait tout autant partie du contexte que "Dé-
truire des bandes magnétiques n'est . pas' un acte criminel.", et qu'il faut 
donc, d'une façon ou d'une autre, introduire la notion de contexte. 
Nous ne remettrons pas en question les thèses de Karttunen, car mon-
trer l'inadéquation de sa théorie peut être fait assez simplement, sans 
faire cette remise en question. 
Karttunen montre lui-même cette inadéquation quandtl déclare ne pou-
voir rendre compte de "Tous les enfants de Jacques sont chauves ou Jacques 
n'a pas d'enfants." Si on se fie à la théorie du linguiste, on devrait 
affirmer que "Jacques a des enfants." est la présupposition de la premiè-
re partie de l'énoncé complexe et une présupposition de l'énoncé com-
plexe, ce qui est certainement faux, puisque sa négation fait partie de l ' 
af:ïI'll12..ti on. 
Wilson (Wilson, 1975) présente d'autres contrexemples, dont "Nixon 
sait que la guerre est finie ou la guerre n'est pas finie." La première 
partie de cet énoncé présuppose "La guerre est finie.", qui normalement 
devrait être dit une présupposition de l'énoncé complexe. Mais ce n'est 
certainement pas le cas puisque ce dernier énoncé est nié par la derniè-
re partie de l'énoncé complexe. 
De même, les conditions sur le "et" ne sont pas adéquates. Soit, par 
exemple, l'énoncé "Tous les enfants de Jacques sont chauves et Jacques 
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a des enfants." Selon les conditions sur le "et" de Karttunen, la 
première phrase composante de cet énoncé complexe a pour présupposition 
"Jacques a des enfants.", qui serait aussi une présupposition de l'énon-
cé complexe. Mais c'est certainement faux, puisque cette dernière phrase 
est affirmée. 
Les conditions ne sont pas plus adéquates pour le "si. -.. alors ... ". 
Par exemple, selon la théorie de Karttunen, "Si Nixon sait que la guerre 
est finie, alors la guerre est finie."présu:r; pose que la gu erre es t finie. 
t·~ais qu elqu '~n peut énoncer cette phra se e t raj outer 'Mai s la guerre 
. . 
n'est pas finie.' sans s e contredire. 
Quoiqu'il en soit, le premier contrexemple a intité le linguiste à 
présenter une théorie plus simple, plus générale et plus élégante~ 
La seconde théorie présente l'intérê t de définir récursivement des 
conditions de satisfaction des présuppositions, résolvant ainsi le problè-
me de la projection. Par ailleurs, elle perme t d'éviter le problème de 
spécifier des présuppositions. 
La nouvelle théorie est une "théorie des contraintes sur les con-
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textes successifs dans un discours pleinement explicite". 
Karttunen, en 1974, déclare qu'il cherchait précédemment une défi-
nition de la relation pragmatique de présupposition du genre: 
"Surface sentence A pragmatically presupposes a 
L if it is the case that A can be felicitousl y 
1 . h' h '1 L" 31 Y ~n contexts w ~c enta~ s . 
logical form 
uttered on-
Icj la forme logique est en fait une proposition, et le contexte 
est conçu comme un ensemble de formes logiques décrivant l'ensemble 
des ' background assumptions, l'ensemble des propositions que le locu-
*La théorie n'est pas falsifiée,. notons-le. 
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teur choisit de considérer comme partagées par lui et son auditoire. 
Au lieu de lier une phrase et une forme logique, la relation de 
présupposition prend comme arguments une phrase, qui est énoncée dans un 
contexte, et l'ensemble des propositions décrivant le contexte . Et au 
lieu de caractériser la relation de présupposition, Karttunen caractéri-
se une relation de satisfaction-des-présuppositions. 
Cette nouvelle relation permet de caractériser inductivement les 
conditions de satisfaction pour les présuppositions ~ans énumérer 
ce qui est présupposé. On a les conditions suivantes: 
---pour une phrase élémentaire: 
le contexte X satisfait-les-présuppositions-de A seulement si 
X implique strictement toutes les présuppositions de A, où A 
est une phrase; 
pour une phrase de forme "Si .... alors ..... ": 
le contexte X satisfait-les-présuppositions-de "Si A alors B" 
seulement si 
(a) X satisfait-les-présuppositions-de A, 
(b) XcJ A satisfait-les-présuppositions-de B 
pour une phrase de forme "A et B": 
le contexte X satisfait-les-présuppositions-de "A et B" 
seulelIE nt si 
(a) X satisfait-les-présuppositions-de A 
(b) X~ A satisfait-les-présuppositions-de B. 
pour une phrase de forme "A ou B": 
10 contexte X satisfait-les-présuppositions-de "A .ou B" 
seulement si 
(a) X satisfait-les-présuppositions-de A, 
(b) Xv A satisfait-les-présuppositions-de B. 
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Si maintenant on avait un énoncé complexe de forme "Si A et B, alors 
C ou D", on aurait la condition: 
le contexte X satisfait-îes-présuppositions-de "Si A et B alors C 
ou D seulement si 
(a) X satisfait-les-présuppositions-de A 
(b) Xû A satisfait-les-présuppositions-de B 
(c) X Il A. B satisfait-les-présuppositinns-de C 
(d) X 1.1 A. B \J,t: satisfait-les-présuppositions-de D. 
De ces cas, Karttunen tire la généralisation suivante: 
Le contexte X satisfait-les-présuppositions-de S seulement si 
les présuppositions de chacune des constituantes sont satisfaites 
par le contexte local correspondant. 
Le contexte local est le contexte dans lequel une phrase particulière 
composante d'une phrase complexe a un~ occUrrence. Par exemple, le con-
texte A dans notre avant-dernier exemple est X, alors que le contexte de 
B est XV A. Dans le cas des phrases complexes, toutes les présuppositions 
des phrases précédant la dernière composante de la phrase complexe vont 
prendre place dans le contexte dans lequel cette phrase a une occurrence 
(mis à part le cas du "ou"). Le contexte s'élargit par l'introduction de 
nouvelles formes logiques. Par ailleurs, Karttunen fait aussi disparaître 
l'idéalisation selon laquelle le!? cpnstituantes d'un énoncé de forme ."A 
et B" sont énoncées en un temps t et dans un contexte C. 
Karttunen étend son analyse à des énoncés composés par l'insertion 
de phrases. Il distingue trois sortes de verbes acceptant une phrase com-
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me complément: les verbs of saying, comme "dit", "demande", "annonce", 
etc ... ,et la négation interne, les attitudes propositionnelles , et,fina-
lement les factifs, semi-factifs, modalités, etc ... 
Pour les verbes de ce dernier type, on a la condition qu'un contex-
te satisfait-les-présuppositions-de "v( ... A ... )" seulement si X satis-
fait-les-présuppositions-de A. Par exemple, la présupposition de "Il est 
possible que Virginie aime Paul." est aussi la présupposition de "Virgi-
nie aime Paul.~ Pour les verb e s du second type, on a la condition: le 
contexte satisfait-les-présuppositions-de "v( ... A .. . )" seulement si 
Ba (X), l'ensemble des croyances du locuteur, satisfait-les-présuppo-
sitions-de A. 
Ici le sujet de v, a, a les croyances qui satisfont les présupposi-
tions de A. Par exemple, "Reagan croit que Goldorak va attaquer New-York." 
a pour présuppositions les croyances de Reagan qui satisfont les présup-
positions de "Goldorak va attaquer New-York.", c'est-à-dire au moins la 
croyance en l'existence de Goldorak." 
Un exemple assez étrange, et qui montrerait les limites de l'analy-
se de Karttunen,est le suivant: "Goldorak croit que Reagan va l'empêcher 
d'attaquer New-York." 
Les conditions de Karttunen nous obligent à dire qu'ici, Goldorak 
doit avoir dans ses croyances au moins "Reagan existe.". Mais, assez cu-
rieusement, "Goldorak existe" ne fait pas partie des présuppositions 
de notre exemple. Si on généralisait ce cas , on pourrait affirmer qu'on 
peut substituer à n'importe quelle expression précédant le "v", et qui 
est un sujet, n'importe quelle expression, nom ou description définie, 
sans qu'il y ait quelque part présupposition de l'existence d'une déno-
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tation à cette expression. C'est là une faille de la théorie de Karttunen. 
Mais cette faille est facile à combler: il suffit de considérer "Golàorak 
croit que" comme une phrase élémentaire, dont les conditions de satis-
faction-des-présuppositions sont formulées. 
Les verbes du premier type n'ont pas, selon Karttunen, de conditions 
de satisfaction particulières. 
Selon le linguiste, l'échec de l'acte de langage à cause de l'échec 
des présuppositions permettrait d'identifier les présuppositions à l'u-
tilisation d'une phrase dans un contexte particulier, puisque si le con-
texte ne satisfait pas les présuppositions la phrase ne peut être uti-
lisée avec succès. On serait tenté de croire que ce test permet aussi 
de caractériser l'échec conversationnel. Mais ce n'est pas le cas. Il ne · 
permet même pas d'identifier les présuppositions pour un acte illocutoi-
re isolé. Par exemple il Y a selon cette théorie, échec illocutoire parce 
1 
qu'il y a échec des présuppositions quand 9n veut véhicul er de l'informa-
tion sous forme de présupposition. Ainsi, un locuteur disant "Je crois 
que Paul aime Marie." performe un acte illocutoire qui est un échec si 
ses allocutaires ne savent pas que Paul aime Marie. Et le cas limite est 
l'introduction de nouveaux individus dans l'univers de discours. Par exem-
pIe, si je dis "Socrate fut le maître de Platon." à des gens qui ne sa-
vent pas qui est Socrate ou que Socrate a existé, mon acte illocutoire 
ne serait pas réus·si. Mais alors, comment apprendre à quelqu'un l'existen-
ce de Socrate ? On ne voudrait dire dans aucun de ces cas qu'il y a échec . 
Mais on est obligé, par la théorie de Karttuneg,qe dire qu'il y a échec dans ce! 
cas, et ce contre notre intuitions, qui sont claires ici, pour pouvoir 
identifier les présuppositions . Par ailleurs, l'identification des présup-
positions se fait toujours par le recours aux intuitions . Mais on demande 
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à une théorie des présuppositions de se substituer à ces intuitions. 
Mais revenons au problème de l'information donnée sousforme de pré-
supposition. Karttunen nous dira que son modèle est idéal, . que les 
conversations ne fonctionnent pas toujours de la façon dont il le décrit 
et que dans les contextes où il y a des présuppositions qui ne sont pas 
satisfaites le locuteur peut élargir le contexte, c'est-à-dire le nombre 
de propositions présupposées, en assumant que son auditoire fait de même , 
tout en sachant pertinemment que c'est faux. Mais alors, on peut toujours 
évacuer tous les cas d'échec des présuppositions: on pourra toujours af-
firmer que le locuteur élargit le contexte quand nous avons besoin de 
propositions. Notre test disparait. 
On touche là une faiblesse de la théorie de Karttunen. Et on touche 
là un problème important: il semble qu'il ~ soit impossible qu'il yait 
échec des présupposition~/dans un contexte l si c'est un individu uniquement 
qui définit le contexte. Il devient même impossible de distinguer ce qui 
est vrai de ce qui est considéré comme vrai. 
Ceci a de curieux résultats. Par exemple, si quelqu'un dit "Pégase 
aime la pizza.", où l'existence de Pégase est présupposée , il ferait un 
acte illocutoire réussi ~ s'il croit en l'existence.de Pégase, et ce qu' 
il dit est vrai , dans la mesure où Pégase existe dans le contexte, parce 
que le contexte est défini par quelqu'un qui .croit en l'existence de Pé-
gase. Mais la notion de présupposition fut justement introduite pour ca-
ractériser ce qui arrive quand on utilise une expression qui n'a pas de 
dénotation, alors qu'on la croit dotée de dénotation. 
Le linguiste abandonna graduelleme-ot cette théorie à partir de 1975 , 
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et présenta une dernière théorie qui nous oc'cupera dans les prochains 
chapitres. 
Conclusion 
Je voudrais, en conclusion, faire deux remarques sur les théories 
exposées. 
La première est que Stalnaker confond les conditions de succès d'un 
acte illocutoire et les conditions d'admissibilité d'un acte illocutoire 
dans une conversation (particulièrement dans la définition D), tout comme 
Karttunen dans la dernière théorie exposée. Ces deux types de conditions 
de succès doivent être clairement distingués. 
Les conditions de succès des actes illocutoires sont bien connues 
(voir Searle, 1969, et Searle et Vanderveken, 1984 ), mais on ne 
connait pas les conditions d'admissibilité dans une conversation. On peut t oute-
foL: diX3 que ce seront des conditions supplémentaires àux conditions à 
la performance d'un acte illocutoire, et que seule une t héorie de la con-
versation pourra nous fournir ces conditions. 
Par exemple,si on peut performer avec succès la promesse "Je te pro-
mets de venir·" dans une suite d'actes illocutoires, il ne semble pas 
que cet acte soit admissible à la suite de n'importe quelle séquence 
d'actes illocutoires. Parfois, si on le performe, on "brise" la conversa-
tion. Malheureusement, aucune théorie de ce que j'appelle "l'admissibili-
té conversationnelle" n'est disponible. Toutefois, les multiples référen-
ces à l' "adéquation" d'un acte illocutoire montrent qu'une telle théorie 
a un grand intérêt. 
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La seconde est relative au fait que si Karttunen décrit de nombreux 
phénomènes, avec plus ou moins de succès, il nlen explique aucun. C'est 
là un problème sur lequel je reviendrai dans les prochains chapitres. Ce 
problème est omniprésent en théorie des présuppositions 
Je ne préten~pas avoir réfuté, au sens fort, les théories 
présentées dans ce chapitre. J'ai seulement voulu les présenter et mon-
trer leur inadéquation dans leur formulation actuelle. J e montrerai, dans 
les prochains chapitres, certaines inadéquations de la théorie de Karttunen 
et Peters. 
Addendum: la notion de monde possible 
La notion de monde possible peut laisser sceptiques certains lecteurs . 
Elle mérite donc d'être discutée. 
Haack (Haack, 1978) distingue trois approches à la notion de monde 
possible. Ces approches sont les suivantes: 
1) l'approche ' linguistique: "parler de mondes possibles, c'est parler d' 
ensembles maximalement consistants de p~ra­
ses r ... )"(Ha"ick, 197R,::>. 191) 
2) l'approche conceptualiste:"parler de mondes possibles, c'est parler 
3) l'approche réaliste: 
de façons dont nous pouvons concevoir ce 
monde comme différent : " (Haack, 1978, p.191) 
parler de mondes possibles, c'est parler 
entités indépendantes de nous et qui existent 
de plein droit. 
La première est celle d 'Hintik~a, la seconde celle de Kripke, 
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la dernière celle de Lewis. Haack rajoute une note intéressante à ce ta-
bleau en rajoutant que 
"the different approaches are quite strongly analogous 
to formalist, intuitionist and logicist views in the 
philosophy of mathematics, about the status of numbers." 
(Haack, 1978, p.19l) 
La position de Stalnaker sur le problème des mondes possibles est 
ce qu'il appelle un réalisme mitigé. Il accepte trois thèses de Lewis à 
propos des mondes possibles: 
1) les mondes possibles existent et sont aussi réels que le monde 
actuel, 
2) "actuel" est une expression indexicale, et 
3) les mondes possibles sont irréductibles. 
En fait, ce que rejette Stalnaker, c'est que ces mondes soient comme le 
monde actuel. 
Je préfère affirmer que Stalnaker défend une position réaliste que 
l'on a de la difficulté à considérer comme miti gé .. 
L'analyse en termes de mondes possibles hérite de nombreux problè-
mes métaphY$iques, mis à part celui de l'existence des mondes possibles: 
les objets de ces mondes sont-ils comme les objets du monde actuel ? quels 
sont les critères d'identifications des objets à travers les mondes ~os-
sibles ? etc ... 
Pour notre propos il est plus important de souligner que ce t ype de 
sémantique r2ncontre d'importantes difficultés quand on veut l'utiliser 
pour rendre compte de la signification de phrases contenant des attitudes 
propositionnelles, et de relations entre de telles phrases au niveau de 
la signification . Par exemple, on voudrait que deux propositions logique-
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ment équivalentes soient substitutibles dans tous les contextes . Malheu-
reusement, ce n'est pas le cas.Soit par exemple P et Q, où P;Q. De "Pier-
re croit que P'.', on ne peut inférer "Pierre cro i t que Q'.' 
Un autre problème, souligné brutalement par Searle et Vanderveken 
(Searle et Vanderveken, 1 98 4 ),est qu'il est tout simplement faux 
que Il 2+2 = 4" et "Tous les triangles ont trois côtés." expriment la même 
proposition, comme on est engagé à le dire si on adopte la sémantique des 
mondes possibles, parce que l'assertion de l'une n'implique pas l'asser-
tion de l'autre. Je ne développerai pas ces points . Je voulais simplement 
mettre le lecteur au courant de certains problèmes qu'il est important 
de connaitre . Le lecteur qui à lu cet addendum pourra l'utiliser avec 
grand profit au chapitre 5. Pour plus de développements, le lecteur se 
réfèrera aux textes déjà mentionnés . Par ailleurs, il existe un nombre 
important d'articles sur ces problèmes, articles qui sont répertoriés dans 
les bibliographies des articles et livres déjà mentionnés. 
CHAPITRE III 
La nouvelle théorie des présuppositions 
de Karttunen et Peters 
Dans la nouvelle théorie des présuppositions de Karttunen et Peters , 
...... la notion de présupposition disparaît. 
Selon ces auteurs, les phénomènes présentés comme des cas de pré-
supposition pragmatique forment un groupe hétérogène, et ces phénomènes 
sont soit des implicitations conventionnelles ou conversationnelles (Gri-
ce, 1975), soit des conditions préparatoires d'actes illocutoires ( Sear-
le, 1969). Conséquemment, la relation pragmatique de présupposition 
disparaît au profit des conditions préparatoires et de la relation d'im-
plicitation . 
Cette nouvelle théorie a plusieurs avantages . Elle permet d'analyser 
des phénomènes mal connus comme des phénomènes mieux connus , et ce en 
s'aidant de théories qui ne sont pas ad hoc. Une telle théorie permet, 
en outre, de faire en pragmatique l'économie d'un concept, tout en rendant 
compte plus simplement et plus précisément de tous les phénomènes dont 
rendait compte ce concept. 
Avant d'examiner et de critiquer cette nouvelle théorie, j' exposerai 
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la théorie gricéenne de la conversation (Grice, 1975), et la première 
théorie des actes illocutoires de Searle (Searle, 1969) . 
1. Les implicitations: la théorie gricéenne de la conversation 
Les implicitations sont des phénomènes que H.P. Grice a caractéri-
sés grâce à une théorie de la conversation . Ces phénomènes se produisent 
quand un locuteur signifie plus qu'il ne dit, et que l'allocutaire pré-
sume qu'il est justifié de croire que le locuteur lui a suggéré quelque 
chose . Par exemple, si votre automobile a une panne d'essence et que vous 
demandez à quelqu'un s'il y a un poste d'essence dans les environs, cette 
personne peut vous répondre qu'il y en a un au coin de la rue. Normalement, 
vous irez alors vers cette station d'essence. Vous aurez "compris" que 
votre allocutaire, en vous faisant cette réponse, vous a invité à croi-
re qu'il signifiait que ce poste était ouvert, que vous y trouveriez 
de l'essence, etc .. ; bien qu'il n'ait pas dit que le poste était ouvert 
et qu'il y avait de l'essence. La personne qui vous a répondu a signifié 
plus qu'elle n'a dit. 
Selon Grice, on doit distinguer, dans la "signification" d'une énon-
ciation, ce qui est dit, qui est "très lié au sens conventionnel des 
1 
mots (de la phrase) énoncés" - et qui est le sens littéral de ce qui 
est exprimé- et ce qui est implicité. On peut représenter cette distinc-
tion par le schéma: 
Signification 
/ ~ 
ce qui est dit ce qui est implicité 
Ce qui est implicité par le locuteur lors de la performance d'un 
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acte illocutoire peut être caractérisé, dans une première approximation , 
de la façon suivante: si A dit P, et ne dit pas Q, A suggère Q en disant 
P à ce moment précis. 
Par exemple, soit A et B, deux individus parlant de C, un ami, qui 
travaille depuis peu dans une banque. B demande à A comment se débrouille 
C. A lui répond: "Il va bien, je crois; il aime son travail et n'a pas 
encore été jeté en prison . " . A a ici guggéré quelque chose de distinct 
de ce qu' i l a dit. Grice dira que A a implicité quelque chose. Par exemple , 
A peut avoir implicité que C est susceptible de commettre dans la banque 
des actes pouvant le conduire en prison. Ce qui est implicité est un im-
plicatum. 
Le philosophe distingue deux types principaux d' implicitation: con-
ventionnelle et non conventionnelle. Parmi ces dernières , i l d i stingue 
2 
plusieurs t ypes d'implicitation. On a le schéma suivant: 
1 . signification 
/ ~ 
2. ce qui est dit /Ui estimPl~ 
4 . conventionnellement 5 . non conventionne l lement 
~ " 
6 . non conversationnellement ~ersation~nt 
8. particulièrement 9 . généralement 
Seuls les items 4, 7, 8 et 9 nous intéresseront . Grice ne caracté-
rise pas l'item 6. 
Les implicitations conventionnelles sont caractérisées de la façon 
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suivante: 
i) elles sont liées au sens conventionnel de ce qui est dit; 
ii) elles sont détachables: on peut dire la même chose sans 
faire l'implicitation; 
iii) elles ne sont pas annulables: on ne peut nier l'implicatum 
sans se contredire. 
L'exemple classique d'implicitation conventionnelle est le suivant. 
Soit la phrase "Elle était pauvre, mais elle était honnête.". Selon Gri-
ce, un locuteur qui utilise cette phrase n'a pas dit qu'il y a un con-
traste entre la pauvreté et l'honnêteté, mais il a implicité qu'il y a 
un tel contraste. L'implicitation est due à l'utilisation du "mais", au 
sens où le "mais" implicite un contraste. 
L'implicatum est détachable. Le locuteur aurait pu dire la meme 
chose que ce qu'il a dit en utilisant la phrase "Elle était pauvre et 
elle était honnête." Mais il n'aurait alors pas implicité ce qu'il a im-
plici té , en utilisant la phrase initiale. Cependant, 
l'implicatum n'est pas annulable. Le locuteur ne peut nier qu'il a suggé-
ré qu'il y a un contraste. 
Cette ~aractérisation n'est pas très claire. Je reviendrai sur ce 
sujet. 
Parmi les secondes, seules les implicitations conversationnelles 
nous intéresseront. Elles sont caractérisées de la façon suivante: 
i) elles sont liées à des maximes conversationnelles; 
ii) elles sont "calculables": on peut remplacer par un argument 
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l'intuition qu'il y a implicitation; 
iii) elles sont annulables: on peut dire P, impliciter R, et ra-
jouter "Mais N R." sans se contredire; 
iv) elles ne sont pas détachables: on ne peut" dire la même cho-
se sans impliciter l'implicatum; 
v) l'implicitation conversationnelle est due non à ce qui est 
dit, mais au fait de le dire; 
vi) les implicitations conversationnelles possibles pour un acte 
illocutoire forment une liste ouverte. 
Par exemple, imaginons un couple heureux. Le mari rentre chez lui 
apr~s avoir été acheter un journal. Sa femme le salue, et il lui répond: 
"Je ne te quitterai jamais.". Il a implicité conversationnellement quel-
que chose en disant ce qu'il a dit, au moment où il l'a dit. Sa femme 
cherchera d'ailleurs probablement à "calculer" ce qui fu t impl ici té. 
Avant d'analyser plus précisément quelques exemples , examinons les 
maximes et la méthode de calcul . 
Selon Grice, nos échanges verbaux ne sont pas des suites de remarqu e s 
sans rapport les unes avec les autres et, jusqu'à un certain point, ils 
sont le résultat d'efforts de coopération: ils semblent avoir un but ou 
une direction accepté . par tous les participants qui font des efforts 
pour atteindre ce but. 
Certains traits des conversations permettraient de distinguer ces 
efforts: le fait que les conversations se déroulent d'une certaine fa-
çon à moins que les participants décident de res interrompre, le fait que 
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les contributions à la conversation, les actes illocutoires performés, 
soient interdépendants, ou le fait que les participants aient un but im-
médiat en commun. 
En fait, selon Crice, un grand principe gouverne les conversations: 
le principe de coopération. Ce principe est le suivant: 
P.C. "Faites une contribution conversationnelle telle que 
requise, au moment où elle a lieu, par le but ou la 
direction accepté de l'échange verbal dans lequel 
vous êtes engagé !" 
Ce principe est affecté par la clause "ceteris {Xiribus". 
Crice distingue ensuite quatre catégories de maximes conversation-
nelles: 
Quantité 
"Faites une contribution aussi informative que requis 
par le but habituel de l'échange !" 
"Ne faites pas une contribution pll1s informative que 
requis !" 
Qualité 
Supermaxime "Essayez de faire une contribution qui soit 
vraie !" 
"Ne dites pas ce que vous croyez faux !" 
"Ne dites pas ce pour quoi vous manquez d'évidence !" 
Relation 
Supermaxime 
Manière 
Supermaxime 
"Soyez pertinent !" 
"Soyez perspicace !" 
"Evitez l'ambigullté d'expression !" 
"Evitez l'ambigullté !" 
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"Soyez bref !"("Evitez de vous étendre abondamment sans 
' nécessité ! ") 
3 
"Soyez ordonné !" 
Pour le philos~phe le respect de ces maximes et du principe est 
raisonnable, rationnel. Il écrit: 
"( ... ) any one who cares about the goals that are central to con-
versation/communication (e.g. giving and receiving information, 
influencing and being influenced by others) must be expected to 
have an interest, given suitable circumstances, in participating 
in talk exchanges that will be profitable only on the assumption 
that they are conducted in general accordance with the C.P. and 
the maxims. ,,4 
Pour "calculer" une implicitation conversationnelle, il faut tenir 
compte:l) de ce qui est dit, c'est-à-dire du sens conventionnel des ex-
pressions utilisées et de leur dénotation; 2) du P.C. et des maximes; 
3) du contexte (linguistique et non linguistique); 4) de la connaissan-
ce d'arrière-fond; et 5) du fait que tous les items mentionnés sont 
ndisponibles pour tous les participan.ts, et que chaque participant sait 
5 
et assume que c'est le cas." 
6 
Ce "calcul", suivant la formulation de Dascal, se fait de la façon 
suivante: 
on dit qu'un locuteur L dit P et implicite Q si 
1) il dit que P; 
2) il n'y a aucune raison de croire qU'il n'observe pas 
les maximes ou au moins le P.C. ; 
3) il ne pourrait faire cela à moins de croire que Q; 
4) il sait (et sait que je sais) que Q est requis; 
5) il n'a rien fait pour m'empêcher de penser que Q; donc, 
6) il a l'intention que je pense, ou au moins me laisse penser, 
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que Q, 
7) et il a ainsi imp1icité que Q. 
Par exemple, si A dit à B "Je n'ai plus d'essence'.' et si B lui 
répond: "Il y a un garage au coin de la rue. ", on peut dire que B impli-
cite conversationne11ement que le garage est ouvert et que de l'essence 
y est disponible --- à cause d p la maxime de pertinence. 
Ces implicitations sont annulables: B peut rajouter "Mais il est fer-
mé . " ou "Mais il n'y a plus d'essence." sans se contredire. Toutefois, 
elles ne sont pas détachables: B ne peut pas dire ce qu'il a dit sans 
suggérer que le garage est Quvert et que de l'essence y est disponible. 
Le fait qu'il y ait une liste ouverte n'apparait pas ici. Mais si 
un locuteur disait "X rencontre une femme ce soir.", il pourrait être 
dit imp1iciter que ce n'est ni sa femme, ni sa mère, ni sa soeur, ni sa 
belle-mère, etc .. . On a là une liste relativement longue d'imp1icitations. 
On pourrait, par ailleurs, la ra10nger . Ce locuteur pqurrait imp1iciter 
que X n'a jamais rencontré de femme, que X ne pourra venir. au party ce 
soir-là, etc ..... 
Grice affirme que l'on devrait distinguer les imp1icitations conver-
sationnelles particulières, qui sont liées "au contexte d'énonciation, et 
les imp1icitations conversationnelles généralisées, qui ne sont liées à 
aucun contexte particulier. Nos exempl e s étaient des cas d'imp1icitations 
conversationnelles particulières. Le cas classique d'imp1icitation con-
versationnelle généralisée est lié à l'utilisation du "et". Tout locu-
teur utilisant le "et" pour lier deux phrases implicite conversationne1-
lement, dans tous les contextes d'énonciation, que ce qui a été mention-
né dans la première phrase, l'état de choses "décrit" par l, première 
- . _~- . ..... 
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phrase, précède dans le temps celui. qui est "décri tIf dans la seconde, à 
cause de la maxime "Soyez ordonné!". 
On peut aussi construire d'intéressants exemples à l'aide de quan-
tificateurs. Ainsi, "Quelques enfants de Pierre sont chauves." a pour 
implicitation conversationnelle généralisée "Tous les enfants de Pierre 
ne sont pas chauves.". Néanmoins, on peut annuler cette dernière implici-
tation en ajoutant: "En fait, tous les enfants de Pierre sont chauves." 
(voir Gazdar, 1979, pp. 49-50 pour de nombreux exemples.) 
Mais " comme le souligne Grice, les implicitations conversationnelles 
généralisées et les implicitations conventionnelles s e ressemblent beau-
coup, et il est facile de les confondre. 'C'est là un problème important 
et intéressant . que je devrai négliger toutefois. 
Une implicitation conversationnelle est faite par un locuteur quand 
ce locuteur exploite une maxime, et ce qui est implicité est "ce que le locuteu 
s'attend à ce que l'allocutaire suppose pour préserver l'idée que les 
7 
maximes ne sont pas violées." 
Il Y a de nombreuses façons d'exploiter une maxime dans une conver-
sation. 1) Il peut y avoir violation apparente des maximes de quantité. 
Par exemple, la réplique de B dans: 
A -Où est C ? 
B -- Quelque part dans le sud de la France. 
peut être un cas de violation apparente. B peut ne pas vouloir dire à A, 
qui est indiscret, où est C. B peut aussi ne pas savoir où est C. Dans 
le premier cas, l'implicitation est que A est indiscret, et dans le second , 
qu'il ne sait pas où est C. 
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2) Cet exemple peut aussi être considéré comme un cas où il y a téles-
copage de deux maximes, des maximes de qualité et de quantité. Dans ce 
cas, le locuteur ne peut respecter certaines maximes sans en violer d'au-
tres, apparemment. 3) On peut aussi railler, se moquer d'une maxime . Ainsi, 
quand un "macho" dit: "Les femmes sont des femmes . ", et se moque de la 
maxime de quantité (il dit une tautologie), il véhicule beaucoup d'infor-
mation, à cause des implicitations, sur ce qu'il pense des femmes. 
4)11 est aussi possible que le locuteur décide de ne pas poursuivre 
la conversation, ou qu'il ne puisse plus 20ursuivre la conversation. Il 
dira alors "Je ne puis rien dire de plus.". 
Les cas de violation réelle ont lieu quand un locuteur fait une 
intervention qui ne respecte ni le P.C. ni les maximes, sans impliciter 
quoi que ce soit, et sans que l'allocutaire puisse, à l'aide de l'hypothè-
se que le locuteur respecte les maximes ou au moins le P.C., "deviner" 
quoi que ce soit. 
Par exemple, si je dis à quelqu'un, dans des conditions normales, 
pourriez-vous me donner des cigarettes ?" et que cette personne me répond: 
"L'arithmétique est incomplète.", il y a violation réelle des maximes et 
du P.C . . Normalement, dans de telles conditions, la conversation cesse. 
Le P.C. et les maximes gouvernent aussi, selon Grice, toute action 
dans des situations d'interaction et peuvent être assimilées à des maxi-
mes de comportement rationnel. La théorie de la conversation est donc 
aussi une théorie de l'action. 
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2. Les conditions préparatoires: la khéorie des actes illocutoires 
La première théorie des actes illocutoires de Searle (Searle, 1965, 
1969) est une sémantique philosophique se situant dans la tradition "fon-
dée" par Wittgenstein (Wittgenstein, 1953), et par Austin (Austin, 1964). 
Dans les prochaines pages, j'exposerai cette théorie, pour ensuite la 
critiquer. En montrant quelques insuffisances de cette théorie, je ferai 
surgir des insuffisances de la théorie de Karttunen et Peters. Mais ces 
inruffisances peuvent être corrigées en substituant la théorie revisée 
des actes illacutoires à la théorie initiale des actes illocutoires dans 
la théorie de Karttunen et Peters. 
A la base de la théorie qui nous intéresse, on retrouve l'hypothèse 
que "parler une langue, c'est adopter une forme de comportement régie 
8 
par des règles ( . .. ) " .Searle distingue deux types de règles: normatives 
et constitutives. Les premières viennent gouverner un comportement qui 
préexiste aux règles et qui est logiquement indépendant de celles-ci . 
Par exemple, on peut manger avec une fourchette et un couteau sans qu' 
existe une règle comme :"A table, on doi .t manger avec une fourchette et 
un couteau." Une telle règle est normative. 
Les secondes "créent ou définissent une nouvelle forme de comporte-
9 
ment", elles "fondent (et régissent également) une activité dont l'existen-
10 
ce dépend logiquement de ces règles.". Par exemple, il est impossible 
de jouer au hockey sans les règles du hockey. On pourrait même réunir 
douze joueurs sur une patinoire et leur faire faire tous les gestes que 
font des hockeyeurs, ils ne joueraient pas pour autant au hockey. 
Les règles normatives sont exprimées par des expressions complexes 
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comme: 
"Faites X !" 
ou 
"Si Y, alors faites X!" 
Les règles constitutives sont aussi parfois exprimées de cette façon, mais 
aussi par des expressions comme: 
"X revient à Y." 
ou 
. "X revient à Y dans la situation S!' 
Cette approche demande quelques commentaires. Les règles normati-
ves sont souvent des impératifs, et spécifient un comportement à adopter, 
comportement que l'on pourrait adopter même si ces règles n'existaient 
pas. La description de ce comportement pourrait être faite, meme si ces 
12 
règles n'existaient pas 
D'autre part, ces règles gouvernent une relation moyens-fin qui se 
"situe au niveau de faits physiques. " ( Searle, 1969, p.77) 
Par exemple, si vous chassez, vous pouvez suivre une règle comme: 
"Faites le moins de bruit possible !" ou "Si vous apercevez un orignal, 
placez ·vous contre le vent et tirez à tel endroit (dans la tête par exem-
pIe . )!" Mais quelqu'un peut chasser bruyamment, ne pas se placer contre 
le vent quand il aperçoit un orignal, et ne tirer à aucun endroit précis, 
sinon sur l'orignal. Vous pouvez ne pas respecter les règles mentionnées 
plus haut, les ignorer, et même ignorer toutes ' les règles que doit 
respecter un chasseur, et chasser quand même --- voire même tuer du gi-
bier 
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Les règles constitutives sont très différentes . On ne peut décrire 
le comportempnt qu'elles gouvernent si elles n'existent pas. Il est impos-
s ib le de dire: "Il a marqué un point. ", s'il n' y a pas de règle spécifiant 
ce qui compte comme marquer un point. 
Cet exemple nous ~ermet de bien comprendre ce qu'est une règle cons-
titutive. Vous pouvez, seul sur un terrain de soccer, lancer un ballon 
dans un grand filet et personne ne dira que vous avez marqué des buts. 
Mais si vous lancez ce ballon dans le même filet lors d'une partie de 
soccer, on dira que vous avez marqué un but. Et encore faudra-t-il que 
vous ayez respecté des règles ne pas avoir fait telle action· au-
paravant par exemple. Il en va de même pour dire:"IL a fait échec et mat . " 
La relation moyens-fin que gouvernent les règles constitutives n'est 
pas naturelle ou physique. Elle résul t :e de conventions entre les utilisa-
teurs de ces règles. Par exemple, ce n'est pas parce que vous mettez une 
pièce de bois de telle forme sur un tel petit carreau parmi un ensem-
ble de petits carreaux, et que cette pièce se trouve à tel endroit rela-
tivement à telle autre pièce de bois que vous faites échec et mat. Si 
vous faites ainsi échec et mat, c'est parce qu'il existe des règles cons-
tituant ce qu'on appelle le jeu d'échec. Et faire le geste décrit plus 
haut permet de faire échec et mat uniquement grâce à ces règles . Vous 
devez .suivre ces .règles pour jouer aux échecs. 
Notons, avec Searle, que cette théorie est une partie d'une théorie 
de l'action, puisqu'elle n'est finalement que la caractérisation de cer-
tains types d'actes, des actes de discours. On peut aussi remarquer que 
c'est une théorie de la performance linguistique, mais que, pour Searle, 
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une telle théorie est une théorie de la langue et non une théorie de la 
parole. En fait, selon Searle, au niveau de la sémantique une distinction 
tranchée entre la langue et la parole, ou entre la compétence et la per-
formance linguistique, ne vaut pas. Faire une théorie de la performance 
revient à faire une théorie de la compétence, et inversement. La théorie 
de la performance ou de la parole est aussi une théorie de la compéten-
ce ou de la 'langue, tout simplement parce que la compétence, c'est la 
compétence à performer. En caractérisant les actes de paroles, on carac-
térise les règles qui permettent de les performer, et la connaissance de 
ces règles par le locuteur est la compétence sémantique de ce locuteur, 
parce que la maîtrise de la signification des indicateurs de force illo-
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cutoire fait partie de la maîtrise de la langue. 
A cette hypothèse vient se greffer le principe d'exprimabilité, que 
Searle considère comme anal y tiquement vrai . Ce principe se formule: tout 
ce qu'on peut vouloir signifier peut être dit, ou,de façon plus complète: 
"Pour toute signification X, et pour tout locuteur L, à chaque fois que 
L veut signifier . Ca l'intention de transme ttre, désire communiquer, etc ... ) 
X, alors il existe une expression possible E telle que E est l'expression 
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exacte ou la formulation exactp de X." Ce principe ne veut pas dire que 
le locuteur ait toujours l' effet perlocutionnaire désiré, ou même soit 
compris. Il pose simplement que tout ce qui peut être signifié peut être 
dit, et que si une langue n'a pas d'expression permettant de dire ce que 
l'on veut signifier, on peut enrichir notre langue de cette expression 
en la forgeant ou en la tirant d'une autre langue. 
Mais la thèse importante de Searle est que les actes illocutoires 
élémentaires sont de forme F ( p), et sont décomposables en trois actes: 
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4 _ -.. .... 
1) un acte d'énonciation (dire des mots); 
2) un acte propositionnel (exprimer des conditions de vérité, et, 
dans le cas simple, .référer et prédiquer), et 
3) un acte illocutionnaire (questionner, affirmer, ordonner, etc . . J, 
qui est de la forme F(p) . 
On peut faire un acte d'énonciation sans faire un acte proposition-
nel ou un acte illocutionnaire: je puis dire "ba be Ah", ce qui n'a pas 
grand sens. Mais si j'énonce une phrase bien formée du français, je fais 
la plupart du temps un acte propositionnel. J'exprime une proposition 
et tente de performer un acte illocutionnaire . Par exemple, je puis ten-
ter de faire une assertion. 
Si je dis "Pierre est malade ?" . , j'énonce une phrase du français, 
réfère à Pierre, lui' 2.ttri. .... ue une propriété, en faisant un acte illocution-
naire de question. 
Il est possible qu'un meme contenu propositionnel, qu'une même pro-
position,soit expriméè lors de la performance d'actes de forces r différen-
tes. Ainsi, on peut avoir une assertion comme "Jpan viendra ce soir.", 
dont le contenu propositionnel peut être utilisé pour faire une question 
comme "Jean viendra- t- il ce soir ?" ou donner un avertissement. Nous. ver-
rons que n'importe quel contenu propositionnel ne peut pas être utili-
sé pour faire n'importe quel acte illocutionnaire. Par exemple, je ne 
puis promettre que je suis venu. 
On peut performer différents actes illocutionnaires: faire des 
promesses, des assertions, poser des questions, ordonner, critiquer, ap-
prouver, etc .... 
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Notons que Searle fait la théorie des actes illocutionnaires et 
laisse tomber les actes perlocutionnaires. Un acte perlocutionnaire est 
un acte par la performance duquel on atteint un but. Ce but est la produc-
tion d'un effet, comme persuader, convaincre, amuser, etc ... qu'on ap-
pelle l'effet perlocutionnaire . Cet effet peut être atteint par des mo-
yens non linguistiques. Par exemple, un individu peut vous amuser sans 
dire quoi que ce soit. Aussi ne sera-t-il jamais question d'actes perlo-
cutionnaires, ni d'effet produit sur l'allocutaire par la performance 
d'un acte illocutionnaire. 
Le problème que se pose Searle est la formulation des conditions 
nécessaires et suffisantes pour qu'il y ai·t performance réussie d'un acte 
illocutionnaire. Pour ce, il doit formuler les conditions de succès de 
chaque type d'actes. 
Le philosophe réalise cette tâche en se demandant à quelles conditions 
un locuteur réussit à performer un acte illocutionnaire. 
Mise à part la condition triviale que "les conditions normales de 
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départ et d'arrivée sont remplies" c'est-à-dire que je ne suis pas 
muet, pas sourd, que l'acte illocutionnaire est audible, etc ..... il 
distingue quatre types de conditions: 
1) les conditions sur le contenu propositionnel; 
2) les conditions préparatoires 7~ 
3) les condi tions de sincérité, et 
4) la condition essentielle. 
* Dans la traduction française de Speech Acts , on utilise l' 
expression "conditions préliminaires ". 
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1) Dans le premier type, on retrouve les contraintes sur les contenus 
propositionnels possibles, contraintes qui varient selon les actes. Une 
force illocutionnaire ne peut être appliquée à n'importe quel contenu 
propositionnel. Pour un ordre, on a la contrainte que dans la proposi-
tion exprimée la prédication soit faite à propos de l'allocutaire, qui 
est engagé à accomplir un acte dans le futur. Pour une promesse, c'est 
le locuteur qui est engagé. Si je dis "Je promets de venir demain.", je 
m'engage à venir le lendemain. 
2) Les conditions préparatoires sont des états de choses qui doivent être 
réalisés pour que l'acte illocutionnaire soit non-défectueux. Si je fais 
l'assertion que P, il ne doit pas être évident que mon allocutaire sait 
que P . Je ferai une promesse si je m'engage à quelque chose qui est dé-
siré par mon allocutaire, et s'il n'est évident ni pour moi ni pour lui 
que j'aurais accompli l'acte auquel je m'engage si je n'avais pas fait 
la promesse . Je remercierai quelqu'un si ce qu'il a fait m'a été pro-
fitable, et si je crois que ce me fut profitable. 
3) La condition de sincérité est une contrainte sur l'état psychologique 
du locuteur pour que .s,oit non défectueux l'acte qu'il performe. Si on 
fait une assertion de P, on croit que P. Si on promet que P, on a l'in-
tention d'effectuer P, et si on remercie, on est reconnaissant. 
4) La condition essentielle est la caractéristique essentielle de l'acte, 
sans laquelle l'acte n'a pas été fait, sans laquelle l'acte n'a pas de 
but. Par exemple, donner un ordre, c'est tenter de faire faire quelque 
chose, faire l'assertion de P, c'est dire que P est vrai, promettre, c'est 
s'engager à faire quelque chose, remercier, c'est exprimer de la reconnais-
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sance. 
Voyons ce qU'il advient si ces conditions ne sont pas satisfaites. 
1) Les conditions sur le contenu propositionnel 
Si je promets que je suis venu hier, mon acte nEe sera pas réussi parce 
que la promesse a pour condition que le locuteur s'engage à un acte fu-
tur relativement au contenu propositionnel. 
2) Les conditions préparatoires . 
Si ce qui est promis n'est pas désiré par celui auquel on fait la 
promesse, par exemple, l'acte est défectueux. Si je dis "Je promets d'al-
ler à ta fête." et .que l'allocutaire ne veut pas que j'aille à sa fête, 
mon acte sera réussi mais défectueux. De même, si je requiers de mon al-
locutaire qu'il respire en disant "Respire, s'il te plait.", alors qu'il 
est évident qu'il respire. mon acte illocutionnaire de requête sera réus~ 
si, mais défectueux. Une des conditions préparatoires à la performance 
d'un Ordre est que le locuteur ait une position d'autorité Felativement 
à l'allocutaire. Ainsi, si je dis "Je t'ordonne de laver·.le plancher." 
à quelqu'un qui n'est pas sous mon autorité, mon acte illocutoire peut 
être réussi, mais il est défectueux. Si je fais l'assertion de P tout ' 
en sachant qu'il est évident pour tous que P, mon 
assertion est défectueuse. Ces exemples montrent qu'un acte illocutionnai-
re dont les conditions préparatoires ne sont pas satisfaites peut être 
réussi, mais défectueux. 
3) Les conditions de sincérité. 
Si je promets d'aller à un party où je n'ai pas l'intention d'aller, 
je ne suis pas sincère. Si la condition de sincérité n' est pas satisfai-
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te, on dira que l'acte illocutionnaire est réussi mais défectueux. Si 
~ j'asserte que P sans croire P, mon assertion est défectueuse parce que 
insincère. 
4) La condition essentielle. 
Si je fais une promesse, et, en faisant cette _promesse, ne m'en-
gage à rien, on hésitera à dire que j'ai promis quoi que ce soit. Si je 
remercie quelqu'un, et, ce faisant, n'exprime pas de reconnaissance, la 
condition essentielle n'aura pas été respectée, et l'acte ne sera pas 
réussi. 
Nous avons distingué, au niveau de l'acte propositionnel, l'acte de 
référence et l'acte de prédication. L'acte de prédication consiste à at~ribuer 
une propriété à un objet auquel on refère par l'acte de référence . 
On peut référer à un ou plusieurs objets. Dans le premier cas, on parle -
ra d'acte de référence unique. Seuls ces actes nous intéresseront . La 
question est de savoir quelles sont les conditions nécessaires et suffi-
santes pour réussir un acte de référence unique. 
On retrouve, chez Searle, les conditions suivantes: 
un acte de référence unique est réussi si , pour une expres-
sion référentielle R, utilisée r4férentiellement, littéra-' 
lement et d~une façon identifiante: 
i) le locuteur utilise R dans une phrase pour performer un 
acte illocutionnaire; 
ii) R est une description identifiante, ou le locuteur peut lui 
substituer une description identifiante d'un objet X, et 
iii) cet objet X est l'objet auquel veut référer le locuteur, 
afin de l'identifier pour l'allocutaire. 
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Un acte de référence sera complet si l'allocutaire identifie l'objet 
auquel veut référer le locuteur. Si ~'allocutaire ne peut identifier cet 
objet, l'acte de référence sera dit effectif . 
Notons que Searle admet qu'un acte de référence puisse être réussi 
même si la description n'est pas vraie de l'objet auquel le locuteur 
veut référer. Du moins est-ce ce qu'on peut déduire des conditions qu'il 
formule. Mais ce, uniquement quand l'expression référentielle est utili-
sée indexicalement. Par exemple, quand ;! dït: "Ce criminel est votre a-
mi." ou "Ce chiffon est votre travail sur Kant.", le locuteur peut iden-
tifier, en le désignant du doigt tout au moins, l'objet auquel il veut 
référer. Il peut aussi faire un acte de référence unique complet s'il i-
dentifie cet objet pour l'allocutaire. Mais mis à part ce cas, selon 
Searle, un locuteur faisant un acte de référence présuppose l'existence 
de ce à quoi il veut référer et l'identité de cet objet avec celui qui 
est la dénotation de l'expression qu'il utilise. Searle n'envisage donc 
que l'usage attributif des expressions référentielles. 
L'acte de prédication lui aussi obéit à des règles strictes. Searle 
affirme que: 
un acte de prédication est réussi si et seulement si 
i) l'expression prédicative a une occurrence à l'intérieur 
d'une phrase utilisée pour performer un acte illocutionnaire; 
ii) dans cette phrase on retrouve une expression référentielle 
utilisée référentiellement et avec succès; 
iii) la référence est faiteà un objet · pour lequel il est logique-
ment possible que l'expression prédicative soit vraie ou 
fausse. 
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Faire un acte de prédication revient à soulever la question de la 
vérité ou de la fausseté de l'expression prédicative à propos de l'objet 
auquel le locuteur a fait un acte de référence effective. Suivant ces 
règles, on peut dire qu'un locuteur affirmant: 
(1) "L'actuel roi de France est chauve." 
(2) "Le verre de whisky de Pierre est malade." 
(3) "Le livre écrit par Karl Marx est intéressant." 
(4) "Le concerto pour piano et orchestre no. 3 de Rachmaninoff 
donne une conférence sur la grippe espagno l e." 
performe, en (1) et (3) des actes de référence non réussis, et en (2) 
et (4) des actes de prédication non réussis. 
Malheureusement, Searle ne caractérise pas la relation entre l'échec 
de l'acte de référence ou de l'acte de pr~dication et la performance de l' 
acte illocutionnaire: il n'indique nulle part ce que l'échec de ces actes 
implique pour l'acte illocutionnaire performé. Le philosophe . caracté-
rise la défectuosité ou l'échec de l'acte illocutionnaire uniquement 
relativement à l'acte performé, et non relativement à l'acte propositionnel. 
Mais, en fait, comme pour Searle tout énonciateur qui performe un 
acte illocutionnaire exprime de ce fait un contenu, on peut supposer que 
si aucun contenu n'est exprimé 
l'acte n'est pas réussi. 
si l'acte de prédication est un échec---
La théorie des actes illocutionnaires présente beaucoup d'intérêt 
pour la théorie des présuppositions. Elle permet , entre autres choses , 
de généraliser la relation de présupposition à des actes qui ne sont pas 
assertifs . Si un contenu propositionnel peut être le contenu de plusieurs 
types d'actes illocutionnaires, on peut caractériser l'échec de l'acte 
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de référence de tous les actes illocutoires, et l'effet de l'absence de 
dénotation à l'expression qui est utilisée en position de sujet pour 
tous les actes illocutionnaires. Ainsi, pour une expression référentiel-
le utilisée référentiellement lors de la performance d'un acte illocution-
naire, on peut caractériser pragmatiquement l'effet pragmatique 
de l'absence de dénotation à l'expression qui est en position de sujet 
dans l'énoncé. Par exemple, dans: 
(5) "L'actuel roi d'U.R.S.S. est chauve." 
(6) "L'actuel roi d'U.R.S.S. est-il chauve ?" 
(7) "JA parie que l'actuel roi d'U.R.S.S. est chauve . " 
"le roi d'U.R.S.S." est utilisé référentiellement. Tous ces actes illocu-
tionnaires d'assertion, de question et de pari, respectivement, sont soit 
non réussis, soit défectueux, ---mais nous dirons non réussis --- parce 
que la présupposition d'existence d'un roi d'U.R.S.S n'est passatisfai-
te, parce que "Le roi d'U.R.S.S . existe"est faux , même si le locuteur 
croit qU'il existe un roi d'U.R .S. S .. 
Searle, dans Speech Acts,ne pre nd pas position sur la valeur de vé-
ri t é de la proposition exprimée par le locuteur dans de telles circons-
tances. Searle n'utilise pas beaucoup la notion de présupposition dans 
la première théorie des actes illocutionnaires. Cependant, certains con-
cepts utilisés dans cette première théorie permettent de saisir des phé-
nomènes qualifiés de présuppositionnels, comme nous le verrons. 
La première théorie des actes illocutionnaires a des faiblesses qui 
méritent d'être soulignées . 
La première, et la plus importante, est que, bien que Searle affir-
me que son analyse porte sur des ac t es et non sur des verbes désignant 
109 
des actes, il ne formule pas de moyens d'analyser tous les actes possi-
bles, mais ne produit que des analyses de verbes désignant des actes , 
Il s'attaque, s'il caractérise des verbps, à une tâch~ importante, 
surtout si l'on considère qu'il devra caractériser les conditions de 
succès d'actes illocutoires formant des continuums (ce qu'il reconnait 
lui-même). Par exemple, il devra caractériser un acte illocutoire qui 
diffère au plus de l'acte illocutoire d'assertion par le fait qu'il exi-
ge la satisfaction de conditions de sincérité plus fortes Au lieu de 
croire que P, croire fortement que P . Par la suite, on pourrait avoir 
"croire très ' fort'ê'rriè'nt que P", II croire très très forteqlent que P',' etc ... 
Ce problème est celui de la caractérisation des actes à la pièce, 
en ayant recours aux ressources expressives de l'anglais. Ici la parade 
au problème est le recours à une définition inductive qui soit indépen-
dante d'une langue particulière. 
Il est nécessaire, comme le remarque Searle, de caractériser des 
actes illocutionnaires primitifs, à partir desquels on pourrait cons-
truire les autres, qu'on pourra caractériser sur la base des premiers. 
Il serait aussi intéressant de formaliser cette théorie: il ne serait 
dès lors plus nécessaire de formuler les conditions de succès; on pourrait 
les avoir en faisant un simple calcul, et les identifier sur la base de 
la représentation formelle des actes. 
Searle et Vanderveken ont corrigé ces faiblesses et développé cette 
théorie, dans Foundations of Illocutionary Logic 
Voyons maintenant comment Karttunen et Peters utilisent les théories 
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de Grice et de Searle, pour rendre compte des cas de présuppositions prag-
matiques. 
3. Karttunen et Peters 
Lauri Karttunen et Stanley Peters réutilisent à peu près intégrale-
ment les théories de Grice et de Searle, n'app~rtant que quelques modifi-
cations à celle du premier. Ces ' ~odifications ont néanmoins leur importan-
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ce, puisqu'elles précisent la théorie de Grice . 
Grice affirme que les implicitations conventionnelles sont liées à 
des items du lexique, et présente le plus souvent comme exemples des 
implicitations liées à "mais" et "donc". Mais l'analyse n'est pas étendue 
à d'autres termes. Il en va différemment chez Karttunen et Peters. Pour 
ces derniers, elles sont liées à un grand nombre d'expressions, comme 
"also", "only","even", "either","again", et des verbes comme "fail", 
"forget", '.'realize", etc ..... 
Elles sont, de plus, liées à certaines constructions grammaticales, 
comme la construction relative avec clause non restrictive. Chez Grice, 
elles n'étaient pas liées à des constructions grammaticales. 
Ces auteurs posent aussi une restriction aux implicitations conven-
tionnelles possibles, en ajoutant à la théorie de Grice un postulat qui 
permet de faciliter le calcul des implicitations conventionnelles. Ce 
postulat est le suivant: 
un implicatum conventionnel doit être une proposition fai-
sant partie du terrain commun ou une proposition non contro-
versée au moment où l'implicitation de cet implicatum a lieu. 
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C'est dire que l'implicatum doit faire partie de l'ensemble des 
propositions considérées comme vraies par un locuteur et qu'il considère 
comme acceptées pour telles par ses allocutaires. Plus simplement, cette 
clause spécifie que l'implicatum fait partie de l'arrière-fond. 
On retrouve une notion identique (ou presque) à celle d'arrière-fond 
chez Grice, la notion de background knowledge (Grice, 1975, p.SO). Mal-
heureusement Grice n'utilise pas beaucoup cette notion, qui demeure im-
précise et n'est pas développée. 
Karttunen et Peters ajoutent aussi une convention de vérité et de 
confiance entre les locuteurs, convention qui est tirée de la convention 
de vérité de Lewis (Lewis, 1969, p.149) .. La convention de Karttunen et 
Peters spécifie qu'il faut exprimer un acte illocutionnaire dont toutes 
les conditions de succès sont satisfaites, et dit qu'on peut s'attendre 
à ce que tous fassent de même . Si cette convention était identique à celle 
de Lewis, elle serait redondante, puisque les maximes de quantité et de 
qualité peuvent exercer les mêmes contraintes que .celle-ci. Mais, à mon 
avis, elle se distingue nettement de celle-ci. 
Examinons la notion de convention , puis la convention de vérité de 
Lewis. 
3.1 Lewis 
La notion de convention est intéressante, et sera utilisée au pro-
chain chapitre. Pour ce, je juge qu'il est nécessaire de longuement l'in-
troduire. Par ailleurs , la place qu'occupe cette nôtion dans la littéra-
ture, de même que son int~rêt pour la théorie de la conversation , font 
qu'il n'est pas inutile de s' y attarder. 
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Il existe certaines situations où plusieurs agents doivent prendre 
des décisions interdépendantes sur une action à poser, action dont le choix 
dépend des actions possibles des autres acteurs dans cette situation. 
Par exemple; imaginez que vous êtes en communication téléphonique 
avec quelqu'un, et que la communication est coupée. Vous voulez rétablir 
la communication, et vous croyez que la personne avec laquelle vous par-
liez veut faire de même. Si vous téléph~nez tous les deux en même temps, 
vous ne pourrez rétablir la communication; de même si chacun croit que 
l'autre téléphonera. Le problème, pour un agent, est de décider s'il doit 
ou non appeler, considérant que la personne avec laquelle il parlait dé-
cidera ou non d'appeler, dans cette situation . Notons que les agents ne 
peuvent s'entendre, ne peuvent communiquer la décision qu'ils prennent 
et ne peuvent savoir quelle est la décision prise par l'autre. Remarquons 
aussi que les deux agents, dans notre exemple, ont un même intérêt: réta-
blir la communication. 
Dans de telles situations, il y a un problème de coordination d'actions . 
Dans ces situations, les agents doivent poser des actions qui ont une cer-
taine adéquation relativement aux actions qui sont posées par les autres . 
Ces actions doivent permettre d'atteindre une situation d'équilibre, dite 
d'équilibre propre, qui est telle que chacun préfère cette situation 
d'équilibre à une autre qui aurait pu être produite si l'un ou l'autre 
avait changé son action 
* Ces exemples soqt tirés de Lewis, 1969. 
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après avoir pris connaissance des actions des autres. 
Imaginons la situation suivante. Il y a un groupe d'individus dans 
la forêt qui doivent aller chercher du bois pour faire un feu . Le pro-
blème de coordination est le suivant: il s'agit pour chaque agent de par-
tir dans une direction, sans savoir dans quelles directions par~iront les 
autres. Par ailleurs, chaque agent préfère que soit ramené le plus de bois 
possible et s'attend à ce que chacun ait cette préférence. Pour ce faire, 
il faut que chaque individu parte dans une direction différente, en espé-
rant que chacun partira dans une direction différente. Si chacun part 
dans la même direction, on n'atteint pas une situation d'équilibre Si 
chacun part dans une direction différente, on atteint une situation d~é­
quilibre propre. 
Si ces individus se retrouvent dans une situation similaire, ils po-
seront la même action: i~ partiront dans la direction dans laquelle ils 
étaient partis la première fois . On dira alors que s'est établi une con-
vention, la convention que chacun, dans une telle situation, part dans 
une certaine direction, toujours la même . 
Chaque agent préfère cette convention. Mais selon Lewis, une conven-
tion C n'est une convention que s'il existe des conventions alternatives 
à C, qui diffèrent au plus de C par le fait qu'il est impossible de res-
pecter simultanément C et une convention alternative C' . 
Ainsi, dans notre exemple, ce pourrait être que chacun parte dans 
une direction différente de celle vers laquelle il part.Mais il reste qU'il 
n'arrive jamais que deux individus partent dans la ffiPme direction. 
114 
Les conventions sont à distinguer des contrats sociaux par le fait 
que tous préfèrent se conformer aux premières, alors qu'il est faux que 
tous préfèrent se conformer aux seconds. Elles se distinguent des normes 
par le fait qu'elles ne sont pas normatives --- leur formulation n'a pas 
la forme impérative, et ne contient pas de termes normatifs. Elles se 
distinguent des accords par le fait qu'elles ne sont pas explicites. 
Les accords sont explicites . Cependant, les accords peuvent devenir des 
conventions quand, après que l'accord ait été conclu et respecté pendant 
un certains temps, il est oublié et tout de même respecté. 
Lewis définit une convention de la façon suivante: 
liA regularity R in the behavior of members of a population 
P when they are agents in a recurrent situation S is a con-
vention if and only if it is true that, and it is common . 
knowledge in P that, in almost any _instance of S among mem-
bers of P, 
(1) almost everyone conforms to R; 
(2) almost everyone expects almost everyone else to conform 
to R; 
(3) almost everyone has approximately the same preferences 
regarding aIl possibles combinations of actions; 
(4) almost everyone prefers that any one more conform to R, 
on condition that almost everyone conform to R; 
(5) almost everyone would prefer that any ~ne more conform 
to R', on condition that almost everyone conform to R: 
where R' is sorne possible regularity in the behavior of members 
of P in S, such that almost no one in almost any instance of 
S among members of P could conform both to R' and R." 17 
Imaginons maintenant une situation où un individu, le communica-
teur, émet des signaux --- des énoncés vrais ou faux --- pour un auditoi-
re qui interprète ces signaux. Ici, le communicateur .est le seul à sa-
voir ce qui est le cas, quel état de choses est réalisé, et à pouvoir le 
communiquer à un auditoire. L'auditoire saura quel état de chos~ est réa-
lisé à partir du signal émis par le communicateur, et agira en fonction 
de ce signal. L'action est la réponse au signal. 
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Par exemple, imaginons des soldats en patrouille. L'officier respon-
sable envoie un de ses soldats sur une colline observer ce qui se passe 
de l'autre côté de cette colline. Ce soldat a un plan de contingence 
qui prévoit le signal à donner. Le signal dépend de ce que l'observateur 
constatera.On a le plan suivant: 
s'il y a des soldats ennemis en nombre égal ou plus élevé à 
celui de ' son propre régiment, il lève le bras une fois; 
- s'il y a des soldats ennemis en nombre plus petit que celu~ de 
son régiment,il . lève le bras deux fois' , 
- s'il n'y a pas de soldats ennemisJ~ève le bras trois fois. 
L'auditoire a aussi un plan de contingence , qui prévoit l'action à 
poser --- la réponse à donner ---en fonction de ce signal. Ce plan est 
le suivant: 
- s'il l ève le bras une fois, le régiment se replie; 
- s'il lève le bras deux fois, le régiment attaque; . 
- s'il lève le bras trois fois, le régiment escalade la colline . 
Plusieurs états de choses 51, 52 , 5n dont possibles , et seul 
le communicateur sait lequel est réalisé Il a un ensemble 6, 1 &, l ''~ ' de 
signaux, et l'auditoire peut interpréter correcteme nt ces signaux grâce 
au plan de contingence. Le plan de contingence du locuteur est une fonc-
tion F de 5 dans ~ une bijection, une fonction un-un . Le plan de contingen-
ce de l' audi toire est une fonction Fa de b c;lans R, une fonction un-un. 
La réponse dépend de ce qui est constaté par l'observateur. 
Le couple ordonné <F, Fa) est un système de signaux, où le domaine 
est F, et le codomaine Fa. 
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Lewis définit ensuite une convention de signalisation co~~e 
"( ... ) any convention whereby members of the pop~lation P 
~no are involved as communicators or audience in a certain 
signaling problem S do their parts of a certain signaling 
system(Fc,Fa) byacting according to their respective 
contingency plans." (Lewis, 1969, p. 135) 
Si on a une telle convention, Lewis qualifie <:F, F5> de système de 
signalisation conventionnel. 
Si on a maintenant un tel système "F ,Fa) et que' est un signal 
verbal--- un énoncé ---, on peut avoir la convention: 
" ( ... ) in any instance of S among them, the communicator tries 
to give whichever signal is true in that instance, and every 
member of the audience responds by doing whatever seems best 
on the assumption that the com.rnunicator' s signal is true." 
(Lewis, 1969, p.148) 
Plus précisé~ent, Lewis parle de convention de vérité pour un~F,Fa> 
ce qui lui permet d'avoir des alternatives, par exemple la convention de 
vérité en <F' ,Fa') ,un autre système de signalisation qui prévaut dans 
une situation S' à peu près identique à S. Revenons à Karttunen et Peters . 
Les deux conventions ne sont pas identiques . Celle de Lewis pose 
moins de contraintes que celle de Karttunen et p pters. Par exemple, la 
condition de sincérité, qui fait partie des conditions de succès, n'a 
aucune importance chez Lewis. La convention de Karttunen et Peters est 
donc plus forte que celle de Lewis. Ce trait la rend intéressante 
Par ailleurs, cette théorie est d'autant plus intéressante qu'elle 
est liée d'une façon très étroite à la logique illocutoire. 
Nous appellerons la convention de Karttunen et Peters la convention 
de succès. 
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3.2 Karttunen et Peters: suite 
On peut dresser le tableau suivant, où sont distingués les phéno-
mènes qualifiés précédemment de présuppositionnels, au sens pragmatique , 
pour un acte quelconque, avec les contraintes posées sur chaque item: 
S dit X 
contraintes sur X: 'respe cte les maxime s et le P.C . 
respecte la convention de succès 
S implicite conventionnellement Y 
contraintes sur Y: respecte le terrain commun 
Simplicite conversationnellement, d'une façon particulière, Z 
Simplicite conversationnellement , d'une façon généralisée, W 
S présuppose que les conditions préparatoires sont satisfaites . 
où "s" est une variable pour locuteur , " X" une variable pour acte de l an-
gage, "y" une variable pour implicatum conventionnel , "z" une variable 
pour implicatum conversationnel particulier et "w" une variable pour im-
plicatum co~versationnel généralisé. 
Voyons quelles analyses permet cette th éorie, en examinant d'abord 
quelques cas présentés par Karttunen et Pp t ers, et par la suite des cas 
problématiques. 
Les exemples d'implicitations co nversationnelles particularisées 
présentés par Karttunen et Peters sont liés aux conditionnelles . . Par 
exemple, un locuteur disant:"Si Marie était allergique à la pénicilline, 
elle aurait les symptôme s qu'elle a . " implicite conversationnellement qu ' il 
e~t épistémiquem~nt possi ble que l' antecsdent s oi t :aux . 
D'aill ztL..-s il peut l'annuler en ajoutant : "Mais elle 
n'est pas aller-
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gique à la pénicilline." 
Par ailleurs, pour une indicative conditionnelle, le locuteur 
implicite conversationnellement qU ' il ' est épistémiquement possible que l~ 
antécédent soit vrai. Par exemple, 
, quelqu'un disant "Si Jean va à Montréal, il nous y amènera." impli-
cite conversationnellement qu'il est 
possi ble à sa connaissance que J ean aille à Hontr éal . 
Selon Karttunen et Peters, on utilise une phrase conditionnelle in-
dicative quand on a suffisamment d'évidence que l'antécédent est vrai, 
autrement on utilise une conditionnelle subjonctive . Ils dégagent la gé-
néralisation: 
"Si A alors B" implicite conversationnellement, 
à l'indicatif, "Il est épistémiquement possible que A." 
18 
au subjonctif, "Il est épistémiquement possible que N A'.' 
On peut utiliser cette généralisation pour rendre compte , par exem-
pIe, de ce qui est implicité par:"Si Jacques a des enfants, tous les en-
fants de Jacques sont chauves." et "Si Jacques avait des enfants~ tous 
les enfants de Jacques seraient chauves. ,. 
Les cas d'implicitations conversationnelles généralisées sont liées, 
entre autres choses, aux verbes de jugement comme "critique", "blâme", 
"accuse", qui sont des performatifs. Tous ces verbes ont pour implicita-
tion conversationnelle généralisée que la pr,oposition exprimée par la 
phrase en position de complément est vraie. Par exemple, "Pierre criti-
que Roger d'avoir écrit une lettre élogieuse." a pour implicatum conver-
sationnel généralisé, "Roger a écrit une lettre élogieuse.". Cette dernière 
phrase est implicitée, et non présupposée, comme le croyait Fillmore , parce 
qu'on peut l'annuler, en ajoutant:"Mais c'est injuste puisque Roger n'a 
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pas écrit une lettre élogieuse." Il en est ainsi d'autres verbes, dont 
ceux qui servent à rapporter ce qu'une personne a dit, comme "mentionner" 
et "dire'.'. 
Mais les cas les plus souvent mentionnés sont des cas d'implicitation 
conventionnelle. En fait, la plupart des phénomènes qualifiés de présup-
positionnels au sens pragmatique sont des cas d'implicitation convention-
nelle liés à certaines expression~ et en particulier à celles mentionnées 
à la page 110. Un locuteur utilisant: 
(8) "Paul oublie que . la Terre est ronde." 
(9) "Les astronautes d'Appollo XI n'ont pas réussi à attêrrir 
sur Mars." 
(lO)"Jules réalise que les linguistes sont parfo i s confus." 
(ll)"Même les linguistes sont parfois confus." 
implicite conventionnellement, respectivement, que 
(12) Paul sait que la Terre est ronde. 
(13) Les astronautes d'Appollo XI ont essayé d'attêrrir ·sui ·Mars . " 
( 14) Les linguistes sont parfois confus . 
(15) D'autres ind i v i dus que les linguistes sont parfois confus. 
à cause des expressions "oublie","n'ont pas réussi", "réalise", et "même". 
De la même façon, un locuteur disant: 
(16) "Les astronautes d'Appollo XI n'ont pas non plus réussi à 
atterrir sur Mar.s . " 
(17) "La Terre aussi est ronde." 
implicite conventionnellement que: 
(18) Les astronautes d'Appollo XI ont sub~ un aut7e échec. 
(19) Il n'y a pas que. la Terre qui soit ronde." 
et ce à cause de l'utilisation de "non plus" dans la première phrase et 
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de "aussi" dans la seconde. 
Ni (12)-(15) ni (18), (19) ne sont annulables, comme ce serait le 
cas si on avait affaire à des imp1icata conversationnels. En effet, il 
serait assez étrange de dire :"Les astronautes d'App 0110 XI n'ont .pas réus-
si à atterrir sur Hars, et ils n'ont pas essayé d'attèrr:ir sur Mars." ou 
"La Terre aussi est ronde, et rien d'autre n'est rond." 
Par ailleurs, (12)- (15) et (18), (19) doivent faire partie du terrain 
commun au moment où (8)-(11), (16) et (17) sont affirmés. Cette restriction, 
assez forte à première vue, pourrait rendre compte de certains échecs con-
versationnels. Par exemple, si dans une conversation où tous les parti~ 
cipants admettent que les astronautes d'Appollo XI n'ont pas essayé d'at~r-
rir sur Mars, quelqu'un disait (9), son acte s 8rait peut-être diffici-
le à intégrer à la conversation. Il en va de même pour (11) dans une 
conversation où tous les participants croient que personne n'es t confus. 
De plus, selon Karttunen e t Peters, un locuteur s'engagerait toujours 
quant à la vérité de ce qu'il implicite, bien que ce qu i est implicité 
ne fasse pas partie de ce qui est affirmé. On retrouve ici exactement ce 
ce qu'on avait pour les présuppositions (sémantiques tout au moins). 
Nous avons jusqu'à maintenant examiné des cas liés à des items le-
xicaux. Voyons-en quelques-uns liés à des constructions grammaticales. 
Les cas que j'expose sont,à ma connaissance, les s euls présentés par les 
auteurs. 
Dans un article de 1975 (Karttunen e t Peters, 1975), on retrouve un 
exemple lié à la cleft construction. Cet exemple est le suivant: 
(20) "It wasn't Rosemary who got the job." 
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Dans un article de 1977 (Peters, 1977), on retrouve les exemples: 
(21)"It wasn' t Ford who pardoned Agnew." 
(22)"If it wasn' t Ford wh o pardoned Agnew, then it must be someone 
else." 
L'exemple (20) 'a pour imp1icatum conventionnel: 
(23) "Someone got the job." 
et les eX2mp1es (21) et (22): 
(24) "Someone pardoned Agnew." 
Remarquons que l'implicatum conventionnel ne change pas quand on fait 
disparaître la négation interne. Ainsi, "It was Rosemary who got the job." 
a pour implicatum (23), qui est aussi impliqué strictement par (20) et 
notre dernier exemple. 
Dans l'article déjà mentionné de Peters, on retrouve une implicita-
tion liée à la construction avec clause relative non restrictive. Cet exem-
pIe est le suivant: "Did Agnew, who is the vice-president of U.S., write 
a novel ?" qui a pour implicatum:"Agnew is the vice-president of U.S." 
Ces exemples sont faciles à généraliser. 
La restriction sur ce qui peut être implicité conventionnellement 
voulant que ce qui est implicité conventionnellement fasse partie du ter-
J 9 
rain commun, est ambigug. Comme le souligne D.Vanderveken, il y a une 
différence entre l'exigence que l'implicatum fasse partie du terrain com-
-mun et celle que la négation de cet implicatum ne fasse pas partie du ter-
rain commun, et il semble que cette dernière exigence soit plus adéquate. 
Si quelqu'un dit :"Les astronautes d'Appollo XI n'ont pas réussi à atté-trir 
sur Mars." devant un auditoire qui n'a pas dans son terrain commun 
que les astronautes ont essayé d'attérri-r sur Mars, mais qui n'a pas non 
plus dans son terrain commun la négation de cette proposition, il ne fait 
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pas une assertion qui pose des problèmes conversationnels. On peut affirmer 
que l'énonciateur a passé de l "'information sous forme de présupposition 
ou d'imp1icitation. 
Si quelqu'un affirme:"Marie a réussi à escalader le mont Everest." 
devant un auditoire qui ne sait pas qu'elle essayait, l'auditoire peut 
poursuiVre en disant:"E11e essayait vraiment d'escalader le mont Everest ?". 
Il ne semble pas qu'il y ait là de rupture dans le cours de la conversa-
tion. 
Il me semble que la restriction de Karttunen et Peters serait plus 
adéquate si on la modifiait pour avoir la nouvelle restrictio~: 
l'implicatum conventionnel doit faire paEtie du terrain 
commun ou si l'imp1icatum n'en fait pas partie, sa né-
gation n'en fait pas partie. 
Par exemple, si quelqu'un affirme devant un auditoire qui sait que 
Marie n'a pas essayé d'escalader le mO:J.t Everest, "Marie a réussi à esca-
1ader le mont Everest.", il y aura un "problème" dans la conversation. 
On remettra en question la valeur de l'imp1icitation, la valeur de ce que 
dit le locuteur, etc ..... 
Chez Karttunen et Peters, on retrouve un mécanisme qui permet de 
résoudre le problème de la projection. Pour exposer ce mécanisme, il me 
faut introduire quelques thèses de Karttunen et Peters sur la façon dont 
.,1 '1 
on peut étendre la sémantique de P.T.Q. pour rendre compte des aspects 
123 
non vériconditionnels des énoncés. 
Karttunen et Peters traduisent chaque expression dans la sémantique 
\' Il 
de P.T.Q .. Une expression est alors marquée "e" pour "extension". De plus, 
à chaque expression on assigne, dans le lexique, une implicitation i. Les 
implicitations des connecteurs logiques sont déterminées de la façon sui-
va nte à gauche, on retrouve l'expression marquée i, qui dénote l'im-
plicitation de l'expression complexe, et à droite ce qu'est cette impli-
citation: 
'l')) ( rp A Y;) " - ( , ( rpt! -) "e tIr fi; " 
JI ( ; _:> \f ),1 - ( (; 1 1\ (if; (! -:> t3 ') J. " . alors. : -s~ ... ({ 56 ,'V ~ e) j\ ( ~~ V tf 1)) (;1.10/)' - * 
"ou" -
et pour les négations interne s et externes: 
. 
( .-J ~e: t/J') 
( ,.J ( q;e j\ <p ') ) ( ~; V Alq;/J) 20 
Par exemple, 
(25) "Jean boit aussi, et Marie n'aime ·pas . cela." 
(26) "Jacques a des enfants et les enfants de Jacques sont chauves." 
ont pour implicitation, respectivement,que quelqu'un d'autre que Jean 
boit, qui est la "présupposition" de toute la phrase, et la "présupposi-
tion" de la première partie de la phrase complexe, et que Jacques a des 
enfants, qui est l'implicitation de la seconde partie de la conjonction. 
Par ailleurs, "Jacques a des enfants. " est impliquée strictement, et tri-
vialement, par la première partie de la conjonction. Considérons: 
(27)" . S'il ya un roi de France, alors le roi de France se cache." 
(28) "Si J,acques a des enfants, alors tous les enfants de Jacques 
sont chauves." 
(29) '111 n'y a pas de roi de France ou le roi de France se ca-::he." 
*' ,p t et ' if ' sont d e s v 2.riables uour pro,?osi tions. 
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"(30) "Jacques aussi boit de la bière, ou je perds mon pari." 
(31) "Le roi de France n'est pas chauve." 
(32) "Il est faux que le roi de France soit chauve." 
Les exemples (27) et (28) fonctionnent comme les exemples (25), (26). 
Pour (29) et (30), on a , respectivement, comme implicatum; "IL y a un 
roi de France." et "Quelqu'un d'autre que Jacques boit de la bière ou je 
perds mon pari.". Pour (31) et (32), enfin, "Il y a un ro i de France." 
et "Il Y a un roi de France ou il n'y a pas de roi de France.". Cette 
dernière phr~se est analytiquement vraie. Nous verrons plus loin qu'il 
y a ici un problème, puisqu'on pourra aussi obtenir des phrases analyti-
quement fausses. 
La condition d'h~ritage des présuppositions pour (29) et (30) est 
( cl> V 'JI) 1 =. (( tP l' V tp e ) " ( '1/ V 0/ ') ) 
\U i 
où l est l'implic~tation, de la seconde partie de la conjonction . 
Karttunen et Peters utilisent la théorie originale des actes il10cu-
tionnaires ( Searle, 1969 ) , qui, on l'a vu, a des faiblesses. Mais on peut 
corriger celles-ci en substituant à cette théorie la nouvelle théocie de s 
actes il10cutionnaires (Searle et Vanderveken,1984 . . ), où les condi-
tions préparatoires ~nt aussi présentes, et font partie des sept compo-
santes d'une force il10cutoire, et où l'ensemble des forces i110cutoires 
possibles sont définies à partir de cinq forces primitives (assertives, 
co~~issive~,expressives,directives et déclaratives.). Cette substitution 
ne change rien aux explications de Karttunen et Peters, mais précise leur 
théorie. 
Par ailleurs, rien dans la théorie de Searle et Vanderveken n'emp~che 
d'utiliser ainsi leur théorie. En particulier, la notion de condition 
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préparatoire peut être ainsi utilisée. Searle et Vanderveken considèrent 
eux-mêm~que les conditions préparatoires sont présupposées satisfaites 
par le locuteur performant un acte illocutoire. Ils adjoignent ainsi une 
notion de présupposition définie en term~s de présupposition du locuteur 
à une notion définie en termes de présuppositions d'un acte. 
Mais chez Searle (Searle, 1969, Searle et Vanderveken, 1984 ' ), 
les contenus propositionnels ont aussi des présuppositions, les présuppo-
sitions propositionnelles, dont ne tiennent pas compte Karttunen et Pe-
ters. En fait, ce que Searle et Vanderveken appellent "présupposition 
propositionnelle" est appelé "implicitation" par Karttunen et Peters. Par 
exemple, pour les premiers, "Le roi de France es t chauve." a pour p"résup-
position propositionnelle "Il y a un roi de France." qui serait une impli-
citation selon les derniers. 
Il Y a ici un choix à faire entre deux terminologies pour rendre 
,compte d'un seul phénom~ne. Ce choix est facile à faire. Puisque les 
présuppositions du contenu propositionnel sont des conditions de no~défec­
tuosité d'un acte illocutoire, elles présentent un intérêt que n'o~t pas 
les implicitations: 
1) la notion de présupposition propositionnelle permet d'évi -
ter de faire appel à une théorie de la conversation; 
2) ces cas ne forment manifestement pas une liste ouverte, com-
me ce serait le cas si on avait affaire à des implicitations; 
3) cette notion permet de réduire le nombre des phénom~nes que 
l'on peut qualifier d'implicitation . 
Pour des raisons d'économie ( 1», d'adéquation (2») et de précision de 
la théorie (3)), il est préférable d'utiliser la notion de présuppo-
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sition propositio~nelle pour rendre compte de certains cas appelés par 
Karttunen et Peters "implicitation". 
Ici se termine pour l'instant cet exposé de la théorie de Karttunen 
et Peters. Cette théorie doit être critiquée. 
3.3 Critigues 
La plupart des cas examinés par Karttunen et Peters, et la plupart 
des cas de présupposition interprétés en termes d'implicitation, sont des 
cas d'implicitation conventionnelle. Malheureusement, comme ils le sou-
lignent, on ne sait pas pourquoi il y a des implicitations conventionnel-
les (Karttunen et Peters, 1979, p.1S). C'est donc dire que l'on nia ~ien 
expliqué, et que l'on a simplement unifié des généralisations. 
Pour ce, selon Dinsmore (Dinsmore, 1981), le travail de Karttunen 
et Peters est sans intérêt théorique. Ce jugement est sévère, et peut être 
atténué si on peut affirmer que Karttunen et Peters ont fourni de bonnes 
descriptions. 
Mais il n'est pas certain que les descriptions soient correctes, comme 
on le montrera au prochain chapitre, à cause de la faiblesse de la théo-
rie de la conversation utilisée, et ce malgré les modifications apportées. 
En fait, non seulement on ne sait pas comment attacher une implici-
tation conventionnelle particulière à une expression, en sachant pp~~tant qu' 
on attache précisément celle-là, mais on n'a qu'une esquisse de la façon 
de le faire pour les implicitations conversationnelles. Nos intuitions 
permettent d'identifier des implicitations conversationnelles, mais la 
théorie qui devrait permettre de rendre compte de ces intuitions n'est 
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pas disponible, comme nous le verrons au prochain chapitre. 
La théorie d~ Karttunen et Peters n'est pas non plus matériellement 
adéquate. Soames (Soames, 1979) produit de nombreux exemples dont ne ren-
l 
dent pas compte Karttunen etPeters. Parmi ces exemples, le plus remarqua-
ble est le suivant. Soit "Le directeur du département n'est pas sceptique 
à propos de la réalité du monde extérieur ou le directeur du départementt 
n'est pas très sensible." où Ae="le directeur du département est scepti-
que à propos de la réalité du monde extérieur", Be = "le directeur du dé-
" . partement est très sensible, et AL= "le département a un directeur". Ici, 
Karttunen et Peters ne réussissent pas à rendre compte de C, puis-
que, selon la règle d'héritage du "ou", on a 
et 
ce qui est équivalent à: 
Selon Soames, on a aussi d~s implicitations contradictoires, où des 
propositions liées par le "ou" forment une proposition analytiquement 
fausse. Par ex~mple, "L'avocat de Suzanne a trouvé son seul héritier ou 
il a trouvé le plus vieux de ses héritiers." a pour implicitation, pour 
la première partie de la phrase, que Suzanne a un seul héritier, et, pour 
la seconde partie, que Suzanne a plus d'un héritier. Ces deux implicita-
tions Ai et Bi sont incompatibles. Toutefois, ce problème n'est .pas trop 
embêtant, puisqu'il suffit de considérer que l'implicitation est (Ai ou Bi ) , 
une proposition vraie. Il faudrait évidemment affirmer que,dans l'arrière-
fond, il Y a des propositions "de ce type, et que l'arrière-fond ne comprend 
pas que des propositions élémentaires. De fait, l'arrière-fond devient 
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plus complexe . Cependant, la condition d'héritage de Karttunen et Peters 
permet de traiter ce problème. Si Ae = "l'avocat de Suzanne a trouvé son 
seul héritier", Ai = "Suzanne a un ,seul héritier", Be= "il a trouvé le 
i 
plus vieux de ses héritiers", et B = "Suzanne a plus d'un héritier", et 
si A~ et Ai sont vrais, et Be, Bi sont faux, alors l'implicitation est 
(c tjJ IV tp e.) A (fJ ( v' 'P ') ) 
où il n'y a pas de contradiction. Notons que (Ai ou Bi) n'est ni une 
contrad iction ni une tautologie. 
Mais Gazdar (Gazdar, 1979, p.llS), présente des cas étranges, que 
Karttunen et Peters ne peuvent analyser. Soit: 
(33) "If l go to bed with her, then Maria's children get jealous." 
qui présuppose, intuitivement, "Maria has children." 
Mais la règle de Karttunen et Peters nous oblige à affirmer que (33) 
présuppose (ou implicite): "If l go to ~ed with her, then Maria has 
children.", et ce contre toutes nos intuitions. 
Ces critiques nous amènent à affirmer que la théorie de Karttunen 
et Peters n'est pas satisfaisante et devrait subir quelques modifications. 
Cependant, il serait exagéré de dire, ~ partir de quelques co~trexemples, 
qu'on doit rejeter cette théorie au profit d'une nouvelle. Si on considère 
que le problème de l'explication et de la description de3"pr~suppositions" 
est un problème généralisé, on serait plutat tenté d'affirmer que solu-
tionner ces deux problèmes est impératif, et non que rejeter les t~éories 
qui les rencontrent est nécessaire. Au chapitre 4, nous nous intéresserons 
à ces problèmes. 
CHAPITRE IV 
Critique ~e la théorie gricéenne 
de la conversation 
La grande faiblesse d2 la théorie de Karttunen et Peters est due, 
en bonne partie, à la théorie de la conversation qu'ils utilisent. La 
l 
théorie gricéenne de la conversation, malgré son grand intérêt, n'est pas 
à l'abri de certaines critiques. 
1. Probl~mes généraux 
Soulignons d'abord l'absence de caractérisation des notions de prin-
cipe et de maxime, et de justification du choix de ces notions au détri-
ment de notions alternatives (r~gles, instructions, standards, normes, 
2 
conventions, etc ... ). Il existe pourtant dans la littérature de telles 
notions, définies avec une relative précision. Par exemple, Black (Black, 1962) 
a introduit des distinctions, reprises par Gumb (Gumb, 1972), entre: 
1) des régulations, des "( ... ) règles instituées par une autorité 
en un temps et un lieu particulier, s'appliquant à une classe 
plus ou moins bien définie de sujets engagés dans une certaine 
activité (et spécifiant) ce que les sujets impliqués dans la 
3 
pratique doivent, peuvent ou ne doivent pas faire~ ; 
2) des instructions, qui "( ... ) spécifient comment quelqu'un doit 
4 
agir pour atteindre un certain but"; 
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3) des maximes, qui "C ... ) sont comme des régulations, sauf que les 
maxilnes valent pour tous et ne sont pas attribuables à une auto-
S 
rité"; 
4) des uniformités, qui "C ... ) sont des règles d'inférence codi-
fiant des 10i3 empiriques ou autres énoncés généraux à propos 
6 
de régularités" . 
A cause de sa précision, cette classification peut nou~ être utile 
pour caractériser les notions de maxime et de principe chez Grice. Ceci 
n'implique pas, notons-le, que la classification de Black doive être con-
sidérée comme acceptable sans critique. 
On peut envisager, ce qui n'est pas absurde, que les maximes de Cri-
ce sont identiques à celles de Black: qu'elles sont définies de la même 
façon. Malheureusement, elles ressemblent trop à des instructions puis-
qu'elles spécifient un moyen pour atteindre un but --- le but de la con-
versation --- et sont introduite s co~ne des uniformités puisque, selon 
Criee, certains traits des conversations montrent que de telles maximes 
sont suivies. 
Les distinctions de Black sont donc de peu d'utilité pour définir la notion 
de maxime de Criee . . Elles permettent cependant de mettre en évidence 
l'imprécision de la notion gricéenne de maxime imprécision liée, si 
on se fie au dernier paragraphe, à sa richesse - et de soulever un des 
traits importants de la théorie de Criee: c'est une théorie de la conver-
sation formul~e en termes de règle. 
Qu'est-ce qu'un principe? On serait tenté d'affirmer que c'est une 
instruction, au sens de Black, puisque la coopération est un moyen pour 
Si 
Dl 
atteindre un but. Mais, dans cette éventualité, selon Kasher (Kasher, 1976), 
l'instruction ne saurait se présenter seule. Puisque la coopération est 
un moyen, il faut adjoi~dre au P.c. un principe de rationalité qui per-
met d'affirmer que, étant donné un but, un acteur peut choisir ce moyen 
la coopération - et que si c'est le moyen le plus efficace, l'acteur 
choisira ce moyen. Ce principe, selon Kasher, se formule: 
P.R. "Etant donnée une fin désirée, un individu choisit 
l'action qui, le plus efficacement et au moindre 
7 
coût, permet d'atteindre ce but." 
Mais il est remarquable que dans cette interprétation de la notion 
de principe les maximes sont aussi des instructions au sens de Black , 
et que ,puisque les maximes prescrivent des moyens d'assurer la coopéra-
tion et qu'un principe de rationalité est: je toute façon. nécessaire, on 
peut enlever le P.C. et lui substituer quelque chose co~ne: 
Etant donné un but, une conversation est parfois le moyen 
le plus efficace pour atteindre ce but.* 
Grice ne spécifie pas non pl us si les maximes ( et le principe) sont 
normatives ou constitutives (au sens de Searle (voir le chapitre précédent ) . 
J!. • • eil es . d· J!. 1 . . . é . l el13s t::taH~nt nor,nat~ves :'y~en ra1.ent rt::gu ar~ser une act~V1.t qU1. eur 
elles el l es 
préexiste.3 i ' ~taient constitutives _ fonderaient la conversation: 
sans le respect de ces r~gles, il n'y aurait pas de conversation. I~ Y 
a donc, comme le souligne Flahaut (Flahaut, 1980) , une ambiguité dans la 
notion de conversation, à cause de cette absence de spécification. Grice 
est au courant de ce probl~me. 
* La notion de but demeure vague et imprécise pour l'instant. Nous revien-
drons plus loin sur cette notion. 
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Ces remarques nous amènent à noter que la théorie de la conversation 
est aussi une théorie de l'action, et plus précisément une théorie de 
l'action rationnelle orientée vers une fin. Une telle théorie présuppose 
ou est une théorie de la rationalité. 
Ici surgissent des problèmes supplémentaires, puisque la théorie 
gricéenne spécifie que tous les conversants ont un même but. C'est une 
théorie de l'action collective. 
Mais toutes les conversations ont-ell e s un but? Toutes les con-
versations sont-elles orientées vers une fin? Par exemple, dans certaines 
situations, il peut ne s'agir que d'échanger des formules de politesse. 
Peut-être hésitera-t-on à appeler ces échanges des conversations, ou 
dira-t-on que le but est d"échanger des formul~s de politesse, ou même 
de garder le contact avec l'allocutaire. Ces "conversations" ont donc 
8 
peut-être un but. 
Tous les conversants ont-ils toujours le même but? Par exempl~, 
est-ce que Socrat e et l'esclave de Ménon avaie nt l e même but? Est-ce 
que deux politiciens essayant mutuelleme nt de se convaincre de quelque 
chose ont un même but? Dans ce derni er cas, oui, en un sens. Trouver une 
politique "juste!! par ~xemple. Mais,en un autre sens, ils ont des buts 
contradictoires: convaincre l'autre. 
Mais si je paTle avec quelqu'un de la politique canadienne, mon 
allocutaire croit que la conversation que je poursuis a pour but de mesu-
rer l'impact économique de cette politique , par exemple, et adopte 
ce but. Cependant, mon but peut être de le distraire pour qU'il n'aille 
pas "déranger" un ami qui est en train de lui voler sa voiture. Dir.ons-nous 
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que nous avons un même but ? Dirons-nous que nous poursui7~ns un même but 
en conversant? Notons que la conversation se poursuit tout de même. 
Il faut distinguer l ~ but de la conversation en tant que telle et 
le but de chacun des intervenants dans la conversation. Grice ne fait pas 
... 
cette d i.stinction, et n'envisage que les casOttes conversants ont un but 
co~~un. L'exemple du vol est intéressant pour montrer la nécessité de cette 
distinction. Le locuteur a pour but d'entretenir une conversation, afin 
d'atteindr e un autre but, alors que l'a1.locutaire a pour but ce que la 
conversation, si on peut s'exprimer ainsi, a pour but. Il est donc possi-
ble qu'une conversation so i t un but qui ~st un mo yen pour atteindr2 un 
autre but. Notons aussi qu'on peut .considérer que distraire l'allocutaire 
est un but perlocutoire, qui peut être atteint . grâce à des moyens non 
linguistiques, et que ce ~ype de but doit être distingué du but interne 
à la conversation. 
Cet exemple montre aussi que des conversants peuvent avoir des buts 
très différents sans que la conversation s'interrompe ou soit "bizarre". 
Il peut arriver qu'un groupe d'individus soit réuni pour converser 
afin d'atteindre un but. Par exemple, on peut réunir des étüdiants et les 
faire discute~ afin qu'ils décident d'une position à prendre vis-à-vis 
une mesure administrative. Mais chacun de ces étudiants peut "fuir" 
systématiquement ce but. Les étudiants peuvent se mettre à parler de la 
dernière partie de hockey. La conversation se poursuit, mais quel est son 
but ? 
Il est aussi possible qu'atteindre le but d'une conversation soit 
une . condition à l'atteinte d'un autre but par une autre conversation, ou 
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la condition à la poursuite d'une conversation. Par exemple, lors d'un 
procès, il peut être nécessaire d'établir la validité d'un témoignage ---
et ce serait le but immédiat avant de poursuivre le procès et d'en 
arriver à un jugement---- ce qui est un autre but. Ici , on peut segmenter 
les différentes phases du procès pour former des conversations , et affir-
mer que le procès est une série plus ou moins ordonnée de conversations; 
on peut aussi affirmer que le procès est une longue conversation contenant 
des sous-conversations c'est l'alternative que j'ai choisi plus haut. 
Rien chez Crice ne permet de choisir une de ces alternatives. 
Revenons à la notion de but. Le cas des étudiants a montré que des 
conversants peuvent avoir un but à atteindre, mais qu'une "convention" 
s'est instituée à l'effet que ce but ne doit pas être atteint et qU'il 
faut atteindre un ou plusieurs autres buts --- parler de hockey par exem-
ple ce qui est un but --- pour ne pas atteindre un autre but --- pren-
dre une décision. Mais on peut aussi examiner la possibilité que ce soient 
là deux buts à la conversation - parler de hockey et ne p9.S prendre de 
décision .-- qui sont atteints simultanément. Mais une conversation peut-elle 
avoir plusieurs buts ? 
Ces exemples montrent que la théorie de Crice est trop simple. Il 
faut spécifier ce que l'on entend par "but de la conversation", et carac- · 
tériser 'la façon dont s'articulent ' les buts dans une conversation. Plus 
précisément,- une théorie de la conversation devrait: 
1) caractériser différents types de buts ( par exemple distinguer 
ce que l'on a appelé le but interne à la conversation et ce 
que j'ai qualifié de but perlocutoire); 
2) établir une typologie des buts possibles des conversations 
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et des conversants; 
3) caractériser la (les) relatidn(s) qu'entretiennent le but de 
la conversation et les buts des conversants; 
4) faire une segmen~ation des conversations et examiner si, dans 
une conversation qui a un but, on peut distinguer des sous-buts 
et des sous-conversations et, éventuellement, caractériser 
les relations qu'entretiennent les buts des sous-conversations 
et le_but de la conversation; 
5) examiner comment s'articulent les buts de différentes conver-
sations. 
C'~st là un programme chargé, et on pourrait croire que le moyen 
de le réaliser est d'utiliser des résultats déjà obtenus en théorie de 
l'action. Mais il y a des difficultés qui laissent croire que ce sera in-
suffisant, et peut-être inutile d'utiliser les résultats de cette disci-
pline. La première de ces difficultés vient du fait que les problèmes qui 
nous intéressent sont des problèmes de coordination d'action entre des 
acteurs, puisqu'on a affaire à des actions collectives, et qu'il n'y a 
guère de théories de l'action suffisamment développées qui puissent mettre 
à notre disposition des analyses de tels types d'action (mais voir -
Lewis, 1969). La seconde est liée à la caractérisation de la . notion de 
but. Il faudrait, si on veut utiliser les théories de l'action, établir 
que le but d'une conversation peut être décrit comme un état de choses. 
En théorie de l'action, Chisholm (Chisholm, 1970) affirme que le but est 
ce qu'on essaie de produire ( bring about~, un état de choses. Il écrit, 
et c'est la définition Dl: 
"Dl. He acts with the intention of bringing about that ... 
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there is a state of affairs p such that he brings it about 
9 
that p occurs in intending to bring it about that .... " 
Mais il est difficile de dire que le but d'une conversation est de 
réaliser un état de choses. Par ailleurs, en théorie de l'action on définit 
le but des ' acteurs et non le but d'actions collectives. Il faudrait 
prouver, au moins, que le but d'actions collectives est identique aux 
buts des acteurs, ou à un but de tous les acteurs engagés dans cette action, 
si on veut utiliser les théories de l'action. 
On doit aussi distinguer deux types de but, comme on l'a dit: ceux 
que l'on peut atteindre grâce à des moyens nonlinguistiques et ceux que 
l'on peut atteindre grâce à des moyens linguistiques seulement (et p2ut-ê-
tre devra-t-on aussi distinguer des buts que l'on peut atteindre grâce 
à des moyens linguistiques ou non linguistiques). Par exemple, prendre 
une décision collective ne peut être un but atteint que grâce à ~es mo-
yens linguistiques et faire avancer un canot est un but que l'on ne peut 
atteindre que grâce à des moyens non linguistiques , en ramant ensemble. 
Cette distinction n'est pas faite en théorie de l'action, et les théories 
de l'action n'en tiennent pas compte. 
Tous les problèmes ett6utes les questions posés plus haut sont re-
lat ifs à la notion de Dut, et nous ont permis de soulevèr de nombreuses 
carences dans cette tryéorie, carences importantes dans la mesure o~ la 
notion de but est importante. Passons à un autre problème, celui de la 
J 
relation P.C./maximes et celui dela relation maximetmaxime. Je lie ces 
deux relations à un seul problème, celui des relations entre les règles 
de la théorie de la conversation. 
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On lit, chez Grice: 
"On the assumption that such general principle (le P.C.) is 
acceptable, we may perhaps distinguish four categories under 
one or another fall more specific maxims and submaxims, the 
following of which in general yields results in accordance 
with the cooperative principle."lO 
Les maximes sont . tionc des "prescriptions" plus précises que le 
principe et permettent de le respecter. Jusque là, pas de problèmes. 
Les premiers problèmes arrivent quand on remarque que les relations entre 
les maximes ne sont pas caractérisées. Sadock (Sadock, 1978)a remarqué 
ce point et fait part de quelques difficul tés. Il éc·rit: 
"lt is. not clear to me , for exam!)le t how one cauld be bath relevant ~ay e~ther more or less than is requ~red. In what way avoi-
dgnce from prolixity is different from saying as much as is 
required ? If contribution is obscure, does it not also lack 
relevance ?"ll 
La note de Sadock soulève le problème de la redondance entre les 
maximes. Cependant, les questions de Sadock sont formulées en des termes 
qui ne nous permettent pas d'affirmer qu'il y a redondance entre les 
maximes. Sadock a trop recours à des intuitions. Mais remarquons que sa 
note réfère à deux reprises à la maxime de relation. Cette maxime est 
problématique et retiendra longuement notre attention. 
Grice affirme que le respect de certaines maximes, la maxime de re-
lation par exemple, est plus important que le respect de certaines autres. 
Les maximes n'ont pas toutes le même statut. Mais il faudrait alors, ce 
que ne fait pas Grice, fixer le statut de chaque maxime ou de chaque caté-
gorie de maximes, et fixer leurs relations. Cette dernière précision 
permettrait aussi d'analyser avec plus de finesse les cas où le respect 
de deux maximes est impossible, c'est-à-dire les cas où il y a conflit 
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entre deux maximes. 
Un nouveau problème surgit si on demande si ces catégories, et ces 
maxlmes, sont nécessaire et suffisantes pour caracté~iser une conversation. 
Grice ne nous dit rien à ce propos. Dans les Urbana Lectures cependant, 
il suggère rapidement que l'on pourrait rajouter de nouvelles maximes de 
manière, co:nme: 
"Frame whatever you say in the form most suitable for any 
rep1y which would be regarded as appropriate. 
Faci1itate in your form of expression the appropriate re-
l "ri-p y. 
Ceci laisse croire que l'ensemble des maximes n'est pas suffisant, 
bien qu'il soit peut-être nécessaire. 
La maxime de pertinence a une importance que n'ont pas les autres 
maximes. S'y réduisent-elles toutes? Les maximes de Grice ne seraient 
alors plus nécessaires. Il est aussi possible que l'on doive rajouter de 
nouvelles maximes. Swiggers ( Swiggers, 1981) a proposé d'introduire une 
nouvelle maxime, la maxlme de la topologie de la conversation, qui permet 
de rendre compte du respect de la maxime de pertinence, et qui est donc 
plus importante que cette, dernière. Cette maxime, dont le respect rend 
possible le respect de la maxime de pertinence, se formule: 
"Pay attention to (or have in mind) the kind of conversation 
we are having." 
Cette maxime demande, en quelque sorte, au locuteur d'être pertinent 
pourle type de conversation dans lequel il est engagé. Mais demeure le 
problème de caractériser ges types' de conversation. Il existe au moins 
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une typologie de la conversation (Holdcroft, 1979), mais son utilité dans 
le cas qui nous occup~ n'est pas évidente. En fait, elle est probablement 
nulle, puisque Holdcroft ne fait qu'énumérer et articuler des noms de types 
de conversation, noms que l'on retrouve dans le langage ordinaire. 
Cependant, la remarque de Swiggers attire notre attention sur le pro-
blème de la maxime de pertinence~ quelle est la relation de pertinence? 
Et surtout, comment obéit-on à une maxime comme "Soyez pêrtinent !", qui 
est assez imprécise? 
2. Problèmes particuliers 
Nous allons maintenant examiner chaque catégorie de maxime, en com-
mençant par la catégorie de relation, qui ne contient qu'une maxime, 
"Soyez pertinent !". Cette maxime est considérée par Grice comme problé-
matique. Il écrit: 
"Though the maxim itself is terse, its formulation con-
ceals a number of problems that exerci5esne a good deal: 
questions about what different kind of focuses of re1e-
vance there may be, how they shift in the ~ourse ~f talk 
exchange, how to a110w for the fact that subjects of con-
versation are legitimately changed, and so on. l find the 
treatment of such questions exceedingl y difficult, and l 
hope to revert to them in a later work." 13 
Le problème ici est de savoir ce qu'est la pertinence, c' r, st-à-dire 
1 
quel concept de pertinence on utilise, et quels sont les critères de per-
tinence. Grice ne nous offre aucune indication à ce sujet. 
14 15 16 
Dascal , Werth et Ferrara , entre autres, ont essayé . de préciser 
ce que signifie " pst pertinent". La tentative de Dascal est intéressante. 
Celui-ci distingue d'abord deux concepts de pertinence: un concept séman-
tique et un concept pragmatique . La pertinence sémantique porterait sur 
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des contenus propositionnels et la pertinence pragmatique sur des forces 
17 
illocutoires . La caractérisation du premier est la tâche d'une sémanti-
que et la caractérisation du second la tâche d'une théorie de l'action. 
Il remarque aussi que le prédicat "est pertinent" est au moins binai-
re et que son domaine, dans le premier cas{ le cas sérnantique))est un 
ensemble de propositions, et dans le second{ le cas pragmatiqu~, un ensem-
ble de forces illocutoires.Mais le problème, dans chacun des cas, est de : 
spécifier le codomaine. Ruth Manor affirme que ce serait le "but local 
18 
de la conversation" selon Grice. Cette affirmation est plausible, mais 
je ne la discuterai pas. Elle nous ramènerait, de toute façon, à la notion 
de but. Le problème est aussi de spécifier, notons-le, selon quel(s) 
critère ( s) la relation, ou la pertin p nc~,des éléments du domaine pour le 
codomaine peut être évaluée. C'est-à-dire qu'il reste à caractériser la 
pertinence. Nous revenons à notre problème initial, mais avec une clari-
19 
fication: " est pertinent" est un prédicat au moins binaire. 
Dascal va plus loin dans son essai. 
Prenons un exemple de conversation où deux locuteurs/auditeurs 
performent chacun un acte illocutoire . L'acte illocutoire performé par 
S, le locuteur, si cet acte est le premier acte illocutoire performé, 
est dit apprêter une demande conversationnelle pour B, l'allocutaire, dont 
l'acte illocutoire est une réaction à cette demande. 
Mais Dascal, surtout, caractérise différents t y pes de ~rtinence 
d'une réaction. Il pose que quelque chose est topiquement pertinent au 
temps t si c' est au centre de l'attention de S à t, comme marginalement 
pertinent si c'est dans 1 "'horizon" de S à t, et comme partiellement 
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pertinent si c'est dans l'arrière-fond de S à t 
On peut admettre que deux locuteurs "focalisent" leur attention 
sur un meme sujet à t. Mais ces distinctions de Dascal nous laissent 
insatisfaits: il faudrait préciser ce qu'est ce "quelque chose", ce 
qu'est l'attention, 1'" horizon" - ces deux dernières notions sont 
utilisées en phénoménologie, notons-le --- et ce qu'est l'arrière-fond---
qui nous a déjà donné des problèmes. Dascal utilise des notions aussi 
vagues que celle qu'il veut définir, Par ailleurs, Dascal devrait aussi 
caractériser ce qui est impertinent, et pas en affirmant que c'est ce qui 
n'est ni topiquement pertinent, ni partiellement pertinent, ni marginale-
ment pertinent. 
Dascal introduit aussi une distinction précieuse entre ce qui est 
indiqué et ce qui est implicité. Ce qui est indiqué n'est p~s donné inten-
tionnellement: quand, dans une conversation quelconque, un locuteur dit 
"Je voudrais que vous précisiez votre pensée" avec un àccent espagnol 
"terrible", il implicite peut-être quelque chose - qu'il tr'ouve son 
allocutaire confus - mais surtout il a indiqué que sa langue maternelle 
est l' es pa gno 1 . 
Cette distinction est intéressante si on veut en arriver à cerner 
avec précision le p~énomène de l'implicitation; puisqu'elle permet d'écar-
ter certains phénomènes que l'on ne voudrait pas qualifier d'implicita-
tion. 
Dascal conclut en disant que la maxime de pertinence, à cause de sa 
généralité, rend le P.C. superflu et ajoute deux règles "heuristiques" 
qui permettraient, en conservant les maximes, de rendre compte des impli-
citations, tout en écartant le~ indications. Ces règles sont: 
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"(T) Check for topical relevance ! 
20 
(M) Check for correct identification of the demand 1" 
Encore une fois, on retrouve l'idée que l'on peut se défaire du P.C. 
Dascal émet des doutes sur la possibilité de calculer les implicata. 
Selon lui, on peut moins déduire que "deviner" les implicata. (Evidemment, 
on peut toujours vérifierce que l'on a deviné en le demandant au locu-
teur .) On peut se rallier à cette position. On peut se demander co~~ent, 
avec des maximes aussi vagues ,que la maxime de pertinence, dont les 
relations sont aussi mal caractérisées, Grice peut en arriver à produire 
des exemples aussi précis. A ce problème, il y a quatre réponses possibles 
parmi lesquelles on doit faire un choix: 
1) ou il y a un algorithme qui permet d'identifier, pour chaque 
acte illocutoire, son implicatum ou ses implicata; 
2) ou , dans ch aque cas on peut inférer l'implicatum ou les impli-
cata; 
3) ou il n'y a pas d'algorithme mais il existe une inférence; 
4) ou il n'y a ni algorithme ni inférence possibles. 
De ces quatres possibilités, la première est la plus intéressante. 
Mais actuellement, non seulement on ne connaît pas un tel algorithme , 
mais en plus on peut douter de l'existence d'un tel algorithme . 
La tentative de Dascal n'est pas satisfaisante en ce sens qu'elle 
ne résoud finalement pas le problème de la pertinence ( voir les critiques 
plus haut). Mais elle est intéressante parce qu'elle montre des insuffi-
sances de la théorie gricéenne, tout en introduisant des distinctions qui 
ser@nt utiles lors de la construction d'une théorie de la conversation. 
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Ces distinctions sont des outils qu'on pourra utiliser. Les tentatives 
de Ferrara et de Werth ne nous intéresseront pas. 
La catégorie de mani~re n'est pas tr~s problématique. Gazdar (Gaz-
dar, 1979) a montré que la premi~re maxime de mani~re , "Evitez l'obs-
curité d'expression !", prescrit aux conversants d'utiliser une même lan-
gue ou une intersection de leurs idiolectes respectifs et la seconde , 
"Evitez l'ambiguïté !", de n'utiliser que des expressions qui ne sont pas 
polysémiques et de n'assigner qu'un sens à une expression polysémique 
utilisée ou entendue. La troisi~me, "Soyez bref !", est formalisable en 
quantifiant sur la longueur des énoncés (le nombre des expressions utili-
sées). La dernière, "Soyez ordonné !", est aussi formalisable de façon 
relativement simple. On aurait quelque chose comme: 
1 If a sent enc e :p containe th e ex:!)ressions .:< and (.J in that 
order (i.e., rp is of th e form X "ol." Y";3""' Z, where X, Y, and 1 
Z are any expressions, possibly null) , and where ~ and ~ 
have distinc,t ext ensions and are rnembers of s ') me s e t ~ 'such 
that for any two memb ers ~ and,4 0 f 2' the exuression 
~ A b e foreÎ3 is well-formed, then hear 1 as i~plying, or use 
,,6 to im:!)ly, that the ev ent denoted byex( occured b e fore the 
event denoted by l ' (Gazdar, 1979, :!).44.) 
Cette formulation demande quelques précisions, que l'on devra ap-
porter, mais elle ne pose pas de probl~mes majeurs. 
On peut négliger la supermaxime. 
Dans la catégorie de quantité, la notion centrale est celle d'infor-
mation. Cette notion d'information, en théorie de la conversation, est 
embêtante, puisqu'il ne semble pas évident que l'on puisse quantifier sur 
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l'informativité ou que l'on puisse avoir une fonction permettant d'éva-
21 
1uer le niveau d'informativité requis à un temps t dans une conversation. 
Il semble même, comme l'affirme Quine, qu'il n'y ait "p.:lS de règle éviden-
te permettant de sép:lrer l'information des traits stylistiques ou autres 
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traits immatériels d'une phrase" dans les langues naturelles . Si on ne 
découvre pas une telle règle, on sera obligé de considérer que les maximes 
de quantité et de manière entretiennent des relations très étroites, et 
ce à un po~nt tel qu'il est difficile de distinguer l'information véhicu-
lée par une assertion de la façon dont est faite cette assertion. 
Le problème est de fournir une notion d'information utilisable dans 
l'analyse des langues naturelles. Aucune notion de ce type n'est disponi-
b1e. 
Cette catégorie soulève un autre problème notable: Grice, en insérant 
ce type de maximes, axe sa théorie sur les conversations où il y a surtout 
échange d'''information''. Conséquemment, la théori~ est trop liée à l'as-
sertion . Mais la plupart des conversations ne sont pas axées sur l'échan-
ge d'information et ne sont pas constituées principalement d'assertions . 
Une théorie de la conversation ne devrait pas être centrée sur ce type 
de discours. 
Daniel Vanderveken (Vanderveken, à paraitre) essaie actuellement 
de développer une théorie de la conversation qui n'est pas centrée sur 
l'assertion, et qui utilise des concepts définis en logique illocutoire. 
Il a substitué aux maximes de qualité . une maxime généralisée dequalité 
;"Performez un acte i110cutoire idéal !" (un acte illocutoire est 
idéal quand il est réussi, sans défaut et a un succès d'ajustement ), 
à partir de laquelle il formule des ' maximes de qualité pour chaque 
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force illocutoire. Il substitue aux maximes de quantité la maxime généra-
lisée:"Performez un acte illocutoire aussi fort que possible !" (un acte 
illocutoire Al est plus fort qu'un autre A2 quand toutes les conditions 
de succès de Al sont des conditions de succès de A2, alors que toutes les 
conditions de succès de A2 ne sont pas des conditions de succès de Al). 
De nouvelles maximes devront être formulées, dont une maxime de pertinen-
ce qui pose de nombreux problèmes (Vanderveken, en conversation) . Mais 
cette esquisse permet déjà d'obtenir des résultats. Elle permet d'analyser 
des actes illocutoires indirects. Par exemple, si quelqu'on dit:"Je vous 
ordonne de partir !" alors qu'il n'est pas dans une position d'autorité 
relativement à l'allocutaire, son acte est défectueux. Il contrevient à 
la maxime généralisée de quantité. Sur la base du fait que le locuteur 
respecte cette maxime, l'allocutaire peut inférer que le locuteur performe 
indirectement un autre acte illocutoire, une requ ê te par exemple . 
La théorie de Vanderveken n'est pas suffisamment déve loppée pour 
rendre compte de tous les cas qu'elle doit permettre d'analyser. 
Les maximes de la catégorie de qualité ne sont pas des plus problé-
matiques. On y retrouve deux concepts importants; ceux de croyance et 
d'évidence. Cependant, les travaux en logique épistémique ont montré que 
si on peU: substituer des propositions à " p" dans "Je crois que P", les 
relations entre les propositions insérées dans les contextes de croyance 
sont inconnues - les relations logiques habituelles ne valent pas, et 
on ne sait pas ce qu'on peut leurcsubstituer. De futurs développements 
en logique épistémique permettront peut-être de mieux connaître les croYAn~ 
La notion d'évidence, quant à elle, n'est pas beaucoup plus claire. 
On peut toujours considérer cette notion comme primitive. Toutefois, il 
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ne faut pas écarter la possibilité de la caractériser en termes de croyances 
d'arrière-fond, ce qui ne serait pas sans intérêt. Je ne développerai pas 
ce point, qui nous entrainerait trop loin. 
Une autre notion importante utilisée dans cette catégorie est celle 
de vérité, qui ne pose pas de problèmes nouveaux en philosop~ie --- tout 
co~~e les notions précédentes d'ailleurs --- où l'on dispose de quelques 
concepts de vérité. Ces concepts sont très discutés. Malheureusement, la 
notion de vérité est trop liée à l'assertion et à l'information. 
On peut aussi se demander quelles relations entretiennent les locu-
teurs avec les maximes et le P.C .. 
Utilisons les définitions suivantes: , 
1) un comportement satisfait une règle R quand on peut décrire ce 
comportement régulier(mais modifiabl~en termes de règles, 
2) un comportement est en accord avec une règle quand on peut décri-
re ce comportement comme satisfaisant la règle, et qu'on peut 
lier l'individu et ce comportement à cette règle en disant que 
l'individu connait la règle; 
3) un individu suit une règle quand, en plus de considérer que les deux 
dernières conditions sont satisfaites, on peut dire qu'il a l'inten-
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tion de faire en sorte que son comportement satisfasse R. 
Maintenant, on peut simplement poser la question: est-ce que le 
comportement linguistique des individus satisfait les maximes, est en ac-
cord avec les maximes, ou est-ce que les individus suivent les maximes? 
Grice a de la difficulté à établir la relation qui nous intéresse. 
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Il a commencé par considérer que les individus satisfaisaient les maximes 
(et le P.C.), pour ensuite poser qu'il était r~isonnable pour les locuteurs 
d'agir en accord avec ellespour enfin affirmer qu'ils les suivaient. 
Il a aussi pensé que suivre ces r~gles se faisait sur une base qua-
si-contractuelle. Toutefois il écrit: 
"But while sorne such quasi-contractual basis as this may 
apply to sorne cases, there are too many types of exchang~, 
like quarrelling, letter writing, that it fails to fit com-
fortably. In any case, one feels that the talker who is 
irrelevant or obscure has primarily let down not his au-
dience but himself. So l would like to be able to show tha t 
obsel"vance of the .. CP and maxims is reasonable (rational) 
along the following lines: that any one who cares about the 
goals that are central to conversation/communication ( e.g. 
giving and receiving information, influencing and being in-
fluenced by others) must be expected to have an interest, 
given suitable circumstances, in participating in talk ex-
changes that will be profitable only on t~ assumption that 
they are conducted in general accordance with the CP and the 
maxims. Whether any such conclusion can be reached, l am un-
certain; in any case, l am fairly sure that l cannot reach 
it until l am a good deal clearer about the nature of rel evan-
ce and the circumstances in which it is required.,,24 
Cette longue citation,qui fait le point sur le problème qui nous 
occupe, montre que Grice fait simplement des conjectures qu'il devra 
vérifier et établir. A cause des ramification qu'il lui donne , on peut 
dire que ce problème occupe une place importante dans sa théorie ---et 
probablempnt dans toute théorie de la conversation --- avec la maxime 
de relation. 
Avant de conclure ce chapitre, il convient de signaler trois autres 
difficultés chez Grice . 
1) Pour" calculer" les implici tations, il faut introduire dans la 
théorie un principe de rationalité. Ce principe est: 
P.R. "There is no reason to assume that the speaker is not 
. --...,---~. 
a rational agent; his ends and his beliefs regarding his 
states, in the context of utterance, suppl y the justifi-
cation for his behavior." 25 
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C'est dire qu'il faut présumer de la rationalit~ des locuteurs. Un tel 
principe se trouvait déjà présent, plus ou moins implicitement, chez Gri-
ce, qui ne le développait pas (voir Grice, 1975, p. 49) Un tel princi-
pe devra être développé en théorie de la conversation. 
2) Grice utilise beaucoup la notion de contexte, sans préciser ce qu' 
est un contexte. Une telle précision devra être apportée. 
3. Commentaires supplémentaires 
La notion d'arrière-fond a une grande importance, comme on l'a vu. 
Jusqu'ici on a posé que l'arrière-fond était un ensemble de proposi-
tions considérées comme vraies . J'aimerais dire quelques mots à propos 
de ce que peut être l'arrière-fond. 
Dire que l'arrière-fond est un ensemble de propositions est, à mon 
avis, une simplification. On y retrouve certainement des propositions 
conjecturées vraies, d'autres sur lesquelles on ne peut se prononcer quant 
à la valeur de vérité, etc ... Il Y a aussi probablement des règles, qui 
furent apprises (ne serait-ce que des règles de politesse), qui n'ont 
pas de valeur de vérité. Tous ces éléments entretiennent des relations: 
l'arrière-fond est structuré. Il faudrait caractériser cette structure. 
Il faudrait aussi mettre en relation l'arrière-fond tel que décrit 
au dernier paragraphe avec ce que Searle appelle le background of meaning 
(ci-après appelé BM) qui contient des pratiques, et qui se distingue du 
réseau, dont les éléments sont représentables linguistiquement (voir 
Searle, 1982). 
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Searle (Searle 1978, 1980) soutient d'une façon convaincante que 
"( ... ) the litteral meaning of a sentence only determtnes 
a set of truth conditions given a set of background practi-
ces and assumptions . " 26 
Par exemple, les phrases: 
(1) "Jean coupe le gazon." 
(2) "Jean coupe le gâteau." 
(3) "Jean coupe ses cheveux. " 
(4) "Jean coupe la plaque de métal. " 
sont vraies ou fausses, ont une signification littérale qui détermine des 
conditions de vérité. Mais couper le gazon, couper ses cheveux, couper 
le gâteau et couper une plaque de métal ne sont pas des actes identi-
ques . Dans (1)-(4) la contribution de "coupe" au sens littéral de chaque 
phrase diffère; ce qui constitue "la satisfaction des conditions de vé-
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rité de "coupe" est différent dans chacun des cas." 
Le contenu sémantique de "coupe", dans chaque cas, détermine des con-
ditions de vérité différentes à cause de pratiques( d'un arrière-fond) 
qui font que l'on utilise et comprend (! ) - (4) de différentes façons. Dans 
cet arrière-fond, le BM, on retrouve ce que 1 '.on sait à propos du gazon 
et de la façon de le couper . La compréhension des conditions de vérité 
dépasse la compréhension du contenu sémantique. 
Si, au lieu d'assertions, on a des ordres, l'importance du BM devient 
plus évidente. Si je dis à quelqu'un: 
(5) "Coupe le gazon !" 
(6) "Coupe le gâteau !" 
(7) "Coupe tes cheveux !" 
d é 1 '." (8) "Coupe la plaque e m ta 
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pour obéir à ces ordres, il devra, dans le premier cas, prendre une ton-
deuse à gazon, dans le second, un couteau, dans le troisième, des ciseaux, 
et dans le dernier, une torche à acétylène. Si un individu obéità (5) 
en prenant une torche à acétylène et en allant sur la pelouse, on pourra 
difficilement dire qu'il a obéi à l'ordre reçu. Si un individu, pour obéir 
à (6),va chercher des ciseaux, on ne dira pas qu'il a compris l'ordre. 
Dans chaque cas, pour obéir à l'ordre , il faut utiliser un instru~ 
ment p-uticulier. Mais dans la signification de (5)- (8) n'est p.3.S sp.~ci­
fié quel instrument utiliser. Les conditions d'obéissance à (5)- (8) sont 
déterminées sur un fond de pratiques, d'habitudes. Par exemple, sur le 
fond de la connaissance des gazons et de la façon de les couper , etc ... 
La détermination de conditions de vérité ou d'obéissance sur un 
fond n'est pas un phénomène lié à quelques expressions comme "coupe" , 
dans nos exemples - ici "couper" doit être interprété sur un fond -
mais est généralisée. (Voir Searle 1978 , 1980 pour de nombreux exemples. ) 
Par ailleurs, ce ph énomène a une grande importance en théorie de la 
conversation . Si, par exemple,je dis ( 5) à quelqu'un qui me réplique:"la 
tondeuse est brisée.", pour expliquer ou rendre compte de la pertinence 
de la réplique, il faut tenir compte du BM( par exemple tenir compte de 
la pratique de la tonte du gazon avec une tondeuse à gazon et non avec 
des ciseaux ou une torche à acétylèn~. Le rôle de cet arrière-fond devient 
évident quand on essaie d'évaluer la réplique :"La torche à acétylène est 
brisée." à l'assertion de (51 . 
On peut aussi affirmer que pour assigner ou évaluer la pertinence 
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ou l'impertinence d'actes illocutoires performés lors d'un procès, il 
faut une connaissance minimale des procédures à suivre lors d'un procès. 
du droit (des codes --- criminels ou civilg-- utilisés), etc . .. qui 
forment l'arrière-fond du procès. Si, par exemple, quelqu'un dit:"Cet 
homme a cruellement tué sa femme." au début du procès, si l'avocat ré-
plique "Objection votre Honneur!",etsi le jugé répond"Objection retenue.", 
pour affirmer que chaRue acte de parole est pertinent relativement à celui 
qui .précède . dans le contexte d'énonciation, ou même pour voir un lien 
entre ces a,etes illocutoires, il faut p.osséder quelques éléments de 
droit . 
La notion de BM est assez vague et problématique. Searle affirme 
(Searle, 1980) que dans cet arrière-fond on retrouve des pratiques, des 
institutions, des faits de la nature, des régularités et des façons de 
faire. Mais, de fait, tout semble se ramener à des pratiques(Searle, 1982) . 
La notion deBM doit être mise en relation avec la notion de réseau, 
et ces deux notions mises en relation avec les notions de background know-
ledge ou de common background. Il faudrait aussi donner la structure 
de chacun de ces "arrière-fonds" - le BM, le réseau, le background knew-
ledge et le common background. Par ailleurs, si ces notions sont réducti-
28 
bles à une seule, on doit donner la structure de cet arrière-fond. 
La notion de BM rend la théorie de la signification et la théorie 
de la conversation très complexes. D'autre part, puisque ce fond se 
transforme, que les pratiques apparaissent et disparaissent, que les croyan-
ces changent, se solidifient, etc .... il faudra ~endre compte de ces 
changements et de seseffets sur les échanges . verbaux. 
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Poursuivre ces commentaires nous amènerait très loin dans le contex-
te actuel. Mais ils indiquent, ou semblent pointer, vers une philosop~ie 
dp l'esprit et/ou une anthropologie philosophique, qui serait un dévelo~-
pement futur de la théorie de la conversation. 
Pour finir ce commentaire, j'aimerais aussi clarifier un point.Une 
théorie de la conversation n'est p~s une théorie des jeux de langage (au 
sens de Wittgenstein). Un jeu de langage est composé d'actes linguistiques 
et d'actes non linguistiques --- rappelons-nous l'exemple de la construc-
tion d'une maison. Une conversation est composée uniquement d'actes lin-
guistiques. Mais faire une théorie des jeux de langage et développer 
une théorie de la conversation sont deux entreprises très voisines, puis-
qu'en théorie de la conversation on doit tenir compte des actions non lin-
guistiques, dans l'arrière-fond Plus précisément, il faut tenir compte 
des activités humaines en théorie de la conversation comm.e en théorie 
des jeux de langage. Mais je dois maintenant conclure. 
Conclusion 
La théorie gricéenne de la conversation a une grande valeur heuris-
tique. Mais sa généralité, son imprécision, le fait qu'elle ne soit pas 
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formalisée, et ne rende finalement compte que de discours où il n'est 
question que d'échange d'informations la rendent inutilisable dans son 
·état actuel. 
Ceci ne signifie pas qu'elle n'ait aucune valeur, ni qu'une théorie 
de la conversation soit impossible en principe. Je crois qu~une telle 
théorie peut et doit être développée, et ce sur la base de celle de Gri-
ce. La nécessité d'une telle théorie est évidente si on constate les renvois 
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qu'on y fait dans la littérature philosophique et linguistique et les 
phénomènes qu!elle permet de saisir. Mais utiliser la théorie de Crice 
\ 
à peu près sans modifications, eomme le font Karttunen e~Peters, rend la 
théorie dans laquelle elle est intégrée aussi faible que ne l'est celle 
de Criee. 
CHAPITRE V 
La sémantique de Montague 
" ./ 
Dans ce chapitre, j'expose la sémantique de P.T.Q. ("The Proper 
Treatment of Quantification in Ordinary E~lish") , et la reformulation 
des règles de traduction de Karttunen et Peters. 
Je ne pourrai évidemment pas faire un exposé d'introduction complet 
aux sémantiques de Montague ou à celle de P.T.Q .. Pour ce, le lecteur se 
réfèrera aux textes de Thomason ( Thomason, 1974), Halvorsen et Ladusaw 
(Halvorsen et Ladusaw, 1979) Hall-Partee (Hall-Partee 1979 a, 1979 'b) l 
et Dowty (Dowty, 1981). 
1. Les sémantiques de Montague 
Selon Montague (Montague, 1974, chapitre 6, chapitre' 7), les langues 
naturelles ne diffèrent pas de façon notable, au point de vue théorique, 
des langages formels ( l'arithmétique, par exemple), en ce sens qu' !l: ~s 
peuvent être décri~3à l'aide d'un même langage. Aussi considère-t-il que 
la syntaxe, la sémantique et la pragmatique sont des branches des mathé-
matiques, et qu'on peut, pour les construire, utiliser la logique et des 
résultats métalogiques. 
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Conséquemment, l'étude des langues naturelles n'apporte pas de résul-
tats pertinents pour une psychologie qui intègrerait des postulats ou des 
résultats obtenus en sémiotique ou en linguistique, à moins de considérer 
que la structure mathématique pour décrire les langues naturelles est in-
née. Montague se situe aux antipodes de la position de Chomsky et des lin-
guistes, orthodoxes ou dissidents, qui travaillent à l'intérieur du para-
digme de la grammaire générative et transformationnelle. Pour Montague, 
l'étude du langage est une branche des mathématiques, pour Chomsky, c'est 
(5! : 
une branche de la psychologie. 
Les sémantiques de Montague ont les traits généraux suivants: 1) elles 
sont véridicondionnelles, et 2) elles utilisent la notion de monde possi-
ble (introduite au chapitre 2) et la notion de modèle. 
Chez Montague, connaître le sens d'une phrase, c'est connaître ses 
conditions de vérité. Mais ici la vérité est définie en utilisant la no-
tion de modèle. Un modèle est un couple <A , F> où A est un ensemble d'objets, 
l'ensemble des êtres humains par exemple, ou l'ensemble des bateaux, et 
F une fonction qui assigne une valeur sémantique, un sens, à chaque expres-
sion de la langue dont ce modèle est le modèle. La notion de modèle per-
met de tenir compte d'univers de discours plus ou moins grands, selon 
nos besoins. 
Deux langages peuvent avoir un même modèle ; Par exemple, on peut 
avoir deux langages, chacun contenant trois noms propres. Le premier 
contient "Pierre", "Claude" et "Marie", le second "Jacques", "Serge',' et 
"André'.' Dans notre modèle, on peut avoir trois objets, et dans notre mo-
dèle, on pourrait assigner à "Pierre" et "Jacques' un même objet. De 
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même, on pourrait assigner un même objet à "Claude" et "Serge", et un 
même objet à "Marie" et "André". 
Un meme langage peut avoir deux modèles. Par exemple , prenons un lan-
,..' .. '" If 
gage contenant les termes singuliers A et B, et le prédicat " e st grand". 
Dans un premier modèle, l'univers de discours est Pierre et Jacques, et 
notre fonction assigne à "A" Pierre comme dénotation, et à "B" Jacques 
co~~e dénotation. Considérons maintenant que Pierre est grand et que 
Jacques ne l'est pas . "A est grand" est vraie dans ce modèle, et "B est 
grand" est fausse dans ce modèle. Dans un autre modèle, on assigne à "A" 
un canot, et à "B" un cargo. "A est grand." est fausse dans ce modèle, 
et "B est grand" est vraie dans ce modèle. 
On vient de relativiser la notion de vérité. On dit maintenant que 
la vérité est définie relativement à On modèle, et qu'un énoncé est vrai 
relativement à un modèle . 
Cette notion de vérité permet de définir la notion de vérité logique . 
On dit qu'un· énoncé est logiquement vrai s'il est vrai dans tous l e s 
modèles (voir Quine, 1970, p.52 et suivantes, et Dowty, 1981, p . 48 et 
suivantes). Cette définition est clairement plus avantageuse que la 
définition plus classique, en termes de déduction ( en termes déductifs, 
on dit qu'un énoncé est logiquement vrai --- ou qu'il est un théorème---
s'il est une conséquence des axiomes);elle permet de mettre en re-
lat ion le langage et le monde, et satisfait ainsi nos intuitions, ce 
que ne faisait pas la définition déductive. 
Mais revenons à la notion de modèle et à l'assignation de valeur aux 
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expressions . Prenons l'expression. linguistique "Henry Kissinger" et 
l'objet Henry Kissinger. On dit alors que la valeur sémantique de l'ex-
pression linguistique "Henry Kissinger" est Henry Kissinger . Mais comment 
fait-on pour avoir la valeur sémantique de "ronfle" par exemple? C'est 
assez simple. Prenons un modèle avec trois objets (cet exemple est tiré 
de Dowty, 1981), H.Kissinger, Anouar El Sadate et Elizabeth II. On veut 
connaître la valeur sémantique de "ronfle" . La fonction F va assigner à 
cette expression des objets, pour avoir des phrases vraies ou fausses . 
Si par exemple A. El Sadate ronfle et Elizabeth II ronfle, alors que H. 
Kissinger ne ronfle pas, on a l'assignation de valeur suivante: 
"ronfle" = 
Anouar El sadate~ 
_1 
Elizabeth II -
H.Kissinger 0 
On dira que la valeur sémantique de "ronfle" est, dans ce modèle, 
< H. Kissinger, ~<Anouar El Sadate, 9, (Elizabeth II, l:>. 
Les notions de modèle et de valeur sémantique seront développées plus 
loin. 
.' ,~ 
La sémantique de P. T.Q. a des traits particuliers . Le plus notable 
est l'isomorphie entre la syntaxe et la sémantique. Aux règles synta-
xiques correspondent des règles sémantiques. Conséquemment, il n'y a pas 
d'indépendance entre la syntaxe et la sémantique, e~ celles-ci doivent 
être développées en relation l'une avec l' autré.3M~iS allons examiner 
- fi immédiatement P. T.Q . . 
2 . Syntaxe de L 
Voyons d'abord la syntaxe de P. T.Q .. 
Dans P.T . Q., la syntaxe d'un fragmentLde l'anglais est construite 
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en 1) spécifiant des catégories syntaxiques, 2) en énumérant des expres-
sions de ces catégories syntaxiques( le vocabulair~ de L, et 3) en formu-
lant des règles de formation permettant d'engendrer toutes les formules 
bien formées de l'anglais que l'on veut engendrer. L'ensemble de ces for-
mules est et doit être défini récursivement. 
3. Les catégories syntaxiques de L 
L'ensemble des catégories syntaxiques est défini· à partir de deux 
catégories syntaxiques primitives. 
Soit deux objets, e (pour la catégorie syntaxique des expressions 
individuelles) et t,(la catégorie des expressions ayant une valeur de vé-
rité, les phrases. On dit que l'ensemble des catégories syntaxiques X est 
tel que: 
1) eé X 
2) té X 
3) Si A et B é X, alors A/B et A//B é. X 
où "A" et "B" sont des variables pour catégories syntaxiques, et où 
"A /B" et "A/ /B" indiquent le mode de composition de catégories syn-
taxiques dérivées à partir des catégories primitives. "A/B" (et "A//B") 
se lit: "une expression telle que si elle est combinée à une expression 
de catégorie B donne une expression de catégorie A". La différence entre 
" A/B" et "A//B" sera indiquée plus loin, et n'a pas d'importance pour 
l'instant. 
Les catégories syntaxiques classiques sont définies de la façon 
suivante: 
VI ( verbe intransitif) t/e 
T (terme) 
VT (verbe transitif) 
=t/VI 
-VI/T 
IAV (adverbe rndrlifiant des VT)= VI/VI 
Ne (nom commun) =t//e 
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Par exemple, un verbe intransitif est une expression qui, combinée 
avec une expression de catégorie e)donne une expression de catégorie t. 
Notons que Ché.Z Montague, il n'y a aucune expression de base (aucune ex-
pression dans le vocabulaire) qui soit de catégorie e. Les expressions 
de cette catégorie sont ordinairement des noms propres. Mais chez Montague, 
les noms propres sont de la catégorie T: un nom propre dénote l'ensemble 
des concepts individuels du porteur de ce nom. De meme, il n'y a aucune 
expression de base de catégorie t. Celles-ci sont engendrées par appli-
cation des règles syntaxiques, règles qui nous occuperont plus loin. Par 
ailleurs, le fait qu'il n'y ait pas d'expressions de base de catégorie e 
n' e st pas problématique, comme nous le verrons plus loin . 
Une expression de catégorie T est une expression telle qu'appliquée 
à une expression de catégorie VI donne une expression de catégorfe t. 
Par exemple, le terme "Pierre", appliqué à "parle" (catégorie VI) compo-
se "Pierre parle" (catégorie t). Les expressions de la catégorie VT sont 
des expressions telles que composées avec des expressions 
de catégorie T composent des expression de catégorie VI Par exemple, 
"Pierre", appliqué à "aime" compose "Pierre aime" ou "aime Pierre", deux 
expressions de catégorie VI. Montague réduit ici les prédicats binaires 
comme "aime" à des prédicats unaires. 
Les expression de catégorie IAV sont des expressions telles qu'une 
expression de cette .catégorie appliquée à une expression de catégorie VI 
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compose une nouvelle expression de catégorie VI. Par exemple, "rapidement~ 
qui est de catégorie IAV, appliqué à "marche" (catégorie VI), compose 
"marche rapidement" , qui est aussi de catégorie VI. 
La catégorie NC a pour symbole t//e (on peut aussi utiliser l'expres-
sion "t(t/e)", comme dans Dowty, 1981, p. 182, ce qui rend l'explication 
de la théorie de Montague plus facile). Cette catégorie est définie par 
le fait qu'une expression de cette catégorie, appliquée à une expression 
de catégorie t/e donne une expression de catégorie t. Par exemple, "une 
femme" appliqué à "pleure" donne "une femme pleure", une expression de 
catégorie t. 
Montague introduit d'autres catégories syntaxiques, dans P.T.Q., 
catégories pour lesquelles il n'y a pas de symboles particuliers: 
adverbes modifiant des énoncés 
prépositions construisant des !AV 
tlt 
!AV/T 
verbes ayant des phrases pour objet=VI/t 
verbes ayant des expressions de catégorie VI pour objet = VI//VI 
Par exemple, la catégorie t/t est définie par le fait qu'une expres-
sion de cette catégorie ( comme "nécessairement") se compose avec une ex-
pression de catégorie t, pour composer une expression de catégorie t; la 
catégorie IAV/t est définie par le fait qu'une expression de cette caté-
gorie peut se composer avec une ' expression de catégorie t forme une 
expression de catégorie IAV; la catégorie VI/t est détinie par~ fait qu ' une 
expressipn de c.a"C-t,d catégorie peut se composer avec une expression de caté-
gori~ t pour former une expression de catégorie VI. Cette façon d'engen-
drer des catégories syntaxiques , : 
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produire des catégories 
/ au 
permet de 
{) 
besoin.4 Le lecteur peut en engendrer et examiner s'il existe des 
expression des ~atégories qu'il engendre. 
4. Vocabulaire de L 
Les expression de base B, celles qui font partie du lexique et qui 
\ , 
sont syntaxiquement simples, de P.T.Q. ont une catégorie syntaxique. Les 
catégories des expressions de base sont définies par énümération des ex-
pressions de cette catégorie. On a les expressions suivantes: 
:: f run, walk, talk, ri se , change 1 
BIAV 
= f John, Mary, Bill, ninety, heO' hel' he2' etc . . } 
= { rapidly, slowly, voluntarily, allegedly 1 
= {man, woman, temperature, park, fish, pen, unicorn, priCe( 
= f necessarily 1 
BIAV/ T = ~ in, about 1 
BVT {find, lose, eat love, date, be, seek, conceive l 
BVI / T = fbelieve . that, as sert thatf 
BVI / /VI = \ try to. wish to F 
Les noms propres sont de catégorie T, comme on l'a vu plus haut, et 
phrases, de catégorie t, sone eng~ndrêes par les règles 1-17, qui suivent, 
et pour ce, ne font pas pgrtie de B. Ces dernières sont des expressions 
complexes. Mais notons que les B sont toutes des R, des FBF (formules 
bien formées) engendrées à l'aidè des règles de formation ayant différen-
tes catégories syntaxiques. 
Chaque P a une catégorie syntaxique donnée en indice. Par exemple, 
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PA' où "A" est une variable pour catégorie syntaxique, est une phrase 
de catégorie syntaxique A. 
5. Les règles syntaxiques de L 
Il y a 17 règles syntaxiques. Celles-ci sont de forme 
Si~ é (3 é PBJO) alors [Fm (~, .(1 (Î) Rn Pt\. et ) tEpcJ où 
[Fm(~ ,(3 ) est .. . .... ~ 
Dans la première boite, on retrouve les expressions en input et 
leur catégorie syntaxique. Les lettres grecques sont des variables pour 
formules bien formées, des P, simples ou complexes. Dans la seconde boite, 
"F " est le nom de l'opération structurale ou mode de concaténation, sur 
m 
les expressions en input, avec en indice (le m), le numéro de cette opé-
ration Les numéros en indice peuvent différer des numéros des règles, 
parce que les opérations sont indépendantes des règles, et peuvent être 
utilisées dans plus d'une règle. Dans la parenthèse ; on retrouve la nou-
velle expression formée , en outpuç, et sa catégorie syntaxique ( qui est 
indiquée par la variable C mise en indice au P). Dans la dernière boite , 
on retrouve ce que fait l'opération structurale. Examinons maintenant les 
règles. 
On a d'abord la règle: 
pour toute catégorie A 
C'est dire que toutes les expressions de base d'une catégorie synta-
xi que quelconque A sont des formules bien formées de cette catégorie syn-
taxique . 
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La seconde règle est la suivante: 
R2 Si 
J~ PCN alors F 0 (S ), FI (J), F 2 (J) sont des PT où 
FO ( r ) est "every f" 
F ( l' ) 
1 
est Il the j " 
F3 ( r ) est lia j Il ou "an r Il 
Par exemple, si la valeur de Il J Il est "man", FOC f) permet d' e n-
gendrer "every man"; FI (f), " the man", et F3 ( .f) , "a man", des 
expression de catégorie T. Ces expressions sont engendrées et ne font pas 
partie des expressions de base du fragment de l'anglais que l'on-veut 
engendrer. Remarquons que les quantificateurs comme "every" 
sont introduits syncatégorématiquement. 
R3 Si .r ~ PNC et c/J ê. Pt' alors F3,II(J, y6) E PNC ' où 
F3.,,(J , rp)= '~'. rp '", où r} , est obtenu à 
partir - de p5 en remplaçant chaque occur:-cencede "he " n 
ou "him Il par "he", "she" ou "it", ou "him", "her" ou "it" 
n 
respectivement, dépendant du genre du premier BCN dans ~ 
Par exemple, si la valeur de Il l' Il est Il ma n" , et celle de Il ~n" est 
"he" R3 nous permet d'engendrer liman such that he". 
n ' 
R4 Si J. é Pt/VI et té.. PVI ' alors F4 C.,<' ,/ ) é Pt où 
F4 (0(. 't)= tl.l ' où;' est obtenu à partir de , 
l en substituant au premier verb e dans l ce verbe à 
la troisième personne du singulier , au présent. 
Cette règle nous permet d'engendrer , si la valeur de Il ~ Il est "John" 
et celle de Il rl Il Il to walk", Il John walkS'. 
S1' t- L. P t 6 c:. VI/T e 
FS(t! ,~)= 
1 é PT' alors F 5 ( l ' (3) f: PV1 ' où 
~;'3 si ;a n'a pas la forme "he
n
" et 
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Cette règle permet d'engendrer, si la valeur de ".(" est "believe ...c 
that" , et celle de ',/", "Bill", "believe that Bill", Nous verrons plus 
loin la grande puissance de cette règle, 
Par exemple, si la valeur de "t" est "about", et celle de ";1 ".' 
"Mary", on peut engendrer "about Mary" , 
R Si 
7 
Si la valeur de "l" est "believe " that", et celle de '';1'' 
"John walks slowly,", on peut engendrer "believe that John walks slowly". 
6 6 PV1 / /VI et 
Ainsi, si la valeur de "t" est "try to", et celle de "f", 
"change", on obtient "try to change", 
Si la' valeur de "1" est "necessarily", et celle de ";?,, /.1 , "John 
walkS rapidly. ", on peut obtenir "Necessarily John walks rapidly . " 
t ~ PV1 / V1 et ;3 é PV1 ' alors F7(~' (1) ~ Pvr où 
F 7" l ,(J ) - ,(il, 
Par exemple, si la valeur de "(',, est "slowly", et celle de ";3", 
"talk", on obtient "talk slowly", 
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Rll Si tI, fJ/6 Pt' alors F8 ( ri, Y), F 9 ( p, y.J) é Pt' où 
F 8( ~ lfI ) = " cp et y/" , 
F9 ( fi Ij!)= " Î ou y" 
r, lE 6 PV1 
SI / c;r.. , 
R14 Si 
R15 Si 
R16 Si 
~ é PT et r).é, Pt' alors FIO,n('< ,/) <6 Pt où 
soit 1) g( n'a pas la forme "hek" et Flo,n(~,p) vient 
de tf en remplaçant la première occurrence de "he " ou 
n 
"him " dans ~ et toutes les autres occurrences de "he" 
ou "~im " par\ ~~) oJ~!~l respectivement selon le gen:e 
n l it:~ lit) 
du premier BCN ou BT dans ~ soit 2) ~ ="he " et F (0< 9» k lO,n 
vient de rf en remplaçant toutes les occurrences de 
5 
"he " ou "h imn" p.ri "hek" ou "hi~", respectivement. 
1 
n 
~é PT et ~G P~C' alors Flo,n(..('ll) 6 PNC 
tl6' PT et l~ PV1 ' alors F10,n ( ~ ,1 ) E PV1 
R17 Si /.é PT et t'~ PV1 ' alors Fll(v<' ,(), F12(~ ,t), 
F13(~,I),F14(~,t),F15(O<,l) ~ Pt,où 
Fll cc;( ,t)= rJ.. l'où ri vient de G en substituant 
au premier verbe dans t ce verbe à.Ja 
troisième personne du singulier, présent, né-
gatif. 
F 12 C~ , r) = cl l" où l' 1 vient de f en substituant 
au premier verbe dans ~ ce ve~be à la troi-
siême personne du singulier, futur 
F13(~ ,1)=,,( l "'où ,t '" vient de ~ en substi-· 
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.-- -_ •. 
tuant au premier verbe dans [ ce verbe à la 
troisième personne du singulier, futur, néga-
tif 
F 14 (""- ,f) = ~ ,f "" où r"" vient de r en subs-
tituant au premier verbe dans ~ ce verbe à 
la troisième personne du singulier, présent 
parfait 
où ~"'" vient de ·r ... en 
premier verbe dans ~ ce verbe 
à la troisième personne du singulier , pré-
, , , " 
substituant au 
6 
sent parfait, négatif . 
\ 1 
Ces règles permettent d'engendrer des formules bien formées (FBF , 
dans les prochaines pages) comple'xes de différentes catégories, tout en 
donnant la structure de ces FBF . La structure d'une F .B F est donnée par 
l'ordre d'application des règles, qui rend possible la construction d'ar-
bres, des arbres d'analyse ( qui ne sont pas des arbres chomskyens), e~~i-
bant cette structure . 
Notons qu'il y a plusieurs ordres d'application possibles des règles , 
et qu'une même FBF peut donc avoir différents arbres. Selon Montague, le 
fait qu'il y ait différents arbres n'a pas d'intérêt dans certains cas, 
et beaucoup dans d'autres . Dans les premiers, les structures syntaxiques 
différentes n'induisent aucune ambigu~té sémantique. Dans les seconds, 
à différentes structures syntaxiques correspondent différentes interpré-
tations. Dans ces cas, la structure syntaxique est importante si on veut 
désambigu~ser la phrase. 
Un exemple de cas où le fait qu'il y ait différentes structures sy n-
taxiques est fourni par Montague . Cet exemple est l'analy se de "John 
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seeks a unicorn.". Cette phrase a au moins deux analyses possibles. 
Prenons "unicorn" pour expression de base. Par application de R2' 
on obtient 
a uni corn R2 ~~
a uni corn 
Le "R2" au bout de " a unicorn" indique la règle par laquelle fut engen-
drée cette séquence. La catégorie syntaxique de cette séquence est donnée 
p,gr cette meme règle. Cette catégorie est "T" . En appliquant RS à cette 
séquence, avec comme entrée le verbe "to seek" , on obtient "seek a unicorn" , 
une expression complexe de catégorie syntaxique VI . Par application de 
R4 sur cette dèrnière séqu f' nce, on obtient, si on ajoute "John" en entrée, 
"John séeks a unicorn.", une expression de catégorie t. Maintenant, si 
on engendre cette expression en appliquant les règles que l'on a appliqué, 
1 dans l'ordre dans lequel on les a appliqué, on obtient l arbre suivant: 
John seeks a uni corn R4 
~ 
" John seek a uni corn RS 
~ "" seek a uni corn R2 
1 
unicorn 
Mais on pourrait aussi engendrer cette phrase à partir de "seek" et 
"heO" . Par application de RS sur ces deux expressions, on obtient "seek 
him"; par application de R4 sur cette séquence , en ajoutant "John" en 
entrée, on obtient "John seeks him." . Par application de R2 sur "uni corn" , 
on obtient "a unicorn", et, par application de RIO 8 sur cette dernl.ère 
, 
séquence , et sur "John seeks him.", on obtient "John seeks a ' unicorn." 
Mais on a maintenant un arbre différent: 
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John seeks a uni corn R10 0 ~ --~'~--
a uni corn R2 John seek himO R/.'4 
1 ~ "" 
unicorn John seek him RS 
/" '" seek him 
Le premier arbre correspond à une lecture de dicto de "a unicorn", le 
second à une lecture de re. Il faut disposer des règles sémantiques pour 
faire cette dernière affirmation, que nous justifierons plus loin, apr~s 
avoir introduit la sémantique. 
Essayons d'analyser quelques séquences de catégorie syntaxique t, 
construites à l'aide ,des expressions de base.Prenons les exemples: 
(1) "John walks'.' 
(2) "Bill walks and John talks." 
(3) "A woman walks slo~ly." 
(4) "The price rises rapidly . " 
(5) "Mary loves Bill." 
(6) "Bill believes that Mary love John." 
La première phrase peut être engendrée de la façon suivante: 
la seconde, 
Bill 
/' 
Bill 
la troisième, 
A 
John walks R4 
/ ' '\. 
John wa1ks 
Bill walks and John talks Rll 
,..,..-
"-
walks R4 John talks R4 
"- /' "-
walk John talk 
A woman walks slowly R4 
./"" 
'" woman R2 walk slowly 1 /' "-
RIO 
woman walk slowly 
la quatrième, 
The price rises 
-----
rapidly R4 
" The price R2 1 
rise _ rapidly RIO 
~ -----price rise rapidly 
la cinquième, 
et la dernière, 
Bill 
/" 
Bill 
Mary loves Bill R4 
,..." "-
Mary love RS Bill , 
/' " Mary love 
believes that Mary loves John R7 
"-
believe that Mary loves John R7 
,-/ " believe that Mary loves John R 
/' " !: 
Mary love John RS 
/' "-love John 
D'autres exemples seront présentés plus loin. 
6. Le langage intensionnel 
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Montague ne fournit pas immédiatement une sémantique pour son frag-
ment de l'anglais . Il la donne indirectement en produisant un langage 
artificiel, un langage intensionnel . let en donnant des règles de traduc-
tion qui permettront de traduire chaque séquence de L dans le langage in-
tensionnel (LI}. 
Syntaxe de LI 
On donne la syntaxe de LI en spécifiant des t y pes (qui ont à peu 
près la même fonction que les catégories syntaxiques) , des expressions 
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de base et des règles de formation permettant d'engendrer toutes les 
formules bien formées ou expressions significatives (meaningful expres-
sions) de LI . 
Les notions de type et de catégorie sont différentes . La notion de 
type fait partie de la logique intensionnelle, celle de catégorie, de la 
syntaxe . Les types sont non linguistiques, les catégories sont linguis-
tiques Parfois, à deux catégories syntaxiques correspondra un seul t ype . 
Par exemple, "est humain" et "le,s hommes" sont des expressions de catégo-
ries syntaxiques différentes, mais sont de même type. C~s deux expressions 
ont mêm e extension, l' e nsemble dQS individus humain , et conséquemment 
leur intension sera identique: une fonction de mondes possibles dans in-
dividus, où les individus sont identiques, pour chaque expression. 
Les types 
L'ensemble des t ypes est défini récursivement: soit t , e et s trois 
objets distinc~ s: 
1) t est un type 
2) e est un type 
3) Si A e t B sont des t ypes , (A , B) est un type. 
4) Si A est un t ype, <s,A) e st un t ype 
où "A" , t "B" sont des variables pour t ypes. 
Les expressions de base 
Pour un type A, il y a un nombre infini dénombrable 
non logiques C pour chaque nombre naturel n , et pour 
n,A 
de 
un 
y a un nombre infini dénombrable de variables var n ,A pour 
naturel n . 
constantes 
t y pe A, il 
chaque nombre 
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Les règles syntaxigues 
Il Y a 17 règles syntaxiques pour LI. On utilise, pour formuler ces 
règles, de nouveaux symboles. Ce sont les suivants. 
L'opérateur lambda, ~ , qui lie des var~ables. Si x est une varia-
ble et p une formule," ~ {jx" dénote "l'ensemble spécifié par (J rela-
tivement à x"(Dowty, 1981, p.98). Par exemple, si "j" dénote Jean et "1" 
le prédicat binaire "love", ) x [!.(x) 
vidus qui aiment Jean, et) x [L (j) 
vidus qui sont aimés par Jean. 
(j)~ dénote l'ensemble des indi-
(x)] dénote l'ensemble des indi-
L'opérateur" fJ "est l'opérateur de nécessité ("il est nécessaire 
que"). A partir de l'opérateur de nécessité, on peut dériver l~opérateur 
de possibilité, <> , par la définition ô~~l\Ja,.J~, où "fJ" est 
une variable pour expression de type t. 
"w" est l'opérateur temporel pour le futur, et "w rp" se lit: "Il 
sera le cas que rJ", où " rj" est une variable pour expression de type 
t. "H" est l'opérateur temporel pour le passé, et "H~" se lit:"Il a 
été le cas que rjJ "où"~' " est une variable pour expression de type t. 
"A" est l'opérateur de sens. Si "~" dénote 1101.//, un objet, 
" i\ g{ " dénote l' intension, le sens de "rJ.. ", qui est un concept de la 
dénotation de "0<" Cet opérateur est réitérable. On peut avoir" .v'c;{ " 
",...I\J\J.. " etc ... Il Y a une montée dans la hiérarchie des intensions. 
Mais si "A/... " dénote le sens de ".,( ", " "'1\ p( "dénote l'extension de 
" rJ. ". L'opérateur "'1" annule l'effet de """. "A" a donc sa contrepartie 
en "'1 ", qui permet de descendre dans la hiérarchie des intensions. 
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Les règles syntaxiques qui permettent d'engendrer l'ensemble des 
formules bien formées de type A sont les suivantes: 
RI Chaque constante de type A est une expression significative de 
\.\ /1 
type A*(dorénavant, €. MEA sera l'abréviation de "est une expres-
sion significative de type A") 
R2 Chaque variable de type A 
~ MEA 
R3 Si j é.- MEA et u est une variable de type B, alors ~ u p( t" ME <B,A> 
R4 Si ,(t ~,B) et 1 é" MEA' alors p(;3) 6 MEB 
RS Si /./1 CMEA, alors ~ = ;1 ~ MEt 
Si cP6M:J;:t, alors 
R7 Si ri, yJ6 MEt' alors ~I\ Pt5ME t 
RS Si ~, ~€ MEt' alors ~Vy.J6 MEt 
R9 Si rj;,yJ~ MEt, alor s ~ -::J yJ6 MEt 
R Si rp,'fI6 MEt' alors r/; &~ f'6ME 10 t 
Rll Si cjJé MEt et u est une variable, alors V u çt6 ME t 
R12 Si rP~ 'ME t et u est une variable, alors Au)béME t 
R Si ~GMEt,alors Cl ~~ ME 13 t 
R14 Si ~tMEt" alors wfjé MEt 
R1S Si ~ GMEt' alors Hp6ME t 
"k "A" et "B" sont des variables pour type. 
R Si 
16 ri é MEt' alors C~] tE. 
Sémantique de LI 
ME 
s,A 
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Montague utilise, en sémantique, la théorie des mod~les . Un mod~le 
est un quintuple -<U,I,J, ~ ,F), où U est un ensemble d'objets indivi-
duels, l un ensemble de mondes possibles, J un ensemble de moments du 
temps, ~ une relation_d'ordre linéaire*sur J, et F une fonction qui a 
pour domaine des constantes de LI, et pour codomaine les objets de U. 
On dira que si A ftype, et lr;ConA' alors F(~ ) G SUIJ' 
Dans ce mod~le, l'ensemble des dénotations possibles d'entités de 
type A est défini récursivement: 
1) D = U 
eUIJ 
2. DtUIJ = (O,l} 
3) D ~ - D 
DAUIJ 
~,B UIJ- BUlJ 
IXJ 
4) D - D ~ ,A) UlJ- AUIJ 
Ce tableau demande quelques explications . 
En 1., on affirme que les dénotations des expressions de type e sont 
des objets individuels existants dans l'ensemble U du modèle qui est 
le modèle de LI, et en 2) que l'ensemble des dénotations des phrases sont 
des valeurs de vérité, le vrai (1) et le faux ( 0) , 
En 3), on affirme que les dénotations des expressions de type {A,B> 
* Une relation d'ordre linéaire est une relation réflexive (V x, xRxl 
antisymétrique ('01 x,V y , si xRy et yRx, alors y=x) et transitive ("Ix, Vy , V z, si xRy et yRz, alors xRz) , 
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sont des fonctions de l'ensemble des dénotations d'expressions de type 
A, dans ce modèle, dans l'ensemble des dénotations des expressions de 
type B, dans ce modèle. Par exemple, si on remplace les variables "A" 
et "B" par les types e et t, on dira que la dénotation d'une expression 
de type (e,t) est une fonction d'objets dans valeurs de vérité. En 4) 
on affirme que l'ensemble des dénotations des expressions de type <s,A) 
est une fonction du produit cartésien de l'ensemble des mondes possi-
bles et des moments du temps dans l'ensemble des dénotations des expres-
sions de type A. Une expression de type <~,A> a pour dénotation l'inten-
sion, le sens d'une expression de type A. Si on a une expression de type 
t par exemple, une expression d~ typezs,t) aura pour dénotation une 
fonction de mondes possibles et de moments du temps dans valeurs de véri-
té. Si on a le type e, une expression de type < s,e) aura pour dénotation 
une fonction de mondes possibl~s et de moments du temps dans objets indi-
viduels. Nous reviendrons plus loin sur ce sujet . 
Pour un modèle/( de forme (U,I,J, ~ ,F) et une assignation de valeur 
aux variables par la fonction g, on définitrécursivement l'ensemble des 
intensions des expressions engendrées par la syntaxe à l'aide des règles 
suivantes: 
RI Sio!.est une constante, alors f..l] ·l(ijg=F(P( )~I,J> 
R2 Si ~ est une variable, alors 
-l-ujg cr ,;( JJ : g(,( ) 
R Si J 6 MEA et u est une variable de type B, alors [' À u..<'JI fi. ijg 3 
est une fonction h ayant pour domaine D BU" t.q. si x est dans ce 
~J 
] ft·· , domaine h(x)= ~ . ~Jg où g' est une assignation de valeur dif-
férant au plus de g par le fait que g'(u)=x 
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R4 Si ~G ME~,B>et j1é: MEA' alors [{./ Cf ill;ri jg est 
Cff..(] Ji ijg cfÎ (3] J( ijg)) 
RS Si /. ,;16 MEA' alors a tK =;1ll ft ijg=l ssi L[~] fi ijg est iden-
If )(ijg tique à f.,] 
R Si 
6 rIJ é MEt, alors 
R7 Si ~ , 'IJ .6 MEt' alors 
eT" {\jI il 11. IJ<J ::. 1 
RS Si ~,'f E: MEt' alors 
[[ 'P Jl )1. ij g=l 
R Sl' 10 
ssi 
rrf;A fij] ,f( ijg 1 et @ll.!(i jg =l 
ssi [{tP]jJ( ijg=O ou 
R Sl' 
11 
cp é MEt et u est une variable de type A, alors If J u?5 ]J(ijg~l 
Uijg' 71 
il existe un x DAUijg t.q, ~ j6 h =1 où g' diffère au ssi 
plus de g par le fait que g' (u)=x 
R12 Si r) 6 MEt et u est une variable de type A, alors {Vu r/J] IJG:] 
ssi pour chaque assignation de variable g' où g' diffère au plus 
de g par le fait que g' (u)=x, [[ (:; 
R Si ,~& ME alors 13 ~ t' f{é; 11Fti jg=l ssi ~ ijg=l pour tout i €- l 
et j é J 
R Sl' 
14 ? ~ MEt' alors [w p ] ssi j( , ! ~ 1Jg=l pour un 
j' (; J, j ~ j'et j ;; j' 
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ft· . g ,-1-. J( .. , 
R Si ,pE MEt, alors [[H~] ~J =1 ssi 'f" q g=l pour un j'!J 
15 
t.q.j'~jetj'jj 
R Si 
16 
rr.l' J] J( ijg 
,( G MEA ' alors LL 0<. est la fonction h ayant pour 
domaine IXJ t.t!. pour tout .(i',j') & IXJ, h(i',j') est 
If o<}\.f{ i' j'g 
R17 Si d. 6 ~s, Ay a 1 or s f[ v,,] !( i j g est L[ ~] .!( i j g 
7. Traduction de L dans LI 
On traduit L dans LI en associant à chaque catégorie syntaxique un 
type, en traduisant les expressions de base et en donnant des règles pour 
la traduction des formules bien formées engendrées par les 17 règles syn-
taxiques. 
Traduction des catégories syn~àxigues dans type 
On a une fonction F qui permet de traduire les catégories syntaxiques 
dans type , Notons que la traduction est récursive: 
1) F Ce) =e 
2) FCt)=t 
3) F Catb') 
variables pour catégories . ~yntaxiques. 
On peut dresser le tableau suivant , où sont mis en relation catégo-
ries syntaxiques et type: 
Nom de la cat syn. Déf. de ce nom Type 
e e e 
t t t 
VI tl e ~s,e) t) 
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0-- _ -...,.".-.. ... 
T t/VI L("s,<s,e> t) 0 
eN t//e !{s,e) t) 
VT VI/T l<s (s <s,e) Ù) (<s,e> ;» 
IAV VI/VI .( < s < s , e ) t \ «s, e ~ t) 
dt <Zs,t> t) 
IAV/t /<s,t) ~9<s,e) t) «s,e) V 
VI/t «s,t) /..<s,~ t) 
VII/VI «s (s,e) t) «s,e) t > 
Pour savoir quel est l'objet sémantique que dénote chaque type, il 
suffit d'appliquer la définition donnée à la page 173. Si on se fie à 
cette définition, on peut avoir les dénotations suivantes: 
Type Ensemble des dénotations possibles de type 
e individu 
t 
e 
t 
4s,e) t) 
~(s Ls (s,e) ~ «s,e) 0 
«(s, t) t) 
<~s , 91 s <. s , e> t) Ils, e) ' t)) 
Règles de traduction 
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nom de l'objet 
individu 
valeur de vérité 
ensemble de propriétés de proprié-
tés de concepts individuels 
ensemble de concepts individuels 
Fonction de propriétés de proprié-
tés de propriétés de concepts in-
dividuels dans ensemble de con-
cepts individuels 
Fonction de propriétés de pro-
priétés de concepts individuels 
dans ensemble de concepts indi-
viduels 
Ensemble de propositions 
Fonction de propositio~dans fonc-
tion de propriétés de propriétés 
de concepts individuels dans ensem-
ble de concepts individuels 
Fonction de propositions dans ensem-
ble de concepts individuels 
Fonction de propriétés de propriétés 
de concepts individuels dans ens~m­
ble de concepts individuels 
J'introduirai d'abord les règles de traduction de Montague, et donne-
rai ensuite quelques exemples de traduction. 
Dans la formulation de ses règles, Montague utilise une fonction g 
179 
telle que g a pour domaine les expressions de base de L (autres que "be" , 
"neêessarily" et les membres de T), et telle que si A~ cat, 
~ est dans le domaine de g, g(~ ) ~ ConF (A) , 
RTl (a) Si el. ~ Dom g, alors ~ se traduit g(..( ) et g ( ,.( ):io ~ , 
(b) "be" se traduit par À p) xP f:;) y [v x=yJ } 
(c) "necessarily" se traduit par ~ p[ a \1 p J 
(d) "John", "Mary", "Bill", "ninety", se traduisent par j'~ ,m*, b*, n* 
"he" se traduit par 
-n 
La partie (a) de RTl permet de traduire presque toutes les expres-
sions de base de L. Par exemple, "run" , de catégorie VI, se traduit par 
"g(run)" ou "run"'un élément de Co~(VI), un élément des constantes de type 
F(VI), ou, si on applique la fonction, une constante de type~s,~ t) .' 
L'objet sémantique d'une entité de ce type est un ensemble de concepts 
individuels. Voyons les autres règles de traduction. 
RT Si j'E PNC et f se traduit par .J " alors 2 
FO "every J " se traduit par À P Ax [y' (x) -~ P f xl] 
FI "the J " se traduit par ~P V y [J..x[J ' (x)k:> x=y J . .. Pfy l 'j 
F2 "a j " se traduit par ~ P Vx (J' (x) • p~x'r J 
RT
3 
Si .f G PCN 1 cf>~ Pt' et f, rj5 se traduisent par J " rjJ , 
respectivement, alors 
F3 ( J , P ) se traduit par A X n CS' (x n) C P 'J 
RT4 Si J ~ Pt/VI' .4 G P VI' et f ,fi se traduisent par !' f' 
respectivement, alors 
F 4 ( t ,jJ) se tradui t par r '( '/1' ) 
,. 
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RTS Si tf. PVI / T ' (3 ~ PT et t, f1 se traduisent par , ";!3 , res-
pectivement, alors 
F 5 (1 ,;1 ) se traduit p9.r l '( ~ (3 ') 
RT6 Si té: P1AV/ T ' f ~ PT' 1 etl se traduisent par l ' ,1 ' 
respectivement, alors 
traduit par r' ( '(3 ') 
RT 7 Si tG PVI / t ' ff:- Pt et 1,;1 se traduisent par l ' 'f ' 
respectivement, alors 
F 6 ( l ,(1) se traduit par (' ( j1 ') 
RT8 Si 1 G PVI / VI ' ,; (;" PV1 et l, f se traduisent par l' 'f ' 
respectivement, alors 
F 6 (t 'r ) se traduit par l '( ~ ') 
RT9 Si .(éPt / t , f6 Pt et!,! se traduisent par t',!' res-
pectivement, alors 
se traduit par r '( (1 ') 
RTIQ Si [~PVI/VI et/15 6 Pvi ' ; et 1 se traduisent paR J' , l' 
respectivement, alors 
F 7 (S ,! ) se traduit par ~' ( jJ ') 
RTll Si ~ , fl6 Pt et fI5, yJ se traduisent par tf' yJ' respecti-
vement, alors" cf et yi " se traduit par ~ , 
par [fi ' V ~ J 
RT12 Si r, tt PV1 et f' J se traduisent 
vement, . alors " r fTt S " se tradui t par 
" '0 ou t" par À x [ (' (x) vS' (X)] 
par r, l' respecti-
~ xC r ' (x). [, (x)j 
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RT
13 
Si /. ' 16 PT et ~ ,/15 se traduisent par 01.. ' ,;1 , res~ec­
tivement, alors "A" ouI" se traduit par 'Ap[",- '(P)v,;f'(P)J 
RT
14 
Si ,(G PT 1 cf~ Pt et,(, ~ se traduisent par), , , l' respec-
tivement, alors 
F (~,f) se traduit par tl'(AÀX
n 
rp') 
10,n 
RT15 Si .,( (; PT' fé PNC et vi. , t se traduisent par ;(',!' respec-
tivement, alors 
F10,n(~ ,1) se traduit par ~y .,('(I\~Xn[t' (Y)J) 
RT16 Si Lf. PT' tG PV1 et,,< , Ise traduisent par ti..', l' respec-
tivement, alors 
F10,n(a/., t) se traduit par }.y,( '("À x n[! '(y)J) 
RT17 Si :1 t PT' ,( G PV1 et cJ, 1 se traduisent par ~', " respec-
tivement, alors 
se traduit par 
se traduit par 
se traduit par 
"frl,.' ( At') 
w::;{'("l') 
--Wu( '(,1.( 
F 11 (p( ,~) 
F12(~ ,l) 
F 13 (v< , l ) 
F 14 ( J.. , t ) se traduit par H .1.. '( ,/\ l' ) 
, ) 
F (."z ,g) se 
15 
traduit par...,H V(' ( Âl ') 
Maintenant, appliquons ces règles de traduction aux exemples (1)-(3), 
plus haut, afin d'en examiner le fonctionnement .Ces exemples étaient: 
(1) "Jo~n walks." 
(2) "Bill walks and John talks." 
(3) "A woman walks slowly." 
Le premier avait l'arbre: 
John walks R 4 
,........ ""-
John walk 
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Il faut traduire cette phrase. La traduction se fait à partir du: bas 
de l'arbre, et suit l'ordre d'engendrement de la phrase.On traduit d'abord 
"John" : 
1. John:9 j* Expression de base, par RTl 
en indiquant la règle que l'on a appliqué pour faire cette traduction. 
On traduit "walk" de la même façon: 
2. walk -)walk' Expression de base , par RTl 
On peut maintenant traduire la phrase complète en utilisant la règle de 
traduction correspondant à la règle syntaxique utilisée pour produire cette 
phrase . La règle syntaxique était R4' la règle de traduction est donc RTl!. ' 
3. John walk =J> j "'«~walk') De 1 . et 2 par RT4 
en indiquant ce que la règle prend en i~~ut, de meme que la règle utili-
sée, au bout de la traduction . 
Mais on sait que pour Montague, un nom propre dénote l'ensemble des 
propriétés du concept individuel du porteur de ce nom. Aussi devrait-on 
traduire "John" par exemple par À pR p ~ jtJ où "p" est une variable pour 
propriété et "j" une constante individuelle. Cette expression se lit:"l'en,-
semble des prop~iétés telles que ces propriétés sont les propriétés du 
concept individuel exprimé par "John"". A la ligne 1., on devra avoir: 
et à la ligne 3., 
Cette traduction est un peu longue. On peut toutefois la réduire, premiè-
rement en utilisant la conversion lambda. La conversion lambda permet de 
rendre des expressions de forme 
Àx[. .... . x . . ...... .] ( ~. ) 
( ....... ~ ....... . J 
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Par exemple, 
Â X[BX Mx] (,{ ) 
peut être rendue par 
[B<><' • M ~J 
La ligne 3'. peut donc être rendue par 
ou par 
J' , )\ wa 1 k' f j f 
Nous prendrons cette derni~re traduction. 
Par ailleurs,cette derni~re formule peut aussi être réduite à l'aide 
de la convention d'attachement (brace convention), qui permet de rendre 
une formule de forme 
par une formule de forme 
Ces deux formules sont, par convention , logiquement équivalentes. Ainsi, 
3" . peut être rendue par 
3" , . walk' (j ) 
cette derni~re formule peut de nouveau être réduite par la r~gle de la 
cancellation par le bas (down up cancel1ation) à 
3' , , '. walk' (j'l 
, " \ \1 ,-puisqu'on sait que ~ et s'annulent, et qu'une expression de forme 
1 
\ J 
est logiquement équivalente à une expression de forme ~ La traduction 
3"" est la traduction correcte de notre premier exemple. 
L'arbre de notre second exemple était le suivant: 
.. 
Bill wa1ks and John ta1ks 
,/' ~ 
Bill wa1ks R4 John 
,., 
"'-
..,/' 
Bill wa1k John 
Ce second exemple se tradüit: 
2. wa1 k ~ wa 1 k ' 
3. Bill wa1ks .:.) À P [pfb{] (Awa1k') 
4. Àp[pfbfJ ("wa1k') -) "walk' j b} 
5 . A wa 1 k' ~ b 1:.-) 'lA wa 1 k { b) 
6.v~ walktb)-~ walk'(b) 
7. John-)A' p(ptjlJ 
8. talk =') talk' 
9. John tall~:=.) ) p(p f jfJ C' tc../k ') 
la . À P CP ~ jl] c-- talk) ~- "ia./k \{d 1 
11. A talk' ~ j} =)VA talk' UJ. 
12.1/'/\ talk' (j)r=> talk' ( j) 
R11 
ta1ks R4 
" ta1k 
~xpr . de base, RTl 
Expr. de base, RTl 
De 1. et 2. par RT4 
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De 3. par conversion lambda 
De 4 . par convention d'attachement 
De 5. par l'annulation par le bas 
Expr de base. RTl 
Expr. de base, RTl 
De 7. et 8. par RT4 
De 9 par conversion lambda 
De la. par convention d'attachement 
De 11. par l'annulation par le bas 
13. Bill walks . and John talks=>Walk' (b ) • talk' (j ) De 6 . et 12 . par RT1l 
Le troisième exemple avait pour arbre: 
A woman walks slowly R4 
/ "-A woman R2 walk slowly R10 
1 ./'" "'-
woman walk s10wly 
et peut être traduit, sans faire de réduction cette fois, 
1. woman -0 woman' Expr de base, RTl 
2. A woman ~ i\ P V x [woman' (x) ~ P f xl] De 1. par RT2 
, 3. walk ~) walk' Expr . de base , RT 
1 
.+. slowly ~ slowly' Expr. de base, RTl 
5. walk slowly ~) slowly' ( A. walk') De 3. et 4 . par RT10 
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6. 6. A woman walk slowly=)~\P YxLwoman(x). P ~XXA.~lOWly(''Walk')J) 
De 2 . et 6. par RT4 
VQici quelques nouveaux exemples. 
(7) "Necessarily Bill talks." 
Engendrement: Necessarily 
~ 
Bill talks R9 
""-Necessarily Bill talks R4 
./ "-
Bill talk 
Traduction: 
Expr. de base, RTl 
2. talk -b talk' Expr. de base, par RT2 
3. Bill talk$:;:.)) pep [bD ("" talk') De 1. et 2. par RT4 
De 3. par conversion lambda 4. À pep 1 bD c' talk '):.) A talk' ,b} 
5 0/\ talk' 1 b~ => Vi' talk ' (b '\ De 4 . par convention d'attachement 
6. VA talk(b)~ talk'(b) De 5. par l'annulation par le bas 
7. Necessarily:::::'>)\ P [D v p"] Expr . de base, par RTl 
8 . Necessarily Bill talks :::)ÀP [ Cl v p]ftalk', (b ))) De 6. et 8. par R9 
9.ÀP(O 'V ~ (v'talkCb))) :::;:> 0 talk' (b) De 8. par conversion lambda 
('i) "Bill runs in the park." 
Engendrement: 
Bill 
Traduction: 
Bill runs in the park 
--- " run in the park 
--- " run in the park R6 
-- " in the park R2 
\ 
p.9.rk 
1. park .:.') park' Expr. de base, RTl 
2. the park ..... ) ). P Vy (V xf.' (x)~)x=YJ. P ~ yfJ De 1. par RT
2 
3. in::=.") in' Expr. de base, RTl 
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4. in the park.::) in' (1'\. ~ P Vyf xC park' (x)~) x=yJ . PI yl De2. et. '3 par RT 
5 run ~run' Expr. de base, RTl 
6 . run in the park=) in'(A À P y y ['::·fx ~ark' (x)é-~ x=y. Pf ylJ 1\ ( run' ~ 
7. Bill =j ~ P (p {bi J 
8.Bill runs in the park::)~p[p~ ~J 
( "run') 
De 4. et 5 . par RT10 
Expr. de base, RT 
1 
in'( "-.A pV y [3 x [park'(x),=-:>y] • PfiJ-] 
De 6.et 7. par RT 
4 
On peut aussi produire les deux analyses --- de re et de dicto 
de "John seeks a unicorll'l.": 
Engendrement: John seeks a uni corn R4 
.......- " John seek a unicorn R5 
...- '" 
seek a uni corn R
2 
uni corn 
Traduction: 
1 . unicorn =) unicorn' Expr. ~e base, RT 
2 . a unicorn=) ~ p) x[ uni corn ' (x) • P{ xr J De 1 par RT2 F 2 
1 
3. seek:) seek 1 Expr . de base, RTl 
4 . seek a unicorn.=>seek' ( .I\.) P Vx[unicorn'(x) • PfxiJ)De 2. et 3. par RT5 
5 . John.:') ) P [p ijlJ 
6 . John seeks a unicorn -:'/~P [p fj1J 
Expr. de base, RTl 
(1\ seek' ( A À p'V x[ uni corn ' (x) • P ]x1 Y 
De 4 et 5 par RT
4 
Dans ce premier cas, on ne quantifie pas sur "unicorn". C'est l'interpré-
tation de dicto. Dans le second cas, on quantifie , et on a l'interpréta-
tion de re: 
Engendrement: 
Traduction: 
1. seek --) seek ' 
John seeks 
/ ' 
a uni corn R 
uniJorn 2 
2. heO=)~PP ~xo} 
3. seek himO-='> seek'(A.~PP (xo}) 
4. JOhn~:\P [p 
a uni corn R14 
........... 
John seeks him R4 
.,/ ........... 0 
John seek himO RS 
.,/, 
seek 
Expr. de base RTl 
Expr. de base, RTl 
De i. et 2. par RTS 
Expr . de fj}] base, RTl 
S. John seeks himO=)hr pi jU rseek ' (A;\ pp fxol») De 3 . et 4 
6 . uni corn -':;) unicorn' Expr, de base, RT 
l 
7. a unicorn:)~P Yx [unicorn(x) • P Ex? l De 6. par RT2 
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par RT~ 
8. John seeks a unicorn::;) P y x Gnicorn' (x) • P 1 x~ ~\xO (ÀP CP (j}] ( ... seek' 
C'" pp fXOf)) De S et 7. par RTl4 
8. Karttunen et Peters 
Les sémantiques de Montague ne peuvent servir de modèle de descrip-
tion sémantique à Karttunen et Peters dans leur état actuel, puisqu'elles 
ne peuvent rendre compte que des aspects vériconditionnels de la signi-
fication, et sont inutilisables pour rendre compte des aspects nonvéri-
conditionnels de la signification, des implicitations conventionnelles 
par exemple. 
Karttunen et Peters donnent une version modifiée des règles de tra-
duction de Montague, où, à chaque FBF on assigne, en plus d'une intension, 
comme c'est le cas chez Montague, une implicitation conventionnelle, l'im-
plicitation conventionnelle de cette expression. Ainsi, à une expression 
Je. 
u<:. au 1 ie~ d'associer uniquement un sens J.', on associe un sens ~ 
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qui correspond à ~ " ce que nous donne une traduction normale, et ~ 
ce qui est implicité parI. Par exemple, à "love", au lieu d'associer 
e 
i 
uniquement "love''', ce que fait Montague, on associe "love ·", qui corres-
i i 
pond à "love"', et "love), "love" étant ce qui est implicité convention-
e i 
ne1lement par "love". Pour les expressions de base, J.. et~' sont 
indiquées dans le lexique. Pour les expressions engendrées , les rè-
e i 
gles permettent d'obtenir ~ et d.. . Les règles de traduction donnent 
e i 
oZ et ~ en output. 
Karttunen et Peters utilisent aussi une fonction h d'héritage, qu'on 
associe à chaque expression qui suit la première expression dans l'ordre 
e i 
d'engendrement. Cette fonction a pour arguments ,( et ~ , et permet 
de rendre compte de l'héritage d'implicitations conventionnelles dans les 
phrases complexes, lors de la production de ces phrases . En fait, cette 
fonction permet de résoudre l~ . problème de laprojection des présuppositions 
(voir chapitre 1). Nous verrons et préciserons les détails des règles de 
~raductiQn en les formulant et les utilisant. Plus tard, je ferai quelques 
remarques et commentaires à leur propos. 
Règles de traduction 
RT' a) Si i ( dom g, alors 
1 h 
01 se traduit 
e 
g(,( ) et g(,,( )= <0< , 
valeur de h, ,( (où ;;(. 
h e i 
est une abréviation pour h( ~ , ~ 1) 
b) "he" se traduit par!...). P À xP ~;\ y(Vy=;I xJf ; be i) , valeur 
de h, ~ p) x Y PP 1 pl 
) 
" 
'1 " d . < \ P a y P; \ P p-=pO) c necessar~ y se tra u~t par A A 
de h, À p v P 
d)l) "Bill" se traduit par \À pp~ .l bf 
de h, /\ PP ~ A b 1 
e 
~Pmale (Ab) . 
valeur 
valeur 
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par (À pp f ~ ml ; À P e ~ m) 2) "Mary" se traduit female ( valeur 
de h, ~ pp ~ "- m J 
e) "he " se traduit par <~ pp ~ x n1 ; \PXn=Xn> ; valeur de h, -'). PP1 x n} n 
De plus, Karttunen et Peters ajoutent des postulats de significa-
i h 
tion où sont assignées des valeurs à A J. et .A J.. , pour certaines expres-
sions "'~ On a: 
i 
A 
like = ""À y P À x P rh 
) x 'V pp i' pl 
be-acquainted-with v v e J ( x, y) 
= 
A~ P 
h 
A like 
A assert-that 
h 
'" hope - tha t 
A forget-that 
e 
"fail-to 
i 
'" fail-to 
h 
~- fail-to 
h 
.A. \ .. , 
= .. \ P x p.p 
e 
"'"À p ) x believe-that (x,p ) 
h 
= 
-"-)p 
AÀ P 
""À P 
,Àp) x[ vpJ 
" x ., P ~ xl 
A. x[ e try-to - ( x _ ~) 
* 
e 
expect- that (y, 
i 
,"- forge t=~ha t 
e 
=" ~p ""x C""P 4 H know-that (x,p )] 
On a aussi les rè gles suivantes , 
RT' 
2 
Si ..[ t. P et.J' se traduit par i...'1 e; y i > ' alors 
CN 
F se traduit par 
o 
i.À p:lx Cf (x) --if~ ; \ P '.lx C ~ (x) " 
se tradui t par <>.. P y y [3 x [.:$ e (x ) (,.)x=y] • 
À P y y [3 x [ ~e ( x)(-) x=y J' J i (YJ) 
F
2 
se traduit par ,()pVx ( Je ( x) ~ p ~ x~ j;;\p 
valeur de h en traduction: 
FO: ÀP j x [~e ( x) - J Pix}J 
FI "\ pVy C3x[Se ( x ) ç--, x=y J P~ yJ J 
F 2 ~pVy [Je ( x) P ( x)] 
PlyIJ),' 
RT' 3 Si St PNC ' cp é Pt et ~ , cp se traduisent par~,! e .fi) 
respectivement, alors 
traduit par .( À x (.f e (x) 
x
n 
)2S i} (X)]) 
F 3 ( S , tJ) se 
RT' 4 
[ri (x) . [À 
l,Ise 
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-' - -
traduisent 
RT' Si lE- P ,/.If PT et ['f se traduisent par<;t e; ri> s VI/T /..J 
e ' ~ ,1 >respectivement, alors 
FS(;t 'J') se traduit par /..f e( /\ ;t1e); À x[ri( j'1e)(X) , Jh ( 1 i) (x)1 ') . 
RT ' 6 Si ,;tG P~AV/T et ;St,PT et si f, (1 se traduisent par 
LI e; t 1; . {f e; (5 .1) respectivement, alors 
F
S
(,1 ,12) se traduit,p~r/Je( '; e); .~ P j x[t i ( /\/2 e) 
( h 1. \' 1\ ('oJ 
(P) (x) . :1 ('j3 ) (P) (XD; ,valeur de h, ) P) P(x) 
RT '
7 
Si. LE PVI / t et ,;56 Pt' et sil ,j2 se traduisent par <je; J i> 
~ 1 e;;1 i) respectivement, alors ' 
F6 ( ( /' ) se traduit par(/
e ( r i); ,\ xC/ i( jJ e)(x) • j h 
(~ i) (x) J) 
RT' Si lG-p /' et !?éP et sij,/J se traduisent par/re; 1:> 8 VI VI / ..... ' VI ï 
/; e; ! ~ respectivement, alors 
F6(/ f ) se traduit par!! e( ~ el; )x [{il l e )(X) .th 
( A/i)(Xl]) 
RT' 9 Si fé P t/t ' ft Pt et si t ,; se · traduisent par./ le; t i> 
<r e;(3 i> respectivement, alors 
RT ' n 
RT
' 12 
RT' 
13 
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Si ri, y) t Pt et si ~, y.J se traduisent par~~e; ~ i) 
/ li Je; Il} il ~r r respectivement, alors" rt et y " se traduit paF 
.( [~el 'fi eJ ; [yO i • c~ e -Ptfi J) , "f ou yJ" se tra-
duit par<r. ~e vpe]; L(jb i v'r'e J, [p eVtf in) 
Si 0' t ~ PV1 et r, 1 se traduis~nt par L(e; if i> <le; t:> 
resppctivement, alors " t et J " se traduit par!. ~ x Cr e (x) . 
· 1 e(x) J ;) xJ~6i(X) • [6 e (x) -') l i (x)]] ) 
" (ou t. " se tradu[t par J.... À x lr e(x) V lé!(x); À x 
cC; (x) V 1. e (x) J · [0 e (x) • [~e (x) V j i (x)J] > 
Si /, t ~P T et "".;! se traduisent respectivement par 
, e . i).< A e 1.3 i) <./. ;) /-; ( , alors " J... ou!. " se traduit par 
!>- P C ~e(p) v(1 e(p) ] ; À P Cr. ~ \P) y (1 eCP)J • [p(e CP ) 
V f i CP)] ') ·valeur de h, ) P Co< e CP) vI \P) J 
RT' 14 Si /. (;. PT' r ~ Pt e.t /, tf; se traduisent par!.. cl... e ; ,( i> 
-<~ e; ~ i) respectivement, alors 
F 10, n ( J..., rf ) se traduit par,( A e C À X
n 
~ e); [A \ -\ Xn P e) 
1 ~ h ( À XiI rp i)]) 
RT' Si 15 
<.J e; 1 i) respectivement, alors 
e i 
se traduisent par} ~ ; ~ ) 
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RT\6 Si cl.. {. PT' f~ P VI et si ~ " se traduisent par <J.. e;,J i) 
e . (t ; f> respectivement, alors 
FlO,n(..( ,;J ) se traduit par.( \ y)... e( ÀX
n 
.1 e(y));) y 
(~\ \ x
n 
1 e(y)) Iv/. h( À xii / (y)1 J) 
RT' 
17 Si o!.f PT et 
Z;re; l i) 
Xfp et l', t se 
VI " 
respectivement, alors 
traduisent par 
Voyons maintenant quelles nouvelles traductions permettent ces règles. 
Prenons nos deux premiers exemples: 
(l) "John walks." 
(2) "Bill walks and John talks." 
{l) Engendrement John walks R4 
./ " John walk 
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Xl) Traduction: 
1. John -:> <Johne ; JOhn i> * Expr de base 
2. wa1k 
e . 
=)..( wa1k ; wa1kl. > Expr. de base 
..... / e e [ i '" t 3. John wa1k =/, John ( wa1k ); John ( wa1k) 1 h " i)J1\ John ( wa1k 71De 1 . et 
2 par RT' 
4 
(2) Engendrement Bill wa1ks and John ta1ks R 
--. '- 11 
Bill wa1ks R4 John ta1ks R4 
..-- ........ / ........ 
Bill wa1k John talk 
(2) Traduction: 
1. Bill-==><Bill e; Bill i,) Expr. de base 
. e i) 2. wa l k =) < wa 1 k ; wa 1 k Expr de base 
3. Bill wa1ks=)~Bill e ('" walke ) ; [Bill i ( /\ e walk-) , h' . J) Bill C walkl.) 
, 
De 1. et 2 par RT'4 
4 . Joh~ _)(Johne ; John i ') Expr. de base 
5. talk:")Zta1ke ; talk i ') Expr . de base 
6. John talks =") L... Johne ( "talke ) ; [Johni ( "talke , . Johnh ( Ata1kiÙ) 
De 4 et 5 par RT'4 
7. Bill walks and John talks _) <'(Bille (" walk e) John e ( " talk e8 
[ Bill i ( ,.~ wa l k e). Bill h ( .... wa l k i) , 
[ 
e A e i (.... e Bill ( walk) -) John talk , , 
h . ' 
John (;\ talk1IJ) De 3 . et 6 . par RT' 11 
Voyons de nouveaux exemples: 
(8) "Mary eats a fish. " 
(9) "B ill will not try to run." 
(10' "Bill likes Mary." 
(S) Engendrement: 
(S) Traduction: 
Mary eats a fish R~ 
~ "'-
Mary eat a fish RS 
--- " eat a fish R2 1 
fish 
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1. fish-=)<,'ush e; fish i) Expr . de base 
2. a fish ='/ 1... ~p Vx [fiShe(x). P(xlJ. ~p Vx fish i(x)). De 1. par RT' 2 
3. eat a fish ::)(eate ( I\..À P "ri x[fiShe(X)1 P(xlJ) ;/Ix[eat i ( ""[Ap'ix 
[fish e (x) 1 P r xrl] (x) • ea th ( .\ a P Itx fish i (x) (x~ ) 
De 2. par RT'S 
4, Mary_XMarye; Maryi) Expr de base 
5. Mary eats a fish ~)4<arye( A ( eate (, [~ P V x[fish e (x), Pi xlJ J )V 
;f!raryi(/'.(eate CÀ P 'r/X[fiShe(x), P1X( • 
Maryh( '''l) x [eatiC"( ~Prx · [I, ·~Le(x). ('~.(l]]J(X) 
leott;(~'~('~fiShi(X))(X)J))J) De 3. et 4. par RT'4 
(9) Engendrement Bill will not try to run R17/l3 
--- " Bill try to run RS 
-- " try to run 
(9) Traduction: 
l.try to :::.:>"try toe; try toi) Expr. de base 
2. run =--::;,<. rune; ru ni > Expr. de base 
J. e.A e 3. try to run ~)~try to ( run); 1\ x [try to i [""rune (x) 1 try toh 
( ' run i) (x)] ) 
4. Bill -).[Bill e; Bill i) 
S. Bill will not try to run ~6 W 
De 1. et 2. par RT'S 
Expr . de base 
e(/,( e(A e [ i Bill try to run )); W Bill 
(A (t ry t 0 e ( A ru ne) )). Bill h ( "- ( 1\ x 
try toi (rune) (x) • try to h( "run i) 
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De 3. et 4. par RT17/13 
(10) Engendrement 
Bill 1ikes Mary R4 
/ " likes Mary 
(11) Traduction: 
1. 1 ike =/~l ike e ; like i > Expr. de base 
2. Mary .::)iMary e Maryi> ; Expr . de base 
3. <: e" e likes Mary ~ 1 ikes ( Mary); ~ [ i", e h" h ~ x likes r Mary )(x). likes ( Mary)(xlJ 
De 1. et 2. par RT'4 
4. Bill::')~Bille; Billi> Expr. de base 
:--.. j, e " e" e [ ' i" e 5. Bill li~es Mary -=-/ ,Bill ( (like ( Mary))); Bill ( (1 ike ( 
A Marye). Billh('" ( À [ like i ( ÂMarye) (x). likeh 
(ÂMaryi(x»)]) De 3. et 4. par RT' 5 
, 
Ces traductions sont relativement simples a effectuer . On peut les 
effectuer mécaniquement. 
Cette traduction dans la sémantique de Montague présente un grand 
intérêt . Elle permet de lier une grammaire et une sémantique à une 
pragmatique --- la théorie des actes i1locutoires --- et une théorie de 
la conversation, pour avoir une théorie de la signification où toutes 
les branches de la sémiotique et une théorie de la conversation sont in-
tégrées. 
Cependant, cet intérie diminue quand on constate que, pour chaque 
expression de base, il faut assigner, dans le lexique, l'implicitation 
de cette expression de mime que les conditions d'héritage de cette expres-
sion, et qu'on ne peut faire récursivement cette assignation . 
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Cet intérêt faiblit encore quand on sait qu" i1 est difficile de sa-
voir ce qui est exactement implicité par une expression du lexique (voir 
Karttunen et Peters, 1979, p.23, note 9, qui soulignent ce problème) . 
Par ailleurs, notoms que notre modèle de description ne permet de 
rendre compte que des implicitations conventionnelles, et ignore les im-
pl ici ta tions gonversationnelle,s ,de _Ill ême que les condi tions préparatoires. 
On n'a donc qu'une description partielle. 
CONCLUSION 
La notion sémantique de présupposition, introduite par 
Frege (Frege, 1892),a suscité de nombreux débats en philosophie du langa-
ge et en linguistique. 
Cependant, le phénom~ne saisi par cette notion n'est caractéris-
tique que des' assertions; et la notion sémantique de présupposition n'est 
pas généralisable à d'autres actes i11ocutoires. En ce sens, cette notion 
n'a pas beaucoup d'intérêt et fait surgir plus de prob1~mes qu'elle n'en 
résoud. 
Il n'en demeure pas moins que cette notion permet de saisir un trait 
important des langues naturelles dont il faut rendre compte en théorie 
de la signification. Pour ce faire certains p~i1osophes (R.Sta1naker par 
exemple), ont proposé une notion pragmatique de présupposition. Mais, 
des notions pragmatiques de présupposition, aucune n'est satisfaisante. 
Elles rencontrent de nombreux contrexemp1es ou sont trop vagues, comme 
nous l'avons vu. Lauri Karttunen et Stanley Peters, en 1979, ont proposé 
d'analyser les phénom~nes qualifiés de présuppositionne1s en termes d'im-
p1icitation conventionnelle et conversationnelle, et de conditions prépa-
ratoires à la performance réussie et non défectueuse d'actes i11ocutoires . 
Cette nouvelle façon d'aborder le prob1~me est intéressante à plusieurs 
points de vue. 
Elle permet de distinguer plus nettement des traits des langues na-
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turelles et de faire l'économie d'un concept en pragmatique . De plus, elle 
permet de rendre compté d'une façon relativement simple des exemples pa-
radigmatiques, de même que de nouvelles én~gmes. 
Malheureusement, la nouvelle théorie présentée par Karttunen et Pe-
ters souffre de nombreuses carences. La plus notable est la faiblesse et 
le peu de précision de la théorie de la conversation utilisée, théorie 
qui fournit la notion d'implicitation. Si on considère que la plupart 
des phénomènes présuppositionnels sont analysés par Karttunen et Ppters 
en termes d'implicitation, on admettra que la théorie de la conversation 
a ici une importance capitale et que ses faiblesses ne peuvent être né-
gligées. 
La notion de condition préparatoire, introduite par Searle dans la 
théorie des actes illocutionnaires en 1969, fait bien le travail que Kar-
ttunen et Peters lui demandent de faire . Searle et Vanderveken ( 1984 
) ont par ailleurs dévelmppé la théorie des actes de langage et clari-
fié cette notion. 
Cependant, Karttunen et Peters ne rendent pas compte du cas type en 
théorie des présuppositions: le cas où l'on dit que l'expression qui est 
en position de sujet dans une phrase doit avoir une dénotation ponr que 
la proposition exprimée par cette phrase (déclarative ) ait une valeur de 
vérité. Cette faiplesse peut être corrigée en utilisant la notion de 
présupposition propositionnelle, de Searle etVanderveken , ou en utilisant 
la notion d'implicitation. 
Karttunen et Peters formalisent leur théorie dans la sémantique . 
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de Montague, plus précisément dans la sémantique présentée dans P.T.Q. 
Le fait qu'il y ait formalisation est intéressant Toutefois, cette for-
malisation est incomplète, et ne permet pas de suppléer aux déficiences 
de la théorie, déficiences qui doivent être corrigées. 
Nous rencontrons, en analysant les théories des présuppositions prag-
matiques, un problème constant: les phénomènes sont décrits et peu, ou mal, 
expliqués. Pourtant une explication est nécessaire. Ce problème est dû 
au fait que les théories de la signification ne fournissent pas, ou ne 
font qu'esqtrisser, le cadre dans lequel on doit rendre compte des phéno-
mènes. 
A mon avis, ce cadre théorique plus général serait fourni par un 
programme précis en théorie de la signification . 
Je concluerai ce mémoire an essayant de justifier l'existence d'un 
tel cadre. 
Chez Karttunen et Peters, la difficulté d'expliquer les implicita-
tions est due à la faiblesse de la sémantique lexicale. Une telle séman-
tique doit permettre de caractériser les relations entre différentes expres-
sions du lexique. Si on a une telle sémantique, on peut saqoir pourquoi 
un locuteur, parce qU'il utilise· une expression comme "réussir" pour 
performer un acte de langage, implici~ un implicatum où l'on retrouve 
le verbe "essayer". Bien aîr, cette branche de la sémantique n'est pas 
développée, et l'esquisser demandera beaucoup de travail. Mais, dans le 
contexte actuel, ce travail est nécessaire. 
Un nouveau problème se pose quand on essaie d'expliquer les implici-
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tations conversationnelles . La théorie de Grice n'est pas adéquate. Il 
faut construire une nouvelle théorie de la conversation, qui au moins pré-
serve et précise les résultats obtenus par Grice . 
On rencontre de nombreux problèmes lors de la construction de telles 
théories. Parmi oeux-cinotons le problème de savoir ce que l'on entend 
par "arrière-fond conversationnel", de préciser quels sont les éléments 
de cet arrière-fond, de même que sa structure. 
Notons aussi le problème de la pertinence, de la notion de . pertinen-
ce. La notion de pertinence est vague. Ce problème peut être étendu pour 
couvrir toute notion qui sera utilisée pour rendre compte de l'adéquation 
de certains actes illocutoires comme répliques à certains autres dans une 
conversation. 
La notion de but conversationnel devra aussi être précisée. Il faut . 
déterminer des buts possibles aux conversations et aux acteurs en conver-
sation, et examiner comment ces buts s'articulent. 
Il faut de même formuler les règles (maximes, normes, conventions 
ou lois) que respectent les locuteurs en conversation. Le développement 
d'une telle théorie est un projet ambiti'eux, dont la réalisation est 
désirable, comme le montre la littérature récente en philosophie du lan-
gage et en linguistique. Des travaux récents (Wilson, 1975, Gazdar, 1979, 
Dinsmore, 1981) portant sur le problème des présuppositions sont, partiel-
lement ou complètement, des essais de développement d'une telle théorie. 
La demande d'explication, en philosophie, peut sembler inhabituelle. 
Traditionnellement, c'est à la science qu'on demande d'expliquer, et la 
philosophie n'est pas ' une science. Mais les théories philosophiques du 
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langage doivent répondre à des critères d'adéquation matérielle qui font 
qu'elles s'apparentent à des théories empiriques . La critique, en phi1o-
sophie du langage, à l'aide de contrexemples, est une manifestation de 
cette exigence de satisfaction de conditions matérielles d'adéquation , 
En un sens, les théories de la signification en . philosophie ont 
un statut ambigu sont-elles scientifiques ou non ? faut-il les aborder 
comme des théories scientifiques ou non ? Quelle est la place de l'em-
piricité dans les théories philosophiques de la s ' ~n~fication ? 
Si elles sont empiriques , on devra analyser ces théories et les cri-
tiquer, comme on critique des théories scientifiques. Si elles ne le sont 
pas, on devra caractériser lea relations qu'elles entretiennent avec les 
théories empiriques. 
D'une façon ou d'une autre' , la formulation de la forme d'une théorie 
philosophique de la signification, théorie qui serait notre cadre général , 
. 
serait utilè. On aurait un cadre théorique précis où insérer les thèses 
philosophiques, les concepts , etc. et dans lequel on pourrait faire des 
relations entre des phénomènes saisis ~ar différents concept9 èe diffé-
rentes théories, par exemple des phénomènes saisis par des concepts d'une 
théorie de la conversation et des phénomènes saisis par des concepts 
d'une sémantique lexicale . De tels cadres existent en linguistique . Par 
exemple, Katz et Postal ont proposé le cadre suivant: 
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composante des structures de phrases 
1 
structures prélexicales 
1 
composante lexicale 
1 
structures profondes 
/ " 
règles d'interprétation 
i 
composante transformationnelle 
1 
représentations sémantiques structures de surface 
1 
composante morp~o-phonémique 
1 
phrases 
Je ne veux p a.,e; affirmer ou suggérer qu'on peut utiliser ce cadre. 
En philosophie, un cadre peut être spécifié en caractérisant clairement 
chaque branche de la sémiotique, et em établissant leurs relations: un 
travail métathéorique s'impose en sémiotique. 
Ce mémoire se clo~ sur une théorie insatisfaisante, la théorie de 
Karttunen et Peters, à propos de phénomènes qui occupent une place impor-
tante dans les langues naturelles, et permet d'idemtifier un problème plus 
général, celui des car, :nces en sémiotique au niveau de la sémantique (le-
xicale) et de la pragmatique (de la théorie de la conversation). Mais, 
il nous permet de formuler des conditions minimales que devra satisfaire 
une théorie de ce qui était qualifié de présuppositionnel, dans le cadre 
donné par Karttunen et Peters. 
Elle devra, de façon générale: 
1) décrire avec précision des phénomènes saisis intuitivement. Une telle 
exigence ne peut être satisfaite qu'avec le développement d'une théorie 
de la conversation. 
2) Expliquer les phénomènes décrits. Une telle exigence ne peut être sa-
tisfaite que si on se situe dans un cadre théorique suffisamment large 
et précis. Dans ce cadre théori~ue, on devra caractériser les brancaes 
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de la sémiotique , et assigner comme objet d ~étude , à une de ces branches , 
le phénomène des implicitations. 
3) La théorie ne devra pas être ad hoc. Une telle théorie devra p ~rmet-
tre d'expliquer d'autres phénomènes, d'autres faits linguistiques dont 
on peut affirmerqu'ils sont liés aux implicitations ou aux 
relations entre actes illocutoires dans une conversation. Mais surtout , 
elle devra : itre liée à une théorie de la signification conventionnel l e, 
Pour que ces conditions soient satisfaites, il faut clarifier ce qu'est 
la pragmatique et les relations qu'elle entretient avec la sémantique, 
de même que caractériser la relation qu'entretiennent ~s phénomènes 
sémantiques avec ks phénomènes pragmatiques. 
NOTES 
Introduction 
(1) On doit évidemment distinguer la notion frégéenne de sens et la notion 
carnapienne d'intension. Je rapproche ici ces deux notions uniquement 
pour introduire le lecteur à la sémantique le plus brièvement possi-
ble. La distinction entre sens et intension n'est liée à aucun enjeu 
important dans les pages qui suivent. Pour ceux que cette distinction 
intéresse, il serait utile de lire Meaning and Necessity, de R.Carnap, 
en s'attardant aux pages 118 à 133 . 
(2) Les conditions formulées ci-dessous sont celles formulées par Searle 
et Vanderveken dans Foundations of Illocutionary Logic. 
(3) Cet exemple m'est inspiré par un exemple fourni par D. Vanderveken 
dans Vanderveken, 1981. 
(4) Remarquons qu'on peut toujours questionner l'affir:mation selon laquelle 
chaque conversation a un but. 
(5) Asa Kasher et Shalom Lappin (Kasher et Lappin, 1977) incluent une 
théorie de la conversation dans la pragmatique. Thomason (Thomason, 
1977) va même jusqu'à affirmer que la pragmatique est principalement 
l'analyse des implicitatioQs ,et que, en quelque sorte, la pragmatique 
est la théorie de la conversation . 
Chapitre 1 
(1) L'exemple serait toujours valable si on se dispensait de l'expression 
indexicale '.'actuel". 
(2) Traditionnellement, la découverte de ce problème est associée a Frege 
Cependant, on doit donner le titre de précurseur à Frege avec une gran= 
de prudence puisque J.P.N. Land (Land, 1879) a, dans un article con-
sacré à Brentano, introduit la notion de présupposition d'existence 
d'un objet pour résoudre un problème de quantification dans les lan-
gues naturelles. Il écrit, à propos de "Sorne men walks.", qu'une per-
sonne disant cette phrase: 
"( ... ) professes to be convinced in his own that the question 
of existence has be en settled or may be settled at any time. 
to his and his interlocutors perfect satisfaction. This he 
presupposes, that is to say, he cons1ders the statement 
about the existence as a separate one, to be tied outsi-
de of the s~bject." Land, 1879, pp.29l 
Il est intéressant de mettre cette citation en relation avec les thè-
ses présentées par Strawson (Strawson, 1952) L'histoire du concept 
de présupposition avant Frege reste à faire. 
(3) Et même pas de toutes les expressions des langues naturelles. Rappel-
lons que Frege distinguait 1) les expressions nécessairement pour-
vues de dénotations --- par exemple, "1", "2", "3" --- 2) les expres-
sions nécessairement dépourvues de dénotation --- par exemple, "le 
cercle carré"--- et 3) les expressions dépourvues de dénotations , 
ou pourvues de dénotations, de façon contingente , comme "la seconde 
femme d'Adolph Hitler." Seules ces dernières font problème et nous 
intéresseront. 
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(4) Frege, 1892, p.69 
(5) Et où "les mots ont leur référence ordinaire sans que pour autant une 
pensée soit le sens et une valeur de vérité la référenèe." Ibid. p . 69 
(6) Ibid. p . 69 
(7) Puisque "existe" est un prédicat de second ordre chez Frege 
(8) Frege, 1892, p.69 
(9) La négation interne se distingue de la négation externe, où la né-
gation précède la proposition, comme "Il est faux que .... . " et de la 
dénégation illocutoire, où l'on nie une force illocutoire, comme par 
exemple dans "Je ne promets pas de ....... ". 
(la) Forege, 1892, p. 69 
(lllPar exemple, Black (Black, 1962> et Garner (Garner, 1971) soutiennent 
que chez Frege aucune assertion n'est faite s'il y a échec des présup-
positions. Katz et Langendoen (Katz et Langendoen, 1976) adoptent la 
même position. Cependant Dummett (Dummett, 1973) présente un argument 
pour soutenir la thèse contraire. Selon Dummett, non seulement quelque 
chose ayant un sens aurait été dit, mais une assertion aurait été 
faite (Dummett, 1971, p.404). Pour ma part, je me bornerai à affirmer 
que Frege ne disposait pas des concepts nécessaires pour caractéri-
ser l'échec de la performance d'un acte de langage. 
(12)Notons qu'il ne fit pas disparaître une intéressante notion métaphy-
sique de présupposition ( voir Collingwood, Essay on Metaphysics, 
et l'article "The logic of Absolute Presuppositions" de Krausz~ Dans 
' cet article, Krausz met la relation strawsonnienne de présupposition 
en relation avec la notion métaphysiqu~. Malheureusement, je ne puis 
m'attarder sur ce sujet . . 
(13)Cette thèse . est sujette à ftiscussion. On pourrait contester la thèse 
selon laquelle pour Frege les noms propres auraient un sens, qui se-
rait exprimé par une description définie que le locuteur utilisant 
ce nom propre serait susceptible de substituer à ce nom propre. Mais 
je me fie ici à l'interprétation classique de Frege, soutenue par 
exemple par Kripke dans "Naming and Necessity" . 
(14)Voir Geach, 1 150 
(15)Strawson, 19:'0, p.179 
(16)Chez Russell, les expressions singulières, les noms propres logi-
ques, ont pour signification leur dénotation .A propos des noms propres 
logiques chez Russell, on lira "Speaking of Nothing" de Donnellan, 
et ~ames and Descriptions de Linsky pour des discussions intéressan-
tes. 
(17)Strawson, 1950, p.183 
(18)Strawso~, 1952 
(l9) liA particular statement is identified not only by reference to the 
words used, but also to the circumstances in which they are used, 
and, sometimes, to the identity of the person using them." Strawson, 
1952, p.4. 
(20) Ibid. p.175 
(21 )Lewis et Langford, 1932, p. 244 
(22)Carnap, Meaning and Necessity, p.176 
(23)Ce schéma est tiré de Kempson, 1975, p.49 
(24)Strawson, 1950, p.182 
(25)Strawson, 1952, p.175 
(26)Strawson, 1954, p.191 
(2 7) lb id, p. 191 
(28)Strawson, 1950, p.187 
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(29) Il faudrait, pour résoudre ce puzzle, tenir compte de .la distinction de 
Haack (Haack, 1978, p.72 1 entre discours à propos de la fiction, et 
discours dans la fiction. Notre exemple pourrait être dit vrai 
dans le discours à propos de la fiction et dans le discours de la 
fiction. Sur le discours de fiction, on se réfèrera à Plantinga (Plan-
tinga , 1974), qui soutient que quelqu'un qui tient un discours de 
fiction ne fait pas d'assertions, mais présente des propositions. 
En utilisant les thèses de Plantinga, on dirait que notre exemple est 
vrai quand on a affaire à propos d'un dis'coursà propos de la fiction, 
et qu'aucune assertion n'est à analyser si notre exemple est tiré 
d'un discours de fiction. 
(30) Caton, 1969, p.2l6 
(31) Donnellan, 1966, p.198 . "c. . . ) to enab1e his audience to pick out 
whom or what he is talking about and states something about that 
person or thing," 
(32) Ibid. p.208 
(33) Ibid. p . 198 "( ... ) states something about whoever or whatever is 
the so-and-so." 
(34') Austin, 1962 a, p . 14-15 
(351 Strawson, 1964, p.253 
(36) Ibid. p.238 
(37) Ibid. p . 237 
(38') On voudrait une théorie de la signification qui permette l'assigna-
tion d'une valeur de vérité de façon univoque. 
(39) Cet historique serait incomplet sans l'exposé des théories de Van 
Fraassen (Van Fraassen, 1968, 1969 ) et de Herzberger (Herzberger 
(Herzberger, 1973: 1976) et Bergmann (Bergmann, 1981) . Mais, la 
première ne présentant pas ' de changements majeurs relativement à la 
théorie de Strawson, et le traitement des présuppositions dans une 
logique bidimensionne11eaussi intéressant qu'il soit, est assez mar-
ginal, nous passerons ces théories. sous ~ilence . 
(40) Katz et Langendoen, 1977, p.394 
(41 ) Kiparsky et Kiparsky, 1970 
(42) Ibid . p. 
(43) Fi11more,196i, p.380 
(44) ibid. p.38l 
(45) Lakoff , 1971, p.329 
(46) Je présupposerai, au cours des prochaines pages , une connaissance 
minimale de la sémantique de Katz. 
(47) Katz, 1972, p.130 
(48) Katz 1977, p.93 
(49)Katz,1977,p.93 
(50) Ibid . p.95 
(51) Ibid. p.95 
(521 Ka t z , 1977 , p. 1 G3 
(53) Ibid. p.96 
(54) Katz, 1979, p.95 
Chapitre 2 
(1) Keenan, 1971, p . 49 
(2) Zwicky et Geis, 1971 
(3) Boer et Lycan, 1976 p.5 
(4) Zwicky et Geis, 1971, p.562 
(5) Ibid. p.564 
(6) Gazdar, 1979 
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(7) Thomason, 1973. Ne disposant pas du texte de Thomason, je me fie en-
tièrement à Gazdar. 
(8) Cité dans Gazdar, 1979, pp. 104-105 
(9) Stalnaker, 1970, p.273 
(10) Ibid. p. 275 
(11 \ Stalnaker utilise un double système d'indexation, comme D.Kaplan. 
Cette pratique n'est pas la seule possible. R.Montague utilise un 
seul système d'indexation, comme on le verra plus loin (Montague, 
1974, chap. 8), de même que Searle et Vanderveken dans 'Foundations 
of illocutionary logic. 
Considérer les phrases comme interprétées uniquement quand on 
.leur a fait traverser les deux systèmes d'indices peut paraître sans 
intérêt pour ce qui est des phrases ne contenant pas d'expressions 
indexicales. Mais Stalnaker donne quelques exemples qui montrent que 
ce n'est pas le cas. Pour interpréter "Everybody is having good time ." 
pur exemple, qui ne contient pas d'expression indexicale, il faut 
connaître le temps de l'énonciation et la classe d'individus quand 
on parle, parce qu'ici n ne quantifie certainement pas sut tous les 
individus dans l'univers. (Stalnaker, 1970, p.276 
Stalnaker insisté aussi sur le fait que le contexte affecte la 
force illocutoire de l'acte performé, et l'interprétation des moda-
lités "peut", "doit", etc , .. Ces dernières thèses sont très discuta-
bles, et en particulier la première. Mais je m'écarterais du sujet 
en les discutant. 
(12) Stalnaker, 1970, p.279 
(13) Stalnaker, 1973, p.450 
(14) Stalnaker, 1974, p.202 
(15) Stalnaker, 1970, p.279 
(16) Stalnaker, 1973, p.448 
(17) Stalnaker, 1974, p.200 
(18) Stalnaker~ 1973, p.450 
(19) Stalnaker, 1973, p.204 
(20) Ibid. p . 205-206 
(21 '1 Stalnaker, 1974, p.45l 
(22) Stalnaker relie ici la théorie des trous de valeur de vérité à la 
pragmatique . 
(23) Gazdar, 1979 p.105 
(24) Gazdar, 1979, p.105 
( 25) Stalnaker, 1979; p.32l-322 
(26) Stalnaker utilise ces tableaux 'de plusieurs façons qui ne nous in-
téresseront pas ici. 
(27) Karttunen, 1973 
(28) Remarquons que la théorie ne fonctionne pas pour cet exemple 
(29~ Karttunen avait produit un exemple en 1973, mais cet exemple de 1974 
est plus clair. 
(30) Karttunen, . 1974, p.149 
(31) Ibid. p.149 
Chapitre 3 
(1) Grice, 1975, p.44 
(2) Ce schéma est construit à partir de "Further Notes on Logic and 
Conversation" de Grice. 
(3) Voir Grice, 1975, p. '.45-46 
(4) Ibid. p.49 
(5) Ibid. p . 50 
(6) Dascal, 1979, p. 173 
(7) Grice, Urbana Lectures p. 54 
(8) Searle, 1969, p.48 
(9) Ibid. p.72 
(10) Ibid. p.73 
(11) Searle, 1969, p.74 
(12) Searle, 1969, p.74 
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(13) Pour une longue discussion critique de cette thèse de Searle, voir 
Katz, 1977, chapitre 1. 
(14) Searle, op.cit. pp. 56-57 
(15) Ibid. p.98 
(16) La théorie de la conversation n'est donc pas, stricto sensu, celle 
de Grice. Mais les modifications a,~ortées sont mineures, et les cri-
tiques adressées à Grice valent contre Karttunen et Peters. 
(17) Lewis, 1969, p.78-79 
(18) Karttunen et Peters, 1979, p.8 
(19) En conversation. 
(20) Ces conditions sont à peu près identiques à celles de 1974, comme 
le montre Soames (Soames, 19~9 ) 
Chapitre 4 
(1) Grice, à l'aide de cette théorie, peut soutenir que les connecteurs 
des langues naturelles cre.t", "ou", "si . .. alors ... "" ) sont vérifonc-
tionnels (on se réfèrera à Cohen, 1971, et Walker, 1975, pour une 
discussion de ce problème). Cette théorie a aussi un intérêt extra-
philosophique, en anthropologie par exemple ( voir E.O. Keertan, 
"The Universality of Conversational Postulates ") 
(2) voir _ Black, M. Mode1s and Metaphors. 
(3) · Gumb, Rule - Governed Linguistic Behavior p.2l 
(4) Ibid. P ':""2l 
(5) Ibid. p.2l 
(6) Ibid. p . 2l 
(7) Kasher, 1976, p.205 
(8) On peut admettre provisoirement que toutes I F S conversations ont un 
but . Mais il faudra appuyer cette thèse . Si on se fie à la théorie 
des jeux pour développer une théorie de la conversation, il faudra 
cependant examiner la possibilité de conversations qui ne sont pas 
hétérotéliques, qui n'ont pas de but hors elles-mêmes, mais qui 
sont autotéliques, qui n'ont pas de but hors elles-mêmes, et qui sont 
pratiquées uniquement parce qu'elles procurent du plaisir. On aurait 
lâ un but bien particulier, pour une conversation. Je ne connais 
aucun exemple de telle conversation. Par ailleurs, je ne puis " ame-
ner de contrexemples à Grice, et dois accepter de dire que toutes 
les conversations ont un but, sans argument, parce que je n'ai pas 
de contre- ~gument. 
(9) Chisholm, 1970, p.655 
(10) Grice, 1975, p.45 
(11) Sadock, 1978, p.285 
(12) Grice, Urbana Lecture~ p.6l 
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(13) Grice, 1975, p.46 
(14) Dascal, M, 1979, 
(15) Werth, P. "The Concept of Relevanve in Conversational Analysis." 
(16) Ferrara, A. 1980 
(17) Et, tout de même, la caractérisation serait la tâche d'une théorie 
de l'action où les acteurs manipulent, ou ont à leur disposition comme 
moyens d'action, des forces illocutoires. 
(18) Manor, R. 1979 
(19) Toutefois, il reste la possibilité, comme le fait remarquer Manor 
(Manor, R. 1979), dans sa réponse à Dascal, que ce prédicat soiL 
triadique, le troisième argument étant le con~2xte . Elle produit 
des exemples convaincants pour soutenir que la relation de pertinen-
ce est au moins triadique. 
( 20) Dascal, M. 1979, p . 171 
(21) Ces deux critiques sont faites par Gazdar, dans Gazdar, 1979 
(22) Quine, 1970, p.4 
(23) Je réutilise ici les notions introduites par Ganz dans Ganz, 1971 
( 24) Grice, 1975, pp.48-49 
( 25) Kasher, 1976, p.210 
(26) Searle, 1980, p.227 
( 27) Ibid. p.223 
(28) Il est possible qu'elles se réduisent à une seule , celle de Searle 
par exemple, qui est plus riche, 
(29) Lyons (Lyons, 1977, p . s94) croit qu'elle ne le serait pas. Mais il 
n'apporte aucun argument. _ 
Chapitre 5 
(1) Et surtou t Hall-Partee, B., 1975 
(2) 
(4 ) 
(5) 
(6) 
Une autre diff é r ence notable entre Mo ntague et Cho~sky s e situe 
a u niveau de l a procé dure. Alors qu e Chom sky c h e r che à r en dr e 
compte de tou te s l es phra ses d 'une langue en l e s ~af frontant' 
toutes en m~me temp s, Hontague en g en dre d e s fr a gm 8nts d 'une 
langue ~ l'aid e d e r~gles dont il a la ma1trise, e t enrichi 
graduell ement ce fr a gm e nt en ajoutant d e no u velles r ~gl e s et 
de nouvell e s expressions. 
Et en c eci l'approche d e Mon t 8gu e 2 e di s t i n gue n e t tement d e c ell e 
de Chomsky. Rap ? elons-nous que ce derni er non s eul ement s outi ent 
la th~se d f~ l'indan en dance d e la s yntaxe relativement ~ la sam ar1" 
tique, . a i s . d e fait, dév el o!)!) e la .c:: yn t a xe ind3 1)'? n :iam ~~ e nt d e l a 
sémant i ou e . 
HorÎt ague, de son cOt ~ , af f i r me q ue la s yntax e e t la s ~man­
ti que do ivent ~ tre dév elo !)!)ées en m~me tem p s (Montague, 1974, 
D. 210) e t ne voit p a s grand intér~t à la s yntaxe s inon co mm e 
; r é liminà ire à la s §ma nti a ue (Montague, t 974, p . 223, not e 2) 
Ôn devrait Darler d'indic ês d e cat §gori es, en f ait, p uisque 
l e s cat é gories syntaxi qu e s sont dé finie s par §n umération. 
O~ 'K' es t une variabl e pourrombre naturel. 
On remarq uera que l e s f C2:..ètio ns F3 e t F10 ont en indi c e un 'n', 
une variable p.:) ur rr ombre n a tur el, e t s' 3cri v ent 'F3 " t FIO ' Ce détail est t r~s imDor ta~ t e t mé r i te d '~tr e expliqUé . ,n 
Parc e que de s v a r i a b l e s (' h eO' 1 h el " 'he 2') fo nt p arti e d e s 
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~hrases de cat~gorie T, les règles R2-Rl ? peuvent les prendre en inuut (ou ~rendre en innut des phras es contenant des var iables) 
pour construire des phrases plus com pl ex es oh l e s variablesmt 
une occurrence. Par exemple, on peut construire 'heO walks', une 
expression de caté gorie t, à. p9-rtir de 'he
o
', -une variable, et 
'walk', en appliquant la règle R4. La phrase 'heO wô.lks' peut, par ailleurs, ~tre utilisée pour former une phrase plus complexe, 
comme par exemule 'Necessarily heO walks ~ l'aide de R9. 
Les pronoms sont introduits syncatégorémati ouement par les 
schémas de règle R , Rl ,Rl et R $0 Ce sont là. des schi mas de 
règle et non des r~gles4?arc~ que ! op~ ration structurale effectuée 
uar chacune de c e s règles contient, dans sa formulation, une varia-
ble à. laquelle on substitue un nombre i dentique au nombre qui 
est en indice à. la variable à laquellem veut appli qu er c ette 
règle. Ainsi 'F3 2' (l'opération s tructurale qui est effectuée 
par R3 ) est une opération structurale sur la variable 'he2 ' effec-tuée ~ l'aide de R • De m~me, 'F 'est une opération structurale 
effectuée sur 'he4 }. Parc e QU'on3à
4un nombr e infini de variables, 
on a un nombre infini de fonctions F~ 0' F~ l' F~ ,F10 0' FIO l' FIO • Parce qu'on a un nombre infin:r'a.e téllis foRctions, on a" ,; 
un ngmbre infini de règles, R3 , R14 , R15 , R160 
Il est néc essair e d'avoir un nombr e infini de règl es pour 
éviter l es ambiguit~es qui pourraient être causées par l'applica-
tion pour laquelle n'est pas spécifiée ~a variable sur laqu elle 
elle opère. Par exemple, on .pourrait avoir la phrase 'heo loves her l '. Si on appliQuait la fonction F10 --- de la règle Rl~"--
on n e saurait quelle varia~le doit faIre place à. l' ~xpresslon de 
catagorie T qui est en in 8ut de FIO. 
* Qui sont des instanciations des schémas R3' R14' R15 et R16 
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