With the spread of e-commerce platforms, it becomes extremely difficult for the consumer to choose the right product from a large number of identical products, and different sellers based only on his/her own experience, product pictures or product metadata. Customers reviews present a rich and valuable source of information for potential consumers and manufacturers which can be very helpful in the decision process, but reading all of the available reviews is a hard task and time-consuming. Thus, the automated mining of these reviews and extracting product features in order to generate a raking system present a valuable and useful tool for consumers to make a well-informed decision. In this paper, we propose a ranking system for product search engine based on mining customers reviews. The product features pairs are extracted using Stanford typed dependencies. The evaluation process of the proposed system has passed through two levels: first measuring of accuracy of product feature extraction and classification, and the second one is the determination of the efficiency of the search results and the usability of visual summarization. The results show a high level of accuracy in feature/opinion pairs extraction and high level of participant satisfaction with the ranking and the summarization.
Introduction
Over the past two decades, the web has seen a tremendous growth and has become one of the major sources of information.
In addition, search engines have become the most frequently used tools for searching and accessing information, and a significant channel for promoting and selling products (Ghose, Ipeirotis, and Li, 2013) . Online systems that help users to select the most preferential items from a large electronic catalog are known as product search and recommender systems (Pu, Chen, and Kumar, 2008) . These systems aim at decreasing consumer's time and purchase risk by increasing decision accuracy.
There are two main types of information on the web: facts and opinions (Liu, 2006) . Currently, most of the information search engines, e.g. Google, search for facts and do not search for opinions. Like the general web search, one can also crawl the user generated content (UGC) on the web and provide an opinion search service as we are going to do in this research. Thus, determining the documents or sentences being used for an opinion search should be done before the search is performed. In our system, the data have been crawled from the leading e-commerce website in China "tabao.com". The objective of an opinion search is to enable users to search for opinions on any object or on any aspect of the object.
Results ranking is crucial to the success of a search engine because users look at the first few results only (Jansen, Spink, and Pedersen, 2005; Silverstein, Marais, Henzinger, and Moricz, 1999) . In information search engines (e.g., Google) the ranking of the search results is an immediate signal of the relevance of the result to the query. However, in product search engines, the ranking of the displayed products is often based on criteria such as price, product rating, etc. In our research, the ranking of the proposed system is based on the product features which extracted from the users reviews.
In addition, there are two kinds of opinion search queries: (1) search for opinions on a particular entity or an aspect of the entity, e.g., customer opinions on a cellphone or the battery life of a cellphone, where the query consists of the name of the object and features of the object; (2) the search to all opinions of a person or organization (opinion holder) about a particular entity or an aspect of the entity.
In this type of query, the user may give the name of the opinion holder with the name of the wanted object. The proposed system supports the first type of opinion search queries.
Moreover, with the spread of e-commerce platforms, more customers are turning towards online shopping because it is convenient, fast, and reliable (Zhang, Narayanan, and Choudhary, 2010) . Furthermore, the information provided by peer customers is considered more honest, unbiased, comprehensive and describes the usage experience and perspective of (non-expert) customers with similar needs compared to the descriptions provided by the seller (Hu and Liu, 2004b; Wang, Zhu, and Li, 2013) .
In order to exploit the feedback provided by customers in the proposed system, it is important to develop an intelligent system that first determine what the feedback is about (which in this research is determining the product features), and then whether this feedback is positive or negative ( which in this research is determining the opinion orientation about product features). The first situation is addressed by text mining tools, while the determination of whether the orientation of the feedback is positive or negative is handled by automatic sentiment classification.
In this paper, we address the following two questions: How could the product search engine provide the most appropriate set of products and rank them in a way that satisfies the consumer preferences based on mining customer reviews? What is the best way to extract feature opinion pairs and use them in the ranking of the set of products? In order to answer the above questions, we built a product features-based ranking system for product searching called "Tsearch". The proposed system improves the search result by considering the product features preferred by consumers during the search process and by basing the search result on the previous consumers' opinions about the product instead of focusing only on the information provided by the sellers of the products. Furthermore, the proposed system provides a visual opinion summarization for each product item in order to help the customer gain a general idea about the overall opinions and to determine the most importantStanford typed dependencies representation was used in order to extract product feature-opinion pairs from customers' reviews. These dependencies were designed to provide a simple description of the grammatical relationships in a sentence that can easily be understood and effectively used by people without linguistic expertise who want to extract textual relations (De Marneffe and Manning, 2008) . In this paper we have considered five kinds of dependencies to select candidate product feature/opinion pairs, they are: nsubj, dobj, ccomp, nn,and attr. The evaluation process of the proposed system has passed through two levels: the first one is to measure the accuracy of product feature extraction and classification, and the second one is to determine the efficiency of the search results and the usability of visual summarization. The results show a high level of accuracy in feature opinion pairs extraction and a high level of participants satisfaction with the ranking and the summarization.
The significance of the proposed work compared to previous works in this field of research is summarized in the following aspects. First, this research targets Chinese language, whereas most of the research to date has focused on English and there are no effective resources or tools in other languages that can be used to extract features and determine the sentiment classification effectively. Second, our work considers both product quality features and the associated services features and assigns different weights for each, because the consumers are looking not only for product quality but also for the associated services to satisfy their requirements. In addition, most research to date regarding aspect-based ranking used movie, hotel or restaurant reviews, while the proposed work aims at ranking products based on customer reviews. Finally, providing a visual summarization for each product page is another contribution of this paper, where the user can clearly see the strengths and weaknesses of the product and its aspects in the minds of existing consumers.
The remainder of this paper is organized as follows: related works are presented in the next section. The methodology is presented in section 3. Following that, the proposed approach is introduced in section 4. The detailed implementation of the system is discussed in section 5, followed by the evaluation of the proposed system in section 6. The conclusion and future directions for our work are presented in section 7.
Literature Review
With the existence of numerous forums, social networks, discussion groups, and blogs, individual users are participating more actively and are generating a vast amount of new data, termed as user generated contents or customer feedbacks (Abulaish, Jahiruddin, Doja, and Ahmad, 2009 ). These feedback has become an important source of information for businesses in developing marketing and product development plans, and for other customers in their process of making a purchase decision.
In recent years, there has been a growing interest in analyzing evaluative texts on the web (Abbasi, Chen, and Salem, 2008; Bafina and Toshniwal, 2013; Pang, Lee, and Vaithyanathan, 2002; Turney, 2002; Wiebe, Wilson, Bruce, Bell, and Martin, 2004) . However, the data sources that have been used in literature in performing opinion analysis or product ranking were from blogs (Godbole, Srinivasaiah, and Skiena, 2007; Hui and Gregory, 2010; Melville, Gryc, and Lawrence, 2009; Zhang and Zhou, 2011) , review sites (Bafina and Toshniwal, 2013; Becker and Aharonson, 2010) , web forums (Abbasi et al., 2008; Hariharan and Ramkumar, 2011; Hariharan, Srimathi, Sivasubramanian, and Pavithra, 2010; Hu, Weng, Zhang, and Xue, 2009) , wikis (Mukherjee and Bhattacharyya, 2012) , and social networks (Aisopos, Papadakis, Tserpes, and Varvarigou, 2012; Aisopos, Papadakis, and Varvarigou, 2011; Davidov, Tsur, and Rappoport, 2010; Ghiassi, Skinner, and Zimbra, 2013; Jiang, Yu, Zhou, Liu, and Zhao, 2011; Marchetti-Bowick and Chambers, 2012; Montejo-R´aez, Mart´ınez-C´amara, Mart´ın-Valdivia, and Uren˜a L´opez, 2014; Pandarachalil and Sendhilkumar, 2013; Souza and Vieira, 2012; Speriosu, Sudan, Upadhyay, and Baldridge, 2011; Tan et al., 2011; Xiang, Fan, Wang, Hong, and Rose, 2012) .
In this section, we will cover the main works conducted in the following fields of research: mining and summarizing opinions in general and mining and summarizing Chinese opinions, and finally the literature related to feature-based product ranking.
Mining and Summarizing Opinions
Opinion mining, also called sentiment analysis, is the field of study that analyzes people's opinions, sentiments, attitudes, emotions, evaluations, and appraisals towards entities such as products, services, organizations, individuals, issues, events, topics, and their attributes (Liu, 2012) . There are also several names and different tasks considered under the umbrella of sentiment analysis or opinion mining, for example, opinion extraction, sentiment mining, emotion analysis, review mining, subjectivity analysis, affect analysis. In industry, the term "sentiment analysis" is more commonly used, while in academia both "sentiment analysis" and "opinion mining" are frequently employed, but they basically represent the same field of study (Liu, 2011) . The term "sentiment analysis" perhaps first appeared in (Nasukawa and Yi, 2003) , and the term opinion mining first appeared in (Dave, Lawrence, and Pennock, 2003) . However, research on sentiments and opinions appeared earlier (Das and Chen, 2001; Morinaga, Yamanishi, Tateishi, and Fukushima, 2002; Pang et al., 2002; Tong, 2001; Turney, 2002; Wiebe, 2000) . In this research, we use the terms sentiment analysis and opinion mining interchangeably.
Sentiment words or opinion words are the highest indicators of the sentiments of the opinion holder; some of them are commonly used to express positive or negative sentiments, e.g. good, amazing, bad, terrible. Sentiment lexicon, also called opinion lexicon consists of a list of such words and phrases. Sentiment shifters are expressions that are used to change the sentiment orientations, e.g., from positive to negative or vice versa. Negation words are the most important class of sentiment shifters. Sentiment classification attempts to determine whether a text is objective or subjective, which is called subjectivity classification, or whether a subjective text contains positive or negative sentiments, which is called polarity classification (orientation) (Abbasi et al., 2008; Liu, 2012) .
Past researches mainly dealt with three kinds of target units for sentiment classification, i.e. determining whether a word, a sentence or an overall document could be classified as positive or negative. The task at the document level is to determine whether a whole opinion document (e.g. a review, a blog) is a positive or negative sentiment (Beineke, Hastie, Manning, and Vaithyanathan, 2004; Dave et al., 2003; Matsumoto, Takamura, and Okumura, 2005; Pang and Lee, 2004; Pang et al., 2002; Turney, 2002) .
This level of analysis assumes that each document contains opinions about a single object ( a particular movie or product ) from a single opinion holder. Thus, it is not applicable to documents which evaluate or compare multiple entities. The task at the sentence level is to determine whether each sentence within a particular document (review) expresses a positive, negative, or neutral opinion Baharudin, 2011a, 2011b; Meena and Prabhakar, 2007; Wilson, Wiebe, and Hoffmann, 2005) . In other words, the sentence level classification considers each sentence as a separate unit and assumes that sentence should contain only one opinion. Moreover, such text analysis might still not be enough as a single sentence may contain different opinions about different facets of the same product.
Neither the document level nor the sentence level analyses discover what exactly people prefer and do not prefer. Instead of looking at language constructs (documents, paragraphs, sentences, clauses or phrases), the aspect level looks directly at the opinion itself. It is based on the idea that an opinion consists of a sentiment (positive or negative) and a target (of opinion). Aspect level was previously called feature level ( Hu and Liu, 2004a ). The goal of feature level classification is to produce a feature-based opinion summary of multiple reviews.
Thus, this research aims at making the classification at aspect level, in order to determine the most important features customers are interested in, and to use them in building a feature-based product search engine. In addition to develop a feature-based opinion summary of multiple reviews of each product page.
Since the sentiment classification problem is considered as a text classification problem, any existing supervised learning method can be applied, e.g., Naive Bayes (NB) classification (Moraes, Valiati, and Gavi˜aO Neto, 2013; Pang et al., 2002) , Maximum Entropy (ME) (Pang et al., 2002) , and support vector machines (SVM) (Gamon, 2004; Moraes et al., 2013; Pang et al., 2002) , etc. The effectiveness of machine learning techniques when applied to sentiment classification tasks is evaluated in the pioneering research by Pang et al. (2002) . Theirs was the first paper to take this approach to classify movie reviews into two classes, positive and negative. The experimental results on the movie-review dataset produced via NB, ME, and SVM are substantially better than those results obtained through human generated baselines.
But their performance is not as remarkable as when they are used in topical text classification. Therefore, various kinds of feature sets, such as part-of-speech (POS) based features (Hatzivassiloglou and Wiebe, 2000) , higher-order n-grams (Dave et al., 2003; Joshi and Penstein-Ros´e, 2009; Pang et al., 2002) , and word pairs and dependency relations (Dave et al., 2003; Gamon, 2004; Joshi and Penstein-Ros´e, 2009; Subrahmanian and Reforgiato, 2008) , and learning algorithms were tried by a large number of researchers to improve sentiment classification performance (Moraes et al., 2013) .
However, the performance achieved by various methods is difficult to judge, since each method uses a variety of resources for training and different collections of documents for testing. Although the supervised techniques can achieve reasonable effectiveness, preparing training examples is time consuming. In addition, the effectiveness of the supervised techniques greatly depends on the representativeness of the training examples. In contrast, unsupervised approaches automatically extract product features from customer reviews without involving training examples. Therefore, unsupervised approaches seem to be more flexible than the supervised ones for environments in which various and frequently expanding products get discussed in customer reviews.
An opinion summary, also called an aspect-based summary or feature-based summary, was proposed in (Hu and Liu, 2004a) . However, an opinion summary is quite different from a traditional single document or multi-document summary as an opinion summary is often centered on entities and their aspects and sentiments about them, and also has a quantitative side, while, the traditional single document summarization produces a short text from a long text by extracting some important sentences and discarding repeated information.
There are two ways to present the opinion summary: structured summary, or short text summary. The structured summary can also be visualized (Liu, Hu, and Cheng, 2005) , where the user can clearly see the strengths and weaknesses of the product and its aspects in the minds of current consumers. In this research we will use the visual summarization.
Mining and Summarizing Chinese Opinions
Cross-language opinion analysis indicates to perform opinion analysis in multiple languages (Liu, 2006) . Most of the research to date has focused on English and there are no effective resources or tools in other languages that can be used to build good sentiment classifiers in these languages. Therefore, the natural question is whether it is possible to use the automated machine translation capability and existing sentiment analysis resources and tools available in English to help build sentiment analysis systems in other languages.
Generally speaking, there are two unsupervised scenarios for borrowing English resources for sentiment analysis in other languages: one is to generate resources in a new language by relaying on the resources available in English via cross-lingual projections, and then perform sentiment analysis in the English language based on the generated resources, which has been investigated by Mihalcea, Banea, and Wiebe, (2007) ; the other one is to translate the texts in a new language into English texts, and then perform sentiment analysis in the English language, which has been investigated by Wan (2008) . Mihalcea et al.'s study (2007) explores cross-lingual projections to generate subjectivity analysis resources in Romanian by leveraging on the tools and resources available in English. They have investigated two approaches: a lexicon-based approach based on Romanian subjectivity lexicon translated from English lexicon, and a corpus-based approach based on a Romanian subjectivity-annotated corpora obtained via cross-lingual projections.
Wan (2008) research exploited English sentiment resources to improve Chinese reviews sentiment analysis. Rather than simply projecting English resources onto Chinese resources, his approach first translates Chinese reviews into English reviews using multiple translators; it then uses a lexicon-based approach to classify each translated English version. The proposed approach consists of the following sentiment lexicons: positive lexicon, negative lexicon, negation lexicon, and intensifier lexicon. The algorithm then sums up the sentiment scores of the terms in the review considering negations and intensifiers. If the final score is less than 0, the review is negative, otherwise it is positive. Furthermore, his approach performs sentiment analysis for both Chinese reviews and English reviews, and then uses both methods to combine the individual analysis results.
In contrast, the study on English sentiment analysis started much earlier and had a number of related corpus and resources which could provide many seed words with correct sentimental categories, while the study on Chinese sentiment analysis research started very late and the available resources on sentiment lexicon are extremely rare (Su and Li, 2012 ). There are two major problems that face the construction of a sentiment lexicon in Chinese: (1) Chinese words are very ambiguous, which makes it hard to compute the sentiment orientation of a word; (2) given the related research on sentiment analysis, available resources for constructing Chinese sentiment lexicons remain weak.
Generally, the main methods for constructing a sentiment lexicon can be categorized into three types (Su and Li, 2012) : (1) Use existing electronic dictionary or word knowledge database to generate a sentiment lexicon. In the study of English, the resource of WordNet is popularly used (Esuli and Sebastiani, 2005; Hu and Liu, 2004a) , while in Chinese study, the resource of HowNet is often used ( Li, Yu, and Chen, 2011; Zhu, Min, Zhou, Huang, and Li-de, 2006) . The main idea of this kind of approach is to find sentiment words in the dictionary which have similar semantics with the unknown word and then infer the sentiment orientation of the unknown words. However, this method cannot cover the context of the words. (2) Apply an unsupervised machine learning method: the co-occurrence frequency is often employed in a corpus to infer the word's close connection with some kind of polarity categories. For these approaches, the initial seed words play a central role in the success of constructing a high-precision sentiment lexicon. (3) Use human-annotated corpus: this inferred the sentiment tendency of one word according to the cooccurrence relationships or semantic relations on the basis of annotated sentiment classification corpus. This kind of method needs a larger amount of manually annotated corpus.
Unlike all the above studies, Su and Li (2012) in their work proposed a method that combines the English seed words and a bilingual statistics resource to build a Chinese sentiment lexicon which could better cover contextual information in a particular domain.
Research work focusing on Chinese sentiment analysis includes (Li and Sun, 2007; Tsou, Yuen, Kwong, and Lai, 2005; Wang, Wei, Li, Zhang, and Li, 2007; Ye, Shi, and Li, 2006) . Such work represents heuristic extensions of the unsupervised or supervised methods for English sentiment analysis.
Feature-Based Product Ranking
There have been relatively few studies focusing on product feature-based ranking using customer reviews. The most closely related works on product ranking based on customer reviews are as follows:
Ghose and Yang (2009) proposed a ranking mechanism that ranks the reviews according to their helpfulness and their impact on sales. Their experiment results showed that subjectivity analysis can give useful clues about the helpfulness of a review and about its impact on sales. Zhang et al. (2010) proposed a feature-based product ranking mechanism, that first identifies product features within a product category and analyze their frequencies and relative usage, then identifies subjective and comparative sentences and assigns sentiment orientations to these sentences. A weighted and directed feature graph has then been built by using statistics of all review sentences. The method employed a keyword strategy to identify feature sentences and the evaluation is carried out by a pRank algorithm using Amazon.com data. Yu, Zha, Wang, and Chua (2011) developed an aspect ranking algorithm to identify the important aspects by simultaneously considering the aspect frequency and the influence of consumers' opinions given to each aspect on their overall opinions. The proposed system aimed to identify important aspects of a product from consumer reviews automatically. Kong et al. (2011) proposed a feature-based product ranking technique by grouping users into familiar users (friends) and unfamiliar users (strangers), and assigning different weights to them based on their reliability degree, where friends on the top of the list are expected to be more reliable than the rest. Then, feature-based ranking list is calculated taking users' weighting into consideration.
Zhang, Cheng, Liao, and Choudhary (2012) introduced a product ranking system based on consumer review, considering the reviews credibility and posting date. This model has been built to help consumers to draw a conclusion about the quality of a particular product by developing a filtering mechanism to remove sentences/ comments unrelated to the product itself from consumer reviews, such as supported services. Ghose, Ipeirotis, and Li (2012) proposed a utility-based ranking mechanism on product search engines (hotels) that incorporates multidimensional consumer preferences and social media signals. Their work aimed to highlight the tight linkages between user behavior on social media and search engines, by illustrating how social media can be mined and incorporated into a demand estimation model in order to generate a new ranking system in product search engines. The data was collected over three months from Travelocity.com. Saranya (2013) proposed a ranking system that mainly focuses on identifying the product features from customer reviews automatically instead of identifying them manually. The proposed system aims to enhance the existing ranking systems and increase the ranking accuracy.
Our work differs from other proposed works in the following three aspects: first, this research is targeting Chinese language. Second, our work considers both product quality features and the associated services features because the consumers are not only looking for product quality but also the associated services to satisfy their requirements. Third, our work allows the searching for a particular product feature within the customers reviews and produces a ranked list based on this particular product feature.
Methodology
The main steps of the proposed work are summarized in Fig.1 . Due to the absence of a benchmark database for a product search engine, it becomes crucial for us to build our own database that can be used for the development of the proposed system "Tsearch". The first step was crawling the needed data from the web. The database we have created was crawled from the leading Chinese e-commerce website: www.taobao.com.
The crawled data for each product mainly contained the product title, images, ID, metadata (price, shipping cost,...etc.) and all customers reviews for this product.
After collecting the data, a product title-based search index was built in order to enable fast searching for the products. The products search result returned from the search engine are then scored based on the proposed ranking function.
To rank the product search result, first we need to score each product based on product features extracted from customer reviews. We considered here two types of features: product-dependent features such as the writing speed of a memory card storage, and independent features such as the speed of the delivery service. The reviewers' opinions about the extracted features could be positive or negative.
Also, a front-end and back-end website was built for easy site usage and administration. The main homepage contains an input field which the user can use to enter his/her search query then hits a "Search" button. The search query will be submitted to the server-side of the system where it can be analyzed.
Figure 1: Methodology
The next step is generating the ranked products list of the matching products items and sending it back to the user. Each product page contains an aspect-based product features summarization of current customers opinions of the different product aspects.
The last step is the evaluation of the performance of the proposed system, and the effectiveness of feature extraction and opinion orientation, and the usability of the aspect-based visual summarization. In order to determine the effectiveness of feature extraction and sentiment classification we have used accuracy, precision and recall indexes on 2000 dependencies (feature/opinion pairs) selected randomly for 16 products from 5 domains. For the evaluation of the results obtained from the proposed ranking system and the aspect-based visual summarization, we have conducted a user survey. The participants are asked to assign a score of one (least satisfaction) to five (highest satisfaction), according to their satisfaction of the featurebased first page search result and also the visual summarization of each visited product page.
The Proposed Approach

System Architecture
An overview of the proposed system architecture is shown in Fig. 2 . The system starts by crawling product pages from the web (www.taobao.com), parsing them to extract the product ID, title, images, metadata and all reviews, and then building a title-based search index. At the query time, the index is used for efficient retrieval of the matched products.
The ranking is generated according to the relevance score of each product which is calculated based on the product reviews. One of the main contributions of this work is allowing the search of products with the association of a particular product feature extracted from customers reviews, for example searching for Canon, with the mention of usability, image stabilization and color reproduction features. The proposed system supports a comma separated query where the first part of the query is the search keyword and the rest of it is the product features the user is interested in. To rank the product search result, first we need to score each product. The scoring is mainly based on the product features which refer to the aspects and specifications of the product that the reviewers have expressed their opinions on. These opinions could be positive or negative. In the review text, each opinion word with one product feature forms a product feature opinion pair. Various product feature extraction techniques have been proposed by many researchers (Hu and Liu, 2004a; Kobayashi, Iida, Inui, and Matsumoto, 2005; Popescu and Etzioni, 2005; Ravi Kumar and Raghuveer, 2013; Wang et al., 2013) . The method proposed in (Hu and Liu, 2004a) has been seen as the elementary method for extracting product features. In our approach, the implemented method is similar to the one proposed in (Ravi Kumar and Raghuveer, 2013) which basically relies on extracting the typed dependencies and the collapsed dependencies for each opinion word in the review
Stanford Typed Dependencies
The Stanford dependencies provide a representation of grammatical relations between words in a sentence that can be easily understood and effectively used by people without linguistic expertise who want to extract textual relations (De Marneffebiomedical text mining (Kim, Ohta, Pyysalo, Kano, and Tsujii, 2009 ), information extraction (Wu and Weld, 2010) ; and sentiment analysis (Meena and Prabhakar, 2007; Zhuang, Jing, and Zhu, 2006) . In addition to English, there is a Chinese version of Stanford dependencies (Chang, Tseng, Jurafsky, and Manning, 2009) , which is also useful for many applications, such as Chinese sentiment analysis Wu, 2009, 2011; Zhuang et al., 2006) and relation extraction (Huang, Sun, and Feng, 2008) . Although there are several variants of Stanford dependencies for English, so far only a basic version (i.e. dependency tree structures) is available for Chinese. The wide variety of such Chinese-English differences includes the ordering of head nouns and relative clauses, and the ordering of prepositional phrases and the heads they modify. The Chinese typed dependencies make use of Penn POS tags (Chang et al., 2009 ). As shown in Table 2 
Product Features Extraction
The classification of the product features may differ from one approach to another. In our approach we classify the product features into two categories: product-dependent features and product-independent features. The productdependent features are the features that describe the product itself or its components such as the battery life of smart cellphone and the writing speed of a USB flash disk. The product-independent features are the features that describe the associated services, such as the quality of the packaging material, speed of delivery service and after sale support. In our approach, we assign different weights to each category, assuming that the customers are likely to be more concerned about the productdependent features more than product-independent features. The first step in the processing of customer reviews is sentence segmentation. In Chinese language, there is no capitalization or space between words, which makes a Latin-based sentence segmenter produce unexpected results. Therefore, we developed a punctuation-based sentence segmenter for this task. After segmenting each review text into individual sentences, we start parsing and tagging each word in the sentence as shown in the Fig.3 . We used Stanford parser (Chang et al., 2009; Levy and Manning, 2003) (which support Chinese language) for part of speech (POS) tagging and dependencies extraction. The dependencies produced by the parser were used as an initial estimation for extracting the product features opinion pairs. The first argument in each dependency is the opinion word, and a list of positive and negative opinion words are used as seeds for sentiment classification. The product features extraction algorithm is listed in Algorithm.1. This algorithm aims at extracting the candidate feature opinion pairs based on using different combinations of dependencies. Then based on POS tags of the first and second arguments, we select the appropriate pairs to be candidates for scoring. Five different dependencies are selected in our work as follows: Chaabna, Hu & Lutf 43 Algorithm 1: Candidate Product Features Selection Algorithm 1) nsubj -Nominal Subject: A nominal subject is a noun phrase which is the syntactic subject of a clause. The governor of this relation might not always be a verb: when the verb is a copula verb, the root of the clause is the complement of the copula verb, which can be an adjective or noun (De Marneffe and Manning, 2008) . The Chinese copula verb (the equivalent of English "to be" and all its forms) is 是"shì". As shown in Fig.4 , the selected typed dependencies happened to have high frequencies compared to other typed dependencies. This explains why we only select these five typed dependencies. The result shown in Fig.4 was obtained by collecting more than 537,638 reviews which include more than 21.9 million typed dependency tuples. 
Product Features Scoring
The candidate features extracted using the previously mentioned algorithm listed in Algorithm.1 may not always truly represent product feature pairs. To ensure that, each candidate product feature must contain an opinion word to be selected as a product feature pair. In the nsubj, dobj, ccomp and nn typed dependencies, the dependent (the first argument) is the opinion word, while in the attr typed dependency, the governor (the second argument) is the opinion word.
The scoring algorithm is listed in Algorithm.2. According to this algorithm, the scoring is calculated by searching for the opinion word in the predefined seed lists: a positive opinion list (POL), and a negative opinion list (NOL). These seed lists are constructed using a Chinese sentiment dictionary, the HowNet-VSA (Dong and Dong, 2006) . It contains 3745 negative opinion words and 4534 positive opinion words. If the opinion word is in the POL, we select the candidate feature pair and give a score of 1, and if is the opinion word is in the NOL, we select the candidate feature pair and give a score of -1, otherwise we give a score of 0 if the opinion word does not exist in POL and NOL, which is equivalent to the rejection of the candidate product feature pair.
Product Ranking
When consumers enter the search query into a product search engine, it returns a list of the matched products in a random order. To rank this list, many numerical factors could be used to score each product such as the price of the products. In our work, we propose a new scoring function which is based on the customer reviews.
First we consider the products which have nonzero value for all product features pairs should have a high ranking score regardless of the value of the feature product pairs. We refer to this as the product features completeness PC. So, for a given product category i (e.g. smartphone), if the total number of product features pairs for i equal to N i , then the PC for the product page j given the category i, PC ij will be:
where: count(Pij, F) is the total number of product feature pairs F which the product page P j have given the product category i.
Algorithm 2: Product Features Pairs Scoring Algorithm used in Our System
The second factor in the scoring function is the product page score PS ij which we calculate as follows:
while: Chaabna, Hu & Lutf 49 where:
, is the value of the product feature pair in the product page j; ( ( , )) is the maximum value of the product feature pair in the all product pages P in the category i; M is the total number of product features pairs within all products pages; , is the total number of positive product feature pairs ; , is the total number of negative product feature pairs .
When the customer provides a search query without specifying any product feature, then we calculate the rank of the product j; P j R according to the following function:
If the customer provides the product feature he/she is interested in, then the product score P j R is calculated using only these product features:
System Implementation
The implementation of the proposed system is based on system architecture shown in Fig.2 .
Data Collection
The data was crawled from the leading e-commerce website in China taobao.com. The details of the data set are given in Table 3 . This data set contains consumer reviews on 16 popular products from 5 domains (phone, digital camera, rice cooker, soymilk maker and laptop). Each product belongs to a single product category. Each product category contains a set of the top three popular products (Brands) preferred by taobao.com consumers within that category.
However, more than 16,071 product pages with more than 537,638 reviews have been crawled, and the following information has been extracted: 1) Product title: which we used to build the search index. 2) Product ID: each product has a unique ID where all relevant information can be crawled based on this ID. The product ID can also be used for future updates of the product reviews. 3) Product metadata: such as the price, delivery cost, the number of deals within the last 30 days and the number of reviews. 4) Product reviews: all product reviews with their supplementary information such as:
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After collecting the data, we have built a title-based index for all crawled products. This index serves as the second step in building our product search engine after crawling. It is based on the product title because the product title contains all basic information related to the product, such as the product name, brand and model. Also, the users use a keyword which can always be found in the product title. The search index was designed to be expandable, which allows any updates for existing products or new products to be easily added.
The search index is always implemented as a word-based index, which means that each word is a key in the index. When the user query contains more than one word, a logical AND is used between the search result to combine the duplicated results. But, while Chinese language is a character-based language and there is no separation between the characters, it is easier if we index product titles using only individual characters as an indexing key.
In addition to the Chinese characters, the product title always contains English words, such as the brand name, or contains numbers, such as the model number, which makes the building of the search index more complicated. So, before building the search index, each title should be segmented to separate Chinese characters from English words and numbers. The segmentation can be easily done if we consider the coding set for each language, where we can convert the title text to unicode format, then based on the character code, we can tell whether it is Chinese or English. Any sequence of English characters are grouped to form a word, and the space and other punctuations are used to separate English words.
Search Query Analysis
We have developed our search engine to be able to accept a search keyword written in Chinese, English or both. But, in addition to the search keyword, the users can also input an unlimited number of product features he/she is interested in. The product features can be entered by adding a comma "," after the search keyword. If the user is looking for more than one product feature, he/she can also use a comma "," to separate different product features.
Search Result Listing
When the user submits the search query, the system responds with all products that contain the required search keywords. As shown in Fig.5 , the search result is presented as a grid, where each cell contains the product image, title and the ranking score. Also, the search keywords are highlighted within the product title. If the search result contains more than 30 products, a pagination control automatically appears at the bottom of the page with a navigation buttons to allow the user to browse all the search results. 
View Product Features Summarization
When the user clicks on the title or the image of the product in the search results page, the product details page will be opened. The product metadata with the image and the title will appear at the top of the page. In addition to that, a visual summary of (a maximum of) the top 10 product features will be displayed in the right side of the product image as a bar graph, as shown in Fig.6 . This summary is very useful for users who just want to make sure that a specific product feature has received a high number of positive reviews or to have a quick look at the opinions about the other product features without going into details. Chaabna, Hu & Lutf 53 If the user wants to have more information about the product features mentioned in the reviews, he/she can sort all the reviews, where the review contains more features The more detailed information about the product review and all product features within it can be viewed as a typed dependency by clicking on the review text itself. This will produce a table containing all types dependencies extracted from the review, with highlighted rows to indicate where the product feature is mentioned and whether it is positive or negative, as shown in Fig.7 .
Evaluation
To evaluate our system, the evaluation process should be conducted in two levels: the first one to measure the accuracy of product feature extraction and classification, and the second one to determine the efficiency of the search results and the usability of visual summarization.
Evaluation of Feature Extraction
To evaluate the performance of our approach and to measure the quality of the retrieved product features, we have adopted accuracy, precision and recall indexes as shown in Table 4 . Accuracy is the portion of all true predicted instances against all predicted instances. An accuracy of 100% means that the predicted instances are exactly the same as the actual instances. Precision is the portion of true positive predicted instances against all positive predicted instances. The higher the measure's value, the better the retrieval is. Where, TP is the number of true positive instances, FN is the number of false negative instances, FP is the number of false positive instances, and finally TN is the number of true negative instances.
In order to implement the evaluation process, we have used 1000 dependencies predicted positive and 1000 dependencies predicted negative (both have been selected randomly) for each product. The results are shown in Table 5 .
Table 5: Product Feature Evaluation
On the basis of these evaluation measures, results showed that the proposed approach performed well in most of the domains with 87.84% accuracy, 89.19% precision, and 86.85% in the recall index, best performance was in soymilk maker domain with 90.25% accuracy, 92 % precision, and 88.89% in the recall index as shown in Table 5 .
Evaluation of the Ranking Results
The use of customer reviews for product ranking is still a subjective problem, there has not been a commonly recognized method for validating a ranking system (Zhang, Cheng, and Liao, 2012) . However, in our evaluation, we have used a user study for evaluating the feature based results. However, in order to evaluate the feature-based ranking result, we conducted a user survey that examines consumers' responses to different personalized ranking mechanisms according to the features preferred by them. First of all, we randomly select one product name from each product category than we randomly select 20 product pages from each product name that have at least 20 reviews. We ask 40 volunteers to participate in our evaluation. Each participant was asked to enter a query that contains the name of the product followed by the product feature he/she is interested in. Then, they were asked to assign a score of one (least satisfaction) to five (highest satisfaction), according to their satisfaction of the proposed product search engine's first page results. The results are shown in Table 6 . The satisfaction average of the ranking results is 3.92, which reflect the user satisfaction of the featurebased ranking approach. 
Evaluation of Summarization
Only 19 participants from the above 40 participants are volunteered to make the evaluation of the usefulness of the visual summarization. Each participant randomly selects four products from the 20 product pages for each product category and read their customer reviews. Then, they were asked to assign a score of one (least satisfaction) to five (highest satisfaction), according to their satisfaction of the visual summarization of each visited product page. Table 7 presents the average satisfaction scores for the visual summarization from each participant. The satisfaction average is 4.23, which reflects the user satisfaction of the proposed approach. In summary, we can see that the proposed technique is very promising, especially for sentence orientation prediction, and feature based ranking. 4.5 4.3 4.5 4.2 3.9 4 3.9 3.9 4.6 4.5 4.6 4.5 4.7 4.7 4.7 4.6 4 3.9 3.8 4.1 User 2 3.8 3.8 3.9 3.8 3. 
Conclusion and Future Perspectives
In this paper, we proposed a ranking system for a product search engine. The data have been crawled from taobao.com. The ranking results considered all dependent and independent features in customers reviews in response to a customer queries. The evaluation of the proposed system shows a high level of accuracy in product feature extraction, and the satisfaction average of both the ranking system and the visual summarization from the participants range from 3.92 for the ranking results and 4.23 for the visual summarization, which reflects the user satisfaction and the effectiveness of the proposed approach.
Building an effective ranking system that satisfies the customers requirements is a challenging task.
This research was only focused on building a product search engine based on product features customers are interested in, while current customers generally based their purchasing decisions on different criteria, such as price, quality, speed of the delivery services, in addition to the availability of the product features' description the consumer is interested in within other customers reviews. Thus, future research into a ranking mechanism of product search engines that incorporates multidimensional consumer preferences and social media signals could lead to significant surplus gain for consumers, and could enhance the customer e-shopping experience. This research adopted the five different Stanford typed dependencies for Chinese language: nsubj, attr, nn, ccopm, and dobj in order to determine the candidate product feature opinion pairs. Another area for future research is to examine the other Stanford typed dependencies in order to determine the presence probability of other candidates product feature opinion pairs within Chinese customers reviews.
The consideration of multiple typed dependencies to extract one product feature presents another area for future research.
