Symmetry breaking of electronic structure configurations for N-electron atoms in weak magnetic and electric fields at the large-dimension limit is described in terms of standard phase transitions. This symmetry breaking, which leads to ionization, is completely analogous to phase transitions and critical phenomena in statistical mechanics. This analogy is shown by allowing the nuclear charge to play a role analogous to temperature in statistical mechanics. For the exact solution of N-electron atoms at the large-dimension limit, the symmetry breaking is shown to be a first-order phase transition. For the special case of two-electron atoms, the first-order transition shows a triple point where three phases with different symmetry coexist. Treatment of the Hartree-Fock solution reveals a different kind of symmetry breaking where second-order phase transitions exist for Nϭ2. We show that Hartree-Fock two-electron atoms in a weak external electric field exhibit a critical point with mean field critical exponents (␤ϭ 1 2 , ␣ϭ0 dis , ␦ϭ3, and ␥ϭ1).
I. INTRODUCTION
A wide variety of physical systems exhibit phase transitions and critical phenomena such as liquid-gas, ferromagnetic-paramagnetic, fluid-superfluid, and conductorsuperconductor transitions ͓1͔. Phase transitions can be classified mainly as first-order and second-order phase transitions. First-order phase transitions are generally defined to be those that involve a nonzero latent heat and radical change of the structure of the material at the transition points. Secondorder phase transitions are continuous phase changes where the properties of the system do not change discontinuously at the critical point, but at least one of their rates of change does ͓2͔.
Yaffe ͓3͔ has shown that if a quantum theory satisfies certain assumptions, then it is possible to find a set of generalized coherent states which can be used to obtain a semiclassical Hamiltonian such that the resulting dynamics agrees with the large-dimension quantum dynamics. One should emphasize that the large-D limit is a semiclassical approximation to Dϭ3 completely different from the conventional WKB approximation ͓3͔. In the application of dimensional scaling to electronic structure, the limit D→ϱ reduces to a semiclassical electrostatic problem in which the electrons are assumed to have fixed positions relative to the nuclei and to each other in the D-scaled space ͓4͔. This configuration corresponds to the minimum of an effective potential which includes Coulomb interactions as well as centrifugal terms arising from the generalized D-dependent kinetic energy. Typically, in the large-D regime the electronic-structure configuration undergoes symmetry breaking for certain ranges of nuclear charges ͓5͔ or molecular geometries ͓6͔
Recently ͓7͔, we have shown that symmetry breaking of electronic-structure configurations at the large-dimension limit for Hartree-Fock ͑HF͒ two-electron atoms and the twoCoulomb center problems is completely analogous to standard phase transitions. This analogy was shown by allowing the nuclear charge for atoms and the inverse internuclear distance for the two-Coulomb problem to play a role analogous to temperature in statistical mechanics. These systems exhibit critical points with mean field critical exponents. In this paper we will use the large-dimension limit model for the general N-electron atom to study symmetry breaking of electronic-structure configurations leading to ionization. This model is simple, has an analytical solution for highly symmetric configurations ͓8͔, and yet contains a great deal of information about the ''real'' atom. This model of the atom is just the zeroth-order approximation and can be improved upon by a systematic perturbation expansion in 1/D ͓9͔.
The general outline of this paper is as follows. In Sec. II, we present detailed calculations for Hartree-Fock twoelectron atoms in external weak electric and magnetic fields. We show that the symmetry breaking of the symmetric configuration exhibits critical points with mean field critical exponents (␤ϭ 1 2 , ␣ϭ0 dis ,␦ϭ3, and ␥ϭ1). These results are generalized to the Hartree-Fock N-electron atoms in weak electric and magnetic field in Sec. III. Section IV describes symmetry breaking leading to ionization for the general exact N-electron atoms including correlations. Finally, we discuss corresponding states of N-electron atoms and ways to improve this zeroth-order model.
II. HARTREE-FOCK TWO-ELECTRON ATOMS
In the HF approximation at the D→ϱ limit, the dimensional-scaled effective Hamiltonian for the twoelectron atom in an external weak electric field E can be written as ͓10͔
where 1 and 2 are the electron-nucleus radii, and Z is the *On leave from Facultad de Matemática, Astronomía y Física, By studying the eigenvalues of the Hessian matrix, we have found that this solution is a minimum of the effective potential for the range 1рZрZ c . We now turn to the question of how to describe the system near the critical point. To answer this question, a complete mapping between this problem and critical phenomena in statistical mechanics is readily feasible with the following analogies: ͑i͒ nuclear charge Z↔temperature T, ͑ii͒ external electric field E↔ordering field h, ͑iii͒ ground-state energy E ϱ (Z,E)↔free energy f (T,h), ͑iv͒ asymmetry parameter ↔order parameter m, ͑v͒ stability limit point (Z c ,Eϭ0)↔critical point (T c ,hϭ0).
Using the above scheme, we can define the critical exponents (␤, ␣, ␦, and ␥) for the electronic structure of the two-electron atom in the following way:
where ⌬ZϵZϪZ c . These critical exponents describe the nature of the singularities in the above quantities at the critical charge Z c . To calculate these critical exponents we start with the asymptotic expression for the electric field near the critical point, we obtain from Eqs. ͑7͒ and ͑8͒
E͑⌬Z, ͒ϭ 9 16 ⌬Zϩ 9 32 ⌬Z 2 ϩ 9 64ͱ2 3 ϩO͑⌬Z 2 , 4 ͒.
͑12͒
From this expression and Eqs. ͑3͒ and ͑11͒, it is straightforward to obtain the critical exponents. The critical exponent ␤ determines the rate of vanishing of the order parameter, which is the asymmetry parameter , in the absence of external electric fields. For Eϭ0, we obtain from Eq. ͑12͒ This condition gives ϳ2 5/4 (Ϫ⌬Z) 1/2 when ⌬Z→0 Ϫ . Comparing this result with the above definition of the critical exponent ␤, Eq. ͑11͒, gives ␤ϭ 1 2 . The ␣ exponent gives the rate of divergence of the second derivative of the energy with respect to the nuclear charge, which is analogous to the divergence of the heat capacity near the critical temperature. From Eqs. ͑5͒ and ͑10͒ we obtained
͑14͒
This quantity has a discontinuity at ZϭZ c , and therefore ␣ϭ0 dis . The subindex discontinuity, dis, is necessary in order to distinguish this case from other known systems where the divergence is logarithmic with ␣ϭ0 as in the two- 
͑16͒
Only two of the four are independent because of the two relations between them known as Rushbrooke's and Griffiths' laws ͓2͔, ␣ϩ2␤ϩ␥ϭ2, ␣ϩ␤͑␦ϩ1͒ϭ2. ͑17͒
The results of the asymmetry parameter as a function of nuclear charge at Eϭ0 and as a function of the external field for different values of the nuclear charge are shown in Figs. 1 and 2. These curves of the asymmetry parameter shown in these figures are completely analogous to curves representing the behavior of magnetization as a function of the temperature in mean field models of ferromagnetic systems ͓2͔. Finally, we consider the effect of a uniform magnetic field on the symmetry breaking and phase transitions of the Hartree-Fock ͑HF͒ two-electron atoms. In the presence of a uniform external magnetic field B, the Hamiltonian is given by ͓10͔
and the variational equations are
as in the zero-field case. We have a symmetric solution with 1 ϭ 2 ϭ, given by
The smallest eigenvalue of the Hessian matrix equal to zero gives the stability limit
͑21͒
Equations ͑20͒ and ͑21͒ at the stability limit give the value of the magnetic field as a function of the nuclear charge for the symmetric solution
With a nonzero magnetic field, the symmetry will be broken and we should consider the nonsymmetric solutions of Eqs.
͑19͒. Again, with measuring the deviation from the symmetric solution, we obtained the two equations 1
͑24͒
The stability limit of this solution is the same as the one given by Eq. ͑22͒. Therefore, in the external magnetic field the value of the critical charge will change with the magnetic field but not the order of the phase transition. The phase diagram for two-electron atoms in an external magnetic field is shown in Fig. 3 . We note that at Zϭ1 and critical field B c ϭ 3 16 ͓3(ͱ2Ϫ1)͔ 1/2 Ӎ0.209 01, the electrons are confined to a quadratic potential. With higher fields, BϾB c , there is only a single phase, which is the symmetric phase.
III. HARTREE-FOCK N-ELECTRON ATOMS
In this section, we would like to generalize the previous results of symmetry breaking and phase transitions of the HF two-electron atoms in weak magnetic and electric fields to the general case of HF N-electron atoms. The dimensionalscaled effective Hamiltonian for HF N-electron atoms at the large-D limit can be obtained by the constraint that the interelectronic angles become fixed at 90°͓10͔,
where i are the electron-nucleus radii, and Z is the nuclear charge.
The large-D limit ground-state energy is given by
This condition yields the set of equations
As in two-electron atoms, these equations have a symmetric solution with the N electrons equidistant from the nucleus, with i ϭϭ2 3/2 /(2 3/2 ZϪNϩ1). This symmetric solution represents a minimum in the region where all the eigenvalues of the Hessian matrix are positive,
, and the energy is given by
For N-electron atoms, the symmetry is broken in a different way than in the special case of Nϭ2. In general, the phase transition point does not coincide with the stability limit of the symmetric phase point Z s (N). For N 2 we found a region with two or more stable solutions of the variational equations. This indicates that there are several local minima corresponding to different electronic configurations. This phenomenon is completely equivalent to phase coexistence in mean field theories of first-order phase transitions, where the first-order phase transition line appears when the global minimum degenerates.
For small values of N, solutions with lower symmetry appear by the removal of one electron to a much larger distance leaving a core of NϪ1 equivalent electrons with
This solution, which we will refer to as phase A 1 , is stable for small values of Z, but there is a coexistence region with the symmetric solution where both are minimas of the variational equations. For a fixed value of N, the first-order phase transition point Z 1 is given by the condition
where E ϱ (A 1 ) (N,Z) is the energy in the phase A 1 .
Equation ͑29͒ For ZϭNϪ1, one of the N electrons is at infinite distance from the nucleus, therefore the point (NϪ1,Z) must be identified with the point (N,Z) as shown in Fig. 5 for small values of Z. Figure 5 shows that for ZϾZ 1 Ӎ2.405 the symmetric solution for Nϭ3 is the global minimum, while for 2ϽZϽZϭZ 1 Ӎ2.405 the nonsymmetric solution is the global minimum. At Zϭ2, ionization occurs where one electron moves to an infinite distance and the symmetric Nϭ2 solution is the global minimum. Since there is no shell structure, we can consider the opposite process, bringing back the electron to a finite distance. Ionization and electron affinity processes connected with neutral atoms occur only in the region where NрZрNϩ1. In this work, we restrict our study to these processes. A phase diagram illustrating these processes for small values of N is shown in Fig. 6 . For neutral atoms the symmetric solution is the global minimum for all values of N less than N 1 Ӎ12.177. For values of N greater than N 1 the nonsymmetric phase A 1 is the global minimum. Therefore we need to consider new nonsymmetric electronic configurations to describe symmetry breaking leading to ionization. First we consider generalizing the nonsymmetric phase A 1 to nonsymmetric phases A m . These new phases are defined by
Second, we introduce a nonsymmetric phase, which we will refer to as phase B, in which two electrons will move away from the nucleus and other electrons with different radii,
For N 1 ϽNϽN 2 Ӎ27.45, starting from neutral atoms and decreasing Z at fixed N we see that the nonsymmetric phase A 1 is the global minimum for all ZϾZ B , where Z B is defined by the condition
At this point, a first-order phase transition occurs between the nonsymmetric phase A 1 and the nonsymmetric phase B. The mechanism of symmetry breaking involves the removal of one electron to complete ionization at the limit Z→NϪ1. At this value of Z, the system again makes a transition to the nonsymmetric phase A 1 configuration, but with NϪ1 electrons. A phase diagram with stability lines is shown in Fig. 7 .
For N 1 ϽNϽN 2 Ӎ27.45 the nonsymmetric phases A m are not the global minimum for mϾ1. At NϭN 2 , the global minimum for neutral atoms jumps to the nonsymmetric mϭ2 electronic configurations. This change in the electronic configuration for neutral atoms might be regarded as a kind of ''shell structure'' ͑which is not the ordinary shell structure at Dϭ3) for the HF N-electron atom at the large-D limit. Now, we turn to the effect of an external electric field on the symmetry breaking and phase transitions for the general case of N-electron atoms. The effective Hamiltonian for N-electron atoms in a weak external electric field takes the form 
For N 2, the phase transition between symmetric to nonsymmetric phase A 1 is not continuous and the system has a different response to the external field in comparison with the continuous transition at Nϭ2. In Fig. 8 we show the energy versus the external electric field for Nϭ3 over the first-order phase transition line ZϭZ 1 Ӎ2.405. In this case, the energy presents the typical behavior of the free energy in mean-field theories of first-order phase transitions.
For two-electron atoms, lim Z→Z c ϭ0 and therefore is a good order parameter to measure the asymmetry of the electronic configuration. Because is a real positive parameter, which goes to infinity as Z→NϪ1, it is convenient to define a new order parameter for the general N-electron atom as
where Ͼ is the maximum between 1 and N . In Fig. 9 curves of versus E over the phase transition line is shown for different values of N. Note that only at Nϭ2, where both nonsymmetric A 1 configurations are equivalent, is the curve symmetric with respect to E.
IV. N-ELECTRON ATOMS
For the exact solution of the N-electron atom at the D→ϱ limit, the dimensional-scaled effective Hamiltonian can be written as ͓8͔ 
Here, i are the electron-nucleus radii, Z is the nuclear charge, ␥ i, j are the cosines of the angle between electrons i and j, ⌫ N is the Grammian determinant ͉␥ i, j ͉ for all N electrons, and ⌫ N (i) is the Grammian determinant for all but the ith electron.
The N(NϪ1)/2 angles ͕␥ i, j ͖ are new variational parameters along with the N radii ͕ i ͖. The large-D limit groundstate energy is given by the minimum of the effective Hamiltonian,
This condition yields the radial equations
for iϭ1,2, . . . ,N. The angular extremum conditions give the equations
for iϭ1,2, . . . ,NϪ1; jϭiϩ1, . . . ,N. Loeser ͓8͔ obtained the totally symmetric solution when the effective Hamiltonian is completely symmetric in each set, i ϭ and ␥ i, j ϭ␥. Under this assumption, the Grammian determinant and its derivative takes the simple form ͑see the Appendix͒
Using these results, the radial, Eq. ͑40͒, and the angular, Eq. ͑41͒, become
ϭ0. ͑44͒
Solving these equations gives a closed form expression for the ground-state energy of the total symmetric configuration
where ␥(N,Z) is the largest negative root of the equation
As in the HF N-electron atoms, we define new variables (,) to describe the motion which breaks the total symmetric configuration and allows us to study the transitions to the nonsymmetric phase A 1 electronic configurations
The Grammian determinant and its derivates can be calculated analytically for this phase ͑see the Appendix͒,
Substituting these expressions into Eqs. ͑40͒ and ͑41͒ gives four coupled nonlinear equations for the variational parameters ͕,,␥,͖ which have to be solved numerically.
The phase diagram for small values of Z is qualitatively similar to the phase diagram obtained in the Hartree-Fock approximation. However, for the exact solution, the symmetry breaking of the electronic configuration is always a firstorder phase transition. Therefore, the critical point at Nϭ2 in the HF approximation is now replaced by a triple point, as shown in Fig. 10 .
For two-electron atoms there is only one interelectronic angle, so the equations take a much simpler form and some results can be obtained analytically. The Hessian matrix can be calculated for both phases, the stability limit of the sym-metric configuration is given analytically with Z ϭ3 1/4 (2ϩͱ3)/4Ӎ1.2279 and ␥ϭ1Ϫ2/ͱ3ӍϪ0.1547. For the nonsymmetric phase A 1 configuration, the stability limit is given by ZӍ1.2352 and ␥ӍϪ0.118. For the first-order point, given by
we obtain Z 1 (Nϭ2)Ӎ1.2334. Figure 11 shows Z as a function of the order parameter defined by Eq. ͑37͒ for both Hartree-Fock and the exact two-electron atoms. The different behavior at ϭ0 explains the change of the order of the phase transition. The symmetric configuration corresponds to the global minimum for small values of N. The value of N for which the symmetric solution no longer is the global minimum, N 1 , is defined by the condition Z 1 (N 1 )ϭN 1 Ӎ13.403. For greater values of N (NϾN 1 ) it is necessary to consider new nonsymmetric configurations. The nonsymmetric phase A 2 electronic configuration is defined by
For this solution, the Grammian determinant and its derivates are given by ͑see the Appendix͒
͑52͒
For neutral atoms at Z 2 Ӎ53 the nonsymmetric phase A 2 configuration has a lower energy than the nonsymmetric phase A 1 . We note that this ''shell structure'' appears for smaller values of N in the Hartree-Fock approximation compared with the exact solution. To study the symmetry breaking for large atoms requires a fair amount of labor because of the large number of variational parameters and the complexity of the Grammian determinant.
V. DISCUSSION
We established an analogy between mean-field theory of phase transitions and symmetry breaking of electronic structure configurations at the large-D limit. In this context, symmetry breaking solutions in both Hartree-Fock and exact solutions of N-electron atoms requires new interpretations. The mapping of this problem to standard phase transitions allows us to treat the nuclear charge in an analogous fashion as temperature in statistical mechanics. Therefore, the symmetric electronic configurations can be thought of as a high temperature phase. By ''cooling'' the system, new different ordered phases appear for certian values of the nuclear charges. For the Hartree-Fock solution, we have found a critical point at (N c ϭ2,Z c ϭͱ2) with mean field critical exponents. The exact solution has first order phase transitions with a triple point replacing the critical point found in the Hartree-Fock approximation.
Another characteristic of critical phenomena is the exist- ence of the law of corresponding states. We note that from Eq. ͑28͒, the rescaled Hartree-Fock energy of the symmetric configuration does not depend on the value of N and can be written as
where Z ϱ defines the boundary line for ionization and is given by Z ϱ ϭNϪ1. The same scaling is valid, as an asymptotic law, for the exact solution. Figure 12 shows the corresponding states for the exact and HF N-electron atoms. This symmetry breaking and phase transition offers a different point of view for looking at atomic and molecular processes such as ionization, electron affinity, dissociations, and related phenomena. The fact that one can formally treat electronic structure problems as thermodynamic systems gives the possibility of using powerful statistical mechanics techniques to treat large atomic and molecular systems ͓12͔.
Since the large-D limit is pseudoclassical, it does not exhibit shell structure, so some means to incorporate this is required. Loeser suggested a simple procedure which partitions the energy into shell contributions, scales each of these by a hydrogenic factor, and sums the successive shell ionization energies ͓8͔. However, one can define a ''pseudoshell structure'' at the large-D limit. For the Hartree-Fock N-electron neutral atoms the symmetric solution is the global minimum for all values of N less than N 1 Ӎ12.177. For values of N greater than N 1 the nonsymmetric phase A 1 is the global minimum. At NϭN 2 Ӎ27.45, the global minimum for neutral atoms jumps to the nonsymmetric mϭ2 electronic configurations. For the exact solution of the N-electron neutral atoms the symmetric configuration corresponds to the global minimum for values of N less than N 1 Ӎ13.403. For neutral atoms at NӍ53 the nonsymmetric phase A 2 configuration has a lower energy than the nonsymmetric phase A 1 . This change in the electronic configurations for neutral atoms at the large-D limit might be regarded as a kind of ''pseudoshell structure'' of variational nature. In order to examine the relation of this pseudoshell structure with the ordinary shell structure at Dϭ3, one still has to include higher order terms in the 1/D expansion.
Recently, Herschbach ͓13͔ suggested charge renormalization at the large-D limit, which involves finding an effective nuclear charge that renders the dimensionally scaled energy at the D→ϱ limit a good approximation to that for Dϭ3 with the actual nuclear charge Z. The renormalized charge is readily evaluated by comparing the Hartree-Fock energy for Dϭ3 with its D→ϱ limit. Another procedure of charge renormalization is to determine an effective nuclear charge such that the Hartree-Fock results will be significantly closer to the exact energies by utilizing the large-D limit results. This procedure was proven to be useful for atoms ͓14͔ and simple diatomic molecules ͓15͔. The study of critical phenomena presented in this paper might be useful in improving the different versions of charge renormalizations.
One striking aspect of critical phenomena is the hypothesis of the universality of the critical exponents ͓16͔. According to this hypothesis, only two quantities determine the critical behavior of most systems: the dimensionality of space and the dimensionality of the order parameter. All systems that have the same values of these two quantities are said to be members of the same universality class ͓17͔. Systems in the same universality class have the same critical exponents independent of the model systems or the details of the forces. To study the behavior of a given system near the critical point one has to rely on model calculations which are simple, capture the main physics of the problem, and belong to the same universality class. According to variational calculations at the large-D limit, we obtained classical critical exponents for the symmetry breaking of electronic structure configurations leading to ionization. Although we have focused upon symmetry breaking at the large-D limit, where multicritical phenomena appear for more complicated electronic structure problems ͓18͔, research is underway to examine phase transitions at Dϭ3 by including higher-order terms in 1/D expansion.
If we impose the condition ͚ j x j ϭ0, then x ជ is an eigenvector with an eigenvalue 1 ϭaϪb. But, there are NϪmϪ1 linear independent vectors that satisfy this condition, therefore 1 has the multiplicity NϪmϪ1. In the same way, we can define the vector y ជ ϭ(0, . . . ,0,y NϪm , . . . ,y N ) with ͚ j y j ϭ0, which gives 2 ϭdϪe as an eigenvalue with multiplicity mϪ1. The other two eigenvalues are calculated with two for iϭ1,2. The eigenvalue equation Gz ជ i ϭz ជ i gives Ϯ ϭ 1 2 "aϩdϩ͑nϪmϪ1 ͒bϩ͑ mϪ1 ͒e Ϯ͕͓͑aϪdϩ͑nϪmϪ1͒bϪ͑mϪ1͒e͔
and the determinant is given by the product of the eigenvalues
This expression is also useful for Grammian matrices. Setting the diagonal elements equal to 1, we obtain, for mϭ0, the Grammian matrix for the symmetric solution, and, in general, from the m Hessian matrix we obtain the mϪ1 Grammian matrix. For more complicated electronic structure configurations, such as the nonsymmetric phase B, the matrices have a different structure, but it is still possible to use the same technique to calculate the determinants. General proprieties of the Grammian determinant and its derivates are given in Ref. ͓19͔ . In particular, Eq. ͑A.6͒ of that reference,
gives us a linear system to obtain the derivates of the Grammian determinant for each particular solution.
