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Abstract We determine the Hausdorff dimension for the range of a class of pure jump
Markov processes in Rd , which turns out to be random and depends on the trajectories
of these processes. The key argument is carried out through the SDE representation
of these processes. The method developed here also allows to compute the Hausdorff
dimension for the graph.
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1 Introduction
The range of various stochastic processes provides interesting examples of random
fractals. The determination of their Hausdorff dimension is a natural question. For
Lévy processes, this question has been addressed by different authors, see for instance
Taylor [21], Blumenthal and Getoor [2], McKean [14], Pruitt [17], Khoshnevisan, Xiao
and Zhong [9] and the survey article by Xiao [24] for an exhaustive list of literature on
this topic. In particular, Pruitt [17] characterized the Hausdorff dimension for the range
of general Lévy processes in terms of their potential operators, while Khoshnevisan,
Xiao and Zhong [9] measured their range in terms of the characteristic exponent.
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Recently, there has been much interest in understanding Markov processes gen-
erated by pseudo-differential operators; we refer the readers to the monograph by
Jacob [7] and a recent survey book by Böttcher, Schilling and Wang [4] (We adopt
the terminology “Lévy-type processes” therein). These processes are usually spatially
inhomogeneous which is an important feature because real-life data (e.g., financial,
geographical and meteorologic data) which have been modeled by Lévy processes
often exhibit different characteristics in different locations. Therefore, modeling with
Lévy-type processes can be relevant.
The determination of the Hausdorff dimension of Lévy-type processes, contrary to
the Lévy case, seems to be far from being accomplished. In particular, only upper (see
Schilling [18]) and lower bounds (see Knopova, Schilling and Wang [10]) are known
under various conditions and these bounds do not match in general.
The purpose of this article is to find the exact Hausdorff dimension of the sample
paths of a specific class of Lévy-type processes in Rd , called stable-like processes,
whose generator can be written for all f ∈ C2c (Rd), twice continuously differentiable
functions with compact support,
Lβ f (x) =
∫ [ f (x + u) − f (x) − 1|u|≤1u · ∇ f (x)]β(x)|u|−d−β(x)du, (1)
where | · | is the Euclidean norm in Rd and β is a Lipschitz map from Rd to a
compact subset of (0, 2). This function β is the key which gives all the information on
dimensional properties of stable-like processes. The uniqueness in law of a Markov
process with generator (1) was proved by Bass [1, page 274]. Actually, Bass showed the
uniqueness in law for a large class of Lévy-type operators under quite weak regularity
conditions on the jump kernel (Dini-continuity for β in the stable-like case). Moreover,
stable-like processes are Feller processes [1, page 285], so the strong Markov property
holds. Here, we assume stronger regularity condition (Lipschitz continuity) because
we will use a jump SDE representation of stable-like processes (especially the pathwise
uniqueness). We refer the readers to the monograph by Kolokoltsov [12, Chapter 7] for
more on distributional properties of stable-like processes, e.g., heat kernel estimates.
The main result of this paper is the following.
Theorem 1 Let M be a stable-like process in Rd that is a Markov process with
generator (1). Then a.s. for every open interval I = (a, b) ⊂ R+,
dimH
(
M(I )
) = d ∧ sup
s∈I
β(Ms).
Here and after, dimHE denotes the Hausdorff dimension of the set E.
Let us comment the proof. To get the upper bound, we combine the classical
variation methods with the “slicing” technique introduced in [25], which allows to
distinguish different local behavior of M , see Sect. 3. To get the lower bound, the
strategy is to couple our process with a family of other stable-like processes whose
Hausdorff dimension is known and then compare the Hausdorff dimension of their
sample paths with ours using pathwise uniqueness and the Markov property, see Sect. 4.
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With the same strategy, we are also able to compute the Hausdorff dimension of
the graph of stable-like processes.
Theorem 2 Let M be a stable-like process as in Theorem 1. Let GrI (M) = {(t, Mt ) :
t ∈ I } be the graph of M on the interval I ⊂ R+.
1. If d ≥ 2, then a.s. for every open interval I ⊂ R+,
dimH
(
GrI (M)
)
= 1 ∨ sup
t∈I
β(Mt ).
2. If d = 1, then a.s. for every open interval I ⊂ R+,
dimH
(
GrI (M)
)
= 1 ∨
(
2 − 1
supt∈I β(Mt )
)
. (2)
This theorem generalizes classical results [3,8] on the Hausdorff dimension for the
graph of α-stable processes in Rd . Historically, Blumenthal and Getoor [3] treated the
recurrent case (d = 1 and α > 1), and Jain and Pruitt [8] the transient case (α < d).
Later, Pruitt and Taylor [16] investigated, among others things, the asymptotic behavior
of the sojourn time of a Lévy process with stable components and related the exact
Hausdorff measure of the graph of such process to these results. We follow and adapt,
when necessary, the arguments of Pruitt and Taylor [16].
This paper is organized as follows. We first recall some basic properties of the
stable-like processes in Sect. 2. We study the p-variation of M in Sect. 3 to yield the
upper bound for the dimension of the range of stable-like processes. The lower bound
is proved in Sect. 4 using a coupling argument. Finally, we deal with the dimension
of the graph of M (Theorem 2) in Sect. 5.
In the whole paper, C is a positive finite constant independent of the problem that
may change from line to line.
From now on, we only consider the time interval [0, 1]; extension to any interval
is straightforward.
2 Preliminaries
First let us introduce the SDE with jumps associated with stable-like processes. Let
(,F , (Ft ), P) be a filtered probability space satisfying the usual conditions. Let λ
be the Lebesgue measure on R+, H be the uniform probability measure on Sd−1 and
π(dr) = r−2dr on R+. Denote by N a Poisson random measure on the product space
R
+ × Sd−1 × R+ adapted to the filtration (Ft ) and with intensity λ ⊗ H ⊗ π . We
denote by N˜ the corresponding compensated Poisson measure.
Proposition 1 Let β be as in (1). For every F0-measurable random variable M0,
there exists a unique pathwise solution to the stochastic differential equation,
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Mt = M0 +
∫ t
0
∫
Sd−1
∫ 1
0
θr1/β(Ms−) N˜ (ds, dθ, dr)
+
∫ t
0
∫
Sd
∫ +∞
1
θr1/β(Ms−)N (ds, dθ, dr). (3)
Furthermore, the solution to (3) is a càdlàg (Ft )-adapted Feller process whose gen-
erator is Lβ in (1).
Remark 1 This SDE representation for stable-like processes was first proved in [23,
page 111]; we include a proof for completeness.
Proof Let us first consider the well-posedness of the SDE. By an interlacement pro-
cedure for the noncompensated Poisson integral in (3) (see [6, Proposition 2.4]), it is
enough to prove that the following SDE has a unique pathwise solution:
Xt = X0 +
∫ t
0
∫
Sd−1
∫ 1
0
θr1/β(Xs−) N˜ (ds, dθ, dr). (4)
Classical Picard iteration, Gronwall’s lemma and localization procedure entail the
existence of a unique pathwise solution once we check the usual (local) Lipschitz
continuity and linear growth condition on the coefficients of the SDE, see for instance
[20, Section 3.1]. In other words, it suffices to check that there exists a positive finite
constant C such that for all x, y ∈ Rd ,
∫
Sd−1
∫ 1
0
|θr1/β(x)|2 r−2dr H(dθ) ≤ C(1 + |x |2),
∫
Sd−1
∫ 1
0
|θr1/β(x) − θr1/β(y)|2 r−2dr H(dθ) ≤ C |x − y|2.
Actually, the first integral is bounded from above uniformly in x , that is
∫
Sd−1
∫ 1
0
|θr1/β(x)|2 r−2dr H(dθ) ≤ C (5)
These conditions are checked in Appendix.
To prove the second statement, one starts with the observation that
Lβ f (x)=
∫
Sd−1
∫
R+
(
f (x+θr1/β(x))− f (x)−10<r<1r1/β(x)θ · ∇ f (x)
) dr
r2
H(dθ),
where a change of variable u = θr1/β(x) was used for all x ∈ Rd in (1). Applying
Itô’s formula to M the solution of (3), for all f ∈ C2c (Rd),
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f (Mt ) − f (M0) −
∫ t
0
Lβ f (Ms)ds
=
∫ t
0
∫
Sd−1
∫ 1
0
(
f (Ms− + θr1/β(Ms−)) − f (Ms−)
)
N˜ (ds, dθ, dr)
+
∫ t
0
∫
Sd−1
∫ +∞
1
(
f (Ms− + θr1/β(Ms−)) − f (Ms−)
)
N˜ (ds, dθ, dr).
Applying mean value theorem to f (around zero) and (5) for the first compensated
Poisson integral, then || f ||∞ < +∞ for the second, one concludes that
f (Mt ) − f (M0) −
∫ t
0
Lβ f (Ms)ds
is a martingale. By the uniqueness of the martingale problem for (Lβ, C2c (Rd)) due
to Bass [1], one concludes that the solution to (3) is a stable-like process with index
functionβ. The Feller property was proved in [1, page 285]. The proof is now complete.
unionsq
An application of (5) and Burkholder–Davis–Gundy’s inequality yields the follow-
ing fact.
Lemma 1 The compensated Poisson integral in (3) is a martingale in L2().
We also need to compute the symbol of the operator Lβ in order to use known
dimension bounds for the range of Lévy-type processes.
Lemma 2 The domain of Lβ contains C∞c (Rd) the space of smooth functions with
compact support and the restriction of Lβ on C∞c (Rd) is a pseudo-differential operator
with symbol q(x, ξ) = a(x)|ξ |β(x) with a : Rd → R continuous bounded below and
above by two positive finite constants.
Proof The first statement is obvious. It remains to compute the symbol. Set
F f (ξ) =
∫
f (x)eix ·ξ dx .
For all f ∈ C∞c (Rd), by Fubini’s theorem, F(Lβ f )(ξ) = −q(x, ξ)F f (ξ) where
q(x, ξ) =
∫
(1 − e−iu·ξ − iξ · u1|u|≤1) u−d−β(x)du.
Set for α ∈ (0, 2),
Cα =
∫ ∞
0
(1 − cos r)r−1−αdr.
Using spherical coordinate and by symmetry,
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q(x, ξ) =
∫
Sd−1
∫ ∞
0
(1 − eir(θ ·ξ) − i(θ · ξ)r1r<1)r−1−β(x)drdθ
=
∫
Sd−1
∫ ∞
0
(1 − cos(r(θ · ξ)))r−1−β(x)drdθ
= Cβ(x)
∫
Sd−1
|θ · ξ |β(x)dθ
= a(x)|ξ |β(x)
where
a(x) = Cβ(x)
∫
Sd−1
|θ · e1|β(x)dθ with e1 = (1, 0, . . . , 0) ∈ Rd .
This completes the proof. unionsq
For stable-like processes with symbol as in previous lemma, Kolokoltsov [12, Chap-
ter 7] (see also [11]) showed the existence of the transition densities and provided fine
heat kernel estimates. Let us recall the part that is useful for our purposes.
Lemma 3 ([12]) Let p(t, x, y) be the transition density of stable-like processes with
index β. Let α = inf x∈Rd β(x). Then there exists a finite positive C so that t <
1, x, y ∈ Rd ,
p(t, x, y) ≤ Ct−d/α. (6)
Let us end this section with known dimension estimates for the range of Lévy-type
processes.
Lemma 4 ([10,18]) Let (Xt )t≥0 be a Feller process with generator (A,D(A))
such that A|C∞c (Rd ) is a pseudo-differential operator with symbol q(x, ξ) satis-
fying |q(x, ξ)| ≤ c(1 + |ξ |2) for all x and q(·, 0) ≡ 0. Then almost surely,
dimH(X [0, 1]) ≤ d ∧ β∞ where
β∞ = inf
{
δ > 0 : lim|ξ |→∞
sup|η|≤|ξ | supx∈Rd |q(x, η)|
|ξ |δ = 0
}
. (7)
If in addition the transition density of the process X exists and satisfies (6) for some
constants C and α ∈ (0, 2), then
dimH(X [0, 1]) ≥ d ∧ α a.s.
Combining previous lemmas, it is now plain that the Hausdorff dimension for the
range of stable-like processes is bounded above by supx∈Rd β(x) ∧ d and bounded
below by infx∈Rd β(x) ∧ d. We prove in the sequel that neither bound is optimal.
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3 Study of the p-variation of M: upper bound of Theorem 1
The aim of this section is to prove that
dimH
(
M([0, 1])
)
≤ β∗M ∧ d, where β∗M = sup
t∈[0,1]
β(Mt ). (8)
We use a slicing procedure for M and the p-variation approach to tackle this problem.
The use of p-variation in deducing an upper bound for the Hausdorff dimension of
the range of sample paths goes back, at least, to McKean [14]. In this article we apply
a theorem by Lépingle [13] on the p-variation of semimartingales.
First let us introduce some notations for the p-variation of functions.
Let f : R+ → Rd be a càdlàg function andP be a finite partition of the interval [0, t]
deduced naturally from a family of strictly ordered points (0 = t0 < · · · < tn = t).
Following the notations in [13], for any p ∈ (0, 2), let
Vp( f,P) =
n−1∑
i=0
| f (ti+1) − f (ti )|p.
Then the (strong) p-variation of f in the interval [0, t] is
Wp( f, [0, t]) = sup
{
Vp( f,P) : P finite partition of [0, t]
}
.
We also introduce the quantity corresponding to the jumps of f in the interval [0, t],
Sp( f, [0, t]) =
∑
0<s≤t
| fs |p,
where  fs = f (s) − f (s−) and f (s−) = limt↑s f (t).
Recall that a semimartingale is a process of the form Xt = X0 + Mt + At , where
X0 is finite a.s. and is F0 measurable, Mt is a local martingale, and At is a process
whose sample paths have bounded variation on [0, t] for each t . Such a process can
be written as Xt = Xct + X jt , the sum of a continuous part Xc and a pure jump part
X j . Let us state a part of Lépingle’s result (see Theorem 1 of [13]) which is useful for
our purpose.
Theorem 3 ([13]) Let X be a semimartingale such that 〈Xc〉· ≡ 0. Let p > 0. Then
almost surely,
Sp(X, [0, 1]) < +∞ ⇒
(∀ p′ > p, Wp′(X, [0, 1]) < +∞) .
Following [25], we slice the process M according to the different behavior of the
local index process t → β(Mt ). This induces a decomposition for the process M .
Precisely, for every m ∈ N∗, we write M· = M0 + ∑m−1k=0 Mk,m· + M≥1· where
Mk,mt =
∫ t
0
∫
Sd−1
∫ 1
0
θr1/β(Ms−)1
β(Ms−)∈[ 2km , 2k+2m ) N˜ (ds, dθ, dr).
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and
M≥1t =
∫ t
0
∫
Sd
∫ +∞
1
θr1/β(Ms−)N (ds, dθ, dr).
From a trajectory point of view, each sliced process behaves exactly the same as M
when the index process takes value in the sliced interval; otherwise, it is only a constant
process. The process M≥1 is not relevant in the computation of p-variation for M since
it is piecewise constant with finite number of jumps in the unit interval.
Now we are ready to prove (8). For each (k, m), we study the p-variation of Mk,m
and then deduce the finiteness of the p-variation of the whole process M for any
p > β∗M . The desired inequality follows by a general argument by McKean [14] on
the relation between Hausdorff dimension of the range of a function and its p-variation.
Lemma 5 For every m ∈ N∗ and every k = 0, . . . , m, almost surely,
W 2k+3
m
(Mk,m, [0, 1]) < +∞.
Proof The method consists in applying Theorem 3 to each Mk,m since each of them
is a semimartingale satisfying 〈(Mk,m)c〉· ≡ 0. We start with the observation that
S(2k+ 52
)
/m
(Mk,m, [0, 1])
=
∫ 1
0
∫
Sd−1
∫ 1
0
r
(
2k+ 52
)
/mβ(Ms−)1β(Ms−)∈[2k/m,(2k+2)/m)N (ds, dθ, dr).
Taking expectation, we see that
E[S(2k+ 52
)
/m
(Mk,m, [0, 1])]
=
∫ 1
0
∫ 1
0
E[r
(
2k+ 52
)
/mβ(Ms−)1β(Ms−)∈[2k/m,(2k+2)/m)] ds
dr
r2
≤
∫ 1
0
∫ 1
0
r (2k+
5
2 )/(2k+2)−2 dr ds < +∞.
Consequently, S
(2k+ 52 )/m(M
k,m, [0, 1]) is finite almost surely. An application of The-
orem 3 ends the proof. unionsq
Now the finiteness of the p-variation of the whole process M is proved as follows.
Lemma 6 Almost surely, for any p > β∗M ,
Wp(M, [0, 1]) < +∞.
Proof Recall that β∗M is defined in (8). Consider the events
Ak,m =
{
β∗M +
3
m
≥ 2k + 3
m
}
, Bk,m =
{
Wβ∗M+ 3m (M
k,m, [0, 1]) < +∞
}
.
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Since the mapping p → 1Wp( f,[0,1])<∞ is nondecreasing, one has
P(Bk,m ∩ Ak,m) ≥ P
({
W 2k+3
m
(Mk,m, [0, 1]) < +∞
}
∩ Ak,m
)
.
Under Ack,m , i.e., the complementary of Ak,m , Mk,m ≡ 0 by the properties of the
compensated Poisson integral. Hence Bk,m is also realized. This inclusion Ack,m ⊂
Bk,m yields
P(Bk,m ∩ Ack,m) = P(Ack,m).
Combining the previous two estimates, one obtains
P(Bk,m) = P(Bk,m ∩ Ak,m) + P
(
Bk,m ∩ Ack,m
)
≥ P({W 2k+3
m
(Mk,m, [0, 1]) < +∞} ∩ Ak,m) + P
(
Ack,m
)
≥ P(W 2k+3
m
(Mk,m, [0, 1]) < +∞) = 1,
where Lemma 5 has been used. By Jensen’s inequality (when p ≥ 1) or subaddi-
tivity (when p < 1), for any p ∈ (0, 3), n ∈ N∗ and (a1, . . . , an) ∈ Rn , one has
(
∑n
i=1 |ai |)p ≤ (n p−1 ∨ 1)
∑n
i=1 |ai |p. This yields for any finite partition, every
family of càdlàg functions fi : [0, 1] → R with i = 1, . . . , n that
Vp
(
n∑
i=1
fi ,P
)
≤ C(n, p)
n∑
i=1
Vp( fi ,P) ≤ C(n, p)
n∑
i=1
Wp( fi , [0, 1]),
where C(n, p) = n p−1 ∨ 1. Therefore, since P(Bk,m) = 1, one has a.s.
Wβ∗M+ 3m (M, [0, 1]) ≤ C(m, β
∗
M +
3
m
)
m∑
k=1
Wβ∗M+ 3m (M
k,m, [0, 1]) < +∞
for every m ∈ N∗, which yields the result. unionsq
Proof of Formula (8) Recall the following fact in [14] : if f : [0, 1] → Rd is a càdlàg
function with finite p-variation, then
dimH
(
f [0, 1]
)
≤ p ∧ d. (9)
Now (8) follows by combining the fact above and Lemma 6. unionsq
4 Lower Bound of Theorem 1
Throughout this section, we use Px to denote the law of M with initial value M0 =
x ∈ Rd . Denote by Ex the expectation with respect to Px .
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To prove the lower bound, we introduce a suitable coupling of M with a family of
processes whose dimension of the range is known. This coupling is used in the proof
of the following lemma; see (10) below.
Lemma 7 Let 0 ≤ t0 < 1. For every z ∈ Rd , Pz-a.s.
dimH
(
M[t0, 1]
)
≥ β(Mt0) ∧ d.
Proof For any z ∈ Rd , by the Markov property,
P
z(dimH(M[t0, 1]) ≥ β(Mt0)|Ft0) = g(Mt0) a.s.
where
g(x) = Px (dimH(M[0, 1 − t0]) ≥ β(x)).
Now one constructs a coupling with the process M . Let a ∈ (0, 2), x ∈ Rd and
βa(·) = β(·) ∨ a. For each ε > 0 and any rational number 0 < a ≤ β(x) − 2ε, one
introduces the process Mx,a , solution to the SDE
Mx,at = x +
∫ t
0
∫
Sd−1
∫ 1
0
θr1/βa(M
x,a
s− ) N˜ (ds, dθ, dr)
+
∫ t
0
∫
Sd
∫ +∞
1
θr1/βa(Ms−)N (ds, dθ, dr) (10)
driven by the same Poisson random measure. Existence and pathwise uniqueness of
these processes can be proved as in Proposition 1.
Define the stopping times
τx = inf{t ≥ 0 : β(Mt ) ≤ β(x) − ε},
τx,a = inf{t ≥ 0 : β(Mx,at ) ≤ β(x) − ε}.
Define also
τ≥1 = inf{0 ≤ t ≤ 1 : N ([0, t] × [1,+∞)) ≥ 1}
By the càdlàg property of the sample paths of Mx,a and M , all these stopping times
are strictly positive Px -a.s. Note that τ≥1 is an exponential random variable with finite
parameter, it is also strictly positive Px almost surely. Set τ = min(τx , τx,a, τ≥1)/2.
The following observation is fundamental :
P
x a.s. ∀ t ≥ 0, Mt∧τ = Mx,at∧τ . (11)
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Indeed, for every t ≥ 0, using τ < τ≥1, one remarks that the large jump term is
identically zero before time τ so that
E
x
[∣∣∣Mx,at∧τ − Mt∧τ
∣∣∣2
]
= E
[∣∣∣∣
∫ t∧τ
0
∫
Sd−1
∫ 1
0
θ
(
r1/βa(M
x,a
s− ) − r1/β(Ms−)
)
N˜ (dsdθdr)
∣∣∣∣
2]
.
By Burkholder–Davis–Gundy inequality and Lipschitz continuity of β,
E
x
[∣∣∣Mx,at∧τ − Mt∧τ
∣∣∣2
]
≤ CEx
[∫ t∧τ
0
∫
Sd−1
∫ 1
0
∣∣∣r1/βa(Mx,as− ) − r1/β(Ms−)
∣∣∣2 dr
r2
H(dθ) ds
]
= CEx
[∫ t
0
∫ 1
0
∣∣∣r1/β(Mx,as−∧τ ) − r1/β(Ms−∧τ )
∣∣∣2 dr
r2
ds
]
≤ CEx
[∫ t
0
|Mx,as∧τ − Ms∧τ |2ds
]
= C
∫ t
0
E
x [|Mx,as∧τ − Ms∧τ |2]ds,
Hence, using Gronwall’s lemma, for every t ≥ 0,
E
x
[∣∣Mat∧τ − Mt∧τ
∣∣2] = 0.
This, along with the càdlàg property of the sample paths, yields (11).
To conclude, applying Lemma 4 (lower bound) to the stable-like process Mx,a with
index function βa , we obtain that for each t ∈ (0, 1],
P
x a.s. dimHMx,a([0, t]) ≥ inf
x∈Rd
βa(x) ∧ d ≥ a ∧ d.
This full probability set is indexed by t and is nondecreasing as t increases. Hence
almost surely, for all t ∈ (0, 1] and all rational a ∈ (1, β(x) − 2ε), one has
dimHMx,a([0, t]) ≥ a ∧ d. One deduces that Px a.s.
dimHM([0, 1 − t0]) ≥ dimHM([0, τ ∧ (1 − t0)])
= dimHMx,a([0, τ ∧ (1 − t0)]) ≥ a ∧ d,
where we used (11) for the equality and the fact that Px a.s. τ > 0 for the last inequality.
Letting a → β(x) − 2ε along a countable sequence, then letting ε → 0, one obtains
that
g(x) ≡ 1.
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One concludes with Pz(dimHM([t0, 1]) ≥ β(Mt0)) = Ez[g(Mt0)] = 1. This com-
pletes the proof. unionsq
Finally, we prove the lower bound in Theorem 1.
Proof Using Lemma 7, we have for each t0 ∈ [0, 1) that Pz a.s.
dimH
(
M([0, 1])) ≥ dimH(M([t0, 1])) ≥ β(Mt0) ∧ d,
then Pz a.s.
dimH
(
M([0, 1])
)
≥ sup
t0∈[0,1)∩Q
β(Mt0) ∧ d = sup
t0∈[0,1]
β(Mt0) ∧ d,
where we used the càdlàg property of the sample paths. Since this holds for any z ∈ Rd ,
one deduce that the lower bound holds for any measurable M0 ∈ F0. unionsq
5 Dimension of the Graph of M: proof of Theorem 2
5.1 Case d ≥ 2
Since a projection never increases the dimension of a subset of Rd , projecting the
graph on the time axis and then on the space axis yields the announced lower bound
for dimension of the graph.
It remains us to prove the other inequality. Recall that β∗M = supt∈[0,1] β(Mt ). For
every p > max(1, β∗M ) ≥ β∗M = β∗M ∧ d, consider the p-variation of the process
G(t) = (Id(t), Mt ) in Rd+1, where Id(t) = t . As Wp(Id, [0, 1]) ≤ 1 for every p > 1,
there exists a constant C = C(d) such that
Wp(G, [0, 1]) ≤ C(1 + Wp(M, [0, 1])) < +∞.
by Lemma 6. Applying (9) yields the desired upper bound.
5.2 Case d = 1
The proof is split into several parts. The first one gives an upper bound for the upper
box-counting dimension of the graph of M , which in turn gives an upper bound for
the Hausdorff dimension of the graph. Recall that the upper box-counting dimension
of a set E ⊂ Rd is defined by
dimB(E) = lim sup
δ↓0
log Nδ(E)
− log δ ,
where Nδ(E) is the smallest number of sets of diameter at most δ to cover E , see
Chapter 3 of [5]. The proof is quite standard, see for instance [15]. We prove it for
completeness.
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Proposition 2 Almost surely,
dimH(Gr[0,1](M)) ≤ dimB(Gr[0,1](M)) ≤ max
(
1, 2 − 1
β∗M
)
.
Proof The left inequality is a general fact, see [5, page 46]. Let us prove the right
inequality. If the event {β∗M < 1} is realized, Lemma 6 yields that the process M has
finite variation; a fortiori, the graph process G has finite variation. Hence the dimension
of the graph of M (which is the range of G) is 1 by the projection argument used in
Sect. 5.1 and (9). The desired inequality is straightforward.
If {β∗M ≥ 1} is realized, we consider p > β∗M ≥ 1 and relate the upper box
dimension with the p-variation of the process. Denote the oscillation of the process
M in the dyadic interval [k2− j , (k + 1)2− j ] by
Osc(M, I j,k) := sup{|Ms − Mt | : s, t ∈ I j,k}.
For every k, GrI j,k (M) can be covered by at most 2 j Osc(M, I j,k) + 2 squares of
side length 2− j . The number of squares of generation j required to cover the graph
Gr[0,1](M) satisfies
N j =
2 j −1∑
k=0
(
2 j Osc(M, I j,k) + 2
) ≤ 2 j
2 j −1∑
k=0
Wp(M, I j,k)
1
p + 2 · 2 j
≤ 2 j
⎛
⎝2
j−1∑
k=0
Wp(M, I j,k)
⎞
⎠
1
p
(2 j )1−
1
p + 2 · 2 j
≤ 2 · 2 j
(
2− 1p
)
Wp(M, [0, 1])
1
p
for all j large enough, where we used Hölder inequality for the second inequality.
Therefore,
dimB(Gr[0,1](M)) ≤ lim sup
j→∞
log N j
log 2 j
≤ 2 − 1
p
,
where we used Wp(M, [0, 1]) < ∞. Letting p → β∗M yields the result. unionsq
The rest of this section is devoted to prove the lower bound in Theorem 2,
dimH
(
Gr[0,1](M)
) ≥ 1 ∨
(
2 − 1
β∗M
)
.
To prove it, we give a deterministic lower bound for the dimension of graph. This
should be viewed as an analogue of Lemma 4 (the lower bound part) in the graph
context.
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Proposition 3 Denote β = inf x∈Rd β(x). Almost surely,
dimH
(
Gr[0,1](M)
) ≥ 1 ∨
(
2 − 1
β
)
. (12)
We prove this proposition in several steps. First we adapt the ideas in [16] to give tail
estimates for the sojourn time of M . This allows to understand the local behavior of
the graph occupation measure. Then we use a density argument to obtain the lower
bound for the Hausdorff dimension of the graph of M .
Following Pruitt–Taylor [16], we define the sojourn time of M in the ball centered
at Mt0 with radius a > 0, during the time interval [t0, t0 + s] for 0 < s < 1 − t0 as
Tt0(a, s) =
∫ t0+s
t0
1|Mt−Mt0 |≤adt.
Write for simplicity T (a, s) = T0(a, s). The main estimate is the following.
Lemma 8 Fix t0 ∈ [0, 1). Assume that β > 1 and let C = 21−1/β . For every 0 < s ≤
1 − t0, λ > 0, a > 0, one has
P
(
Tt0(a, s) ≥ λas1−
1
β
)
≤ e−λ/2C
Proof Recall the notations Px , Ex in the proof of Lemma 7. By the Markov property,
P
(
Tt0(a, s) ≥ λas1−
1
β |Ft0
)
= g(Mt0) a.s.
where g(x) = Px (T (a, s) ≥ λas1−
1
β ). It suffices to prove that the upper tail estimate
P
x
(
T (a, s) ≥ λas1−
1
β
)
≤ e−λ/2C
holds uniformly for all x ∈ R1. To do so, let us compute the moment generating
function of the sojourn time. First, we study its n-th moment for all n ≥ 2. For every
k ∈ N and s ∈ R+, let
k = k(s) = {(t1, . . . , tk) ∈ [0, s]k : 0 ≤ t1 ≤ · · · ≤ tk ≤ s}.
Applying Fubini’s theorem,
E
x [T (a, s)n]
=
∫ s
0
· · ·
∫ s
0
P
x
( n⋂
i=1
{|Mti | ≤ a}
)
dt1 · · · dtn
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= n!
∫
n
P
x
(
n⋂
i=1
{|Mti | ≤ a}
)
dt1 · · · dtn
≤ n!
∫
n
P
x
(
n−1⋂
i=1
{|Mti | ≤ a}, |Mtn − Mtn−1 | ≤ 2a
)
dt1 · · · dtn
which, by the Markov property, is equal to
n!
∫
n
E
x
[
P
x
(
n−1⋂
i=1
{|Mti | ≤ a}|Ftn−1
)
P
Mtn−1
(|Mtn − Mtn−1 | ≤ 2a)
]
dt1 · · · dtn .
Integrating over tn , then pull out the conditional first moment of the sojourn time, one
gets the upper bound
E
x [T (a, s)n]
≤ n!
∫
n−1
E
x
[
P
x
(
n−1⋂
i=1
{|Mti | ≤ a}|Ftn−1
)
E
Mtn−1 [T (2a, s − tn−1)]
]
dt1 · · · dtn−1
≤ n ·
(
sup
x∈Rd
E
x [T (2a, s)]
)
· (n − 1)!
∫
n−1
P
x
(
n−1⋂
i=1
{|Mti | ≤ a}
)
dt1 · · · dtn−1
= n ·
(
sup
x∈Rd
E
x [T (2a, s)]
)
· Ex [T (a, s)n−1].
We iterate this procedure to get
E
x [T (a, s)n] ≤ n!
(
sup
x∈Rd
E
x [T (2a, s)]
)n
.
Thus for all u > 0, the exponential moment of T (a, s) is bounded from above by
E
x [euT (a,s)] =
+∞∑
n=0
un
n! E
x [T (a, s)n] ≤
+∞∑
n=0
(
u sup
x∈Rd
E
x [T (2a, s)]
)n
. (13)
Applying density estimate (6) yields for all x ∈ Rd , 0 < s < 1,
E
x [T (2a, s)] =
∫ s
0
P
x (|Mt − x | ≤ 2a)dt ≤
∫ s
0
t−1/β · 2a dt ≤ C · as1−
1
β (14)
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with C = 21−1/β , recalling that here d = 1. Finally we choose
u = 1
2 supx∈Rd Ex [T (2a, s)]
so that exponential moment (13) is bounded above by 1. Consequently, using bound
(14) and the Markov inequality yields that
P
x (T (a, s) ≥ λas1−
1
β ) ≤ e−uλas
1− 1
β
E
x [euT (a,s)] ≤ e− λ2C .
Since the estimate is uniform in x , the proof is complete. unionsq
The following density lemma is useful for our purpose. Comparing the usual mass
distribution principle ([5, page 60]), it is the semi-time interval [t, t + h] that is used
rather than [t −h, t +h] in order to apply the Markov property. We refer to [22, Lemma
4] for a proof. Recall that the Hausdorff measure of E related to the gauge function ϕ
is defined by Hϕ(E) = limδ↓0 Hϕδ (E) where
Hϕδ (E) = inf
{∑
i
ϕ(diam(Qi )) : E ⊂
⋃
i
Qi with diam(Qi ) ≤ δ
}
and ϕ : R+ → R+ is an increasing function satisfying ϕ(2x) ≤ Kϕ(x) around zero
for some finite constant K .
Lemma 9 ([22]) Suppose that ν is a probability measure supported on E ⊂ [0, 1]×R
such that for ν-almost every (t, x),
lim sup
h→0
ν ([t, t + h] × [x − h, x + h])
ϕ(h)
≤ C < +∞.
Then
Hϕ(E) ≥ 1
C
.
Proof of Proposition 3 Observe that the right-hand side term in (12) is 1 when β ≤ 1.
Using again the fact that the projection of a set in R2 to any line does not increase the
Hausdorff dimension, we see that dimH(Gr[0,1](M)) ≥ dimH([0, 1]) = 1, as desired.
Now consider β > 1. For any t0 ∈ [0, 1), Lemma 8 applied to a = s = 2−m and
λ = m so that 2−m < 1 − t0 yields that
P
(
Tt0(2
−m, 2−m) ≥ m2−m(2−1/β)
)
≤ e−m/2C .
We deduce using the Borel–Cantelli lemma that a.s. for all m large enough,
Tt0(2
−m, 2−m) ≤ m2−m(2−1/β).
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For all a small enough, let m be the unique integer such that 2−m−1 ≤ a < 2−m . Then
Tt0(a, a)
log(1/a)a2−1/β
≤ Tt0(2
−m, 2−m)
(log 2)m2−m(2−1/β)
2−m(2−1/β)
2−(m+1)(2−1/β)
≤ C
where C is a positive finite constant independent of m. Thus for any t0 ∈ [0, 1), a.s.
lim sup
a→0
Tt0(a, a)
log(1/a)a2−1/β
≤ C. (15)
Consider the probability measure μ, defined by μ(A) :=
∫ 1
0
1A(t, Mt )dt whose
support is the graph Gr[0,1](M). Estimate (15) yields that for any fixed t0 ∈ [0, 1),
lim sup
a→0
μ([t0, t0 + a] × [Mt0 − a, Mt0 + a])
log(1/a)a2−1/β
≤ C a.s.
A Fubini argument yields that a.s.
for Lebesgue a.e. t ∈ (0, 1), lim sup
a→0
μ([t, t + a] × [Mt − a, Mt + a])
log(1/a)a2−1/β
≤ C
(16)
Denote by N ⊂ [0, 1] the Lebesgue null set such that (16) fails and set GN ={
(t, Mt ) ∈ Gr[0,1](M) : t ∈ N
}
, then
μ (GN ) =
∫ 1
0
1GN (t, Mt ) dt = 0.
This, together with Lemma 9 applied to μ, yields that a.s. Hϕ(Gr[0,1](M)) ≥ 1/C
with ϕ(x) = log(1/x)x2−1/β . The desired lower bound for the Hausdorff dimension
of Gr[0,1](M) follows.
Finally we prove Theorem 2 when d = 1.
Proof The upper bound is deduced from Proposition 2. Let us show the lower bound.
To do so, we claim that for every z ∈ R and t0 ∈ [0, 1), Pz a.s.,
dimHGr[t0,1](M) ≥ max
(
1, 2 − 1
β(Mt0)
)
.
Consequently, Pz a.s.
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dimH
(
Gr[0,1](M)
)
≥ sup
t0∈[0,1]∩Q
max
(
1, 2 − 1
β(Mt0)
)
= max
(
1, 2 − 1
supt∈[0,1] β(Mt )
)
.
As the lower bound holds uniformly in z ∈ R, the result follows.
It remains to prove the claim. Using the Markov property as in beginning of the
proof of Lemma 7, it suffices to show that for any x ∈ R,
P
x (dimHGr[0,1−t0](M) ≥ 1 ∨ (2 − 1/β(x))) = 1. (17)
To this end, fix x ∈ R and consider the family of processes {Mx,a; a < β(x)} con-
structed in (10). Property (11) satisfied by Mx,a , together with Proposition 3 applied
to the stable-like process with index function β(·) ∨ a, immediately implies (17) by
letting a → β(x). The proof is now complete. unionsq
6 Discussion
This paper deals with the a typical family of Lévy-type processes with variable-order
symbol. The SDE techniques used here allow to improve previously deterministic
dimension bound to a stochastic one, and in the case of stable-like processes, the new
bound is actually optimal. It would be interesting to see whether the SDE point of view
allows to get dimension bounds for more general Lévy-type processes, in particular
for those that do not have a density estimate like (6).
One possible extension of this article is the study of dimHM(E) with E being any
Borel set in R+. In [10], this question was considered and the authors obtained some
bounds. The slicing and coupling argument of the present paper may certainly improve
the bounds obtained in [10]. In one dimension, under monotonicity assumptions, quite
precise answer to this question is given in [19].
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Appendix
Here we close the gap in the proof of Proposition 1. As the range of β(·) is included in
a compact set of (0, 2), there exists ε > 0 such that x → β(x) is uniformly bounded
from above by 2 − ε. Hence,
∫
Sd−1
∫ 1
0
|θr1/β(x)|2 dr
r2
H(dθ) =
∫ 1
0
r
2
2−ε dr
r2
:= C < +∞.
The growth condition is thus satisfied.
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Let us now consider the Lipschitz condition. Let x, y ∈ Rd . Without loss of gener-
ality, we assume β(x) > β(y); then
∫
Sd−1
∫ 1
0
|θr1/β(x) − θr1/β(y)|2 dr
r2
H(dθ)
=
∫ 1
0
(r1/β(x) − r1/β(y))2 dr
r2
=
∫ 1
0
r2/β(x)
(
1 − e
(
log 1
r
)(
1
β(x)
− 1
β(y)
))2 dr
r2
.
Using the inequality 1 − e−u ≤ u for u > 0, this integral is bounded above by
∫ 1
0
r2/β(x)
(
log
1
r
)2 ( 1
β(x)
− 1
β(y)
)2 dr
r2
≤ C |x − y|2
∫ 1
0
r2/β(x)
(
log
1
r
)2 dr
r2
,
where we used the Lipschitz continuity of the function β. Remark that log(1/r)2 ≤
Cr−ε0 for every r ∈ (0, 1) where ε0 = 12 ( 2sup
x∈Rd β(x)
− 1). Hence the last integral is
finite and independent of (x, y). The Lipschitz condition follows.
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