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Many discussions in modem physics, technology, and operations research 
lead to the minimization of an integral. Frequently such problems are reduced 
to the solving of Euler differential equations subject to boundary conditions. 
Even with modem computers this is not an entirely routine affair. 
The aim of this paper is to transform the minimization problem directly into 
an initial-value problem for which analog and digital computers are admirably 
suited. In effect, a new conceptual approach to the calculus of variations is 
provided, with no reference made to Euler equations, the fundamental lemma, 
Bellman’s principle, or the maximum principle of Pontryagin. 
It is shown that a function w = w(y), a Q y Q T, w(a) = c, w(T) = free, 
which minimizes the integral I, 
I 
T 
I= VY, w, W44 dy, 
a 
satisfies a certain Cauchy problem. 
I. INTRODUCTION 
One of the objectives of the theory of invariant imbedding is to transform 
various types of functional equations into Cauchy problems. Aaide from the 
analytical interest in such transformations, there are inherent computational 
advantages. Modern analog and digital computers can integrate large systems 
of ordinary differential equations subject to known initial conditions. At 
present it is known that nonlinear two-point boundary-value problems [I, 21 
and Fredholm integral equations can be converted into Cauchy prob- 
lems [3, 41. In earlier papers it was shown that certain variational problems 
could also be transformed directly into Cauchy problems [5-7] in contrast to 
the usual boundary-value problems. 
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The purpose of this Memorandum is to show how to transform the simplest 
problem in the calculus of variations [8] in t o a Cauchy problem. The deriva- 
tion is based upon the disappearance of the first variation and a certain trans- 
lational invariance property possessed by optimal arcs. Euler equations, the 
fundamental lemma of the calculus of variations, Bellman’s principle of 
optimality [9], and the Pontryagin maximum principle [lo] per se play no 
role in our derivation. Thus, though our aim is to secure a novel computa- 
tional method, we succeed in producing a new conceptual approach to varia- 
tional problems. 
Suppose that the task is to find a function ecr, 
w = W(Y), O<YdT 
which minimizes the integral 
I = 
1 
‘=F( y, w, dwldy) dy, 
0 
where 
w(0) = c, = given and w(T) = free. 
We embed this problem in a suitable class of such problems by considering the 
lower limit of the integral to be a variable a and employing the condition 
w(a) = c, 
where c is also variable. In essence, the optimal arcs are studied as functions 
of the initial point (a, c), rather than as functions of y. This change of view, 
used appropriately, allows us to derive an initial-value problem for the opti- 
mizing curve, rather than the traditional boundary-value problem. 
II. DERIVATION 
Consider finding a function w 
w = W(Y), a<y<T, 
which minimizes the integral 
I(w) = j-=F(y, w, 4 dy, ll 
subject to the lone constraint 




1 The dot denotes differentiation with respect to y. 
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Denote the optimizing function by X, and let v denote an admissible variation 
function, arbitrary except for the constraint 
v(a) = 0. (4) 
In the usual manner it follows that the first variation of I must be zero, [8] 
0 = j-’ [F3( y, 8, Ji’) ti + F2( y, x, 2) v] dy, (5) 
a 
where Fi refers to the partial derivative of the function F with respect to its 
ith argument, i = 2, 3. 
Use of integration by parts and the fundamental lemma of the calculus of 
variations would lead to the Euler equation and the free boundary condition. 
We shall proceed quite differently, primarily by studying the dependence 
of the optimal trajectory upon the variables a and c. 
Assume that the variation v may depend upon the variables a and c, as well 
as upon y, 
2’ = k(y, a, c). (6) 
Next, differentiate both sides of Eq. (5) with respect to a and then with 
respect to c to obtain the relations 
Then consider the optimal trajectory which begins at some point (a, c) 
and continues to the terminal point with abscissa T, 
.Y = a(y, a, c), a<y<T. (9) 
For this trajectory we may write, with y fixed, 
x(n 4 c) = 4Y, a + 4 c + *(a, 6 c) Al + o(d), (10) 
where 
A 30, a+A<y<Y. (11) 
Equation (10) expresses a simple translational invariance property possessed 
409/30!1-6 
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by optimal trajectories. For simplicity denote the initial slope of the opti- 
mizing curve by S, 
s = s(a, c) = %(a, a, c). (12) 
The limiting form of Eq. (lo), as d tends to zero, is 
Xa(Y* a, 4 = - s(a, 4 T(Y, a, 4 a by. (13) 
This is a basic partial differential equation for the function X, viewed as a 
function of a and c. The initial condition on x at a = y is 
x(y, y, c) = c. (14) 
In addition, the function ff possesses the property that 
f(Y, a, c) = *‘[y, a + A, c + s(a, c) Al + O(A), 
A 30, a+A<y<T. 
A limiting form of this equation is 
%(y, a, 4 = - $a, 4 %(Y, a, 4, a BY. 
The initial condition at a = y is 
k(Y, Y, 4 = S(Y, 4, y < T. 
An equation for the function s is now desired. Return to Eqs. (7) and (8). 
Use the fact that 
k lw = 0, (15) 
and substitute the expression for x, in Eq. (13) into Eq. (7) to obtain 
0 = - (J’&,) Iv-a + ~I:hha + F&J 4 
a 
(16) 
- ~(a, 4 
s 
Ti(G~c + F&r) k, + (F,,xc + F&c) kl dr- 
a 
In view of Eq. (8), the last relation becomes 
Finally, choose k to be the particular admissible variation 
k=y-a, a<y<T. (18) 
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Equation (17) simplifies to the basic relation 
a < T. (19) 
Differentiations with respect to a and c lead to the relations 
and 
0 = Fsa + Fms, - Fda, c, da, 4) + [rF’~~, + Fe%) dy, (20) 
. a 
Once again employing Eq. (13) we obtain the desired partial differential 
equation for s, 
0 = &(a, c, 4 + F&a, c, 4 ~,(a, 4 - F&, c, 4 
+ ~(a, 4 F’&, c, 4 + F&z> c, 4 da, 41, a < T. (22) 
The initial condition on the function s at a = T is given implicitly by the 
formula 
FJT c, s(T 41 = 0, (23) 
which follows from Eq. (19). 
The requisite equations have now been derived. They consist of the partial 
differential equation (22) for s, valid for a < T, and the initial condition on s 
given implicitly in Eq. (23). 
The function x is determined by the partial differential equation (13), valid 
for a < y, and the initial condition at a = y in Eq. (14). 
The function k(y, u, c) may be determined as the solution of the initial- 
value problem 
&(y, a, c) = - 4% 4 %(Y, a, c), a <yr, 
together with the initial condition at a = y 
ff(Y, y, c) = S(Y, 4, Y < T. 




The numerical integration is carried out by using one of the standard 
finite difference schemes [ll]. Equation (22) for s, together with the initial 
condition in Eq. (23), is integrated from a = T to a = y for a suitable range 
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of values for c. Then the partial differential Eq. (13) for .v(y, a, c) is adjoined 
to that for s, the initial condition at a = y  in Eq. (14) is used, and the resulting 
system of partial differential equations is integrated until a = 0, if possible. 
Since the partial differential equation for s is nonlinear, the solution or one 
of its derivatives may become infinite for a finite value of a > 0, which signals 
the occurrence of a conjugate point [8]. 
In the event that the function E is quadratic in ZL’ and zb, it is observed that 
s(a, c) = S(a) c (26) 
and 
r(y, a, c) = X(y, a) c, (27) 
which reduces the partial differential equations for s and x to ordinary dif- 
ferential equations of Riccati type for S and X [9]. Frequently these equations 
are numerically stable, whereas the Euler equations are unstable [12]. 
The proof that the function x, produced as the solution of the initial-value 
problem, satisfies the Euler equation and the free boundary condition may be 
carried out in a manner similar to that in [6]. 
Through introduction of the Hamiltonian function and the generalized 
momentum, Eq. (22) can be made to assume a simpler form [8] and [13]. 
The extensions to optimal control problems and the numerical aspects of 
this new approach to variational problems are now under study. 
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