We study the dynamics of symmetric and asymmetric spin-glass models of size N . The analysis is in terms of the double empirical process: this contains both the spins, and the field felt by each spin, at a particular time (without any knowledge of the correlation history). It is demonstrated that in the large N limit, the dynamics of the double empirical process becomes deterministic and autonomous over finite time intervals. This does not contradict the well-known fact that SK spin-glass dynamics is non-Markovian (in the large N limit) because the empirical process has a topology that does not discern correlations in individual spins at different times. In the large N limit, the evolution of the density of the double empirical process approaches a nonlocal autonomous PDE operator Φt. This paper established an intermediate result: that the flow is approximately that of an implicit autonomous operator Ψt. In the symmetric reversible case, one conjectures that the 'glassy dynamical phase transition' occurs when a stable fixed point of the flow operator Φt destabilizes. The methods of this paper do not involve annealing, and are therefore potentially of significance for future work on the long-time dynamics of spin glasses, because they suggests a means to extend the results on timescales that diverge with N .
Introduction
This paper concerns the dynamics of mean-field (non-spherical) spin-glass models. In the low-temperature regime, spin-glass systems are characterized by slow emergent timescales that diverge with the system size. These results are thus of interest for understanding the low-temperature dynamics of the Sherrington-Kirkpatrick (SK) Spin Glass [48, 30] , which has been the subject of much research over the last 40 years [42, 32, 54, 52, 6, 44, 35] . They are also of interest for understanding the dynamics of asymmetric spin glass models, which have seen a resurgence of interest in neuroscience in recent years [16, 14, 56, 15, 25, 23, 24, 1, 47, 37, 22] . This paper determines the emergent dynamics of M 'replica' spin glass systems started at initial conditions that are independent of the connections. 'Replicas' means that we take identical copies of the same static connection topology J, and conditionally on J, run independent and identically-distributed jump-Markov stochastic processes on each replica. Replicas are known to shed a lot of insight into the rich tree-like structure of 'pure states' that emerge in reversible spin glass systems over long periods of time [42] . Writing E = {−1, 1}, the spins flip between −1 and 1 at rate c(σ i,j t , G i,j t ) for some general function c ∶ {−1, 1}×R → R + , where the field felt by the spin is written as
and J = {J jk } N j,k=1 are i.i.d. centered Gaussian variables with a specified level of symmetry. We now overview some of the existing literature on the dynamics of the SK spin glass. In the physics literature, averaging over quenched disorder been used to derive limiting equations for the correlation functions [51, 50, 33, 42, 39, 38] . Grunwald [29, 30] determines the large N limiting dynamics for the pathwise empirical measure ν N = N −1 ∑ N j=1 δ σ j [0,T ] for a jump-Markov system like in this paper, over finite time-intervals starting from i.i.d initial conditions. This pathwise empirical measure is an extremely rich object, since it 'knows' about the correlations in time of the spins. The downside of using such a rich order parameter is that its limiting dynamics is not autonomous: one needs to know the entire history over [0, t] to compute the solution over [0, t + δt]. The intractability of the emergent dynamics is why there do not exist any rigorous results analyzing the emergent equations (a point that has been emphasized by Ben Arous [4] ). For this reason, this paper focusses on determining the limiting dynamics of a different order parameter: the double empirical process that cannot discern time-correlations in individual spins. The chief advantage of working with this order parameter is that the dynamics becomes autonomous (and thus much more tractable) in the large N limit, just as in classical methods for studying the empirical process in interacting particle systems [19, 53] .
Ben Arous and Guionnet obtain large N emergent equations for the dynamics of the 'soft' SK spin glass with (i) i.i.d initial conditions [7, 10] , and (ii) initial conditions given by the invariant measure µ N β,J in (4) [9] . Guionnet [31] proves that in the soft SK spin glass started at i.i.d initial conditions, the dynamics of the empirical measure converges to some unique limit, with no restriction on time or temperature. More recent work by Ben Arous, Dembo and Guionnet has rigorously established the Cugliandolo-Kurchan equations [18] for spherical spin glasses using Gaussian concentration inequalities [8, 20] .
The main result of this paper determines the large N asymptotic dynamics of a macroscopic variable (the 'double empirical process') following a deep quench of iid initial conditions. Our ultimate aim (in a following paper) will be to show that the empirical process converges as N → ∞ to have a density given by a Mckean-Vlasov-type PDE 1 of the form, for α ∈ E M and x ∈ R M ,
where ξ t ∈ M + 1 E M × R M is the probability measure with density p t ,α i is the same as α, except that the i th spin has a flipped sign and m ξt and L ξt are functions defined in Section 2. This PDE is an autonomous flow operator. In this paper we establish an intermediate result: we show that the flow of the empirical process is approximated by an implicit PDE of a similar form to the above, except that one replaces ξ t by the empirical process.
The significance of (2) is that it should allow a more precise characterization of the 'glassy dynamical phase transition' observed in SK spin glass dynamics [52, 35] . For Glauber dynamics for the SK spin glass [42] , the connections are symmetric (i.e. J jk = J kj ) and the dynamics is reversible, with c taking the form [30] , c(σ, g) = 1 + exp 2βσ(g + h) −1 ,
• Suppose that (2) admits a unique, globally-attracting fixed point µ * . Then one conjectures that the invariant measure for the law of the empirical processμ N (σ t , G t ) defined in (15) (the law is thus in
) is (i) unique, and (ii) converges to δ µ * as N → ∞.
• It is known that the time taken for the system to converge to equilibrium diverges with N , once β is sufficiently large [11] . It therefore seems natural to conjecture that the glassy dynamical phase transition corresponds to a bifurcation about a fixed point of the PDE in (2) (with M = 1).
• Another benefit of working with this particular order parameter is that it seems likely that the autonomous flow in (2) is accurate for more general disorder-dependent initial conditions. Essentially what one requires is that the initial condition µ J is such that µ J (σ 0 = α) E γ α,G 0 µ J (σ 0 = α) ≤ O exp(δN ) , for small δ with high probabilty, and γ α,G0 is the regular conditional distribution for the law γ of the connections (defined at the start of Section 5).
Many recent applications of dynamical spin glass theory have been in neuroscience, being referred to as networks of balanced excitation and inhibition [27] . Typically the connections in these networks are highly asymmetric, unlike in the original SK model. These applications include networks driven by white noise [16, 14, 56, 15, 25, 23, 24, 26] and also deterministic networks [1, 47, 37, 22] 2 ; the common element to all of these papers being the random connectivity of mean zero and high variability. It has been argued that the highly variable connectivity in the brain is a vital component to the emergent gamma rhythm [14] . Another important application of spin-glass theory has been in studying stochastic gradient descent algorithms [5, 43] .
The method by which we prove our analytic results is to prove the convergence of the expectation of test functions with respect to the double empirical measure: a method that has been applied to interacting particle systems in, for example, [36] and [41] . To understand the change in the fields {G j t } over a small increment in time, we use the law γ of the connections, conditioned on the value of the fields at that time step. It is fundamental to our proof that -essentially due to the Woodbury formula for the inverse of a matrix with a finite-rank perturbation -the conditional Gaussian density can be written as a function of the
and local variables (see the analysis in Section 6). The author would have liked to have adapted Sznitman's work [53] and demonstrated the convergence directly using a Wasserstein metric. However the Wasserstein metric is very difficult to implement because the discontinuity of the spin-flipping leads to multiplicative noise in the limiting equations (in Sznitman's work the noise is additive). The multiplicative noise means that the time-discretized approximation to Ψ t is not Lipschitz with respect to the Wasserstein metric. Instead one must demonstrate the convergence by looking at expectations of smooth test functions. For this reason we leave to a forthcoming paper the task of proving that the implicit operator Ψ t of this paper converges, P-almost surely, to an operator
correponding to the PDE in (2) . Notation: Let E = {−1, 1}. For any Polish Space X , we let M + 1 (X ) denote all probability measures on X , and D [0, T ], X the Skorohod space of all X -valued cadlag functions [12] . We always endow M + 1 (X ) with the topology of weak convergence. Let P ∶= M + 1 E M × R M denote the set of all probability measures on E M × R M , and define the subsetP
Let d W be the following Wasserstein Metric [53, 28] onP, i.e.
where the infimum is over all measures η ∈ M + 1 E M × R M × E M × R M with marginals β (over the first two variables), and ζ (over the second two variables). We let C([0, T ], X ) denote the space of all continuous functions from [0, T ] to X . B(X ) denotes the set of all Borel-measureable functions from X to R. For any vector g ∈ R M , g is the Euclidean norm, and g 1 is the supremum norm. For any square matrix K ∈ R m×m , K is the operator norm, i.e.
Kx .
Outline of model and main result
Let Ω, F , (F t ), P be a filtered probability space containing the following random variables. The connections (J jk ) j,k∈Z are centered Gaussian random variables, with joint law γ ∈ M + 1 R Z + ×Z + . To lighten the notation we assume that there are self-connections (one could easily extend the results of this paper to the case where there are no self-connections). Their covariance is taken to be of the form
The parameter s ∈ [−1, 1] is a constant indicating the level of symmetry in the connections. In the case that s = 1, J jk = J kj identically, and in the case that s = −1, J jk = −J kj identically. In the case that s = 0, J jk is probabilistically independent of J kj . {J jk } j,k∈Z + are assumed to be F 0 -measureable. We take M replicas of the spins: this means that the connections J are the same across the different systems, but (conditionally on J) the spin-jumps in different systems are independent. Our reason for working with replicas is that, as discussed in the introduction, in the case of reversible dynamics, replicas are known to shed much light on the rich 'tree-like' structure of pure states in the equilibrium Gibbs measure [42] . If one wishes to avoid replicas, one could just take M = 1. The spins σ i,j t j∈I N ,i∈I M ,t≥0 constitute a system of jump Markov processes: i being the replica index, and j being the spin index. Spin (i, j) flips between states
for which we make the following assumptions:
• c is strictly positive and uniformly bounded, i.e. for some constant c 1 > 0, sup σ∈E sup g∈R c(σ, g) ≤ c 1 and c(σ, g) > 0.
• The functions g → c(1, g) and g → c(−1, g) are assumed to be each three-times continuously differentiable. The magnitude of each of the derivatives is assumed to be uniformly upperbounded by a constant c L .
• The following Lipschitz condition is assumed: for a constant c L > 0, for all σ ∈ E and g 1 , g 2 ∈ R,
• The following limits exist for σ = ±1,
• The log of c is bounded in the following way: there exists a constant C g > 0 such that
We note that the Glauber Dynamics for the reversible dynamics in (3) satisfy the above assumptions [30] .
To facilitate the proofs, we represent the stochasticity as a time-rescaled system of Poisson counting processes of unit intensity [2] . We thus define {Y i,j (t)} i∈I M ,j∈Z + to be independent Poisson processes, which are also independent of the disorder variables {J jk } j,k∈Z + . We define the spin system {σ i,j t } to be the unique solution of the following system of SDEs
where A ⋅ x ∶= (−1) x . Clearly σ i,j t depends on N (for convenience this is omitted from the notation). The law of the initial condition σ 0 is written as µ 0 ∈ M + 1 E MN . µ 0 is assumed to be independent of the disorder. As explained in the introduction, the order parameter that is central to this analysis is the double empirical measure, which we now specify more precisely. Define the (process) double empirical measurê
where {σ i,j t } is the solution of the above jump Markov Process, and G i,
For some fixed constant c > 0, define the set
We assume that the initial condition is such that
For an arbitrary positive constant T > 0, we define
Intuitively, the stopping time is achieved when the spins in different replicas are too similar. One expects that this is an extremely rare event, even on timescales diverging in N . The main result of this paper is the following. We emphasize that these are quenched results. 'Annealing' methods are not used in this paper.
The flow Ψ is specified in Section 2.1. It follows immediately from the Borel-Cantelli Theorem that P almost surely lim
Specification of Flow Ψ
Fix µ ∈ C [0, T ], P . In this section we define Ψ⋅µ [0,T ] ∈ C [0, T ], P . For any ξ ∈ P such that E ξ(σ,g)
to have the following elements,
Assuming for the moment that K ξ is invertible, write H ξ = (K ξ ) −1 , and define the vector field m ξ (σ,
We can now write down the PDE that defines the density of ξ t ∶= Ψ t ⋅ µ. For some α ∈ E M , we write p t (α, x) to be the density of ξ t in its second variable, i.e. dξ t α, g t ∈ [x, x + dx] ∶= p t (α)(x)dx. Writẽ α i ∈ E M to be almost identical to α, except that the i th spin has a flipped sign. The evolution of the densities is governed by the following system of partial differential equations
Remark 2.2. We emphasize that the convergence result in Theorem 2.1 does not hold for the path-wise empirical measure, i.e.μ
endowed with the Skorohod topology on the set of cadlag paths D [0, T ], E M [46] . Indeed it is known that the limit of the pathwise empirical measure is non-Markovian, so the Markovian stochastic hybrid system with Fokker-Planck equation given by (26) is almost certainly not the limiting law for the pathwise empirical measure [7] . This does not mean that our result in Theorem 2.1 is inconsistent with the non-Markovian system in Grunwald [29, 30] , since the topology in our theorem cannot discern correlations in time.
Proof of Theorem 1
We first require some results concerning the regularity of the matrix of connections. Let J N be the N × N matrix with elements N − 1 2 J jk . It is known that as N → ∞, J N → 2, γ almost surely [3] . Define J N to be the event
When the context is clear, we omit the argument from the empirical process, i.e. we writeμ N instead of µ N (σ, G).
2. Also,
3. For any m > 0, there exists x such that lim N →∞
Proof. It may be observed that
as long as J N holds.
(iii) This is a standard result from random matrix theory [3] .
The following simple lemma will be used throughout the paper.
Proof. Immediate from the definitions.
We discretize the time interval
Thanks to Lemma 3.2, for Theorem 1 to hold, it suffices to prove that some n ∈ Z + , sup 0≤b<n lim N →∞ N −1 log P J N and sup
The last of these has already been demonstrated in Lemma 3.1. (33) is established in Lemma 4.12. We now establish (32) in the following lemma.
Proof. It can be seen that Ψ t ⋅μ N (σ, G) ∈P is the marginal law of (η t , z t ), these processes being the unique solution of the stochastic hybrid system. Let {Ỹ p (t)} p∈I M be independent Poisson Counting Processes, and {W p t } M p=1 independent Wiener Processes and define
andμ N 0 is the law of the random variables (α 0 , x 0 ). Thanks to Lemma 3.1 (2), if the event J N holds then Eμ
Noting the definition in (25) , one easily checks that the map
is uniformly Lipschitz, as long as τ N > t is greater than or equal to c, and therefore Hμ
ii is uniformly bounded by √ 2c 1 , the uniform continuity of the marginal laws of (η t , z t ) ensure that once n is sufficiently large,
It remains for us to establish (34) . We use sets of characteristic functions (see [49] for a detailed overview of characteristic functions) to metrize the weak converge. Thus for each m ∈ Z + , define the following finite subset of C ∞ (R M )
where Γ(θ) = cos(θ) or sin(θ). Write the first derivative of φ ∈ F m with respect to the j th variable as φ j , the second derivative of φ ∈ F m with respect to the j th and k th variables as φ jk , and the third derivative as φ jkl .
It is straightforward to check that
Let m n be some large integer that we specify more precisely further below, and for 0 ≤ b < n, define
Thanks to the Heine Cantor theorem, since the characteristic functions are convergence determining on W 2,c (which is compact, and thanks to Lemma 3.1, the events J N and τ N > t
imply that the empirical measure is in W 2,c ), there must existǫ such that for all large enough m b ,
Define the events {U N b } n−1 b=0 , for a positive constant u > 0 (to be specified more precisely below), (43) and observe that
We thus find from Lemma 3.2 that it suffices to prove that sup 0≤b<n lim N →∞
We now define a random measure
to be the law of random variables (α,
and δt = T n. It follows from the triangle inequality that, since exp(ut
Thanks to Lemma 3.2, it thus suffices to demonstrate the following two lemmas. Lemma 3.4 is established in the following sections. 
Lemma 3.5. For sufficiently large n, and all b such that 0 ≤ b < n,
and δt = T n. Thanks to the triangle inequality, it suffices for us to prove the following two inequalities, lim N →∞
The uniformly Lipschitz nature of the functions φ a defining the metric d(⋅, ⋅) imply that d(β, ζ) ≤ d W (β, ζ). (50)). In both cases, the law of the initial condition is given by Ψ b ⋅μ N . However the dynamics in the latter is a time-discretized approximation to the former. One thus finds that
It remains to prove (51) . It can be checked that L µ ≤ c 1 M . Properties of the characteristic functions now imply that the mapP →P given in (49)-(50) is uniformly Lipschitz. Thus if we choose the constant u to be large enough we obtain (51).
Change of Measure
The rest of this paper is oriented towards proving Lemma 3.4. In this section we define the law of new processesσ which are such that the field variables are independent of the connections. However the new processes are an excellent approximation to the old process, as long as the empirical process lies in a δ-ball about a specified fixed point. The fact that the new processes are independent of the connections will then allow us to use the conditional Gaussian measure γ α,g to accurately infer the evolution of the fields over a small time step. The main result of this section is Lemma 3.6.
We start by partitioning
We must now take a refined time discretization with (m + 1) time points, where m ∈ Z + is such that m = nk, for some k ∈ Z + . The reason for this is take we must control the size of the Girsanov exponent further below.
], E MN → R satisfying the following properties:
There are many possible ways to define {G p,j q }: all that one needs to do is (i) define a discrete map satisfying the second of the above criteria (notice that there are only a finite number of criteria defining S q , so this is always possible once N is sufficiently large), and (ii) insist that G p,j q is constant over the time intervals
To lighten the notation, the dependence ofσ p,j t on q has been omitted from the notation. Notice that σ p,j 0 = σ p,j 0 . It is straightforward to check that there exists a unique solution to the above system of stochastic differential equations, thanks to the assumed regularity of the intensity function c.
Write the law of the solution to the above set of equations as
and we have writtenσ i,j s to be the counting process specifying when σ i,j s changes sign -i.e. σ i,j s = σ i,j 0 ×A⋅σ i,j s . It follows from Girsanov's Theorem [29, 34] 3 that the Radon-Nikodym derivative satisfies
For an arbitrary positive constant T > 0, we define a stopping time which is the analog of the definition of τ N in (18) .τ
Lemma 3.6. Suppose that for anyǭ > 0, for large enough n ∈ Z + ,
Then Lemma 3.4 is satisfied, i.e. for anyǫ > 0,
Proof. Define the event
Through a union-of-events bound we find that
Thanks to Lemma 3.2, since Q is finite and independent of N , it suffices to prove that each of the above terms is exponentially decaying in N . The terms in the first summation are exponentially decaying in N , thanks to Lemmas 3.1 and 3.7. For the last term, using the above expression for Girsanov's Theorem,
Our assumption in the statement of the lemma implies that we can chooseδ to be sufficiently small that
then (62) is exponentially decaying in N as well. 3 A quick way to see why this formula holds is to note that the probability of a jump occurring over a small time interval is approximately exponentially distributed, i.e. P(
. Taking the ratio of two such densities, multiplying over many time intervals, and then taking δt → 0, we obtain the formula (57). Lemma 3.7. For anyδ > 0, for all sufficiently large m ∈ Z + , there exists n ∈ Z + such that
.
Now for large enough n,
To see this, our assumptions on the function c dictate that we can take n to be large enough that
We thus find that
Furthermore the definition of G directly implies that
The above two equations thus imply that (66) holds, for large enough n. It remains to show that for sufficiently large m,
is Lipschitz with respect to the Wasserstein metric, and using Lemma 4.12.
For the second term, we write dȲ i,j s = dσ i,j s − c(σ i,j s , G i,j s )ds:σ i,j s is known as the compensated Poisson Process, and is a Martingale [17] . We thus find that
It is straightforward to demonstrate that the probability of the second event is exponentially decaying in N , using the boundedness of c, and adapting the above proof of (64). One also makes use of the assumptions on the function c in (9)- (11) .
To show that the probability of the second event in (69) is exponentially decaying, using Chernoff's Inequality, for a positive number κ,
Since we are taking the expectation of a martingale, standard properties of the Poisson Process (similarly to Lemma 4.11) dictate that (since the intensity is uniformly bounded by c 1 ), there exists a constant C such that for all sufficiently small κ,
. Now thanks to assumption (10),
Furthermore if the property J N holds, then 2c 
Thanks to the definition of G i,j q , ifμ N ∈ S q , then
can be made arbitrarily small, by taking n to be arbitrarily large. One also makes us of the assumed properties of c in (9)-(11).
Taylor Expansion
Throughout this section and the next, we focus on proving criterion (59) of Lemma 3.6. For the rest of the paper, we fix the indices (q i ) defining the processσ t . After the change of measure of the previous section, our task is now much easier, because now the spin flipping of the processes inσ t is independent of the connections J. Recall thatG p,j t = N −1 2 ∑ k∈I N J jkσp,k t . Recall the definition of ξ b (σ b+1 ,G b+1 ) as the law of the random variables in (45)- (46) . We enumerate
We thus see that
Since F m b < ∞, thanks to Lemma 3.2, in order that the criterion (59) of Lemma 3.6 is true it suffices to prove the following lemma (we have rescaled ǫ 2 → ǫ). 
To demonstrate the convergence, we Taylor expand the difference in expectation of the test functions {φ a }. The Taylor expansion will only be accurate if the increments ofG i,j t over the time interval are sufficiently small. We thus definẽ
The exponent 2 5 has been chosen to be small enough that a third order Taylor expansion inG is o(δt), but large enough that Ĩ N N is very small, with very high probability. Recall that for any α ∈ E M , α[i] is the element of E M with the i th element flipped in sign. DefineR a,α b to be such that 
Proof. This follows from Taylor Expanding φ a to two orders, and using the fact that
Lemma 4.2 allows us to decompose the difference as
and {β i q } 6 i=1 are defined as follows. The term β 1 represents the leading order change in the two expectations due to jumps in the spins, while holding the field to be constant, i.e.
recalling that α[i] is the same as α, except that the i th element has a flipped sign. The sum of the terms {β 2 , β 3 , β 4 , β 5 } represents the leading order change in the two expectations due to changes in the fieldG t , while holding the spin to be constant. For the spins such that the change in the fields is not too great, we obtain them by performing a Taylor expansion of φ, with the first and second order terms given by β 2 b and β 3 b , i.e.
The term β 6 is the remainder, such that (78) holds identically. This means that
We further decompose β 2 and β 3 as follows. The terms β 7 , β 8 and β 9 will be bounded in Section 5 using the conditional Gaussian law of the connections. The expansion below uses terms (i.e.m andL) that will be defined in Section 6:m is the mean of a conditional Gaussian expectation, andL is approximately the conditional variance. For the moment it suffices to note that these terms are functions ofσ u andG u , for u = b, b + 1. We further decompose β 2 as follows,
We further decompose β 3 (α,σ b ,G b ) as follows
To satisfy (74), it suffices for us to show that for anyǭ > 0, there exists n 0 such that for all n ≥ n 0 , for each i such that
Proof. The above analysis implies that for large enough n,
The Lemma now follows as a consequence of Lemma 3.2, since F m b < ∞. We also make use of Lemma 4.2, which implies that the probability of the last event is exponentially decaying.
The rest of this section is devoted to bounding the terms in Lemma 4.3 that do not directly require the law of the Gaussian connections. The following section is devoted to bounding β 2 , β 8 , β 9 : these terms require the conditional Gaussian law to bound. Lemma 4.4. For large enough n, the following identity always holds, as long asτ N > t
Proof. Using Taylor's Theorem on (80), and the fact that φ a ijk ≤ 1, we have that
using the definition ofĨ N in (75). Since δt = T n, for large enough n we obtain the lemma. 
Proof. This follows from the fact that the spin-flipping is Poissonian, and employing Chernoff's Inequality.
Lemma 4.6. For anyǫ > 0, there exists n 0 ∈ Z + such that for all n ≥ n 0 ,
Proof. LetJ N be the I N × I N square matrix with entries given by {N −1 2 J jk } j,k∈I N . Let its operator norm be J N . Observe that
Furthermore, by (i) of Lemma 4.11
We thus see that, writingǭ =ǫ 4M (M + 1)c 1 , lim N →∞
The second of the right-hand-side terms is negative, thanks to (ii) and (iii) of Lemma 4.11. It thus remains to prove that lim We can now use known Large Deviations results on the dominant eigenvalue of random matrices (as noted in (3) 
By Lemma 4.11, lim N →∞
It remains to prove that the second term on the right-hand-side of (93) is negative.
We thus have that
, for some λ ∈ [0, 1], by the Taylor Remainder Theorem. We thus see that if I N < N ǫT (8n), then necessarily
as required. It thus suffices for us to prove that for all sufficiently large N , 
To this end, we obtain from (94) that, since φ a i ≤ 1, by the Cauchy-Schwarz Inequality,
whereJ N is defined during the proof of the previous lemma.
Since z = M c 1 δt, (97) implies that
This means that for δt sufficiently small, 
Proof. Writing I c N = I N − I N , andĨ c N = I N −Ĩ N (whereĨ N is defined in (75)),
Through a union of events bound (and using Lemma 3.2), we have that lim N →∞ 
forḠ j = λG j b + (1 − λ)G j b+1 , for some λ ∈ [0, 1], by the Taylor Remainder Theorem. By the Cauchy-Schwarz Inequality,
The above is negative for sufficiently large n, by Lemma 4.6.
In order that the right hand side of (101) is negative, it remains to demonstrate that
This follows from Lemma 4.10.
Lemma 4.9. For anyǭ > 0, for sufficiently large n ∈ Z + ,
Proof. These follow from Lemma 4.10.
Lemma 4.10. For any ǫ > 0, for sufficiently large n ∈ Z + (and recalling that δt = T n),
Proof. The proofs are very similar and so we only include the second result. It follows from Lemma 3.2 that lim N →∞ immediate from the fact that the spin-flipping intensity c(⋅, ⋅) is uniformly upperbounded by c 1 that for every j ∉ I N , σ p,j t = σ p,j b . This means that
This means that, since the Poisson Processes are independent of the connections J,
where we have written 
for some constant C, and for small enough δt. We thus find that for sufficiently large n, since I c N ≤ N , 19 20 2 .
Observe that if I N ≤ N (M + 1)c 1 δt, then
Substituting the above two identities into (108), we obtain that
The following lemma contains some standard results concerning Poisson counting processes [17] . They can be demonstrated using Chernoff's Inequality. 
(ii) For any ǫ > 0, and any sequence of subsets I N ⊂ I N such that I N > 0 for all N ,
(iii) For any ǫ ∈ (0, c 1 ), and any sequence of subsets I N ⊂ I N such that I N > 0 for all N ,
Convergence of expectations with respect to the empirical measure
We first bound the probability of the fluctuations inμ N t (σ, G) over small time intervals being large. Recall that d W is the Wasserstein metric, as defined in (7) . 
Proof. It follows from the definition that
Now as long as the event J N holds,
Writingǭ to be such that √ 12ǭ + 2ǭ = ǫ, and noting that Y i,j b is non-decreasing, it thus suffices to prove that for anyǭ > 0, lim N →∞ N −1 log P J N and N −1
Taking δt to be such that c 1 δt ≤ǭ 2, it suffices to prove that lim N →∞ N −1 log P J N and N −1
Since the {Y i,j } i∈I M ,j∈I N are independent, and E N −1 ∑ j∈I N ,i∈I M Y i,j b (c 1 δt) = M c 1 δt, Sanov's Theorem implies (117) [21] . Lemma 4.13. For any ǫ > 0, there exists n 0 ∈ Z + such that for all n ≥ n 0 , lim N →∞
Proof. It is straightforward to check that the maps µ → K µ , µ → L µ , µ → υ µ , µ → κ µ are uniformly Lipschitz over the domain µ ∈ W 2 with respect to the Wasserstein metric. The lemma is thus a consequence of Lemma 4.12. and so it suffices to prove that each of the terms on the right hand side is zero. Now
This means that
Thanks to Lemma 3.2 , it thus suffices to demonstrate the following three identities lim N →∞
Since c(⋅, ⋅) is Lipschitz, it is easy to check that the map µ → E µ σ p c(σ p , G p )G q is uniformly Lipschitz over the subset W 2 . Thus for small enough ǫ > 0,
It thus follows from Lemma 4.12 that (127) holds for any C 2 > 0, once n is large enough. To establish (128),
σ p,j s c(σ p,j s , G p,j s )ds is a martingale. We thus find that, for some a > 0,
by Doob's Submartingale Inequality, since exp(aZ t ) is a submartingale (since the exp function is convex).
Since the jumping of the {σ p,j t } is Poissonian, standard properties of the Poisson Process dictate that E exp(aZ t ) = O exp(a 2 N δt) . Thus for small enough a, we obtain that lim N →∞
as required. The proof of (129) is analogous. 
and it therefore follows from Lemma 4.14 that lim N →∞
The proof of (131) is similar. We make use of the fact that H b ≤ c −1 as long asτ N > t 
by Jensen's Inequality. It thus suffices to show that there exists a constant C > 0 such that
By the triangle inequality,
Now since the event J N holds, and c(⋅, ⋅) ≤ c 1 , by Jensen's Inequality
It thus follows from the previous two equations that lim N →∞ N −1 log P J N and sup
Since κ b ≤ M sup p,q∈I M κ pq b , we find that lim N →∞
One can similarly show that lim N →∞
Finally the event J N also implies that υ b ≤ √ 3M . All of the above inequalities together imply (133).
Using the Conditional Gaussian Expectation to Estimate the Field Dynamics
In this section we continue the proof of Lemma 4.3: providing bounds for the terms
For fixedσ b ∈ E MN and any g ∈ R MN , let γσ b ,g ∈ M + 1 R N 2 be the regular conditional probability distribution of the connections J, conditionally on
Standard theory dictates that γσ b ,g is Gaussian: in the following section we determine precise expressions for the conditional mean and variance.
Lemma 5.1. For anyǭ > 0, for large enough n,
Proof. The proofs of the above two terms is very similar, thus we only prove (139). Let P N b,q,σ b be the regular conditional probability distribution of P N b,q , conditionally onσ b . Define Q Ñ
to be the regular conditional probability distribution of (J,σ b ), conditionally on bothσ b andG b . Sinceσ b and J are independent, we have that
Writing Z N = g ∈ R MN ∶ sup i∈I M g i,j 2 ≤ 3N , this means that
It thus suffices to prove that
For a constant r > 0, by Chernoff's Inequality,
, and conditionally onσ t ,
is Gaussian and of zero mean, using the expression for the conditional mean in (6.2) . The covariance can be upperbounded using (i) and (ii) in Lemma 6.1, i.e.
using the fact that φ a i ≤ 1. We thus find that, using the formula for the moment-generating function of a Gaussian distribution,
We now choose r =ǭδt 4M 2 (1 + s) , which means that
We thus find from (144), (145), (146) and (147) that
This implies (143). The proof of (140) is analogous to the proof of (139) -it also requires the use of identity (133). 
Thanks to Lemma 4.11, lim N →∞
We can thus assume henceforth that
By Chernoff's Inequality,
We now bound the first of the expectations on the right hand side: the bound of the other is similar. Let O be an N M × N M square matrix (indexed using the following double-indexed notation). The element of O with indices (i, j),
are centered Gaussian variables with respect to the conditional probability law, with N M × N M covariance matrix R N σ b ,σ b+1 (as defined in (169)). Gaussian arithmetic thus implies that
where {λ j } N j=1 are the eigenvalues of the matrix OR N (σ b ,σ b+1 ) (assuming for the moment that these eigenvalues are strictly less than one). We thus find that 
since φ a ip (G j b )χ{σ j b = α} ≤ 1, and the fact that the operator norm is upper-bounded by the matrix dimension multiplied by the Frobenius matrix norm.
Thus thus find that Z j ≥ 1 2 , as long as MrC N sup q∈I M ∑ N l=1 χ σ q,l b+1 ≠σ q,l b ≤ 1 2 , and therefore
using (154). Now, noting the definition of L N (σ b ,σ b+1 ) in (170),
By Lemma 6.3,
Now
Observe that since s ≤ 1,
In summary, and noting our assumption in (152), we find that
This clearly implies the lemma, as long as δt is sufficiently small.
Appendix: Gaussian Identities
Throughout this section we take {σ b+1 ,σ b } to be fixed constants. It is assumed thatτ N > t (n) b . Recall that for any g ∈ R MN , γσ b ,g is defined to be the regular conditional probability law of γ, conditioned on the M N random variables (for p ∈ I M and j ∈ I N ) N − 1 2 ∑ N k=1 J jkσp,k = g p,j . Since γ is Gaussian, γσ b ,g must also be Gaussian, since it is obtained by conditioning on a linear combination of Gaussian variables (see for instance Theorem A.1.3 in [40] ). In this section we obtain an expression for the mean and variance of the variables
under the conditional law γσ b ,g . The main result of this section is Lemma 6.2: this lemma is crucial because it demonstrates that the conditional mean of the incrementG i,j b+1 −G i,j b can be written as a function of the variables {σ j b ,σ j b+1 ,G j b } and the empirical measure at time t
. This property is crucial for us to be able to obtain a closed expression for the dynamics of the empirical process.
We writeG
Since the above definitions are linear, we see thatγσ b ,σ b+1 is Gaussian. Now define γ Ñ
The rest of this section is devoted to finding tractable expressions for the mean and variance of γ Ñ
The contents ofK N σ b ,σ b+1 are the following M N × M N square matrices, with the replica indices at the top, and the spin indices at the bottom, i.e.
WriteΥ Ñ σa+1 to be the Gaussian density of
Standard theory (see for instance Theorem A.1.3 in [40] ) dictates that the density of
, and has the form
i.e. in the abovem i,j b is the element with index (i, j) in the above vector resulting from two matrix multiplications on the vectorG b . R N σ b ,σ b+1 is the M N × M N conditional covariance matrix of F b , i.e.
noting that L N is an M N × M N matrix. Lemma 6.1. Recall that ⋅ is the operator norm. We have the following bounds on N M × N M square matrices
Proof. (i) This is a known property of finite Gaussian systems: the conditional variance is always less than or equal to the variance. It follows from the fact that R N ,K N and L N are positive definite.
(ii) Let a = (a i,j ) i∈I M ,j∈I N . Write using the Cauchy-Schwarz Inequality, and the fact that since σ i,l b+1 − σ i,l b ≤ 2,
by the (discrete) Jensen's Inequality. We thus find that i,m∈I M j,k∈I NK
which implies (ii). The proofs of (iii) and (iv) are analogous to the proof of (ii) and are neglected.
We now determine a precise expression for the conditional mean. It is fundamental to the entire paper thatm j can be written as a function purely of (i) 'local variables' (i.e.G j b ,σ j b andσ j b+1 , and (ii) the empirical measure (i.e. via the definitions in (172) -(173)). 
Proof. By assumption at the start of this section,σ b ∈ X N , and this implies that the M × M square matrix K b (with elements defined in (172)) has eigenvalues greater than c. Since it is co-diagonal with its inverse, it must be that H b ≤ c −1 . We assume for the moment that
Substituting the identity in (163) we find that In matrix / vector notation, this means that V j =HG j b − sHQσ j b . Now using the identities in (165) and (168),m
We addσ p,j b to both sides of (176), and sum over j, obtaining that
Multiplying both sides of the above equation byH b , we find that
Substituting this into (178), we find that
At the beginning of this proof we assumed that K N (σ b ) is invertible. We now consider the more general case when it is not invertible. We define K N (σ b ) must be greater than or equal to δ, which means that it is invertible (since it is symmetric). By the same reasoning as the above, we would then obtain that
We then take δ → 0, noting that the above expression converges to that in (184). Since the conditional Gaussian distributions must also converge as δ → 0, the result in the Lemma must hold true in the δ = 0 limit. = O(N −1 ), since the Euclidean norm ofX j is O(N −1 ), and the operator norms ofL andH are O(1) (as noted above). This means that this term is negligible in the limit as N → ∞. For the other term, observe that since c is bounded,
We thus find that We have thus proved the lemma.
