Safety accidents caused by Lithium-ion (Li-ion) batteries are numerous in recent years. Therefore, more and more attention has been drawn to the Remaining Useful Life (RUL) prediction and health status monitoring for Li-ion batteries. This paper proposes a deep learning method that combines the Forgetting Online Sequential Extreme Learning Machine (FOS-ELM) with the Hybrid Grey Wolf Optimizer (HGWO) algorithm and attention mechanism for the Prognostic and Health Management (PHM) of Li-ion battery. First, we use the Variational Mode Decomposition (VMD) to denoise the raw data before the training. Then the key parameters optimization of the FOS-ELM model based on the HGWO algorithm is introduced. Finally, we apply the attention mechanism to further improve the accuracy of the algorithm. Compared with traditional neural network methods, the method proposed in this paper has higher efficiency and accuracy.
I. INTRODUCTION
Lithium-ion (Li-ion) battery is a new generation of green high-energy rechargeable battery, which has outstanding advantages such as long lifecycle and no memory effect. Thus, it has been extensively used in new energy vehicles, aerospace, and other fields. However, complex physical and chemical changes will occur within the Li-ion battery in the process of use. The chemical reaction inside the Li-ion will lead to the consumption of battery polarity, electrolyte and separator. Also the inner lifetime of the Li-ion battery will be gradually reduced due to some irreversible reactions or even failure, which will bring serious problems to the production process and even cause significant losses. For example, the National Aeronautics and Space Administration (NASA) launched a Mars probe. Since the battery status was ignored, The associate editor coordinating the review of this manuscript and approving it for publication was Yongquan Sun . the movement of the solar panels moved to the opposite direction of the sun, causing excessive battery discharge, overheating and loss of charge capacity. Finally, the detector was lost because of no power supply. Moreover, failures of Li-ion batteries result in not only enormous repair cost but also risk catastrophic consequences [1] - [4] .
In recent years, the application of the Prognostics and Health Management (PHM) method is more and more extensive, such as bearings, batteries, etc. Researhers have proposed many different formal methods and algorithms based on model-based, data-driven, and hybrid prognostics in Li-ion battery Remaining Useful Life (RUL) prediction [5] - [8] . PHM is a monitoring and predicting system, which can detect equipment failure in time and predict the Remaining Useful Life (RUL) of equipment to help decision-makers to make appropriate decisions. Therefore, research PHM technology can accurately prognosis the health status, RUL and performance of Li-ion batteries, provide VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ information for the maintenance and prevent damages to the battery health due to excessive charge and discharge, which is of great significance for the safety and reliability of Li-ion battery. The core of PHM is the accurate prediction and reliable analysis of the RUL of the target object [9] . Li-ion battery's Remaining Useful Life (RUL) prediction method can be divided into three categories: (1) experience-based approaches, such as the physicochemical aging model [13] ; (2) model-based approaches, such as filters [14] - [21] ; (3) data-driven approaches [22] . The modelbased methods and the experience-based methods are mainly to analyze the complex physical and chemical changes in the charge and discharge cycle, based on which we can build physical degradation models to predict RUL of the Li-ion battery. However, it is hard to derive a universal analytical model to track the degradation of battery capacity. With data-driven methods, many researchers use the capacity as a health indicator (HI) to realize the RUL prediction of Li-ion battery. The advantage of data-driven methods is that it only depends on historical data and avoids constructing complex mathematical or physical models.
Data-driven method uses machine learning algorithms to predict the battery RUL. Due to the complex physical and chemical changes during the charging and discharging process of Li-ion battery, noises will be generated, which will greatly impact the health monitoring and prediction of Li-ion batteries. Existing denoising methods include: kalman filter (KF) [15] , particle filter (PF) [17] , empirical mode decomposition (EMD) [45] , ensemble empirical mode decomposition (EEMD) [46] , complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) [47] , etc. When dealing with low-frequency components, it is not easy to reveal the trend of fluctuation with these denoising methods. How to effectively denoise has thus become a problem to solve [63] .
Researchers have proposed many different neural networks algorithms in RUL prediction of battery Li-ion, such as Recurrent Neural Network (RNN), Support Vector Machine (SVM), Long Short-Term Memory (LSTM), etc. Although these algorithms have good prediction performance in Li-ion battery RUL prediction, these algorithms have a common feature that they all contain a great number of parameters, but only the key parameters significantly impact the performance. Gradient descent is an iterative method to solve the algorithm parameters of machine learning algorithm, which requires a long processing time. In practice, data is always being produced continuously. When dealing with this type of data, traditional neural networks algorithms are always need to retrain all the data as a new data sample is added. How to find the optimal set of the key parameters and complete incrementally process new data have also become a problem. Different optimization algorithms have been proposed to reduce the inaccurate algorithm representations led by manual intervention in adjusting key parameters, such as differential evolution (DE), grey wolf optimizer (GWO), particle swarm optimization (PSO), genetic algorithm (GA), etc., [49] - [51] . The coding standard GA adopts the binary coding, while PSO and DE both adopt the real coding. In recent years, many scholars have applied the GA algorithm and PSO algorithm to solve discrete problems through integer coding, especially 0-1 non-linear optimization, integer programming and mixed-integer programming. Fewer studies have been done on the DE algorithm with hybrid coding technology. DE algorithm has only two main parameters to be adjust, and the parameter setting has little effect on the result, so DE algorithm is simpler to apply. As for GA and PSO algorithm, there are too many parameters, and changing parameter settings has a greater impact on the final result. Therefore, in practice, it is necessary to constantly adjust and increase the parameter values, which makes the two algorithms difficult to use. In practical problems, because the vector dimension transformed into an individual is very high, it is important for the algorithm to be capable of dealing with high-dimensional problems. Given high-dimensional problems, GA converges very slowly or even fails to converge, but PSO and DE can solve them effectively. Especially for DE algorithm, its convergence speed is high and the results are accurate. For optimization problems, compared with GA and DE algorithms, the convergence speed of PSO is higher, but PSO is likely to fall into local optimal solution and the algorithm is unstable [51] - [53] . There are some defects of the methods, including premature convergence, poor stability and tendency to fall into local optimum. How to achieve the global optimal solution with high stability and fast convergence speed has thus become another problem.
In order to solve the above problems, we choose an RUL prognosis based on data-driven approaches, and propose a new method named HA-FOSELM, which applies Forgetting Online Sequential Extreme Learning Machine (FOS-ELM) to build the algorithm, and Variational Mode Decomposition (VMD) to denoise before data training. Furthermore, the Hybrid Grey Wolf Optimizer (HGWO) algorithm is adopted to optimize the key parameters of the algorithm. Given real-time monitoring of the health status of the Li-ion battery, the HA-FOSELM method enables the dynamic incremental update of the algorithm, which can load new data into the algorithm in time for training and improve the accuracy of the algorithm. The forgetting mechanism is added to the algorithm, which can eliminate the outdated data in the learning process, and reduce its adverse result on subsequent training. Finally, the attention mechanism is added to make the prediction of the algorithm more accurate. We use the HA-FOSELM method to build the RUL prediction model and run experiments on NASA public dataset. The results show that our proposed method has higher accuracy and efficiency.
The contributions of this paper are as follows:
(1) In order to make the cycle life prediction of batteries more accurate, Variational Mode Decomposition (VMD) is used to reduce the original data noise to improve the accuracy of SOH prediction. VMD algorithm is an adaptive Wiener filter group, which has the advantages of effectively reducing pseudo components and migrating aliasing phenomenon, especially in the low-frequency component.
(2) In the part of neural networks selection, Forgetting Online Sequential Extreme Learning Machine (FOS-ELM) is used to extract features, train data, and improve the accuracy of State of Health (SOH) monitoring and Remaining Useful Life (RUL) prediction. Compared with other algorithms, FOS-ELM algorithm only needs a few parameters. Moreover, it supports the dynamic incremental update algorithm, which can load new data into the algorithm in time for training and improve the accuracy of the algorithm. The forgetting mechanism is added to the algorithm to eliminate the outdated data in the learning process and reduce its adverse result on subsequent training.
(3) In the part of parameters optimization, Hybrid Grey Wolf Optimize (HGWO) algorithm is used to optimize the key parameters, improve the accuracy of State of Health (SOH) monitor and Remaining Useful Life (RUL) prediction. HGWO algorithm combines the advantages of Differential Evolution (DE) algorithm and Grey Wolf Optimizer (GWO) algorithm, while overcome their disadvantages of premature convergence, poor stability and tendency to fall into local optimum. Compared with other algorithms, HGWO algorithm has improved the global search ability with high speed of convergence.
(4) In the part of algorithm accuracy, analysis of the capacity attenuation of the Li-ion battery shows that each feature has different effects on the results. We introduce the attention mechanism in FOS-ELM algorithm, which can effectively allocate more attention weights to key features and reduce distraction. Combining these advantages together, we propose a new method named HA-FOSELM. The results show that the HA-FOSELM method has higher accuracy and efficiency.
The organizational structure of this article is as follows. Section I is research significance and background. Section II is related work. Section III introduces preliminaries. Section IV discusses the proposed method and the algorithm optimization. Section V discusses the experimental results. Section VI is conclusion.
II. RELATED WORK A. DATA-DRIVEN METHODS
The advantage of data-driven methods is that it only depends on historical data to RUL prediction and SOH monitoring of Li-ion battery and avoids constructing complex mathematical or physical models. Compared with other methods, data-driven methods are simpler and faster. Data-driven approaches also contain three major technologies: (1) time-series technology, such as ARMA models [23] ;
(2) machine-learning technology, such as ANN [24] - [26] and RVM [27]- [28] ; (3) statistical technology, such as the Bayesian method [29] - [30] and GPR [31] .
In Ref. [10] , a new Support Vector is introduced, which combines two different attributes by classification and regression to predict real-time RUL of Li-ion battery. In Ref. [11] , a data-driven method integrates RKRLS and HMM of a new enhanced multi-sensor prognostic algorithm to prediction RUL is developed, which has higher accuracy. In Ref. [12] , a target vector is derived by first hitting time to characterize the RUL, building a stochastic algorithm by RVM based on the Bayesian framework, and using the expectation-maximization algorithm to update an optimized RVM algorithm parameters and implement the online RUL prediction.In Ref. [13] , different RUL prediction methods are utilized to compare both the advantages and disadvantages of electrochemical storage devices. In Ref. [14] , the internal resistance of Li-ion battery in vehicles is used as a health indicator to monitor the health status of Li-ion batteries, and periodic driving is applied as a measurement standard to monitor the changes of Li-ion batteries. In Ref. [15] , the unscented Kalman filter is adopted for denosing and relevance vector regression is used for prediction of Li-ion battery, and the prediction algorithm is applied to the shortterm capacity and RUL. In Ref. [17] , a particle filter method is introduced for denoising of battery current and voltage and building new support vector regression is derived for battery SOH monitoring and battery aging prediction. In Ref. [22] , this paper predicts fault of electrical drives based on the data-driven method. Under the principal component analysis framework, this method can give early warning before the failure occurs in electrical drives. In Ref. [26] , the author uses the key parameters that are optimized by particle swarm optimization algorithm of the LMMWNN model. Compared with the LMWNN model, the results show that the LMMWNN model has better performance than the LMWNN model in SOC estimation. In Ref. [27] , because data is always being produced, this paper introduces an incremental optimized RVM algorithm to solve the problem of continuous updating of online data. This method has high accuracy when predicting the RUL of Li-ion battery. In Ref. [32] , the neural network algorithm has been widely used in predicting the RUL of Li-ion battery, which is based on time series, such as RNN, LSTM, etc. In this paper, the LSTM-RNN model is optimized with a dropout technique and the resilient mean square backpropagation method is added for the overfitting problem, which improves the prediction ability. Traditional neural networks (such as RNN, LSTM, etc.) have been used to predict the battery remaining useful life. However, there exist some problems such as local minimum and long training time, which will affect calculation efficiency and accuracy in the traditional neural networks.
Extreme Learning Machine (ELM) is a simple structure with Single Layer Feedforward Neural Network (SLFN), ELM only requires setting an appropriate number of hidden layer nodes and randomly sets the parameters. It does not require many iterations to update hidden layer parameters. Compared with the traditional neural network algorithm, ELM algorithm has the characteristics of fast learning and strong non-linear approximation ability. Both in theoretical research and practical application, ELM has been widely applied by researchers, and its improved algorithms are commonly used in many fields such as wind power prediction [33] , [34] , image processing [35] - [37] , face recognition [38] , medical diagnosis [39] and brain pathological detection [40] , [41] .
B. DENOISING METHODS
Due to the complex physical and chemical changes during the charging and discharging process of Li-ion battery, noises will be generated, which will have great impact on the health monitoring of Li-ion battery. How to effectively denoising has thus become a problem to be solved [63] . Common denoising methods include wavelet transform, fast Fourier transformation, filtering and empirical mode decomposition. In 1998, Huang NE. et al. proposed the Empirical Mode Decomposition (EMD) algorithm. As an effective time-frequency signal analysis method, EMD can not only analyze linear and stationary signals but also non-linear and non-stationary signals. It can better reflect the physical meaning of signals [45] . For the problems of mode aliasing and endpoint effect in EMD itself, Huang proposed Ensemble Empirical Mode Decomposition (EEMD) algorithm in 2009. EEMD can make the signal uniformly distributed by adding the Gaussian white noise to the signal. Although it overcomes the mode aliasing problem of EMD to a certain extent, there are serious false components [46] . In Ref. [44] , to improve the accuracy of RUL prediction for Li-ion battery, the ensemble empirical mode decomposition is used to denoise and then the ARIMA method is applied to predict each component separately. This method effectively improves the accuracy of prediction. Dragomiretskiy proposed an adaptive and nonrecursive signal decomposition method, the Variational Mode Decomposition (VMD) in 2013. VMD algorithm is an adaptive Wiener filter group, which has the advantages of effectively reducing pseudo-components and migrating aliasing phenomenon [47] .
III. PRELIMINARIES A. DATASETS
In this experiment we apply the NASA Ames Prognostics Center of Excellence (PCoE) public battery data set. A set of four Li-ion batteries (B0005, B0006, B0007 and B0018) were run through 3 different operational profiles (a charge, discharge, and impedance) at room temperature. Charging was carried out in constant current (CC) mode at 1.5A until the battery voltage reached 4.2V and then continued in a constant voltage (CV) mode until the charge current dropped to 20mA. Discharging was carried out at a constant current (CC) level of 2A until the battery voltage fell to 2.7V, 2.5V, 2.2V and 2.5V for batteries B0005, B0006, B0007 and B0018 respectively. Impedance measurement was carried out through an electrochemical impedance spectroscopy (EIS) frequency sweep from 0.1Hz to 5kHz. Repeated charge and discharge cycles result in accelerated aging of the batteries while impedance measurements provide insight into the internal battery parameters that change as aging progresses. The experiments were terminated when the batteries reached end-of-life (EOL) criteria, which was a 30% fade in rated capacity (from 2Ahr to 1.4Ahr). This data set can be used for the prediction of both remaining charges (for a given discharge cycle) and remaining useful life (RUL) [63] .
B. STATE OF HEALTH AND HEALTH INDICATORS
State of Health (SOH) shows the battery capacity, health and performance state. It is the ratio of battery capacity have been used for some time battery has full charge state capacity to rated capacity. A new battery rated capacity is 100% and the completely failure battery capacity is 0%. SOH of the battery can be defined in the following ways:
(1) Definition: SOH of battery remaining capacity
where C max is the battery capacity value after the N -th discharge cycle, C rated is the rated voltage of the battery capacity.
(2) Definition: SOH of battery start power
where CC ocmp is the battery real-time start power, CC min is the minimum start power, CC new is the start power when SOC is 100%.
(3) Definition: SOH of battery impedance
where R EOL is the battery impedance when the batteries reached end of life criteria, R new is the original impedance of a new battery, R is the current state impedance. In this experiment, we choose the remaining capacity as SOH definition. The experiments were stopped when the batteries reached end-of-life (EOL) criteria, which was 30% fade in rated capacity (from 2Ahr to 1.4Ahr). EOL is the failure threshold. EOL is defined as follows:
Trends of battery capacity and failure threshold value are shown in Figure1.
C. BASIC ALGORITHM THEORY 1) VARIATIONAL MODE DECOMPOSITION
In order to reduce the influence of noise in SOH monitoring and RUL prediction, this paper uses the Variational Mode Decomposition (VMD) method to denoise the original data, which improves the accuracy of SOH monitor and RUL prediction. VMD is a non-stationary signal analysis method, which decomposes signals into several different IMF subsignals. The advantage of VMD is that when it comes to low-frequency components, it is easier to reveal the trend of fluctuation with VMD than other methods. Compared with other methods, it has better denoising effect, stronger robustness and higher computational power. As a result, this method is often used in time series prediction [48] .
2) FORGETTING ONLINE SEQUENTIAL EXTREME LEARNING MACHINE
The results show that the setting of key parameters has great influence on the accuracy of the training algorithm. We propose an Forgetting Online Sequential Extreme Learning Machine algorithm, which exploits the advantages of the standard ELM algorithm. The algorithm has high learning efficiency and only a few manual intervention parameters [42] . In practical application, the training of data is a process that changes with time. Therefore, we choose the optimized OS-ELM algorithm. When new data samples are added, the OS-ELM algorithm does not need to retrain all the data [43] . It only needs to recursively update the network output weights of the new samples or sample blocks, and complete incremental online learning process. When adding new sample in the incremental learning process, we should eliminate those outdated samples in time. Forgetting Online Sequential Extreme Learning Machine (FOS-ELM) algorithm sets the sliding time window to complete the online updating of the algorithm. This algorithm can eliminate outdated data in the learning process and reduce its adverse result in subsequent training. By comparing different methods for predicting the residual life of Li-ion battery, this method has better prediction accuracy, fewer parameters, stronger stability, higher efficiency and stronger generalization ability.
3) HYBRID GREY WOLF OPTIMIZER ALGORITHM
Grey Wolf Optimizer (GWO) algorithm is introduced to reduce the inaccuracy caused by adjusting key parameters and meanwhile overcome the premature convergence, poor stability and tendency to fall into local optimum. It can be used to find the optimal solution of key parameters fast and effectively, but it has the defect of poor searchability in the global search. So Differential Evolution (DE) algorithm, which includes mutation, crossover, and selection, is introduced. The DE algorithm does not require using a probability distribution alone to generate individuals. However, using the DE algorithm alone still experiences problems including premature convergence, poor stability and tendency to fall into local optimum [51] - [53] .
In this paper, an Hybrid Grey Wolf Optimizer (HGWO) algorithm is proposed by combining Grey Wolf Optimizer (GWO) algorithm with the Differential Evolution (DE) algorithm as an optimized search method, which simulates the predatory behavior of wolves and pattern of their prey distribution [54] . It can ensure that the offspring are better than the current individuals, thus improving the average performance of the population and achieving the global optimal solution [49] . Compared with other algorithms, HGWO algorithm has the advantages of stronger convergence, fewer parameters needed, easier implementation, higher speed and global searchability.
4) ATTENTION MECHANISM
Attention mechanism has been widely used in NLP tasks in recent years. With the in-depth study of attention mechanism, various attentions have been proposed by researchers, such as single, multiple, interactive attention and so on. In June 2017, Google Machine Translation Team published the ''Attention is all you need'' paper and attracted widespread attention. Then, the self-attention mechanism and multi-head mechanism proposed by them also gradually became the research hotspot of the neural network attention and made achievements in various tasks [55] - [59] .
In this paper, we compare several different attention mechanism methods and choose key − value − predict as our attention mechanism. Weight is added to each eigenvalue through attention mechanism and characteristics with greater influence on the result are allocated with higher weights, and the prediction accuracy of the algorithm is thus improved [60] - [62] .
IV. METHODOLOGY
According to the attenuation trend of Li-ion battery, an HA-FOSELM prediction method based on SOH monitoring and RUL prediction is established in this paper. Firstly, when new data is received, Variational Mode Decomposition (VMD) is used to process noise. Furthermore, the Hybrid Grey Wolf Optimizer (HGWO) algorithm is introduced to optimize the key parameters and train the algorithm, and an attention mechanism is applied to improve the accuracy of the algorithm. We adopt the Forgetting Online Sequential Extreme Learning Machine (FOS-ELM) algorithm for online prediction, incremental learning, and RUL prediction for the Li-ion battery.
A. A FRAMEWORK FOR TECHNOLOGY
This paper presents a HA-FOSELM prediction framework for monitoring the health status of Li-ion batteries and predicting their RUL. The framework is shown in Figure 2 . From Figure 2 , we can see that when initializing the method, both historical data and online real-time data are denoised by VMD, which are then input into the FOS-ELM algorithm for training. Next, HGWO algorithm and the attention mechanism are added in the training process. Thus, the prediction of battery RUL becomes more and more accurate.
B. DENOISING BY VMD
This paper uses the Variational Mode Decomposition (VMD) method to denoise data. The purpose of the VMD is to decompose an input signal into k discrete sub-signals (modes), where each mode has a limited bandwidth in the spectral domain. Thus, each mode k is required to be mostly gathered around α center pulsation ω k , which is determined along with the decomposition. The VMD algorithm to assess the bandwidth of an one-dimension signal is as follows: (1) for each mode u k , compute the associated analytic signal by means of the Hilbert transform to obtain a unilateral frequency spectrum; (2) for each mode, shift the mode is frequency spectrum to baseband by mixing it with an exponential function tuned to the respective estimated center frequency; (3) estimate the bandwidth through Gaussian smoothness of the demodulated signal.
where f is the signal, u is its mode, ω is the frequency, δ is the dirac distribution, t is time script, k is a number of modes, and * denotes convolution. The mode u with high-order k represents low-frequency components. Which k = 1, 2, 3, . . . , K , ω ≥ 0. In order to obtain the optimal solution of the algorithm, we have used the two penalty function technique α and lagrange multiplier λ.
where f (t) − k u k (t) is the two penalty function technique, λ(t) is the Lagrange multiplier, α is the data balance parameter. VMD algorithm for signal decomposition process is as shown bellow:
Step 1: Initialize {u 1 k }, {ω 1 k }, λ 1 , n, all set to zero;
Step 2: Define n = n + 1, loop execution;
Step 3: Perform the first inner loop. Update u k according to ω k ;
Step 4: Define k = k + 1, repeat step (7), when k = K , stop first inner loop;
Step 5: Perform the second inner loop. Update λ according to equation (5);
Step 6: loop step (6) < ε, the program is stopped. we obtain k which is the number of IMF. According to the above description, we use the B0005 battery SOH data as an example of the product lifecycle management, which is the best by a comparative study with EMD, CEEMDAN and VMD. The results are shown in Figure 3 , Figure 4 and Figure 5 .
Pearson correlation coefficients obtained from a comparative study with EMD, CEEMDAN and VMD results and the B0005 battery data are shown in Table 1 .
Comparing these results we can find that the low-frequency components of VMD are more likely to express the trend of fluctuation, while this characteristic is not obvious with EMD and CEEMDAN. As a result, we use VMD to denoise data for SOH monitor and RUL prediction.
C. PARAMETERS OPTIMIZATION
In this paper, we use hybrid grey wolf optimize algorithm to optimize the key parameters. Suppose that in the D-dimension search space, the population size X = (X 1 , X 2 , . . . , X N ) is made up of each N , and the location of wolf i is defined as X i = (X 1 i , X 2 i , . . . , X D i ), where X d i means wolf i is in the D-dimension position. This algorithm divides the grey wolf group into four social dominant [45] , [47] .
hierarchy: α, β, δ and ω. The membership relationship of the role level is: α > β > δ > ω. The optimal solution of the group is defined as wolf α, and the second and third optimal solutions of the objective function are wolf β and wolf δ, while the others are wolf ω. In this algorithm, hunting behavior is guided by wolf α, wolf β and wolf δ, while wolf ω follows these three wolves for hunting. The hunting behavior of wolves surrounding their prey is shown as follows:
The grey wolf position update equation is as follows:
where, t represents the current iteration number, C is the swing factor, X p (t) is the location of prey after the t-th iteration, X (t) is the location of grey wolf after the t-th iteration, A is the convergence factor, r 1 , r 2 are random numbers evenly distributed on [0,1], and variable a linearly decreases from 2 to 0 as iteration number increases. Grey wolves have the ability to tell where their prey is and how to lay siege. Hunting behavior is guided by grey wolf α, β and δ, who may also participate in hunting occasionally. However, it is not possible to determine the best location in the abstract search space.
To simulate the hunting behavior of grey wolves mathematically, we guess to use wolf α. β and δ to determine the potential position of the prey. Thus, the first three optimal values obtained by saving the history force other search individuals (including ω) to continuously update their locations based on the location of the optimal value. The equations are as follows:
Equation (15)-equation (20) calculate the distance between other grey wolf individuals and α, β, δ, as well as the updated position of the grey wolves. Then, equation (21) determines the position of the prey.
GWO algorithm can be used to find the optimal solution of key parameters fast and effectively, but it has the defect of poor searchability in the global search, so Differential Evolution (DE) algorithm is introduced.
Compared with the traditional evolutionary algorithm, the DE algorithm is not necessary to use a probability distribution alone to generate individuals. There are mutation, crossover, and selection included in the algorithm.
Defined in the D-dimension search space, the population size is N , X i (g) are the i individuals of the g generation, where
In equation (22), X L i (g) is the lower bound of the individual population. X U i (g) is the upper bound of the individual population, and t max is the largest iteration times. The calculation steps are as follows:
(1) Randomly generate N initial population individuals in this search space
In equation (23), rand(0, 1) is a uniformly distributed random number between 0 and 1.
(2) Execute the mutation operation. The equation is as follows
In equation (24), X p1 , X p2 and X p3 are three different parameter vectors randomly selected in the current population, then p 1 = p 2 = p 3 = i, F is a scaling factor between 0 and 1.
(3) Execute the crossover operation. Crossover operations can increase the diversity of the population as follows:
In equation (25), CR is the crossover probability between values [0,1] and rand(0, 1) is a uniformly distributed random number on [0,1], which is the least one-dimension component is from the target individual X i .
(4)Execute the selection operation. The vector v i (g+1) and the vector x i (g) are compared by an evaluation function:
Therefore, this mechanism can ensure that the offspring are better than the current individuals, thus improving the average performance of the population and achieving the global optimal solution.
In order to overcome the disadvantages that differential evolution and grey wolf optimizer readily achieve premature convergence, being of poor stability and likely to fall into local optimum, a hybrid optimization algorithm-HGWO based on the combination of differential evolution (DE) and grey wolf optimizer (GWO) is proposed. Firstly, in order to avoid the problem that the population is iteratively reduced to a certain range, we adopt the crossover and selection operation of the DE algorithm to maintain the diversity of the population. Then we take it as the initial population of the GWO algorithm, calculate the individual objective function value and select the best three individuals X α , X β and X δ . Accordingly, the positions of other gray wolf individuals are updated, and then the position of the grey wolf individual is updated by the crossover and selection operation of DE, and the iterative update is repeated until the optimal one is selected. The target function value is the output. The hybrid algorithm improves the global searchability and can effectively avoid the defects of early maturity and partial optimality. After that, perform the following steps:
Step1: Set the parameters of the hybrid optimization algorithm, where population size is N , maximum iteration times is t max , crossover probability is CR, search dimension is D, search range is from ub to lb, scaling factor range is F.
Step2: Initialize the parameters a, A and C, and perform the DE mutation operation on the population individual according to equation (24) to generate the intermediate. Then perform the competitive selection operation according to equation (26) to generate the initial population, and set the number of iterations t = 1.
Step3: Calculate the objective function value of each grey wolf individual in the population, and sort according to the size of the objective function value, then respectively select the optimal first three individuals as X α , X β and X δ .
Step4: According to equations (22) to (24) , calculate the distance between other gray wolf individuals in the population and the optimal X α , X β , X δ , and update each of the current grey wolf individuals position according to equations (18) to (21) .
Step5: Update the values of a, A and C in the algorithm, cross-operate their positions according to equation (25) , retain the better parts, then perform the equation (26) to select new individuals and calculate the objective function value of all grey wolf individuals.
Step6: Update the positions of the top three grey wolf individuals X α , X β and X δ .
Step7: Determine the count value. If the maximum iterations number t max is reached, the algorithm exists and outputs the objective function value of the global optimal X α ; otherwise, let t = t + 1, and then turn to Step3 to continue execution.
The parameters of the standard test function (space dimension, search range, optimal solution, optimal point) are set as shown in Table 2 .
This paper selects three standard test functions to respectively compare with the optimization results of both DE and [49] , [51] . Table 3 , Table 4 , Table 5 . The parameters of HGWO are set as follows: population size N = 30, maximum iteration times t max = 500, scaling factor F upper bound = 0.8, lower bound = 0.2, cross probability CR = 0.2, convergence factor decreases dynamically from 2 to 0 as number of iterations increases. The parameters of the DE algorithm and the GWO algorithm are consistent with HGWO.
GWO, shown in
The simulation results of three test functions show that the optimization performance and stability of HGWO algorithm have been significantly improved. [49] , [51] . [49] , [51] . algorithm to analyze the trend of battery capacitance attenuation and obtain higher prediction algorithm accuracy.
We introduce a key − value attention mechanism that separates output vectors into keys used for calculating the attention distribution α t , as well as a value part used for encoding the next value distribution and context representation. This attention mechanism is depicted in Figure 6 .
Formally, the calculation of key − value Separation is as follows in (27)-(31):
In essence, equation (28) compares the key at time step t with the previous L keys to calculate the attention distribution α t which is then used in equation (30) to obtain a weighted context representation from values associated with these keys.
Even with a key-value separation, a potential problem is that the same representation v t is still used both for encoding the probability distribution of the next word and for retrieval from the memory via the attention later. Thus, we experimented with another extension of this method. We further separate h t into a key, a value and a predict representation where the latter is only used for encoding the next-value distribution, shown in Figure 7 .
We replace equations (27) and (31) with the equations (32) and (33) . More precisely, the output vector h t is equivalently divided into three parts: key, value and predict. In our implementation, we simply split the output vector h t into k t , v t and p t . To this end, the hidden dimension of the key−value−predict attention method needs to be a multiplicative of 3. Consequently, the dimensions of k t , v t and p t are 1 for a hidden dimension of 3.
Weight is added to each eigenvalue through attention mechanism and characteristics with greater influence on result are allocated with higher weights. The accuracy of the algorithm is thus improved.
Perplexity results for different attention window sizes with the B0005 battery are summarized in Table 6 .
Through experimental comparison, the effect of key − value − predict attention mechanism is more effective than others.
E. FORGETTING ONLINE SEQUENTIAL EXTREME LEARNING MACHINE MACHINE
Forgetting Online Sequential Extreme Learning Machine can real-time data to learn and update the output weight of the standard ELM algorithm, In this algorithm, failure samples will lead to the decline of algorithm prediction accuracy. To resolve this problem, the forgetting mechanism is introduced to eliminate failure samples in time. This algorithm is called the Online Sequential Extreme Learning Machine with Forgetting Mechanism (FOS-ELM). Firstly, we introduce standard Extreme Learning Machine (ELM).
1) EXTREME LEARNING MACHINE
The standard ELM uses the structure of Single Layer Feedforward Neural Network (SLFN). Specifically, SLFN consists of the input layer, the hidden layer and the output layer. The output function of a hidden layer is defined as follows:
where β i connects the random hidden neurons with the output weight vector, L is the number of random hidden neurons, N is the number of samples, a i and b i are the parameters of the i-th hidden layer, a i is a random number between 0 to 1, b i is a random number between -1 to 1, G is the active function, such as ''Sigmoid'', ''Sine'', ''RBFSine'' and ''Hardlim''. The expected output t i of SLFNs on the training set is:
ε i is the random error term produced by the prediction algorithm for t i prediction, which can be written in the form of matrices, as shown in equation (36):
where T is the expected output, β is the output weight vector, ε is the error vector, H is the hidden layer output matrix. The training set is learned to get the hidden layer output matrix H . Then the least square method is used to calculate the estimated valueβ of β.
where H † is the Moore-Penrose generalized inverse of output matrix H . When H T H is a nonsingular matrix, it follows the relationship as shown in equation (38):
Huang et al. [41] - [43] has proved thatβ = H † T is the least-squares special solution of a generalized linear system T = H β, and satisfies the following equation (39):
β is the smallest solution among all the least-squares special solutions.
2) FORGETTING ONLINE SEQUENTIAL EXTREME LEARNING MACHINE
Online Sequential ELM (OS-ELM) uses real-time data to learn and update the output weight of the ELM algorithm, In this algorithm, failure samples will lead to the decline of algorithm prediction accuracy. To resolve this problem, the forgetting mechanism is introduced to eliminate failure samples in time. This algorithm is called the Online Sequential Extreme Learning Machine with Forgetting Mechanism (FOS-ELM).
Online Sequential Extreme Learning Machine (OS-ELM) algorithm can train new samples step-by-step, avoid repeating training old samples, and constantly update the algorithm. The learning process of the output weight of OS-ELM in SLFNs mainly involves two stages: initialization and online sequence updating.
Initialize training Set S 0 = {x
where N 0 is number of training samples, L is the number of hidden layer nodes, which is smaller than N 0 , G is the activation function. At the time of initialization, with the same ELM algorithm, the minimum output vector of
N 0 ] T .
H 0 is the hidden layer output matrix. According to Moore-Penrose generalized inverse and Least squares algorithm, we can getβ (0) , shown in equation (41):
We can use the leastsquares algorithm to calculate and estimate β (1) .
As we obtain N k samples and k-th batch training samples, we get the relationship below:
According to the Wood-bury equation, we can get equation (43) . (43) In FOS-ELM algorithm, assuming that a batch of samples arrive during a unit time, u is the validity period of each sample batch. When K < u, no sample passes the valid period, then no sample fails. In this situation, there is no difference between FOS-ELM algorithm and OS-ELM algo-
where
N k ] T . According to Moore-Penrose generalized inverse and least-squares algorithm, we can getβ (u) , shown in equation (45):
The word matrix is:
Equation (45) can be transformed into:
When the (k + 1)-th batch sample set
. . , N k+1 } is added to online learning, the training sample block S k−u+1 will be invalid. The equation satisfied by the output weight β (k+1) is shown below:
We can get the estimated valueβ (k+1) of β (k+1) , shown in equation (50):
So, the FOS-ELM algorithm functions the same as OS-ELM, both attempting to avoid repeating training of the past sample blocks. To train the current sample block S k+1 , we calculate the hidden layer matrix H k+1 , and the new network output weight vectorβ (k+1) .
According to the Wood-bury matrix inversion equation, we can get:
We use Matrix block to calculate, shown in equation (52):
Equation (50) can be transformed into:
The FOS-ELM algorithm consists of two stages:
(1) Initialization, which is the same as Step 1 of in the OS-ELM.
(2) Online Sequence Update and Online learning with the forgetting mechanism.
Initialization:
Step 1: Initialize the training Set
where N 0 is the number of training samples, L is the number of hidden layer node, G is the activation function;
Step 2: Set SLFNs hidden layer parameters a j and b j , which are random, ranging from 1 to L, j = 1, 2, · · · , L;
Step 3: Get hidden layer output matrix H 0 , according to the relationship shown as equation (40);
Step 4: Get output weight vectorβ (0) according to equation (41);
Online Sequence Update and Online learning with the forgetting mechanism:
Step 5: The (k + 1)-th batch sample set S k+1 contains N k+1 samples, where k = 1, 2, · · · , ∞;
Step 6: Get hidden layer matrix H k+1 ;
Step 7: Calculate work matrix P k+1 ; When k + 1 ≥ u, get work matrix P k+1 according to equation (42) ;
When k + 1 < u, get work matrix P k+1 according to equation (43);
Step 8: Calculate algorithm output weight vectorβ (k+1) ; When k +1 < u, get output weight vectorβ (k+1) according to equation (51);
When k +1 ≥ u, get output weight vectorβ (k+1) according to equation (51);
When β =β (k+1) , update FOS-ELM algorithm;
Step 9: When a new training sample is added to the algorithm, let k = k + 1 and go to step 5.
V. RESULTS AND DISCUSSION
In this experiment we choose the NASA Ames Prognostics Center of Excellence (PCoE) public battery data set for experimental verification. We compare HA-FOSELM with the traditional neural network, such as standard RNN, standard LSTM and RVM. By comparison, the HA-FOSELM method proposed in this paper is superior to other algorithms in prediction accuracy and efficiency. The software environment is shown below in Table 7 and the hardware environment is shown below in Table 8 . 
A. A FRAMEWORK FOR TECHNOLOGY
This paper presents a framework for monitoring the health status of Li-ion batteries and predicting their remaining used life. The framework is shown in Figure 8 .
This flowchart describes the process of data set training, which includes denoising, optimizing key parameters, predicting with the optimized algorithm and adding the attention mechanism to improve the accuracy of the algorithm. Finally, the prediction results are obtained. Test results of four methods of test fuction [49] , [50] , [51] . 
B. PART OF HA-FOSELM MODEL FOR TRAINING
In this paper, we choose the HA-FOSELM method for training, where the activation function is softplus.
1) MODEL TRAINING AND PARAMETER OPTIMIZATION
When we train the HA-FOSELM model, we first use the HGWO algorithm to optimize the key parameters of the algorithm. We have described the HGWO algorithm in the previous part. The key parameters include population size, maximum number of iterations, lower bound of scaling factor and upper bound of scaling factor, and the corresponding parameter values are 30, 300, 0.2, 0.8, 0.2. The number of hidden units (Hn), window size (Ws), block size (Bs) and a number of initial training data (In) and weights are the key parameters of the algorithm, we use HGWO algorithm to optimize these key parameters. We set the training length [27] , [28] , [32] . [27] , [28] , [32] .
is L, L ∈ N , the key parameters search range are H n ∈ {2 0 , 2 1 , 2 2 , 2 3 , 2 4 , 2 5 , 2 6 , 2 7 , 2 8 }, W s ∈ {1, 40}, B s ∈ {1, 64}, I n ∈ {1, L} and I n > N .
Root Mean Squared Error (RMSE) is squared root of the deviation between the predicted value and the real value and over the number of observations m. It can reflect the accuracy of measurement and is often used to compare the advantages and disadvantages of algorithms. The RMSE equation is shown in (54) .
whereŷ test and y test denote the predicted value and the testth cycle measured value, respectively. m is the total number of predicted values. From FIGURE 9 , we can see that the convergence speed of the HGWO algorithm is better than PSO, GA, GWO, which test function is f (x) = n i=1 x 2 i and B0005 set of Li-ion battery by test set.
We use half of the data set as training data and the remaining as testing data and compare optimization parameters with non-optimize in results. Through the comparison (Table 9 ), we can see that the optimization parameters method has higher prediction accuracy. FIGURE 11. Li-ion battery NO.B0006 RUL prediction [27] , [28] , [32] . [27] , [28] , [32] .
2) THE ATTENTION LAYER OF TRAINING
We choose the key−value−predict as our method of attention mechanism and compare the results with and without the mechanism. We use half of the data set as training data and the remaining as testing data. We choose the RMSE as the criterion for comparison. Through the comparison (Table 10 ), we can see that the method RMSE with attention mechanism is smaller and the accuracy of the method is higher.
C. PART OF ONLINE MONITORING
This section discusses the experiments on online SOH monitoring. We compare the HA-FOSELM with standard RNN, standard LSTM and RVM, where we selecte 30%, 50% and 70% of the dataset as training data respectively. From Table 11 , 12, 13 and 14, we can see that the difference [27] , [28] , [32] . between the predicted value and the real value of the HA-FOSELM method is the smallest and the HA-FOSELM method always has the best performance in every comparison. We can see from these tables that the accuracy of the HA-FOSELM method increases with the size of training data. Li-ion battery NO.B0007 RUL prediction [27] , [28] , [32] . FIGURE 13. Li-ion battery NO.B0018 RUL prediction [27] , [28] , [32] . [27] , [28] , [32] .
D. PART OF RUL PREDICTION 1) THE VARIATIONAL MODE DECOMPOSITION TO DENOISING
In the prediction of the cycle RUL of lithium batteries, sometimes there will be an upward trend, it will have a great impact on the prediction accuracy. We choose the Variational Mode Decomposition (VMD) method to denoising, this method denoising process is best when solving the low-frequency component. We use half of the data set as training data and the remaining as testing data and compare noising with denoising in results. Through the comparison (Table 15 ), we can see that the denoising method has higher prediction accuracy.
2) CYCLIC RUL PREDICTION
In this paper, the HA-FOSELM method is used to predict the RUL of the Li-ion battery. Through comparative analysis, this method has better prediction ability than other methods. Before training the method, each new value input into the method is denoised by VMD. We select four different batteries data sets and compare four different methods. Among them, the EOL of batteries B0005, B0006, B0007, B0018 are 124, 108, 166, 97 respectively. We train a part of the dataset and re-enter the predicted values into the method to predict the next time value, when predicting the SOH value fade in rated capacity (from 2Ahr to 1.4Ahr). 40%, 56% and 72% of the dataset serves as training data with B0005 battery; 46%, 64% and 83% of the dataset serves as training data with B0006 battery; 30%, 50% and 70% of the dataset serves as training data with B0007 battery; 51%, 62% and 72% of the dataset serves as training data with B0018 battery. We use four different methods and different starting points for training to compare error function and RMSE values. This error function is the D-value between the predicted RUL [27] , [28] , [32] . [27] , [28] , [32] . [27] , [28] , [32] . value (PV) and the measured RUL value (MV), the calculation of ERROR is as in (55):
We still choose the RMSE as the criterion for comparison. Through the above comparative analysis, we can see that the RMSE of the HA-FOSELM method is smaller and the prediction accuracy is higher than other methods.The contrast effects are shown in Table 16 - Table 19 and the RUL prediction results are shown in Figure 10-Figure 13 .
VI. CONCLUSION
This paper mainly compares the performance of our method with other proposed methods on SOH monitoring and RUL prediction for Li-ion battery. We use a new HA-FOSELM method to improve the accuracy of battery SOH monitoring and RUL prediction. The main work is as follows: (1) In order to better observe the downward trend of SOH, VMD method is used to denoise historical data. Through comparison experiments, it is easy to observe the effect of noise reduction with VMD, especially in the low-frequency component;
(2) In order to improve the influence of key parameters on the neural network algorithm, we choose HGWO algorithm to optimize the key parameters of the HA-FOSELM method, which greatly improves the accuracy of the algorithm prediction; (3) In reality, data is often generated by dynamic increment. Forgetting Online Sequential Extreme Learning Machine algorithm is used to train data and update the algorithm dynamically during SOH monitoring. In addition, forgetting mechanism is added to ensure that outdated data is discarded in time to improve the accuracy of the algorithm; (4) We introduce the key − value − predict attention mechanism, which sets a weight for each feature according to its impact on the results, so that the method can achieve a higher accuracy. We apply the NASA Li-ion battery public data set and compare the results from our method with those from LSTM, SVM, RVM. The results show that our method has higher accuracy and efficiency. In practice, the proposed method is expected to help the decision-makers make appropriate decisions on usage of Li-ion batteries by providing reliable prediction. Thus, unnecessary losses and severe safety accidents related to Li-ion batteries can be avoided.
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