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0.1 Introduction
Dans tous les cas, le risque sanalyse comme le croisement entre un aléa et
une vulnérabilité. La causalité dun évènement réside dans laléa, qui est dû,
soit au déclenchement dun phénomène naturel dune exceptionnelle intensité
(séisme, cyclone, tempête, précipitations diluviennes ou sécheresse....), soit à
un important dysfonctionnement a¤ectant un système technique et pour le-
quel un défaut de vigilance humaine nest jamais à exclure [26]. A titre dillus-
tration, les marchés nanciers ont connu de nombreux Krachs, comme celui
de 1929, annonciateur de la grande crise, et celui du «lundi noir» doctobre
1987: En 1992 le sud-est des Etats-Unis fait désastre par louragan Andrew,
un cyclone tropical dune intensité maximale. Pour le secteur de lassurance,
cet événement qui a engendré quelque 20 milliards de dollars de dommages
a été la catastrophe naturelle la plus chère de tout les temps. Lannée 2004
restera marquée par le séisme et le tsunami du 26 décembre en Asie du Sud.
Provoqué par un séisme marin de 9 sur léchelle de Richter sur huit pays
dAsie. Le bilan provisoire fait état dau moins 217000 morts ou disparus.
Munich Re estime ainsi que lannée 2004 était, dès avant le 26 décembre, la
plus coûteuse de lhistoire de lassurance en matière de catastrophes natu-
relles, avec des pertes de 40 milliards de dollars. Plus récemment en Août
2005 louragan Katrina, qui a dévasté les régions américaines qui bordent le
golfe du Mexique, pourrait coûter aussi cher quAndrew en 1992 et pourrait
se révéler lun des plus coûteux de lhistoire des États-Unis. Le leader mon-
dial de la réassurance, Munich Re, évalue le coût du sinistre entre 15 et 20
milliards de dollars. Ces exemples illustrent limportance cruciale pour les
assureurs et les réassureurs dune évaluation correcte du potentiel de sinistre
inhérent à des catastrophes certes rares, mais tout à fait envisageables no-
tamment la nécessité de se doter dune théorie de gestion du risque pour les
événements extrêmes.
Les mathématiciens ont mis au point un outil pour mesurer la proba-
bilité de réalisation dévénement dû au hasard. Il sagit de la théorie des
probabilités. Les données qui relient cette théorie aux événements de tous
les jours sont issues des statistiques. Ces deux branches des mathématiques,
qui constituent la stochastique, ont produit des outils puissants qui sont non
seulement employés dans de nombreux domaines scientiques, mais égale-
ment dans lassurance et la nance.
La théorie des valeurs extrêmes (TVE) [7] ; [21] ; [29] est lun de ces outils
issus de la stochastique, débute dans les années 28 par les travaux de Fisher
et Tippett, elle est la base des mathématiques souhaitant se diriger pour las-
surance (en particulier pour la réassurance) [8], elle introduit les outils et les
concepts utiles pour la modélisation des événements rares et lestimation des
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quantiles extrêmes. Ces problématiques concernent de nombreux domaines
comme lenvironnement (par exemple pour la prévision de pics de pollution),
la climatologie (en particulier létude de lévolution du climat), lindustrie
(notamment en abilité des structures) ou lanalyse nancière (par exemple
pour la prévision de Krachs boursiers ou de crises monétaires).
Dautre part, la modélisation des événements extrêmes par des distribu-
tions de type Pareto et dautres distributions à queues lourdes attirent plus
dattention. Le nombre de publications dans ce secteur grandit systématique-
ment ; voir par exemple la liste de références pour quelques livres récents et
papiers avec laccent spécial sur des applications actuarielles [18] ; [37] ; [2].
Plusieurs méthodes importantes dans le secteur étaient sous linuence du
papier de Benktander et Segerdahl on the analytical representation of claim
distributions with special reference to excess-of-loss distributions (le Congrès
XVIth International dActuaires, Bruxelles, 1960).
Lindustrie de la réassurance est probablement une des plus concernées
par la Théorie des Valeurs Extrêmes. Ceci est dû principalement au fait que
les traités sur le marché se font de plus en plus sur une base non proportion-
nelle. La volatilité des résultats associés est importante et la méthodologie
dévaluation concernant la prime pure et les densités de probabilités doit être
la plus adéquate possible, ce qui consiste le but de ce mémoire [28] ; [31] ; [32]
qui sarticule autour du plan du travail suivant :
Chapitre 1 "Théorie des Valeurs Extrêmes" : dans ce chapitre nous pré-
sentons tout dabord quelques rappels et dénitions essentiels, ensuite nous
décrivons les modèles existants dans cette théorie, et une de ces applica-
tions concernant quelques méthodes classiques sur lestimation des quantiles
extrêmes.
Chapitre 2 "Généralitées sur la Théorie de Risque" : Ce chapitre dénit
les composants dun portefeuille dassurance en fonction du temps ceux qui
sont de nature stochastique ainsi de nature déterministe dans le cas discret.
Chapitre 3 "Assurance et Réassurance" : Nous donnons dans ce cha-
pitre quelques généralitées sur le domaine de lassurance et la réassurance
or les traités conçus dans ce domaine an de prouver quelle sera limpor-
tance dévoluer des outils appropriés pour faire face aux risques bien rares et
extrêmes en exploitant la TVE.
Chapitre 4 "Estimation de la Prime de Risque-Ajustée" : Cest le cha-
pitre beurre des trois premiers chapitres. En se basant sur des distributions
Heavy-Tailed pour répondre à des revendications extrêmes de la réassu-
rance, on présente en détails trois estimateurs dune prime nette adéquate
dite "Prime de Risque-Ajustée", au-delà dun seuil élevé ainsi, leur étude
asymptotique et quelques simples simulations pour illustrer des intervalles
de conance et quelques comparaisons signicatives.
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0.2 Notations
EV T extreme value theory
F fonction de répartition
Q fonction inverse généralisée de F
Fn fonction de répartition empirique
Qn fonction des quantiles empiriques
Gn fonction de répartition empirique uniforme
Vn fonction des quantiles empiriques uniformes
n processus empirique uniforme
n processus empirique des quantiles uniformes
L fonctions à variations lentes
EVD extreme value distribution
H distribution de valeur extrême
D (H) domaine dattraction de H
 indice de valeur extrême
xF le point terminal de F
 distribution de Fréchet
D () domaine dattraction de Fréchet
	 distribution de Weibull
D (	) domaine dattraction de Weibull
 distribution de Gumbel
D () domaine dattraction de GumbelbHn;k estimateur de Hill
iid indépendantes et identiquement distribuées
u seuil
kn nombre de statistiques dordres extrêmes
GEV generalized extreme value
H;; distribution des valeurs extrêmes généralisée
ML maximum likelihod
PWM probability weighted moments
POT Peaks-Over-Therhold
GPD generalized Pareto distribution
G;; distribution de Pareto généralisée
Fu fonction de répartition des excès
e fonction moyenne de dépassement
en fonction moyenne empirique
Nu nombre des excédents
!r moment pondéré généralisé
xp quantiles extrêmes
n époques darrivées de revendications
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Tn temps inter-arrivée de revendications
N(t) processus de nombre de revendications
Ui processus de taille de revendications
2 variance
X (t) montant global de revendications survenues dans un temps t
(t) primes revenues dans le temps courant de 0 à t
R (t) processus de la réserve de risque dans un temps t
pk (t) fonction de probabilité du processus du comptage N(t)
I (t) lindice de dispersion
FX(t) fonction de distribution du montant global de revendications
u capital initial
	(u) probabilité de ruine
SCOR société de Réassurance Française
h(X) fonction de rétention ou déductible
k(X) fonction de compensation (ou rémunération)
mX (t) fonction de taux dhasard
Wn mouvement Brownien
Bn pont Brownien
SX (s) fonction de survie
p  1 coe¢ cient de distorsion
RAP Risk-Adjusted-Premium
D! convergence en distribution
p! convergence en probabilité
D
= égalité en distribution
E espérance
N (0:1) loi normale despérance 0 et de variance 1




Théorie des Valeurs Extrêmes
La théorie des valeurs extrêmes notée TVE "extreme value theory" a
été développée pour lestimation de probabilités doccurrences dévènements
rares. Elle permet dextrapoler le comportement de la queue de distribution
des données à partir des plus grandes données observées voir par exemple (Ga-
lambos, chapitre 1 et 2; [21] ; Gumbel, 1958). Durant ces quelques dernières
années plusieurs auteurs (Embrechts et Klüppelberg 1993, Mc Neil, 1996,
Embrechts et al, 1997; chapitre 3; [18]) ont noté que la théorie des valeurs ex-
trêmes est appropriée au modélisation des coûts extrêmes de lassurance. On
fait ici une brève introduction sur létude du comportement asymptotique du
maximum Fn dun échantillon quand il est dégénéré ainsi que sur les modéles
existants dans la théorie des valeurs extrêmes aprés avoir présenté quelques
rappels et dénitions importants.
1.1 Rappels et dénitions
1.1.1 Statistique dordre
On considère ici une suite de n observations (Xi)1in indépendantes et
identiquement distribuées. Les statistiques dordre représentent ces variables
aléatoires "ordonnées" : i.e. pour tout ! 2 
, on peut ranger par ordre
croissant les réalisations des Xi; i.e. x
(!)
1  x(!)2  ::::  x(!)n :
Dénition 1.1 : On appelle statistiques dordre les variables aléatoires
(Xi;n)1in ordonnées, telles que pour tout entiers i, Xi;n (!) = x
(!)
i : On a
donc, X1;n  X2;n  :::  Xn;n; et Xi;n est la iieme statistique dordre.
Dans un échantillon de taille n deux statistiques dordre sont particuliè-
rement intéressantes pour létude des événements extrêmes ce sont : X1;n =
min(X1; :::Xn) et Xn;n = max(X1; :::; Xn):
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Loi de Xi;n







(F (x))r (1  F (x))n r :
Nous en déduisons que la fonction de densité est :
fi;n (x) =
n!
(i  1)! (n  i)! [F (n)]
i 1 [1  F (x)]n i f (x) ;
où f (x) est la densité de probabilité de Xi et F sa fonction de répartition
associée. En utilisant la propriété dindépendance des variables aléatoires
X1; X2; :::; Xn, on obtient :
Loi de X1;n
F1;n (x) = P fX1;n  xg = 1  (1  F (x))n , doù f1;n (x) = nf (x) (1  F (x))n 1 :
Loi de Xn;n
Fn;n (x) = P (Xn;n  x) = (F (x))n , doù fn;;n = nf (x) (F (x))n 1 :
(1.1)
Remarque 1 : P (Xn;n  x) = (F (x))n ! 0 ou 1 quand n!1:
1.1.2 Distribution empirique
Soit X1; X2; :::Xn un n- échantillon issu dune fonction de répartition
commune F telle que, F (x) = P (Xi < x) ; i = 1; 2; :::n; et on note Q la fonc-
tion inverse généralisée de F telle que, Q (t) = F 1 (t) = inf fs; F (s)  tg,
0 < t < 1; on a :
La fonction de répartition empirique : notée Fn et donnée par :




1] 1;x[ (Xi) ; x 2 R:




0 si; x  X1:n
i 1
n
si, Xi 1;n < x  Xi;n, 2  i  n
1 si, x > Xn;n
: (1.2)
La fonction des quantiles empiriques : notée Qn et donnée par :
Qn (t) = F
 1
n (t) = sup fs : Fn (s) > tg ; 0  t < 1:
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Xi;n si, (i  1) =n < t  i=n;
Xn;n si, (1  1) =n < t  n=n : (1.3)
Soit 1; 2; ::: une suite de variables aléatoires indépendantes et uniformément
distribuées sur [0; 1], pour chaque entiers n  1; on a,
La fonction de répartition empirique uniforme : notée Gn et donnée par :




1fitg; 0  t  1:
La fonction des quantiles empiriques uniformes : notée Vn et donnée par :
Vn (t) = inf fs  0 : Gn (s)  tg ; 0 < t  1:
Le processus empirique uniforme : noté n et donné par :
n (t) = n
1=2 (Gn (t)  t) ; 0  t  1: (1.4)
Le processus empirique des quantiles uniformes : noté n et donné par :
n (t) = n
1=2 (Vn (t)  t) ; 0 < t  1: (1.5)
1.1.3 Distribution à variations régulières
Dénition 1.2. On dit quune fonction F est à variations régulières din-
dice  2 R (à linni) si F est positive à linni (i.e. sil existe A tel que






Dans le cas particulier où,  = 0 on dit que F est une fonction à variations
lentes (à linni). Dans la suite, les fonctions à variations lentes sont notées
l (et parfois L). En remarquant que si F est à variations régulières dindice 
alors F (x)=x est à variations lentes, il est facile de montrer quune fonction
à variations régulières dindice  peut toujours sécrire sous la forme xl (x).
Comme exemple de fonctions à variations lentes, citons la fonction constante,
les fonctions ln (1 + x), ln [1 + 1= ln (1 + x)], etc.. . .
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1.1.4 Distribution heavy-tailed
Dans ce mémoire nous considérons seulement des variables aléatoires po-
sitives.
1. On dit que F sur R+ est heavy-tailed si1, bmF (s) =1, s > 0:
2. F est dite light-tailed si et seulement si pour tout a; b > 0; F (x) 
a exp bx; x  0.
3. Pour cela on arrive immédiatement que, si F est heavy-tailed alors,
lim
x!1
sup expsx F (x) =1; pour tout s > 0:
Théorème 1.1 [37; Théorème 2:5:2] : toutes distributions Subexponen-
tielles2 est heavy-Tailed.
Théorème 1.2 [37; Théorème 2:5:5] : si F est de type Pareto, alors F
est une distribution Subexponentielle:
Remarque 2 : Nous concluons daprés le théorème 1:1 et 1:2 que toutes
distributions de type Pareto est heavy-tailed.
Les distributions lognormal, Pareto et Weibull sont des exemples impor-
tants de distributions heavy-tailed, dont le paramètre de forme est plus petit
que 1: Les actuaires croient que les distributions Lognormal sont des mo-
dèles plausibles pour lassurance automobile, tandis quils estiment que les
distributions Pareto sont aptes pour modéliser des données de revendications
de feu. Nous présentons ci-après quelques exemples de distributions heavy-
tailed.[18]
Non Queue F , ou densité f Paramétres
Lognormal f (x) = 1p
2x
exp
  (lnx  )2 = (22)	  2 R;  > 0





Weibull F (x) = exp ( cx ) c > 0; 0 <  < 1
loggamma f (x) = 

 ()
(lnx) 1 x  1 ,  > 0




, {;  > 0
Tab. 1.1 Exemples de distributions Heavy-Tailed.
1Soit I =

s 2 R : EesX <1	 : la fonction du moment généré bm : I ! R de X est
dénit par bm (s) = EesX :
2F sur R+ est dite Subexponentielle si lim
x!1
1 F2(x)
1 F (x) = 2
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1.2 Le modèle EVD
Soit X1; X2; :::; Xn un échantillon de variables aléatoires indépendantes et
de même fonction de répartition F . Comme avant, on note X1;n  X2;n 
:::  Xn;n léchantillon ordonné correspondant. Le résultat principal de la
théorie des valeurs extrêmes est le suivant :
1.2.1 Distribution des valeurs extrêmes
Théorème1.3 [Gnedenko [22]] :
Sous certaines conditions de régularité sur la fonction de répartition F ,









= H (x) ; (1.7)
avec,
type Fréchet : si  > 0; H (x) =  (x) =
(





si x  0;






si x < 0;
1 si x  0;
type Gumbel : si  = 0; H0 (x) =  (x) = exp [  exp ( x)] , x 2 R:
(1.8)
Fig. 1.1 Densité de , 	 et 
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Ce théorème présente un intérêt important, car si lensemble des distri-
butions est grand, lensemble des distributions des valeurs extrêmes est lui
très petit. Ce théorème nest valable que si les suites fang et fbng existent et
admettent une limite.
Remarque 3 :
1-Le théorème 1:3 est vrai pour la majorité des lois usuelles. Pour plus
de précision sur les conditions de régularité sur la fonction de répartition F
nécessaires pour avoir le théorème 1:3, voir par exemple Castillo [7; p:108] et
Galambos [21; p:54]
2-La fonction de répartition H est appelée loi des valeurs extrêmes. (que
lon note (EVD) "extreme value distribution"). Le paramètre  est appelée
indice de valeur extrême.
3-Si F vérie le théorème 1:3, on dit alors que F appartient au domaine
dattraction de H et on note F 2 D (H) : Selon le signe de ; on distingue
trois domaines dattraction :  > 0 ) F 2 D () ;  < 0 ) F 2 D (	) ;
 = 0) F 2 D () :
4-Les suites de normalisation an et bn > 0 ne sont pas uniques.
Khintchine (voir [13])a prouvé que par un choix concédérable des suites
(an) et (bn) on peut réecrire les fonctions de (1:7) de la maniére suivante :
loi de Gumbel H0 (x) = exp ( e x) ; 8x 2 R:
loi de Fréchet et Weibull H (x) =

exp (  (1 + x)) 1 + x > 0
0 sinon
;  6= 0
(1.9)
Propriétés
1. H = H0 quand  ! 0 (par valeurs positives ou négatives.)
2. pour  > 0, H est la loi de fréchet, tandis que pour  < 0 elle est
Weibull.
3. Les densités correspondantes sont données par :
h0 (x) = exp ( e x) exp ( x)
h (x) =

H (x) (1 + x)
 (1+1=) 1 + x > 0
0 sinon
;  6= 0
4. h = h0 quand  ! 0:
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1.2.2 Caractérisation des domaines dattraction
Nous allons donner des conditions sur la fonction de répartition F pour
quelle appartienne à lun des trois domaines dattraction. Dans la suite,
on note xF = sup fx=F (x) < 1g le point terminal de F et F linverse
généralisée de F (avec la convention inf f;g =1):
Domaine dattraction de Fréchet :
Si  > 0; on dit que F 2 D (). Ce domaine dattraction contient les
fonctions de répartitions à queues lourdes (décroissance polynomiale), par
exemple la loi de Cauchey, la loi de Pareto, etc.
Théoréme 1.4 : F 2 D () avec  > 0 si et seulement si xF = +1
et 1  F est une fonction à variations régulières dindice  1= (i.e 1  F =
x 1=l (x), (où l est une fonction à variations lentes). Dans ce cas, un choix





et bn = 0:
Domaine dattraction de Weibull :
Si  < 0, on dit que F 2 D (	). Ce domaine dattraction contient la
majorité des fonctions de répartitions dont le point terminal est ni, par
exemple la loi uniforme, etc.
Théoréme 1.5 : F 2 D (	) avec  < 0 si et seulement si xF < +1 et
1 F  est une fonction à variations régulières dindice 1= (i.e., 1 F (x) =
(xF   x) 1= l [(xF   x)] 1) avec,
F  (x) =

0 Si x  0
F (xF   x 1) Si x > 0:






et bn = xF .
Domaine dattraction de Gumbel :
Si  = 0; on dit que F 2 D (). Ce domaine dattraction contient les fonc-
tions de répartitions à décroissance exponentielle, par exemple, loi normale,
exponentielle, gamma, lognormal, etc. Rappelons tout dabord la dénition
dune fonction de Von-Mises.
Déntion 1.3 : Soit F une fonction de répartition dune fonction de point











z < x < xF ; où c > 0 et a est une fonction positive absolument continue de
densité a vériant lim
x"xF
a (x) = 0: Alors F est une fonction de Von-Mises et
a sa fonction auxiliaire.
Théoréme 1.6 : F 2 D () si et seulement si, il existe une fonction de










; où c (x)! c > 0 lorsque x! xF :
Plusieurs estimateurs ont été proposés pour estimer le paramètre de valeur
extrême quon a déjà noté  (voir Hill, 1975 ; Pickands,1975 ; de Haan et
Resnick, 1980 ; Hall, 1982 ; Mason, 1982, Davis et Resnick, 1984 ; Csörg½o et
al, 1985 ; Hall et Welsh, 1985 ; Dekkers et al, 1989 ; Gru¯bel et de Wolf, 1994).
Nous présentons dans ce qui suit lestimateur le plus pratique et le plus
exploité dans la théorie des valeurs extrêmes, celui de Hill (1975) [24] (pour
 positif), et notons que ce dernier intervient dans notre nouveau estimateur
de la prime de risque-ajustée que nous allons présenter dans le chapitre 4.
1.2.3 Estimateur de Hill
Soient X1; X2; :::Xn des variables aléatoires (iid) de fonction de répar-
tition commune F et soit X1;n; X2;n; :::Xn;n les statistiques dordre corres-
pondantes. On suppose que F satisfait la condition du domaine dattraction
de Fréchet (voir le théorème 1:4), en terme de variations régulières, ceci est
équivalent à : pour  > 0
(1  F (x)) = x 1=L (x) ; x > 0; (1.10)
cest-à-dire que F est de type Pareto et daprès la remarque 2, F est heavy-
tailed. En général, les distributions que nous considérons ne sont pas tous
de type Pareto. Néanmoins, il existe des classes de distributions qui appa-
raît fréquemment en pratique et dont le comportement à linni est similaire
à celui dune distribution Pareto. La construction de lestimateur de Hill
est basée sur la méthode du Maximum de Vraisemblance où on se sert des
statistiques dordre supérieur à un certain seuil u, pour ne garder que les
observations les plus grandes, de façon à ce quelles suivent approximative-
ment une distribution Pareto i.e., Si on suppose que F vérie (1:10) on peut
écrire :
1  F (x)




; x > u; u 2 R:
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Si kdésigne le nombre de statistiques dordre qui dépassent le seuil u, on es-
time alors u parXn k et en utilisant les statistiques dordreXn k+1;n; :::; Xn;n;
la fonction de log-vraisemblance sera alors :





(logXn i+1;n   logXn k;n) :
En maximisant la fonction log-vraisemblance par rapport à , on obtient




(logXn i+1;n   logXn k;n) : (1.11)





i (logXn i+1;n   logXn i;n) :
Fig. 1.2 Estimateur de Hill
Mason (1982) a prouvé la consistance faible de bHn;k pour toute suite
k = k(n) satisfaisant k !1 et k=n! 0 quand n!1. Deheuvels, Haeusler
et Mason (1988) ont établie la consistance forte pour toute suite k = k(n)
satisfaisant k= log log n ! 1 et k=n ! 0 quand n ! 1. De nombreux ar-
ticles traitent de la normalité asymptotique de lestimateur de Hill ; Davis et
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Resnick (1984) lont prouvé en utilisant les domaines dattraction et sous les
conditions de Von Mises, sous dautre hypothèses Csörg½o et Mason (1985) ont
démontré cette normalité asymptotique en introduisant lapproximation des
processus empiriques par des ponts browniens. Resnick et de Haan (1995) et
Geluk et al (1995) ont montré la normalité asymptotique sous les conditions
de Von Mises et lhypothèse de variations régulières au second ordre et même
une équivalence entre la normalité asymptotique et la variations régulières
au second ordre moyennant une hypothèse supplémentaire sur k (n). On peut
aussi obtenir cette normalité asymptotique comme un cas particulier de la
démonstration de Dekkers, Einmahl et de Haan (1989) à partir de la norma-
lité asymptotique de leur estimateur des moments (voir par exemple De Wolf
(2001); p; 36  40; [9]).
Nous concluons que lestimateur de Hill dépend du choix précis de la suite
kn i.e., du nombre de statistiques dordre extrêmes dont son estimation est
basé. Le choix de kn consiste un problème essentiel à résoudre pour exploiter
lestimateur de Hill en pratique, notamment au domaine de la réassurance
comme on va voir dans le chapitre 4. Plusieurs méthodes, procédures et
algorithmes ont été appropriés pour le choix optimal de kn (voir par exemple
Danielsson et al (2001) [12] ou [33])
1.3 Le modèle GEV
La distribution des valeurs extrêmes notée GEV est simplement une re-
paramétrisation des distributions appairaissantes dans le théoréme 1:3:
1.3.1 Distribution des valeurs extrêmes généralisée
En fait, nous pouvons caractériser les trois types de distributions par une
distribution unique :










dénit sur le support  =
n
x : 1 +


(x  ) > 0
o
; et que nous notons
GEV (; ; ):
Cette fonction de distribution est connue sous le nom de "generalized
extreme value distribution"et notée (GEV ) :
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Nous avons alors, les correspondances suivantes :
si  > 0; F rechet : H1;; (x) =  (x)
si  < 0; Weibull : H 1; ; (x) = 	 (x)
si  ! 0; Gumbel : H0;1;0 (x) =  (x) :
(1.13)
Remarque 4 :
1. Le quantile  de la distribution GEV (; ; ) est donné par la formule
suivante :




Intuitivement, nous comprenons que plus  est grand, plus le quantile
est élevé:





Fig. 1.3 Densité de la distribution h (0; 1;  = )
Nous pouvons facilement montrer que la fonction de densité correspon-
























Les graphiques (1:3) ; (1:4) ; (1:5) représentent des fonctions de densité
pour di¤érentes valeurs de paramétres. Lorsque  varie, nous remarquons une
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translation des fonctions,  est donc un paramétre de localisation.  joue le
rôle dune variance, cet pourquoi nous le considérons comme un paramétre
de dispertion. Enn, le paramétre  est lié à la queue de distribution. Cest
pourquoi on lui donne généralement le nom dindice de queue lorsque  > 0
ou lindice de valeur extrême.
Fig. 1.4 Densité de la distribution h (0; 1;  = )
Fig. 1.5 Densité de la distribution h (0; 2;  = )
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1.3.2 Estimation des paramètres de la GEV (; ; )
Méthode du Maximum de Vraisemblance (ML)
An destimer les paramètres intervenant dans la distribution (1:12), nous
déterminons la fonction de vraisemblance comme suit :















































































































































On arrive donc à une fonction non linéaire 	(; ; ) : RR+R! R3, de
variables ;  et  dont on doit trouver un zéro. Cette fonction nest pas prête
analytiquement de donner des zéros ; donc on peut précéder par des méthodes
numériques, à voir la méthode itérative de Newton ( ou quasi-newtonienne
). Lestimateur de maximum de vraisemblance conduit à un estimateur non
biaisé, analytiquement normal (Prescott et Walden, 1980, 1983, Tiago de
Oliveira, 1980, Smith, 1985, Hou-gaard, 1986 ou Smith, 1987).
Méthode des moments pondérés (PWM)




Q () rd = E [Q () r] ;
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ou  est une variable aléatoire issue dune loi uniforme sur [0; 1] : Le principe
de la méthode des moments pondérés généralisés est dexprimer les para-
métres du loi GEV (; ; ) approximante en fonction des trois PWM (mo-
ments with probability weighted moments) !0; !1; !2 et de déduire ensuite
des estimateurs de ; ;  à partir des b!0; b!1; b!2: Soit les statistiques dodre
X1;n < X2;n < ::: < Xn;n associées à un échantillon de variables aléatoires
de taille n. Léchantillon des estimateurs des moments pondérés a les valeurs






j;n; pour 0  r  n















et fVj;ng sont les statistiques dordre V1:n < V2;n < ::: < Vn;n associée à
un échantillon de variables aléatoires de taille n issues dune loi uniforme sur
[0; 1] : Les estimateurs de ;  et  sont trouvés en substituant la valeur simpleb!0 par x et b!1; b!2 par leur valeurs théoriques. Soit : m1 = 2!1   !0;m2 =















(2   1)   (1  ) ;  = !0 +


(1    (1  )) ;
avec   () =
R1
0
t 1e tdt   () est la fonction Gamma, et aprés estimation
on obtient : 8><>:
b = b!0 + bb (1    (1  b))b = m1b
(2b   1)   (1  b)
La théorie des valeurs extrêmes fournit un groupe de modèles récents qui
sont les modèles POT "Peaks-Over-Therhold". Ces modèles paramétriques
sont basés sur la distribution de Pareto généralisée (GPD). Nous présen-
tons la dénition et une description complète de cette distribution et de ces
principales propriétés. Le résultat clé de cette modélisation est le théorème
de Pickands Balkema-de Haan qui stipule que pour un large éventail de dis-
tributions, les pertes qui dépassent un seuil su¢ samment élevé, suivent la
distribution Pareto généralisée.
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1.4 Le modèle POT
Le principe de la méthode (POT ) est destimer la distribution des ex-
cès au-delà dun seuil u par une loi GPD dépendant des deux paramètres
( (u) ; ) après estimation de ces derniers à partir de la loi des excès au-delà
de u.
1.4.1 Distribution de Pareto généralisée
La loi de Pareto généralisée notée GPD(; ; ), pour  > 0;  2 R GPD

















si,  = 0
(1.14)
où x  0 si,  > 0 et 0 < 

si,  < 0. On a les correspondances suivantes :
si  > 0 GPD (; ; ) ! loi Pareto
si  < 0 GPD (; ; ) ! loi Beta
si  ! 0 GPD (; ; ) ! loi Exponentielle:
(1.15)
Fig. 1.6 Graphe de densite, Pareto; Beta et Exponentielle
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1.4.2 Loi des excès
Soit X une variable aléatoire de fonction de répartition F et de point
terminal xF . Pour tout u < xF , la fonction
Fu (x) = P [X   u  x=X > u] = 1  1  F (u+ x)
1  F (u) , x  0; (1.16)
pour 0  x  xF   u avec xF = sup fx 2 R; F (x) < 1g est appelé fonction
de répartition des excès. La fonction de distribution des excès représente la
probabilité que la variable X dépasse le seuil u dau plus une quantité x,
sachant quelle dépasse u. Remarquant que lon peut écrire cette fonction de
distribution sous la forme
Fu (x) =
F (u+ x)  F (u)
1  F (u) : (1.17)
Le théorème de Pickands est très utile lorsquon travaille avec des obser-
vations qui dépassent un seuil xé, puisque il assure que la loi des excès peut
être approchée par une loi de Pareto généralisée (loi asymptotique des excès).
1.4.3 Théorème de Pickands [39]





Fu (x) G(u); (x) = 0 (1.18)
où  est une fonction strictement positive et G(u); (x) est une GPD (0;  (u) ; ).
Alors, nous déduisons que le deuxième paramètre est en fonction du seuil
choisi et cela veut : lestimation de  dépend de lestimation du seuil u:
Preuve. daprés lapporximation de la loi de maxima F n par uneGEV (; ; )
i.e.,










nous en déduisons que :







: or, lnF (x) t   (1  F (x)) pour x
grand.
Nous avons donc,










En remplaçant (1:19) dans (1:16), nous obtenons le résultat nal,
Fu (x) = 1  1  F (u+ x)












= G(u); (x) ;
avec,  (u) =  +  (u  ). Nous pouvons enn énoncer le résultat suivant :
1.4.4 Stabilité du seuil
Une variable aléatoire de loi GPD est stable par rapport au seuil u,
i.e. : Soit x  ! G;; et soit u > 0, alors pour x > 0, on a Fu (x) =
G0;+(u ); (x) où G0;+(u ); (x) sera notée G(u); (x) :
-si  = 0 alors,  (u) =  + u:
-si  6= 0 alors  (u) =  +  (u  ) :
1.4.5 Choix du seuil
Lestimation de  et  pose le problème de la détermination du seuil u. Il
doit être su¢ samment grand pour que lon puisse appliquer le résultas pré-
cèdent, mais ne doit pas être trop grand an davoir su¢ samment de données
pour obtenir des estimateurs de bonne qualité. Il nexiste pas de méthodes
qui proposent une minimisation automatique du biais et de la variance du
modèle. Une méthode utilisée par plusieurs hauteurs (voir par exemple, Mc
Neil et Frey) consiste à choisir un seuil aléatoire qui est la (k + 1)ieme sta-
tistique dordre. Il y a donc k observations excédentaires. Généralement, le
seuil u est déterminé graphiquement en exploitant le résultat suivant :
e (u) = E [X   u=X > u] =  (u) + u
1   ; pour  6= 0; (1.20)
appelé fonction moyenne des dépassements de X. Si lapproximation GPD
est valide pour un seuil u0, alors elle est valide pour u > u0 donc, pour u > u0,
la fonction moyenne dexcès e (u) est linéaire en u. Pour déterminer u0, on
utilise donc un graphique appelé mean excess plot qui consiste à représenterbe (u) en fonction de u avec




(Xi   u) (1.21)
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avec Nu est le nombre des Xi qui dépassent le seuil u i.e., Nu =
nX
i=1
1 (Xi   u)
avec n taille de léchantillon et en (u) est appelée fonction moyenne empirique.





et en (u) doit être linéaire pour chaque u > u0. Lestimation graphique de
u0 nest pas aisée dans la pratique même lorsque nous travaillons avec des
données simulées.
Voir quelques exemples sur la fonction e (u) [29].































Tab. 1.2 Exemples de fonctions moyenne des dépassement
Fig. 1.7 Graphe des fonction moyennes des dépassements théoriques
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1.4.6 Estimation des paramètres de la GPD (; ; )
On cite deux méthodes
Méthode du Maximum de Vraisemblance (ML)
Soit X = (x1; x2;:::; xn) Un n-échantiollon dune loi GPD, la fonction
log-vraisemblance associée est donnée par
log (L (X;; )) =  n log ()  ((1 + ) =)
nX
i=1
log (1 + x=) ;
où les estimateurs du Maximum de vraisemblance (b; b) de (; ) sont les





















Ce système nadmet pas de solutions explicites, et il est nécessaire dutili-
ser des méthodes numériques pour calculer les valeurs de b et b. Pour des
échantillons de petite taille, la procédure du maximum de vraisemblance ne
donne pas une estimation précise de (; ), et parfois elle ne conduit à au-
cune estimation (Hoking et Wallis 1987) [25]): Smith (1987) a montré que
les estimateur du ML sont asymptotiquement normaux pour  >  1=2: et
ont montré aussi par des essais numériques et des simulations que pour un
échantillon de taille supérieur à 500 environ les estimateurs ML sont plus
e¢ caces. Rotzén et Tajivids (1996) ont montré que pour des données heavy-
tailed, pour   1=2 les estimateurs ML sont consistants. Comme on sin-
téresse à modéliser des données heavy-tailled de lassurance, les estimateurs
ML sont les plus e¢ caces à adopter.
Méthode des moments pondérés (PWM)




Q () rd = E [Q () r] ;
ou  est une variable aléatoire issue dune loi uniforme sur [0; 1] : Le principe
de la méthode des moments pondérés généralisé est dexprimer les para-
métres du loi GEV (; ; ) approximante en fonction des trois PWM (mo-
ments with probability weighted moments) !0; !1; !2 et de déduire ensuite
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des estimateurs de ; ;  à partir des b!0; b!1; b!2: Soit les statistiques dodre
X1;n < X2;n < ::: < Xn;n associées à un échantillon de variables aléatoires
de taille n. Léchantillon des estimateurs des moments pondérés a les valeurs






j;n; pour 0  r  n















et fVj;ng sont les statistiques dordre V1:n < V2;n < ::: < Vn;n associée à
un échantillon de variables aléatoires de taille n issues dune loi uniforme sur
[0; 1] : Les estimateurs de ;  et  sont trouvés en substituant la valeur simpleb!0 par x et b!1; b!2 par leur valeurs théoriques. Soit : m1 = 2!1   !0;m2 =
2!2   !0: Si  < 1;






;  = m1 (2  ) (1  ) ;  = !0   
1   ;
aprés estimation on obtient :8>>>><>>>>:
b = 3  2b!1   b!0b!2   b!1

b = (2b!1   b!0) (2  b) (1  b)b = b!0   b
1  b
Hosking et Wallis (1987) [25] ont montré que pour  < 1=2 et particuliè-
rement pour un échantillon de taille petite les estimateurs PWM ont plus
davantages que les estimateurs ML, puisque ils représentent moins de dis-
persion autour de la valeur juste. Jean Dielbot et al [15] ont proposé une
généralisation de la méthode PWM pour estimer les paramètres de la GPD
an délargir le domaine de validité de  de ( < 1=2) à ( < 3=2) :
1.5 Estimation des quantiles extrêmes
On considère X1; X2; :::; Xn la réalisation de n variables aléatoires réelles
indépendantes et de fonction de répartition commune F supposée continue.
On dénit les quantiles extrêmes notés xp par :
xp = F
 (1  p) = Q (1  p) ; quand p! 0 (1.22)
29
On sintéresse généralement à estimer les quantiles extrêmes dans la modé-
lisation des événements rares, Nous décrivons dans cette section quelques
méthodes altérnatives. Plus eécemment Necir et Meddi (2006) ont utilisé
un estimateur de quantile extrême, celui basé sur lestimateur de Hill pour
estimer une prime nette de réassurance que nous décrivons dans le dernier
chapitre.
1.5.1 Approche EVD
Cette méthode consiste à réécrire léquation (1:7) dans le théorème 1:3
sous la forme




Daprés la dénition de H (x) dans (9) or lnF (z) = F (z) pour z grand on
obtient :

















Si on pose p =
1
n
(1 + x) 1= ; on obtient :




ce qui permet destimer xp;
bxp = bn + an (np) b   1b : (1.23)
Pour lestimateur b voir la section (1:2:3) et pour un choix convenable des
suites an et bn, voir la section (1:2:2)
1.5.2 Approche POT
Cette méthode consiste à réécrire léquation (1:16) sous la forme :
F (x) = Fu (x  u) (1  F (u)) + F (u)
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Daprés le théoréme de Pickands (section (1:4:3) )on obtient :
F (x) = G;; (x  u) (1  F (u)) + F (u) ;
or G;; (x  u) = Gu;; (x) ; on aura
F (x) = Gu;; (x) (1  F (u)) + F (u) ;
ce qui implique,
x = Q (Gu;; (x) (1  F (u)) + F (u)) :
Si on pose 1  p = Gu;; (x) (1  F (u)) + F (u) ; on obtient :








ce qui permet destimer xp;
bxp = bQ (1  p) = 1  Fn (x)
p
b bb + u;
avec Fn lestimateur standard de F: Si Nn dénote le nombre des excédents du
seuil u et n le nombre total des réalisations, on obtient nalement la forme




b bb + u: (1.24)
Pour les estimateurs b; b voir la section (1:4:6), pour le choix du seuil u
voir la section (1:4:5). Pour plus de détails sur létude asymptotique de cet
estimateur (voir par exemple Alexander J.McNeil et Thomas Saladin (1997)):
Dans les travaux de Necir et al. (2005), notons que cet estimateur de quantile
extrême a été la base de construire un nouveau estimateur de la Prime de
Risque Ajusté à partir dun certain seuil u, quon va présenter en détails dans
le chapitre 4:
1.5.3 Approche des quantiles
Plusieurs estimateurs ont été conçus par cette méthode, citons les plus
connues comme, lestimateur basée sur Hill qui a été introduit par Smith et
Weissman (1978) ; Dekkers et de Haan (1989) ; Ferreira et al (2002), lestima-
teur de Pickands introduit par Dekkers et de Haan (1989) et lestimateur des
31
moment introduit par Dekkers, Einmahl et de Haan (1989). Nous dénissons
dans cette section celui basé sur lestimateur de Hill :
Soit F une distribution de Pareto, i.e.,




= 1; x > 0
On terme de linverse généralisée de F on obtient :
Q (1  s) = s 1=eL (s) avec, lim
t!1
eL (s)eL (s) = 1;  > 0
ce qui permet dobtenir :
Q (1  s)
Q (1  s) = 
 1=;
ce qui implique
Q (1  s) = Q (1  s) 1=:
Si on pose s = p et s = k=n; on obtient :





ce qui permet destimer xp par :




avec Qn (1  k=n) = Xn k;n est lestimateur standard de Q (1  k=n) et bHn;k
représente lestimateur de Hill (voir Section 1:2:3): ce qui méne enn à :




Récemment Ferreira et Vries (2004) [19] ont proposé un intervalle de conance
pour lestimateur de Hill aussi bien que lestimateur de quantile extrême
quon a déjà dénit dans cette section, au fait que la meilleur vitesse de
convergence de lestimateur de Hill est atteint quand sa moyenne est di¤é-
rente de zéro, ceci pour obtenir un choix optimal de la suite kn.
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Chapitre 2
Généralitées sur la Théorie de
Risque
2.1 Introduction
La théorie de risque fournit toujours une base essentielle pour la plupart
des problèmes traités dans les mathématiques dassurance, où la base du mo-
dèle de risque de ces derniéres revient au premiers travaux de Filip Lundberg
qui dans sa fameuse thèse Uppsala en (1903) a mis la fendation de la théorie
de risque actuariel. Lundberg sest rendu compte que le processus de pois-
son était au cur du modèle dassurance non-vie. Par une transformation de
temps , il était capable de restreindre son analyse en un processus de Poisson
homogène. Cette découverte est similaire à lidentication de Bachelier en
1900 que le mouvement brownien est la composante clef pour les modèles
nanciers. Il a était alors laissé à Harald Cramér et à son école à Stokhom
pour incorporer les idées de Lundberg dans la théorie naissante du processus
stochastique. Avec cela Cramér a contribué considérablement à la mise de la
base de toutes les deux mathématiques dassurance non-vie aussi bien que la
théorie de probabilité. Le modèle de base sortant de ces premières contribu-
tions est mentionné dans la suite par le modèle de Cramér-Lundberg. Nous
allons se limiter dans ce chapitre à donner des concepts de base sur la théo-
rie de risque seuls qui ont un intérêt actuariel, et au commencement, cette
simple question. Que désigne le mot risque en assurance ?
Dénition 2.1 Le risque est la raison de lassurance. Il sagit dun évé-
nement incertain qui ne dépend pas exclusivement de la volonté des parties et
à la survenance duquel est subordonnée lobligation de lassurance dexécuter
la prestation convenue.
Un portefeuille est caractérisé par un nombre dingrédients dentre eux de
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nature déterministe et autre stochastique, parmi les premiers on mentionne
la position du départ où on sintéresse à la réserve initiale (dite aussi capital
initial), dénit comme somme du capital mis à coté pour couvrir les dépenses
arrivant pendant la période initiale du portefeuille quand la société na pas
encore reçu les primes annuelles. Dans la suite la réserve initiale sera notée
u:
a. Epoques darrivée de revendications (temps darrivée de revendications) :
notées 1; 2; :::; n: Les revendications sont survenues dans un instant
aléatoire du temps 0 < 1 < 2 < 3; :::. Parfois on considère un temps
darrivée secondaire de revendications dans un instant zéro noté 0 = 0:
b. Temps inter-arrivée de revendications : noté Tn; avec T1 = 1; et Tn =
n   n 1; n  1 et fTngn1 sont des variables aléatoires.
c. Processus du nombre de revendications : noté N(t) où nous avons N (t) =
sup fn  1; n  tg ; t  0; et par convention sup f?g = 0: Une rela-
tion essentielle entre les suites des époques darrivées de revendications
f1; 2; 3;:::g et le processus du comptage fN (t) ; t  0g est donnée
par fN (t) = ng = fn  t < n+1g :
d. Processus de la taille de revendications : noté (Ui)i2N. la taille des re-
vendications (Ui)i2N sont des variables aléatoires positives indépen-
dantes et de fonction de répartition commune F avec une espérance
nie  = E [U1] et une variance 2 = var [U1]  1:
e. Montant global de revendications survenues dans un temps t : donné par :
X (t) =
PN(t)
i=1 Ui, où X (0) = 0 si N (t) = 0; à travers sa dénition, le
montant global de revendications est en générale une somme aléatoire.
f. Primes revenues dans le temps courant de 0 à t : on suppose que le totale
de primes est notées (t).
g. Processus de la réserve de risque dans un temps t : donné par R (t) =
u+(t) X (t) :
On appelle processus aléatoire à temps continu une famille fXt; t 2 Tg
de variables aléatoires indicées par un paramètre réel positif. Lensemble T
représente un intervalle de temps, et le plus souvent la demi-droite R+. Les
variables sont dénies sur un même espace probabilisé. Nous identierons
parfois, de manière abusive et lorsque les ambiguïtés seront impossibles, pro-
cessus et variables en notant (Xt) ou fXtg pour désigner le processus.
Pour une éventualité du hasard ! xée, lapplication qui à t associe la va-
leur Xt(!) sappelle une trajectoire du processus. Les trajectoires constituent
généralement les observations concrètes que lon peut faire dun processus.
Un processus est à valeurs entières si
Xt 2 N; pour tout t  0:
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Les exemples de processus à valeurs entières sont les processus de Poisson,
les processus de renouvellement liés au comptage dévénements survenus au
hasard.
Dans les sections suivantes nous donnerons plus de détails sur les concepts
présentés ci-dessus et sur des quantités actuarielles liées avec eux.
2.2 Processus du nombre de revendications
Intuitivement, il sagit de compter le nombre dévénements qui surviennent








1fnt< n+1g; ; t  0; (2.1)
avec fN(t); t > 0g est un processus de comptage i.e., N(t) satisfait les trois
conditions suivantes. Pour tout t; h  0
1. N f0g = 0
2. N (t) 2 N
3. N (t)  N (t+ h)
Nous avons N (t)  N (t+ h) modélise le nombre de revendications ar-
rivant dans lintervalle du temps (t; t+ h) : On note que les réalisations du
processus du comptage (trajectoires) sont des fonctions monotones, non dé-
croissantes et continues à droite.
Soit (pk (t) ; k = 0; 1; :::) dénit par










la fonction de probabilité du processus du comptage N(t): Dans certains cas
le temps ne joue pas un rôle signicatif. Il existe plusieurs exprissions pour
calculer les probabilités pk (t) comme, la distribution récursive de Panjer, le
processus du Poisson composé, ect. Nous indiquons dans ce qui suit quelques
choix possibles dentre eux.
2.2.1 Processus de renouvellement
Dépendant du type du portefeuille lassureur pourra faire une variété
de di¤érentes suppositions sur la suite des temps dinter-arrivée de reven-
dications fTn; n  1g : Dans certain cas particulier, il pourra être utile de
supposer que cette suite est générée comme un processus de renouvelle-
ment fn; n  1g des époques darrivée de revendications i.e., si fN (t)gt0
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est un processus de comptage avec N (t) = sup fn  1; n  tg ; t  0;
n = T1+ T2+ :::+ Tn; où T1; T2; :::Tn sont des variables aléatoires positives,
indépendantes est identiquement distribuées alors N (t) est un processus de
renouvellement. Noter que tous processus de comptage généré par la somme
de processus Tn indépendants et identiquement distribués est aussi appelé
processus de renouvellement.
Dénition 2.2 (modèle de renouvellement "Sparre Aderson") : Le modèle
de renouvellement est donné par (a), (b), (c), (d) avec N (t) processus de
renouvellement où ET1 = 1= et les deux processus Ui; Ti sont indépendants.
Mathématiquement le plus simple des processus de renouvellements est
celui de Poisson homogène où T1; T2; :::Tn sont exponentiellement distribuées.
Le processus de Poisson a des propriétés particulières qui le distingue des
autre processus de renouvellements. Cette dernière joue un rôle crucial dans
les applications actuarielles du processus stochastique semblable à la distri-
bution Normale en statistique.
2.2.2 Processus de Poisson homogène
On dit que N (t) est un processus de Poisson homogène dintensité  sil
vérie les conditions suivantes :
1. Il commence à zéro N (0) = 0
2. Il a des accroissements indépendants stationnaires
3. Pour tout t > 0 N (t) est une variable aléatoire de Poisson de paramètre
t.





et; k = 0; 1; 2; :::; (2.3)
avec EN (t) = t, V arN (t) = t pour tout t  0. Où ET = 1=
est lespérance des temps dinter-arivée et I (t) = V arN (t) =EN (t)
lindice de dispersion égale à 1.
Dénition 2.3 (modèle de Cramér-Lundberg) : le modèle de Cramér-
Lundberg est donné par (a), (b), (c), (d) avec N (t) processus de Poisson
homogène et les deux processus Ui, Ti sont indépendants.
2.2.3 Processus de Poisson mélangé
En 1948 les actuaires ont noté que la variabilité dans le portefeuille expri-
mée par exemple par I (t) est souvent supérieur à 1: Le processus de Poisson
homogène est apparu dans la littérature actuarielle en 1959(Thyrion 1959).
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Soit eN (t) un processus de Poisson homogène avec intensité 1 et  une
variable aléatoire avec  ( > 0) = 1, indépendante de eN (t), donc le pro-
cessus N (t) = eN   =  eN (t)
t
est appelé processus de Poisson mélangé.
La variable aléatoire  est appelée variable de structure et cela mène à la
distribution du nombre de revendications suivante :






dF () ; (2.4)
où F () = P (  ) est la fonction de distribution de la variable aléatoire
de structure : Lindice de dispersion est donné par I (t) = 1+t (V ar=E).
Le cas où F est une distribution de gamma a été introduit par Ammer (1948)
où la densité est donnée par f (x)

  ()
x 1e x; x  0; où,
Pk (t) = P (N (t) = k) =











i.e., N (t) est une distribution binomiale négative avec N (t) appelé processus
de Póòlya ou processus de Pascal. Le modèle de risque correspond est connu
par le modèle Póòlya-Eggenberger. Cependant dautre choix sont possibles
par exemples le cas où F est linverse dune distribution Normale.
2.3 Montant global de revendications
Soit N une variable aléatoire positive qui prend des valeurs entières et





Ui si, N (t)  1
0 si, N (t) = 0
; t  0 (2.6)
est appelée le composé, est décrit le montant global de revendications dans
le modèle individuel aussi bien que dans le modèle collectif. X a la fonction
de distribution suivante :





Il est plus souvent assumé que les processus fN (t)g et fUng sont stochas-
tiquement indépendants et que U1,U2; ::: sont identiquement distribuées, ce-
pendant, il y a des cas où ces deux processus ne sont pas indépendants,
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prenez comme exemple un portefeuille daccidents de la route, ou un por-
tefeuille daccidents sur les plat-formes pétrolières dun certain type. Il y a
une variété dapproches di¤érentes pour déterminer le montant global de re-
vendications et ces dernières ont une adaptation commune pour examiner
le comportement de FX(t) (x) pour t xé. Si on suppose que les processus
fN (t)g et fUig sont indépendants, nous avons que X a une distribution
composée déterminée par le la fonction de probabilité fPk; k 2 Ng de N et
par la distribution FU de Ui, où la relation fondamentale suivante :






où F kU dénote la k
ieme convolution de FU i.e,. F kU = P (U1+U2+:::Uk  x), la
fonction de distribution de la somme de k variables aléatoires indépendantes
avec la même distribution que U:
Si le nombre de revendications est très grand, donc on peut prédire que
le¤et du centrale limite sera dominant. Une approximation à grande échelle
(large scale) comme,
FX(t) (x) w 
 




où  (x) note la fonction de distribution normale standard, dautre part lap-
proximation de grande échelle peut être plutôt incertain. Les praticiens ont
essayé de remédier à ce défaut en employant les versions ra¢ nées du théo-
rème de centrale limite. Les théorèmes de centrale limite donnent souvent
des résultats médiocres puisque le nombre de revendications qui déterminent
le portefeuille entier est en réalité (et heureusement) très petit. Cest en par-
ticulier vrai dans le cas de grande revendications. Le résultat est quune cen-
tralisation véritable des revendications est totalement absente et nimporte
quelle approximations de centrale limite est sans signication.
Pour investir la distribution du montant global de revendications, il est
comode dadappter lun des deux modèles suivants :
2.3.1 Le modèle individuel
On considère un portefeuille consistant de n polices avec des risques
individuels U1; U2; ::: sur une période donnée. Nous supposons que les va-
riables aléatoires positives U1; U2; ::: sont indépendantes, mais non nécessai-
rement identiquement distribuées. Soit la distribution FUi de Ui une mix-
ture FUi = (1  i) 0 + iFVi, où 0 < i  1 et où FVi est la distribution
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dune variable aléatoire strictement positive Vi, i = 0; :::; n. Dans des applica-
tions actuarielles, les probabilités i sont petites et peuvent être interprétées
comme les probabilités que le iieme police produit une revendication positive
Vi. Le montant global de revendications dans ce modèle, que nous appelons
le modèle individuel est : X ind =
nX
i=1
Ui; avec la distribution FUi  :::  FUn.
Un portefeuille est appelé homogène si Fvi = ::: = Fvn
2.3.2 Le modèle collectif
Nous supposons quun portefeuille consiste en quelques polices anonymes
que nous nobserverons pas séparèment. Le nombre total N de revendica-
tions arrivant dans une période donnée est aléatoire. Les tailles de revendica-
tions Ui sont strictement positives et sont assumées des variables aléatoires
indépendantes et identiquement distribuées. Nous supposons que les suites
U1; U2; ::: des tailles de revendications individuelles sont indépendantes de la
revendication numéro N . Typiquement N est une distribution de Poisson,
binomiale ou binomiale négative. Dautre choix sont aussi possible. Ce mo-
dèle est appelé le modèle collectif et le montant global de revendications est
la variable aléatoire suivante : Xcol =
NX
i=1




Lidée est de rapprocher le modèle individuel par un modèle collectif
convenablement choisi si, la taille de portefeuille n est grande. se fait parce
que le modèle collectif est souvent mathématiquement plus facile pour mani-
puler. Dans ce rapport, un problème crucial comment spécier les paramètres
dun modèle collectif pour avoir une bonne approximation.
2.4 La prime
On a employé labréviation (t) pour noter la totalité de primes rassem-
blées des assurés dans le portefeuille jusquau temps t. Dhabitude les primes
sont individuellement rassemblées une fois par ans. La détermination dune
expression fonctionnelle pour (t) est une des choses où lassureur peut in-
tervenir dans le processus complet. La fonction (t) doit être déterminée
dune telle façon que lon peut garantir la solvabilité du portefeuille. Cela
exige que (t) soit grande pour augmenter assez vite le capital pour faire
face aux revendications entrantes. Dautre part une très haute valeur de (t)
peut être plutôt indésirable puisque les compagnies dassurances pourraient
attirer des client en o¤rant des primes inférieurs en couvrant le même risque.
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Pour une étude exhaustive sur le calcul de prime voir par exemple Goovarert,
De Vylder et Haezendonck (1984). Notons que le plus souvent, ces primes
sont non aléatoires même si leur calcul implique linformation sur les éléments
stochastiques dans le portefeuille. la forme la plus populaire de la fonction
de prime (t) est la suivante :
(t) = (1 + )E [N (t)]E [U ] ; (2.10)
où EN (t) est le nombre espéré de revendications jusquau temps t, tandis
que EUi, est la taille moyenne des revendications. Le constant  est le char-
gement de sécurité (safety loading) qui doit faire attention non seulement
des dépenses administratives pour traiter le portefeuille mais aussi, du gain
nécessaire que la société veut faire en n de compte. Si N (t) est un processus
de Poisson, la fonction de la prime (t) donnée dans (2:10) aura la forme
(t) = t, pour tout  > 0: La prime de la forme (2:10) avec  indépen-
dant du portefeuille est appellé principe de la valeur espérée "expected value
principle". Ce dérnier ne tient pas compte de la variabilité du portefeuille,
donc, des principes alternatives incluent par exemple la variance de N (t) et
la variance de U peuvent être adaptées.
2.4.1 Principe de calcul de prime
Dénition 2.4 Le principe de calcul de prime est une règle qui assigne
un nombre non négatif  (la prime) à nimporte quel risque donné X (une
variable aléatoire positive) i.e. déterminer la prime comme un fonctionnel en
assignant une valeur (FX) 2 R[f1g à la distribution de risque FX (t) :
Désormais on note (X) à la place de (FX).
Typiquement la prime (X) dépend de certains caractéristiques de FX
comme lespérance EX ou la variance varX. La di¤érence (X)  EX est
appelée le chargement de sécurité, et ce dernier doit être positif. Dans ce qui
suit le risque est modèlisé comme une variable aléatoire positive.
2.4.2 Propriétés de bonnes primes
On suppose toujours que la prime (X) est nie. Soit X; Y; Z des risques
assurables arbitraires pour les quelles les primes ci-dessous sont bien dénies.
1. aucun chargement de sécurité injustié si, pour tout constant a  0,
(a) = 0
2. proportionnalité si, pour tout constant a  0, (aX) = a(X).
3. sous-additivité si, (X + Y )  (X) +  (Y ) :
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4. additivité si, (X + Y ) =  (X) +  (Y ) :
5. consistance si, pour tout a  0, (X + a) =  (X) + a:
6. conservation dordre stochastique si, X st Y implique que (X) 
(Y ) :
7. compatibilité sous mélange, pour tout P 2 [0; 1] et pour tout Z;(X) =
 (Y ) implique (PFX + (1  p)FZ) =  (PFY + (1  p)FZ)
Remarques 5
1. le principe de calcul de prime additif avec aucun chargement de sécurité
injustié est aussi consistant.
2. typiquement, ladditivité est exigée pour des risques indépendants.
3. en générale (X + Y ) dépend de la distribution conjointe de X et Y:
2.4.3 Quelques principes de base
Parmi les principes de calcul de prime les plus simple on cite :
. principe de la valeur espérée : pour tout a  0, (X) = (1 + a)EX; ce
principe paraît bon mais, il ne tiens pas compte de la variabilité du
risque subordonné X, et cela peut être dangereux pour lassureur. On
présente des principes où le chargement de sécurité (X) EX dépend
de la variabilité du risque X: Dans Bühlmann(1970) on trouve quatre
principes de calcul de prime, les suivant : pour tour a > 0:
. principe de la prime mette : (X) = EX
. principe de lécart-type : (X) = E (X) + a
p
var (X).
. principe de la variance : (X) = E (X) + a; var (X).
. principe de lutilité nulle : soit u (x)(x 2 R) une fonction deux fois di¤éren-
tiable avec u0 (x) > 0. Donc est dénit par léquationE [u ( (X) X)]
= u (0). En supposant que u (0) = 0; u (0) = 1: Gerber (1974) a men-
tionné dautre principes :
. principe de la valeur moyenne : soit u (x) (x 2 R) une fonction strictement
croissante et continue. Donc on dénit (X) = u 1E [u (X)] ; où u 1
note la fonction inverse de u
. principe de la perte maximale : pour p  0; q = 1   p on a (X) =
pE (X) + qmax (X) où, max (X) note le point terminal à droite du
rang de X.
. Bühlmann, Gagliordi, et Strauts (1977) ont introduit une certaine famille
de principe de calcul de prime. Pour tout risque la prime  est déni
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comme la solution de léquationE (u (X   z(X))) = (1  z) (X) où
u (t) est une fonction deux fois di¤érentiable avec u8 (t) > 0; u00 (t)  0;
pour t 2 R. Pour z = 1, ce principe coincide avec le principe dutilité
nulle. Pour t = 0 le principe de valeur espéré et un cas spécial.
. Prime de la variance modiée : (X) = EX + avarX=EX si, EX > 0;
avec (X) = 0 si, EX.
. Principe exponentiel : (X) = a 1 logEeax. Ce principe nest pas appro-
prié pour les risques Heavy Tailed.
. Principe de risque ajusté : (X) =
R1
0
(1  FX (x))1=p dx, où p  1 ap-
pelé coe¢ cient de distorsion. Ce principe a un chargement de sécurité
non négatif, mais aucun chargement de sécurité injustié, en plus, ce
principe de prime est proportionnel, consistant, sous additif et stochas-
tiquement monotone.
. Principe de quantile : (X) = F 1X (1  ") i.e., la prime la pus petite
tel que la probabilité dune perte est à la plus part ": Noter que
F 1X (1=2) est une médiane de X. Concéderons la déviation espérée
absolue kX = E
X   F 1X (1=2) : Alors, pour des risques arbitraires
X; Y , nous avons kX+Y = kX+kY une modication de principe décart
type est la suivante :
. Principe de lécart absolu : (X) = EX + akX , où a  0 est un constant.
2.5 Processus de la réserve de risque
Rappelons daprès lintroduction que la réserve de risque au temps t est
donnée par :
R(t) = u+(t) X(t); (2.11)
où u est la réserve initiale. La raison ultime devrait être avoir quelques in-
formations sur la distribution R(t) ou si cela est impossible, sur les premiers
moments de R(t). Comme sest déjà désigné ci dessus, la distribution de X(t)
est très compliquée. Si nous ajoutons plus quil nen faut un caractère proba-
blement aléatoire du revenu de primes, donc la situation complète devient de
plus en plus mauvaise. Il y a une seule situation particulière, cependant, où
on peut donner une étude complète de la nature stochastique de la réserve
de risque. Supposons que le temps et mesuré par des entiers. Donc nous ad-
ditionnons tout les primes collectées dans une période n en un seule nombre
n = (n) (n  1) qui est supposé aléatoire. De même nous additionnons
tout les revendications arrivées dans une période n et notons ce montant par
Xn, où Xn = X (n) X (n  1). La réserve de risque après la période n est
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donc égale à
Rn = R (n) = u+(n) X (n) = u 
nX
i=1
(Xi   i) (2.12)




pelé le processus de revendications de surplus. En particulier si on suppose
que la suite fYn; n  1g avec Yn = Xn  n représentent des variables aléa-
toires indépendantes et identiquement distribuées alors fSng est une marche
aléatoire. Si les primes ne sont pas aléatoires on peut écrire
P (R (t)  x) = P (X (t)  u+(t)  x) = FX(t) (u+(t)  x) ; (2.13)
ce qui montre limportance davoir une expression pratique de la distribution
du montant global de risque
2.5.1 Probabilité de ruine
En actuariat, la théorie de la ruine sintéresse à décrire le comporte-
ment du surplus dune compagnie dassurance et au problème de lévalua-
tion de la probabilité que ce surplus devienne négatif. Considérons le pro-
cessus R(t) = u + (t)   X(t) et dénissons la variable aléatoire  avec
 = inf ft  0; R (t) < 0g : Linstant  nous donne le temps de ruine du por-
tefeuille, où nous interprétons la ruine dans un sens technique. La probabilité
de survie où de non ruine dans un temps nie sera dénie et notée par






= P ( (u) > x) ; (2.14)







= P ( (u) =1) : (2.15)
Les notations alternatives qui sont dans lutilisation constante se réfèrent aux
probabilités de ruine qui sont dénies par les égalités
	(u; x) = 1 	(u; x) ; 	(u) = 1 	(u) : (2.16)
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Par dénition du processus de risque, la ruine peut arriver seulement dans
la revendication des temps i, de là pour u  0; et si (t) = ct, on a
	(u) = P (u+ ct X(t) < 0; pour tout t  0)














(Uk   cTk) > u
!
:







(Uk   cTk)  u
!
> 0; u  0: (2.17)
Cette dernière expression a un rôle signicatif pour trouver dautres formes
de la probabilité de ruine dans par exemple des processus de renouvellements.
Lestimation de 	(u) peut être mise au point pour une grande catégorie de
modèles en appliquant une variété de techniques. Nous trouvons dans [18] un
traitement exhaustif concernant lestimation de 	(u) dans le cas du modèle
de Cramér-Ludberg ainsi que le modèle de renouvellement. Les tailles de
revendications et le capital initial ont une inuence sur lestimation de 	(u) :
2.5.2 Conclusion
Dans la section 2:4 nous avons déjà mentionné que le calcul de primes
constitue une partie essentielle du savoir faire (professionnel) actuariel. Bien
que ces primes soient non aléatoires pour un certain horizon de temps, leur
calcul implique linformation sur les éléments stochastiques dans le porte-
feuille et dans lenvironnement économique. Cependant, même une fois que
les primes sont xées, le revenu futur de prime dun assureur nest pas dé-
terminé. Pour une raison, le nombre de clients peut augmenter ou diminuer
dans le temps hors du contrôle de lassureur. Comme lassureur investit lex-
cédent aux marchés nanciers, il y a toujours une autre source dincertitude
qui est causée par les uctuations aléatoires de ces marchés. On remarque
généralement, avec les revendications arrivantes, lintérêt et les taux dina-
tion changent de pas beaucoup plus petits que ceux de la réserve de risque
du portefeuille. Cette situation est modélisée en utilisant des processus sto-





Les compagnies de réassurance assurent un rôle économique essentiel par
la fourniture dune couverture des risques assumés par les compagnies das-
surance pour leurs clients. En plus dassurer les assureurs, les compagnies de
réassurance sont également des intermédiaires nanciers et des investisseurs
institutionnels de premier ordre. Leur intégrité est essentielle à la stabilité
du secteur nancier. Ils opèrent dans un marché global où leurs activités ne
font le plus souvent pas lobjet dun contrôle prudentiel.
Une année 2004 particulièrement meurtrière et coûteuse. Munich Re es-
time ainsi que lannée 2004 était, dès avant le 26 décembre, la plus coûteuse
de lhistoire de lassurance en matière de catastrophes naturelles, avec des
pertes de 40 milliards de dollars ; la deuxième année la plus coûteuse étant
1992, marquée par le cyclone Andrew, avec des pertes assurées de 26 milliards
de dollars.
Lattention se porte en priorité sur les risques qualiés de majeurs 
caractérisés par une faible fréquence et une extrême gravité - et sur les dom-
mages quils provoquent. À léchelle mondiale, et en moyenne annuelle, on
estime que les quarante catastrophes les plus importantes sont responsables
denviron 60 000 pertes humaines 3, tandis que le total des pertes matérielles
subies, assurées donc indemnisées, se situe annuellement aux alentours de
14 milliards de dollars 4. Lors de chaque catastrophe, à la tragédie humaine
3La catastrophe de 2004 en Asie du Sud-Est bouscule ces moyennes , le nombre est es-
timé à environ 270 000 victimes, principalement en Indonésie, Thaïlande, Sri- Lanka, Inde
du Sud. Les dégats matériels sont considérables, mais compte tenu du faible pourcentage
dassurés, on ne prévoit de couvrir par lassurance quenviron 10 milliards de dollars de
pertes matérielles
4Le record atteint en 1992 lors du cyclone Andrew aux États-Unis, de près de 21
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et au choc émotionnel qui frappent les populations sinistrées et les opinions
publiques alertées par une couverture médiatique intense, sajoutent les at-
teintes immédiates ou prolongées à lenvironnement, le poids des pertes éco-
nomiques et, dans les pays les plus développés, le coût des indemnisations
que doivent assumer les sociétés dassurance et de réassurance[26].
3.2 Généralitées sur lassurance
dénition 3.1 assurance, opération par laquelle une personne, lassureur,
sengage à indemniser une autre personne, lassuré, en cas de réalisation dun
risque déterminé, moyennant le paiement préalable dune prime ou dune
cotisation.
Le terme « risque » désigne à la fois la cause du risque, lobjet du risque
ou encore les conséquences du sinistre. Donc le risque est à la fois, la chose
garantie (lautomobile) lévénement dommageable, contre la survenance du-
quel on veut se protéger (laccident, incendie) et lenjeu nancier duquel est
confronté lassureur.
Techniquement, le rôle de lassureur est dévaluer le prix de ce risque à
partir des garanties o¤ertes et des paramètres statistiques. Il tiendra compte
à la fois du montant moyen des sinistres, de ses valeurs extrêmes, de sa
répartition, de sa probabilité de survenance,. . . .
La di¢ culté- et le métier pourraiton dire pour lassureur consiste à
donner le juste prix à ce risque qui satisfasse les parties dans la durée.
3.2.1 Principe de lassurance
Le mécanisme de lassurance sappuie sur la compensation des risques :
si tous les assurés sont soumis à un risque, la probabilité de voir celui-ci
se réaliser pour tous les assurés est faible. Les victimes sont dédommagées
grâce aux contributions versées par la collectivité des cotisants. Lassureur
doit donc être capable de prévoir les charges quil aura à supporter du fait des
risques quil couvre lorsquil établit ses polices dassurance. Ces évaluations
sont e¤ectuées grâce au calcul de probabilités réalisé par un actuaire. La
loi des grands nombres permet, en e¤et, détablir les lois de survenance des
risques, ce qui permet, en fonction de la probabilité de leur survenance et
de leur fréquence, de déterminer le montant des polices dassurance, auquel
sajoute les frais de gestion de lassureur. La valeur de lindemnisation varie
selon la fréquence des sinistres et la valeur assurée.
milliards de dollars, risque dêtre dépassé après les tempêtes tropicales (Frances, Charley,
Jeanne) qui ont dévasté les Caraïbes et le sud des États-Unis en septembre 2004.
46
3.2.2 Types de lassurance
Il existe deux grands types dassurance : les assurances de dommages
et les assurances de personnes. Les assurances de dommages couvrent la
réparation dun préjudice, quil soit direct, cest-à-dire quil porte sur un bien
appartenant à lassuré (assurance de choses), ou indirect, cest-à-dire quil
soit subi par un tiers du fait de lassuré (assurance de responsabilité). Les
contrats dassurance combinent souvent ces deux aspects, comme le fait, par
exemple, lassurance-automobile multirisques. Pour leur part, les assurances
de personnes garantissent lindividu contre les événements qui touchent à son
existence et à sa santé : il sagit principalement des assurances sur la vie, ou
encore de celles qui couvrent les risques liés à la maladie ou aux accidents.
3.2.3 Pourquoi la nécessité de la réassurance ?
La réassurance est une activité principale de presque tous les assureurs.
Nous exprojetons dabord pourquoi la réassurance peut être nécessaire. Comme
exprimé par Broch (1960), une société fait laccord sur la réassurance quand
elle cherche à réduire la probabilité des pertes sou¤rantes qui peuvent mettre
en danger la position de la société. Parmi les raisons de peser la réassurance,
-lapparition excessive de grandes revendications ; ici nous pensons aux
revendications résultant daccidents sévères comme avec des centrales ato-
miques ou les cas de mauvais traitements médicaux sérieux.
-Exceptionnellement un grand nombre de revendications, grand ou non,
des feux de forêt vastes peuvent temporairement mener à un très grand
nombre de plus ou moins grandes revendications. Des ouragans, des tremble-
ments de terre et des inondations peuvent causer des accumulations considé-
rables de revendications.
-Changements inattendus de collection de prime comme dans le cas dune
ination soudaine ou augmentation imprévue de traitement de dépenses.
-Il y a des restrictions légales forçant la société davoir des réserves pour
couvrir une certaine partie de revendications futures. Pour une société plus
petite ces restrictions causeraient une prime non compétitive. La prise de la
réassurance est une voie confortable de résolution de ce problème.
-Si une société peut prendre la réassurance, il peut aussi o¤rir plus de
services à ses clients. La réassurance peut donc être considérée un moyen
daugmenter la capacité de la société.
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Par exemple le tableau suivant présente quelques exemples de sinistres
(prix de 1996)[35]
Revendications
en US $ Milion
Morts Année Evènement Région
1 17.945 38 1992 Ouragan Andrew USA




p 6.420 51 1991 Tourbillon Mireille Japan
3 5.788 1995 Prime brute Allianz




5 5.326 61 1989 Ouragan Hugo Puerto Rico
6 4.451 13 1987 Tempête dautomne Europe












10 2.170 59 1995 Ouragan Opal USA
Tab. 3.1 Coûts nanciers à lindustrie dassurance des dix pertes dassu-
rance les plus chères dans moins de dix ans - de 1987 à 1995
3.3 La réassurance
La réassurance dans son principe ne di¤ère pas de lassurance. Mais au
lieu de couvrir directement des risques humains ou matériels, elle assure
les compagnies dassurance ; ses activités, cumulant la diversité des situa-
tions particulières de ces dernières, sont donc plus complexes et son champ
dapplication est plus vaste que le leur, puisque cest le monde entier. Une
compagnie dassurance émit un contrat. Elle est lassureur direct dun par-
ticulier ou dune entreprise. Cest son non qui gure sur le contrat et cest
elle qui porte la responsabilité de tous les sinistres quil couvre. Elle est le
seul interlocuteur de lassuré. Mais elle convient avec un ou plusieurs réassu-
reurs de leur transférer tout ou partie du risque auquel ce contrat lexpose ;
cest pourquoi, dans le jargon du métier on lappelle «la cédante» . Si un si-
nistre survient, elle doit à son client la totalité de lindemnisation à charge
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pour elle de récupérer auprès de ses réassureurs les sommes correspondant
au risque quelle lui a transféré. Au début de chaque année la compagnie
dassurance souscrit ainsi auprès de ses réassureurs le ou les contrats qui la
protégeront pour ses exercices. En général, chaque réassureur cède à son tour
à dautre réassureurs, appelés les «rétrocessionnaires» , une partie de risque
en question.





Munich Re Allemagne 15277
Swiss Re Suisse 14479
Berkshire Hathaway Group USA 8575
Employers Re Group USA 7924
Hannover Re Group Allemagne 4994
Gerling Globale Re Allemagne 4117
Lloyds Grande-Bretagne 3953
Allianz Re Allemagne 3727
SCOR France 2810
Zurich Re Suisse 2485
Transtlantic Re USA 1659
AXA Re France 1425
PARTNER Re Bermudes 1380
ST PAUL Re USA 1252
EVEREST Re USA 1219
Tab. 3.2 Classement des 15 plus importants groupes de réassurance 2000
3.3.1 Les fonctions dun réassureur
Pratiquée à léchelle mondiale, la réassurance remplit trois fonctions es-
sentielles :
1-Consolider la sécurité nancière du mécanisme dassurance en aidant
lassureur direct à faire face aux risques les plus lourds.
2-Accroître le montant maximal quil peut assumer pour un sinistre ou
une catégorie des sinistres et lautoriser à souscrire des risques plus nombreux.
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3-Lui permettre de disposer de liquidités importantes en cas de sinistre
grave.
La réassurance o¤re aussi à ses clients un certain nombre dautres services,
par exemple un grand réassureur comme SCOR joue aussi après des cédantes
un rôle de conseiller.
-En les aidant à construire leur plan de réassurance. Le choix
et la nature des couvertures pouvant avoir un impact considérable sur la
rentabilité et la solvabilité des cédantes.
-En leur fournissant une gamme très variée dassistance. Forma-
tion de cadres thécniques et administratifs, assistance sur place en matière
dorganisation, de comptabilté ou dinformatique, inspection des risques, et
notamment coopération en matière de règlement de sinistre.
-En leur apportant sa compétence. Dans certains domaines très
spécialisé tels que lassurance des grandes chantiers de travaux publics ou
lassurance- décès des personnes ayant survécu à des maladies graves, un as-
sureur dispose à la fois des statistiques concernant ces risques, de la connais-
sance des tarifs pratiques sur les marchés et de la capacité permanente de
couvrir ses engagements pour le compte des cédantes.
3.3.2 Principe du contrat dun réassureur
Un contrat de réassurance indique la partie X   h(X) du montant de
revendication X qui doit être indemnisé par le réassureur (soustraire le mon-
tant du rétention h(X) du montant X). Ici h : R+ ! R+, la fonction de
rétention, est assumée pour avoir les propriétés suivantes :
 h (x) et x  h (x) sont croissantes,
 0  h (x)  x et en particulier h (0) = 0:
Il est raisonnable de supposer que la fonction de rétention h(x) et la fonc-
tion de compensation (ou rémunération) k(x) = x   h(x) sont croissantes,
en pratique, les fonctions de rétention sont souvent continues. Les choix pos-
sibles dune fonction de rétention h(x) sont :
 h(x) = ax pour un contrat proportionnel, où 0 < a  1;
 h(x) = min fa; xg pour un contrat stop-loss où a > 0:
Considérons les risques de la forme X =
PN
i=1 Ui, où N est une variable
aléatoire entier et où les variables aléatoires positives Ui sont interprétées
comme des risques locaux. On peut modéliser la réassurance locale avec des
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fonctions de rétention locales hi(x) comme suit : Pour la i eme revendication
de taille Ui la partie Ui hi(Ui) est portée par le réassureur. Les fonctions de
rétention locales hi(x) sont supposées pour avoir les mêmes propriétés que
leurs alternatives globales h(x).
Soit u(x) une fonction dutilité. Si (X) est la prime payée au réassureur,
lutilité du réassureur est u

(X) PNi=1 ki (Ui) ; où ki (x) = x   hi(x)
sont les fonctions de compensation locales correspondantes. Si un contrat
global est employé avec la fonction de rétention h(x) lutilité du réassureur
est u ( (X)  k (X)), où k (x) = x   h(x) est la fonction de compensation
correspondante. Le résultat suivant suggère que dans quelques cas un contrat
global soit meilleur pour le réassureur.
Théorème 3.1[37] : Soit X un risque assurable de la forme X =
PN
i=1 Ui
et soit u : R! R une fonction concave croissante. Pour une réassurance lo-
cale avec les fonctions de compensations ki (i = 1; 2; :::), il existe une fonction
k (x) telle que














 Eu ( (X)  k (X)) :
Preuve. Voir [37]
3.3.3 Techniques de la réassurance
Il existe deux types de couvertures de réassurance : les facultatives et les
traités.
-Les facultatives sont appliquées essentiellement pour les grands risques
industriels et les grands ouvrages déquipement. Le réassureur propose un
traité spécique pour chaque risque pris individuellement.
-Le traité de réassurance est une forme de couverture globale que les cé-
dantes achètent, directement ou par lintermédiaire dun courtier de réas-
surance, pour protéger tout ou partie de leur portefeuille dans une branche
donnée. Tous les contrats par un traité sont automatiquement protégés, sans
quil soit besoin dautorisation, au cas par cas, du réassureur. Les traités
peuvent être non-proportionnels ou proportionnels.
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-Dans les traités proportionnels les risques sont fendus entre lassu-
reur direct et le réassureur selon une proportion de responsabilité - dans la
plupart des cas mesurés par la somme assurée. Une fois que cette propor-
tion est déterminée, le réassureur est responsable de sa proportion de risques
assurés et obtient donc une proportion de primes originales et paye une pro-
portion de revendications originales. On présente deux types de ces traités :
1. Traité de quote-part : dans un traité de quote-part, la rétention de
lassureur direct est exprimée comme un pourcentage de la somme ori-
ginale assurée noté a: Cela signie que la fonction de rétention prend
la forme h(x) = ax, i.e







où 0 < a < 1 est le facteur de proportionnalité. Avec une quote-part la
responsabilité du réassureur est limitée par une somme absolue assurée
appelé la limite de traité. Cette forme de réassurance est très populaire
dans la plupart de toutes branches dassurance vraisemblablement à
cause de sa simplicité conceptuelle et administrative. De plus cette
sorte de réassurance est souvent employée au début de petites compa-
gnies pour élargir leurs chances avec des polices de garantie (source du
graphe[35]).
Fig. 3.1 Traité de quote-part
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2. Traité de surplus : en cas de la réassurance de surplus le réassureur
prend une part de seulement ces risques qui excèdent la ligne de réten-
tion de lassureur direct. Cette ligne est exprimée comme un montant
exprimé dans des unités monétaires [par exemple en [e]]. On ne cède pas
de risques avec des sommes assurées plus bas que la ligne de lassureur
direct. Les risques avec des sommes assurées qui excèdent la ligne sont
partagés entre la cédante et le réassureur proportionnellement à la ligne
et la partie de la somme assurée qui lexcède. Dans le cas de lexcédent
la responsabilité du réassureur est limitée par un nombre consenti de
lignes (source du graphe[35]).
Fig. 3.2 Traité de surplus
-Dans les traités non-proportionnels au lieu de la division des risques
entre lassureur direct et le réassureur selon les sommes assurées, les reven-
dications sont partagées. La responsabilité de lassureur direct est étonnée à
un certain montant appelé le déductible. Le réassureur paye ce qui excède ce
montant et la prime non-proportionnelle est calculée séparément de la prime
originale. On distingue trois types principales :
1. lexcédent de sinistres (excess of loss) : cest une forme importante de
réassurance. Elle est déterminée par un nombre positif b, appelé le ni-
veau de rétention. Le montant réassuré est alors égale à
PN(t)
i=1 (Ui   b)+,
où x+ = max fx; 0g : La réassurance de lexcédent de sinistres est en
particulier intéressante si relativement un petit nombre de risques est
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assuré et les distributions des tailles de revendications individuelles sont
à queues lourdes. Nous trouvons dans cette forme -WXL=R : excédent
de sinistre par risque (working excess of loss per risk) et -XL=E : ex-
cédent de sinistre par événement (working excess of loss per event)
(source du graphe[35]).
Fig. 3.3 Traité de lexcédent de sinistres
2. lexcédent de perte annuelle (stop loss) : avec un excédent de perte an-
nuelle, le réassureur paye si les pertes nettes globales de la société di-
recte pendant une année de compte excèdent un montant prédéterminé
ou une proportion de revenu de prime. Lexcédent de perte annuelle est
la forme la plus complète des couvertures de réassurance
3. lexcédent de sinistres cumulés (accumulatuion excess of loss) : cela
fournit la protection si un événement de perte a¤ecte plusieurs risques.
Le réassureur paye pour cette partie de laccumulation la somme ex-
cèdent le déductible, sa responsabilité étant étonné par la limite de
traité comme -CAT=XL (catastrophe excess of loss).
4. dans le cas des revendications de grande envergure, il semble désirable
de chercher des traités basés sur les plus grandes revendications dans
le portefeuille.
Si nous dénotons par U(1); U(2); :::UN(t) les statistiques dordre du vec-












composeraient un traité de réassurance plutôt propre. Il a été pré-
senté par Thépaut (1950) et est appelé excédent du coût moyen re-
latif (ECOMOR) : Le montant Z(t) couvre que la partie des plus
grandes revendications r qui dépassent la rétention aléatoire U(N(t) r)
où U(N(t) r) = 0 si N (t)  r: Dans quelque sens le traité ECOMOR
reformule le traité de lexcédent de sinistres, mais avec une rétention
aléatoire.
3.3.4 La réassurance nancière
Dans le domaine nancier le réassureur peut rendre des services parti-
culièrement précieux aux compagnies directes par exemple, dans la plupart
des pays, la réglementation prévoit un ratio minimum entre les fonds propres
de lassureur et le chi¤re da¤aires quil conserve, ce ratio est la marge de
solvabilité. Il en découle quun assureur dynamique, mais peu capitalisé, ne
peut progresser que sil a largement recours à la réassurance ; le réassureur
joue parfois aussi un rôle de nancier plus direct. Ainsi, en assurance-Vie, le
lancement dune nouvelle gamme de produits nécessite des investissements
très importants, pour la création et le développement de réseaux de vendeurs
entre autres. Souvent le réassureur est appelé à partager le nancement de
de cet investissement, en tant que partenaire ; il sera alors rémunéré comme
tel ; vis-à-vis des cédantes des pays à monnaie faible, le réassureur joue sou-
vent le rôle dun fournisseur de devises. En e¤et, ces pays, souvent en voie
de développement, réassurent les biens déquipement quils importent dans
le souci dobtenir sans délai, en cas de sinistre, des devises fortes permettant
le remplacement de linstallation.
3.3.5 Conclusion
Les pertes se constituant comme de grandes pertes sont caractérisées par
les conditions suivantes :
-râpe que certaine somme dargent ;
-ont des e¤ets défavorables nanciers ;
-lévénement quune si grande perte arrive est rare ;
-résident à la queue droite dune fonction de distribution.
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3.4 Un mot sur lactuariat
Actuariat, discipline mathématique faisant appel aux théories des pro-
babilités, aux statistiques et au calcul nancier appliqués au domaine de
lassurance, des retraites, de la démographie, ainsi quà dautres domaines
connexes.
Lactuaire établit des tables de probabilités de réalisation dun risque
(accidents, maladies, sinistres) à partir desquels il détermine le montant des
primes à payer pour tout contrat dont lobjet est de garantir la survenance
de ces risques. Ceci peut être le cas pour le contrat dassurance par exemple.
La science actuarielle repose sur lhypothèse fondamentale que la fré-
quence avec laquelle des événements sont survenus dans le passé peut être
réutilisée pour prévoir ou mesurer la probabilité de leur réalisation dans le
futur. Né de létude des lois concernant la mortalité, lactuariat a permis de
dénir les règles applicables à la capitalisation et est à lorigine du dévelop-
pement du mécanisme de lassurance vie.
Principalement utilisés dans le secteur de lassurance, les actuaires sont
maintenant largement employés par les organismes gouvernementaux qui ré-
glementent le secteur de lassurance et qui sont liés aux programmes de la
Sécurité sociale. Au-delà, cette méthode de calcul est désormais couramment
usitée dans le domaine bancaire, ainsi quen matière de gestion dopérations
nancières reposant sur un calcul dactualisation du résultat (an darbitrer
entre des choix dinvestissement, par exemple).
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Chapitre 4
Estimation de la Prime de
Risque-Ajustée
4.1 Introduction
Actuellement, les actuaires trouvent que le secteur entier de la réassu-
rance est une application très importante de la théorie des valeurs extrêmes,
puisque on doit toujours sauvegarder une compagnie dassurance contre les
revendications excessives qui peuvent mettre en danger la solvabilité du por-
tefeuille (voir par exemple Cebrián et al. (2003) [8], Beirlant et al. (2001)
et Reiss et Thomas (1999; 2001). Pour déterminer un prix (prime) adéquat
pour ces risques extrêmes on doit utiliser un principe de tarication ap-
proprié. Clairement, la prime ne peut pas être aussi basse parce que cela
aboutirait à des grandes pertes inadmissibles pour lassureur, dautre part,
la prime ne peut pas être trop haute pour des raisons de compétition entre les
assureurs. Il y a plusieurs variantes pour dénir des principes de prime (voir
par exemple, Bühlman (1980), Kaas, van Heerwaarden et Goovaerts (1994)
et Wang (1996; 1998; 2001):
Wang (1996) [40] a proposé un principe de prime basé sur une transforma-
tion proportionnelle de la fonction dhasard. Cette approche de tarication
des contrats dassurance considère les pertes de lassurance comme des va-
riables aléatoires positives et engendre des primes qui sont plus hautes que
la valeur attendue de la perte dassurance.
Dénition 4.1 une fonction de distorsion g est une fonction dénit de
[0; 1] dans [0; 1] avec g (0) = 0 et g (1) = 1
Dénition 4.2 soit X une variable aléatoire positive de fonction de distri-
bution absolument continue F et de fonction de densité f , alors, la fonction
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dénit par mX (t) =
f (t)
1  F (t) est appelée fonction de taux dhasard.
Remarque 6 : dans les mathématiques dassurance-vie, m(t) est appelé la
fonction de taux de mortalité de F:
Remarque 7 : rappelons que si Wn est un mouvement Brownien et Bn un
pont Brownien alors, Bn (s) =Wn (s) sWn (1) : Le mouvement brownien est
le plus célèbre des processus aléatoires. Il doit son appellation au biologiste
anglais Brown qui le découvre en 1828 lors de lobservation du mouvement
extrêmement désordonné des particules de pollen dans un uide. La théorie
mathématique a débuté en 1900-1905 (Bachelier, Enstein) et sest poursui-
vie vers 1930 jusquà nos jours. Ce processus intervient maintenant dans de
nombreux modèles de phénomènes naturels, physiques ou économiques.
4.1.1 Principe de la prime de Wang
Soit X1; X2; :::; Xn une suite de risques iid positifs de fonction de distri-
bution commune FX (s) = P (X < s) avec SX (s) = 1 FX (s) est la fonction





g (SX (s)) ds;
où g est une fonction de distorsion. Si g est une fonction puissance i.e. pour





(1  FX (s))1=p ds (4.1)
est appelé prime dhasard proportionnel (PHpermium) de X, avec p  1
appelé coe¢ cient de distorsion où (coe¢ cient daversion). Remarquons que
si FX (s) a une densité, alors la prime donnée dans (4:1) peut être interpré-
tée comme une prime nette dun autre risque Y dont, sa fonction queue est
F Y (s) = (1  FX (s))1=p et dont sa fonction de taux dhasard est propor-
tionnellement inférieur à celle du risque X car mY (t) = d=dt logF Y (t) =
p 1mX (t). Cest-à-dire, on peut voir Y comme le risque correspondant à X
après le dégonement de la fonction de taux dhasard de X par le facteur
constant p 1. La prime présenté dans (4:1) appelée Prime de Risque Ajus-
tée et noté RAP (Risk-Adjusted-Premium) a un chargement de sécurité non
négatif, mais aucun chargement de sécurité injustié, en plus, ce principe
de prime est proportionnel, consistant, sous additif et stochastiquement mo-
notone. Ce qui fait, ce principe sera une bonne statistique pour tarier des
risques extrêmes.
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Par di¤érentes approches, récemment Necir et Boukhetala (2004) [32] ;
Necir et al (2005) [31] ; Meddi et Necir (2006) [28] se sont intéressés à estimer
la prime mentionnée ci-dessous pour tarier des risques dépassant un seuil
élevé un sachant que ces risques suivent des distributions heavy-tailed. la
prime de risque ajustée dénit dans (4:1) correspondant à des pertes arrivées




(1  F (s))1=p ds: (4.2)
Notons que le seuil u doit être aussi grand et dépends de la taille de léchan-
tillon des revendications produites n  1. Pour cette raison on va supposer




(1  F (s))1=p ds: (4.3)
Nous présentons dans les trois sections suivantes trois approches pour esti-
mer la statistique (4:3) aussi que la distribution limite de chaque estimateur
obtenu.
4.2 Approche de distribution empirique
Pour les plus grandes couvertures de la réassurance en modélisant les
risques par des distributions heavy-tailed.et en se basant sur la fonction de
distribution empirique du montant de revendications, récement Necir et Bou-
khetala (2004) ont proposé un nouveau estimateur pour (4:3),
4.2.1 Construction de lestimateur b1un
Soit k = kn une suite des entiers satisfaisant 1  k  n; k ! 1 et
k=n! 0 telle que : un = Q (1  k=n) : où Q est la fonction inverse généralisée




(1  F (s))1=p ds;
pour tout n  1. Soit X1;n; X2;n; :::; Xn;n les statistiques dordre basées sur
X1; X2; :::; Xn. En substituant Q (1  k=n) et F (:) par leur estimateurs ap-
59
propriés Qn (1  k=n) et Fn (:), on obtient :
bun (X) = +1Z
Xn k;n
(1  Fn (s))1=p ds;
où Qn (:) et Fn (:) sont donnés dans (1:1) et (1:2). Avec Qn (0) = X1;n,
observons que,
bun (X) :=  
k=nZ
0
s1=pdQn (1  s) :
Par une intégration par partie on trouve :
bun (X) = p 1
k=nZ
0



























fXn i+1;n  Xn i;ng ; pour p  1: (4.4)
Notons que, pour p = 1, les Statistiques nb1un correspondent au plus grande
revendications des traités de la réassurance ECOMOR (Excédent du Coût
Moyen Relatif) introduit par Thépaut, (1950) (voir, Rolski et al. (1999), page
17). Puisque on sintéresse aux événements rares, on va supposer que la queue
de la fonction de distribution 1 F est heavy-tailed ou à variations régulières
à linni.pour  positif i.e.,




1  F (t) = x
 1=; pour tout x > 0 (4.5)





Q(1  t) = x
  pour tout x > 0 (4.6)
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(voir par exemple Embrechts et al. (1997)). Pour le paramètre  on appro-
priera lestimateur de Hill (1976); voir la section.(1:2:3) : De plus, on suppose
que la distribution queue 1   F est à variations régulières au second ordre
avec  1= est le premier paramètre et   0 est le deuxième paramètre, telle
que : il existe une fonction A (t)! 0 quand t! 0 de signe constant à linni.












; pour tout xm 0 (4.7)
Si  = 0; on interprète
x   1

comme log x (voir par exemple, de Haan et
Stadtmüler, (1996)).
La section suivante traite de la normalité asymptotique de lestimateur
(4:4) quon a noté b1un :
4.2.2 Normalité asymptotique de lestimateur b1un
Théorème 4.1 [32]. Supposons que (4:7) est férie et s1=pQ (1  s)! 0
quand s ! 0 pour chaque    1=2 < 1=p  1. Soit k = kn tel que k ! 1;
k=n! 0 et (k=n)1=2A (k=n)! 0 quand n!1; donc,
(k=n) 1=p k1=2
Q (1  k=n)
nb1un (X)  un (X)o D! N  0; 21 (p; ) ; quand n!1
où











avec  := 1=p  :
Preuve du théorème (4:1) :
Soit 1; 2; :::; n une suite de variables aléatoires indépendantes et unifor-
mément distribuées. Pour tout entier n  1; la fonction de quantile empirique
est dénit par
Vn (t) = i;n; pour (i  1) =n < t  i=n; i = 1; :::n;
avec Vn (0) = 1;n; où 1;n  2;n; :::  n;n dénote les statistiques dordre
basées sur 1;2; :::; n. Supposons que les variables aléatoires (Xn)n1 sont
dénies dans un espace de probabilité (
; A; p) où on donne la suite (n)n1 ;





pour tout 1  i < n et n  1. Observe que pour chaque entier n  1, on a
Vn (1  i=n) = n i+1;n et Q (Vn (1  i=n)) = Xn i+1; i = 1; 2; :::. Il sensuit
que




s(1=p) 1Qn (1  ks=n) ds Xn k;n
9=; :
Dautre part, comme s1=pQn (1  s)! 0 quand s! 0; il est facilement vérié
que, par une intégration par parties nous arrivons à








nb1un (X)  un (X)o = T n   Sn;
où





Q (1  ks=n) Q (1  k=n)
Q (1  k=n) ds;
et
Sn := k
1=2Xn k;n  Q (1  k=n)
Q (1  k=n) :
Nous avons









Q (1  ks=n)   1

ds
= eTn + Tn
où
























de plus, pour le terme Tn; nous pouvons écrire
Tn := Tn1 + Tn2 + Tn3;
où






Q (1  k=n) "
Qn (1  ks=n)
Q (1  ks=n)  










































(1  Vn (1  ks=n))    (sk=n) 
	
ds:







(1  Vn (1  s))    s 
	
ds:










  1  fVn (s)  sg ds;
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avec
s;n  jVn (s)  sj ; 1=n  s  k=n: Soit maintenant n := (k=n) k   1=2(1=p)  ;
0 <  < 1=2; une suite de nombres réels positifs satisfaisant 1=n < n < k=n:
alors Tn3 peut être décomposé en parties comme suit
Tn3
D













  1 fVn (s)  sg ds
Suivant maintenant les mêmes arguments qui ont été employés dans la preuve
du lemme 4:1 de Greoneboom et al. (2003) et en employant le théorème 2:1









De même nous montrons que, pour n grand
Sn
D
= (1 + op (1)) Wn (1) :
où Wn (:) est une suite de mouvement brownien standard. Dautre part, en
employant la variations réguliéres au second ordre (4:7) ; linégalitée de Potter
(voir par exemple la section 3:1 de Danielsson et al. (2001)), et les théorèmes
de limite de Wellner (1978) ensemble, nous omettons les détails, nous mon-
trons que, pour n grand nous avons
eTn = Tn1 = Tn2 = op (1)
Donc, nous arrivons à
(k=n) 1=p k1=2
Q (1  k=n)




s(1=p)  1Wn (s) ds Wn (1)
9=;
+op (1) ; quand n!1
Cela implique, puisque Wn (:) est une suite de mouvements Browniens que,
(k=n) 1=p k1=2
Q (1  k=n)
nb1un (X)  un (X)o D! N  0; 2 (p; ) ; quand n!1;
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où
2 (p; ) := 2C2 (p; ) ;
avec




s(1=p)  1Wn (s) ds Wn (1)
9=; :
Soit  := 1=p  : Puisque E fWn (s)Wn (t)g = min (s; t) ; alors
































Cela achève la preuve du théorème (4:1).
4.3 Approche des excès (POT )
Récemment Necir et al (2005) ont proposé une autre méthode pour esti-
mer (4:3) en utilisant la méthode des excès (POT ) cest-à-dire, via ladapta-
tion de la GPD.
4.3.1 Construction de lestimateur b2un
Soit X1; X2; :::; Xn une suite de risques indépendants et identiquement
distribués de distribution commune F , telle que
F (x) = cx 1=
 
1 + x L (x)

; quand x!1 (4.8)
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pour  2 [0:1] ;  > 0; c une constante et L une fonction à variations lentes.
Pour connaître plus de propriétées sur ces fonctions voir le chapitre 0 dans Re-
snik (1987) ou Seneta (1976). Ce type de fonctions de distributions contient
un nombre considérable de distributions comme log-normal, log-gamma, Pa-
reto, Weibull, Benktander, et Burr (voir par exemple, Rolski et al. (1999),
page 33). Cette classe de distribution est appropriée pour des risques dange-




(1  F (x+ u))1=p dx:
Par dénition on a






F (u)F u (x)
1=p
dx:
Lestimateur de la prime ajustée sécrira :
bun (X) = +1Z
0
bF (u) bF u (x)1=p dx:
Un estimateur naturel de F (u) est donné en fonction de la distribution em-







où Nn est le nombre des excés au-delà du seuil u. Dans lautre coté lapproxi-
mation de la queue des excés est donnée parbF n (u)  Gb;b (x)
est un résultat direct du théorème de Pickands (Pickands 1975) (voir la section 1:4)
Alors,.




Ce qui revient à écrire,.
bun (X) = b1=p +1Z
0





En faisant apparaître la densité de la loi GPD, on peut écrire cet estimateur
sous forme dune espérance.
bun (X) = b1=p +1Z
0
1b 1 + b xb( 1=b) 1 b 1 + b xb 1=b((1=p) 1)+1 dx:
Doù bun (X) = bb1=pE 1 + b xb r

:














1 + br :




Ainsi le résultat nal sera :
b2un (X) = b1=p b(1=p)  b ; avec, b  1p  1: (4.9)
La section suivante décrit la normalité asymptotique de lestimateur (4:9)
noté b2un :
4.3.2 Normalité asymptotique de lestimateur b2un
Théorème 4.2 [31]. Supposons que (4:8) est vraie pour  2 [1=2; 1] et
 > 0, et que x ! x L (x) est une fonction non croissante. Soit u = un tel
que u!1 et pnu L (u)! 0 quand n!1: Alors,
p
n
b2un (X)  un (X)q
(2=p) 1 (1  )
D! N  0; 22 (p; ; ) , quand n!1;
où














Preuve du théorème (4:2)
Les quatres lemmes suivantes seront instrumental pour nos besoins
Lemme 4.1. Sous les hypothèses du théorème 4:2, pour tout  2 (1=2; 1) ;
nous avons





Preuve.Voir la proposition A:1 dans Johansson (2003):.
Lemme 4.2.. Sous la supposition du lemme 2 , pour tout (t1; t2; t3) 2 R3;
nous avons
 (t1; t2) : = E
24ipnM1=2
























M 1 := (1 + )

22  
  1 + 

:
où i2 =  1:
Preuve. Voir la preuve du lemme A:2 dans Johansson (2003):




(1=p  1)(1=p) (1=2)p(1  ) D! N (0:1) ; quand n!1
.





D! N (0:1) ; quand n!1:










 1=p 24(1 + (u+ x)  L (u+ x)





On commence dabord à donner le comportement asymptotique de Rn





(1  ) ! 0; quand n!1
.
Preuve. Par convention, pour chaque  > 0; on établit
4n (; x) := 1 + (u+ x)
  L (u+ x)
1 + u L (u)
:
Par le développement de Taylor, on écrit,
f4n (; x)g1=p   1 = p 1 f#n (; x)g(1=p) 1 f4n (; x)  1g
où










f#n (; x)g1=p f4n (; x)  1g dx:
Observe que
4n (; x)  1 = (u+ x)
  L (u+ x)  u L (u)
1 + u L (u)
=
u L (u)










Lutilisation de la représentation de Karamat (voir, par exemple, Seneta,









Il sensuit que, uniformément sur x > 0; pour grand, on a
4n (; x)  1 = u
 L (u)









Substituant léquation précédente dans la dernière forme de Rn,nous arrivons
Rn =
p 11=pu L (u)
1 + u L (u)
1Z
0












nuL (u) ! 0 quand u ! 1, donc pnuL (u) = o (1) ; u ! 1:
Cela implique aisément que, uniformément x > 0; (u+ x)  L (u+ x) =
 (1) ; quand u ! 1: Il sensuit que, uniformément sur x > 0; 4n (; x) =
O (1) ; quand u =) 1; donc, f#n (; x)g1=p 1 = O (1) ;uniformément sur
x > 0: Par concéquent, pour tout n grand; on a














Par un changement de variables, nous arrivons












Après lintégration nous arrivons























(1  ) = o (1)u
 (1=2)+1:
Vu que  2 (1=2; 1) ; alors  1=2+1 < 0; il sensuit que u 1=2+1 ! 0 quand
u =)1: Cela accomplit la preuve du lemme 4: 



































 1= 1 + (u+ x)   L (u+ x)












Où Rn est celle dénit dans le lemme 4. En dautre part nous avons :
b2un (X)  un (X) = b1=p b(1=p)  b  
+1Z
un
(1  F (s))1=p ds
=
b1=p b





(1=p)  b b1=p   1=p+ 1=p(1=p)   (b   )
+
1=p
((1=p)  b) ((1=p)  ) (b   ) +Rn:
Comme b P!  et b P!  quand n!1; cela implique que, pour n grand
p
n











n (b   ) + 
(1=p)  
p
n (b   ) :
Utilisons maintenant le lemme 1; 2; 3et 4 ensemble nous déduisons que
p
n
b2un (X)  un (X)qb(2=p) 1 (1  )









((1=p)  1)2 + (1 + )  22
+ (1 + )2
2














(1=p)   + 2
!
:
= 22 (p; ; )
Cela achève la preuve du théorème (4:2) 
4.4 Approche des quantiles extrêmes
Plus récemment, en se basant sur les quantiles extrêmes, Meddi et Necir
(2006) ont proposé un nouveau estimateur de (4:3) pour tarier des risques
rares qui suivent une distribution heavy-tailed pour les plus grandes couver-
tures de la réassurance.
4.4.1 Construction de lestimateur b3un
Soit k = kn une suite des entiers satisfaisant 1  k  n; k ! 1 et
k=n! 0 telle que : un = Q (1  k=n) ; où Q est la fonction inverse généralisée
de F telle que, Q (t) = F 1 (t) = inf fs; F (s)  tg, 0 < t < 1: Soit xpn un
quantile extrême dénit comme suit :
xpn = Q (1  pn) ; quand pn ! 0; (4.10)
où, on propose lestimateur des quantiles extrêmes celui basé sur lestimateur
de Hill (1975) dont on a présenté dans léquation (1:25) (Dekkers et de Haan,
1989 ; Ferreira et al. 2002) qui est dénit par,
bxpn = Xn k;n knpn
bHn
:
Pour des raisons attendues on écrit.
si pn = k=n ) bxk=n := Xn k;n




(4:3) sécrira comme suit




Daprès la dénition (4:10) on écrit.




E¤ectuant une intégration par partie ensuite remplacer le quantile xs par son
estimateur bxs, et utiliser (4:11),.
bun(X) =  Z k=n
0
s1=pdbxs
=   s1=pbxsk=n0 + Z k=n
0
(1=p) s(1=p) 1bxsds










Xn k;n; pour bHn < 1=p: (4.12)
La section suivante décrit la normalité asymptotique de notre estimateur
(4:12) dont on a noté b3un :
4.4.2 Normalité asymptotique de lestimateur b3un
Théorème 4.3 [28]. Supposons que (4:7) est férit avec s1=pQ (1  s)!
0 quand s ! 0 pour tout bHn < 1=p. Soit k = kn tel que k ! 1; k=n ! 0
avec (k=n)1=2A (k=n)! 0 qand n!1; donc,
(k=n) 1=p k1=2
Q (1  k=n)
nb3un (X)  un (X)o D! N  0; 23 (p; )
où;
23 (p; ) =
2
4
[4   23p 1 + 2p 2 + p 2] pour 1=p 6= ;
avec  := 1=p  .
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Preuve du théorème (4:3).
Soit 1; 2; :::; n une suite de variables aléatoires indépendantes et unifor-
mément distribuées. Pour tout entier n  1; la fonction de quantile empirique
est dénit par
Vn (t) = i;n; pour (i  1) =n < t  i=n; i = 1; :::n;
avec Vn (0) = 1;n; où 1;n  2;n; :::  n;n dénote les statistiques dordres
basées sur 1;2; :::; n. Supposons que les variables aléatoires (Xn)n1 sont
dénies dans un espace de probabilité (
; A; p) où on donne la suite (n)n1 ;




pour tout 1  i < n et n  1. Observe que pour chaque entier n  1,
on a Vn (1  i=n) = n=i+1;n et Q (Vn (1  i=n)) = Xn i+1; i = 1; 2; ::: .
Le processus des quantiles empiriques uniformes est donné dans (1:5), est
donné par le résultat suivant dans Csörg½o.Csörg½o.Horavath et Mason (1986).
Il existe une suite de ponts Brownien Bn (s) ; 0  s  1; n = 1; 2; :::, telle




 = Op  n  : (4.13)
Soit
b3un (X)  un (X) = (k=n)1=p bn(1=p)  bnXn k;n
  (k=n)1=p 




(1=p)  Q (1  k=n)  un :
Ce qui méne à écrire
(k=n) 1=p k1=2
Q (1  k=n)
nb3un (X)  un (X)o := Gn1 +Gn2 +Gn3 +Gn4 +Gn5;
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où






















Gn3 : = k
1=2 1=p












   log1  n i+1;n
1  n k;n
 !
Gn4 : = k
1=2 1=p













(1=p)  Q (1  k=n)  (1=p)
R 1
0
s1=p 1Q (1  ks=n) ds
Q (1  k=n) :
En utilisant (4:7) nous pouvons montrer que pour n
Gn1
D
= op (1) :










En appliquant le développement de Taylor nous obtenons :





où n (k) est une suite de variables aléatoires dans lintervalle ouvert avec les









=k = 1 + op (1) ; quand n!1;
ceci implique que, wp1, n (k) = 1 + op (1) : donc,




  1o quand n!1:
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n1=2 (Vn (1  k=n)  (1  k=n))
	
:
Il sensuit que wp1
Gn2 =
bn
(1=p)  bn (1 + op (1)) (n=k)1=2 n (1  k=n) :
En utilisant (4:13) et pour n grand nous arrivons à :
Gn2 =
bn













(1=p)   (1 + op (1)) (n=k)
1=2Bn (1  k=n) :
En utilisant linégalité de Potter (voir par exemple la section (3:1) de Da-
nielsson et al.(2001)); nous montrons que pour n grand
Gn3
D
= op (1) :
Gn4 sécrira comme suit
Gn4 =
(1=p) 















Utilisant les théorèmes (2:3) et (2:4) de Csörg½o et Mason (1985), nous avons





















1  s ds+ op (1) :
Alors nous obtenons pour n grand:
Gn4 =
(1=p) 
((1=p)  ) ((1=p)  bn) 


















1  s ds+ op (1)

Finallement, en se réferant à (32).nous montrons pour n grand :
Gn5
D
= op (1) :
Donc, si nous posons a0 :=
(1=p) 
((1=p)  )2 nous obtenons pour n grand.
(k=n) 1=p k1=2
Q (1  k=n)
nb3un (X)  un (X)o D= a0     2p+ 1 (n=k)1=2 




1  s ds+ op (1) :
Puisque Bn (:) est une suite de Ponts Brwoniens, ceci implique que,
(k=n) 1=p k1=2
Q (1  k=n)
nb3un (X)  un (X)o D! N  0; 23 (p; ) ; quand n!1;
avec
23 (p; ) : = varfa0
 






Soit  := 1=p  : Puisque E [Bn (s)Bn (t)] = min (s; t)  st; alors.











E [Bn (t)Bn (s)]
(1  t) (1  s) dt
 2a20 (n=k)
 
   2p+ 1 Z 1
1 k=n









4   23p 1 + 2p 2 + p 2 pour 1=p 6= 
Cela achève la preuve du théorème (4:3).
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La section suivante est consacrée à donner quelques simples simulations
concernant les trois résultats obtenus ci-dessus, ainsi quune comparaison
graphique entre la variance des deux estimateurs b1un et b3un sur la base de
la similarité des conditions de leur étude asymptotique et lutilisation des k
plus grandes observations de léchantillon de risque.
4.5 Simulation des résultats
4.5.1 Génération dune loi connue
Transformation des quantiles.
Soit X1; :::; Xn une suite de variables aléatoires i:i:d de distribution F , et
1; :::; n une suite de variables aléatoires i:i:d. uniformément distribuées sur
















- La variable aléatoire F (X1;n) a une distribution uniforme sur [0; 1] si et
seulement si F est une fonction continue.
Nous avons remarqué, que pour générer un échantillon de variables aléa-
toires de taille n de loi connue F il faut tout dabord calculer la fonction in-
verse généralisée F 1, ensuite déterminer cet échantillon à partir dun échan-
tillon issu dune loi uniforme.
Dans le but détudier le comportement des estimateurs de la prime de
risque ajustée, on a généré des échantillons de taille n issus de lois heavy-
tailed et on a calculé les estimateurs correspondants avec les intervalles de
conance. Les distributions utilisées dans la simulation sont :
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- La distribution de Pareto.
F (x) = 1  x 1=
qui sera simulée par la procédure suivante :
1-générer  de la loi uniforme U [0; 1]
2-calculer X tel que X = (1  )  .
- La distribution de Fréchet.
F (x) = exp
  x 1=
qui sera simulée par la procédure suivante :
1-générer  de la loi uniforme U [0; 1]
2-calculer X tel que X = (  log())  .
- La distribution GEV .
F (x) = exp (  (1 + x)) 1=
qui sera simulée par la procédure suivante :
1-générer  de la loi uniforme U [0; 1]




- La distribution GPD.
F (x) = 1  (1 +  (x)) 1=
qui sera simulée par la procédure suivante :
1-générer  de la loi uniforme U [0; 1]
2-calculer X tel que X =




4.5.2 Simulation pour b1un
Dans cette section nous allons simuler des variables aléatoires à partir
des distributions citées plus haut pour observer les valeurs extrêmes et tracer
ainsi la prime estimée encadrée par les deux bornes de lintervalle de conance
(à partir du théorème 4:1), en traçant à chaque fois la variance empirique
correspondante. Pour satisfaire les conditions théoriques on doit suivre les
étapes de simulation suivantes :
-Choisir la taille de léchantillon n
-Choisir  et calculer son estimateur celui de Hill
 bHn 
-Générer un échantillon de variables aléatoires issue dune loi
F telle que F 2 D () (Pareto, Fréchet, GEV)
-Choisir le nombre de valeurs extrêmes k où on adopte la procédure
suivante :k = [n] ; 0 <  < 1
-Déterminer le domaine de variation de p là où la normalité
asymptotique est vériée p  1;    1=2  1=p  1
-Ploter les variables aléatoires générées pour observer les valeurs
extrêmes de léchantillon
-Tracer la variance théorique en fonction de p localisé 21 (p; )
-Calculer et tracer b1un avec les deux bornes de lintervalle de
conance au niveau 0:95 en fonction de p localisé
-Calculer et tracer la variance empirique correspondante 21
 
p; bHn 
en fonction de p localisé
-Tracer b1un avec les deux bornes de lintervalle de conance
au niveau 0:95 en fonction de p varie Jusquà 200
-Calculer et tracer la variance empirique correspondante 21
 
p; bHn 
en fonction de p varie Jusquà 200
.
Tab. 4.1 Algorithme de simulation pour b1un
Lors de simulation on a fait varier la taille de léchantillon n, le nombre de
valeurs extrêmes k, et dautres paramètres rentrants dans la simulation, nous
avons eu plusieurs commentaires seuls les schémas signicatifs sont présentés.
Lestimateur b1un est en fonction du nombre de valeurs extrêmes k, dautre
part les statistiques de ces derniers interviennent ainsi dans le calcul des
valeurs de lestimateur à savoir,






fXn i+1;n  Xn i;ng ; pour p  1
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Fig. 4.1 Résultast pour Pareto  = 0:6
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Fig. 4.2 Résultats pour Pareto  = 0:9
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Fig. 4.3 Résultast pour Fréchet  = 0:7
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Fig. 4.4 Résultast pour Fréchet  = 1
84
Fig. 4.5 Résultast pour GEV  = 0:8
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Fig. 4.6 Résultast pour GEV  = 1:4
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Probléme
Linconvénient que présente la simulation dans cette section, constitue la
détermination du k optimal, nous avons observé sur les graphes des données
simulées selon di¤érentes lois ; Pareto, Fréchet, GEV, que le nombre k change
à chaque fois quon génère un échantillon de variables aléatoires tandis que
nous avons utiliser la même procédure pour calculer ce nombre k i.e. lors de
simulation, k est xé : k = [n] ; 0 <  < 1; n = 1000;  = 0:5: Changer n ou
 ne justie pas le bon choix, la seule alternative doit être une procédure pre-
nant en compte la vraie valeur de k. Ceci pose le problème de détermination
du k optimal suivant les paramètres de simulation (la taille n, la loi générée,
les statistiques extrêmes,...). On se restreint donc, à observer le comporte-
ment de cet estimateur ainsi que sa variance loin de ce problème. Dans le
but de présenter des résultats de simulation optimaux pour lestimateur b1un
nous disons que dans une tentation de présenter de meilleurs résultats notre
objectif sera dans lavenir de créer un algorithme pour déterminer le nombre
de valeurs extrêmes optimal où intervient notamment dans lestimateur de
Hill. Plusieurs auteurs se sont intéressés dans leurs recherches à résoudre ce
problème qui a eu une grande importance dans la TV E; voir par exemple
[12] ou Neves, C. Fraga Alves, M. I. (2004) [33]
Commentaire
Les variables aléatoires générées ninuent pas sur la valeur théorique
de la variance 21 (p; ). Nous observons quelle est en fonction de p et :
Daprès les gures (les graphes en noir) (4:1); :::; (4:6); nous avons remarqué
que pour di¤érentes valeurs de  (0:6; 0:7; 0:8; 0:9; 1; 1:4) la variance théorique
augmente quand p sapproche de
1
   1=2 , tandis quelle est très petite lorsque
p sapproche du 1:
La variance empirique 21
 
p; bHn  augmente en fonction de p mais dans la
plupart du temps inférieur à 1 cétait le cas, même lorsquon la tracé pour
p varie jusquà 200; à cet égard on conclue que cet estimateur présente une
variance empirique très petite.
Les valeurs de la prime estimée dépend des valeurs des statistiques dordre
extrêmes, donc plus ces statistiques sont grandes, la prime est grande ce qui
peut être vu logique puisque de les quelles on cherche à couvrir ces risques ex-
trêmes, dautre part daprès les visualisations graphiques la prime estimée est
bien encadrée par les deux bornes de lintervalle de conance (sur les graphes
en orange et rose), pratiquement on a observé la même chose lorsquon a
tracé cette prime estimée hor du domaine de variation de p excepté que sa
valeur est si grande, ce qui peut être vu comme un moyen dajustement pour
obtenir des primes plus basses ou plus hautes.
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4.5.3 Simulation pour b2un
Dans cette section nous exécuterons une étude de simulation pour analy-
ser le comportement de lestimateur b2un, quand le montant global de reven-
dications est produit selon une distribution de Pareto généralisée avec
b2un (X) = b1=p b(1=p)  b ; avec, b  1p  1:
Pour satisfaire les conditions théoriques on doit suivre les étapes de simula-
tion suivantes :
-Choisir la taille de léchantillon n
-Générer un échantillon de variables aléatoires issue dune loi GPD
en déterminant ses paramètres
-Choisir le nombre dexcès Nn
-Ploter les variables aléatoires générées
-Tracer b2un avec les deux bornes de lintervalle de conance
de niveau 0:95 en fonction de p varie Jusquà 200
-Ploter la di¤érence n+1   n et la fonction cumulative
de la di¤érence
Tab. 4.2 Algorithme de simulation pour b2un
Commentaire
La gure (4:7) montre des données de taille n générées selon une distribu-
tion GPD(0:25; 1e+0005). Le modèle montré sur la gure (4:8) caractérise le
comportement de lestimateur en fonction de p. Nous observons que la prime
augmente quand p augmente, et pour p prés de 1= nous obtenons des primes
extrêmement hautes avec un grand intervalle de conance, ce qui signie une
haute variance comme nous pouvons le voir sur la gure (4:8).
Dans la gure (4:9) nous avons ploter n+1   n pour p xé, la gure
(4:10) montre la fonction de distribution de cumulation de la di¤érence, nous
observons que la di¤érence décroit assez vite quand n dépasse 200, ce qui
impliquerait que la prime estimée converge vers la valeur réelle de la prime
quand n augmente
Comme une conclusion et pour les petites valeurs de p, nous pouvons
dire que pour des tailles grandes de léchantillon, lestimateur fournit de bons
résultats : comme pour des valeurs petites de la variance la prime est bien
encadrée par des intervalles de conance, et elle converge vers la valeur réelle
de la prime.
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Fig. 4.7 Données simulées du GPD(0:25; 1e+ 005)
Fig. 4.8 La prime estimée avec intervalles de conance, N = 15
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Fig. 4.9 Évolution de la di¤érence
Fig. 4.10 CDF empirique de la di¤érence
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4.5.4 Simulation pour b3un
Dans cette section nous présentons quelques simulations pour analyser le
comportement de notre nouveau estimateur





Xn k;n; pour bHn < 1=p:
Nous remarquons que cet estimateur est en fonction de lestimateur de HillbHn , le nombre de valeur extrêmes k, la valeur du seuil quon doit déterminé
Xn k;n; et le coe¢ cient daversion p, ce qui revient à poser le même probléme
de la détermination du nombre k: Pour satisfaire les conditions théoriques
on doit suivre les étapes de simulation suivantes :
-Choisir la taille de léchantillon n
-Choisir  et calculer son estimateur celui de Hill
 bHn 
-Générer un échantillon de variables aléatoires issue dune loi
F telle que F 2 D () (Pareto, Fréchet, GEV)
-Choisir le nombre de valeurs extrêmes k où on adopte la procédure
suivante :k = [n] ; 0 <  < 1
-Déterminer le domaine de variation de p là où la normalité
asymptotique est vériée p  1; p < 1=bn
-Ploter les variables aléatoires générées pour observer les valeurs
extrêmes de léchantillon
-Tracer la variance théorique en fonction de p localisé 21 (p; )
-Calculer et tracer b3un avec les deux bornes de lintervalle de
conance en fonction de p localisé
-Calculer et tracer la variance empirique correspondante 23
 
p; bHn 
au niveau 0:95 en fonction de p localisé
-Tracer b3un avec les deux bornes de lintervalle de conance
au niveau 0:95 en fonction de p varie Jusquà 200
-Calculer et tracer la variance empirique correspondante 23
 
p; bHn 
en fonction de p varie Jusquà 200
.
Tab. 4.3 Algorithme de simulation pour b3un
Commentaire
Pour  < 1 la variance théorique augmente jusquà atteindre un maximum
(de grandes valeurs) ensuite on remarque une décroissance jusquau 0 (gure
(4:11) ; :::; (4:16), graphes en vert ). Sur les même gures, pour   1 on voit
que la variance théorique décroît jusquà atteindre des valeurs inféieures.
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Fig. 4.11 Résultats pour Pareto  = 0:7
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Fig. 4.12 Résultats pour Pareto  = 1
93
Fig. 4.13 Résultats pour Fréchet  = 0:8
94
Fig. 4.14 Résultats pour Fréchet  = 1:2
95
Fig. 4.15 Résultats pour GEV  = 0:9
96
Fig. 4.16 Résultats pour GEV  = 1:5
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Selon le domaine de variation de p la prime estimée est bien encadrée par
les deux bornes de lintervalle de conance, on aperçoit une légère variation
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de ces deux derniers pour certaines valeurs de p lorsque la variance em-
pirique commence à augmenter clairement, ensuite rapidement les bornes se
superposent de nouveau. Pratiquement la valeur de bHn est plus petite que 
la raison pour laquelle la variance empirique 23
 
p; bHn  a la même allure que
celle de la variance théorique 23 (p; ) lorsquon varie ; même si les graphes
en rose montrent quelle est en croissance dans la plus part du temps (i.e.
elle croit ensuite elle décroît ).
Pour p varie jusquà 200, on remarque que la prime estimée atteint un
maximum détermié ensuite elle décroit pour prendre des valeurs négatives ce
qui peut être vu comme une justication graphique des conditions théoriques
et de la localisation des valeurs du coe¢ cient daversion p, tandis que pour
la variance, la variation de p nous permet davoir plus de détails sur ces
valeurs, elle est en croissance ce qui justie aussi la divergence des bornes de
lintervalle de conance.
4.5.5 Comparaison entre 21 (p; ) et 
2
3 (p; )
Cette section est consacrée à comparer les deux variances où










; p  1
et
23 (p; ) :=
2
4
[4   23p 1 + 2p 2 + p 2] pour 1=p 6= ;
avec  = 1=p   : Ces deux variances sont en fonction de p et : Alors
on peut e¤ectuer une comparaison par rapport à lun des deux variables
en xant lautre. En variant à chaque fois la valeur de , une comparaison
graphique est présentée en fonction du coe¢ cient daversion p après avoir xé
son domaine de variation selon les conditions de la normalité asymptotique
des deux estimateurs ainsi que leur valeur.
-Varier  entre 0:5 et 1:5








-Tracer 21 (p; ) et 
2
3 (p; ) sur le même plan en fonction de p
-Calculer le point dintersection sil existe




Fig. 4.17 Comparaison entre 21 (p; ) et 
2
3 (p; ) pour  = 0:6; :::
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Fig. 4.18 Comparaison entre 21 (p; ) et 
2
3 (p; ) pour  = 1:2; :::
101
Fig. 4.19 Comparaison entre b1un et b3un
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Commentaire
Daprès la gure (4:17) et selon le domaine de variation de p on voit
que pour  = 0:6; 0:7; 0:8; 0:9; 1; la variance 23 (p; ) commence à partir de
valeurs inférieures et proche de 0 et augmente jusquà atteindre un maximum
(de grandes valeurs), ensuite ça décroît pour sapprocher une autre fois de 0,
tandis que les valeurs de 21 (p; ) chutent devant celles de 
2
3 (p; ) sur tout
lintervalle de p:
Selon la gure (4:18) on voit que pour  = 1:1; ::: la variance 23 (p; ) est
en décroissance tandis que la variance 21 (p; ) est en croissance, en se croisant
en un point déterminé ( la solution de léquation 21 (p; ) = 
2
3 (p; )) et là,
la comparaison est plus pratique et plus signicative. Comme conclusion et
loin des valeurs de chaque prime estimée plus la variance est inférieure plus
les bornes de lintervalle de conance sont superposées. Les comparaisons des
variances consistent un outil daide pour se conrmer le choix de la prime
estimée appropriée selon les risques exposés. Un choix convenable pour les
paramètres destimation doit être laissé aux actuaires.
Sur la gure (4:19) nous présentons des graphiques contenants les deux
primes estimées b1un et b3unen utilisant les mêmes paramètres de simulation
pour une loi Pareto. Selon le domaine de variation de p nous remarquons que
pour les premières valeurs de p la prime estimée b3un présente des valeurs
plus petites que celles de la prime estimée b1un : Pour  = 0:5; :::; 0:9; on
remarque que les deux primes se croisent pour une valeur déterminée de p.
A partir de  = 1 les valeurs de b3un sont plus petites que les valeurs de b1un :
Comme conclusion, la simulation nous a permis de voir et comprendre avec
plus dobjectivité les résultats théoriques obtenus. Pour un choix signiant
on doit prendre en compte non seulement les valeurs de primes estimées mais
aussi leur variances qui inuent directement sur les intervalles de conance.
La mise en oeuvre dun algorithme destimation de la prime ajustée avec
intervalles de conance, qui est une étape nécessaire pour la validation de
lapplication de lestimateur de prime, est un outil simple à comprendre et
à employer pour le développement de système de tarication notamment en
réassurance. La visualisation graphique de la prime estimée encadrée par lin-
tervalle de conance, permet au décideur de choisir la prime estimée adéquate
en xant les di¤érents paramètres qui inuent sur la prime.
Dans les applications une simulation pareille ne sera jamais dénitive et
compléte, on sera souvent besoin dun actuaire pour xer les paramétres des
estimateurs ainsi pour e¤ectuer un choix convenable qui soit compatible pour
faire face aux risques exposés avant dintégrer le taux dintéret pour calculer
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en n de compte le gain de la société, ce qui veut dire que ces primes estimée
sont considérées comme des primes nettes pour couvrir exactement le risque
exposé. On conclu enn que ces primes estimées seront la base du calcul de
primes comerciaux
Récapitulation : la prime de risque ajustée à partir dun seuil élevé




(1  F (s))1=p ds; pour p  1:
Le tableau suivant résume les trois résultas obtenus pour estimer un :
1-Approche de distribution empirique
estimateur b1un (X) =Pki=1   in1=p fXn i+1;n  Xn i;ng









variation de p    1=2 < 1=p  1
seuil Xn k;n (aléatoire)
2-Approche des excés
estimateur b2un (X) = b1=p b(1=p) b







((1=p) )2   2(1=p)  + 2

variation de p b  1=p  1
seuil déterministe
3-Approche des quantiles
estimateur b3un(X) = bHn(1=p) bHn   kn1=pXn k;n;
variance 23 (p; ) :=
2
4
[4   23p 1 + 2p 2 + p 2] ; 1=p 6= 
variation de p bHn < 1=p
seuil Xn k;n (aléatoire)
Tab. 4.5 Récapitulation des estimateurs de la prime de risque-ajustée
4.6 Conclusion
Généralement, les actuaires sintéressent beaucoup à la stabilité du por-
tefeuille dune compagnie dassurance dont la prime est lun des éléments où
lassureur peut intervenir. De grandes revendications probablement suivent
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des distributions à queues lourdes pouvant toucher la solvabilité du porte-
feuille, alors, il va falloir transférer ces risques extrêmes aux réassureurs où
la couverture nécessite des tarications signicatives pour ces réclamations
excessives, par lexploitation des primes les plus adéquates et les plus ra-
tionnelles. Ce qui permet déviter un dumping préjudiciable à la solvabilité
à long terme des entreprises dassurance. Dans ce contexte, on a présenté
trois approches destimation pour la prime de risque ajustée. La première et
la troisième
b1un ; b3un sont non paramètriques et consiste à utiliser les k
plus grandes observations de léchantillon de risque, et la deuxième
b2un
est semie-paramètrique et consiste à utiliser les observations qui dépassent
un seuil déterministe u: Ces estimateurs nous permettent des primes esti-
mées indicées, ce qui donne le moyen dajustement où de balance pour le
réassureur. Entre autres, des intervalles de conance, des simulations et des
comparaisons signicatives, par lobtention des graphiques et des schémas nu-
mériques appropriés comme un outil simple et interactif dans les applications
pour la conception dun système daide à la tarication en réassurance.
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Conclusion
En calcul actuariel, la théorie des probabilités et la statistique sont
loutil primordial dans la modélisation mathématique des risques assurables,
dans la détermination dindices de prime et dans le développement de sys-
tèmes de tarication scientique appropriés. Les risques se classent en fonc-
tion de leurs niveaux de gravité. Un contrat dassurance, accord entre assuré
et assureur, constitue lélément "produit" dune entreprise dassurance. Une
entreprise rationnelle possède une stratégie optimale, en terme de couverture
des risques, et cherche souvent à maintenir son équilibre économique (sinistra-
lité/ prime). Cet équilibre lui permettra datteindre ses objectifs nanciers,
par linvestissement et le placement protable.
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Résumé : La motivation principale de notre mémoire de Magis-
ter est lestimation de la prime nette pour les plus grandes couvertures des
revendications actuarielles de la réassurance, cest-à-dire au-delà dun seuil
élevé du risque. En exploitant les modèles existants dans la théorie des va-
leurs extrêmes, on propose quelques estimateurs à cette prime en décrivant
leur comportement asymptotique.
Mots clés : Queues lourdes, Théorie des valeurs extrêmes, Calcul de
prime, Grandes revendications, Traité de réassurance.
Abstract : The main motivation of our memory of Magister is
the estimation of the net premium for the largest actuarial claim covers of
reinsurance that is beyond a high threshold of risk. By the exploitation of
models existing in the theory of extreme values, one proposes some estimators
to this premium by describing their asymptotic behaviour..
Cey words : Heavy tails, Extreme value theory, Premium calculation,
Large claims, Reinsurance treaty.
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