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For some time now it has been a matter of common knowledge and 
common practice among communications engineers that a signal whose 
high-frequency components are negligible can be approximately reconstructed 
from a knowledge of its sample values. The reconstruction requires only 
that the sample interval be smaller than the reciprocal of the bandwith of 
the non-negligible frequency components in the signal. 
Only more recently has the question of how good an approximation can 
be achieved by this procedure come under scrutiny. It has been quite generally 
assumed that the mean-square error committed in reconstructing a signal of 
finite total power from its sample values is proportional to the energy carried 
in the “tails” of the signal. Landau and Pollak, in their fundamental paper 
of 1962, showed however that this assumption is false without further 
restrictions on the signal [I]. Higher dimensional versions of these results, 
applicable to signals depending on both time and space variables, have often 
been assumed but apparently never investigated. 
In this paper we provide the proof of a utility theorem giving conditions 
sufficient to bound the mean-square error committed in reconstructing a 
signal depending on several variables from its sample values. The theorem 
shows that under suitable restrictions this error is in fact proportional to the 
energy carried in the tails of the signal. The precise statement appears below 
as Theorem 1. The proof is a direct extension of the methods of Landau and 
Pollak [l]. 
Throughout this paper we denote by En the standard Euclidean n- 
dimensional vector space, and by EnA its dual. We denote by H the Hilbert 
space of all complex-valued functions defined and square-integrable over 
E, , and by HA the Hilbert space of all complex-valued functions defined 
and square-integrable over EnA. 
If f lies in H, then the Fourier transform F off is defined by 
F(6) = (2n)-n/z 1 eic’xf(x) dx, (1) 
E” 
1 Operated with support from the U. S. Air Force. 
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where the integral is taken in the mean-square sense. It is known that if f 
lies in H, thenF is well defined and lies in HA, and 11 F /\a = 11 f l/a. Moreover, 
f can be recovered from F through the inverse transform. 
f(x) = (2n)-n/2 j 
&I 
~ e-iz’tF(t) d[. (2) 
If the function I 5 lkF(f) 1 a so 1 ies in HA, then the functionf(x) is k-times 
differentiable in the mean-square sense. If D(t) is any polynomial operator 
of degree at most K in the variables 5, acting on F, and D( -3) is the cor- 
responding differential operator acting on f, then they are related according 
to the formula 
D(-ia)f(x) = (277)*12 J‘,. e@“‘fD(()f(f) dt. (3) 
It follows then that D( -2)f 1 ies in H, and that 11 Df /I2 = /j DF lj2. 
Moreover, if the function / t [“F(t) 1 ies in H, where n is the dimension of 
E, , then the function ) 5 Jn-1/2 F(t) is integrable, since 
s n-1 n+1 = E,~ I 5 I2 IF( (1 + I 5 UT (1 + I 6 I,-‘-’ d5 
< (j 
GA 
IF(f (1 + I t l)2n de)“’ ( jEsA(l + I 4 lP+l) di)1’2 
< 03. (4) 
Here we have used the hypothesis on F(t) and the familiar Schwartz 
inequality. Since the inverse transform of every integrable function is 
continuous, it follows that the function f(x) is (a - 1)/2 times continuously 
differentiable on E, . In particular, f(x) is continuous, and the sample values 
of f(x) at given points in E, are unambiguously defined, for every n. 
Our principal result will be stated in terms of half-integer domains in E, . 
By a half-integer domain in E, , we mean a union of a finite number of unit 
cubes S(k) of the particular form 
S(k) = {x : ki - 6 < xi < k, + 4). (5) 
Every such cube has a point k with integer coordinates ki as its barycenter 
and points with half-integer coordinates as its vertices. Clearly every half- 
integer domain is compact, and every compact set in En is contained in 
some half-integer domain. 
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THEOREM 1. Let f be any function in H = L,(E,J, and F its Fourier 
transform in H  ^ = L2(E,“). Let A be a half-integer domain in E, and A’ its 
complement. Let B be the fundamental cube in E,^ , dejned by 
and B’ its complement. Suppose that for some c > 0 we have both 
and 
s I D,(-iZJ)f(x)j” dx < e2 A’ 
s B’ 
I MW(01” & < c2, 
(6) 
(7) 
where I is any subset of the set {1,2,..., n} of positive integers < n, and or([) 
is the monomial defined by D,(l) = nfel fi . Then we have 
11 f -f& < 33 * 2” * c2 
and 
llf-f,ll~<33'(4~)".~2, (9) 
where f. denotes the sampling approximation to f, 
We emphasize that, according to this formulation of the sampling theorem, 
the “tails” of the function f and its Fourier transform F must be negligible in 
the sense that the integral of the squares of these functions and of thesr mixed 
partial derivatives up to order n must be small. The role of the derivatives is 
essential here, in the sense that the theorem is false, even in one dimension, 
if the restrictions on the derivatives are omitted (see [l]). 
Before proceeding to the proof, we first list some corollaries of particular 
interest. 
COROLLARY 1. Suppose that (6) is replaced by 
f(x) = 0 if XEA’ 
and (7) is replaced by 
I lF(5)l” I I 12n dl -c e2 B' 
(11) 
(12) 
then the conclusions (8) and (9) remain true. 
In fact (11) implies (6), and (12) implies (7). 
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COROLLARY 2. Suppose that A is an arbitrary compact set in E,, , and B 
is,as before. Then the conclusions (8) and (9) remain true if we replace A by any 
half-integer domain C containing A in (10). 
COROLLARY 3. Suppose that A is an arbitrary compact set in E,, and B 
an arbitrary compact set in E,,“. Then the conclusion (8) remains true provided 
that (10) is replaced by 
(13) 
where C is any half-integer domain containing TYA, and T is any invertible 
linear transformation of E,, whose adjoint transformation T* of E,,” maps B 
into thefundamental cube (6 : --?z < ti < +a}. The conclusion (9) is replaced by 
1) f  -f,, \I2 < 33 . (4~)” 1 T 1-l c2. (14) 
This last result follows simply from a change of scale. In fact, if we put 
g(x) = 1 T /1/2f(Tx) and G(f) = 1 T* I-1/2F(T*-11), then G(t) is the 
Fourier transform of g(x), and 11 f  iI2 = II g II2 = 11 G ]I2 = II F IIs. Then (6) 
and (7) hold true for g(x) and hence (8) and (9) hold, withg,(x) given by (10). 
If we now put f(x) = I T I-1/2g(T-1’2x) and fO(x) = 1 T l-1/2go(T-1x), then 
(8) holds true for f(x) with (10) replaced by (13), and (9) becomes (14). 
COROLLARY 4. The minimum number of terms required in the sum &f&sing 
fO in (13) is equal to the volume of the smallest half-integer domain C containing 
T-‘A, with T chosen to have the maximum determinant consistent with the 
requirement that T* maps B into the fundamental cube. 
All of these results are direct extensions of those in the one-dimensional 
case [l]. Corollary 2 is perhaps of most immediate practical interest, since 
it deals with the only physically realizable case of signals which vanish 
outside of some region in time and space. In this case no derivatives appear 
in the formulation of the theorem. 
We now proceed to the proof. We begin with an n-dimensional version 
of the Euler summation formula, which relates the integral of a function 
taken over a half-integer domain to the sample values of the function taken 
at the integer points in the domain. 
LEMMA 1. Let g(x) be an n-fold continuously differentiable function defined 
on the half-integer domain A. Then 
zAgCk) = J, ,Qs C1 + a(xi)ailg(x) dx* 
a. 
(15) 
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where u(x) denotes the sawtooth function defbed by 
u(x) = x - [x] - l/2. (16) 
PROOF. It suffices to provide a proof for the case where A consists of a 
single half-integer cube 
S(k) = {x : ki - 4 < xi < ki + &}. 
In this case we can proceed by induction on the number n of variables. 
Suppose first that n = 1, and consider the integral 
j~~l,pg(4 dx = 44Ax) I:_,,, - jf,,, u(x)g’(x) dx 
(17) 
Similarly 
j:+y2g(x) dx = (1/2)g(k) - j;‘2 a(x)g’)x) dx. (18) 
Adding together (17) and (18) and rearranging, we find 
Now suppose (15) holds for all dimensions up to n. Fix K, , and apply (15) 
tog&, A, ,.**, &a-, , km): 
= ,z; -.- ,;l’r:;; JJ (1 + u(x&) g(xl ,,..I x,-, , &) dx,+, . . . dx, . 
1 ” 1 *<VI 
(20) 
Nowpw(k,J =gh, x,,..., x,+~ ,k,), and apply{ 19) to the integrand in (20): 
(1 + &J%Jg(xl ,..., ~-1,x,x) dx, dxn-1 a-. dx, 
= 
I rI 
(1 + 444) g(x) dx (21) 
S(k) i<* 
as required. 
A MULTIDIMENSIONAL SAMPLING THEORIW 579 
As an immediate application, we present 
LEMMA 2. Let g(x) be an n-fold continuously d$ferentiabk@tzim dejimd 
on the half-integer domain A. Suppose that for some E > 0 we have 
I 1 D,(-ia)g(x)j2 dx < 3, A (21’) 
where I is any subset of the set of integers <n, and D,(-ia) is the d:#mential 
operator defined by 
DI( -ia) = n (- ia,). 
iSI 
Then we have 
PROOF. According to (15), we have 
,c, I dW = 1, *y- (1 + 4Wi) I &)I2 dx . 
(23) 
where the sums are taken over all subsets J of I and all subsets I of the positive 
integers <n. (We make use here of the convention that when I is the empty 
subset, then 
Using (23) we can bound the sum Eke,, 1 g(k)la above as follows: 
where p is the number of integers in the subset I. Here we have used the fact 
that II +)llm = 4. 
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If we now apply the Schwartz inequality to each integral in (24), we 
obtain 
(j I DI-J( -ia) g(x)/” dx)l’? 
< C i 2-98. (25) 
I J 
Since there are 2P different subsets J of I, and 2” subsets I of the positive <n, 
we find that 
as required. 
g’ 1 g(k)j2 < 2”2p2-Q2 = 2”r2 (26) 
Now we can present a special case of Theorem 1. 
LEMMA 3. Suppose g(x) satisfies all the hypotheses of Theorem I, and, in 
addition, 
G(t) = 0 if f E B’. 
Then we have 
II g -g, 11; G h2 (28) 
II g - g, lib G e)nr2, (29) 
where go(x) is given by (10). 
PROOF. Since G(S) is square-integrable and vanishes outside B, we know 
that it can be expanded in the mean-square sense in any orthonormal basis 
for L,(B). In particular, the functions +‘c(.$ where 
(30) 
form such a basis, and we may write 
(31) 
where the coefficients G, are given by 
= (2r)“i2 jEnA G(S) e-ik.P df 
= g(k). (32) 
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Taking the inverse transform of (31), we find 
(33) 
The sum here, as in (31), extends over all n-tuples k of integers, and converges 
in the mean square sense. Since the terms in the sum form an orthonormal 
basis, we know that 
Ilg -&I II2 = /j&f - ;I 11 = k& I gW12* 
Now let C be any half-integer domain in A’, and apply Lemma 2: 
(35) 
Since this estimate is valid for every C in A’, we conclude that it holds for A’ 
as well. Thus 
II g -go II2 = c I gW12 G a2 (36) 
as required. This gives us (28). 
For (29), we have only to note that 
llg-g,II:<IIG--G,II; 
< volume B * II G - Go 11: 
G c737)n II g - go 11; 
as required. 
< (2P)” - 2” * 62 (37) 
In order to prove Theorem 1 we shall reduce the general case to the special 
case of Lemma 3. To facilitate the proof, we introduce two orthogonal 
projection operators P and Q acting on H as follows: For any function f in H, 
Pf is given by 
(Pf )(x) = /of’“) if (38) , 
and Qf is given as the inverse transform of 
Thus P and Q are the orthogonal projections on L,(A) and the inverse 
transform of&(B), respectively. Note that Q commutes with every differential 
operator of the form 0(-z?) on H. 
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In terms of P and Q the conditions (6) and (7) may be rewritten as follows: 
IV - P) Wll” < E2 (40) 
IIV - Q> D,fll” < l 2. (41) 
Now let us put g = Qf. Then clearly D,g = DlQf = QDd Hence we have 
IV -&I Dti II2 = 0. (42) 
Moreover, we also have 
ll~~-~)~~gIl~II~~~--~ll+ll~~f--pD,fII+II~~~--~~II 
= MQ - 1) WI + ll(I - PI Dlf II + II W -Q) Wll 
<E+,+E=3E. 
Thus we see that g satisfies all the hypotheses, and hence the conclusions, of 
Lemma 3, with c replaced throughout by 3~. Hence we have 
II g - 8, II; G 2~3c)a. 
Using (44), we can now estimate IIf -fa 11: as follows: 
Ilf-folh G Ilf -gll, + llg -go112 + II&l -foll2. 
Using the Schwartz inequality for sums, we may rewrite (45) as 
w 
(45) 
Ilf -f. II”, G Wf -g II2 + II g - 80 II2 + II go -fo II”) 
< 3(c” + 9 * 2”E2 + II go -fo II”). (46) 
It remains to provide an estimate for 11 g, -f. jj2. Since both f. and go are 
finite sums of orthonormal functions weighted with sample values taken at 
the integer points in A, we know that the norm of the difference is given by 
Ilgo -fo II2 = 1 I g(k) -fWI”* 
ksA 
(47) 
Now we note that the integral over A of the functions I Dig - Dlf la is small: 
II W,g - &f)ll” < II Dg - Wl12 
< IKQ - 4 Drf II2 
< E2. (48) 
Hence Lemma 2 applies to the right-hand side of (47), and gives us 
II go -fo II2 = c I kw -fWl” 
keA 
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Combining now (49) and (46), we obtain 
Ilf -f. 11; < 3(G + 9 * 2V + 2V) 
= 33 * 2” * 8. (50) 
This estimate gives us (8). 
To get (9), we have only to proceed as follows: As in 46, we have 
Ilf-f,llm~Ilf-~llro-~goIlm+Il~+Il~o-~llm~ (51) 
Hence 
Ilf -fo II”, G 3(llf -g 11; + II g -if, 11: + II &l -fo II:) 
< 3W - G II: + II G - Go II; + II G,, -4 11;) 
< 3(llI - Q) D-l II; IU - 8) DF II; 
+ CW” II G - G, II; + (274” II Go -F,, II; . (52) 
Here we have introduced the polynomial operator D defined by 
and made liberal use of the Schwartz inequality. Estimates for all terms 
save one on the right-hand side of (52) are now known; the exception is 
easily computed: 
INI - 8) D-l II; = 1,. I D-WI” df 
m = 2” s s . . . 
co d5, d& dt _- . . . n 
R n 612 422 &a” 
= 2%“z < 1. 
Combining (53) and (52), we get 
(53) 
Ilf-f,II~~3(~2+(2rr)n.9.2n.~2+(2rr)n.2n.E”) 
< 33 - (477)” - e2, (54) 
which gives us (9). The proof of Theorem 1 is now complete. 
To conclude our investigation of the sampling theorem, we shall show 
that the sample vahresf(k) of the functionf, which appear in the definition (10) 
of the sampling approximation f0 , can be obtained from linear filter 
measurements. The precise statement of this result reads as follows: 
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THEOREM 9. Suppose f satisfies all the hypotheses, and hence the con- 
clusions, of Theorem 1. Then fbr every 7 > 0, there exists a 6 > 0 such that 
for any sample point k in A, we have 
If (4 - lEnfG4 4(x - 4 dx I < ‘13 (55) 
where d(x) is any function in H such that 
d(x) = 0 if IxI>6 
4(x) > 0 if 1x1 <a 
I ,o,<8#9 dx = 1. (56) 
PROOF. We know from the hypotheses of Theorem 1 that F is integrable, 
and hence that f is uniformly continuous. This means that for every r] > 0 
there exists a S > 0 such that if 1 x - k 1 < 6 then 1 f(x) - f(k)1 < 7. Hence 
If(k) - s, f(x)4(x - k) dx / = j p(k) -f(x))#x - k) dx 
n 
< f If(k) -f(x)1 4(x - k) dx E n 
as required. This completes the proof of Theorem 2. 
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