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Abstract-In this paper, we work out the theoretical basis of the Adomian method. This powerful 
method that G. Adomian has developed in the beginning of the 1980’s supplies analytical approxima- 
tions to the solution of many kinds of equations. Thanks to our decomposition theory, we justify the 
practical method and we generalize the convergence results obtained by Y. Cherruault. Afterward, 
we explain how to solve rigorously equations with linear, nonlinear or composed operator and also 
equations with several terms or with a second member. 
Keywords-Adomian’s method, Decomposition method, Approximate solutions, Nonlinear equa- 
tions. 
1. INTRODUCTION 
Our goal is to solve, in a Banach space E, an equation u = G(U), where G is an operator which 
can be nonlinear. The Banach space E is not necessarily a finite-dimensional space, it can be a 
functional space. 
The method that G. Adomian has developed since the beginning of the 1980’s is an original 
approach to this kind of problem [l-4] but it lacks theoretical justification. The efficiency of the 
method has been proved for many kinds of equations [5-lo]. The most important works about 
convergence have been carried out by Y. Cherruault [11,12]. 
In order to found and justify the Adomian method, we have presented in this paper the basis of 
a decomposition theory. It allows us to define exactly the Adomian method, to solve rigourously 
the practical problems, and to go beyond vicious circles appearing in the study of the different 
schemes. 
Thanks to this theory, we can explain how to solve equations with linear, nonlinear, and 
composed operators, and also equations with second members. 
Finally, we prove that the decomposition method can be considered as an extension to the 
successive approximations method, and that it is much more powerful. 
2. THE PRINCIPLE OF THE METHOD 
In this section, we outline the Adomian method as it has been introduced by its author and 
clarified by Y. Cherruault. 
Typ-et by 4&W 
CAMA 27:12-D 41 
42 L. GABET 
The studied equation is u = L(u) + N(u) + f, w h ere L is a linear operator, N is an analytical 
nonlinear operator and f is a given element of E. The solution of this equation is supposed to 
be the sum of a series C ui terms of which are recursively computed. 
In order to work out this series, it is also assumed that N(U) is the sum of a series C Ale, where 
each AI, is a function of uc . . . Uk. G. Adomian gave several expressions for the &. The most 
useful of them are called Adomian’s polynomials. 
As each Ak depends only on ua . . . Uk, we can define the ui by 
~1 = L(uo) + Ao(uo) 
'1~2 = L(w)+AI(uo,w) 
?A n+l = L(u,) + An(uo, .. . ,un). 
If we add those equalities and if n grows towards infinity, we find out, if all the series converge, 
that 
As c: Ak = N(u), if we note u = cr Ui, we obtain 
u = L(u) + N(u) + f. 
We have solved the equation! 
It is now obvious that this method can be carried out easily. Moreover, it is powerful and the 
nonnumerical results obtained can be very useful. 
Unfortunately, this presentation is based upon many nonjustified hypotheses and does not raise 
many crucial aspects of the problem: from where does the series CAk derive? Does it always 
converge? Is its sum really N? What are the other series that we could use instead of x&? 
Under which hypotheses does the series C ui converge? . . . Finally, when can this method be 
applied? 
In order to answer these questions, and also, in order to explain some other issues, we propose 
a theory which explains and justifies the practical method. 
3. THE BASIC CONCEPTS OF THE DECOMPOSITION THEORY 
Here, the main notions that will be used to define the decomposition method and to solve 
many equations are set out. They form the foundation of the decomposition theory. 
Let E be a Banach space. 
DEFINITION 1. Decomposition series of finite-order p. 
A decomposition series of finite-order p is a series c ck, where each ck is an E-valued function 
of the p(k +- 1) variables: Xi’), , . . , Xf), . . . , Xt), . . . , Xp’. 
The decomposition series of first order are simply called decomposition series. 
DEFINITION 2. Weak convergence of the decomposition series of finite-order p. 
A decomposition series of finite-order p is weakly convergent if for each collection of p convergent 
seriesin E 
( 
Cut’,.. . , C I$‘), the series 
@, . . . , Ur), .. . , tit), . . . , Uip’) 
in E converge. 
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DEFINITION 3. Sum of a convergent decomposition series of finite-order p. 
The sum of a decomposition series of finite-order p is a function of p variables mapping the set 
of convergent series (in E) into E: 
s (-pp,. .,~?p) +*(@ ,...) up )..., uy ,..., up>. 
k=O 
DEFINITION 4. Strong convergence of the decomposition series of finite-order p. 
A decomposition series of finite-order p is strongly convergent if it is weakly convergent and if 
its sum depends only on the sum of the series in E, i.e., 
PROPERTY 1. The set of the strongly convergent decomposition series of finite-order p is a vector 
space. 
PROOF. Easy. 
DEFINITION 5. Degenerated sum of a strongly convergent decomposition series of finite-order p. 
Using the previously defined sum S of a convergent decomposition series of finite-order p, a 
new operator S, mapping EP into E can be created when the convergence is strong. S and S’ 
can be identified. 
EXPLANATION. Let S be the sum of a strongly convergent decomposition series of finite-order p. 
Then, for each collection (u(r), . . , u(P)) of elements of E, S* (u(l), . . , u(P)) can be defined 
(because of the strong convergence) by S (C z&l), . . . , C u$‘) ,where each C 2~2) is any conver- 
gent series in E the sum of which is u ci). As a series of this kind, the one which is reduced to one 
term equal to 2~~~) can be chosen. So, it can be written: S” (u(l), . . , , u(P)) = 5’ (u(l), . . . , u(P)). 
DEFINITION 6. Decomposition scheme. 
Let CCk(Xo,... , xk) be a strongly convergent decomposition series. The decomposition 
scheme associated with c Ck is the recurrent scheme 
uo = 0, Un+l = Cn(uo, .. ., UT&)? 
which constructs a series c IL,, in E. 
EXPLANATION. Such a series can be constructed because each C, is a function of uc . . . u, but 
not of the following terms. 
DEFINITION 7. Decomposition method. 
The decomposition method is the method consisting of constructing the solution of an equation 
with a decomposition scheme. 
4. THE BASIC DECOMPOSITION SERIES 
DEFINITION 8. Basic decomposition series. 
The basic decomposition series associated with the operator G is the series C B,, where 
EXPLANATION. Each B, is mapping En+l into E. 
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THEOREM 1. Convergence of the basic decomposition series. 
The basic decomposition series c Bk associated with a continuous operator G is a decom- 
position series (of the first order) which strongly converges and the degenerated sum of which 
is G. 
PROOF. It is easy to verify that if Cu, converges, then the series in E, C B,(uo, . . . ,un), 
converges and its sum G(Cr u,) only depends on the sum of C u,. 
NOTE. If G is a nonlinear operator, the basic decomposition series is useless because the decom- 
position method needs much more calculus than the successive approximations method to solve 
the equation u = G(u). However, if G is a linear operator, the decomposition scheme becomes 
simpler as is shown below. 
DEFINITION 9. Basic decomposition series associated with a linear operator. 
The basic decomposition series c Bk associated with the linear operator L is: 
Bo = L(Xo), B, = L(X,). 
5. THE ADOMIAN DECOMPOSITION SERIES 
DEFINITION 10. Adomian’s polynomials. 
Let G be an analytical function and C u, a convergent series in E. The Adomian polynomials 
are defined bv 
EXPLANATION. Let us define U = Cr=, u, and u+(X) = CF_, u,Xn. This power series con- 
verges when X = 1. But it is known that the sum of a power series, whose convergence radius 
is p, is analytical over OD(O,p) (the open disc whose center is 0 and whose radius is p), then 
u+ is analytical over OD(0, p). Now, as G is also analytical, because of a composition theorem 
[13], G o u + is analytical over DO(O,p), i.e., there are Ak so that G o u+(X) = C,“=, AkXk and 
these Ak verify 
NOTE. We do not need to assume that the convergence radius is greater than 1. If p = 1, as 
u+(l) converges and its sum is U, then Abel’s theorem [14] leads to limx_i- u+(X) = U (X being 
a real number) and so lim,+- Go u+(X) = G(U). 
THEOREM 2. Convergence of the Adomian decomposition series. 
The Adomian polynomials c Ck associated with the analytical function G define a decom- 
position series (of the first order) which strongly converges and the degenerated sum of which 
is G. 
PROOF. In order to verify that each Ak depends only on ua . . . uk, we can express Ak as a 
function of the coefficients of the two series that are composed using a classical theorem of power 
series composition [12]. We can note that the expression obtained is only used to prove this 
dependence. The practical formula will be exposed in Section 9.2. We have just proved that 
CAk is a decomposition series. Now if cu, is a convergent series, we have already seen (in 
the explanation of the definition of the Adomian polynomials) that c Ak(Ua, . . . , uk) converges 
and that its sum is G o u+(l) = G(U), that is to say that the decomposition series c Ak weakly 
converges, and that its sum is G. Now, if C u, and C V, are two series having the same sum U, 
and if their Adomian’s polynomials are, respectively, Ai and Ai, then we can write 
k=O k=O 
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So, the sum of the Adomian decomposition series depends only on the sum of the considered 
series: the convergence is strong. 
6. THE FINITE-ORDER ADOMIAN DECOMPOSITION SERIES 
DEFINITION 11. Adornian’s polynomials of finite-order p. 
Let G be an analytical function of p variables and let the C ‘1~2) be p convergent series in E. 
The Adomian polynomials of finite-order p are defined by 
. 
x=0 
EXPLANATION. We can use what has previously been said about the polynomials of the first 
order because the studied function is an analytical function of only one variable: X. 
THEOREM 3. Convergence of the finite-order Adomian decomposition series. 
The Adomian polynomials of finite-order p, c ck, associated with the analytical function G 
define a decomposition series of finite order p which strongly converges and the degenerated of 
which sum is G. 
PROOF. The method is the same as the one used for the Adomian polynomials (of the first 
order). 
NOTE. Those polynomials of finite-order p generalize those defined by G. Adomian which are 
obtained with p = 1. They will be used to solve the equations with composed operators. 
7. THE FUNDAMENTAL CONVERGENCE THEOREM 
THEOREM. Convergence of the decomposition schemes. 
Every decomposition scheme, associated with a strongly convergent decomposition series the 
degenerated sum of which is S, gives a convergent series the sum of which, U, verifies U = S(U), 
when G is contracting. 
PROOF. Let c Ck be a strongly convergent decomposition series, let 5’ be its degenerated sum 
and let 3 be its sum (i.e., for all convergent series C Q, $ (C wi) = S(C,” vi)). 
Note c ui the series given by the decomposition scheme associated with 1 ck. 
Suppose that S is a contraction. Then it exists ‘u. so that u = S(u). 
Note c = C @ the series defined by ii0 = u, and Vi 2 In, iii = 0. 
Using the following scheme 
we build out a sequence of series (UC”)). 
As u = S(u), the sum of each zlcn) is u. 
We can also verify that the first N terms of ucN) are equal to the first N terms of C Ui. 
If, for every convergent series 27 and V, we note R, (ti) = cF+ 1 Ck (ti) and fi, (V) = 8, (0 + V) , 
IlRN (GcN)) (I 
I/ 
_ _ 
RNRN_~. . . fiob)I/ 
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As c Ck is a strongly convergent decomposition series, &, and ii, converge towards 0. So 
C,” ui converges towards u. The decomposition scheme leads to a series C ui the sum of which 
is the solution 21 of the equation u = S(u). 
WARNINGS. We cannot obtain the convergence of the scheme by adding the equalities defining 
ZL,: 
uo = 0 
u1= Co(uo) 
u2 = C1(uo,w) 
%+1 = cn(~o,~.~,%). 
We don’t know if the series of elements of E c ck(uO, . . . , uk) converges. We only know that 
the decomposition scheme c CI, strongly converges, i.e., that c Ck(uO, . . . , uk) converges if c 2~i 
converges and that is exactly what we want to prove. There is thus a vicious circle. 
It is also dangerous to use the hypothesis lim IlS, - SII = 0 with S, = Ct Ck [ll] because 
Sri - S = c,“,, ck converges towards 0 if c ck converges, and that is what we want to prove. 
This hypothesis can be verified only if the expression of C,” Ck is known. This case rarely occurs. 
Finally, the hypothesis, C Ck, is a strongly convergent decomposition series and is much more 
easily verified without computation. 
NOTE. The terms of a convergent decomposition series always verify the Cherruault equalities: 
u,+l = S, ( Un) - S,_ 1 (V,-1). Those relations can be considered as an extension to the definition 
of the Bk to the Ck (S, replacing S). 
CONCLUSION. The practical problem is to solve an equation u = G(u), where G is a given 
operator. Using the convergence theorem, it is possible to do this if we have a strongly convergent 
decomposition series, the degenerated sum of which is G. Then, the solution U is obtained by 
applying the decomposition scheme associated with this series. 
NOTE. Usually, all the terms of the series Cuz cannot be computed. So the exact solution 
C,“=, ui cannot be obtained. But an approximation, as close as needed, can be worked out using 
only the first terms of the series: (Pi = ~~~ol ui. 
8. SOLUTION OF LINEAR EQUATIONS 
THEOREM 5. Solution of the equation u = L(u). 
In order to solve, in a Banach space, an equation u = L(u), where L is a contracting linear 
operator, the basic decomposition scheme associated with L can be applied: 
uo = 0, 'I&+1 = L(Uk). 
PROOF. It is a direct application of (i) the fundamental convergence theorem of the decomposi- 
tion series (that we can use because a contraction is continuous) and (ii) the strong convergence 
(towards L) of the basic decomposition series associated with L. 
NOTE. Yet this scheme is useless because it leads to 0 which the obvious solution of u = L(u). 
But it is useful when it is applied to equations which have a second member. 
NOTE. The convergence of the scheme can be directly proved by using the successive approxi- 
mations method (see Section 13 below). 
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9. SOLUTION OF NONLINEAR ANALYTICAL EQUATIONS 
9.1. Principle 
THEOREM 6. Solution of the equation u= N(u). 
In order to solve, in a Banach space, an equation u = N(u), where L is a contracting nonlinear 
analytical operator, the Adomian decomposition scheme associated with N can be applied: 
uo = 0, a+1 = Alc(uo, . . . , u/c). 
PROOF. It is a direct application of (i) the fundamental convergence theorem of the decompo- 
sition series, and (ii) the strong convergence (towards N) of the Adomian decomposition series 
associated with N. 
WARNING. One should be careful with the proof of the convergence of the Adomian scheme. 
Using the notation of Section 5 above, it can be said that u+(X) is the solution of our equation 
if the equality C,“=, u,Jn = Cr=“=, AJJ” is verified. But, in order to find that u+(l) = U, one 
could write 
uo = 0 
u1 = A0 
%+1 = A n* 
But it cannot be asserted, under those hypotheses alone, that the above-defined series Gun 
converges (be careful with [12]). Its convergence cannot be inferred from the convergence of C Ak 
because it has been proved by using the convergence of C un.  be careful with this vicious circle. 
Finally, one should use the decomposition theory. 
NOTE. This scheme could be applied to linear analytical operators, but the Adomian’s scheme 
is then strictly equivalent to the basic scheme: 
Ak = $ (gL (f$+)),=, = iL ($~“~An)A=o = L(“k)- 
9.2. Practical Calculus of the Adomian Polynomials 
The expression Ak = h ($G (cr u,x”,> x=o of the Adomian polynomials is not very prac- 
tical for calculus. In order to find out the more practical expression exposed by G. Adomian, 
we can note F = G o v. Then, we can easily notice that the & is simply given by Maclaurin’s 
formulae: 
A 
k 
= FCk)(0) 
---I--’ 
So, we have the following result: 
THEOREM 7. The Adomian power series CAkX” is the Taylor-Maciaurin development of the 
function F = G o u+. 
WARNING. This Taylor series cannot be used for proving the convergence of the method because 
F is only defined when c u,, converges. 
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THEOREM 8. Practical formulae of the Adomian polynomials. 
The Adomian’s polynomials are given by 
A0 =G(u,,), & = &‘;(ul.... , Uk ) Gcn) (uo) Vk 2 1, 
n=l 
where the Pr are homogeneous polynomials of k variables whose degree is n: 
P;(Ul,. . . ,‘1Lk) = 
where p is the number of distinct il and nl is their frequency. 
PROOF. In order to compute the Ak as functions of the Ui, the composed function derivation 
theorem can be 
A0 = 
Al = 
A2 = 
A3 = 
used. We obtain, noting v = u+, 
F(0) = G(v(0)) = G(uc) 
T = G’(v(O))v’(O) = G’(u,& 
F’/(O) 1 
- = 2 (G”(v(o))~‘(o)~ + G@(O))v”(O)) = G”(u,)$ + G’(u,,)u~ 
2! 
F”‘(0) 4 
- = . . . = G”‘(7~e)~ -I- G”(u&iu2 + G’(~c)ua 
3! 
At the order k, we have the formula of the theorem. 
NOTE. These explicit solutions show that Al, depends only on us. . . Uk (and of course on G). 
NOTE. It can be verified that 
n 
k=O 
so 
2 Al, = 2 (u -$T’” Gcn)(uo). 
k=O n=O 
The sum of Adomian’s polynomials is equal to the sum of the Taylor development of G at ue, and 
therefore, it is equal to G(U). But, even if the sums are equal, the developments are different. 
The Adomian development cannot be inferred from the Taylor development. 
10. SOLUTION OF COMPOSED OPERATOR EQUATIONS 
Let us assume that we have to solve, in a Banach space E, an equation u = GiGs(u). 
If both operator Gi and Gs are linear, then the basic scheme associated with G = GlG2 can 
be applied: 
‘zL,+~ = GlGz(u,). 
If both G1 and G2 are analytical, then the Adomian scheme associated with G = GlG2 can 
be applied: 
u,+l = -@(a~, . . . , un). 
But if G1 and G2 are of different kinds, then new theorems are needed. 
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THEOREM 9. Solution of LN composed opera.tor equations. 
In order to solve an equation u = LNu, where L is a continuous linear operator and N is an 
analytical nonlinear operator, the following decomposition scheme can be applied: 
urJ = 0, U,+I = LA,(uo, . . . , 4, 
where the A, are the Adomian polynomials associated with N. 
PROOF. Thanks to the fundamental convergence theorem, we only have to prove that the series 
composed by Ck = L& is strongly convergent and that its degenerated sum is G = LN. 
c ck is obviously a decomposition series because each Ck is a function of Ic + 1 variables. 
Now, let us study the convergence of this decomposition series. Let c ‘1~~ be a convergent series 
in E the sum of which is U. The sequence S, = c;=. Ak(Uo, . . . , Uk) converges towards N(U) 
because of the convergence of the decomposition series c &. So, the sequence T, = c;=, LAk, 
which is equal to LS, (because L is linear), converges towards LN(U) because of the continuity 
of L. We have just proved the weak convergence of c Ck. The convergence is strong because the 
limit LN(U) depends only on the sum U of the series in E not on its terms. 
THEOREM 10. Solution of NL composed operator equations. 
In order to solve an equation u = NLu, where N is an analytical nonlinear operator and L is 
a continuous linear operator, the following decomposition scheme can be applied: 
ug = 0, U,+I = A,(Luo, . . . , -k), 
where the A, are the Adomian polynomials associated with N. 
PROOF. Let cI,(&, . . . ,&) = &(LX,, . . . , Lxk). c ck is obviously a decomposition series. 
Let Cu, be a convergent series in E. The series c Lun is also convergent because of the 
linearity and the continuity of L. So, the series in E c &(LuO, . . . , Luk) converges in E, because 
of the convergence of the decomposition series c Ak. So the decomposition series c Ck weakly 
converges. 
Its strong convergence is easily verified. Let C u, and C on be two convergent series in E which 
have the same sum U. Then the series of elements of E c Ck(uO, . . . , uk) and c ck(vO, . . . , vk) 
both converge towards NLU. 
THEOREM 11. Solution of NLi composed operator equations. 
In order to solve an equation u = N(Llu, . . . , L,u), where N is an analytical nonlinear operator 
ofp variables and the Li are continuous linear operators, the following decomposition scheme can 
be applied: 
u() = 0, %+1 = &(LlUO,. . . , LlUn,. . a, Lpuo,. *. , -&J, 
where the A, are the Adomian polynomials of finite-order p associated with N. 
PROOF. The same as in Theorem 10 above, except that we use the strong convergence of the 
Adomian polynomials of finite-order p. 
NOTE. This approach leads to the same method as the one proposed by G. Adomian and R. Rach, 
but its formulation is more simple, and it is rigourously proved with the decomposition theory. 
11. SOLUTION OF EQUATION WITH SEVERAL TERMS 
THEOREM 12. Sum of operators. 
In order to solve an equation u = G(u), where G can be written G = Cy==, Gi, the following 
decomposition scheme can be applied: 
240 = 0, %+1 = ~c:(uo,...,Un), 
i=O 
where each C CL is a strongly convergent decomposition series the sum of which is Gi. 
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PROOF. It is a direct application of the vector space structure of the set of the strongly convergent 
decomposition series. 
NOTE. Very often, the equation that has to be solved is u = G(u), where G is the sum of a linear 
operator L and of an analytical operator N. If N is also linear, the equation can be solved by 
the basic decomposition scheme. If iV is also analytical, the Adomian decomposition scheme can 
be used. Or else, the former theorem leads to the following scheme: 
t&l-J = 0, u,+~ =B~L(uo,...~u,)+A,N(‘~Lo,...,~,). 
WARNING. Once again, it is dangerous to attempt a proof without using the decomposition 
theory. We know that C Bk(ug, . . . , u,) and C A,N(uo, . . . , u,), respectively, converge towards 
L(U) and N(u) but only if the ui are constructed by the basic scheme in the first case and by the 
Adomian scheme in the second case, not by a mixed scheme. 
12. SOLUTION OF EQUATIONS WITH SECOND MEMBER 
Often, the equation to solve is u = e(u) + f, where f is a given element of E. 
The general case can be easily used defining G by G(u) = C?(U) + f. But instead of solving 
this equation by using a decomposition scheme c ck associated with G, it is often interesting to 
use a decomposition series c Gk associated with C?. So there are two useful schemes. 
THEOREM 13. First decomposition scheme associated with an operator with second member. 
In order to solve the equation u = G(U) + f, the following decomposition scheme can be applied: 
Q-J = 0 
Ul = Co(uo) 
U2 = G(UO,Ul) 
%+1 = Cn(Uor . . . , WL). 
PROOF. This scheme is the decomposition scheme associated with c ck. 
THEOREM 14. Second decomposition scheme associated with an operator with second member. 
In order to solve the equation u = C?(u) + f, the following decomposition scheme can be applied: 
i&&+1 = e&i,, . . . , a,). 
PROOF. This scheme is the decomposition scheme associated with c 6k but with a first term 
which is f instead of 0. In order to prove its convergence, we have to modify the proof of the 
fundamental convergence theorem by using u, the fixed point of u = e(u) + f, and the sequence 
of series defined by 
a@, = a 7 tii(n+l) = $ (f + ,cq . 
PROPERTY 2. If C? is linear and analytical, the two schemes are equivalent. 
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PROOF. As G is linear, the basic series (& = fik) can be associated with it. As G is analytical 
(because G is analytical), the Adomian series (Ck = Ak) can be associated with it. We have 
so 
Finally, 
uo =o 
u1 = Ao(uo) = l&(O) + f = f = 60 
u2 = Al(uo,ul) = &(uI) = al(f) = 61 
u,+~ = A,(uo,. . . , u,) = &&) = iin. 
As ‘1~0 = 0, the two series are equal. 
NOTE. If G is not linear, the two series are not the same (but we know that the two series have 
the same sum). In the series C ui, there are the successive derivatives of G at 0, while in the Gi, 
there are the successive derivatives of G (i.e., of G after the second rank) at f. 
13. COMPARISON OF THE DECOMPOSITION METHOD 
WITH THE SUCCESSIVE APPROXIMATIONS METHOD 
In order to solve the equation u = G(U), the classical successive approximations method can 
be applied. The recurrence is Un+i = G(U,) and the first term Uc can be any element of E. The 
convergence occurs when the hypotheses of the Banach’s fixed point theorem are verified. So, it 
is very interesting to compare this method with the decomposition method. 
When writing the relationship between the U, and the uk : U, = ~~=, uk, it becomes obvious 
that the basic decomposition scheme associated with the operator G is equivalent to the successive 
approximation scheme: Uc = 0, Un+r = G(U,). The convergence of the basic decomposition 
scheme could have been proved using this equivalence. 
Now, even if c ck is any decomposition series, we can prove that the decomposition method 
can be considered as an extension to the successive approximations method. 
Let C C,, be a strongly convergent decomposition scheme, the degenerated sum of which is S, 
let C uk be the series created by the decomposition scheme. Note l_J, = ~~=, Uk and define S,, 
mapping the set of the convergent series in E into E, by 
sn (cuk) = ~~k(uO~-4k)~ 
k=O 
Each S, can be applied to finite sums if it is considered as a degenerated series. So, we have 
S,(&) = c;=, ck = x:=0 uk+l = Un+l. This recurrent scheme is the successive approxima- 
tions scheme when S, = S, i.e., when C Ck is the basic decomposition scheme. 
The decomposition method generally requires less computation than the successive approxima- 
tions method. In the linear case, with the decomposition method, L(u,) must be to computed at 
each step, instead of L(U,) with the successive approximations method. In the nonlinear case, 
this last method uses the powers of the operator G while the decomposition method uses simple 
polynomials of the ui and the successive derivatives of G. 
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14. CONCLUSION 
Thanks to our concept of strongly convergent decomposition series, we have worked out a theory 
which proves the efficiency of the Adomian method and which makes it more general. Thus, we 
have explained why analytical approximations of the solution of equations written u = G(u) can 
be found when G is contracting. 
We gave a basic decomposition scheme which solves linear equations. We have proved that the 
Adomian scheme is a decomposition scheme which solves analytical equations, even nonlinear 
ones. We have given the basic and practical formulae of the Adomian polynomials. We have 
also explained how equations with a composed operator, with several operators, or with a second 
member can be rigourously solved. 
Finally, the decomposition method can be considered as a very powerful generalization of the 
successive approximations method. Its implementation is simple and the current development of 
computers and software allows complex systems to be solved. 
SUMMARY. In order to solve in a Banach space an equation written u = G(u), where G is 
a contracting operator, we can build a strongly convergent decomposition series the 
degenerated sum of which is G and can then apply the associated decomposition scheme. 
Thus, we are able to compute the terms of a series which converges towards the solution of our 
equation. 
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