On the free matrix representation of transversal geometries  by Smoliar, Stephen W
JOURNAL OF COMBINATORIAL THEQRY (A) 18, 60-70 (1975) 
On the Free Matrix Representation of Transversal Geometries 
STEPHEN W. SMOLIAR 
Department of Computer and Information Sciences, University of Pennsylvania, 
Philadelphia, Pennsylvania 19174 
Communicated by the Managing Editors 
Received May 17, 1973 
1. TEXMINOLOGY 
This paper employs the fundamental terminology and principles of 
combinatorial geometry, as presented in [2]. The same material may also 
be found in the now-outmoded terminology of matroids in Hassler 
Whitney’s pioneering paper on the abstract theory of linear independence 
PI- 
Given a bipartite graph of a relation R between two finite sets, S and T, 
it was shown by Edmonds and Fulkerson [4] and by Mirsky and Perfect [6] 
that one could define an associated pregeometry (or matroid [sic]) on S. 
Namely, we consider those subsets A of S which can be matched into T 
[l], i.e., those subsets for which there exists a one-to-one mapping into T 
which can be imbedded in R. If A can be matched into Tin the graph of R, 
we shall also say that R dominates a matching of A. The fundamental result 
of Edmonds and Fulkerson was that the family of all such subsets satisfies 
Whitney’s [9] axioms for the independent sets of a matroid [sic], namely: 
(1J Any subset of an independent set is independent. 
(1,) If N = (el ,..., e,> and N’ = (e,‘,..., ea+3 are independent, then 
for some i such that ei’ 4 N, N u {ei’> is independent. 
PROPOSITION 1 (Edmonds-Fulkerson). Given a relation R between 
two finite sets, S and T, the family of subsets A of S which can be matched 
into T constitutes afamily of independent sets in the sense of axioms 1, and& . 
Proof. I1 is obvious; we shall exhibit I, by a direct proof due to Mirsky 
andperfect [6]. Let P = (fi ,..., f,} be the image of N under some matching 
of N into T; and let P’ = (fi’,..., fd+l} be the image of N’ under some 
matching of N’ into T. N and N’ have an intersection, R, of cardinality 
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r > 0; and we may assume that R = {e, ,..., e,} and that ei’ = ei for 
1 < i < r whenever I is nonzero. 
If I = p, we are trivially done. Otherwise, let fi be an element of P’ 
which is not contained in P. If r + 1 < h G p + 1, then eh’ # N; and 
N u {eh’} can be matched into T with image P u {fh’}, so that it is inde- 
pendent. On the other hand, suppose no such h 3 r + 1 exists; then there 
must be some h < r. In this case, N can be matched into T with image 
PI = (fl ,...Jih’,--,f,>. 
Now let fm’ be an element of P’ which is not contained in PI , Again, 
if r + 1 < m < p + 1, by the same process as above, we arrive at an 
independent set, P u {e,‘}. If m >, r, we repeat the procedure to construct 
a suitable P, and continue until either we arrive at some independent 
N u {e,‘} or we construct a matching of N into T with image 
P, = {fi’,..., f7’,fr+1 ,**-, f,}. In this latter case there is some fd $ P, ; and 
since we must have u > r, we obtain the independent set, P u {e,‘}. 
Q.E.D. 
A pregeometry which is defined in this manner is called a transversal 
pregeometry. 
We shall assume that the set S is indexed by the integers 1,2,..., v(S) 
and, similarly, that T is indexed by the integers 1, 2,..., v(T). It is quite 
common [7] to represent the relation R by a zero-one matrix in which the 
entry xij is nonzero if and only ‘if (i,j) E R. If, instead of the integer 1, 
we assign to the non-zero entries a set of distinct, algebraically independent 
transcendentals adjoined to the rational field, we shall call the resulting 
representation of R a free matrix. The rows of the free matrix correspond 
to the elements of S but, even more important, a set of elements of S is 
independent in the transversal pregeometry induced by R if and only if 
the corresponding rows of the free matrix represent a linearly independent 
set of vectors. 
PROPOSITION 2. Let X be the free matrix representation of a relation R 
between two sets S and T. The vectors corresponding to a set A of rows of X 
are linearly independent if and only if R dominates a matching of the corre- 
sponding subset A’ of S. 
Proof. The v(A) vectors corresponding to the rows in A are linearly 
independent if and only if the v(A) Xv(T) matrix x’ consisting just of these 
rows has rank v(A). This is the case if and only if X’ has a v(A) XV(A) 
minor that does not vanish. 
Suppose that R does dominate a matching. Then v(A) < v(T); and there 
are v(A) nonzero entries of X’, we may call them xl,,cl) , x~J~),..., 
u4)dYLl1) 3 which correspond to a matching. u is, in fact, a one-to-one 
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mapping into the index set of T. Let M be the minor of x’ with columns 
u(l), 42),..., o(v(A)). Then 
M = c f Xl,,(l) ... X"L4),D(&)) 
B 
where p ranges over all one-to-one mappings of the set {l,..., v(A)) into 
Ml),..., u(v(A))}. M is thus a polynomial in algebraically independent 
transcendentals. 
It suffices, then, to show that M is nonzero. Indeed, the term for which 
p = u is nonzero. Now evaluate the polynomial A4, regarding the trans- 
cendentals as variables, setting all variables to zero except those corre- 
sponding to the transcendentals which represent the edges of the matching 
of A’. Then the polynomial M evaluates to that term of the summation 
corresponding to p = u. Since this term is nonzero, it follows that M, as 
a polynomial, is nonzero. Hence, the minor M is nonzero; and the vectors 
in A are linearly independent. 
On the other hand, suppose R does not dominate a matching of A’ 
into T. Let M be the expansion of an arbitrary v(A) Xv(A) minor of x’. 
Suppose some term in this expansion is nonzero. Then it consists of a 
product of v(A) algebraically independent transcendentals which, in turn, 
correspond to a set of edges of R which represent a matching of A’. Since 
R does not dominate a matching of A’, it follows that all the terms in 
the expansion must be equal to zero. Since this is the case for any 44, 
every v(A) Xv(A) minor of x’ vanishes. Therefore, the vectors in A are 
linearly dependent. Q.E.D. 
The determinant representation of matchings in a zero-one matrix 
is given in [7], while the notion of using algebraically independent trans- 
cendentals was first published in [3]. 
A transversal pregeometry thus arises from a free matrix or, respectively, 
a bipartite graph (which Mirsky and Perfect [6] and others of their ilk 
designate by the barbarism deltoid). In characterizing transversal pregeo- 
metries, we shall establish a canonical free matrix which represents the 
pregeometry and concern ourselves with the various properties of canonical 
matrices. First, however, we turn to the more fundamental combinatorial- 
geometric properties of free matrices. 
We may regard a free matrix with n columns as a family of n functions 
which map the elements of S to the rational field extended by a finite 
number of algebraically independent transcendentals. Consequently, we 
shall speak of the “kernel” or “support” of a column, using these terms in 
their conventional functional interpretation. From this point of view, the 
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associated transversal pregeometry is sometimes called a function space 
[2] or a chain group [8]. At the same time, we shall readily identify the free 
matrix with the relation it represents and will thus talk about a subset of 
S “having a matching in the free matrix.” 
Of course, the “yoga” of transversal pregeometries-or, for that matter, 
any pregeometries-involves the existence of a closure relation with 
finite basis and the exchange property. The closure relation is more 
readily observed if we examine the pregeometry cryptomorphically defined 
by a Whitney rank function [2]. 
Given a pregeometry defined in terms of its independent sets, the rank 
function follows immediately. An immediate consequence of Whitney’s 
axioms is that for any subset A C S, all maximal independent subsets of 
A have the same cardinality [9]. Such maximal independent subsets are 
called the buses of A; and their common cardinality is the rank of A, r(A). 
In terms of bipartite graphs this means that the rank of A is the maximum 
size of a matching dominated by R within the domain A. 
Having defined a rank function r on G(S), the appropriate closure 
relation readily follows. Namely, it is known that a E Z if and only if 
r(A) = r(A u a) [2]. In terms of the bipartite graph, if B is an independent 
set (thus having a matching), a E B if either a E B or the set B u a does 
not have a matching. On the other hand, any dependent set C has a basis 
B; and it follows that a E C if and only if a E B if and only if a E B or B v a 
does not have a matching. 
We may now observe a very useful fundamental property of free 
matrices which follows immediately from a very valuable theorem due 
to Mirsky and Perfect [6] which we state without proof. 
THEOREM 1 (Mirsky-Perfect). Let G(S) be the transversal pregeo- 
metry arising from the bipartite graph of a relation R between two sets, S 
and T. Given a finite collection of bases of G(S), there exists a subset of T 
which is bijectively related by R to all these bases. 
Since S is finite, G(S) has only a finite number of bases. These bases are 
all the same size, which is the rank of the pregeometry, r(G(S)). Let T’ be a 
subset of T of size r(G(S)) which is bijectively related to every basis of 
G(S). Every independent set A is contained in some basis B and thus has 
a matching which can be embedded in the bijection from B to T’. There- 
fore, in representing the transversal pregeometry G(S), it is sufficient to 
consider T’ as the range, rather than all of T. Consequently, any rank n 
transversal pregeometry may be represented by a free matrix with n 
columns. In the sequel we shall always assume this to be the case. 
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2. FREE OPERATIONS 
In general, a pregeometry will have several different free matrix repre- 
sentations; and there are certain prescribed free operations which modify 
a free matrix without altering the associated geometry. Of course, if the 
matrix is to remain a free matrix, the nonzero entries must remain 
algebraically independent. For example, a nonzero entry x,~ may be 
eliminated from a free matrix if there is a column c for which xac # 0. 
In this case, column c may be multiplied by -x,,,/x,~ and added to 
column b. However, the entries in the resulting matrix remain algebraically 
independent only if at most one zero entry in column b becomes nonzero; 
such entries are algebraically dependent on x,,-the eliminated entry- 
and there can thus be at most one of them. We shall call this procedure 
free operation I. Free operation Z preserves not only the algebraic inde- 
pendence of the entries of the free matrix, but also the corresponding 
pregeometry. 
PROPOSITION 3. Let G(S) be a transversal pregeometry represented by 
the free matrix X, let X’ be a free matrix obtainedfrom X by an application 
of free operation Z, and let G’(S) be the transversal pregeometry defined by 
X’. Then a subset A C S is an independent set in G(S) if and only ifit is an 
independent set in G’(S). 
Proof Suppose x,~ is the nonzero entry of X which is eliminated by the 
application of free operation I. If A has a matching in X which does not 
involve this entry, then it also has a matching in x’. On the other hand, 
suppose xnb is essential to the matching of A; in bipartite graph 
terminology, this means that the matching involves the edge (a, b) E R. 
Since the operation stipulates the existence of some x,, # 0, after the 
operation a may be matched to c; and that vertex of S which was formerly 
connected to c may now, by dint of the operation, be matched to b. Hence, 
if A has a matching in X, it also has a matching after free operation Z has 
been applied to X. 
Now suppose A is an independent set in G’(S). If the application of free 
operation Z to X only eliminates a nonzero entry without adding any new 
nonzero entries, then any matching in X’ is also a matching in X. Other- 
wise, suppose the transition from X to X’ consists of eliminating the 
nonzero entry x,~ and installing the nonzero entry xdb , both in column b. 
Then one may pass back to X by a second application of free operation Z 
which eliminates xdb and restores xab . However, we have already seen that 
an independent set in a free matrix remains independent after an appli- 
cation of free operation Z; so if A has a matching in X’, it must also have 
a matching in X. Q.E.D. 
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It is possible to perform free operation Z several times on a free matrix X 
until no further non-zero entries may be eliminated. The resulting matrix, 
X, , is called a reduced.free matrix; and the kernels of the columns of a 
reduced free matrix are seen to be copoints. 
PROPOSITION 4. Zf the total number of nonzero elements of a free 
matrix X cannot be reduced by an application of free operation Z, then the 
kernel of each column of X is a copoint of the corresponding transversal 
pregeometry. 
Proof. Suppose X has n nonzero columns which cannot be reduced; 
and suppose the kernel of the nth column, call it A, , is not a copoint. 
This means that either there is some x $ A, which is in the closure of A, 
(i.e., A, is not a closed set) or else there are two columns of X, say columns 
n and m, which do not meet the elements in A, (i.e., r(A,) < n - 1). 
None of the elements in A meet column n and, hence, neither do the 
elements in the closure of A,. Since every x 4 A,, can be matched to 
column n, it follows that A, is a flat. Therefore, there must be some other 
column m which does not meet the elements in A, . This column m must 
therefore have zero entries at least in the same rows as the nth column, 
which implies that column n can be reduced by column m through free 
operation I. Since this contradicts our assumption it follows that A, 
must be a copoint. Q.E.D. 
Similarly, we may add nonzero entries to a free matrix without altering 
the transversal pregeometry which it represents. In fact, Mason [5] proved 
that with every transversal pregeometry there is associated a unique 
maximal relation which defines that pregeometry; that is, any relation 
which defines the pregeometry is a subset of the maximal relation. If R 
is the relation which represents the transversal pregeometry G(S), then 
the maximal relation, R’, consists of the edges of R with additional edges 
determined by the following free operation II: (s, t) is an edge of R’ 
provided there is no circuit C in G(S) such that s E C and t 4 R(C). The 
free matrix X corresponding to this maximal relation is called the canoni& 
matrix of G(S). (Since we presuppose an ordering of the columns of a 
free matrix, the canonical matrix is actually unique up to permutation 
of columns.) 
PROPOSITION 5. Let G(S) be a transversal pregeometry with canonical 
matrix X. The kernels of the columns of X are each$nite unions of circuits 
of G(S). 
Proof. Given a column of X, with kernel K, there is an element y E T 
such that the support of that column is equal to R’-l( y). If a is an element 
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of K, then by definition of R’, there is some circuit C, such that a E C, and 
y $ R’(C,); but if b is another element of C, , y 6 R’(C,) implies that 
(6, y) 6 R’, so that b is also an element of K. Hence, C, C K. 
If c is another element of K which is not in the circuit C, , then there must 
be another circuit C, such that c E C, and y $ R(C,). Therefore, by similar 
reasoning, C, u C, _C K. Since K is finite, we may repeat this procedure 
until it is exhausted, so that K is equal to a finite union of circuits of G(S). 
Q.E.D. 
In the terminology of [5], a finite union of circuits is called a fully 
dependent set. 
If X is the canonical matrix for the transversal pregeometry G(S), we 
may then obtain, by repeated application of free operation 1, a reduced 
free matrix, X, , which satisfies the following properties: 
(1) X, represents G(S); 
(2) the kernels of the columns of X, are copoints of G(S); 
(3) the kernel of a column in X is contained in the kernel of the 
corresponding column in X, . 
If K is the kernel of a column of X corresponding to the element y E T, 
then the circuits contained in K are also contained in that copoint H 
which is the kernel of the corresponding column of X, . Conversely, for 
any circuit C of G(S), C _C H implies y E R,(C), where R, is the relation 
defined by X, ; therefore, by definition of the canonical matrix, this means 
that (x, y) $ R, the maximal relation, for all x in C, so that CC K. K is 
thus not just a fully dependent set, but a union of all circuits contained in 
a single copoint. We call such a fully dependent set a critical dependent set 
and observe that this definition is independent of any representing free 
matrix and may thus be applied to any pregeometry. 
DEFINITION. A critical dependent set K is a fully dependent set which 
is the union of all circuits contained in some copoint. That is, associated 
with K there is some copoint H such that K is the union of all circuits 
contained in H. 
3. FREE PROJECTIONS 
Given a canonical matrix which represents a transversal pregeometry 
of rank n, if we delete a column from this matrix, we obtain another free 
matrix which gives rise to a rank n - 1 transversal pregeometry. This 
operation is a particular type of projection onto a hyperplane by which a 
transversal pregeometry remains transversal. 
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We wish to generalize this notion of projection to all pregeometries in 
such a manner that it will canonically decompose transversal pregeometries 
to other transversal pregeometries of decreasing rank but will fail to effect 
such a decomposition if the pregeometry is not transversal. When the 
decomposition succeeds, it may then be used to derive the corresponding 
canonical matrix. We define this desired projection operation in terms of 
critical dependent sets. 
DEFINITION. Let G(S) be a pregeometry of rank n with rank function 
rG , and let G’(S) be a pregeometry of rank n - 1 with rank function rG, . 
Suppose there exists a critical dependent set, R’, of G(S) such that for every 
circuit, A, of G(S), r&4) = r,(A) if and only if A C F and otherwise 
r&t) = r,(A) - 1. (F may, of course, be empty.) If, in addition, every 
critical dependent set of G(S) is contained in a critical dependent set of 
G(S), then G’(S) is said to be a free projection of G(S). 
We first wish to show that in the case of transversal pregeometries, 
the operation of free projection is equivalent to deleting a column from 
the canonical matrix. 
PROPOSITION 6. Let G(S) be a transversal pregeometry of rank n with 
canonical matrix X, let x’ be the free matrix obtained from X by deleting 
the nth column of X, and let G’(S) be the transversalpregeometry represented 
by X’. Then G’(S) is a free projection of G(S). 
Proof. Let F be the kernel of the nth column of X which, as we have 
already seen, is a critical dependent set. Clearly, if F’_C F then 
r&F’) = r,(F’) since any maximal matching of I;’ must be restricted to 
the columns of X’. On the other hand, suppose there exists a circuit F 
of G(S) which is not a subset of F. If r = r,(F) we must show that 
r&F’) = r - 1. 
By Theorem 1, there exists a family 9 of r columns of X such that every 
basis of F’ can be matched within the free matrix of these r columns. 
Since F’ is a circuit, those columns of X which are not in 9 must be zero 
on the elements in F’. The nth column must be in the family 9 for other- 
wise it would be zero on the elements of F’, contrary to our assumption. 
Therefore, r&F’) = r - 1 since every basis of F’ meets the nth column 
of x. 
Finally, we must show that every critical dependent set of G’(S) is 
contained in a critical dependent set of G(S). Let H be a copoint of G’(S), 
and let C, be the corresponding critical dependent set. Again by 
Theorem 1, we see that there is some family % of n - 2 columns of X’ 
in which every basis of H has a matching. In turn, for every circuit A C H, 
there exist r,(A) columns in JP in which every basis of A has a matching. 
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Since A is a circuit, the remaining columns (in X’) must be zero on A. 
Hence, that column of x’ which is not in X must be zero on all of C, . 
However, the kernel of this column (which is also a column of X) is a 
critical dependent set C of G(S). Therefore, C, C C; and we see that every 
critical dependent set of G’(S) is contained in a critical dependent set of 
G(S). Q.E.D. 
In the light of this proposition, the operation of free projection provides 
for a decomposition of transversal pregeometries. 
COROLLARY 1. If G(S) is a transversal pregeometry of rank n, then 
there exists a sequence of transversal pregeometries, G(S), G’(S), G”(S),..., 
Gtn)(S), such that G(“)(S) is the trivial pregeometry of rank 0 (i.e., 0 = S) 
and for all 1 < i < n, G(“)(S) is a free projection of G+-l)(S). 
Proof. Let X be the canonical matrix of G(S). Then by the preceding 
proposition, X’, the matrix obtained by deleting the nth column of X, 
represents G’(S), which is a free projection of G(S). From A” we may 
obtain A’, , the canonical matrix of G’(S), from which we may repeat 
the procedure to obtain G”(S), a free projection of G’(S), and so forth. 
Q.E.D. 
Now we turn to the converse situation. 
PROPOSITION 7. Let G(S) be a pregeometry of rank n; and suppose 
there exists a free projection, G’(S), of G(S) which is transversal. Then 
G(S) is also transversal. 
Proof. Let x’ be the canonical matrix of G’(S); and let F be the 
(possibly empty) critical dependent set of G(S) within which circuit rank 
is preserved under free projection. We construct the free matrix X to 
consist of x’ with an additional column whose kernel is F. Let H(S) be 
the transversal pregeometry determined by the free matrix X. We shall 
show that H(S) is isomorphic to G(S) by showing that every circuit of G 
is a dependent set in H and every circuit of His a dependent set in G. 
If A is a circuit of G which is contained in F, then by definition, 
r,(A) = r,,(A); furthermore, r,,(A) = r&A) because every maximal 
matching of A must be restricted to the columns of x’. Therefore, 
rH(A) = r,(A) < v(A); and A is a dependent set in H. On the other hand, 
if A g F then r,,(A) = r,(A) - 1. How rH(A) = r,,(A) would imply 
A _C F, a contradiction; so rH(A) = r,‘(A) + 1 = r,(A) < Y(A), and A 
is again dependent in H. 
Now let A be a circuit in H. If A C F, then r&A) = r,(A) and A is a 
circuit in G’. rc(A) is equal to either r,>(A) or r,,(A) + 1. In the former 
REPRESENTATION ON TRANSVERSAL GEOMETRIES 69 
case, A is a circuit in G; in the latter, A is independent in G. If A is an 
independent set in G, then it must be a subset of some basis A’ of F. 
However, since G’ is a free projection of G in which circuit rank is 
preserved, it follows that A’ is also contained in a basis for F in G’; but 
this implies that A is independent in G’, a contradiction. Hence, 
r,(A) = r,(A); and A is a dependent set in G. 
If A C F we know that r&A) = r&A) - 1. Furthermore, we know that 
the rank of A in G is at most one unit greater than it is in G’, so that 
r,(A) < r,(A) + I = m(A) < v(A), since A is a circuit in H. Therefore, 
A is dependent in G. Q.E.D. 
COROLLARY 2. Let G(S) be a pregeometry of rank n; and suppose there 
exists a sequence of pregeometries, G(S), G(S), G”(S),..., G’“)(S), such 
that G’“)(S) is the trivial pregeometry and for all 1 < i < n Gci)(S) is a 
free projection of G+l)(S). Then G(S) is transversal. 
Proof. G@)(S) is trivially transversal, being represented by the free 
matrix with no columns. By Proposition 7, we may obtain a free matrix 
X”+l) which represents G’“-l)(S) and from which we may obtain X,-r , 
the canonical matrix of G’+l)(S). We may then repeat this procedure to 
find canonical matrices for G’“-2)(S), G(n-3)(S),..., G’(S), and G(S). 
Q.E.D. 
The two corollaries immediately yield a characterization of transversal 
pregeometries. 
THEOREM 2. A pregeometry G(S) of rank n is transversal if and only 
tf there exists a sequence of pregeometries, G(S), G’(S), G”(S),..., G’“)(S) 
such that G’“‘(S) is the trivial pregeometry and for all 1 < i < n, G’Q(S) 
is a free projection of G+l)(S). 
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