Markov Logic Networks join probabilistic modeling with first-order logic and have been shown to integrate well with the Semantic Web foundations. While several approaches have been devised to tackle the subproblems of rule mining, grounding, and inference, no comprehensive workflow has been proposed so far. In this paper, we fill this gap by introducing a framework called MANDOLIN, which implements a workflow for knowledge discovery specifically on RDF datasets. Our framework imports knowledge from referenced graphs, creates similarity relationships among similar literals, and relies on state-of-the-art techniques for rule mining, grounding, and inference computation. We show that our best configuration scales well and achieves at least comparable results with respect to other statistical-relational-learning algorithms on link prediction.
Introduction
The Linked Data cloud has grown considerably since its inception. To date, the total number of facts exceeds 130 billion, spread in over 2,500 available datasets.
1 This massive quantity of data has thus become an object of interest for disciplines as diverse as Machine Learning (Spohr, Hollink, and Cimiano 2011; Nikolov, dAquin, and Motta 2012; Rowe, Angeletou, and Alani 2011) , Evolutionary Algorithms (Wang, Ding, and Jiang 2006; Ngonga Ngomo and Lyko 2012) , Generative Models (Bhattacharya and Getoor 2006) , and Statistical Relational Learning (SRL) (Singla and Domingos 2006) . One of the main objectives of the application of such algorithms is to address the fourth Linked Data principle, which states "include links to other URIs, so that they [the visitors] can discover more things" (BernersLee 2006) . Two years later, (Domingos et al. 2008) proposed Markov Logic Networks (MLNs) -a well-known approach to Knowledge Discovery in knowledge bases (Richardson and Domingos 2006) -to be a promising framework for the Semantic Web. Bringing the power of probabilistic modeling to first-order logic, MLNs associate a weight to each formula (i.e., first-order logic rule) and are able to natively perform probabilistic inference. Several tools based on MLNs have been designed so far (Kok et al. 2009; Niu et al. 2011; Copyright c 2017. 1 Retrieved on February 15, 2017, from http://lodstats. aksw.org/. Noessner, Niepert, and Stuckenschmidt 2013; Bodart et al. 2014 ). Yet, none of the existing MLN frameworks develops the entire pipeline from the generation of rules to the discovery of new relationships in a dataset. Moreover, the size of the Web of Data represents today an enormous challenge for such learning algorithms, which often have to be re-engineered in order to scale to larger datasets. In the last years, this problem has been tackled by proposing algorithms that benefit of massive parallelism. Approximate results with some confidence degree have been preferred over exact ones, as they often require less computational power, yet leading to acceptable performances.
In this paper, we propose a new workflow for probabilistic knowledge discovery on RDF datasets and implement it in a framework called MANDOLIN, Markov Logic Networks for the Discovery of Links. To the best of our knowledge, our framework is the first one to implement the entire pipeline for link prediction on RDF datasets. Making use of RDFS/OWL semantics, MANDOLIN can (i) import knowledge from referenced graphs, (ii) compute the forward chaining, and (iii) create similarity relationships among similar literals. We show that this additional information allows the discovery of links even between different knowledge bases. We evaluate the framework on two benchmark datasets for link prediction and show that it can achieve comparable results w.r.t. other SRL algorithms and outperform them on two accuracy indices.
Related Work
Machine-learning techniques have been successfully applied to ontology and instance matching, where the aim is to match classes, properties, and instances belonging to different ontologies or knowledge bases (Ngonga Ngomo et al. 2011; Ngonga Ngomo and Lyko 2012; Shvaiko et al. 2016) . Also, evolutionary algorithms have been used to the same scope (Martinez-Gil, Alba, and Montes 2008) . For instance, genetic programming has shown to find good link specifications (i.e., similarity-based decision trees) in both a semisupervised and unsupervised fashion (Ngonga Ngomo and Lyko 2012). Generative models are statistical approaches which do not belong to the ML and SRL branches. Latent Dirichlet allocation is an example of application to entity resolution (Bhattacharya and Getoor 2006) and topic modeling (Röder et al. 2016) .
SRL techniques such as Markov-logic (Richardson and Domingos 2006 ) and tensor-factorization models (Nickel, Jiang, and Tresp 2014) have been proposed for link prediction and triple classification; the formers have also been applied on problems like entity resolution (Singla and Domingos 2006) . Among the frameworks which operate on MLNs, we can mention NetKit-SRL (Macskassy and Provost 2005) , Alchemy (Kok et al. 2009 ), Tuffy (Niu et al. 2011) , ArThUR (Bodart et al. 2014) , and RockIt (Noessner, Niepert, and Stuckenschmidt 2013). Several approaches which rely on translations have been devised to perform link prediction via generation of embeddings (Bordes et al. 2013; Lin et al. 2015; Wang, Wang, and Guo 2015; Xiao et al. 2016) . The Google Knowledge Vault is a huge structured knowledge repository backed by a probabilistic inference system (i.e., ER-MLP) that computes calibrated probabilities of fact correctness (Dong et al. 2014 ).
This work is also related to link prediction in social networks (Liben-Nowell and Kleinberg 2007; Scellato, Noulas, and Mascolo 2011) . Being social networks the representation of social interactions, they can be seen as RDF graphs having only one property. Recently, approaches such as DeepWalk (Perozzi, Al-Rfou, and Skiena 2014) and node2vec (Grover and Leskovec 2016) showed impressive scalability to large graphs.
The link discovery frameworks Silk (Volz et al. 2009 ) and LIMES (Ngonga Ngomo and Auer 2011) present a variety of methods for the discovery of links among different knowledge bases (Jentzsch, Isele, and Bizer 2010; Ngonga Ngomo and Lyko 2012; Sherif and Ngonga Ngomo 2015) . As presented in the next section, instance matching is a sub-problem of link discovery where the sought property is an equivalence linking instances. Most instance matching tools (Li et al. 2009 ; Jiménez-Ruiz and Grau 2011) take or have taken part in the Ontology Matching Evaluation Initiative (OAEI).
Preliminaries
First-order knowledge bases are composed of statements and formulas expressed in first-order logic (Genesereth and Nilsson 1987) . In probabilistic knowledge bases, every statement (i.e., edge) has a weight associated with it (Wuthrich 1995). The weighting function can be represented as ω :
. This means that a relationship might exist within some confidence or probability degree. The current Semantic Web vision does not foresee weights for a given triple. However, a probabilistic interpretation of RDF graphs with weights partly lower than 1 has shown to be able to help to solve many problems, such as instance matching, question answering, and class expression learning (Leitão, Calado, and Weis 2007; Shekarpour et al. 2014; Bühmann et al. 2014) .
As mentioned in the introduction, MLNs join first-order logic with a probabilistic model by assigning a weight to each formula. Formally, a Markov Logic Network can be described as a set (F i , w i ) of pairs of formulas F i , expressed in first-order logic, and their corresponding weights w i ∈ R. The weight w i associated with each formula F i softens the crisp behavior of Boolean logic as follows. Along with a set of constants C, an MLN can be viewed as a template for building a Markov Network. Given C, a so-called Ground Markov Network is thus constructed, leaving to each grounding the same weight as its respective formula. In a ground network, each ground node corresponds to a statement. Once such network is built, it is possible to compute a probability value ∈ [0, 1] for each statement (Richardson and Domingos 2006) .
The Workflow
Our workflow comprises five modules: RDFS/OWL enrichment, Rule mining, Interpretation, Grounding, and Inference. As can be seen in Figure 1 , the modules are aligned in a sequential manner. Taking a union of RDF graphs G = i G i as input, the process ends with the generation of an enriched graph G = (V , E ) = lp(G) where lp is the link prediction algorithm modeled as function.
RDFS/OWL enrichment
The RDFS/OWL enrichment module activates optionally and features three different operations: Similarity join, Ontology import, and Forward chaining. Its function is to add a layer of relationships to the input graph G.
Similarity join. A node in an RDF graph may represent either a URI, a literal, or a blank node. While URI or a blank node have no restrictions w.r.t. their end in the triple (i.e., they can both be subjects or objects), a literal can only be put as an object (i.e., have only incoming edges). Literals can be of different datatype (e.g., strings, integers, floats). In order to generate the similarity relationships, we first collect all literals in the graph into as many buckets as there are datatype properties. We chose to use the Jaccard similarity on q-grams (Gravano et al. 2001 ) to compare strings. To tackle the quadratic time complexity for the extraction of similar candidate pairs, we apply a positional filtering on prefixes and suffixes (Xiao et al. 2008) as implemented in the LIMES framework (Ngonga Ngomo 2012) within a similarity threshold θ. Once the candidate pairs (i.e., datatype values) are extracted, we create a new similarity property for each datatype property and for θ = 0.1, ..., 1.0 to connect the respective subjects (e.g., :foaf name 0.6 to link two persons having names with similarity greater than 0.6). Intuitively, these similarity properties form a hierarchy where properties with a higher threshold are sub-properties of the ones with lower threshold.
The procedure above is repeated for each datatype property. Numerical and time values, are sorted by value and linked via a similarity predicate whenever their difference is less than the threshold θ. The rationale behind the use of similarity joins is that (i) they can foster the discovery of equivalence relationships and (ii) similarity properties can be included in inference rules.
Ontology import and Forward chaining. RDF datasets on the Web are published so that their content can be accessible from everywhere. The vision of the Semantic Web expects URIs to be referenced from different knowledge bases. In any knowledge-representation application, one option to process the semantics associated with a URI is to import the ontology (or the available RDF data) which defines such entity. To accomplish this, MANDOLIN dereferences external URIs, imports the data into its graph G, and performs forward chaining (i.e., semantic closure) on the whole graph. This additional information can be useful for the Markov logic, since it fosters connectivity on G.
Rule mining and Interpretation
The mining of rules in a knowledge base is not a task strictly related to MLN systems. Instead, the set of MLN rules is usually given as input to the MLN system. MANDOLIN integrates the rule mining phase in the workflow exploiting a state-of-the-art algorithm.
The rule mining module takes an RDF graph as input and yields rules expressed as first-order Horn clauses. A Horn clause is a logic clause having at most one positive literal if written in the disjunctive normal form (DNF). Any DNF clause ¬a(x, y) ∨ c(x, y) can be rewritten as a(x, y) ⇒ c(x, y), thus featuring an implication. The part that remains left of the implication is called body, whereas the right one is called head. In MANDOLIN, a rule can have a body size of 1 or 2, belonging to one of 6 different classes: a(x, y) =⇒ c(x, y), a(y, x) =⇒ c(x, y), a(z, x) ∧ b(z, y) =⇒ c(x, y), a(x, z) ∧ b(z, y) =⇒ c(x, y), a(z, x) ∧ b(y, z) =⇒ c(x, y), and a(x, z) ∧ b(y, z) =⇒ c(x, y). Intuitively, considering only a subset of Horn clauses decreases expressivity but also the search space. In large-scale knowledge bases, this strategy is preferred since it allows to scale. For the search of rules in the graph, we rely on the AMIE+ algorithm described in (Galárraga et al. 2015) .
In the interpretation module, the set of rules returned by the rule miner is collected, filtered, and translated for the next phase, i.e. the grounding. At the end of the mining phase, we perform a selection of rules based on their head coverage, i.e. F = {F ∈ F : η(F ) ≥η}. We preferred to use PCA confidence over head coverage because previous literature showed its greater effectiveness (Dong et al. 2014; Galárraga et al. 2015) .
Grounding
Grounding is the phase where the ground Markov network (factor graph) is built starting from the graph and a set of MLN rules. A factor graph is a graph consisting of two types of nodes: factors and variables where the factors connect all the variables in their scope. Given a set of factors φ = {φ 1 , . . . , φ N }, φ i is a function over a random vector X i which indicates the value of a variable in a formula. As the computational complexity for grounding is NP-complete, the problem of scalability has been addressed by using relational databases. However, frameworks such as Tuffy or Alchemy showed they are not able to scale, even in datasets with a few thousand statements (Chen and Wang 2013) . Tuffy, for example, stores the ground network data into a DBMS loaded on a RAM-disk for best performances (Niu et al. 2011) ; however, growing exponentially, the RAM cannot contain the ground network data, resulting in the program going out of memory. For this reason, in the MANDOLIN module for grounding, we integrated ProbKB, a state-ofthe-art algorithm for the computation of factors. The main strength of this approach is the exploitation of the simple structure of Horn clauses (Chen and Wang 2014) , differently from other frameworks where any first-order logic formula is allowed. It consists of a two-step method, i.e. (1) new statements are inferred until convergence and (2) the factor network is built. Each statement is read in-memory at most 3 times; differently from Tuffy, where it is read every time it appears in the knowledge base (Chen and Wang 2013) .
Inference
MAP Inference in Markov networks is a P#-complete problem (Roth 1996) . However, the final probability values can be approximated using techniques such as Gibbs sampling -which showed to perform best (Noessner, Niepert, and Stuckenschmidt 2013) -and belief propagation (Richardson and Domingos 2006) .
Every statement a(x, y) is associated with a node in the factor graph. Therefore, its probability is proportional to the product of all potential functions φ k (x {k} ) applied to the state of the cliques touching that node. Once we compute the probabilities of all sampled candidates, we normalize them so that the minimum and maximum values are 0 and 1 respectively. The final set P of predicted links is then defined as those statements whose probability is greater than a threshold τ ∈ [0, 1]. Typically, the number of iterations for the Gibbs sampler is γ = 100 * |E| (Noessner, Niepert, and Stuckenschmidt 2013) .
Experiments
Any directed labeled graph can be easily transformed into an RDF graph by simply creating a namespace and prepending it to entities and properties in statements. We thus created an RDF version of a benchmark for knowledge discovery used in (Bordes et al. 2013; Lin et al. 2015; Wang, Wang, and Guo 2015; Xiao et al. 2016; Nickel, Rosasco, and Poggio 2015) . The benchmark consists of two datasets: WN18, built upon the WordNet glossary, and FB15k, a subset of the Freebase collaborative knowledge base. Using these datasets, we evaluated MANDOLIN on link prediction. Finally, we employed the DBLP-ACM (Köpcke, Thor, and Rahm 2010) dataset to test cross-dataset linking, as well as the large-scale dataset DBpedia 3.8 to evaluate the scalability of our approach. All experiments were carried out on a 64-core server with 256 GB RAM equipped with Ubuntu 16.04. The MANDOLIN framework was mainly developed in Java 1.8 and its source code is available online 2 along with all datasets used for the evaluation.
Dataset
# triples # nodes # prop. We evaluated the link prediction task on two measures, Mean Reciprocal Rank (MRR) and Hits@k. The benchmark datasets are divided into training, validation, and test sets. We used the training set to build the models and the validation set to find the hyperparameters, which are introduced later. Afterwards, we used the union of the training and validation sets to build the final model. For each test triple (s, p, o), we generated as many corrupted triples (s, p,õ) as there are nodes in the graph such that o =õ ∈ V . We computed the probability for all these triples when this value was available; when not, we assumed it 0. Then, we ranked the triples in descending order and checked the position of (s, p, o) in the rank. The Hits@k index is the ratio (%) of test triples that have been ranked among the top-k. We computed Hits@1,3,10 with a filtered setting, i.e. all corrupted triples ranked above (s, p, o) which are present in the training sets were discarded before computing the rank.
The results for link prediction on the WN18-FB15k benchmark are shown in Table 2 . We compare MANDOLIN with other SRL techniques based on embeddings and tensor factorization. On WN18, we overperform all other approaches w.r.t. the Hits@10 index (96.0%). However, HOLE (Nickel, Rosasco, and Poggio 2015) recorded the highest performance on MRR and Hits@1; the two approaches achieved almost the same value on Hits@3. Since the two datasets above contain no datatype values and no statements using 2 https://github.com/AKSW/Mandolin the RDF schema 3 , we did not activate the RDF-specific settings introduced in the previous section.
Our framework depends on the following hyperparameters:
• minimum head coverage (η), used to filter rules;
• Gibbs sampling iterations (γ).
To compute the optimal configuration on the trade-off between computational needs and overall performances, we performed further experiments on the link prediction benchmark. We investigated the relationship between number of Gibbs sampling iterations, runtime, and accuracy by running our approach using the following values: γ = {1, 2, 3, 5, 10, 50, 100} · 10 6 . The runtime is, excluding an overhead, linear w.r.t. the number of iterations. As can be seen in Figure 2 , the Hits@10 index tends to stabilize at around γ = 5 · 10 6 , however higher accuracy can be found by increasing this value. We performed tests on the DBLP-ACM dataset for the discovery of equivalence relationships and on the large-scale dataset DBpedia 4 . We compared our approach with other MLN frameworks, i.e. NetKit-SRL, ProbCog, Alchemy, and Tuffy. As these frameworks can learn rule weights but not rules themselves, we fed them with the rules found by our rule miner. We setη = 0.9 and γ = 10 7 . The results (see Table 3 ) showed that, in all cases, MANDOLIN is the only framework that was able to terminate the computation. In the DBLP-ACM dataset, we were able to discover equivalence links among articles and authors that had not been linked in the original datasets. After dividing the mapping M into two folds (90% − 10%), we used the larger as training set. We were able to predict 71.0% of the correct owl:sameAs links in the remaining test set.
Discussion
We have witnessed a different behavior of our algorithm when evaluated on the two datasets for link prediction. This might be explained by the different structure of the graphs: Relying on first-order Horn clauses, new relationships can only be discovered if they belong to a 3-vertex clique where the other two edges are already in the graph. Therefore, rulebased algorithms might need one more step, such as longer body in rules or more iterations, to discover them on a less connected graph such as FB15k. A more detailed view on the learned rules is provided at the project repository. The reason why approaches like RESCAL and ER-MLP have performed worse than others is probably overfitting. Embedding methods have shown to achieve excellent results, however no method significantly overperformed the others. We thus believe that heterogeneity in Linked Data sets is still an open challenge and structure plays a key role to the choice of the algorithm. Although our MLN framework showed to be more scalable and to be able to provide users with justifications for adding triples through the rules it generates, we recognize that this aspect can be further investigated by replacing one or more of its components to decrease the overall runtime.
Conclusion
In this paper, we proposed a workflow for probabilistic knowledge discovery as implemented in MANDOLIN, a framework specifically designed for the Web of Data. To the best of our knowledge, it is the first complete framework for RDF link prediction based on Markov Logic Networks which features the entire pipeline necessary to achieve this task. We showed that it is able to achieve results beyond the State of the Art for some measures on a well-known link prediction benchmark. Moreover, it can predict equivalence links across datasets and scale on large graphs. We plan to extend this work in order to refine domain and range in rules and build functionals using OWL rules and evaluate their effectiveness on the predicted links.
