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Sur le groupe d’interpolation
Roland Bacher
Re´sume´ : Nous e´tudions le groupe d’interpolation dont les e´le´ments sont
certaines paires de se´ries formelles. Ce groupe posse`de une repre´sentation
line´aire fide`le dans les matrices triangulaires infe´rieures infinies. On peut
donc le munir d’une structure de groupe de Lie naturelle. Une fonction relie´e
a` l’exponentielle matricielle entre son alge`bre de Lie et sa repre´sentation
line´aire e´tend alors l’exponentielle usuelle a` deux arguments (qui sont des
se´rie formelles) et cette extension posse`de des proprie´te´s inte´ressantes. Nous
terminons par une application a` la combinatoire e´nume´rative et la descrip-
tion d’une alge`bre qui ge´ne´ralise le groupe d’interpolation.
Abstract1: We study the interpolation group whose elements are suitable
pairs of formal power series. This group has a faithful representation into
infinite lower triangular matrices and carries thus a natural structure as a
Lie group. The matrix exponential between its Lie algebra and its matrix
representation gives rise to a function with interesting properties extending
the usual exponential function to two variables (which are formal power se-
ries) We finish with an application to enumerative combinatorics and the
description of an algebra which generalizes the interpolation group.
1 Introduction
Notons m = xC[[x]] l’ide´al maximal des se´ries formelles sans terme constant
et conside´rons le groupe multiplicatif U = C[[x]] \ m des germes inversibles
de fonctions au voisinage de 0 ∈ C. Introduisons e´galement le groupe non-
commutatif D = m\m2 des “diffe´omorphismes formelles” (avec loi de groupe
donne´e par la composition des se´ries). L’action e´vidente de D sur U par
“changements de cartes formelles” permet de conside´rer le produit semi-
direct I = U ⋊ D qu’on appellera le groupe d’interpolation. Notre but
est de de´crire quelques proprie´te´s de ce groupe. Ce groupe (ou plutoˆt sa
repre´sentation matricielle) a e´galement e´te´ introduit sous le nom de “groupe
de Riordan” par L. Shapiro dans le but d’interpre´ter certains triangles de
nombres combinatoires, voir par exemple [7].
Le reste de ce papier est organise´ comme suit :
1Keywords: Lie-group, Lie-algebra, exponential, differential equation. Math. class:
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Dans le chapitre 2 nous conside´rons quelques proprie´te´s e´le´mentaires de
I.
Le sous-groupe SI obtenu a` partir des sous-groupes SU = 1 + m ⊂
U et SD = x + m2 ⊂ D intervient dans le chapitre 3 pour de´crire deux
de´formations “naturelles” (et holomorphes sur les sous-groupes forme´s de
se´ries holomorphes au voisinage de 0) du groupe abe´lien SU vers le groupe
non-abe´lien SD.
Le groupe I admet une repre´sentation matricielle fide`le ρ dans les ma-
trices triangulaires infe´rieures infinies. Cette repre´sentation, de´crite dans le
chapitre 4, permet de conside´rer I comme un groupe de Lie de dimension
infinie. Le chapitre 5 de´crit l’alge`bre de Lie i de ρ(I) ∼ I.
Le chapitre 6 introduit une fonction Exp : C[[x]] × C[[x]] ∼ i −→ U
obtenue en projettant l’application exponentielle usuelle i −→ I = U ⋊ D
sur le premier facteur. On peut conside´rer l’application Exp comme une
extension ou une de´formation de l’exponentielle usuelle.
Les chapitres 7 et 8 de´crivent des e´quations diffe´rentielles et un de´veloppement
en se´rie pour Exp(α;β) ∈ U .
Dans le chapitre 9 nous e´tudions brie`vement la fonction re´ciproque de
α 7−→ Exp(α;β) (pour β ∈ C[[x]] fixe´) et de β 7−→ Exp(β;β).
Quelques proprie´te´s analytiques de Exp(α;β) sont e´tudie´es dans le chapitre
10.
Le chapitre 11 donne une interpre´tation combinatoire pour la se´rie de
Exp(s(xβ)′, sβ) et utilise les re´sultats du chapitre 7 pour donner une nouvelle
preuve d’un re´sultat classique de combinatoire e´nume´rative.
Le chapitre 12 est un bref re´sume´ des travaux effectue´s par diffe´rents
auteurs autour des “matrices de Riordan” (les e´le´ments de ρ(I)).
Finalement, le chapitre 13 de´crit une alge`bre contenant un groupe ma-
tricielle qui ge´ne´ralise le groupe ρ(SI).
Remarque 1.1 A` cause de l’ambiguite´ de la notation f(gh), nous utilis-
erons toujours f ◦ (gh) pour la composition de fonctions (ici f compose´ avec
le produit de g et de h). Pour cette meˆme raison, nous remplacerons souvent
des parenthe`ses par des accolades. Ainsi f{gh + 1} de´signera le produit de
la fonction f par la fonction obtenue en rajoutant 1 au produit de g et h.
2 Le groupe d’interpolation I
L’anneau commutatif C[[x]] des se´ries formelles en x est un anneau lo-
cal d’ide´al maximal m = xC[[x]] les se´ries formelles sans terme constant.
De´signons par U = C[[x]] \ m = C∗ + m le groupe des unite´s et par SU =
1 + m ⊂ U le sous-groupe correspondant aux se´ries formelles avec coeffi-
cient constant 1. Le groupe SU est e´galement le noyau de l’homomorphisme
A 7−→ A(0) qui associe a` une se´rie formelle A =∑∞n=0Anxn ∈ U son coeffi-
cient constant A(0) = A0 ∈ C∗.
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Notons de meˆme D = C∗x+m2 l’ensemble des se´ries formelles admettant
une se´rie re´ciproque (inverse pour la composition des se´ries). On peut penser
a` un e´le´ment de D comme le germe d’un diffe´omorphisme formel en 0 ∈ C.
L’ensemble D est muni de la structure de groupe non-commutatif αβ = β◦α
donne´ par la composition des se´ries α, β ∈ D. Nous e´crivons SD = x +
xm = x + m2 pour le sous-groupe des diffe´omorphismes formels tangents a`
l’identite´. On peut e´galement de´finir le sous-groupe SD ⊂ D comme le noyau
de l’homomorphisme α 7−→ α′(0) ∈ C qui associe a` α =∑∞n=1 αnxn ∈ D sa
de´rive´e α1 = α
′(0) ∈ C∗ a` l’origine.
Le groupe D agit par automorphismes sur U en conside´rant l’application
A ∈ U 7−→ A ◦ α ∈ U . Cette action se restreint en une action de D (ou de
son sous-groupe SD) sur SU .
De´finition Le groupe d’interpolation I est le produit semi-direct I =
U ⋊D de U avec D. Le groupe d’interpolation spe´cial SI ⊂ I est le produit
semi-direct SU ⋊ SD.
Un e´le´ment de I sera note´ (A,α), (B, β), (C, γ), . . . avec A,B,C, . . . ∈ U
et α, β, γ, . . . ∈ D. Le produit dans I est donne´ par
(A,α)(B, β) = (A{B ◦ α}, β ◦ α)
pour (A,α), (B, β) ∈ I. L’inverse (A,α)−1 d’un e´le´ment s’obtient par la
formule
(A,α)−1 =
(
1
A ◦ α〈−1〉 , α
〈−1〉
)
ou` la se´rie re´ciproque α〈−1〉 de α ∈ D est de´finie par les identite´s α◦α〈−1〉 =
α〈−1〉◦α = x. La structure de produit semi-direct sur I e´quivaut a` l’existence
d’une suite exacte scinde´e
0 −→ U −→ I = U ⋊D −→ D −→ 1 .
Pour l’injection U −→ I nous choisirons dore´navant toujours A ∈ U 7−→
(A, x) ∈ I ce qui nous permettra d’identifier U avec le sous-groupe (U , x) ⊂
I. La surjection I −→ D posse`de (par exemple) la section α ∈ D 7−→
(1, α) ∈ I. Nous noterons (1,D) ⊂ I le sous-groupe image de cette section.
Le groupe d’interpolation spe´cial SI = SU ⋊ SD s’obtient comme le
noyau de l’homomorphisme I −→ C∗×C∗ de´fini par l’e´valuation (A,α) 7−→
(A(0), α′(0)). La suite exacte pour I donne par restriction une suite exacte
pour SI.
Proposition 2.1 Pour κ, λ, µ ∈ C trois nombres complexes, l’application
ϕκ,λ,µ : SI −→ SI de´finie par
ϕκ,λ,µ(A,α) =
(
Aκ
{α
x
}λ {
α′
}µ
, α
)
est un endomorphisme de groupes. Pour κ ∈ C∗, c’est un isomorphisme
d’inverse ϕ1/κ,−λ,−µ.
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Remarque 2.2 L’homomorphisme ϕκ,λ,µ est de´fini en utilisant la de´termination
principale log ◦ A, log ◦ (αx) , log ◦ α′ ⊂ m dans le calcul des puissances de
A,
(
α
x
)
, α′ ∈ 1 +m.
A` cause de la monodromie du logarithme complexe, l’homomorphisme
ϕκ,λ,µ de la proposition 2.1 ne provient pas d’un homomorphisme de I, sauf
si κ, λ, µ ∈ Z. On peut cependant l’e´tendre au produit semi-direct U>0⋊D>0
ou` U>0 = R>0 + m ⊂ U et D>0 = x(R>0 +m) ⊂ D ou encore relever ϕκ,λ,µ
sur le “reveˆtement universel” I˜ de I obtenu par un rele`vement dans R des
arguments arg(A(0)), arg(α′(0)) ∈ R/(2πZ).
Indiquons aussi l’existence des isomorphismes
(A,α) 7−→ (A{A(0)}a{α′(0)}b, α)
pour a, b,∈ Z de I (sur le groupe I˜, ces homomorphismes sont de´finis pour
tout a, b ∈ C). Leur nature est assez trivial car le sous-groupe (C∗, x) ⊂ I
est le centre de I.
Remarque 2.3 L’automorphisme inte´rieur
(A,α) 7−→ (1,Kx)(A,α)
(
1,
x
K
)
=
(
A ◦ (Kx), α ◦ (Kx)
K
)
de´fini pour tout K ∈ C∗ correspond essentiellement a` un changement de
variable line´aire de C.
Preuve de la proposition 2.1 On a ϕκ,λ,µ(1, x) = (1, x). Le calcul
ϕκ,λ,µ(A,α)ϕκ,λ,µ(B, β) =
(
Aκ
{
α
x
}λ {α′}µ , α)(Bκ {βx}λ {β′}µ , β
)
=
(
Aκ
{
α
x
}λ {α′}µ(Bκ {βx}λ {β′}µ
)
◦ α, β ◦ α
)
=
(
Aκ{B ◦ α}κ
{
β◦α
x
}λ
{(β ◦ α)′}µ , β ◦ α
)
= ϕκ,λ,µ(A{B ◦ α}, β ◦ α)
termine la preuve. ✷
Remarque 2.4 On peut ge´ne´raliser le groupe I (et son sous-groupe SI)
en remplac¸ant le groupe des unite´s U ⊂ C[[x]] par le groupe des unite´s dans
les germes de fonctions au voisinage d’un point P ∈ X ou` X est un espace
topologique et en conside´rant a` la place de D un groupe forme´ de germes
d’home´omorphismes fixant P .
Une autre ge´ne´ralisation de I consiste a` remplacer le corps C par un
autre corps de base. Une grande partie de notre papier s’adapte facilement
au cas d’un corps commutatif quelconque.
Le groupe I posse`de des sous-groupes inte´ressants : On peut par exemple
se restreindre aux se´ries ayant un rayon de convergence > 0 et travailler
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uniquement avec des fonctions A ∈ U , α ∈ D holomorphes au voisinage de
0. On peut e´galement se restreindre aux fonctions A ∈ U , α ∈ D qui sont
alge´briques. (Pour cela, il faut montrer l’alge´bricite´ de la composition de
deux fonctions alge´briques et de la re´ciproque d’une fonction alge´brique :
Pour α, β alge´briques dans des ouverts convenables de C, la composition
γ = β ◦ α ve´rifie l’e´quation P (α(x), γ(x)) pour P (x, β(x)) = 0 une e´quation
polynomiale de´finissant β. Le corps de fonctions engendre´ par x et γ est
donc bien une extension finie du corps des fonctions rationelles C(x) sur
C sur la sphe`re de Riemann. Similairement, on a P (α〈−1〉(y), y) = 0 pour
P (x, α(x)) une e´quation polynomiale de´finissant la fonction alge´brique α ∈
D.)
Remarque 2.5 La notation U choisie pour le groupe des unite´s dans C[[x]]
ne doit pas eˆtre confondue avec la notation U(H) utilise´e habituellement
pour le groupe unitaire d’un espace de Hilbert.
3 Interpolations continues entre inversion et re´-
version
Pour τ ∈ C, conside´rons les sous-ensembles
SG(τ) = {(A, xAτ )|A ∈ SU} ⊂ SI
et
SG′(τ) = {(A,
∫
0
Aτ )|A ∈ SU} ⊂ SI
ou` l’on utilise la de´termination principale log(1+m) ⊂ m du logarithme pour
le calcul de Aτ = eτ log(A) et ou`
∫
0A
τ = x+
∑∞
n=1An,τ
xn+1
n+1 est la primitive
dans l’ide´al maximal m = xC[[x]] de la se´rie Aτ = 1 +
∑∞
n=1An,τx
n ∈ SU .
Proposition 3.1 SG(τ) et SG′(τ) sont des sous-groupes de SI, isomorphes
a` SU pour τ = 0 et isomorphes a` SD sinon.
Preuve La preuve est e´vidente pour τ = 0. Pour τ 6= 0, elle re´sulte des
identite´s
SG(τ) = ϕ0, 1
τ
,0(1,SD) = {(
{α
x
}1/τ
, α), α ∈ SD} ⊂ SI
et
SG′(τ) = ϕ0,0, 1
τ
(1,SD) = {({α′}1/τ , α), α ∈ SD} ⊂ SI
et de l’observation que ϕ0,λ,µ(1,SD) est isomorphe a` SD pour tout λ, µ ∈ C.
✷
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Corollaire 3.2 (i) L’application
τ 7−→ 1
A ◦ (xAτ )〈−1〉
permet d’interpoler entre la se´rie inverse 1A (correspondante a` τ = 0) de
A ∈ SU et la se´rie re´ciproque
(xA)〈−1〉 =
x
A ◦ (xA)〈−1〉
(correspondante a` τ = 1) de xA ∈ SD.
(ii) L’application
τ 7−→ 1
A ◦ (∫0Aτ )〈−1〉 ,
permet d’interpoler entre la se´rie inverse 1A (correspondante a` τ = 0) de
A ∈ SU et la se´rie re´ciproque
(
∫
0
A)〈−1〉 =
∫
0
1
A ◦ (∫0A)〈−1〉
(correspondante a` τ = 1) de
∫
0A ∈ SD.
Ce corollaire est a` l’origine de la terminologie “groupe d’interpolation”
pour I = U ⋊D.
Remarque 3.3 Les deux interpolations du corollaire 3.2 se font de fac¸on
holomorphe (par rapport a` τ et x) si A ∈ SU est holomorphe au voisinage
de 0.
Preuve du corollaire 3.2 Cela re´sulte des formules
(A, xAτ )−1 =
(
1
A ◦ (xAτ )〈−1〉
, (xAτ )〈−1〉
)
∈ SG(τ) ,
(
A,
∫
0
Aτ
)−1
=
(
1
A ◦ (∫0Aτ)〈−1〉 ,
(∫
0
Aτ
)〈−1〉)
∈ SG′(τ)
pour les e´le´ments inverses de (A, xAτ ) ∈ SG(τ) et de (A, ∫0Aτ ) ∈ SG′(τ).
✷
Remarque 3.4 Le calcul de (Cτ (s), γτ (s)) = (A, xA
τ )s ∈ SG(τ) ⊂ SI
(respectivement de (C˜τ (s), γ˜τ (s)) = (A,
∫
0A
τ )s ∈ SG′(τ) ⊂ SI) permet
d’interpoler entre As = C0(s) ∈ SU et (xA)〈s〉 = xC1(s) = γ1(s) ∈ SD
(respectivement (
∫
0A)
〈s〉 =
∫
0 C1(s) = γ˜1(s) ∈ SD (ou` α〈s〉 = α ◦ α ◦ · · · ◦ α
si s ∈ N et ou` α〈s〉 = α〈−1〉◦α〈−1〉◦· · ·◦α〈−1〉 si s ∈ −N) pour tout s ∈ Z. En
utilisant la structure de groupe de Lie sur SI (voir les chapitres suivants),
on peut meˆme conside´rer s a` valeurs dans C.
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Remarque 3.5 L’interpolation du corollaire 3.2 et la remarque pre´cedente
s’e´tendent sans difficulte´ aux groupes U>0 = R>0 + m ⊂ U et D>0 =
x(R>0 + m) ⊂ D. En travaillant dans le reveˆtement universel I˜ de´crit
dans la remarque 2.2, on peut interpoler entre les groupes U˜ et D˜ obtenus a`
partir de U et D en conside´rant des rele`vements re´els des argument de A(0)
et α′(0) pour A ∈ U , α ∈ D.
Remarque 3.6 Les bijections (A, xAτ1) 7−→ (A, xAτ2) et (A, ∫0Aτ1) 7−→
(A,
∫
0A
τ2) sous-jacentes a` l’interpolation ne sont pas des homomorphismes
de groupes pour τ1 6= τ2.
Remarque 3.7 Les deux fac¸ons d’interpoler entre le groupe commutatif
SU = 1 + xC[[x]] et le groupe non-commutatif SD = x + x2C[[x]] utilisent
les deux bijections ensemblistes naturelles A 7−→ xA et A 7−→ ∫0A entre SU
et SD. On peut e´videmment les combiner avec des de´formations τ 7−→ Aτ
de A pour obtenir d’autres formules, par exemple pour d’autres bijections
entre SU et SD. Pour l’interpolation entre 1A et
(
∫
0A)
〈−1〉
x , on peut ainsi par
exemple e´galement prendre
τ 7−→ 1
Aτ ◦ (xAττ )〈−1〉
avec Aτ =
∑∞
n=0An
xn
(n+1)τ .
De la meˆme manie`re, la fonction
τ 7−→ 1
A˜τ ◦ (
∫
0 A˜
τ
τ )
〈−1〉
avec A˜τ =
∑∞
n=0(n+ 1)
τAnx
n, interpole entre 1A et
(xA)〈−1〉
x .
Remarque 3.8 Mentionnons qu’il existe beaucoup d’autres formules d’interpolation
qui sont cependant moins naturelles car non relie´es a` la structure de groupe
de SI. Un exemple est donne´ par la formule
τ 7−→ 1
A ◦ (x ( 1x ∫0A)τ)
qui interpole entre 1A ∈ SU et 1x
(∫
0A
)〈−1〉
.
4 La repre´sentation matricielle de I
Pour (A,α) ∈ I = U ⋊D, notons ρ(A,α) la matrice infinie de coefficients
(ρ(A,α))i,j = [x
i]
(
Aαj
)
, 0 ≤ i, j ∈ N
7
ou` [xi]
(
Aαj
)
de´signe le coefficient γi de la se´rie formelle Aα
j =
∑∞
n=j γnx
n.
Notons ρ(I) = {ρ(A,α) | (A,α) ∈ I} l’ensemble de ces matrices. L’application
(A,α) 7−→ ρ(A,α) entre I et ρ(I) est bijective car A =∑∞n=0 (ρ(A,α))n,0 xn ∈
U est la se´rie ge´ne´ratrice de la colonne d’indice 0 dans ρ(A,α) et Aα =(∑∞
n=1 (ρ(A,α))n,1 x
n
)
est la se´rie ge´ne´ratrice de la colonne d’indice 1 dans
ρ(A,α). Remarquons aussi que ρ(I) est forme´ de matrices qui sont triangu-
laires infe´rieures et infinies. Le sous-ensemble ρ(SI) associe´ au sous-groupe
SI ⊂ I consiste en les matrices unipotentes de ρ(I).
The´ore`me 4.1 L’ensemble ρ(I) est un groupe de matrices et l’application
(A,α) 7−→ ρ(A,α) est un isomorphisme entre I = U ⋊D et ρ(I).
Remarque 4.2 On pourrait e´galement conside´rer le produit semi-direct
C[[x]][x−1]∗ ⋊D
obtenu en remplac¸ant le groupe U par le groupe des e´le´ments non-nuls C[[x]][x−1]∗
du corps des se´ries de Laurent. Ce groupe admet une repre´sentation ma-
tricielles dans les matrices biinfinies en associant a` (A,α) ∈ C[[x]][x−1]∗⋊D
la matrice ρ(A,α) avec coefficients (ρ(A,α))i,j = [x
i](Aαj) pour i, j ∈ Z.
Remarque 4.3 L’homomorphisme ϕ0,λ,0 : (A,α) 7−→
(
A
{
α
x
}λ
, α
)
con-
side´re´ dans la proposition 2.1 provient de la repre´sentation line´aire ρ : En
effet, pour λ ∈ N un entier naturel, la matrice ρ(ϕ0,λ,0(A,α)) s’obtient
en effac¸ant les λ premie`res lignes et colonnes de la matrice triangulaire
infe´rieure ρ(A,α).
Preuve du the´ore`me 4.1 Le re´sultat de´coule du calcul
(ρ(A,α)ρ(B, β))i,j =
∑
k[x
i](Aαk)[xk](Bβj)
= [xi]
∑
k A(B ◦ α)(β ◦ α)j
= (ρ((A,α)(B, β)))i,j
et du fait que ρ(1, x) est la matrice identite´. ✷
Dore´navant nous allons parfois utiliser la repre´sentation fide`le (A,α) 7−→
ρ(A,α) pour identifier le groupe abstrait I avec sa repre´sentation matricielle
ρ(I).
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5 L’alge`bre de Lie de ρ(I)
Associons a` une se´rie formelle α =
∑∞
n=0 αnx
n ∈ C[[x]] les deux matrices
triangulaires infe´rieures infinies
uα =


α0
α1 α0
α2 α1 α0
α3 α2 α1 α0
...
. . .

 , dα =


0
0 α0
0 α1 2α0
0 α2 2α1 3α0
0 α3 2α2 3α1 4α0
...
. . .


dont les coefficients sont donne´s par (uα)i,j = αi−j et (dα)i,j = jαi−j pour
i, j ≥ 0. Remarquons qu’on a dα = uαd1 ou` la matrice d1 associe´e a` la
se´rie constante 1 est la matrice diagonale infinie de coefficients diagonaux
0, 1, 2, 3, 4, . . . les entiers naturels. Notons
i = {uα + dβ | α, β ∈ C[[x]]}
l’espace vectoriel engendre´ par les matrices de la forme uα, dα. Notons encore
si ⊂= {uα + dβ | α, β ∈ m} ⊂ i
le sous-espace de codimension 2 des matrices triangulaire infe´rieures strictes
dans i.
The´ore`me 5.1 L’espace vectoriel i est l’alge`bre de Lie de ρ(I). Le sous-
espace si ⊂ i correspond au sous-groupe ρ(SI). Le crochet de Lie sur i est
donne´ par les formules
[uα, uβ] = 0
[dα, uβ ] = u(xαβ′)
[dα, dβ ] = d(x(αβ′−α′β)) .
et on a en particulier [i, i] = si.
Preuve Pour α, β ∈ C[[x]] et h une variable formelle conside´rons l’e´le´ment
de l’espace tangent T(1,x)(I) en ρ(1, x) ∈ ρ(I) de´fini par l’application h 7−→
(1 + hα, x(1 + hβ)). Un calcul e´le´mentaire montre qu’on a
ρ(1 + hα, x(1 + hβ)) = Id + h(uα + dβ) +O(h
2) .
L’espace tangent en ρ(1, x) ∈ ρ(I) est donc donne´ par l’espace vectoriel
i qui s’identifie alors a` l’alge`bre de Lie de ρ(I). Comme le sous-groupe
ρ(SI) ⊂ ρ(I) est forme´ de matrices triangulaires infe´rieures unipotentes, son
alge`bre de Lie si correspond aux e´le´ments triangulaires infe´rieures strictes
de i.
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Le calcul du crochet de Lie re´sulte des identite´s suivantes (qui ne font
intervenir que des sommes finies):
[uα, uβ]i,j =
∑
k
αi−kβk−j − βi−kαk−j = 0 ,
[dα, uβ ]i,j =
∑
k kαi−kβk−j − j
∑
k βi−kαk−j
=
∑
k kαi−kβk−j − j
∑
k αi−kβk−j
=
∑
k(k − j)αi−kβk−j
=
(
u(xαβ′)
)
i,j
et
[dα, dβ ]i,j =
∑
k kj (αi−kβk−j − βi−kαk−j)
= j
∑
k(k − j) (αi−kβk−j − βi−kαk−j)
=
(
d(x(αβ′−α′β))
)
i,j
.
Ceci termine la preuve. ✷
Pour terminer ce chapitre, mentionnons sans donner les preuves faciles
les faits suivants :
Proposition 5.2 (i) Le sous-espace vectoriel u = {uα | α ∈ C[[x]]} ⊂ i est
l’alge`bre de Lie (avec crochet nul) du sous-groupe commutatif ρ(U , x) ∼ U
de ρ(I).
(ii) L’endomorphisme de groupe ϕκ,λ,µ(C, γ) =
(
Cκ
{γ
x
}λ {γ′}µ , γ)
de SI (voir proposition 2.1) correspond a` (la restriction au sous-espace
si de) l’endomorphisme d’alge`bre de Lie (aussi note´) ϕκ,λ,µ(uα + dβ) =
u(κα+λβ+µ(β+xβ′))+dβ de i et provient d’un endomorphisme de groupe ϕ˜κ,λ,µ
du “reveˆtement universel” I˜ de I, obtenu en relevant les arguments arg(C(0)), arg(γ′(0)) ∈
R/(2πZ) dans R.
(iii) Le sous-espace vectoriel d = {dα | α ∈ C[[x]]} ⊂ i est l’alge`bre
de Lie du sous-groupe (1,D) ∼ D de I. Plus ge´ne´ralement, les sous-espaces
ϕ0,λ,µ(d) = {u(λ+µ)α+µxα′ + dα|α ∈ C[[x]]} sont des sous-alge`bres de Lie
et les alge`bres de Lie ϕ0,λ,µ(d) ∩ si correspondent aux sous-groupes de Lie
ϕ0,λ,µ(1,SD) = {
({
α
x
}λ {α′}µ, α) | α ∈ SD} ⊂ SI qui sont tous isomor-
phes a` SD.
(iv) Les sous-groupes SG(τ) = {(A, xAτ )|A ∈ SU} et SG′(τ) = {(A, ∫0Atau)|A ∈
SU} de SI utilise´s dans le chapitre 3 pour interpoler entre SU et SD cor-
respondent aux sous-alge`bres de Lie sg(τ) = g(τ) ∩ si et sg′(τ) = g(τ) ∩ si
de si ou` g(τ) = {uα + τdα|α ∈ C[[x]]} et g′(τ) = {u(xα)′ + τdα|α ∈ C[[x]]}.
6 L’application exponentielle exp : i −→ ρ(I)
CommeM = uα+dβ ∈ i est une matrice triangulaire infe´rieure, l’exponentielle
matricielle
exp(M) =
∞∑
n=0
Mn
n!
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converge vers une matrice triangulaire infe´rieure inversible. (Pour une ma-
trice triangulaire infe´rieure stricte M = uα+ dβ ∈ si, la situation est encore
meilleure car le coefficient (Mn)i,j est nul pour n > i−j et il n’y a plus besoin
d’analyse.) Il re´sulte de re´sultats classiques que l’ensemble {exp(M) |M ∈ i}
s’identifie au groupe de Lie ρ(I) conside´re´ pre´ce´demment.
Pour α, β ∈ C[[x]], notons Exp(α;β) = ∑∞n=0Mn,0xn ∈ C[[x]] la se´rie
ge´ne´ratrice de la colonne d’indice 0 dans la matriceM = exp(uα+dβ) ∈ ρ(I).
Proposition 6.1 Le coefficient Mi,j (pour 0 ≤ i, j) de la matrice M =
exp(uα + dβ) ∈ ρ(I) est donne´ par la formule
Mi,j = [x
i−j ]Exp(α+ jβ;β) .
La se´rie formelle xjExp(α+jβ;β) =
∑∞
i=0Mi,jx
i est donc la se´rie ge´ne´ratrice
de la colonne d’indice j de M .
Corollaire 6.2 Si exp(uα + dβ) = ρ(C, γ) ∈ ρ(I) (pour α, β ∈ C[[x], C ∈
U , γ ∈ D) alors
C = Exp(α;β)
et
Cγ = x Exp(α+ β;β) .
Remarque 6.3 On verra (voir l’assertion (iii) de la proposition 6.5) qu’on
a e´galement γ = x Exp(β;β) si exp(uα + dβ) = ρ(C, γ).
Remarque 6.4 Comme exp(uα) = ρ(e
α, x), la fonction α 7−→ Exp(α; 0) =
eα est l’exponentielle usuelle d’une se´rie formelle α ∈ C[[x]].
De manie`re similaire, si α et β sont tous les deux des fonctions con-
stantes, la matrice uα + dβ est diagonale et on a donc Exp(α;β) = e
α pour
α, β ∈ C.
Preuve de la proposition 6.1 La formule est vraie pour j = 0 par
de´finition de la se´rie formelle Exp(α;β).
Pour j > 0, on utilise les identite´s
(exp(uα + dβ))i,j = (ϕ0,j,0(exp(uα + dβ)))i−j,0
= (exp(ϕ0,j,0(uα + dβ)))i−j,0
=
(
exp(u(α+jβ) + dβ)
)
i−j,0
ou` ϕ0,j,0 est l’homomorphisme de groupe (ou d’alge`bre) de la proposition
2.1 qui consiste a` effacer les j premie`res lignes et colonnes de la matrice
triangulaire infinie exp(uα + dβ) ∈ ρ(I). ✷
La preuve du corollaire 6.2 est e´vidente.
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Proposition 6.5 (i) On a pour tout α, β ∈ C[[x]] l’e´galite´
exp(uα + dβ) = ρ(Exp(α;β), x Exp(β;β)) ∈ ρ(I) .
(ii) On a
α 7−→ Exp(α; 0) = eα .
(iii) On a
Exp(κα+ λβ + µ(xβ)′;β)
= Exp(α;β)κExp(β;β)λ
(
d
dx
(x Exp(β;β))
)µ
.
(iv) On a
Exp((s+ t)α; (s + t)β) = Exp(sα; sβ) (Exp(tα; tβ) ◦ (xExp(sβ; sβ)) .
(v) On a
Exp
(
∞∑
n=0
αnx
n;β
)
= eα0 Exp
(
∞∑
n=1
αnx
n;β
)
.
(vi) On a pour tout K ∈ C∗
Exp(α ◦ (Kx);β ◦ (Kx)) = Exp(α;β) ◦ (Kx) .
Remarque 6.6 A` cause de l’assertion (ii), on peut conside´rer l’application
(α, β) 7−→ Exp(α;β) comme une de´formation parame´tre´e par β ∈ C[[x]] de
la fonction exponentielle usuelle
α 7−→ eα = Exp(α; 0) =
∞∑
n=0
αn
n!
.
L’assertion (iv) se spe´cialise par exemple en
xExp(2α; 2α) = (xExp(α;α)) ◦ (xExp(α;α))
ce qui correspond bien a` la loi de groupe sur le sous-groupe ϕ0,1,0(D) =
{(A, xA) | A ∈ U} ∼ D de I.
L’assertion (v) est triviale : Elle exprime seulement le fait que la matrice
exp(uα0) = e
α0 id est centrale dans ρ(I).
L’assertion (vi) (e´quivariance de Exp par rapport aux homothe´ties in-
versibles x 7−→ Kx de C) provient de l’automorphisme inte´rieur (de I et
de i) donne´ en conjugant par la matrice diagonale exp(dlog(K)), voir aussi
remarque 2.3.
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Preuve de la proposition 6.5 L’assertion (i) suit de la structure de
produit semi-direct sur I. On peut e´galement s’en convaincre en conside´rant
l’homomorphisme ϕ0,λ,0(C, γ) = (C
{γ
x
}λ
, γ) pour λ ∈ N grand. On obtient
ainsi l’identite´
C
{γ
x
}λ
= Exp(α+ λβ;β)
si exp(uα + dβ) = (C, γ). On a donc
γ = x limn→∞ (Exp(α+ nβ;β))
1/n .
L’assertion (ii) est l’observation que u = {uα | α ∈ C[[x]]} est l’alge`bre
de Lie du groupe commutatif U .
L’assertion (iii) traduit le fait que ϕκ,λ,µ est un endomorphisme de l’alge`bre
de Lie i, voir la remarque 2.3.
L’assertion (iv) suit de la loi de groupe sur I.
L’assertion (v) est une conse´quence du fait que u1 est la matrice identite´.
L’assertion (vi) provient de la conjugaison par la matrice diagonale de
coefficients diagonaux 1,K,K2,K3, . . . une progression ge´ome´trique. ✷
Exemple Pour α = β = x ∈ C[[x]], nous avons Exp(x;x) = 11−x =∑∞
n=0 x
n car
exp(ux + dx) = exp


0
1 0
0 2 0
0 0 3 0
...
. . .

 =


1
1 1
1 2 1
1 3 3 1
1 4 6 4 1
...
. . .


est la matrice triangulaire infe´rieure unipotente associe´e au triangle de Pas-
cal.
7 E´quations diffe´rentielles
Proposition 7.1 (i) Pour α =
∑∞
n=Nα
αnx
n, β =
∑∞
n=Nβ
βnx
n ∈ C[[x]]
avec αNα , βNβ ∈ C∗ et Nβ < ∞, les se´ries formelles y = Exp(α;β), z =
Exp(β;β) ∈ C[[x]] sont les solutions formelles uniques du syste`me d’e´quations
diffe´rentielles {
xβy′ = y{α ◦ (xz) − α}
xβz′ = z{β ◦ (xz)− β}
qui ve´rifient
y =
{
eα0 +m si α0 6= 0
1 + e
Nαβ0−1
Nαβ0
αNαx
Nα +mNα+1 sinon
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(avec la convention e
Nαβ0−1
Nαβ0
= 1 si Nαβ0 = 0) et
z =
{
eβ0 +m si β0 6= 0
1 + βNβx
Nβ +mNβ+1 sinon
(ii) Les fonctions
ys = Exp(sα; sβ)
y′s =
d
dxExp(sα; sβ)
zs = Exp(sβ; sβ)
z′s =
d
dxExp(sβ; sβ)
sont solution du syste`me d’e´quations diffe´rentielles{
∂
∂sys = αys + xαy
′
s = ysα ◦ (xzs)
∂
∂szs = βzs + xβz
′
s = zsβ ◦ (xzs) .
Remarque 7.2 Le parame`tre s se simplifie dans le syste`me d’e´quations
diffe´rentielles {
xβy′ = y{α ◦ (xz) − α}
xβz′ = z{β ◦ (xz)− β}
pour y = Exp(sα; sβ) et z = Exp(sβ; sβ). Le parame`tre s n’intervient donc
que dans les conditions initiales.
Le syste`me d’e´quations diffe´rentielles pour ys = Exp(sα; sβ) et zs =
Exp(sβ; sβ) est autonome en s car il provient d’un flot sur le groupe de Lie
ρ(I).
Sous des hypothe`ses de convergence convenables, le calcul d’une e´valuation
en x = x0 ∈ C de y = Exp(α;β) peut e´galement se faire en de´terminant la
valeur en s = 1 de la fonction u = u(s) pour u,w les fonctions (correspon-
dantes a` l’e´valuation en x = x0 de Exp(sα; sβ) et Exp(sα; sβ)) de´termine´es
par le proble`me de Cauchy{
u′ = u α ◦ (x0w)
w′ = w β ◦ (x0w)
avec conditions initiales u(0) = w(0) = 1.
Exemple (i) Exp(sx; s) = e(e
s−1)x = 1 + (es − 1)x + (es−1)22 2x2 + . . ..
En effet, posons y = e(e
s−1)x = 1 + (es − 1)x + . . . et z = es. Les fonctions
y et z ve´rifient alors le syste`me d’equations diffe´rentielles{
xsy′ = y{sxes − sx}
xsz′ = z{s − s} = 0
(ou` l’on de´rive par rapport a` la variable x) correspondant a` α = sx et β = s.
De plus, on a Nα = 1, α1 = s,Nβ = 0, β0 = s et y, z sont donc bien de la
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forme y ∈ 1 + e1·s−11·s sx + m2, z ∈ es + m, voir aussi la remarque 6.4 pour
l’e´galite´ z = es = Exp(s; s).
(ii) La fonction y = Exp
(
x
1−x ,
x
1−x
)
est l’unique solution de la forme
y ∈ 1 + x+m2 de l’e´quation diffe´rentielle
x
x
1− xy
′ = y
{
xy
1− xy −
x
1− x
}
(correspondante a` β = x/(1− x)) qui se simplifie en
x{1− xy}y′ = y{y − 1} .
La suite c0 = y(0), c1 = y
′(0), c2 = y
′′(0), . . . , cn = y
(n)(0), . . . des de´rive´es
en 0 de la solution y(x) = Exp
(
x
1−x ,
x
1−x
)
=
∑∞
n=0 cn
xn
n! commence par
1, 1, 4, 27, 260, 3270, 50904, 946134, 20462896, . . . .
La suite c˜1 = −
(
1
y
)′
, c˜2 = −
(
1
y
)′′
, . . . , c˜n = −
(
1
y
)(n)
, . . . associe´e
aux de´rive´es d’ordre ≥ 1 de 1y = 1 −
∑∞
n=1 c˜n
xn
n! admet une interpre´tation
combinatoire et correspond a` la suite A38037 dans [2].
Preuve de la proposition 7.1 L’assertion (iv) de la proposition 6.5
donne
∂
∂s
Exp((s + t)α; (s + t)β)|s=0 = α Exp(tα; tβ) +
(
d
dx
Exp(tα; tβ)
)
{xβ} .
On trouve de meˆme
∂
∂t
Exp((s + t)α; (s + t)β)|t=0 = Exp(sα; sβ)α ◦ (xExp(sβ; sβ)) .
En posant t = s = 1, y = Exp(α;β), z = Exp(β;β) et en e´galant les deux
identite´s, on trouve la premie`re e´quation du syste`me diffe´rentiel. La preuve
pour la deuxie`me e´quation est analogue.
La forme des solutions vient de la de´finition de y, respectivement de z,
comme se´rie ge´ne´ratrice de la premie`re colonne de exp(uα+ dβ), respective-
ment de exp(uβ + dβ), et du petit calcul
exp
(
0 0
αNα Nαβ0
)
=
(
1 0
αNα
eNαβ0−1
Nαβ0
eNαβ0
)
.
Ceci termine la preuve de l’assertion (i).
L’assertion (ii) est une conse´quence facile de ce qui pre´ce`de. ✷
Remarque 7.3 Le syste`me diffe´rentiel de la proposition 7.1 de´ge´ne`re pour
β = 0. Ceci est duˆ au fait qu’il a e´te´ de´rive´ par l’utilisation de la non-
commutativite´ du groupe I.
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7.1 La fonction x Exp(β; β)
L’application β 7−→ x Exp(β;β) correspond a` l’exponentielle entre la sous-
alge`bre de Lie d ⊂ i et le groupe de Lie D, identifie´ au sous-groupe forme´
des e´le´ments (1, α), α ∈ D dans I.
Proposition 7.4 Soit β ∈ C[[x]] une se´rie formelle non-nulle pour laquelle
la se´rie formelle de Laurent 1xβ est sans re´sidu pour le poˆle a` l’origine. Alors
F (x Exp(sβ; sβ)) = F (x) + s
pour F une primitive de 1xβ .
Ce re´sultat reste valable pour une se´rie formelle β ∈ C[[x]] quelconque
pour une de´termination convenable du logarithme apre`s simplification de la
singularite´ essentielle due au re´sidu.
Corollaire 7.5 Si 1xβ admet une primitive me´romorphe alge´brique pour β ∈
m, alors Exp(sβ; sβ) est alge´brique.
En particulier, Exp(sβ; sβ) est alge´brique pour β ∈ xC[[x]] une fraction
rationelle telle que 1xβ est sans re´sidu en tout point de C.
Remarque 7.6 La se´rie de Laurent 1xβ posse`de un poˆle d’ordre 1 a` l’origine
si β = β0 + β1x+ . . . avec β0 6= 0. La partie singulie`re de F provient alors
de 1β0 log(x) et on a
1
β0
log(x Exp(sβ; sβ))− 1
β0
log(x) =
1
β0
log(Exp(sβ; sβ))
=
1
β0
log(esβ0(1 + . . .)) = s+ log(1 + . . .) ∈ s+m
qui est une se´rie formelle ordinaire en 0.
Dans le cas d’une singularite´ rlog(x) de F provenant du re´sidu d’un poˆle
multiple a` l’origine, on a β ∈ m et le calcul
r log(x Exp(sβ; sβ)) − r log(x) = r log(Exp(sβ; sβ))
= r log(1 + b1x+ . . .) ∈ m
montre e´galement que les singularite´s essentielles des deux coˆte´s se simpli-
fient dans la proposition 7.4
Preuve de la proposition 7.4 Le changement de variable Z = xz =
x Exp(β;β) transforme l’e´quation diffe´rentielle xβz′ = z{β ◦ (xz)−β} de la
proposition 7.1 en
xZ ′β(x) = Zβ(Z)
qui est a` variables se´pare´es. Apre`s inte´gration, on obtient
F (x Exp(sβ; sβ)) = F (x) + h(s)
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pour F tel que F ′ = 1xβ et ou` h(s) ne de´pend que de s. Dans le cas ou`
1
xβ
est sans re´sidu a` l’origine, on a
F (x) = − 1
NβNxN
+ . . . ∈ 1
xN
C[[x]]
si β =
∑∞
n=N βnx
n avec βN 6= 0 pour un certain entier N ≥ 1. En utilisant
la condition initiale x Exp(sβ; sβ) = x+ sβNx
N+1 + . . . on obtient
[x0]F (x Exp(sβ; sβ)) = [x0]
(
− 1
NβNxN
(
1− sβNxN
)N)
= s
ce qui montre h(s) = s et de´montre le re´sultat dans le cas ou` 1xβ est sans
re´sidu.
Dans le cas β ∈ m et 1xβ a un re´sidu non-nul, la fonction h(s) peut
s’e´valuer en calculant la limite x→ 0 et le re´sultat suit de l’e´galite´
log(x Exp(sβ; sβ)) = log(x)+log(Exp(sβ; sβ)) = log(x)+log(1+sβ1x+. . .) = .
Dans le cas ou` β = β0 + . . . avec β0 6= 0, on a F = 1β0 log(x) + m et on
obtient encore h(s) = s. ✷
Preuve du corollaire 7.5 La preuve de la premie`re partie est imme´diate.
La deuxie`me partie suit de l’observation qu’une primitive d’une telle fraction
rationelle est une fraction rationelle. ✷
Exemples (i) Cet exemple est inspire´ du chapitre 3 de [1] ou` il est con-
side´re´ a` cause de son inte´reˆt pour la biologie mole´culaire, voir les re´fe´rences
indique´es dans [2] pour la suite A4148. On a
Exp
(
s
x
1− x2 ; s
s
1− x2
)
=
1− sx+ x2 −
√
1− 2sx+ (s2 − 2)x2 − 2sx3 + x4
2x2
.
En effet, il suffit de ve´rifier l’e´galite´ de la proposition 7.4 avec F = − 1x − x
une primitive de 1x
(
x
1−x2
)−1
= 1−x
2
x2
.
Pour s = 1, on obtient la se´rie
1 + x+ x2 + 2x3 + 4x4 + 8x5 + 17x6 + 37x7 + 82x8+
dont la suite des coefficients est A4148 de [2].
(ii) Plus ge´ne´ralement, les fractions rationnelles β = x(1+x
2)k
1−x2(k+1)
semblent
satisfaire les conditions du corollaire 7.5 pour tout k ∈ N.
Les cas k = 0 et k = 1 redonnent l’exemple ci-dessus.
Pour k = 2, 3 la fonction
Z = x Exp
(
s
x(1 + x2)k
1− x2(k+1) ; s
x(1 + x2)k
1− x2(k+1)
)
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satisfait l’e´quation alge´brique
x(1 + x2)(1 + (k + 1)Z2 + Z4)
−(1− sx+ (k + 1)x2 − sx3 + x4)Z(1 + Z2) .
Le cas k = 2, s = 1 donne
Z = x+ x2 + x3 + 3x4 + 7x5 + 14x6 + 33x7 + 81x8 + . . .
et correspond a` la fonction alge´brique(
1−√1− 4x2
2x
)
◦
(
(1− x+ x2)−√1− 2x− x2 − 2x3 + x4
2x
)
◦
(
x
1 + x2
)
.
Le de´veloppement en se´rie de Z pour k = 3, s = 1 commence par
Z = x+ x2 + x3 + 4x4 + 10x5 + 22x6 + 61x7 + 165x8 + . . . .
8 Un de´veloppement en se´rie pour Exp(sα; sβ)
Pour α =
∑∞
n=0 αnx
n, β =
∑∞
n=0 βnx
n ∈ C[[x]] deux se´ries formelles, posons
g0 = 1 et de´finissons ensuite les se´ries g1, g2, . . . ∈ C[[x]] (qui de´pendent de
α et de β) re´cursivement par la formule
gn+1 = αgn + xβg
′
n ∈ C[[x]]
ou` g′n ∈ C[[x]] est la se´rie de´rive´e de gn.
Proposition 8.1 On a pour tout s ∈ C∗ l’e´galite´
Exp(sα; sβ) =
∞∑
n=0
gn
sn
n!
.
Remarque 8.2 La proposition 8.1 peut e´galement s’e´noncer sous la forme
Exp(sα; sβ) =
(
∞∑
n=0
sn
n!
(
α+ xβ
∂
∂x
))
1 .
Remarque 8.3 Le coefficient [xN ]Exp(α;β) ne de´pend que de α0, α1, . . . , αN
et de β0, β1, . . . , βN−1. De plus, pour α, β ∈ m = xC[[x]], cette de´pendance
est polynomiale car gn ∈ mn.
Remarque 8.4 La formule Exp(sα; sβ) =
∑∞
n=0 gn
sn
n! ne pose jamais de
proble`me de divergences pour le calcul des coefficients [xN ]Exp(α;β). En
effet, la majoration facile
|[xN ]gn+1| ≤
(
N∑
k=0
|[xk]gn|
)(
N∑
k=0
|αk|+N
N−1∑
k=0
|βk|
)
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implique les majorations
|[xN ]Exp(sα; sβ)| ≤
∞∑
n=0
|[xN ]gn| |s|
n
n!
≤ eAN |s|
pour AN =
∑N
k=0 |αk|+N
∑N−1
k=0 |βk|.
Remarque 8.5 Les formules pour le calcul de Exp(sα; sβ) donne´es par la
proposition 8.1 sont particulie`rement jolies dans le cas
Exp(s(xβ)′; sβ) = Exp(s(β + xβ′); sβ) =
d
dx
(x Exp(sβ; sβ))
(voir l’assertion (iii) de la proposition 6.5 pour la dernie`re e´galite´) ou` l’on
obtient Exp(s(xβ)′; sβ) =
(∑∞
n=0
sn
n!
(
∂
∂xxβ
))
1 =
∑∞
n=0 gn
sn
n! avec g0 = 1 et
gn+1 = βgn + xβ
′gn + xβg
′
n = (xβgn)
′.
Preuve de la proposition 8.1 La de´monstration consiste a` calculer la
se´rie ge´ne´ratrice de la premie`re colonne dans la matrice
exp(suα + sdβ) =
∞∑
n=0
(uα + dβ)
n s
n
n!
.
Montrons par re´currence sur n que le coefficient de sn dans cette se´rie est
donne´e par gnn! . Ceci est trivialement vrai pour n = 0 car (uα + dβ)
0 est
la matrice identite´ par convention. De´signons par C l’espace vectoriel des
matrices triangulaires infe´rieures dont la premie`re colonne est identiquement
ze´ro. Il suffit alors de de´montrer l’identite´
(uα + dβ)ugn = ugn+1 (mod C) .
Or elle re´sulte du calcul
(uα + dβ)ugn ≡ uαugn + dβugn − ugndβ (mod C)
= uαgn + [dβ , ugn ]
= uαgn + uxβg′n = ugn+1
car ugndβ ∈ C et [dβ , ugn ] = uxβg′n par les formules du the´ore`me 5.1. ✷
Exemple Pour α = β = x, on obtient facilement gn = n!x
n par
re´currence sur n. On a donc Exp(sx; sx) =
∑∞
n=0 n!x
n sn
n! =
1
1−sx ou
encore Exp(sκx; sx) =
(
1
1−sx
)κ
en utilisant l’assertion (iii) de la propo-
sition 6.5. Plus ge´ne´ralement, on a Exp(sκxa; sxa) =
(
1
1−saxa
)κ/a
pour
a ∈ {1, 2, 3, . . .}.
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9 Fonctions re´ciproques
Conside´rons les polynoˆmes P1 = 1, P2 = 1 + x, P3 = 1 +
3x
2 +
3x2
2 , . . . , Pn =∑n
k=1
(nx)k−1
k! , . . . ⊂ Q[x]. Notons Rn = {ξ ∈ C | Pn(ξ) = 0} l’ensemble
des racines de Pn et conside´rons la re´union de´nombrable R = ∪∞n=1Rn ⊂ C.
Remarquons l’ine´galite´ (2n)
k
(k+1)! ≥ 2 (2n)
k−1
k! pour k < n, qui implique l’inclusion
R ⊂ {z ∈ C | ‖ z ‖< 2}.
The´ore`me 9.1 (i) Pour β ∈ C[[x]] avec β0 6∈ R et γ =
∑∞
n=0 γnx
n ∈ U =
C∗ +m donne´s, il existe α ∈ C[[x]] tel que Exp(α;β) = γ.
De plus, si Exp(α;β) = Exp(α˜;β), alors il existe k ∈ Z tel que α˜ =
α+ 2ikπ.
(ii) Pour γ ∈ U = C∗+m fixe´, il existe β ∈ C[[x]] tel que Exp(β;β) = γ.
De plus, si Exp(β;β) = Exp(β˜; β˜) avec β =
∑∞
j=0 βnx
n, β˜ =
∑∞
n=0 β˜nx
n,
alors il existe k ∈ Z tel que β˜0 = β0 + 2ikπ.
Corollaire 9.2 L’application de C[[x]]× C[[x]] dans I de´finie par
(α, β) 7−→ (Exp(α;β), xExp(β;β))
est surjective.
Sa restriction a` m×m est une bijection entre m×m et SI.
Remarque 9.3 (i) (cf. remarque 6.4) Pour β = 0 et γ =
∑∞
n=0 γnx
n ∈ U ,
une se´rie α ∈ C[[x]] telle que Exp(α; 0) = γ est de la forme log(γ0)log
(
1
γ0
γ
)
ou` log(γ0) ∈ C est une de´termination du logarithme et ou` log
(
1
γ0
γ
)
∈ m est
la de´termination principale du logarithme de 1γ0γ ∈ SU = 1 +m.
(ii) Si Exp(β;β) = Exp(β˜; β˜) avec β =
∑∞
j=0 βnx
n, β˜ =
∑∞
n=0 β˜nx
n,
alors les diffe´rences β˜n − β˜n ne sont ge´ne´ralement pas nulles pour n ≥ 1.
Preuve du the´ore`me 9.1 Prouvons l’assertion (i) en supposant d’abord
γ ∈ 1+m. La suite g0, g1, . . . ∈ C[[x]] de´finie par g0 = 1 et gn+1 = αgn+xβg′n
a` partir de α =
∑∞
n=1 αnx
n ∈ m ve´rifie gn ∈ mn. Pour β fixe´, le coefficient
[xn]Exp(α;β) est alors un polynoˆme en α1, . . . , αn. Le coefficient αn de
α n’intervient que de fac¸on line´aire dans [xn]Exp(α;β) et un petit calcul
montre que sa contribution est donne´e par
αn
(
1
1!
+
nβ0
2!
+ . . .+
(nβ0)
n−1
n!
)
= αnPn(β0) .
Comme Pn(β0) 6= 0 pour tout n, cette e´quation line´aire se re´soud toujours et
on peut donc de´terminer re´cursivement les coefficients α1, α2, . . . de manie`re
a` avoir Exp(α;β) = γ.
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L’assertion (v) de la proposition 6.5 permet de ramener le cas ge´ne´ral
γ =
∑∞
n=0 γnx
n ∈ U au cas particulier 1γ0 γ ∈ SU = 1 + m de´ja` traite´. Ceci
termine la preuve de l’assertion (i).
Pour de´montrer l’assertion (ii), on commence par choisir β0 ∈ C \ R tel
que eβ0 = γ0. Ceci est toujours possible car l’ensemble R est borne´. On
proce`de ensuite comme ci-dessus. Plus pre´cise´ment, on re´soud l’e´quation
Exp(β − β0;β) = e−β0γ
en remarquant que la contribution de βn au polynoˆme [x
n]Exp(β−β0;β) en
β0, . . . , βn est encore donne´ par βnPn(β0) pour n ≥ 1. ✷
Preuve du corollaire 9.2 Soit (C, γ) ∈ I avec C ∈ U et γ ∈ D.
L’assertion (ii) du the´ore`me 9.1 permet de trouver β ∈ C[[x]] avec β0 6∈ R et
x Exp(β;β) = γ. On utilise ensuite l’assertion (i) pour de´terminer α ∈ C[[x]]
tel que Exp(α;β) = C. Pour (C, γ) ∈ SI on peut prendre l’unique solution
(α, β) dans m×m. ✷
Remarque 9.4 La preuve du the´ore`me 9.1 fournit un algorithme de calcul
pour α (respectivement β) tel que Exp(α;β) = γ (respectivement Exp(β;β) =
γ) pour β, γ (respectivement γ) convenable. En effet, soit α˜ ∈ C[[x]] une
se´rie telle que eα˜0 = γ0 et γ − Exp(α˜;β) ≡ Enxn (mod mn+1) pour un
entier n ≥ 1. Alors la se´rie
α = α˜+
1
γ0
En
(
n∑
k=1
(nβ0)
k−1
k!
)−1
xn
ve´rifie γ − Exp(α;β) ≡ 0 (mod mn+2).
De manie`re similaire, soit β˜ ∈ C[[x]] une se´rie telle que eβ0 = γ0 et
Exp(β˜; β˜) ≡ Enxn (mod mn+1). Alors la se´rie
β = β˜ +
1
γ0
En
(
n∑
k=1
(nβ0)
k−1
k!
)−1
xn
ve´rifie γ − Exp(β;β) ≡ 0 (mod mn+2).
Remarque 9.5 Pour (C, γ) ∈ SI, les se´ries α, β ∈ m telles que C =
Exp(α;β), γ = x Exp(β;β) peuvent e´galement se calculer en prenant la se´rie
ge´ne´ratrice de la premie`re colonne des logarithmes matriciels
∞∑
n=1
(−1)n+1 (ρ(C, γ) − id)
n
n
et
∞∑
n=1
(−1)n+1 (ρ(γ/x, γ) − id)
n
n
des matrices triangulaires infe´rieures unipotentes ρ(C, γ) et ρ(γ/x, γ).
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Exemples La se´rie formelle β ∈ m telle que Exp(β;β) = 1+x commence
par
β = x− x2 + 3
2
x3 − 8
3
x4 +
31
6
x5 − 157
15
x6 +
649
30
x7 + . . . =
∞∑
n=0
(−1)nAnx
n+1
n!
avec A0, A1, . . . donne´s par 1, 1, 3, 16, 124, 1256, 15576, 226248, 3729216, . . .,
voir la suite A5119 dans [2] et la formule (109) dans l’article [4] dans lequel
la se´rie formelle xβ est appele´e le ”ge´ne´rateur infinite´simal” de xExp(β;β) ∈
SD (et qui indique dans la formule (109) e´galement les premiers termes de
xExp(sβ; sβ)).
On peut e´galement de´terminer β(x) en utilisant l’e´quation diffe´rentielle
xZ ′β(x) = Zβ(Z) (voir la preuve de la proposition 7.4) qui se simplifie en
(1 + 2x)β(x) = (1 + x)β(x+ x2)
pour Z = x(1 + x) = x+ x2 = x Exp(β;β).
Les coefficients de la matrice
exp(uβ + dβ) = ρ(1 + x, x+ x
2) =


1
1 1
2 1
1 3 1
3 4 1
1 6 5 1
. . .


∈ I
sont donne´s par
(
ρ(1 + x, x+ x2)
)
i,j
=
(
j + 1
i− j
)
= [xi]
(
(1 + x)(x+ x2)j
)
, 0 ≤ i, j .
La matrice inverse
ρ
(
−1−
√
1 + 4x
2x
,−1−
√
1 + 4x
2
)
=


1
−1 1
2 −2 1
−5 5 −3 1
14 −14 9 −4 1
−42 42 −28 14 −5 1
...
. . .


avec coefficients non-nuls (A−1)i,j = (−1)i+j
(2i−j
i−j
)−( 2i−ji−j−1) = (−1)i+j j+1i+1 (2i−ji−j )
pour 0 ≤ j ≤ i fait intervenir la fonction ge´ne´ratrice
1−√1− 4x
2x
=
∞∑
n=0
(2n)!
n! (n+ 1)!
xn = 1 + x+ 2x2 + 5x3 + 14x4 + . . .
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des nombres de Catalan et s’obtient a` un signe pre`s en lisant les coefficients
du triangle de Catalan
1
1
1 1
2 1
2 3 1
5 4 1
5 9 5 1
14 14 6 1
14 28 20 7 1
(avec coefficients Ci,j, 0 ≤ i, j donne´s par
( i
i−j
2
)− ( ii−j
2
−1
)
si i ≡ j (mod 2)
et Ci,j = 0 sinon) le long de droites affines de pente 1.
Pour Exp(β;β) = ex on trouve
β = x− 1
2
x2 +
5
12
x3 − 5
12
x4 +
107
240
x5 − 173
360
x6 +
7577
15120
x7 + . . . ,
en accord avec la formule (109)’ (qui donne les premiers termes de xβ) dans
[4].
10 Convergence
The´ore`me 10.1 Soient α, β ∈ C[[x]] deux se´ries formelles de´finissant des
fonctions holomorphes dans un ouvert connexe (mais pas ne´cessairement
simplement connexe) O contenant l’origine. Alors il existe un ouvert V ⊂
C2 contenant O × {0} et {0} × C tel que Exp(sα; sβ) est holomorphe pour
(x, s) ∈ V.
Corollaire 10.2 Pour α, β ∈ C[[x]] deux fonctions holomorphes dans un
ouvert connexe O contenant l’origine, le de´veloppement en se´rie en un point
(ξ, 0) ∈ O× {0} de la fonction holomorphe Exp(sα; sβ) ◦ (x+ ξ) est donne´e
par
∞∑
n=0
Gn
sn
n!
ou` G0 = 1 et Gn+1 = {α ◦ (x+ ξ)}Gn +(x+ ξ){β ◦ (x+ ξ)}G′n ou` α ◦ (x+ ξ)
et β ◦ (x+ ξ) sont les de´veloppements en se´rie au point ξ ∈ O des fonctions
holomorphes α et β.
Pour K ∈ C∗ et a ∈ C \ {−1} deux nombres complexes, conside´rons les
se´ries formelles G0, G1, G2, . . . ∈ C[[x]] de´finies re´cursivement par G0 = 1 et
Gn+1 =
((
K
1−Kx
)a
Gn
)′
. Le re´sultat suivant sera utile dans la preuve du
the´ore`me 10.1.
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Lemme 10.3 On a
∞∑
n=0
Gn
sn
n!
=

 1
1− s(a+ 1)
(
K
1−Kx
)a+1


a/(a+1)
et cette se´rie converge pour (x, s) ∈ C2 tel que |x| < 1K
(
1−K ((a+ 1)|s|)1/(a+1)
)
.
Preuve Une re´currence sur n montre l’e´galite´
Gn =

 n∏
j=1
(j(a + 1)− 1)

( K
1−Kx
)n(a+1)
.
Le the´ore`me binomial (1 + x)α =
∑∞
n=0
(α
n
)
xn =
∑∞
n=0
α(α−1)···(α−n+1)
n! x
n
applique´ a` l’identite´
 n∏
j=1
(j(a + 1)− 1)

 = n!(−1− a)n(−a/(a+ 1)
n
)
montre
∞∑
n=0
Gn
sn
n!
=

 1
1− s(a+ 1)
(
K
1−Kx
)a+1


a/(a+1)
avec convergence de la se´rie pour (x, s) ∈ C2 tel que
∣∣∣∣s(a+ 1)( K1−Kx)a+1
∣∣∣∣ <
1. ✷
Preuve du the´ore`me 10.1 Montrons d’abord que la se´rie Exp(sα; sβ)
de´finit une fonction holomorphe pour (x, s) proche de (0, 0).
La proposition 8.1 montre qu’il suffit pour cela de prouver l’analyticite´
en (0, 0) d’une fonction Exp(sα˜; sβ˜) avec α˜ =
∑∞
n=0 α˜nx
n, β˜ =
∑∞
n=0 β˜nx
n ∈
R[[x]] des fonctions holomorphes a` l’origine telles que |αn| ≤ α˜n, |βn| ≤ β˜n
pour tout n ∈ N. Comme α, β sont holomorphes en 0, on peut trouver
K ≥ 1 tel que |αn| ≤ (n + 1)Kn+2, |βn| ≤ Kn+1 pour tout n ∈ N. Il suffit
donc de montrer que la fonction Exp
(
s
(
K
1−Kx
)2
; s K1−Kx
)
est analytique
en (0, 0). Les se´ries associe´es g0, . . . , gn+1 =
(
K
1−Kx
)2
gn + x
K
1−Kxg
′
n, . . .
n’ont que des coefficients positifs et l’ine´galite´ K ≥ 1 implique que leurs
coefficients sont majore´s par les coefficients des se´ries G0 = 1, . . . , Gn+1 =(
K
1−KxGn
)′
=
(
K
1−Kx
)2
Gn +
K
1−KxG
′
n, . . .. Le lemme 10.3 permet donc de
minorer le rayon de convergence de Exp(sα; sβ) et assure l’analyticite´ en
(0, 0) de la fonction Exp(sα; sβ).
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Pour un point (ξ, 0) proche de (0, 0), la proposition 8.1 montre par
continuation analytique l’e´galite´ Exp(sα; sβ) ◦ (x + ξ) = ∑∞n=0 gn,ξ snn! avec
g0,ξ = 1, . . . , gn+1,ξ = {α ◦ (x + ξ)}gn,ξ + (x + ξ){β ◦ (x + ξ)}g′n,ξ pour le
de´veloppement en se´rie au voisinage d’un point (ξ, 0) convenable. La mino-
ration du rayon de convergence de cette se´rie par le lemme 10.3 montre que
ce de´veloppement est valable pour tout ξ dans l’ouvert connexe O.
Pour montrer l’analyticite´ de Exp(sα; sβ) dans un voisinage ouvert de
C × {0}, on utilise la loi de groupe sur I en appliquant ite´rativement
l’assertion (iv) de la proposition 6.5. ✷
Le corollaire 10.2 a e´te´ de´montre´ au cours de la preuve du the´ore`me 10.1.
Remarque 10.4 On peut e´galement donner une preuve du the´ore`me 10.1
et du corollaire 10.2 en utilisant les majorations de la remarque 8.4.
11 Une application a` la combinatoire e´nume´rative
Pour W =
∑∞
n=0Wn
Xn
n! ∈ C[[X]] une se´rie formelle, conside´rons la se´rie
formelle Z =
∑∞
n=0Gn
sn
n! ou` la suiteG0, G1, . . . ∈ C[[X]] est de´finie re´cursivement
par G0 = 1 et Gn+1 = (WGn)
′.
Notons Z0 =
∑∞
n=0[X
0]Gn
sn
n! ∈ C[[s]] l’e´valuation en X = 0 de Z.
Dans ce chapitre nous de´crivons d’abord une interpre´tation combinatoire des
coefficients de Z0 en exprimant Z0 comme fonction de partition d’un mode`le
a` spins. Ensuite nous montrons qu’une primitive de Z0 est formellement
solution d’une e´quation diffe´rentielle.
Remarque 11.1 Pour W ∈ X C[[X]], la proposition 7.4 montre qu’on a
Z = Exp
(
sW ′; s
W
X
)
=
d
dX
(
X Exp
(
s
W
X
; s
W
X
))
(la dernie`re e´galite´ re´sulte de l’assertion (iii), proposition 6.5).
11.1 Une interpre´tation combinatoire de Z0
Pour de´crire l’interpre´tation combinatoire de Z0, nous utilisons la se´rie W
pour associer une “e´nergie” a` chaque e´le´ment, appele´ e´tat, d’un ensemble
fini correspondant a` l’espace de phase et repre´sentant tous les e´tats possi-
bles d’un syste`me “physique” discret (qui est purement mathe´matique dans
notre cas). Nous empruntons seulement un peu de vocabulaire a` la physique
statistique sans entrer dans les de´tails. Plus pre´cise´ment, le coefficient [sn]Z0
de la fonction Z0 compte le nombre de certaines fonctions de {1, . . . , n} dans
{1, . . . , n} avec une multiplicite´ de´termine´e par W . Ces fonctions sont en
bijection avec des arbres enracine´s a` n + 1 sommets e´tiquete´s de manie`re
croissante a` partir de la racine par l’ensemble {0, . . . , n}.
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Nous de´signons par {n} l’ensemble fini {1, . . . , n} des n entiers naturels
entre 1 et n et notons {n}{n} l’ensemble des nn fonctions de {n} dans {n}.
Conside´rons une suite W0,W1,W2, . . . ⊂ C de se´rie ge´ne´ratrice exponen-
tielle W =
∑∞
n=0Wn
Xn
n! et associons l’e´nergie
eW (f) =
n∏
k=1
W♯(f−1(k)) ∈ C
a` une fonction f ∈ {n}{n}.
Remarque 11.2 Un petit calcul, laisse´ au lecteur, montre l’e´galite´∑
f∈{n}{n}
eW (f) = [X
0]
dn
dxn
(W n) .
Appelons une fonction f ∈ {n}{n} admissible si f(k) ≤ k pour tout
k ∈ {n}. Notons An ⊂ {n}{n} le sous-ensemble de toutes les fonctions ad-
missibles. Il est facile de voir que An contient exactement n! e´le´ments. Plus
pre´cise´ment, l’application f ∈ An 7−→
∑n
k=1(f(k) − 1)k! est une bijection
entre An et les n! entiers 0, . . . , (n!− 1).
Remarque 11.3 La construction suivante donne une bijection classique
entre l’ensemble An des fonctions admissibles et les permutations de {n} :
Pour f ∈ An ⊂ {n}{n} une fonction admissible, posons f1 = f et de´finissons
f2, . . . , fn ∈ {n}{n} re´cursivement comme suit: fk(i) = fk−1(i) si i ≥ k ou
si on a l’ine´galite´ fk−1(i) < fk−1(k) pour i < k. Dans les autres cas, c’est-
a`-dire pour i < k tel que fk−1(i) ≥ fk−1(k), on pose fk(i) = fk−1(i) + 1.
On montre facilement que fn est une permutation de {n} et que la re-
striction de l’application f 7−→ fn a` l’ensemble An ⊂ {n}{n} des fonctions
admissibles est injective.
L’ensemble An peut e´galement eˆtre conside´re´ comme l’ensemble des ar-
bres enracine´s a` n+1 sommets nume´rote´s de 0 a` n de fac¸on croissante depuis
la racine (on a donc v > w si le sommet nume´rote´ v est un successeur du
sommet nume´rote´ w). En effet, associons a` une fonction admissible f ∈ An
l’arbre Tf dont la racine porte le nume´ro 0. Le pre´de´cesseur imme´diat d’un
sommet j > 0 est le sommet f(j) − 1. Il est facile de voir que l’application
f ∈ An 7−→ Tf est bijective. De plus, elle pre´serve les “degre´s”: Soit
Df (k) = {i ∈ {n} | ♯(f−1(i)) = k} ⊂ {n} le sous-ensemble des e´le´ments
dans {n} ayant k pre´images sous l’application f ∈ An. Alors un sommet
nume´rote´ i < n de Tf est de degre´ k ≥ 1 si et seulement si i+1 ∈ Df (k) ou` le
degre´ d’un sommet est de´fini comme le nombre de ses successeurs imme´diats.
En particulier, le nombre de sommets de degre´ k ≥ 1 de Tf est donne´ par
le nombre d’e´le´ments ♯(Df (k)) du sous-ensemble Df (k) ⊂ {n}. Le nombre
de feuilles (sommets de degre´ 0) de Tf est donne´ par 1 + ♯(Df (0)) ou` Df (0)
est l’ensemble comple´mentaire {n} \ f({n}) de l’image f({n}) ⊂ {n}.
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Remarque 11.4 Le chapitre 1.3 dans [9] de´crit une bijection entre les per-
mutations de {n} et les arbres enracine´s avec (n + 1) sommets nume´rote´s
de 0 a` n de manie`re croissante.
Conside´rons maintenant la fonction Z0 =
∑∞
n=0{[X0]Gn}s
n
n! de´finie a`
partir de G0 = 1, . . . , Gn+1 = (WGn)
′, . . . pour une se´rie ge´ne´ratrice expo-
nentielle W =
∑∞
n=0Wn
Xn
n! comme au de´but du chapitre.
Proposition 11.5 On a l’e´galite´
Z0 = 1 +
∞∑
n=1
sn
n!
∑
f∈An
eW (f) .
Exemples (i) Un petit calcul facile montre qu’on obtient Z0 =
1
1−s pour
W = eX . Cet exemple trivial est e´quivalent a` l’identite´ ♯(An) = n!.
(ii) Pour W =
(
K
1−K(X+ξ)
)a
avec a ∈ {1, 2, . . .},K ∈ C∗ et ξ ∈ C \
{1/K}, le lemme 10.3 donne
Z0 =
(
1− s(a+ 1)
(
K
1−Kξ
)a+1)−a/(a+1)
.
(iii) Le choix de
W =
(X + i)2
1− (X + i)2 = −1 +
∞∑
n=0
(−1)n X
4n
4n+1
(
2 + 2iX −X2)
donne
Z =
d
dX
((
−
√
1− 2s(X + i) + (s2 − 2)(X + i)2 − 2s(X + i)3 + (X + i)4
+1− s(X + i) + (X + i)2
)/
(2(X + i))
)
(voir remarque 11.1 et l’exemple (i) du chapitre 7.1). On obtient donc
Z0 = 1 +
is√
4− s2 = 1 +
i
2
∞∑
n=0
(
2n
n
)
s2n+1
16n
.
Notons S(2n, k) l’ensemble fini forme´ par tous les arbres (non-planaires)
enracine´s de degre´ maximal ≤ 2 (chaque sommet posse`de donc au plus deux
descendants directs) avec 2n sommets nume´rote´s de manie`re croissante dans
{0, . . . , 2n − 1} et k feuilles (sommets terminaux).
Introduisons e´galement l’ensemble fini E(2n + 1, k) des arbres (non-
planaires) enracine´s n’ayant que des sommets de degre´s pairs (le nombre
de descendants directs de chaque sommet est pair) avec 2n + 1 sommets
nume´rote´s de manie`re croissante dans {0, . . . , 2n} et k sommets inte´rieurs
(de degre´s ≥ 2).
Nous allons donner plus loin une nouvelle preuve du re´sultat suivant qui
se trouve dans [3] :
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The´ore`me 11.6 Pour tout n, k ∈ N, les ensembles finies S(2n, k) et E(2n+
1, k) contiennent le meˆme nombre d’e´le´ments.
Preuve de la proposition 11.5 Notons W (Xi) =
∑∞
n=0Wn
Xni
n! ∈
C[[Xi]] la se´rie formelleW en une variable Xi et posons G˜0 = 1, . . . , G˜n+1 =(∑n+1
j=1 tj
∂
∂Xj
)(
W (Xn+1)G˜n
)
, . . .. On obtient alors Z (respectivement Z0)
en e´valuant la se´rie formelle
∞∑
n=0
G˜n
sn
n!
∈ C[[s,X1,X2, . . . , t1, t2, . . .]]
en tj = 1 et Xj = X (respectivement en tj = 1 et Xj = 0) pour tout j ≥ 1.
Les contributions a` [X01X
0
2 · · ·X0n]G˜n sont de la forme
∑
i1,...,in∈{n}
αi1...in
n∏
j=1
(t
ij
j Wij )
ou` αi1...in est le nombre de fonctions admissibles f ∈ {n}{n} telles que
♯(f−1(j)) = ij . En effet, l’exposant de tj indique l’ordre de la de´rivation
par rapport a` la variable Xj et une fonction f : {1, 2, . . .} −→ {1, 2, . . .}
de´termine pour chaque entier j ≤ n le sommand tf(j) ∂∂Xf(j) de l’ope´rateur
diffe´rentiel
∑∞
j=1 tj
∂
∂Xj
a` appliquer a` (W (Xj)G˜j−1) pour obtenir une con-
tribution a` G˜j . Comme seules les variables X1, . . . ,Xj apparaissent dans
W (Xj)G˜j−1, on peut se restreindre aux fonctions admissibles. ✷
11.2 Une e´quation diffe´rentielle pour Z0
Conside´rons comme pre´ce´demment la se´rie formelle Z0 ∈ C[[s]] obtenue
par l’e´valuation en X = 0 de Z =
∑∞
n=0Gn
sn
n! de´fini a` partir de la suite
re´currente G0, . . . , Gn+1 = (WGn)
′, . . . ⊂ C[[X]] pour W ∈ C[[X]] une se´rie
formelle donne´e.
The´ore`me 11.7 Soit Z0 =
∑∞
n=0 ζns
n ∈ C[[s]] une se´rie formelle associe´e
a` W =
∑∞
n=0Wn
Xn
n! comme ci-dessus. Alors la primitive U =
∑∞
n=0 Uns
n =∑∞
n=0 ζn
sn+1
n+1 ∈ sC[[s]] est une solution formelle de l’e´quation diffe´rentielle
W0U
′ =W ◦ (W0U)
avec la condition initiale U(0) = 0.
Remarque 11.8 (i) Si W0 = 0, l’e´quation diffe´rentielle du the´ore`me 11.7
de´ge´ne`re. Un calcul facile montre cependant qu’on a dans ce cas Z0 = e
W1s.
(ii) Le the´ore`me 11.7 permet un calcul re´cursif des coefficients de U
par “bootstrapping” : A` partir d’une solution approche´e a` l’ordre n de U ,
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l’e´quation diffe´rentielle donne une solution approche´e a` l’ordre n de U ′ ce
qui de´termine U a` l’ordre n+ 1.
(iii) En inte´grant l’e´quation diffe´rentielle du the´ore`me 11.7 on obtient
la fonction re´ciproque
s =W0
∫ U
0
dv
W ◦ (W0v) =
∫ W0U
0
dv
W (v)
∈ UC[[U ]]
de U .
(iv) On peut se de´barasser du terme constant W0 6= 1 En conside´rant
Z˜0 associe´ a` W˜ =
1
W0
W = 1+ . . . et en remarquant qu’on a Z0 = Z˜0 ◦(W0s)
pour Z0 associe´ a` W .
Preuve du the´ore`me 11.7 Conside´rons d’abord une se´rie formelle
W =
∑∞
n=0Wn
Xn
n! avec W0 6= 0 qui de´finit une fonction holomorphe dans
un ouvert connexe de C contenant 0 et une racine ξ de W . La fonction
w(x) = W (x + ζ) est alors holomorphe dans un ouvert connexe O ⊂ C
contenant 0 et −ξ. Comme w admet l’origine 0 ∈ C comme racine, la se´rie
w
x ∈ C[[x]] de´finit e´galement une fonction holomorphe dans O. Le the´ore`me
10.1 montre que les fonctions Exp(sw′; swx ) et Exp(s
w
x ; s
w
x ) sont holomorphes
en x et s pour (x, s) appartenant a` un ouvert contenant O × {0} ⊂ C2.
Conside´rons maintenant les fonctions holomorphes
ys = Exp
(
sw′; s
w
x
)
|x=−ξ, zs = Exp
(
s
w
x
; s
w
x
)
|x=−ξ
de s, obtenues en e´valuant Exp(sw′; swx ) et Exp(s
w
x ; s
w
x ) en x = −ξ. Comme
w′ =
(
xwx
)′
, l’assertion (iii) de la proposition 6.5 montre l’identite´
ys =
(
d
dx
(xExp(s
w
x
; s
w
x
))
)
|x=−ξ .
L’e´quation diffe´rentielle de l’assertion (ii), proposition 7.1, devient donc
y′s = ys w
′ ◦ (−ξzs)
z′s = −w(−ξ)ξ ys .
En e´liminant ys = − ξw(−ξ)z′s = − ξW0 z′s, nous obtenons
z′′s = z
′
s w
′ ◦ (−ξzs) = z′s W ′ ◦ (ξ − ξzs)
avec les conditions initiales z0 = 1 et z
′
0 = −W0ξ y0 = −W0ξ . La primitive
U = 1W0 (ξ − ξzs) de ys satisfait alors l’e´quation diffe´rentielle U ′′ = U ′ {W ′ ◦
(W0U)} = 1W0 (W ◦(W0U))
′ du the´ore`me pour les conditions initiales U(0) =
0 et U ′(0) = 1. Une inte´gration donne alors U ′ = 1W0W ◦ (W0U).
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Pour de´montrer le cas ge´ne´ral, il suffit de prouver la congruence U ′ =
W ◦ (W0U) (mod sN ) pour N ∈ N un entier naturel arbitraire. Fixons un
tel entier N ∈ N et conside´rons le polynoˆme W˜ = XN+1 +∑Nn=0WnXnn! .
Un petit calcul montre que la se´rie Z˜0 associe´e a` W˜ coincide avec la se´rie
Z0 associe´e a` W jusqu’a` l’ordre N . Comme W˜ est holomorphe dans C et
posse`de au moins une racine, la preuve pre´ce´dente marche pour U˜ =
∫
Z˜0.
Le re´sultat suit maintenant des observations W ≡ W˜ (mod XN ) et U =∫
Z0 ≡ U˜ =
∫
Z˜0 (mod s
N+1) avec U, U˜ ∈ sC[[s]]. ✷
11.3 Exemples et preuve du the´ore`me 11.6
11.3.1 Exemple
Pour W = 1P avec P ∈ C[X] un polynoˆme tel que P (0) = 1/W0 6= 0, on a∫ W0U
0
P (v)dv = s .
En particulier, U et Z0 = U
′ sont alge´briques. Cette construction est
e´videmment relie´e au chapitre 7.1. On peut ainsi e´galement conside´rer une
fraction rationelle β ∈ m satisfaisant la condition du corollaire 7.5 (qui est
e´quivalente au fait que la fraction rationelle 1xβ admet une primitve ra-
tionelle). Le choix d’un nombre complexe ξ ∈ C tel que β(ξ) ∈ C∗ donne
alors une fonction alge´brique Z0 en conside´rant la W (X) =
β(X−ξ)
X−ξ .
Similairement, pour H =
∑∞
n=0HnX
n ∈ C[[X]] une se´rie formelle telle
que H0 = H(0),H1 = H
′(0) 6= 0, on peut conside´rer W = ∑∞n=0WnXnn! =
H
H′ avec W (0) =W0 6= 0 et on obtient H(W0U) = H(0)es.
11.3.2 Exemple
Pour le polynoˆme W = 1 + tX + X
2
2 on trouve l’e´quation diffe´rentielle
U ′ = 1 + tU +
U2
2
avec la condition initiale U(0) = 0 admettant la solution
U = tan
(
s
2
√
2− t2 + arctan
(
t√
2− t2
))√
2− t2 − t
avec de´rive´e
Z0 =
2− t2
2
(
1 + tan
(
s
2
√
2− t2 + arctan
(
t√
2− t2
))2)
.
La spe´cialisation t = 1 donne
Z0 =
1 + (tan(s/2 + π/4))2
2
=
1 + sin(s)
cos(s)2
= 1 + s+ 2
s2
2!
+ 5
s3
3!
+ 16
s4
4!
+ . . .
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et correspond a` la se´rie ge´ne´ratrice exponentielle de la suite des nombres
1, 1, 2, 5, 16, 61, . . . ,
aussi appele´s nombres d’Euler, voir la suite A111 dans [2] ou le chapitre 3.16
dans [9].
La spe´cialisation t = 0 donne
Z0 = 1+(tan(s/
√
2))2 = −2
(
log ◦ cos
(
s√
2
))′′
= 1+
s2
2!
+4
s4
4!
+34
s6
6!
+ . . .
et correspond a` la se´rie ge´ne´ratrice exponentielle paire de la suite entie`re
1, 1, 4, 34, 496, . . .
relie´e aux nombres de Bernoulli, voir la suite A2105 dans [2].
PourW = 1+tX+X
2
2 avec t non e´value´, le coefficient An = [s
n]Z0 ∈ N[t]
est un polynoˆme de degre´ n en t, appele´ le n−ie`me polynoˆme d’Andre´, voir
la suite A94503 dans [2]. Le coefficient [tk]An donne le nombre de fonctions
admissibles dans An telles que chaque e´le´ment j ∈ {n} a au plus 2 pre´images
et exactement k e´le´ments de {n} ont une pre´image unique. Les polynoˆmes
d’Andre´ sont faciles a` calculer en utilisant le re´sultat suivant.
Lemme 11.9 La suite A0 = 1, A1 = t, A2 = 1 + t
2, A3 = 4t + t
3, . . . des
polynoˆmes d’Andre´ satisfait la relation de re´currence
An+1 = (1− t2/2)A′n + t
n+ 2
2
An .
Preuve Soit f ∈ An+1 une fonction admissible donnant une contribution
de 1 a` [tk]An+1. Conside´rons la restriction g de f a` {n}. Comme f ∈
{n+1}{n+1} est admissible, g ∈ {n}{n} l’est aussi et fournit une contribution
de 1 a` [tk+1]An si la pre´image de f(n + 1) est double ou une contribution
de 1 a` [tk−1]An si la pre´image de f(n+ 1) est simple. Dans le premier cas,
il y a (k + 1) possibilite´s pour choisir f(n + 1). Dans le deuxie`me cas, g a
une pre´image double pour a e´le´ments dans {n} avec n = 2a+ (k− 1) ce qui
donne a = n+1−k2 et le nombre de choix possibles pour f(n + 1) est donne´
par n + 1 − (k − 1) − a = n−k+32 = n+2−(k−1)2 . On a donc la re´currence
An+1 =
(
1− t22
)
A′n + t
n+2
2 An. ✷
11.3.3 Exemple
En posant W = 1 − t+ t cosh(X) = 1 + t∑∞n=0 X2n(2n)! on obtient l’e´quation
diffe´rentielle
U ′ = 1− t+ t cos(U)
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avec la condition initiale U(0) = 1 satisfaite par la fonction
U =
1
2
(
log
(
1 +
(
tan
(
s
2
√
2t− 1 + arctan
(
1√
2t− 1
)))2)
−log
(
1 +
(
tan
(
−s
2
√
2t− 1 + arctan
(
1√
2t− 1
)))2))
.
La de´rive´e Z0 = U
′ est donc donne´e par
Z0 =
√
2t− 1
2
(
tan
(
s
2
√
2t− 1 + arctan
(
1√
2t− 1
))
+tan
(
−s
2
√
2t− 1 + arctan
(
1√
2t− 1
)))
.
Preuve du the´ore`me 11.6 Il suffit de ve´rifier que la substitution s 7−→
st, t 7−→ 1t2 dans la de´rive´e Z ′0 de l’exemple 11.3.3 coincide (a` un facteur
t2 pre`s) avec la partie impaire en s de la fonction Z0 apparaissant dans
l’exemple 11.3.2. Nous laissons les de´tails calculatoires au lecteur. ✷
12 Matrices de Riordan
L. Shapiro a introduit le groupe matriciel ρ(I) sous le nom de “groupe de
Riordan”, voir par exemple [7]. Encore auparavant, certains e´le´ments de
ce groupe ont e´te´ e´tudie´ par D.G. Rogers sous le nom de “renewal arrays”,
voir [6]. Ce chapitre est un bref re´sume´ des travaux entrepris par diffe´rents
auteurs dans le but d’e´lucider certaines structures combinatoires a` l’aide de
matrices de Riordan.
Commenc¸ons par citer le re´sultat suivant, duˆ a` D.G. Rogers, utile pour
caracte´riser les matrices dans ρ(I).
The´ore`me 12.1 (D.G. Rogers, voir [6]?) Soit M une matrice triangulaire
infe´rieure infinie de coefficients Mi,j, 0 ≤ i, j. Alors M ∈ ρ(I) si et seule-
ment si il existe une suite a0, a1, . . . de nombres complexes avec a0 6= 0 telle
que Mn+1,k+1 =
∑n−k
j=0 αjMn,k+j.
Remarque 12.2 Pour ρ(B, β) ∈ ρ(I), on a ∑∞n=0 anxn = xβ〈−1〉 pour la
se´rie ge´ne´ratrice A =
∑∞
n=0 anx
n de la suite A = (a0, a1, . . .) (appele´e
A−suite de la matrice de Riordan associe´e a` (B, βx ) dans la litte´rature sur
les matrices de Riordan) intervenant dans le the´ore`me 12.1.
Mentionnons e´galement l’existence d’une ge´ne´ralisation de ce the´ore`me,
voir [5].
Preuve du the´ore`me 12.1 L’identite´ facile(
B
(
β
x
)n
, β
)(
x
β〈−1〉
, x
)
=
(
B
(
β
x
)n+1
, α
)
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montre le re´sultat pour un e´le´ment ρ(B, β) ∈ ρ(I) en conside´rant la suite
a0, a1, . . . des coefficients de
x
β〈−1〉
=
∑∞
n=0 anx
n.
D’autre part, soit B =
∑∞
n=0Bnx
n la se´rie ge´neratrice de la premie`re
colonne d’une matriceM satisfaisant l’hypothe`se du the´ore`me 12.1 pour une
suite a0, a1, . . .. Conside´rons la matrice M˜ = ρ(B, β) pour β =
(
x∑∞
n=0 anx
n
)〈−1〉
.
La premie`re colonne des matrices M et M˜ coincide alors et les autres
colonnes de M et M˜ sont de´finies re´cursivement de la meˆme manie`re. On a
donc M = M˜ . ✷
La formule de re´cursion pour les coefficients donne´e par le the´ore`me
12.1 peut s’interpre´ter en termes de chemins sur le re´seau Z2 comme suit :
Conside´rons les chemins reliant l’origine (0, 0) au point (n, k) sans quitter
le coˆne {k ≥ 0} ∩ {n ≥ k} et utilisant des pas colore´s par aj couleurs de la
forme (1, 1−j) pour j = 0, 1, 2, . . .. Le nombre mn,k de tels chemins satisfait
par construction l’e´quation
mn+1,k+1 =
n−k∑
j=0
ajmn,k+j .
Le the´ore`me 12.1 montre donc pour a0 6= 0 l’appartenance a` ρ(I) de la ma-
trice triangulaire infe´rieure avec coefficients mi,j, 0 ≤ i, j. Plus pre´cise´ment,
cette matrice est donne´e par ρ
(
β
x , β
)
avec β = (x/
∑∞
n=0 anx
n)〈−1〉.
Exemples Pour a0a2 6= 0 et a3 = a4 = . . . = 0, on trouve
β =
(1− a1x)−
√
(1− a1x)2 − 4a0a2
2a2x
.
Des choix convenables pour a0, a1, a2 permettent de retrouver des triangles
apparaissant dans la lite´rature de la combinatoire e´nume´rative.
Mentionnons e´galement l’e´le´ment ρ(1, ex − 1) ∈ I qui est relie´ aux nom-
bres de Stirling de deuxie`me espe`ce, voir par exemple le chapitre 5.8 de [8]
pour les de´tails.
Pour terminer ce chapitre nous relions brie`vement ce qui pre´ce`de a` cer-
tains de´terminants.
Associons a` une suite a0, a1, a2, . . . la suite d0 = 1, d1 = a0, . . . ⊂ C[x]
des de´terminants dn = det(Tn) ou` Tn est la matrice de Toeplitz
Tn =


a0 −x 0 . . . 0
a1 a0 −x
...
a2 a1 a0
...
. . . −x
an−1 an−2 . . . a1 a0


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avec coefficients Ti,j = ai−j si 0 ≤ j ≤ i < n, Ti,i+1 = −x et Ti,j = 0 sinon.
Un calcul facile donne la re´currence
dn+1 =
n∑
j=0
ajdn−jx
j .
La suite d0, d1, . . . est d’ailleurs e´galement la suite des de´terminants des
matrices T˜n pour
T˜n =


a0 −1 0 . . . 0
a1x a0 −1
...
a2x
2 a1x a0
...
. . . −1
an−1x
n−1 an−2x
n−2 . . . a1x a0


.
Si a0 6= 0, le The´ore`me 12.1 montre que la matrices triangulaire infinie
avec coefficients Mi,j = [x
i−j]di+1, 0 ≤ i, j est de la forme ρ
(
β
x , β
)
∈ ρ(I)
avec β =
(
x∑∞
n=0 anx
n
)〈−1〉
.
13 L’alge`bre P des matrices triangulaires infinies
polynomiales
Ce chapitre de´crit une alge`bre contenant quelques sous-alge`bres et groupes
inte´ressants. En particulier, elle contient le groupe d’interpolation I con-
side´re´ dans les chapitres pre´ce´dents.
De´finition On dira qu’une matrice triangulaire infe´rieure infinie M est
polynomiale s’il existe une suite de polynoˆmes p0, p1, . . . ∈ C[u] telle que
Mi,j = pi−j(j) pour tout coefficient non-nul Mi,j , 0 ≤ j ≤ i de M .
De´signons par P l’espace vectoriel des matrices triangulaires infe´rieures
infinies qui sont polynomiales. Notons SG ⊂ P le sous-ensemble des matrices
unipotentes (avec coefficients 1 sur la diagonale) dans P et notons sg ⊂ P
le sous-espace vectoriel des matrices triangulaires infe´rieures strictes de P.
E´tant donne´e une matrice M∈ P avec coefficients Mi,j = pi−j(j), notons
τλ(M) ∈ P la matrice avec coefficients (τλ(M))i,j = pi−j(j + λ).
The´ore`me 13.1 (i) L’ensemble P est une alge`bre. L’ensemble SG est un
groupe de Lie de dimension infinie d’alge`bre de Lie sg.
(ii) Pour tout λ ∈ C, l’application line´aire τλ : P −→ P de´finie par
M 7−→ τλ(M) est un automorphisme de l’alge`bre P et de l’alge`bre de Lie
sg.
Remarque 13.2 (i) La preuve du the´ore`me 13.1 montre que l’espace vec-
toriel g = P est e´galement une alge`bre de Lie. Le groupe de Lie associe´
34
n’est cependant pas dans P car il contient e´galement les matrices diago-
nales avec coefficients diagonaux ep0(0), ep0(1), ep0(2), . . . pour p0 ∈ C[x] un
polynoˆme. On pourrait cependant le´ge`rement agrandir l’alge`bre de Lie sg en
remarquant que les e´le´ments inversibles de l’alge`bre P sont exactement les
matrices de P ayant une diagonale constante non-nulle. L’alge`bre de Lie
associe´e s’obtient en rajoutant les multiples de l’identite´ a` l’espace vectoriel
sg.
(ii) L’automorphisme τλ est la ge´ne´ralisation a` P de l’automorphisme
de groupe ϕ0,λ,0 de SI conside´re´ dans la proposition 2.1. En particulier, τ1
agit en effac¸ant la premie`re ligne et colonne d’une matrice M ∈ P.
L’ingre´dient crucial pour prouver le the´ore`me 13.1 est le re´sultat suivant.
Lemme 13.3 (i) Soient a = (a0, a1, . . . , ), b = (b0, b1, . . .) ∈ C[u]N deux
suites de polynoˆmes. Alors il existe une suite de polynoˆmes c = (c0, c1, . . .)
telle que
M(a)M(b) =M(c) .
De plus, on a deg(ck) ≤ sup0≤h≤k(deg(ah) + deg(bk−h)) pour tout k ∈ N.
(ii) Soient a = (a0, a1, . . . , ), b = (b0, b1, . . .) ∈ C[u]N deux suites de
polynoˆmes. Alors les degre´s deg(c˜k) de la suite c˜ = (c˜0, c˜1, . . .) associe´e au
commutateur
M(c˜) = [M(a),M(b)] =M(a)M(b) −M(b)M(a)
ve´rifient les ine´galite´s deg(c˜k) < sup0≤h≤k(deg(ah) + deg(bk−h)) pour tout
k ∈ N.
Preuve du lemme 13.3 Comme le coefficient de (M(a)M(b))l+k,l ne
de´pend que de (M(a))i,j , (M(b))i,j avec i− j ≤ k, on peut supposer que les
polynoˆmes a0, a1, . . . , b0, b1, . . . sont tous de degre´ au plus
max(deg(a0), . . . ,deg(ak),deg(b0), . . . ,deg(bk)) .
Par line´arite´, il suffit de conside´rer deux matrices A,B avec coefficients
Ai,j = j
sαi−j et Bi,j = j
tβi−j pour des suites nume´riques α0, α1, . . . , β0, β1, . . . ∈
CN, e´tendues a` des indices ne´gatives en posant αn = βn = 0 pour tout entier
n < 0. Dans la suite, on supposera e´galement i ≥ j.
La preuve de l’assertion (i) est par re´currence sur l’exposant s apparais-
sant dans les coefficients Ai,j = j
sαi−j de la matrice A. La preuve pour
s = 0 re´sulte de la de´finition
(AB)i,j =
∑
k
αi−kj
tβk−j = j
t
∑
k
αi−kβk−j
(toutes les sommes sont finies).
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Conside´rons maintenant
(AB)i,j = j
t
∑
k
ksαi−kβk−j = Ci,j −Di,j
avec
Ci,j = j
t
∑
k
(ks − js)αi−kβk−j
et
Di,j = j
s+t
∑
k
αi−kβk−j .
Les coefficients Di,j sont de la forme voulue. La factorisation (k
s − js) =
(k − j)∑s−1h=0 khjs−1−h montre que l’hypothe`se de re´currence s’applique a`
Ci,j =
s−1∑
h=0
js+t−1−h
∑
k
khαi−k ((k − j)βk−j)
ce qui prouve l’assertion (i).
Pour de´montrer l’assertion (ii), il suffit de remarquer que le terme de
plus haut degre´ s+ t dans la preuve de l’assertion (i) correspond a`∑
k
αi−kβk−j =
∑
k
βi−kαk−j .
Il se simplifie donc dans le crochet de Lie [M(a),M(b)] = M(a)M(b) −
M(b)M(a). ✷
Remarque 13.4 (i) On peut aussi prouver le lemme 13.3 de la manie`re
suivante : Pour α =
∑∞
n=0 αnx
n ∈ C[[x]] une se´rie formelle, notons Pα la
matrice triangulaire infe´rieure de coefficients (Pα)i,j = αi−j (en utilisant
la convention αn = 0 pour n < 0) et notons D la matrice diagonale de
coefficients diagonaux Di,i = i pour i = 0, 1, 2, . . ..
La matrice A avec coefficients Ai,j = j
sαi−j conside´re´e dans la preuve
du lemme 13.3 est alors donne´e par A = PαD
s et le lemme 13.3 est une
conse´quence facile du calcul
([Pα,D])i,j = αi−jj − iαi−j = −(i− j)αi−j
qui montre l’identite´
[Pα,D] = −Pxα′
avec xα′ =
∑∞
n=1 nαnx
n pour le crochet de Lie [Pα,D] = PαD−DPα de Pα
avec D.
(ii) La partie (i) de la remarque montre que toute matrice M ∈ P est
de la forme
M =
∞∑
n=0
Pα(n)D
n
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ou` les se´ries formelles α(n) =
∑∞
n=0 α(n)jx
j ∈ C[[x]] ve´rifient la condition
suivante : pour tout entier naturel k ∈ N fixe´, il existe un entier naturel
Nk ∈ N tel que α(n)k = 0 pour tout n > Nk. Il y a alors au plus Nk contribu-
tions non-nulles a` Mk+j,j =
∑
n∈N α(n)kj
n pour k fixe´ et Nk majore le degre´
du polynoˆme pk de´finie par les coefficients Mk+i,i = pk(i). Re´ciproquement,
toute expression
∑∞
n=0 Pα(n)D
n avec α(0), α(1), . . . ∈ C[[x]] des se´ries formelles
comme ci-dessus, de´finit un e´le´ment de P.
Preuve du the´ore`me 13.1 Le lemme 13.3 montre que P est une
alge`bre. Pour ve´rifier que SG est une groupe de Lie d’alge`bre sg, il suf-
fit de remarquer que le logarithme matriciel
log(A) =
∞∑
n=1
(−1)n+1 (A− id)
n
n
induit une bijection de SG sur sg, dont l’inverse est l’exponentielle matricielle
exp(B) =
∞∑
n=0
Bn
n!
.
Ces proprie´te´s re´sultent de l’observation que le logarithme de A ∈ SG et
l’exponentielle de B ∈ sg ci-dessus se re´duisent a` des sommes finies apre`s
restriction aux sous-matrices finies donne´es par les n premie`res lignes et
colonnes.
L’assertion (ii) est e´vidente pour λ ∈ N car τλ efface alors les λ premie`res
lignes et colonnes d’un e´le´ment M ∈ P. Comme les polynoˆmes sont des
fonctions analytiques sur C, le cas ge´ne´ral s’ensuit. ✷
Remarque 13.5 En conside´rant des matrices indexe´es par Z, on peut de´finir
une alge`bre (de Lie) a` partir de suites biinfinies de la forme p = (. . . , 0, 0, pN , pN+1, . . .)
avec N ∈ Z et pi ∈ C[u], voir la remarque 4.2.
On peut meˆme affaiblir cette hypothe`se en imposant des conditions de
de´croissance en n −→ ±∞ pour les polynoˆmes pn.
On peut e´galement de´finir des sous-alge`bres (de Lie) dans P en imposant
des conditions supple´mentaires aux suites de polynoˆmes p = (p0, p1, . . .) ∈
C[u]N admissibles : on peut par exemple se restreindre aux suites n’ayant
qu’un nombre fini de termes non-nuls. Un autre type de restrictions, donne´
par des conditions sur la suite deg(p0), deg(p1), . . . sera conside´re´ plus tard.
Toutes les sous-alge`bres (de Lie) de P sont filtre´es sur N. En effet,
notons Pn ⊂ P les sous-espace vectoriel forme´ de toutes les matrices M(p)
avec p = (p0 = . . . = pn−1 = 0, pn, pn+1 . . .) ∈ C[u]N. On a alors PnPm ⊂
Pn+m. En particulier, Pn est un ide´al bilate`re de P.
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13.1 Sous-alge`bres de degre´ B dans P
Soit B ⊂ NN un ensemble de fonctions de N dans N. Nous dirons que B est
additivement ferme´ si pour tout α, β ∈ B il existe γ ∈ B satisfaisant
sup0≤h≤k(α(h) + β(k − h)) ≤ γ(k)
pour tout k ∈ N. On dira qu’une suite de polynoˆmes p = (p0(u), p1(u), . . .) ∈
C[u]N est de degre´ (au plus) B s’il existe une fonction α ∈ B telle que
deg(pk) ≤ α(k)
pour tout k ∈ N.
Soit B ⊂ NN un ensemble de fonctions N −→ N. Pour α ∈ B, notons
α la fonction de´finie par α(0) = 0 et α(n) = α(n) pour n ≥ 1. Notons B
l’ensemble des fonctions α pour α ∈ B. Il est e´vident que B est additivement
ferme´ si B l’est.
On munira les ensembles de fonctions N −→ N additivement ferme´s d’un
ordre partiel en posant B1 ≤ B2 si toute fonction α ∈ B1 admet une fonction
majorante β ∈ B2. En d’autres termes, pour tout α ∈ B1, il existe une
fonction β ∈ B2 telle que α(n) ≤ β(n) pour tout n ∈ N. Par de´finition du
degre´, toute suite p ∈ C[u]N de degre´ B1 est e´galement de degre´ B2 si B1,B2
sont deux ensembles de fonctions additivement ferme´s tels que B1 ≤ B2.
Exemples L’ensemble de fonctions B = {0} re´duit a` la fonction iden-
tiquement nulle est additivement ferme´.
L’ensemble B forme´ de toutes les fonctions constantes N −→ N est ad-
ditivement ferme´.
Pour tout entier a ≥ 0 et pour tout entier b ≥ 1, l’ensemble constitue´
par la seule fonction n 7−→ a nb est additivement ferme´.
Pour B1,B2, . . . des ensembles additivement ferme´s, l’ensemble des fonc-
tions α1 + α2 + . . . avec αi ∈ Bi est additivement ferme´s (dans le cas ou`
l’ensemble B1,B2, . . . est infini, on peut se contenter de sommes sur des
sous-ensembles finis).
Pour p = (p0, p1, . . .) ∈ C[u]N une suite de polynoˆmes, notons p′ =
(p′0, p
′
1, . . .) la suite des de´rive´es. Pour B ⊂ NN un ensemble additivement
ferme´, notons PB l’espace vectoriel contenant toutes les matrices M(p) as-
socie´es a` des suites de polynoˆmes p ∈ C[u]N de degre´ B. Conside´rons
e´galement l’espace vectoriel sgB ⊂ sg forme´ des matrices M(p) associe´es
aux suites p = (p0, p1, p2, . . .) avec p
′ = (p′0 = 0, p
′
1, p
′
2, . . .) de degre´ B.
Proposition 13.6 (i) Pour B un ensemble de fonction N −→ N addi-
tivement ferme´, l’ensemble des matrices PB ⊂ P est une sous-alge`bre et
sgB ⊂ sg est une sous-alge`bre de Lie.
(ii) Soit B ⊂ NN additivement ferme´. Supposons que toute fonction
α ∈ B admet un majorant β ∈ B avec {β} additivement ferme´. Alors
l’exponentielle matricielle induit une bijection entre l’alge`bre de Lie sg∩PB
et le groupe des matrices unipotentes SG ∩ PB.
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La preuve est une conse´quence facile du Lemme 13.3. Elle est laisse´e au
lecteur.
Remarque 13.7 La relation d’ordre sur les sous-ensembles additivement
ferme´s de NN induit des inclusions au niveau des alge`bres (de Lie).
Pour B ⊂ NN additivement ferme´, l’ensemble PB est e´galement une
alge`bre de Lie (pour le crochet usuel [X,Y ] = XY − Y X) et son alge`bre de
Lie de´rive´e [PB,PB] est une sous-alge`bre (parfois stricte) de sgB.
Exemples L’alge`bre M{0} associe´e a` l’ensemble des fonctions additive-
ment ferme´ re´duit a` la fonction identiquement nulle est l’ensemble

α0
α1 α0
α2 α1 α0
α3 α2 α1 α0
...
. . .

 , α0, α1, . . . ∈ C
des matrices de Toeplitz triangulaires infe´rieures. Une telle matrice est
comple`tement de´crite par la suite α0, α1, α2, . . . ∈ CN des coefficients de sa
premie`re colonne (α0, α1, . . .)
t et l’application T (α0, α1, . . .) 7−→
∑∞
n=0 αnx
n
qui associe a` une telle matrice de Toeplitz la se´rie ge´ne´ratrice
∑∞
n=0 αnx
n
de sa premie`re colonne est un isomorphisme d’alge`bre (pour la structure
d’alge`bre commutative donne´e par le produit des se´ries formelles sur l’espace
vectoriel C[[x]]).
L’alge`bre de Lie sg{0} associe´e a` B = {0} est l’espace vectoriel de
toutes les matrices triangulaires infe´rieures strictes associe´es a` des suites
de polynoˆmes affines. L’alge`bre de Lie sg{0} est donc l’alge`bre de Lie si du
groupe d’interpolation spe´cial SI e´tudie´ dans les chapitres pre´ce´dents.
Plus ge´ne´ralement, pour un entier λ ∈ N, l’ensemble {λ id} re´duit a` la
fonction line´aire n 7−→ λn est additivement ferme´. On peut donc conside´rer
l’alge`bre P{λ id}. Cette alge`bre contient l’ide´al S constitue´ de toutes les ma-
trices de la formeM(p) avec p = (p0 = 0, p1, p2, . . .) ∈ C[u] ou` deg(pj) < λj.
La preuve du lemme 13.3 montre que la structure d’alge`bre du quotient
M{λ id}/S ne de´pend pas de λ. L’alge`bre quotient M{λ id}/S s’identifie
donc a` l’alge`breM{0} (dans laquelle l’ide´al S se re´duit a` {0}) des matrices de
Toeplitz conside´re´e auparavant. Remarquons que l’exponentielle matricielle
induit une surjection entre M{λ id} et le groupe des e´le´ments inversibles
dans M{λ id} forme´ de toutes les matrices avec diagonale non-nulle dans
M{λid}. Cette surjection se restreint en une bijection entre matrices trian-
gulaires infe´rieures strictes dans M{λ id} et le sous-groupe M{λ id} ∩ SG
forme´s des matrices unipotentes inversibles dans M{λ id}. La bijection in-
verse est e´videmment donne´e par le logarithme matricielle (qui converge
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toujours coefficient par coefficient car G ∈ SG est une matrice triangulaire
infe´rieure unipotente).
Le groupe spe´cial d’interpolation SI = {exp(A) | A ∈ si}, est un
sous-groupe de l’alge`bre M{id} associe´e a` λ = 1. Ajoutons que l’alge`bre
M{2 id} (qui contient e´videmment M{id} comme sous-alge`bre) contient
e´galement des e´le´ments inte´ressants comme par exemple une matrice tri-
angulaire infe´rieure dont les coefficients sont donne´s par les nombres de
Stirling (de premie`re ou deuxie`me espe`ce).
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