This paper presents an intelligent voltage controller designed on the basis of an adaptive neuro-fuzzy inference system (ANFIS) for a flyback converter (FC) working in continuous conduction mode (CCM). The union of fuzzy logic (FL) and adaptive neural networks (ANN) makes ANFIS more robust against model parameters' uncertainties and perturbations in input voltage or load current. ANFIS inherits the advantages of structured knowledge representation from FL and learning capability from NN. Comparative analysis showed that the ANFIS controller offers not only the superior transient response characteristics, but also excellent steady-state characteristics compared to those of the FL controller (FLC) and proportional-integral-derivative (PID) controllers, thus validating its superiority over these traditional controllers. For this purpose, MATLAB/Simulink environment-based simulation results are presented for validation of the proposed converter compensated system under all operating conditions.
Introduction
DC-DC converters are employed in a variety of applications such as industrial controls, audio applications, power adapters and chargers, electric vehicles, electronic appliances, power supplies, renewable systems, aerospace equipment, and many other modern types of equipment that operate on DC [1] [2] [3] . Flyback converters (FCs) are a frequently used type of DC converter which may operate over a broad range of unregulated DC voltage. FCs serve as energy storage as well as converter isolation because of a choke in their topology. This results in reduced noise interference and provided load protection [4, 5] . FCs are able to achieve high efficiency, high stability, small size, lightweight, less cost, etc., and have more power capacity (usually in the range of 20 to 200 W [6] ) than other fundamental DC-DC converters. They are preferred for their outstanding features including output voltage waveform shape, power factor control optimization, and device miniaturization [7] [8] [9] [10] . FCs exhibit 2 of 22 non-minimum phase characteristics, i.e., the existence of a right half plane zero (RHPZ) in the voltage transfer function. This complicates the dynamics of FCs, as it results in increased gain and introduces additional phase lag, thus behaving as a pole. Thus, there is a need to design a feedback controller able to ensure the static and dynamic performance of the converter [11] .
There are several analog and digital methods, such as PID, fuzzy logic (FL), and sliding mode control (SMC), for regulating the output of DC-DC FCs [12] . The feedback controller in a DC-DC converter is mainly responsible for delivering regulated supply, ideally with no steady-state error, less overshoot, and fast dynamic response while maintaining the highest possible efficiency [13, 14] . Sliding mode control (SMC) based on the equivalent control method with a constant frequency has been applied to FCs in References [5, 14] . In Reference [15] , a peak current control technique for a flyback converter's power factor correction was proposed. Reference [16] introduced average current mode control (ACM) for an FC, which employed an outer voltage feedback loop responsible for maintaining constant output voltage, and an inner loop engaged in sensing the input current. Quasi-resonant (QR) controllers for FCs have been presented in References [8, 17, 18] . PI controllers [19] and PID controllers [20, 21] for FCs have also been reported in the literature. For example, in Reference [22] , an FC with a photovoltaic (PV) panel was controlled by a PI compensator. The problem with these controllers is that they may not be robust against disturbance and uncertainty. Dynamic modeling and quantitative controller design of a current-mode controlled FC with optocoupler isolation were presented in Reference [23] . In Reference [24] , the FC operated with a natural switching surface (NSS) control. Derivation and implementation of NSS with the operation of FCs in boundary conduction mode (BCM) were presented. A detailed review of the controllers to date, including pulse frequency modulation (PFM) control, adaptive peak current value control, current estimation control, and duty cycle control for FCs is presented in Reference [25] .
Owing to features such as easier implementation and robustness characteristics, fuzzy logic controllers (FLCs) have also been employed to control FCs. FLCs are based on natural language and employ fuzzy "if-then" rules and fuzzy reasoning. They are tolerant of imprecise data, require fewer tuning parameters, and are flexible in such a way that they add more functionality without re-starting from the start [26, 27] . Such an FLC can be employed to implement a central action for dealing with the variable structure nature of an FC. In Reference [28] , an FLC-based FC is presented where the FLC responds rapidly to changes in load current or input voltage to ensure better load regulation. The controller also offers robustness with a good dynamic response. In Reference [29] , a comparison was made between fuzzy and PI-based voltage controllers for an integrated buck flyback converter. Similarly, in Reference [30] , the performance of the FC compensated system was analyzed via a PID controller and FLC. In these references, FLCs have outshone PIDs in terms of performance. Although an FL can make decisions based on the knowledge supplied to it, due to the lack of a training mechanism, it cannot make its knowledge adaptive.
More intelligence can be introduced to fuzzy rules by retuning them with artificial neural networks (ANN). ANFIS is the fusion of ANN and FL and utilizes the salient features of neural and fuzzy networks, respectively. The main advantage of ANFIS is that it converges quickly since it minimizes the search space dimensions of the backpropagation method used in NN [31] [32] [33] . An ANFIS-based maximum power point tracking (MPPT) system for a PV module with a DC-DC converter is presented in References [34] [35] [36] [37] . In Reference [38] , the authors proposed an ANFIS-based MPPT system comprising a PV module connected to a load through a DC-DCĆuk converter to track the maximum power point (MPP). The MATLAB/Simulink environment was used to simulate the proposed model. Very limited research can be found in the literature regarding the control of switching converters using ANFIS. This paper thus proposes an ANFIS-based controller to regulate and improve the output voltage of FC. Line and load regulation and response to reference voltage changes are presented and the static and dynamic performance of the proposed controller is analyzed. Furthermore, its performance was also compared with FLC and PID controllers to validate its superiority.
The paper is organized as follows. Section 2 describes the modeling of an FC in continuous conduction mode (CCM). The design parameter selection of the FC used throughout the paper for the design of the controllers is described in Section 3. Section 4 presents the detailed controller design procedure for the FLC, ANFIS-based controller, and PID controller. Section 5 shows the results obtained after performing the simulations of FC with feedback controllers. Finally, the results are concluded in Section 6.
Modeling of Flyback Converter
The block diagram of the complete system, along with the circuit diagram of the FC, is presented in Figure 1 . FC behaves like a plant to be controlled. To develop a controller for it, its dynamics must be known.
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The block diagram of the complete system, along with the circuit diagram of the FC, is presented in Figure 1 . FC behaves like a plant to be controlled. To develop a controller for it, its dynamics must be known. Figure 1 shows the FC circuit consisting of a DC voltage source "E", a power MOSFET "S", transformer "T" for isolation purposes, diode "D", capacitor "C", and load and magnetizing inductance of transformer "LM". The DC voltage source can be the output of an uncontrolled rectifier (after filtering) that converts AC to DC. The switching MOSFET S is fed with a PWM at high frequency. The purpose of the transformer is also to provide better matching between input and output voltage and current requirements. The diode D rectifies the secondary voltage of the transformer T. The capacitor C is for filtration purposes.
For determining FC dynamics in CCM, a state-space averaging technique was employed [5, 24, 28] . Inductor current LM I and voltage across the capacitor C V were considered as independent state variables of the state vector X . Thus,
The independent input vector u is expressed in Equation (2) with input voltage E and voltage across the diode D V as constraints. Figure 1 shows the FC circuit consisting of a DC voltage source "E", a power MOSFET "S", transformer "T" for isolation purposes, diode "D", capacitor "C", and load and magnetizing inductance of transformer "L M ". The DC voltage source can be the output of an uncontrolled rectifier (after filtering) that converts AC to DC. The switching MOSFET S is fed with a PWM at high frequency. The purpose of the transformer is also to provide better matching between input and output voltage and current requirements. The diode D rectifies the secondary voltage of the transformer T. The capacitor C is for filtration purposes.
For determining FC dynamics in CCM, a state-space averaging technique was employed [5, 24, 28] . Inductor current I LM and voltage across the capacitor V C were considered as independent state variables of the state vector X. Thus,
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The independent input vector u is expressed in Equation (2) with input voltage E and voltage across the diode V D as constraints.
The output vector consists of input current I S and output voltage V O , since in the modeling procedure, input and output are to be modeled, which are dependent quantities.
CCM operation occurs in two modes: Mode 1: When the switching MOSFET S is in ON state, current flows through the primary side of the transformer with magnitude I S , and the diode is reversed biased at the secondary side. Therefore, no current flows in the secondary of the transformer. The capacitor's stored energy supplies the output voltage. The state conditions for Mode 1 are:
where L M is the magnetizing inductance of transformer, dI LM dt is the rate of change of current in the primary of the transformer, E is the supply voltage, I S is the supply current, R S is the resistance of the switch S, C is the capacitance, dV C dt is the rate of change of capacitor voltage, V C is the capacitor voltage, R is the load resistance, R C is the internal resistance of capacitor, and V O is the output voltage. Thus, the state-space representation for Mode 1 is as follows:
where x is a state vector, .
x is the state vector derivative with regard to time, A is the system matrix, B is the input matrix, u is the input or control vector, y is the output vector, C is the output matrix, and D is the disturbance matrix.
Mode 2: When the switching MOSFET S is in OFF state, current flows through the secondary of the transformer and the diode is forward biased. The energy stored in the magnetizing inductance L M is transferred to the load and output capacitor.
The state conditions for Mode 2 are:
where n is the turn ratio of the transformer. Thus, the state-space representation for Mode 2 is as follows:
Now, the state-space averaged model for CCM can be written as [5] :
Leading towards the derivation of the transfer function, the small-signal model was employed to approximate the behavior of the FC model. In the state-space model (SSM), state variables and control input are comprised of DC and AC quantities. Capital subscripts represent DC steady-state values, and small subscripts represent AC perturbations.
Inserting the above quantities into the state-space averaged model (SSAM) and hence taking Laplace transforms results in the voltage transfer function expressed in Equation (21) .
The negative sign in the numerator with the term 's' indicates that it is a non-minimum phase system, i.e., it has a right half plane zero (RHPZ).
Design of FC with Specifications
Let us consider the efficiency of FC to be 90%.
For a 90% efficiency, η = 0.9. η = P out P in and P in = P out 0.9 = 1.11P out
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Substituting Equation (25) into Equation (24) gives Equation (26) .
where η is the practical efficiency of the design, I LM max and I LM min are the maximum and minimum magnitudes of current I LM , respectively, and T S is the reciprocal of f S . For calculating the inductance and capacitance, the following formulae can be used:
The typical parameter values used throughout the paper are tabulated in Table 1 . With the above-mentioned design specifications, the FC with unity feedback showed output voltage across the resistive load with a peak value of 30.76 V and a steady-state voltage of 22.19 V, as shown in Figure 2 . An intelligent controller needed to be introduced into the loop. 
Controller Design
After describing the flyback converter modeling, a detailed design procedure of feedback controllers, i.e., FLC, ANFIS-based controller, and PID controller, is presented in this section. 
After describing the flyback converter modeling, a detailed design procedure of feedback controllers, i.e., FLC, ANFIS-based controller, and PID controller, is presented in this section.
FLC
Fuzzy logic (FL) is an extension of multivalued logic. It is related to the theory of fuzzy sets, which refers to classes of objects with blunt boundaries in which membership is a matter of degree. It emulates, unlike crisp data, the ability to reason and uses approximate data for finding solutions. FLCs are knowledge-based controllers that consist of linguistic if-then rules, which can be constructed by using the knowledge of experts in a particular field of interest. FLCs have shown their ability in many applications, especially in complex nonlinear systems, for which analytical modeling is difficult [39, 40] . Figure 3 illustrates the block diagram of a traditional FLC system, which consists of four components: fuzzification interface (FI), rule-base (RB), inference mechanism (IM), and defuzzification interface (DI). The FI classifies the inputs into suitable linguistic values/sets. The RB is comprised of fuzzy sets (database) and fuzzy control rules. The IM is the kernel of the FLC, which is capable of simulating human decision making based on fuzzy concepts and inferring fuzzy control actions using fuzzy relations and rules of inference. The DI makes conclusions from the IM and gives an output, i.e., input for the plant [41, 42] . 
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ANFIS-Based Controller
The adaptive neuro-fuzzy inference system (ANFIS) is the combination of fuzzy logic (FL) and neural networks (NN) developed by Jang in 1993 [43, 44] . From FL and NN, it inherits their advantages, structured knowledge representation, and learning capabilities, respectively. In FL, membership functions and their distribution and fuzzy rules are obtained based on expert knowledge. In ANFIS, MFs and rules obtained from the FLC are further tuned using neural networks to generate optimized MFs, and thus rules [36, 44, 45] .
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ANFIS-Based Controller
ANFIS uses NN to adjust the parameters of MFs while tuning fuzzy rules. The ANN part of the ANFIS contributes to the reduction of error, thus optimizing the parameters. On the other hand, the FI part of the ANFIS deals with uncertainty efficiently. The purpose of ANFIS is to apply a hybrid learning algorithm, adopting input-output data sets and then accomplishment with a desired inputoutput mapping, to identify the optimal MFs and other parameters of the equivalent FIS [44] [45] [46] . ANFIS possesses a layered architecture similar to NN. Nodes in the layers can be adaptive or fixed. Adaptive and fixed nodes are illustrated by squares and circles in the architecture diagram, respectively. The general architecture of ANFIS (with five layers, as we considered in our work) is illustrated in Figure 7 [43, 44, 47, 48] . ANFIS uses NN to adjust the parameters of MFs while tuning fuzzy rules. The ANN part of the ANFIS contributes to the reduction of error, thus optimizing the parameters. On the other hand, the FI part of the ANFIS deals with uncertainty efficiently. The purpose of ANFIS is to apply a hybrid learning algorithm, adopting input-output data sets and then accomplishment with a desired input-output mapping, to identify the optimal MFs and other parameters of the equivalent FIS [44] [45] [46] . ANFIS possesses a layered architecture similar to NN. Nodes in the layers can be adaptive or fixed. Adaptive and fixed nodes are illustrated by squares and circles in the architecture diagram, respectively. The general architecture of ANFIS (with five layers, as we considered in our work) is illustrated in Figure 7 [43, 44, 47, 48] . The first order Sugeno type with two inputs "x", i.e., e and "y", i.e., Δe, and the rules for a Sugeno based ANFIS are expressed by Equations (29) and (30) . The construction of two rules is presented here for the sake of saving space.
If X is 1 A and Y is 1 B , then The first order Sugeno type with two inputs "x", i.e., e and "y", i.e., ∆e, and the rules for a Sugeno based ANFIS are expressed by Equations (29) and (30) . The construction of two rules is presented here for the sake of saving space.
If X is A 1 and Y is B 1 , then
Layer 1
Layer 1 has adaptive nodes (squares). Input MF values are calculated in this layer. The output of nodes in this layer is a membership grade of inputs.
Output O 1,i for node i = 1, 2, · · · , 5
Output O 2,i for node i = 1, 2, · · · , 5
where x and y are the inputs to the node i; A i and B i are linguistic labels such as negative, zero, and positive; and µ A i (x) µ B i (y) are the MFs. The number of nodes is the same as the fuzzy sets into which each input is quantified. A i and B i are determined and adjusted adaptively during the training process by ANFIS.
Layer 2
In Layer 2 (circle), nodes are fixed. T-norm operators such as "min", "product", "fuzzy AND", and so on are employed. In this layer, the firing strength w i of each rule is computed and is given by Equation (33) .
Layer 3
In Layer 3 (circle), nodes are fixed. Rules are normalized. The output from this layer that becomes the input of Layer 4 is said to be normalized firing strength w i which is calculated by Equation (34) .
Layer 4
Layer 4 consists of adaptive nodes (squares). Consequent parameters or the output is determined, and the function of each node becomes the product of Layer 3's output and Sugeno fuzzy if-then rules f i , i.e., a simple linear equation. The output from each rule is calculated using Equation (35) .
where the quantities p i , q i , and r i are the consequent parameters that are adjusted during the training procedure using a least-squares error algorithm (LSA).
Layer 5
Layer 5 is the last layer for the output and is comprised of a single node (fixed (circle)). All the outputs from Layer 4 from each rule are added up here, and a single output, i.e., the duty cycle is generated and is calculated by Equation (36) .
In this paper, a hybrid algorithm (HA) was used for the training purpose. The HA was the hybrid combination of the back-propagation algorithm (BPA) and least-squares error algorithm (LSA). It determined the antecedent (input) and consequent (output) parameters. First, the consequent (output) parameters were revised using the LSA and, antecedent (input) parameters were then updated using BPA. Furthermore, the gradient descent algorithm (GDA) back-propagated the errors that still existed [45] .
The squared error AX − B 2 was actually minimized by LSA, where A represents the outputs produced according to Equation (34), B represents a target output, and X is the unknown consequent value. X can be obtained using the pseudo-inverse of X, expressed in Equation (37).
where A T represents the transposition of A and (A T A)
non-singular. However, as ANFIS is based on data training, in certain iterations, the A T A produced a singular matrix. To overcome this problem, the recursive LSA was implemented as presented in Equation (38) .
where X 0 = 0, S 0 = γI (where γ represents a positive large number and I is the identity matrix), a T i is the ith line of matrix A, and b T i is the ith element of matrix B and X * = X P (where P represents the training data points number).
After the identification of consequent parameters, the network output was computed and the expression in Equation (39) was then employed to measure the error for the Pth entry of the training data.
where T P and O P represent the desired and the ANFIS output, respectively. Finally, the root mean square error (RMSE) of the training data was calculated using Equation (40) .
The RMSE in Equation (40) can be expressed generally as
This RMSE is actually minimized during the training of data in ANFIS.
The flowchart in Figure 8 shows the ANFIS implementation. First of all, the training data were loaded for the generation of FIS. Initial antecedent (input) parameters and MFs were set. Next, the FIS model optimization method (BPA or HA) was chosen. After this, training and testing (optional) parameters were defined. The number of training epochs was set to a specific value, e.g., 50 or 100.
The training data were input to the ANFIS system. The training of the data was done N times, and when finished, the results were obtained. The testing data were loaded (optional), and testing was done. Eventually, the FIS structure and output surface could be viewed along with the modified rules and MFs adjusted by ANFIS. The data from FLC were extracted using the MATLAB environment and are presented in Appendix A. Two hundred data points were extracted from the FLC, which included all possible combinations of Neg. Big, Neg. Small, Zero, Pos. Small, and Pos. Big values of error and derivative of the error. The data from Appendix A were then loaded into the neuro-fuzzy designer, as shown in Figure 9 . The FIS from the loaded data was generated using the grid partition clustering type. In grid partition, each input variable has an evenly distributed and fixed number of input membership functions and one rule for each MF combination. The consequent (output) of each rule corresponds to one output MF against each fuzzy rule.
The hybrid optimization method integrating backpropagation and least-squares estimation for The data from FLC were extracted using the MATLAB environment and are presented in Appendix A. Two hundred data points were extracted from the FLC, which included all possible combinations of Neg. Big, Neg. Small, Zero, Pos. Small, and Pos. Big values of error and derivative of the error. The data from Appendix A were then loaded into the neuro-fuzzy designer, as shown in Figure 9 . The data from FLC were extracted using the MATLAB environment and are presented in Appendix A. Two hundred data points were extracted from the FLC, which included all possible combinations of Neg. Big, Neg. Small, Zero, Pos. Small, and Pos. Big values of error and derivative of the error. The data from Appendix A were then loaded into the neuro-fuzzy designer, as shown in Figure 9 . The FIS from the loaded data was generated using the grid partition clustering type. In grid partition, each input variable has an evenly distributed and fixed number of input membership functions and one rule for each MF combination. The consequent (output) of each rule corresponds to one output MF against each fuzzy rule.
The hybrid optimization method integrating backpropagation and least-squares estimation for The FIS from the loaded data was generated using the grid partition clustering type. In grid partition, each input variable has an evenly distributed and fixed number of input membership functions and one rule for each MF combination. The consequent (output) of each rule corresponds to one output MF against each fuzzy rule.
The hybrid optimization method integrating backpropagation and least-squares estimation for the parameters associated with the inputs and the output membership functions, respectively, was employed for training of the data with 50 epochs and targeting zero error tolerance. After the training of data, a new FIS was generated by the ANFIS, and this FIS could then be compared with the training data from the old FIS from FLC. This comparison between the training data and the FIS output is presented in Figure 9 , where the training data points are marked by circles, and the data points of new FIS output are marked by a star symbol. On the graph in Figure 10 , the data points of circles and stars are almost in the same place, but very small adjustments were made by the ANFIS. This cannot be seen in the graph very clearly, but it was evident in the MFs of the new FIS, where the membership functions and rules were slightly adjusted during training by ANFIS.
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PID Controller
The transfer function (duty-cycle-to-output) of the flyback converter is well known. The heuristic Ziegler-Nichols closed-loop tuning method was employed to tune the parameters of the PID controller for the flyback converter. MATLAB's sisotool was used to further tune the parameters. As a result, the PID compensator can be expressed by [49] 
Results and Discussion
To analyze the performance of the ANFIS controller and to compare its performance with other controllers such as FLC and PID, simulations were performed using the MATLAB/Simulink environment. The results are presented and discussed in this section.
Nominal Performance
FC with unity feedback, FLC, ANFIS, and PID controllers were simulated for a fixed load. The output voltage offered by these controllers is shown in Figure 13 . The PID parameters used were summarized in Table 3 . 
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Results and Discussion
Nominal Performance
FC with unity feedback, FLC, ANFIS, and PID controllers were simulated for a fixed load. The output voltage offered by these controllers is shown in Figure 13 . The PID parameters used were summarized in Table 3 . The response parameters extracted from Figure 13 are tabulated in Table 4 . From Table 4 , it can be deduced that the ANFIS-based feedback controller had the least rise time, settling time, percentage overshoot, peak voltage, peak time, and steady-state error at 0.8827 ms, 6.3 ms, 0.5603%, 24.1345 V, 1.8 ms, and 1.04%, respectively, as compared to FLC and PID. Only the percentage undershoot was less, 0.0149%, in the case of FLC. The ANFIS controller completely outshone the other controllers. 
Load Regulation
Load regulation was performed by changing the value of the load resistance and checking the capability of the controller to maintain a constant output voltage. For the load resistance change of 10 Ω to 14 Ω and from 10 Ω to 6 Ω, load current variations are shown in Figure 14 . Reduced peak to peak voltage spike with reduced recovery time was observed at the time of load transience. The ANFIS controller offered excellent load regulation.
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Load regulation was performed by changing the value of the load resistance and checking the capability of the controller to maintain a constant output voltage. For the load resistance change of 10 Ω to 14 Ω and from 10 Ω to 6 Ω, load current variations are shown in Figure 14 . Reduced peak to peak voltage spike with reduced recovery time was observed at the time of load transience. The ANFIS controller offered excellent load regulation. 
Line Regulation
Line regulation was performed by changing the value of the supply voltage and checking the capability of the controller to maintain a constant output voltage. The supply voltage was changed from 12 V to 15 V and 12 V to 9 V. The output voltage across the load resistance is presented in Figure 15 . The controller was able to compensate for the changes in the supply voltage, thus offering superior line regulation.
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Conclusions
To keep the output voltage of an FC system regulated as necessary for modern electronic devices irrespective of the changes in input voltage or load current, an ANFIS-based controller was proposed in this research. A FIS structure containing 25 fuzzy rules (in our case) relating the inputs and the output originally generated by the fuzzy logic system was tuned by ANFIS. It was observed that the FIS tuned by ANFIS exhibited better output voltage response under static and transient loads.
Better set-point tracking was also achieved. ANFIS may utilize past results or experiences to make immediate decisions about the response. Training of fuzzy rules by ANFIS made the ANFIS-based controller more adaptive. Simulation results depicted that both the static and dynamic performance of the ANFIS-based controller was better in all aspects compared to the FLC and PID controllers. Hardware implementation of the proposed compensated system can be carried out in future. 
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