Dedicated to Professor Alexander V. Arhangel'skiȋ on the occasion of his 80th anniversary Abstract. Let S be a topological property of sequences (such as, for example, "to contain a convergent subsequence" or "to have an accumulation point"). We introduce the following openpoint game OP(X, S) on a topological space X. In the nth move, Player O chooses a non-empty open set Un ⊆ X, and Player P responds by selecting a point xn ∈ Un. Player P wins the game if the sequence {xn : n ∈ N} satisfies property S in X; otherwise, Player O wins. The (non-)existence of regular or stationary winning strategies in OP(X, S) for both players defines new compactness properties of the underlying space X. We thoroughly investigate these properties and construct examples distinguishing half of them, for an arbitrary property S sandwiched between sequential compactness and countable compactness.
1. Introduction Definition 1.1. A topological space X is called:
(i) sequentially compact if every sequence in X has a convergent subsequence; (ii) countably compact if every sequence in X has an accumulation point in X; (iii) pseudocompact if every real-valued continuous function defined on X is bounded; (iv) selectively sequentially pseudocompact if for every sequence {U n : n ∈ N} of non-empty open subsets of X, we can choose a point x n ∈ U n for every n ∈ N in such a way that the sequence {x n : n ∈ N} has a convergent subsequence; (v) selectively pseudocompact if and only if for every sequence {U n : n ∈ N} of non-empty open subsets of X, we can choose a point x n ∈ U n for every n ∈ N in such a way that the sequence {x n : n ∈ N} has an accumulation point in X.
The properties (i)-(iii) are well known [6] , while selective properties (iv) and (v) were introduced recently in [3] . It was proved in [3, Theorem 2.1] that the property from item (v) is equivalent to the notion of strong pseudocompactness introduced earlier in [7] .
The following diagram summarizes relations between the properties from the above definition. None of the arrows in this diagram are reversible; see [3] . Selective sequential pseudocompactness is the only property in Diagram 1 which is fully productive; that is, any Tychonoff product of selectively sequentially pseudocompact spaces is selectively sequentially pseudocompact [3] . This productivity is a major advantage of selective sequential pseudocompactness when compared to other compactness-like properties.
In this paper, we define two open-point topological games closely related to the class of selectively (sequentially) pseudocompact spaces. Let X be a topological space. At round n, Player O chooses a non-empty open subset U n of X, and Player P responds by selecting a point x n ∈ U n . In the selectively sequentially pseudocompact game Ssp(X) on X, Player P wins if the sequence {x n : n ∈ N} has a convergent subsequence; otherwise Player O wins. In the selectively pseudocompact game Sp(X) on X, Player P wins if the sequence {x n : n ∈ N} has an accumulation point in X; otherwise Player O wins. The (non-)existence of winning strategies for each player in the game Ssp(X) (in the game Sp(X)) defines a compactness-like property of X sandwiched between sequential compactness (countable compactness) and selective sequential pseudocompactness (selective pseudocompactness) of X. In this way we develop a fine structure of the area represented by arrows 1 and 2 of Diagram 1. Furthermore, we construct examples showing that the newly introduced notions are mostly distinct. The most sophisticated example is locally compact, first-countable, zero-dimensional space X such that Player P has a winning strategy in Ssp(X) but does not have a stationary winning strategy even in Sp(X). (A strategy for Player P is called stationary if it depends only on the last move U n of the opponent, and not on the whole sequence (U 1 , U 2 , . . . , U n ).) This example makes essential use of a van Douwen maximally almost disjoint family of subsets of N due to Raghavan [11, Theorem 2.14].
The paper is organized as follows. In Section 2, we introduce the general notion of a topological property of sequences S and give five examples of such properties in Example 2.4. Each topological property S of sequences gives rise to four natural properties of topological spaces; see Definition 2.3 and Diagram 2. In Section 3 we show that arrows (a) and (b) in this diagram are not reversible (Example 3.3). In order to show that arrow (c) is not reversible either, in Section 4 we introduce a general open-point game OP(X, S) on X similar to Ssp(X) and Sp(X) in which Player P is declared a winner when the sequence {x n : n ∈ N} selected by P satisfies property S in X. The arrow (c) from Diagram 2 decomposes into four different arrows (c 1 )-(c 4 ) of Diagram 3. In Section 5 we introduce games Ssp(X) and Sp(X) as particular cases of the general game OP(X, S).
Theorem 6.1 states that a winning strategy for Player O in OP(X, S) generates a stationary winning strategy for Player O in the game OP(Z, S) played on a product Z of a space X and the one-point compactification Y of a discrete space of cardinality |X|.
In Section 7, we construct a maximal almost disjoint family F consisting of injections from an infinite subset of N to a fixed infinite set D built in Theorem 7.1. When D = N, the family F is nothing but an "injective version" of a van Douwen MAD family of D. Raghavan [11, Theorem 2.14]. The family F is used in the construction a locally compact first countable zero-dimensional space X such that Player P has a winning strategy in Ssp(X) but does not have a stationary winning strategy even in Sp(X); see Theorem 8.1. This example is consequently employed in Corollary 8. 2 showing that arrow (c 1 ) of Diagram 3 is not reversible. In Section 9, we give an example showing that arrow (c 4 ) of Diagram 3 is not reversible (Corollary 9.2). The reversibility of arrows (c 2 ) and (c 3 ) of Diagram 3 remains unclear; see Question 10.1. The reversibility of arrow (c 2 ) is equivalent to determinacy of the game OP(X, S).
Topological properties of sequences
For a set X, we identify X N with the set of all sequences {x n : n ∈ N} in X. Definition 2.1. A topological property of sequences is a class S = {S X : X is a topological space}, where S X ⊆ X N for every topological space X, such that (1) S Y ⊆ S X whenever Y is a subspace of X.
When s ∈ S X , we shall say that the sequence s ∈ X N satisfies property S in X.
Remark 2.2. Condition (1) means that, for every topological property of sequences S, if a sequence of points in a subspace Y of a topological space X satisfies S in Y , then it also satisfies S in X.
Definition 2.3. Let S be a topological property of sequences. We shall say that: (i) a topological space X satisfies S if S X = X N ; that is, if every sequence in X satisfies S.
(ii) a subspace Y of a topological space X relatively satisfies S in X if Y N ⊆ S X ; that is, if every sequence in Y satisfies S in X. (iii) a topological space X is selectively S if for every sequence {U n : n ∈ N} of non-empty open subsets of X, one can select a point x n ∈ U n for n ∈ N in such a way that the resulting sequence {x n : n ∈ N} satisfies S in X.
Diagram 2 below holds for every topological property of sequences S. The implication (a) is obvious, the implication (b) follows from Remark 2.2, and the implication (c) is straightforward.
X satisfies S (a) X has a dense subspace satisfying S (b) X has a dense subspace that relatively satisfies S in X (c) X is selectively S Diagram 2.
Let us mention five examples of topological properties of sequences S. Example 2.4. For each topological space X, define S X to be the set of all sequences s ∈ X N such that: (i) s has a subsequence {s(n j ) : j ∈ N} converging to some point x ∈ X; (ii) s has a subsequence {s(n j ) : j ∈ N} whose closure in X is compact; (iii) for every free ultrafilter p on N, there exists a subsequence {s(n j ) : j ∈ N} of s which p-converges to some point x ∈ X; that is, {j ∈ N : s(n j ) ∈ V } ∈ p for every open neighborhood V of x in X; (iv) s has a subsequence {s(n j ) : j ∈ N} which p-converges to some point x ∈ X, for a fixed ultrafilter p on N; (v) s has an accumulation point in X.
Remark 2.5.
(i) For the property S defined in item (i) of Remark 2.4, a topological space X (relatively) satisfies S if and only if X is (relatively) sequentially compact, and the class of selectively S spaces coincides with the class of selectively sequentially pseudocompact spaces.
(ii) Let S be the property defined in item (ii) of Remark 2.4. The topological spaces that satisfies S are called totally countably compact in [10] . The topological spaces that are selectively S are called totally pseudocompact in [10, Definition 6] .
(iii) For the property S defined in item (v) of Remark 2.4, a topological space X (relatively) satisfies S if and only if X is (relatively) countably compact, and the class of selectively S spaces coincides with the class of selectively pseudocompact spaces.
Definition 2.6. Given two topological properties of sequences R and S, we say that R is stronger than S (and S is weaker than R) provided that R X ⊆ S X for every topological space X; that is, if every sequence in a topological space X that satisfies R in X also satisfies S in X.
Remark 2.7. The properties in items (i)-(v) of Example 2.4 are listed in the order of decreasing strength. Implication (ii)→(iii) is due to Bernstein [2] , who proved that each sequence in a compact space X has a p-limit point for every free ultrafilter p on N.
Remark 2.8. Let S be a topological property of sequences which is stronger than item (v) of Example 2.4.
(i) If X satisfies S, then X is countably compact.
(ii) If X is selectively S, then X is pseudocompact.
On reversibility of arrows in Diagram 2
Let us recall two examples from the literature.
Example 3.1. Let α be an ordinal and [0, α) be the space of all ordinals less than α with the order topology. The space
} (is first countable and) has a dense sequentially compact subspace but is not countably compact. Indeed, the sequence {(n, ω 1 ) : n ∈ N} does not have an accumulation point in T , so T is not countably compact. We shall now present examples demonstrating that implications (a) and (b) of Diagram 2 are not reversible, for any topological property S of sequences whose strength lies in between items (i) and (v) of Example 2.4. Example 3.3. Let S be a topological property of sequences which is weaker than item (i) but stronger than item (v) of Example 2.4.
(i) The space T from Example 3.1 has a dense sequentially compact subspace Y . Since S is weaker than sequential compactness, Y satisfies S. Since S is stronger than countable compactness and T is not countably compact, it follows that T does not satisfy S. This shows that arrow (a) in Diagram 2 is not reversible. (ii) The space X from Example 3.2 has a dense subspace Y which is relatively sequentially compact in X. Since S is weaker than sequential compactness, Y relatively satisfies S in X. Since S is stronger than countable compactness and X does not have a dense countably compact subspace, it follows that no dense subspace of X satisfies S. This shows that arrow (b) in Diagram 2 is not reversible.
Our goal is to show that arrow (c) of Diagram 2 is not reversible either. In fact, we do even more. In the next section, we introduce a topological game OP(X, S) on a space X such that:
• Player P has a stationary winning strategy in this game on X if and only if X contains a dense subspace Y which relatively satisfies S in X, and • If Player O does not have a stationary winning strategy in this game on X, then X is selectively S. 
Open-point game OP(X, S)
Let S be a a fixed topological property of sequences. For a topological space X, we define the open-point topological game OP(X, S) on X between Player O and Player P as follows. An infinite sequence w = (U 1 , x 1 , U 2 , x 2 , . . .) such that U n is a non-empty open set and x n ∈ U n for every n ∈ N is called a play in OP(X, S). Given a play w = (U 1 , x 1 , U 2 , x 2 , . . .) in OP(X, S), we will say that Player P wins w if {x n : n ∈ N} satisfies S in X, otherwise, Player O wins w. (ii) For a topological space X, we use O(X) to denote the family of all non-empty open subsets of X.
(ii) Two strategies o and p for Players O and P, respectively, produce the play w o,p in OP(X, S) as follows. Player O starts with
and Player P responds with
At the nth move, for n ≥ 2, Player O selects
When all rounds are done, we define
(iii) A strategy o for Player O is a winning strategy in OP(X, S) if Player O wins w o,p for every strategy p for Player P in OP(X, S). A strategy p for Player P is a winning strategy in OP(X, S) if Player P wins w o,p for every strategy o for Player O in OP(X, S).
(iv) A strategy o for Player O is stationary if
(v) A strategy p for Player P is stationary if
(vi) The game OP(X, S) is determined if either O or P has a winning strategy in OP(X, S).
If p is a stationary winning strategy for P in OP(X, S), then the sequence {p(U n ) :
Let w o,p be the play produced by strategies o and p. Since p is a winning strategy for P in OP(X, S), Player P wins w o,p , which means that the sequence {x n : n ∈ N} satisfies property S in X. Since p is a stationary strategy, it follows from (6) and (9) and that x n = p(U 1 , . . . , U n ) = p(U n ).
Theorem 4.4. For every space X, Player P has a stationary winning strategy in OP(X, S) if and only if X has a dense subspace D relatively satisfying S in X.
Proof. Suppose that p is a stationary winning strategy for P in OP(X, S). Since p(U ) ∈ U for every U ∈ O(X) by (2) and (9), the set D = {p(U ) : U ∈ O(X)} is dense in X. It remains only to check that D relatively satisfies S in X. Let {x n : n ∈ N} be a sequence of points of D. For every n ∈ N, choose U n ∈ O(X) such that x n = p(U n ). Now Lemma 4.3 implies that the sequence {x n : n ∈ N} satisfies S in X. Therefore, D relatively satisfies S in X.
Next, suppose that D is a dense subspace of X relatively satisfying S in X. For every U ∈ O(X), the intersection U ∩ D is non-empty, so we can choose a point
It follows from (9) and (10) that p is stationary.
To show that p is a winning strategy for P, let o be an arbitrary strategy for O in OP(X, S). Let w o,p be the play produced by following strategies o and p. It follows from (6) and (10) 
By hypothesis, the sequence {x n : n ∈ N} satisfies S in X. Hence, P wins the play w o,p . Since o was an arbitrary strategy for O, this means that p is a winning strategy in OP(X, S) for P.
Proposition 4.5. Let S be a topological property of sequences such that:
(i) for every space X and each strictly increasing function ϕ : N → N, the inclusion s • ϕ ∈ S X implies s ∈ S X ; and (ii) for every space X, every constant sequence belongs to S X . If X is not a selectively S space, then O has a stationary winning strategy in OP(X, S).
Proof. Suppose that X is not selectively S. By Definition 2.3(iii), there is a family {U n : n ∈ N} of non-empty open subsets of X such that if x n ∈ U n for every n ∈ N, then the sequence {x n : n ∈ N} does not satisfy S in X.
Suppose that there is a point x ∈ X such that M = {n ∈ N : x ∈ U n } is infinite. For every n ∈ N \ M , choose an arbitrary point
Let ϕ : N → M be an order preserving bijection. Since s • ϕ is the constant sequence, s • ϕ ∈ S X by (ii). By (i), s satisfies S in X. On the other hand, since s(n) ∈ U n for every n ∈ N, the sequence s does not satisfies S in X. This contradiction shows that the set M x = {n ∈ N : x ∈ U n } is finite for every x ∈ X, so we can let m(
It is clear from (8) and (12) that o is stationary.
To prove that o is a winning strategy for O in OP(X, S), assume that p is an arbitrary a strategy for P in OP(X, S). Let w o,p be the play produced by following strategies o and p. Since x 1 ∈ U 1 and x n ∈ U m(x n−1 ) for every n ≥ 2 by (2) and (6), the function ϕ : N → N given by ϕ(1) = 1 and ϕ(n) = m(x n−1 ) for every n ≥ 2, is strictly increasing. For every n ∈ N \ ϕ(N) choose an arbitrary point y n ∈ U n . (This can be done as U n is non-empty.) Define s ∈ X N by (13)
Since s(n) ∈ U n for every n ∈ N, s ∈ S X . By hypothesis, s • ϕ ∈ S X . Therefore, the sequence {x n : n ∈ N} = s • ϕ does not satisfy S in X, so O wins the play w o,p . Since p was an arbitrary strategy for P in OP(X, S), o is a winning strategy for O in OP(X, S).
Diagram 3 describes a fine structure of the area represented by arrow (c) in Diagram 2 by collecting the implications that hold for every topological property of sequences S. Arrow (c 4 ) holds for those properties S that satisfy the hypothesis of Proposition 4.5. (Note that all five properties from Example 2.4 satisfy this hypothesis.)
The following proposition easily follows from Definitions 2.6 and 4.2(iii).
Proposition 4.6. If R and S are topological properties of sequences such that R is stronger than S, then:
(i) every winning strategy for O in OP(X, S) is also a winning strategy for O in OP(X, R);
(ii) every winning strategy for P in OP(X, R) is also a winning strategy for P in OP(X, S).
X has a dense subspace that relatively satisfies S in X Player P has a stationary winning strategy in OP(X, S)
Player P has a winning strategy in OP(X, S) (c2) Player O does not have a winning strategy in OP(X, S) (c3) Player O does not have a stationary winning strategy in OP(X, S) (c4) X is selectively S Diagram 3.
Special cases Ssp(X) and Sp(X) of the open-point game OP(X, S)
Two special cases of the game OP(X, S) play a prominent role in this paper.
Definition 5.1. (i) When the topological property of sequences S is defined as in item (i) of Example 2.4, we shall denote the game OP(X, S) simply by Ssp(X) and call it the selectively sequentially pseudocompact game on X.
(ii) When the topological property of sequences S is defined as in item (v) of Example 2.4, we shall denote the game OP(X, S) simply by Sp(X) and call it the selectively pseudocompact game on X.
The abbreviations and terms in Definition 5.1 are selected in such a way that to remind the reader that selectively S spaces in items (i) and (ii) are precisely the selectively sequentially pseudocompact and selectively pseudocompact spaces, respectively; see items (i) and (iii) of Remark 2.5.
The next theorem gives an internal characterization of spaces X such that Player P has a stationary winning strategy in the games Ssp(X) and Sp(X), respectively. Theorem 5.2. Let X be a topological space.
(i) Player P has a stationary winning strategy in Ssp(X) if and only if X has a dense subspace D which is relatively sequentially compact in X; that is, every sequence of points of D has a subsequence which converges to some point of X. (ii) Player P has a stationary winning strategy in Sp(X) if and only if X has a dense subspace D which is relatively countably compact in X; that is, every sequence of points of D has an accumulation point in X.
Proof. Item (i) follows from Remark 2.5(i) and Theorem 4.4 applied to the property S from item (i) of Example 2.4, and item (ii) follows from Remark 2.5(iii) and Theorem 4.4 applied to the property S from item (v) of Example 2.4.
Since every dyadic space has a dense sequentially compact subspace, from Theorem 4.4(i) we obtain the following corollary strengthening [3, Corollary 4.6].
Corollary 5.3. For every dyadic space X (in particular, for every compact group X), Player P has a stationary winning strategy in the selectively sequentially pseudocompact game Ssp(X) on X.
Let S be a topological property of sequences which is weaker than item (i) but stronger than item (v) of Example 2.4. Recalling Remark 2.7 and using our new notations, we obtain Diagram 4.
The Stone-Čech compactification of the natural numbers is a compact space which is not selectively sequentially pseudocompact [ For a set Y , we use α(Y disc ) to denote the one point compactification of Y disc , where Y disc is the set Y endowed with the discrete topology.
In the following theorem, we describe a general technique which employs a winning strategy for Player O in OP(X, S) to produce a stationary winning strategy for Player O in the game OP(X × α(Seq(X) disc ), S) played on the product of X with the one point compactification of the discrete space Seq(X) disc .
Theorem 6.1. Let S be a topological property of sequences preserved by projections.
1 If X is a space such that Player O has a winning strategy in OP(X, S), then Player O has a stationary winning strategy in OP(X × α(Seq(X) disc ), S). Proof. Let Y = α(Seq(X) disc ). For n ∈ N, σ = (x 1 , x 2 , . . . , x n ) ∈ Seq(X) and x ∈ X, we use σ ∧ x to denote the sequence (x 1 , x 2 , . . . , x n , x) ∈ Seq(X) of length n + 1. For the empty sequence ∅ ∈ Seq(X) and x ∈ X, we let ∅ ∧ x to be the sequence (x) ∈ Seq(X) of length 1.
Let o be a winning strategy for Player O in OP(X, S). y 2 ) , . . . , (x n , y n )) ∈ Seq(X×Y )\{∅}. If x ∈ X and y ∈ Seq(X), then y ∧ x ∈ Seq(X), so the singleton {y ∧ x} is an open subset of Y . Similarly, ∅ ∈ Seq(X), so the singleton {∅} is an open subset of Y as well. This shows that the map o ′ is well defined. By Definition 4.2(i), o ′ is a strategy for Player O in the game OP(X × Y, S). By (9) and (15), the strategy o ′ is stationary.
We are going to show that o ′ is a winning strategy for Player O in the game OP(X × Y, S). By Definition 4.2(iii), to show this we need to consider an arbitrary strategy p ′ for Player P in OP(X × Y, S) and show that Player O wins the game
produced by following the strategies o ′ and p ′ . x 2 , . . . , x n−1 ) ∈ Seq(X) for every n ∈ N, where we consider (x 1 , x 2 , . . . , x n−1 ) to be the empty sequence ∅ for n = 1.
Proof. We prove this claim by induction on n ∈ N. Inductive step. Let n ∈ N and n ≥ 2. Since o ′ is stationary,
by (15), (16) and Definition 4.2(ii). Since (x n , y n ) = p ′ (W 1 , W 2 , . . . , W n ) ∈ W n by (16) and Definition 4.2(i), combining this with (17) yields y n = y n−1 ∧ x n−1 and x n ∈ o(y n−1 ∧ x n−1 ). Since y n−1 = (x 1 , x 2 , . . . , x n−2 ) by our inductive assumption, we get y n = (x 1 , x 2 , . . . , x n−2 ) ∧ x n−1 = (x 1 , x 2 , . . . , x n−1 ) ∈ Seq(X) and x n ∈ o(y n ).
It follows from Claim 1(i) that p is a well-defined strategy for Player P in Sp(X, S). Let
be the game produced by following the strategies o and p.
Claim 2. U n = o(y n ) and z n = x n for all n ∈ N.
Proof. We prove this claim by induction on n ∈ N.
Basis of induction. Recall that y 1 = ∅ by Claim 1(ii). It follows from (19) and Definition 4.2(ii)
that U 1 = o(∅) = o(y 1 ). Now z 1 = p(U 1 ) = p(o(y 1 )) = x 1 by Definition 4
.2(ii) and (18).
Inductive step. Let n ∈ N and n ≥ 2. Suppose that U i = o(y i ) and x i = z i for every i < n. Then U n = o(z 1 , z 2 , . . . , z n−1 ) = o(x 1 , x 2 , . . . , x n−1 ) = o(y n ) by (19), Definition 4.2(ii), our inductive assumption and Claim 1(ii). Therefore, z n = p(U 1 , U 2 , . . . , U n ) = x n by Definition 4.2(ii) and (18).
By Claim 2 and (19), we get w o,p = (U 1 , x 1 , U 2 , x 2 , . . . , U n , x n , . . . ). Since o is a winning strategy for Player O in OP(X, S) and p is a strategy for Player P in OP(X, S), Player O wins the game w o,p . This means that the sequence {x n : n ∈ N} does not satisfy S in X. Since S is preserved by projections, the sequence {(x n , y n ) : n ∈ N} does not satisfy S in X × Y. Therefore, Player O wins the game (16).
"Injective version" of a van Douwen MAD family on an arbitrary set
In our construction of an example in the next section, we shall need the following set-theoretic result of independent interest. When D = N, this result becomes an "injective version" of a van Douwen MAD family constructed by D. Raghavan in [11, Theorem 2.14]. 
Proof. A family G ⊆ N N is said to be almost disjoint if the set {n ∈ N : f (n) = g(n)} is finite whenever f, g ∈ G are distinct. Following [11, Definition 1.3], we shall say that p is an infinite partial function if p ∈ N P for some infinite subset P of N. An almost disjoint family G ⊆ N N is a van Douwen MAD family if for every infinite partial function p ∈ N P , there is g ∈ G such that the set {n ∈ P : p(n) = g(n)} is infinite [11, Definition 1.4]. We fix a van Douwen MAD family G of size c; the existence of such a family was proved by D. Raghavan [11, Theorem 2.14]. For every g ∈ G , let (20)
I g = {A ⊆ N : A is infinite and g ↾ A is an injection}.
For every g ∈ G ′ , use Zorn's lemma to fix a maximal almost disjoint subfamily A g of I g ; that is, (a) A ∩ A ′ is finite whenever A, A ′ ∈ A g are distinct; (b) if T ∈ I g , then T ∩ A is infinite for some A ∈ A g .
Clearly, A g = ∅. Applying Zorn's lemma, we can fix a family H ⊆ D N having the following properties:
If g ∈ G ′ , h ∈ H , A ∈ A g , define f g,h,A = h • g ↾ A and consider the family
Proof. This follows from A ∈ A g ⊆ I g , (20) and item (i) of the definition of H .
From item (ii) of the definition of H , we conclude that the set h 1 (N) ∩ h 2 (N) is finite. Since h 1 is injective by item (i) of the definition of H , the subset h
is an injection, we can take n 1 ∈ N such that g 1 (m) > n 0 for every m ∈ A 1 with m > n 1 .
Take m ∈ N such that f 1 (m) = f 2 (m). Then m ∈ dom(f 1 ) = A 1 and
Case 2 . h 1 = h 2 = h and g 1 = g 2 . Since g 1 , g 2 ∈ G ′ ⊆ G are distinct and the family G is almost disjoint, the set {k ∈ N : g 1 (k) = g 2 (k)} is finite, so we can fix n ∈ N such that g 1 (m) = g 2 (m) whenever m ∈ N and m > n. Since h is injective by item (i) of the definition of H , we have
Then the set {m ∈ N : f 1 (m) = f 2 (m)} is finite.
Claim 5. For every injective function p ∈ D P , where P is an infinite subset of N, there is f ∈ F such that the set {n ∈ P : p(n) = f (n)} is infinite.
Proof. Since p is injective, p(P ) is infinite. By item (iii) of the definition of H , there is h ∈ H such that the set B = {n ∈ P : p(n) ∈ h(N)} is infinite. Define q ∈ N B by q(n) = h −1 (p(n)) for every n ∈ B. Since h is injective, q is well defined. Since G is a van Douwen MAD family, there is g ∈ G such that the set C = {n ∈ B : q(n) = g(n)} is infinite. Since p is injective, g is injective in C. By maximality of A g , there is A ∈ A g such that A ∩ C is infinite. Therefore
Item (A) is proved in Claim 4, and item (B) is proved in Claim 5.
Example showing that arrow (c 1 ) of Diagram 3 is not reversible
Berner gave an example of a pseudocompact space without a dense relatively countably compact subspace in [1, Section 5] . The space from our next theorem is a quite significant modification of Berner's example based on the family F constructed in Theorem 7.1. Theorem 8.1. There exists a locally compact, first-countable, zero-dimensional space X such that Player P has a winning strategy in Ssp(X) but does not have a stationary winning strategy even in Sp(X).
Proof. Let C be the Cantor set. For every c ∈ C, fix a strictly decreasing base {W c n : n ∈ N} at c consisting of clopen subsets of C such that W c 0 = C, and let Claim 6. For every c ∈ C, the family {V c n : n ∈ N} is a partition of C \ {c} consisting of non-empty clopen subsets of C.
Let D be a set of cardinality c + . Consider the discrete topology on D, and let C × D be equipped with the Tychonoff product topology. For (c, f ) ∈ C × F and n ∈ dom(f ), both 
Proof. Case 1 . c 1 = c 2 . Since {W c i n : n ∈ N} is a strictly decreasing base at c i for i = 1, 2, there exists n ∈ N such that W c 1 n ∩ W c 2 n = ∅. Moreover, (22) implies that m>n V c i m ⊆ W c i n for i = 1, 2. Combining this with (23) and (24), we get (25).
Case 2 . c 1 = c 2 , f 1 = f 2 . By Claim 4, there is n ∈ N such that {m ∈ N : f 1 (m) = f 2 (m)} ⊆ n. Suppose that (25) is not satisfied. By (24), there exists m i ∈ A i satisfying m i > n for i = 1, 2 such that M
. From the former inequality and Claim 6, we conclude that m 1 = m 2 = m, so from the latter equality we get f 1 (m) = f 2 (m). Hence m < n, which is a contradiction. Therefore (25) is satisfied.
Without lost of generality we can assume that F ∩ D = ∅. Consider the topology on the set for n ∈ N, as a local base at each point (c, f ) ∈ C × F . Clearly, C × D is dense in X and C × F is a closed discrete subspace of X. The fact that X is first countable is straightforward from the definition.
Claim 8. X is Hausdorff.
Proof. Let (c 1 , f 1 ), (c 2 , f 2 ) ∈ C × F be distinct. Let n ∈ N be as in the conclusion of Claim 7. Since F ∩ D is empty, it follows from (25) and (27) that B n
∈ B c i ,f i for i = 1, 2 by (26), the points (c 1 , f 1 ) and (c 2 , f 2 ) of X can be separated by two disjoint basic open subsets of X. Next, assume that ( Claim 9. X is locally compact and zero-dimensional.
Let (c, f ) ∈ C × F be arbitrary. Since B c,f is a local base of X at (c, f ), in view of (26), it suffices to check that each B k c,f is a compact clopen subset of X.
by (23), (24) and (27), so this set is compact, and thus closed in X.
c,f is a clopen subset of X. Since B k c,f \ B n c,f is compact whenever k < n, it follows that each B k c,f is compact. Since X is Hausdorff (Claim 8) and zero-dimensional (Claim 9), it is Tychonoff.
Claim 10. For every c * ∈ C, the set Z c * = {c * } × D is discrete and closed in X.
Proof. Clearly, Z c * is discrete in C × D, and thus also in X. Furthermore, Z c * is obviously closed in C × D. So it remains only to show that no point (c, f ) ∈ X \ (C × D) = C × F lies in the closure of Z c * . Fix a point (c, f ) ∈ C × F . By Claim 6, there exists at most one n ∈ N such that c * ∈ V c n . (If no such n exists, we define n = 1.) By (23), (24) and (27), B n c,f does not intersect Z c * . Since B n c,f ∈ B c,f by (26), it is an open neighbourhood of (c, f ) in X. Claim 11. Player P does not have a stationary winning strategy in Sp(X).
Proof. By Theorem 4.4, it suffices to show that X does not have a dense relatively countably compact subset. Let Y be a dense subset of X. For every d ∈ D, the set
there exist c * ∈ C and a faithfully indexed set {d n : n ∈ N} such that c * = c dn for every n ∈ N. Clearly, S = {(c * , d n ) : n ∈ N} ⊆ Z c * . Since Z c * is a closed discrete subspace of X by Claim 10, S has no accumulation points in X. Since S is contained in Y , we conclude that Y is not relatively countably compact in X.
Claim 12. Suppose that J is an infinite subset of N and {c j : j ∈ J} is a sequence in C converging to c ∈ C such that c l = c m whenever l = m. Then there exist strictly increasing functions j : N → J and k : N → N such that c j(m) ∈ V c k(m) for every m ∈ N. Proof. Without loss of generality, we shall assume that c j = c for every j ∈ N. Since {V c n : n ∈ N} is a partition of C \ {c} by Claim 6, each c j is contained in exactly one element V c n j of this partition. Moreover, since V c n is a clopen subset of C and the sequence {c j : j ∈ J} converges to c ∈ V c n , each V c n contains at most finitely many elements of the sequence {c j : j ∈ J}. By induction on m ∈ N, we shall define j(m) ∈ J and k(m) ∈ N such that: Claim 13. If x n = (c n , d n ) ∈ C × D = M for every n ∈ N and c n = c m whenever m, n ∈ N and m = n, then the sequence {x n : n ∈ N} has a subsequence converging in X.
Proof. Case 1 . There exists d ∈ D such that N d = {n ∈ N : d n = d} is infinite. Since {c n : n ∈ N d } is a sequence of elements of the Cantor set C, there exists an infinite set K ⊆ N d such that the sequence {c n : n ∈ K} converges to some c ∈ C. Now the subsequence {x n : n ∈ K} of the sequence {x n : n ∈ N} converges to the point (c, d) ∈ C × D.
Case 2 . The set
In this case, we can choose an infinite set N ⊆ N such that d m = d n whenever m, n ∈ N and d m = d n . Since C is compact metric, there is an infinite subset J ⊆ N such that the sequence {c n : n ∈ J} converges to some point c ∈ C. Let j and k be as in the conclusion of Claim 12. Since k is an injection, the set P = k(N) is infinite as well. Define p :
Since j and k are injective, p is well defined and injective. By Claim 5, there is f ∈ F such that the set T = {m ∈ P : p(m) = f (m)} is infinite. Therefore the set
It remains only to observe that the sequence {x j(n) : n ∈ S} converges to the point (c, f ) in X. Indeed, let m ∈ N be arbitrary. Since the function k is monotonically increasing, there exists l ∈ N such that k(n) > m provided that n ≥ l. It follows from (24), (27) and (29) that
c,f for n ∈ S and n ≥ l.
Claim 14. Player P has a winning strategy in Ssp(X).
Proof. We define a strategy p : Seq(O(X)) \ {∅} → X for Player P by induction on the length of the sequence (
Let m ∈ N and suppose that for every n ∈ {1, . . . , m} and (
To show that the strategy p is winning for P, let o : Seq(X) → O(X) be an arbitrary strategy for Player O in Ssp(X). Let w o,p = (V 1 , y 1 , V 2 , y 2 , . . .) be the play produced by o and p.
For every n ∈ N, let y n = (c n , d n ) ∈ C × D. It follows from (30) that the sequence {y n : n ∈ N} satisfies the assumptions of Claim 13, applying which we conclude that the sequence {y n : n ∈ N} has a convergent subsequence in X. This proves that Player P wins the play w o,p . Since o was arbitrary, p is a winning strategy for Player P. The proof is complete.
The next corollary shows that arrow (c 1 ) of Diagram 3 is not reversible. Corollary 8.2. Let S be a topological property of sequences which is weaker than the property from item (i) of Example 2.4 and stronger than the property from item (v) of the same example. Let X be the space from Theorem 8.1. Then Player P has a winning strategy in the game OP(X, S) but does not have a stationary winning strategy in the same game.
Proof. Let S 1 denote the property from item (i) of Example 2.4. By Definition 5.1(i), the game Ssp(X) is precisely the game OP(X, S 1 ). Since P has a winning strategy in the game Ssp(X) by Theorem 8.1, this means that P has a winning strategy in the game OP(X, S 1 ). Since S is weaker than S 1 , Proposition 4.6(ii) implies that P has a winning strategy in the game OP(X, S).
Assume that P has a stationary winning strategy p in OP(X, S). Since S is stronger than the property S 2 from item (v) of Example 2.4, Proposition 4.6(ii) implies that p is also a winning strategy for P in the game OP(X, S 2 ). By Definition 5.1(ii), the game OP(X, S 2 ) coincides with Sp(X). We conclude that P has a stationary winning strategy in the game Sp(X) on X, in contradiction with the conclusion of Theorem 8.1.
9.
Example showing that arrow (c 4 ) of Diagram 3 is not reversible Theorem 9.1. There exists a selectively sequentially pseudocompact space X such that Player O has a winning strategy in Sp(X).
Proof. A. J. Berner constructed a pseudocompact space X that does not contain a dense relatively countably compact subspace; see [1, Section 3] . Let us describe this space. For every α ∈ ω 1 , define (31) X α = {x ∈ 2 ω 1 : x(α) = 1 and x(γ) = 0 for all γ ∈ ω 1 with γ > α}.
Note that X α is homeomorphic to the Cantor set 2 ω for every α ≥ ω.
We are going to show that the subspace
of 2 ω 1 has the desired properties. Note that X α ∩ X β = ∅ whenever α, β ∈ ω 1 and α = β. This implies the following Claim 15. For every x ∈ X, there exists a unique α(x) ∈ ω 1 such that x ∈ X α(x) .
Claim 16. If x ∈ X, β < ω 1 and x(β) = 1, then β ≤ α(x).
Proof. Since x ∈ X α(x) by Claim 15, we conclude from (31) that x(γ) = 0 for all γ ∈ ω 1 with γ > α(x). Since x(β) = 1 by our assumption, the inequality β ≤ α(x) must hold.
Claim 17. For every sequence {W n : n ∈ N} of non-empty open subsets of 2 ω 1 , there exists
Proof. Without loss of generality, we may assume that each W n is a basic subset of 2 ω 1 , so it has finite support supp(W n ). Therefore, the set C = {supp(W n ) : n ∈ N} is at most countable, so α = sup C + ω + 1 ∈ ω 1 . An easy check that this α works is left to the reader.
Claim 18. X is selectively sequentially pseudocompact.
Proof. Let {U n : n ∈ N} be a sequence of non-empty open subsets of X. For each n ∈ N, fix an open subset W n of 2 ω 1 such that U n = X ∩ W n . Clearly, W n is non-empty. Let α ∈ ω 1 be the ordinal as in the conclusion of Claim 17. Then X α is compact metric (being homeomorphic to the Cantor set 2 ω ), so it is selectively sequentially pseudocompact. Moreover, X α ⊆ X by (32), so U n ∩ X ⊇ U n ∩ X α = W n ∩ X ∩ X α = W n ∩ X α = ∅ for every n ∈ N. Now the conclusion of our claim follows from [3, Lemma 3.3] .
For every α < ω 1 ,
is an open subset of X. Define the strategy o :
(The fact that this set is non-empty follows from Claim 17 and (32).) To prove that o is a winning strategy for O in Sp(X), let p be an arbitrary strategy for P in Sp(X). Let w o,p = (U 1 , x 1 , U 2 , x 2 , . . . , U n , x n , . . . ) be the play produced by following strategies o and p. Recall that U 1 = o(∅) = X and x 1 = p(U 1 ) by (3) and (4), and U n and x n for n ∈ N + are defined by (5) and (6).
Claim 19. If j, n ∈ N and 1 ≤ j ≤ n, then x n+1 (α(x j )) = 1 and α(x n ) < α(x n+1 ). (2) and (5) . Combining this with (34), we get x n+1 ∈ V α(xn)+1 ∩ V α(x j ) . From this and (33), we conclude that x n+1 (α(x n ) + 1) = x n+1 (α(x j )) = 1. Since x n+1 (α(x n )+1) = 1, applying Claim 16 with x = x n+1 and β = α(x n ), we conclude that α(x n ) < α(x n ) + 1 ≤ α(x n+1 ).
Claim 20. The sequence {x n : n ∈ N} does not have an accumulation point in X.
Proof. Suppose that x ∈ X is an accumulation point of the sequence {x n : n ∈ N}.
Let j ∈ N be arbitrary. Since x is an accumulation point of {x n : n ∈ N}, the α(x j )th coordinate x(α(x j )) of x is an accumulation point of the sequence {x n+1 (α(x j )) : n ∈ N}, and therefore, also an accumulation point of its cofinal subsequence {x n+1 (α(x j )) : n ≥ j}. Since x n+1 (α(x j )) = 1 for all n ≥ j by Claim 19, it follows that x(α(x j )) = 1. Therefore, α(x j ) ≤ α(x) by Claim 16.
Let n ∈ N be arbitrary. By Claim 19, α(x n ) < α(x n+1 ). As was shown in the preceding paragraph, α(x n+1 ) ≤ α(x). Since x n ∈ X α(xn) by Claim 15 and α(x) > α(x n ), from (31) we conclude that x n (α(x)) = 0.
Since x is an accumulation point of {x n : n ∈ N}, the α(x)th coordinate x(α(x)) of x is an accumulation point of the sequence {x n (α(x)) : n ∈ N}. Since x n (α(x)) = 0 for every n ∈ N, we conclude that x(α(x)) = 0. On the other hand, x ∈ X α(x) by Claim 15, so x(α(x)) = 1 by (31). This contradiction finishes the proof of our claim.
By Claim 20, the sequence {x n : n ∈ N} does not have an accumulation point in X. This proves that O wins the play w o,p . Since p was an arbitrary strategy for P in Sp(X), this proves that o is a winning strategy for O in Sp(X).
The next corollary shows that arrow (c 4 ) of Diagram 3 is not reversible. This result is due to Y. Hirata [9] ; see Remark 9.3 below. Corollary 9.2. Let S be a topological property of sequences preserved by projections which is weaker than the property from item (i) and stronger than the property from item (v) of Example 2.4. Then there exists a selectively S space Z such that Player O has a stationary winning strategy in the game OP(Z, S).
Proof. Let X be the space from Theorem 9.1. Then X is selectively sequentially pseudocompact. Observe that α(X disc ) is sequentially compact. By [3, Lemma 4.1], Z = α(X disc ) × X is selectively sequentially pseudocompact. Let S 1 be the property from item (i) of Example 2.4. Since Z is selectively sequentially pseudocompact, Z is selectively S 1 by Remark 2.5(i). Since S is weaker than S 1 , Z is selectively S.
Let S 2 be the property from item (v) of Example 2.4. By Definition 5.1(ii), the game OP(X, S 2 ) coincides with the game Sp(X). By Theorem 9.1, O has a winning strategy o in Sp(X), or equivalently, OP(X, S 2 ). Since S is stronger than S 2 , Proposition 4.6(i) implies that o is a winning strategy for O in the game OP(X, S). By Theorem 6.1, Player O has a stationary winning strategy in OP(Z, S).
Remark 9.3. The second listed author presented Theorem 9.1 at Yokohama Topology Seminar on October 27, 2017. Clearly, this theorem means that either arrow (c 3 ) or arrow (c 4 ) of Diagram 3 is not reversible. At that time, the authors were not able to determine which of these two arrows is not reversible. Soon thereafter, Y. Hirata proved that the product X × α(ω 1 ) of the space X from Theorem 9.1 and the one-point compactification α(ω 1 ) of the discrete space of size ω 1 is selectively sequentially pseudocompact, yet Player O has a stationary winning strategy in the game Sp(X × α(ω 1 )) on the product [9] , thereby establishing that arrow (c 4 ) of Diagram 3 is not reversible. The authors were inspired by an idea of Y. Hirata [9] of using a product of a given space X with the one-point compactification of a discrete space and subsequently proved Theorem 6.1, which in turn implies Corollary 9.2.
visit to Ehime University in December 2016. It is this suggestion which led us to the introduction of games Ssp(X) and Sp(X) from Section 5.
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