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Abstract
The Liquid State Machine (LSM) is a recurrent spiking neural network designed for
efficient processing of spatio-temporal streams of information. LSMs have several
inbuilt features such as robustness, fast training and inference speed, generalizability,
continual learning (no catastrophic forgetting), and energy efficiency. These features
make LSMs an ideal network for deploying intelligence on-device.
In general, single LSMs are unable to solve complex real-world tasks. Recent
literature has shown emergence of hierarchical architectures to support temporal information processing over different time scales. However, these approaches do not
typically investigate the optimum topology for communication between layers in the
hierarchical network, or assume prior knowledge about the target problem and are
not generalizable.
In this thesis, a deep Liquid State Machine (deep-LSM) network architecture is
proposed. The deep-LSM uses staggered reservoirs to process temporal information on multiple timescales. A key feature of this network is that neural plasticity
and attention are embedded in the topology to bolster its performance for complex
spatio-temporal tasks. An advantage of the deep-LSM is that it exploits the random
projection native to the LSM as well as local plasticity mechanisms to optimize the
data transfer between sequential layers. Both random projections and local plasticity
mechanisms are ideal for on-device learning due to their low computational complexity and the absence of backpropagating error. The deep-LSM is deployed on a custom
learning architecture with memristors to study the feasibility of on-device learning.
The performance of the deep-LSM is demonstrated on speech recognition and seizure
detection applications.
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Chapter 1
Introduction

1.1

Motivation

Artificial neural networks (ANNs) are parallel information processing systems that
can be optimized to approximate a function mapping a variable X to a new space
Y. The process of optimizing the ANN involves training the connections within the
network to achieve the best approximation as measured by a defined objective function. This principle can be applied to many real-world problems where ANNs can
learn mappings between audio signals and words [5, 6], visual information and objects [7, 8, 9], and bio-medical signals and health status of an individual [10]. As
ANNs progress, the range of real-world application spaces in which they can be utilized is growing drastically. A majority of these emerging application domains are
spatio-temporal in nature and a class of neural networks known as recurrent neural networks (RNNs) are specifically designed to process the temporal information.
These networks need to process complex spatio-temporal signals where information
can exist on several time-scales.
The state-of-the-art in RNNs is Long Short-Term Memory (LSTM) [11], which has
achieved successful results in applications such as image captioning [12], text sequence
generation [13], and speech processing [14]. Though this network achieves state-ofart performance, implementing LSTM networks onto mobile platforms is challenging
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due to the large amount of memory and resources required to implement and train
LSTM networks. Training an LSTM is achieved with a learning rule known as backpropagation-through-time. This learning rule requires a large amount of memory
to store the different states of the network over time, as well as a large number
of computations to update the network. The overall complexity and size of LSTM
networks limit the size of networks which can be implemented on embedded systems.
This in turn can limit the performance that can be achieved on a given application.
The long training time of LSTM networks can also be a limiting factor in systems
which need to constantly adapt to their environment or do not have sufficient amounts
of labeled data. A solution to avoid the large resource requirement for training is to
train a network offline. However, there are several applications that require training
and inference to be performed on the device or where a system cannot connect or
communicate to the cloud but needs to maintain full functionality. An example of
this is deploying unmanned vehicles to explore the ocean depths or foreign planets.
In general, systems with on-device learning have low latency in learning, low power
consumption, and are more secure. However, to deploy on-device the algorithm has
to be computationally light.
The need for light RNNs with reduced training complexity led to the development
of a class of networks known as reservoir computing (RC). RC was proposed in the
early 2000s by two research groups independently. The two networks are the Echo
State Network (ESN) proposed by Jager [15] and the Liquid State Machine (LSM)
proposed by Maass [16]. RC networks are three layer recurrent neural networks which
consist of an input layer, a reservoir, and a readout layer. The advantages of RC is
that only the weights from the reservoir to the readout layer need to be trained. This
avoids the long and costly computations required by gradient descent approaches such
as back-propagation-through-time and also avoids the vanishing gradient problem
which was the major bottleneck in performance of traditional RNNs. In comparison
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LSTM requires four times as many weight parameters as reservoir computing networks
with much longer training times for networks of the same size. Due to their reduced
memory requirements and low cost training, RC is inherently suitable for embedded
platforms with on-device learning.
This work specifically focuses on the LSM for several reasons. The main difference
between the LSM and the ESN is that the LSM is a biologically inspired spiking neural network (SNN). Research in the dynamics and information-processing using the
LSM can accelerate simulations of neural systems for studying dynamics of neuron
interaction and modeling of advanced processes in the brain [17]. The process of computing in spikes yields several advantages for neuromorphic computing with on-device
learning. Low-precision communication of spiking neural networks is advantageous
in hardware. We have shown that these networks are robust to internal noise [18],
making them a natural choice for neuromorphic systems. Lastly, literature shows that
communicating through spikes is energy efficient [19]. In [20] they proposed an analog
sigmoid neuron with a power consumption of 192.63µW in 180nm technology while
in [21] an analog spiking neuron was implemented which consumed 0.2-7nW at 90nm
technology. Arguably, another benefit of LSM is that individual spikes encode richer
information within the timing of spikes, which cannot be achieved in a rate-based
neural network [22]. In [23] the computational power of spiking neurons was shown
to be at least as powerful as sigmoid and threshold neurons if not greater.
The current LSM models are severely limited in performance and applicability to
real-world problems. One reason behind this is the limitation imposed by a single
dynamical layer driven by the input space [24, 25]. This limits the capabilities of the
LSM and results in needing very large reservoir systems to solve trivial tasks. This
work seeks to address how current limitations in performance can be overcome through
a deep and wide LSM (deep-LSM) inspired by the brain for hierarchical processing of
temporal information. Hierarchy is a recurrent feature in complex biological systems
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which has been linked to processing across scales and abstract concepts [26, 27] and
is needed to capture the information in real-world applications over multiple timescales [28]. Another feature seen in biological systems is attention. Attention allows
the brain to selectively process a multitude of visual stimuli and only focus on selective information to maximize its limited computational resources [29]. By applying
attention on the spatial representation of the reservoir, it is expected to improve the
performance of the readout layer by optimizing the networks ability to process all the
information in the deep-LSM.
This thesis will focus on improving the computational power of an LSM. Another
important goal is to study the efficiency of deploying on a neuromemristive system
(NMS). A NMS is a brain-inspired computer architecture which uses memristive devices [1]. The contributions of this work are a new architecture called deep-LSM
which is a modification to the existing framework of the LSM, as well as an exploration of plasticity mechanisms. Synaptic plasticity in the brain is important for the
development of memory and ability to process temporal information [30, 31]. The
proposed network is suitable for on-device learning in embedded platforms and specifically tested on NMS. The algorithm is verified using speech and EEG benchmark
datasets. A high-level model of the proposed network is verified and tested for device variability and noise due to the characteristics of the memristive devices. This
will show how the proposed network is more computationally efficient than using a
large reservoir and the robustness of the network which are two important criteria for
on-device intelligence. Over the course of this work there have been several relevant
publications in which I am the first author [4, 3, 18, 32] or have been a co-author
[33, 34, 35, 36].

1.2

Objectives

• Develop a deep Liquid State Machine for processing several temporal scales.
5

CHAPTER 1. INTRODUCTION

• Incorporate attention in the deep-LSM to enhance on-device learning.
• Study plasticity mechanisms to improve the performance of the deep-LSM in a
neuromemristive system
• Study the performance and robustness of the deep LSM with specific benchmark
datasets.
• Feasibility study for on-device intelligence in NMS.

1.3

Outline

The rest of this document is as follows: Chapter 2 presents background and relevant
research on the LSM, work on multi-time scale and hierarchical RNNs and RC, memristors, and neuromemristive architectures. Chapter 3 introduces the proposed deepLSM with the different architectures explored and several optimizations. Chapter 4
describes the building blocks of the neuromemristive system and how they would be
used to implement the full architecture. Chapter 5 discusses the benchmark datasets
and simulations used to verify the deep-LSM. Chapter 6 presents demonstrates the
robustness and performance of the deep-LSM. Chapter 7 concludes this thesis with
the summary of findings and future work.
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Chapter 2
Background and Relevant Work

This chapter is broken into two main sections on the algorithm and hardware respectively. The first section introduces the LSM in-depth along with relevant research that
has inspired the development of the deep-LSM. The second section introduces several
relevant architectures and a device known as a memristor which is fundamental to
the proposed architecture.

2.1

Liquid State Machine

The LSM is recurrent spiking neural network proposed by Maass in 2002 [16]. The
LSM consists of three layers: an input layer of neurons, a liquid layer of recurrently
connected spiking neurons, and a readout layer which is trained to decode the information in the liquid layer. A high-level figure of the LSM is shown in Figure 2.1. The
theory behind the LSM, and RC in general, is that the input space can be transformed
by a random projection to a much higher dimensional space (the liquid). Projecting
the input into a higher dimension will facilitate learning by making the data more linearly separable. The recurrent connections in the liquid introduce feedback, making
the liquid layer a dynamic high-dimensional space which contains information of not
only its current inputs, but also the inputs within some past window of time. This
property is known as fading memory and the length of this memory is dependent on
the network topology and hyper-parameters which will be discussed in detail later.
7
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Figure 2.1: High-level architecture of LSM network.

The LSM can be conceptually thought of as a bucket of water [37]. When an
input, say a pebble, is thrown into the surface of this water it will cause a disturbance
resulting in ripples across the surface. If another pebble is then thrown into the liquid,
the disturbance caused by the second pebble will interfere with the ripples caused by
the first pebble. This complex pattern that forms on the surface is encoding of all the
information about the timing between the two pebbles hitting the water, their size
and velocity, and the locations at which they disturbed the surface. By viewing this
encoded representation, we then need to train a decoder to extract the information
we want to recover.

2.1.1

LSM Algorithm

The LSM has three different layers of neurons and three weight matrices which describe the pre and post-synaptic connections of the neurons in each layer. The first two
layers consist of spiking neurons. A common spiking neuron model used is the leaky
integrate-and-fire neuron model. The model simulates a neuron with a membrane
potential which integrates pre-synaptic action potentials. The membrane potential
leaks, or decays, towards its resting potential based on the membrane time constant.

8
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The dynamics of the membrane potential can be described by (2.1).

τ

∂V
= −V + Iext ∗ R,
∂t

(2.1)

where V is the membrane potential, τ is the membrane time constant, Iext is the
current induced by pre-synaptic action potentials and R is the membrane resistance.
Once the membrane potential V crosses a threshold the neuron emits an action
potential and the membrane potential resets to its resting state. After a neuron emits
an action potential it enters into a refractory period in which it cannot spike again
for a short period of time as shown in Figure 2.2.

Figure 2.2: Behavior of Leaky Integrate-and-Fire neuron with random input.

The data flow through the LSM shown in Figure 2.3 starts with the input layer.
The input layer neurons are primarily used to convert external stimuli into the a
temporal spike train to be passed to the liquid layer (recent work has explored directly
injecting external signals as current into the network [35]). In order for the spike trains
to flow from the input layer to the liquid layer, it is necessary to define a weight matrix
describing the synaptic connections between the input layer (pre-synaptic) and the
liquid layer (post-synaptic). This connectivity weight matrix is generated randomly
from a uniform distribution with a constraint to enforce sparsity. In this approach,
if a connection is formed the weight is set to one. After this connectivity matrix is
initialized, it is kept fixed and not tuned during training. The projection based on
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the connectivity matrix can be computed by (2.2).

Iin (n) = Win ∗ u(n),

(2.2)

where Win is the connectivity matrix from the input layer u(n) (the input signal
at time t=n) to the liquid layer and the product of the two is Iin (n) which is the
amount of current flowing into the neurons in the liquid layer at time t=n from the
input layer.

Figure 2.3: Projection of low-dimensional input into high-dimensional liquid layer.

The second layer (the liquid layer) forms the high-dimensional transformation of
the input space. In the liquid there are two types of spiking neurons: excitatory and
inhibitory. Excitatory neurons promote activity within the network while inhibitory
neurons dampen the activity. The ratio between excitatory and inhibitory neurons
is typically around 4:1 [16]. The liquid layer can be envisioned as a 3D grid of
10
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a mix of inhibitory and excitatory neurons equally spaced. In order to give the
liquid layer its inherent dynamic nature and memory, it is necessary to instantiate
a connectivity matrix describing the recurrent connections in the liquid layer. The
connections between neurons in the liquid are determined according to a probability
of a connection growing between two neurons based on the proximity of the neurons
given by (2.3).


res
6= 0 = Cexp (−D(i, j)/λ)2 ,
Pr wi,j

(2.3)

where D represents the euclidean distance between the neurons i and j, λ is an
adjustable parameter that is used to control the degree of connectivity, and C is a
constant whose value is 0.3(EE), 0.2(EI), 0.4(IE), 0.1(II) as proposed in [16]. This
probabilistic method of connecting neurons results in small-world topology with dense
local connections and sparse global connections within the liquid which follow a powerlaw distribution. The impact of the recurrent connections can be added with Iin from
(2.2) to determine the total amount of current flowing into each neuron in the liquid
shown in (2.4).

Iext = Wrec ∗ x(n − 1) + Iin (n),

(2.4)

where Wrec represents the connectivity matrix for the recurrent connections and
x(n-1) represents the output of the reservoir neuron (1 if it fired, otherwise 0) from
the previous time step.
Though the connectivity matrix is never trained, the synaptic strengths of connections within the reservoir are modulated through short-term plasticity. Short-term
plasticity (STP) is a mechanism through which each neuron has limited synaptic efficacy. Therefore if a neuron recently emitted a spike, the synaptic efficacy of the
neuron is reduced which decreases the strength of the pre-synaptic action potential.
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This can be modeled as a reduction in the synaptic strength (Wres ). However, this
decrease is only temporary and decays back to full strength while the neuron is not
firing. This behavior can be captured by (2.5) and (2.6) proposed in [2].

Rn+1 = Rn (1 − un+1 )exp(

un+1 = un exp(

−∆t
−∆t
) + 1 − exp(
)
τrec
τrec

−∆t
−∆t
) + U (1 − un exp(
))
τf acil
τf acile

(2.5)

(2.6)

where Rn and un are scalars which modify the synaptic weight based on the activity
of the pre-synaptic neuron. The time constants are hyper-parameters which effect
the behavior of the STP model and ∆t is the time between action potentials. Shortterm plasticity effectively adds a hidden state of memory [31] of the LSMs dynamics
which helps improve the computational capability of the network as well as regulate
the internal dynamics to prevent self-sustained activity from dominating the network
response.
The total synaptic current to the neurons in the liquid at each time-step is given
by Iext . The dynamics of the neurons in the liquid layer can then be calculated using
(2.2). The state of the liquid layer, x(n), can then be determined by

x(n) =




1, V (n) ≥ V

th

(2.7)



0, V (n) < Vth
where the state of the neuron, x(n), is a binary value representing if a neuron in the
liquid fired or not based on the membrane potential V(n) and a fixed firing threshold
Vth .
Finally, the readout layer is fully connected to the liquid layer and learns to make
decisions based on the current state of the neurons in the liquid at that time as shown
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in Figure 2.4 which can be computed by (2.8).

y(n) = f (Wout ∗ x(n)),

(2.8)

where the output of the readout layer y(n) is computed by some function f on the
product of the output connectivity matrix Wout and the state of the reservoir neurons
x(n). The weight matrix from the liquid layer to the readout layer is initialized
with weights drawn from a uniform distribution between 0 and 1 and then trained
by solving an optimization problem through linear regression or stochastic gradient
descent. Because only one weight matrix needs to be trained there is no need for
back-propagation or back-propagation through time. This leads to much shorter and
computationally lighter training time in the LSM.

Figure 2.4: Using a classifier to classify based on the state of the LSM.

2.1.2

Example of LSM Dynamics

In order to demonstrate the computational capabilities of the LSM, the network was
tested for classification of five unique spatio-temporal patterns. The network used in
this case has 100 neurons in the liquid layer and 5 output neurons. The five patterns
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were 500ms spike trains with five input channels. Each input channel was generated by
a Poisson process, where every 100ms the spiking frequency is drawn from a uniform
random distribution ranging from 0 to 200Hz. Each of the five unique patterns is a
different sequence of frequencies, an example of the five different classes is shown in
Figure 2.5. The results for the synthetic dataset were computed for different levels of
sparsity from the input to the liquid shown in Figure 2.6.

Figure 2.5: Synthetic temporal detection task of five different input patterns randomly
generated with a Poisson process.

Figure 2.6: Accuracy of LSM on synthetic dataset for different degrees of connectivity
between the input layer and the liquid layer.

There are two important observations which can be made from Figure 2.6. The
first is the trend seen between performance and the degree of connectivity from the
14
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input to the liquid layer. In order to get the best performance the desired connectivity
is around 30%. A network that is sparser than 30% or a fully connected liquid
with 100% connectivity demonstrates much lower performance. This behavior can be
explained from the network's ability to create a high-dimensional representation of
the input space. At very low degrees of connectivity, only a small portion of neurons
in the liquid layer are driven by a single input channel. The chance of a neuron being
driven by multiple channels is very low. As the degree of connectivity increases, the
network starts to exhibit mixed-selectivity of the input channels which is ”a highly
diverse selectivity to a mixture of task-relevant features” [38]. This creates a highdimensional representation of different linear combinations of the input space and is
an important feature [39]. Once the network starts to become highly connected to the
input the performance drops. This is because a majority of the neurons are responding
to the same combination of the input channels and there is not much information from
the recurrent connections being captured by the network. Empirically a connectivity
from 30% to 60% has shown to perform best in this example. The second observation
is the spread of the outliers for each connectivity level. This spread shows that the
initialization of the input and recurrent weights (Win , Wres ) plays a large role in the
performance of the LSM. One way around this approach is to avoid using random
initialization or to use ensembles of reservoirs.
Another test performed in [18] showed that the LSM has a high robustness to
failures and noise. This is shown in Figure 2.7 where the LSM was tested on the
synthetic dataset varying amounts of failing neurons. This was performed by selecting
a random percentage of neurons in the liquid at each time step. The binary spike
response of these neurons was then flipped. From Figure 2.7 it can be observed that
the LSM shows a very graceful degradation.
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Figure 2.7: Accuracy of LSM on a synthetic dataset with an increasing number of failing
neurons in the liquid layer.

2.2

Relevant Literature

Recent research has explored various methods of improving RNN and RC performance through variations to the algorithms. Many of these approaches attempt to
mainly improve the performance of networks through capturing information on multiple timescales or implementing attention at the output layer of the network. However,
research on hierarchical or deep RC models does not efficient ways to propagate information between layers. There is little focus on the scalability and the generalization
of different deep models. Second, there is no work investigating attention or other
readout mechanisms to reduce the amount of information being sent to the classifying layer in the network. Finally, most research is targeted towards non-spiking RC
models.

2.2.1

Processing multiple time-scales of information

Several research groups have introduced longer memory in both RC networks and
RNNs. For example in LSTM a neuron cell, rather than an individual neuron. The
neuron cell consists of an input gate, a forget gate, and an output gate [11]. These
three gates learn to control the state of each neuron cell which is its memory. The
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information written to the cells memory is controlled by the forget gate which determines how much of the previous memory carries through to the next time step, and
the input gate which determines how much of the incoming information is added to
the memory. The output of the neuron is then determined by a combination of the
memory of the cell and the output gate. In some aspects this behavior is very similar to a spiking neuron. The membrane potential acts as the cell memory while the
leaking rate acts as the forget gate and the synaptic connections from pre-synaptic
neurons behave as the input gate. Then a threshold function is used based on the
membrane potential or memory of the spiking neuron to decide the output of the neuron. However, the introduction of gates in the LSTM network result in 4x as many
weights as the LSM and requires longer training time to implement back-propagation
through time.
Another approach for improving the networks ability to process temporal information is introducing feedback in RC networks and has been explored by several groups
[40, 41]. The feedback signals originate from the output layer and feed back into
the reservoir. The motivation for this approach is to allow the information from the
readout layer to influence network dynamics to achieve universal computational capabilities [40] for tasks such as pattern generation. The feedback connections are kept
static during the reservoir training process. The readout layer is trained to decode
the liquid layer's response with the presence of these feedback connections. However,
feedback is not always needed and can introduce stability issues [40].
A third approach which deviates from the RC framework is self-organizing reservoirs. This approach has been studied in the context of reservoirs in [42, 43, 44]. The
motivation for self-organizing reservoirs comes from the dependency of performance
on the networks initialization which was shown in Figure 2.6. Though self-organizing
reservoirs do not directly deal with the time-scale on which the LSM processes information, they optimize the reservoir similar to using back-propagation-through-time
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in LSTMs. The main difference is the techniques used in self-organizing reservoirs
are inspired by hebbian learning and require much less computational complexity.
This work aims to avoid training the reservoirs set of recurrent connections due to
the large size of the reservoir for faster and computationally less expensive training
operations.
A more direct implementation known as the clockwork-RNN is a traditional RNN
which was proposed to process information on multiple time-scales [45]. The approach
consists of multiple individual networks which all operate at different clock frequencies. The faster RNN networks have feed-forward connections to the slower RNN
networks. In this approach, the entire network is trained using back-propagation
through time. This approach could be adapted to the LSM where one has several
modules of spiking neurons with different threshold voltages and time constants. Each
reservoir would then process information at a different time scale. The downfall to
this approach is that going from faster layers to slower layers, the number of inputs
to each layer will be all the input signals and all the previous reservoir outputs. The
nature of reservoirs relies on random projections of the input to a higher-dimension
the reservoir layers will grow very fast and is not feasible for on-device learning.
Finally the most relevant work is the development of hierarchical reservoirs. A
hierarchical ESN is introduced in [46] with the goal of developing a hierarchical information processing system which feeds on high-dimension time series data and learns
its own features and concepts with minimal human interference. The hierarchical
layers help the system to process information on multiple timescales where faster information is processed in the earlier layers and information on slower timescales is
processed in the final layers. The outputs of each reservoir feed into the next reservoir
in the series. The networks prediction is made from a combination of all the reservoirs outputs. More recently, a hierarchical ESN was proposed in [25]. In this work
the authors explore using trained auto-encoders, principal component analysis, and
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random connections as encoding layers between each reservoir layer. The downside
to this approach is that the output layer is trained on the activity of every encoding layer, the last reservoir, and the current input. This means as the number of
layers increases, the output layer size will increase. Another hierarchical model was
developed in [47]. This model is implemented by stacking trained ESNs on top of
each other to create a hierarchical chain of reservoirs. The proposed LSM is applied
to speech recognition where the intermediary layers have a readout layer trained to
perform the tasks and the inputs to the hierarchical layers are the predictions of the
previous layers. By using this approach each layer is used to correct the error from
the previous layer. This is different from the goal of this thesis which is for each
layer to process the dynamics of the input signal on different time-scales. The same
authors later designed a hierarchical ESN where each layer was trained on a broad
representation of the output which became more specific at later layers [48]. Another
hierarchical ESN proposed in [49] directly connects a series of ESNs together. Finally,
in [50], a deep LSM model is proposed for image processing which uses multiple LSMs
as filters with a single response. The authors use convolution and pooling similar to
the process of Convolutional Neural Networks and train the LSMs with STDP.
These approaches have all investigated potential solutions to improving the processing capabilities of RNNs or RC networks specifically. As stated in [51], in order to
solve more computationally complex problems deep or hierarchical architectures are
necessary. However, several issues exits in current frameworks which are not suitable
for platforms with on-device learning such as the output layers size growing with the
size of the network, a lack of generalization or unsupervised learning, and a majority
of research has focused on non-spiking networks. Therefore this work will explore
several ways of implementing a scalable deep LSM architecture for on-device learning
for temporal applications.
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2.2.2

Attention

Attention is another algorithmic modification considered in this work. The role of
attention is typically understood in the visual system. There are several examples of
attention in the visual system which play important roles in our ability to selectively
and efficiently process the large amount of information constantly being sent to the
brain[29]. This behavior has been modelled into many neural network implementations to improve the networks in performance [52] and optimize the information sent
to the classification layer. Attention will be implemented by two networks which will
process the information in the deep-LSM and send a condensed representation to the
readout layer for classification.

2.3

Neuromemristive Computing

A few groups have proposed CMOS based digital designs of RC systems [53, 54, 35].
By using memristors it is expected to achieve 50X power and area savings compared
to CMOS-based architectures [36].
The neuromemristive architecture proposed in this work employs a device known
as the memristor proposed by Leon Chua in 1971 [55]. Any device whose I-V (currentvoltage) curve exhibits hysteresis can be considered a memristor. There have been
many different implementations of memristive devices since the resurgence of the
device in 2008 [56]. The different types of memristive devices are metal-oxide resistive devices (used for resistive memory, ReRAM), polymeric memristors, ferroelectric
memristors, manganite memristors, resonant-tunneling diode memristors, and spinntronic memristors [57]. This research focuses on architectures using ReRAM.
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2.3.1

Memristor Device

The memristor is considered to be the fourth basic circuit element where the first three
are the resistor, the inductor, and the capacitor. These passive devices explain the
relationship between voltage (v), current(i), charge (q), and flux (φ). The memristor
was proposed as the missing element linking flux and charge as shown in (2.9).

M (q) =

dφ
,
dq

(2.9)

where M is the instantaneous resistance of the memristor while φ and q are the time
integrals of voltage and current respectively. This gives us (2.10)

M (q(t)) =

V (t)
,
i(t)

(2.10)

where it can be seen that the units of M are in fact Ohms as derived in (2.10) and the
resistance of M depends on the amount of charge that has flowed through the device.
This shows the memristor is a non-linear device with a state-dependent Ohm's law.
An example of the hysteresis in the memristors I-V characteristics caused by the
state-dependent Ohm's law is shown in Figure 2.8.

Figure 2.8: Hysteresis curve of a ReRAM device switching between an On and Off resistance state (Device figure from [1]).

In 2008, HP proposed a resistive memristor using T iO2 between two metal electrodes [56]. The metal-insulator-metal (MIM) structure is common for resistive memristors shown in Figure 2.8. The switching behavior in resistive memristors is not fully
understood but the resistance of the resistive material is modulated by the polarity
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and magnitude of the signals applied across the metal electrodes. The most likely
causes of switching is the formation and rupture of a conductive filament inside the
resistive material. This behavior is caused by a thermochemical effect where ions in
the resistive material drift based on the potential applied across the metal electrodes
and can form filament like paths. For example, applying a negative voltage on the top
electrode would force the ions away from the electrode resulting in a low conductance.
If a high voltage is applied, the ions will drift towards the top electrode forming a
filament like path resulting in higher conductance. This behavior is shown in Figure
2.8. For a more detailed review of the thermochemical effect as well as other plausible
switching mechanisms refer to [57].
The memristors device characteristics bear a striking similarity to a synapse in
biological systems [58]. A synapse and a memristor are two terminal ”devices” whose
conductance can be modified by the charge flowing through them. The memristor
can form the physical interconnect between two neurons, store the synaptic strength
between the two neurons (a memristor is non-volatile so it retains this information),
and physically modulates the signal passing through it. In this way the memristor
manages to combine computation and memory.

2.3.2

Crossbar Architectures

Memristors can be integrated in small, dense crossbar arrays to implement layer to
layer synaptic connections. As neural networks grow, the number of synapses in the
network and number of synaptic operations can grow exponentially. Memristors can
be used for scalable crossbar arrays. The crossbar design shown in Figure 2.9 drastically reduces the area needed to perform the synaptic multiply-and-accumulates at
each layer of the neural network and can achieve a cell area of approximately 4F 2 ,
where F is the feature size [36, 59]. The multiply-and-accumulate can be performed
naturally at the output of the crossbar by using a summing amplifier. Using a sum-
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ming amplifier allowed the synaptic strength between a pre and post-synaptic neuron
to be computed by (2.11).

W =

Rf
M

(2.11)

where the synaptic strength W, is given by the ratio between the feedback resistance
and the memristance. This means by directly modifying that memristors conductance, the synaptic strength will be modified accordingly. Vout can then be computed
by

i
Vout

N
X
Rf ∗ Vinj
=
Mj,i
j=1

(2.12)

where Viout is the output of the ith row, Mi,j is the memristance at the cross point
of the j th input and ith output, and Rf is the feedback resistance at the summing
amplifier. This effectively performs the synaptic multiply-and-accumulate operation
in an area and energy efficient approach.

Figure 2.9: Generic crossbar architecture of memristive devices capable of performing
vector-matrix operations.

In this configuration synaptic connections can only be positive. To overcome this
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in [60, 61] two crossbar arrays can be utilized, one for positive weights and one for
negative weights. However, when implementing the LSM, only one crossbar array is
needed for the liquid layer because the weights in the reservoir are fixed as either
positive or negative.
In order to modify the memristors conductance, peripheral circuitry is needed
with the crossbar which is capable of driving a desired potential across the device
which causes a change in the memristors state. In [62] the authors investigate ondevice learning for gradient descent using digital read/write logic with a 2T1R (two
transistors, one memristor) crossbar array. This approach is capable of implementing
fast on-device training at the cost of crossbar area because only two write cycles are
needed, one for increasing the memristance and one for decreasing the memristance.
Another approach is being investigated by Sandia National Laboratories to enable
on-chip back-propagation [61]. In this work an area efficient approach to on-device
training is implemented using Ziksa [34]. Ziksa is a five transistor analog write scheme
for on-device learning with memristor crossbar arrays. The transistors form an Hbridge across every memristor device as shown in Figure 2.10. With the H-bridge, it
is possible to drive a potential across the memristor in either direction represented
by the red and green arrows respectively. The design takes advantage of the power
rails to supply the magnitude of the write pulse and the duration of the pulse controls
the corresponding change in the memristance. The transistors that make up the Hbridge are controlled by a digital logic block which sequentially writes every column
of memristors one at a time. Every column requires two write cycles, one for positive
writes and another for negative writes. The columns and devices that are not meant to
be trained are driven with a potential which is equal to half the memristors threshold.
The advantages of this design is the scalability because the number of transistors
required grows linearly with the number of rows/columns. Table 2.1 summarizes
the transistor count needed for on-device learning using Ziksa compared to other
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Architecture

[62]

# Devices /
Synapse
2/output and
3/input
2

[63]

5

Ziksa [34]

# Device for
10x10 array
50 transistors +
100 memristors
200 transistors
+ 100 memristors
500 transistors
+ 100 memristors

Comments
Scales with rows
and columns
Scales with number of synapses
Design not in
context of crossbar

Table 2.1: Comparison of scalability between Ziksa and other NMS write schemes.

on-device learning implementations. For a more detailed study on Ziksa refer to [34].

Figure 2.10: Ziksa being used to set/reset a memristor in a crossbar setting.

2.3.3

Noise

When designing neuromemristive systems, it is important to account for noise and
variability in the memristive device. Specifically there are two types of noise to take
into consideration, write noise and read noise.
Write noise is primarily due to device variability and will manifest itself in a
few ways. The first manifestation can be seen where an array of similar devices
will have different maximum and minimum resistance states which will impact the
range of synaptic strength a particular device can realize [64, 65, 66, 67]. Second
is when writing to the device, depending on the current state of the memristor, the
conductance change of the memristor will vary under identical write operations. This
25

CHAPTER 2. BACKGROUND AND RELEVANT WORK

means that a write pulse with a fixed magnitude and duration cannot be associated
with a fixed conductance change. Thereby updating the conductance by the exact
amount is challenging and often requires the need of extra circuitry which continues
to apply small write operations until the target state is reached [68]. Lastly, two
devices starting from the same initial state will have different conductance changes
when performing an identical write operation [69]. This is due to device variability
and is addressed through using feedback to continue modifying the memristor until
it reaches the target state.
Read noise in the memristor device is due to thermal noise, flicker noise, and
random telegraph noise (RTN) [70, 71, 72, 73, 74, 75]. RTN is the dominating noise
source [70] in these devices and is caused by single electron trapping processes which
cause the device to oscillate between two states. This form of noise can be modelled
through a Gaussian distribution [70].

2.4

Summary

The LSM is a form of RC computing which has distinct properties making it suitable for hardware implementations compared to other RC networks when considering
area/power constraints and complexity. The networks reduced complexity compared
to other RNN implementations such as LSTM and reduced precision make it an ideal
architecture for embedded platforms. This could lead to a new generation of neuromorphic chips for embedded platforms for applications in a variety of fields such
as personal health care, natural language processing, IoT, and autonomous systems.
This work investigates several architectural advancements to potentially improve and
stabilize performance of using the LSM on real-world applications to achieve state-ofart results. This is an important step in bringing these networks closer to deployment
in industry. The new architecture is presented in the context of a mixed-signal framework utilizing emerging memristor technology and on-device learning.
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Chapter 3
Proposed deep-LSM Architecture

The proposed deep-LSM is a deep network which utilizes random liquid layers as the
main computational unit shown in Figure 3.1. The deep-LSM utilizes random liquid
layers to process temporal information with minimum complexity. In between the
random liquid layers, encoding layers are used to transform the liquid layers state
into a low-dimensional and meaningful representation. As information flows through
the deep-LSM, the different liquid layers will process information from the input
signal over multiple time-scales. The two primary focuses of this research are how
to optimize the random liquid layers for on-device learning and how to best encode
information between the liquid layers in the deep-LSM. The optimized liquid layer
was then tested in several deep architectures described in the second half of this
chapter.

Figure 3.1: Architecture of proposed deep-LSM.
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3.1

Liquid Layer Optimization

The LSM architecture consists of a three layer neural network comprised of an input
layer, a liquid layer, and a readout layer as shown previously in Figure 2.1. The input
layer and liquid layer are first simplified to reduce design complexity without any cost
in the performance of the LSM. A simplified short-term plasticity rule and synaptic
scaling are introduced in the liquid layer to help improve the memory and temporal
processing capabilities of the liquid layer which is the primary computational unit in
the deep-LSM.
The input layer in this case is treated as a layer of linear neurons with the identity
function. In this case spiking stimuli to the network is directly passed as spike trains
into the LSM while analog signals are directly fed as current signals to the LSM.
This removes the need for a preliminary conversion layer which translates the analog
signals into spike trains. The connectivity matrix from the input layer to the LSM is
also simplified to a sparse binary matrix. This reduces the precision and complexity of
generating the input weights. The probability of a connection is drawn from a uniform
random distribution and the degree of sparsity varies based on the application and
number of input signals. Figure 3.2 shows an example of the connection from an
input layer with ten features to a 10x10 reservoir of neurons with 95% sparsity. The
sparsity constraint results in mixed-selectivity in the network in which neurons in the
reservoir receive small unique combinations of the input signals. This lets different
neurons respond to different features in the input space without the need for learning
selective response. In [76] the authors explore the trade-offs of mixed selectivity in
random networks and show that there is a trade-off between the degree of separability
and the generalization capability of the network. The appropriate degree of sparsity
is application dependent and needs to be explored as a hyper-parameter for different
applications.
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Figure 3.2: Sparse projection from the input layer to the liquid layer.

Figure 3.3: Sparse connectivity of a 10x10 liquid layer using (2.3) with λ = 4.

The liquid layer in this work is implemented by leaky integrate-and-fire neurons
whose dynamics are modeled by (2.1). The connections between each neuron are
initialized according to the probability equation (2.3). The resulting small world
topology for a 10x10 grid of spiking neurons is shown in Figure 3.3 where it can be
seen that a few neurons act as hubs which communicate with their local neighbors..
This matrix is initialized using fixed weights for each connection type where excitatory
to excitatory (EE) connections have a synaptic strength of 3, EI have a strength of
3, IE have a strength of 4, and II have a strength of 1 [16]. In [77] it was shown that
neurons having homogeneous excitability is important in the dynamics of working
memory. Therefore, once the initial weight matrix is created, the excitatory and

29

CHAPTER 3. PROPOSED DEEP-LSM ARCHITECTURE

inhibitory pre-synaptic connections are normalized so the sum of excitatory synapses
and sum of inhibitory synapses is consistent for all neurons. However, the ratio
between the sum of excitatory synapses to the sum of inhibitory synapses is crucial
for information transfer in the brain at the level of individual neurons [78]. It was
found through analysis on the synthetic application that for the proposed LSM, the
best ratio was for the sum of the excitatory synapses to be twice the sum of the
inhibitory synapses. Another simplification is to reduce the STP equations ((2.5)
and (2.6)) to (3.1) as shown in Figure 3.4

S(n) = S(n − 1) − α ∗ (x(n) − β)

(3.1)

Figure 3.4: Comparison of STP model in [2] to the proposed STP model.

where S is the synaptic efficacy regulating the strength of a neurons action potential
and is bounded between 0 and 1. If a neuron emits a spike (x(n) = 1), the strength
of S is decreased and if x(n) = 0 then S is increased. α and β are hyper-parameters
used to control the dynamics of STP. STP has also been shown to play a role in
working memory in networks of excitatory and inhibitory neurons. Figure 3.5 shows
the dynamics of the synaptic efficacy S.
The output readout layer is a single layer of neurons with a sigmoid activation
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Figure 3.5: STP model according to (3.1) as a function of the pre-synaptic action potentials with α = 0.01 and β = 0.3.

function. However, because a binary state matrix is used to represent the liquid layers
activity, several states collapse upon each other which can impact the networks ability
to distinguish between different temporal patterns. Typically an exponential filtering
operation is performed on the output of each neuron in the liquid layer [79], in this
work a synaptic trace operation is implemented at the output of each liquid neuron
before transmitting to the readout layer. This operation is given by equation (3.2)

τtrace

dXtrace
= −Xtrace
dn

(3.2)

where the synaptic trace (Xtrace ) keeps track of the behavior of the spike activity of
a neuron (x(n)) by increasing the trace by one every time a spike occurs and slowly
decaying. This trace value is used by the readout layer to perform classification and
prediction by capturing the short term behavior of each liquid neuron. This provides
more information than a binary vector representing if a liquid neuron spiked.

3.2

Clockwork-LSM

One essential property needed for processing temporal information is the ability to extract information on multiple timescales. Such a feature captures information fed into
the network at different frequencies, resulting in more complex dynamics which should
boost the computational capabilities of the network. The LSM, as any recurrent network, captures this information through the dynamics of the recurrent connections.
31

CHAPTER 3. PROPOSED DEEP-LSM ARCHITECTURE

However, as shown in the clockwork-RNN [45], it is beneficial to process information
at different frequencies more distinctly. To capture this in the LSM, a proposed approach is to give the liquid neurons different firing thresholds and time constants.
This will result in each neuron integrating information over different timescales and
can increase the complexity of network dynamics. In order to keep the initialization
as simple as possible, the number of possible values for the firing threshold and timeconstant are limited in this work. For the firing threshold the neurons can have either
20mV or 40 mV and for the time-constant the neuron can have 30, 60, 90, or 120.
These ranges were found to work best on the synthetic dataset.
A network of heterogeneous neurons enables diversity in the network response and
some neurons will be capable of capturing information on shorter time-scales which
others cannot and vice-versa. This can be seen in Figure 3.6 where neurons with
longer time-constants/higher thresholds will react to changes in the input signal over
longer time-scales while neurons with short time-constants/small thresholds will react
to changes in the input over shorter time-scales. However, as will be shown later, it
will be difficult to implement neurons with different time-constants and thresholds in
the analog domain.

Figure 3.6: A liquid layer in the Clockwork-LSM consists of neurons with different time
constants and thresholds which causes neurons to integrate information on different timescales.
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3.3

deep-LSM

The second focus in this work is the implementation of a deep-LSM. In [46], the authors summarize three main areas for optimizing learning algorithms which are; the
number of computations required during training and testing, number of examples
required for good generalization, and minimum amount of human effort needed to
tailor the algorithm to a task. The authors provide evidence showing for many tasks,
a deep network is computationally more efficient than a shallow (single-layer) architecture. Second, a deep model allows the network to learn more complex abstractions
of the input and process the input on different timescales [46]. Through this process
a network can extract higher level temporal features in each subsequent liquid layer
before finally sending the information to a readout layer.
The inputs to each layer in the deep-LSM can be described by equations (3.3)-(3.5)

L1
L1
IL1 (n) = Win
∗ u(n) + Wrec
∗ xL1 (n − 1)

(3.3)

Ek
IEk (n) = Win
∗ xEl=k (n)

(3.4)

Ll
Ll
ILl (n) = Win
∗ xEk=l−1 (n) + Wrec
∗ xLl (n − 1)

(3.5)

where (3.3) is the input to the first liquid layer L1 , (3.4) is the input to the k th
encoding layer, and (3.5) is the input to the deep liquid layers. In this architecture
there is always one more liquid layer than encoding layers.
Two architectures are investigated in this work to realize the deep-LSM. The
first architecture uses fixed (not-trained) encoding layers between different reservoir
layers (liquid layers) which is referred to as the feed-forward deep-LSM. The second
architecture uses unsupervised learning to extract import features between reservoirs
33

CHAPTER 3. PROPOSED DEEP-LSM ARCHITECTURE

and is referred to as the unsupervised deep-LSM.

3.3.1

Feedforward deep-LSM

The firs architecture investigated is the feedforward deep-LSM. In the feed-forward
deep-LSM, the first step is to identify a group of backbone neurons similar to [43].
These backbone neurons are the neurons responsible for receiving incoming stimuli
and communicating with sequential layers. The location of the backbone neurons is
kept constant throughout all the layers. In this architecture, as shown in Figure 3.7,
the input layer is randomly projected to the backbone neurons in the first liquid layer.
There are several approaches to building a deep-LSM from the first layer.

Figure 3.7: A percentage of neurons in the liquid layer are randomly selected as backbone
neurons. In the proposed deep-LSM models, the sequential liquid layers are all the same
size and the backbone neurons are the same in each liquid.

The first approach is a direct feedforward connection between corresponding backbone neurons in sequential layers as shown in Figure 3.8 forming a chain of liquid
layers. The backbone neurons will capture information about the dynamics of the
input signal from the input being directly sent to the reservoir and the feedback
information in the recurrent connections. This information is encoded in the firing
patterns of the backbone neurons which will be sent the next liquid layer. In each
liquid the dynamics of the backbone neurons will be driven by their local recurrent
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connections and corresponding signals from the previous layer. This lets each sequential layer build upon the dynamic information from the previous layer and project it
into a new high-dimensional space.

Figure 3.8: Architecture for a deep-LSM consisting of a chain of liquid layers.

The second approach is to use a intermediary feedforward layer of spiking neurons
as shown in Figure 3.9 where the number of neurons in the feedforward layer are equal
to the number of backbone neurons in the liquid. The feedforward layer will receive
a random combination of inputs from the backbone neurons of the first layer and
project them to one backbone neuron in the second layer. Another approach shown
in Figure 3.10 is where the feedforward layer randomly connects to the backbone
neurons in the second layer. The idea behind these two approaches is to take a nonlinear transformation of the input of the previous liquid layers to drive the second
liquid layer.
These approaches do not scale as the reservoir size grows because the number of
backbone neurons will increase dramatically. For a liquid size of 500 neurons, if each
input signal connects to 5% of the neurons in the liquid there will be on average
350 backbone neurons. An approach to circumvent this problem is to use a form of
spike based pooling between the liquid layers as shown in Figure 3.11. The pooling
operation will observe the activity of locally connected groups of neurons formed
during the reservoirs initialization and group their activity together. The pooling
operation used is max pooling, and is used as current into a spiking neuron. The
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Figure 3.9: Architecture for a deep-LSM consisting of an intermediary feedforward network with a direct one-to-one connection to the next liquid layer.

Figure 3.10: Architecture for a deep-LSM consisting of an intermediary feedforward network randomly connected to the next liquid layer.

spiking output of the pooling layer will then project randomly into the backbone
neurons of the next liquid layer. This approach reduces the number of input signals
to the sequential liquid layers which will minimize the resources needed to implement
the next liquid layer for on-device plasticity.

3.3.2

Unsupervised deep-LSM

The second architecture investigated in this work uses pooling and unsupervised learning to extract meaningful features from each liquid layer. There are two separate
models investigated for this approach. The first model performs unsupervised learning directly on the outputs of the backbone neurons in the first liquid layer as shown
in Figure 3.12. The unsupervised layer then connects randomly to the backbone
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Figure 3.11: Architecture for a deep-LSM consisting of an intermediary feedforward pooling layer randomly connected to the next liquid layer.

neurons in the next liquid.

Figure 3.12: Architecture for a deep-LSM consisting of an intermediary feedforward unsupervised layer randomly connected to the next liquid layer (Dashed lines represent trained
synapses).

The second model shown in Figure 3.13 utilizes a pooling layer to group the activities of the backbone neurons and reduce the number of signals which the unsupervised
layer will need to learn. The pooling layer is used to reduce the dimensionality of the
liquid layers output as well as make it translation invariant. This architecture can
simplify the unsupervised implementation to enable on-device learning. Same as in
the previous model, the unsupervised layer will then connect randomly to the neurons
in the next liquid layer.
The motivation behind these two models is that the unsupervised layer can learn
important relations between clusters of neurons in the liquid layer to extract mean37
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Figure 3.13: Architecture for a deep-LSM consisting of an intermediary feedforward unsupervised pooling layer randomly connected to the next liquid layer (Dashed lines represent
trained synapses).

ingful information to send the next liquid layer. This helps maximize the information
communicated between layers and gives a better representation of the liquid layer
dynamics than a direct or random propagation of information which may send redundant information [25].
The unsupervised learning rule used is known as Spike-time Dependent Plasticity
(STDP). STDP is a form of hebbian learning which postulates that neurons which
fire together grow together [80]. In this case if a pre-synaptic potential occurs before
a post-synaptic potential the synaptic strength is increased and in the other case if a
post-synaptic potential occurs before a pre-synaptic potential the synaptic strength
is decreased. This can be mathematically represented by

∆Wi,j =




A+ ∗ exp −∆T
τ ,
0 ≤ ∆T ≤ tmax




A− ∗ exp






0,

∆T
τ

,

0 > ∆T ≥ tmin

(3.6)

else

where ∆Wi,j is the change in the synaptic strength between a pre and post-synaptic
neuron. In (3.6), if the timing between a pre and post-synaptic spike (∆T ) is within a
time window defined by tmax /tmin then the weight will be increased/decreased. A+ is
a scalar value which results in an increase in synaptic strength while A− is a negative
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scalar which decreases the synaptic strength.
In order to simplify the design implementation in hardware, a simple learning rule
based on a pre-synaptic trace [81] is used to model (3.6). The pre-synaptic trace is a
function which tracks the recent activity of the pre-synaptic neurons given by (3.2).
The unsupervised learning rule can then be defined as

∆Wi,j = α ∗ sign(Xtrace − Xtar )

(3.7)

where α is a tunable hyper-parameter to control the magnitude of the weight
change. The change in the synaptic strength between pre-synaptic neuron j and
post-synaptic neuron i is increased by α if Xtrace > Xtar and decreased by α if
Xtrace < Xtar . In [33], it is shown that this simplified learning rule can closely follow
more complex STDP learning rules.
STDP alone can exhibit runaway dynamics which result in neurons saturating. In
order to stabilize the performance of STDP, it is necessary to introduce a homeostatic
mechanism known as synaptic scaling [82]. Synaptic scaling scales the sum of presynaptic connections to any neuron to a set value as shown in (3.8).

Wi,j =

Wi,j
N
P

∗α

(3.8)

Wi,j

i=1

Here the synaptic connection from pre-synaptic neuron j to post-synaptic neuron i
(Wi,j ) is scaled by the total sum of pre-synaptic connections connected to neuron
i. This helps stabilize the weights while maintaining the hebbian relation between
synapses and removes the effect of noise on the network. The performance of STDP
with and without synaptic scaling is shown in Figure 3.14.
Another issue faced with unsupervised learning through STDP is that in order to
generate competition between neurons and force neurons to learn different patterns,
it is necessary to enforce global inhibition. Global inhibition results in the layer
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behaving like a winner take all network so that when a neuron fires to a specific
pattern, it inhibits all other neurons from firing and learning that same pattern. To
prevent a single neuron from constantly inhibiting other neurons, it is necessary to
include intrinsic plasticity [83]. Intrinsic plasticity regulates how often a neuron fires
by modifying the neurons firing threshold according to (3.9)

Vth = Vth + Θ

(3.9)

where the neurons firing threshold Vth is increased by Θ and Θ is increased every
time a neuron fires and decays back towards its resting value when a neuron does not
fire according to a time constant τ shown in (3.10) [84]. This makes it harder for a
neuron to spike multiple times in succession to allow other neurons to learn. This
effect can be seen in Figure 3.14 where it shows that without intrinsic plasticity only
a few neurons learn over time.

τ

dΘ
= −Θ
dt

(3.10)

Figure 3.14: A subsection of synaptic strengths after training for unsupervised clustering
on MNIST. (a) A few neurons inhibit all others from learning. (b) Every neuron shows
that it is learning, however learning is dominated by neurons which fire to every class. (C)
Only a few neurons learn to respond to every input class. (d) Each neuron learns a specific
number. (Figure based on results in [3, 4]).

Through the use of pooling and STDP, it is possible to implement a deep-LSM
capable of building higher-level representations of the spatio-temporal information
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captured by each layer of the reservoir. The unsupervised learning allows the network
to identify important information about each liquid layer to be communicated to the
next layer.

3.4

Attention Mechanism

Another feature which is needed in the deep-LSM is the use of attention in the readout
layer as shown in Figure 3.15. This is necessary because as the size of the deep-LSM
grows, there is a limit to how much information can be encoded into a single small
readout layer. Attention will help the network to effectively select and process the
information needed to perform the task with limited resources. Attention is applied
by adding two separate single layer neural networks which determine the appropriate
information to be passed to the final readout layer.

Figure 3.15: Attention can be applied to the whole deep-LSM network which is the deep
attention mechanism (left) and spatially to a single liquid layer which is the spatial attention
mechanism (right).

In the proposed deep-LSM architecture there are two separate attention mechanisms introduced into the readout layer. The first attention mechanism is taught to
predict the importance of each liquid layer. The second attention mechanism is taught
to predict the importance of different spatial regions in the liquid layer. Both of these
mechanisms are implemented by a single-layer feedforward neural network. The net41
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work receives the current state of the deep-LSM, Xdeep−LSM = [X1 , X2 , ..., XL−1 , XL ]
where L is the number of layers in the deep-LSM to predict the appropriate attention
coefficients.
The first attention mechanism will be referred to as the deep attention network
and is the one which predicts the importance of each layer in the deep-LSM. The
attention network will predict a coefficient for each liquid layer in the deep-LSM
based on the state of the deep-LSM. The function of the first attention network is
given by

ADeep
= σ(WADeep ∗ Hdeep−LSM )
l

(3.11)

where Al refers to the attention coefficient for the lth liquid layer in the network such
Deep
that ADeep = [ADeep
, ADeep
, ..., ADeep
] and L represents the total number of
1
2
L−1 , AL

layers and WADeep are the learned weights of the deep attention network. A softmax
function is used to assign a probability to each layer which represents the likelihood
of that layer being the most important. Then, based on the attention coefficients, a
weighted sum of all the liquid layers is computed to generate a final representation of
the deep-LSM (XS ) as shown in (3.12)

XS =

l
X

ADeep
∗ Xl
l

(3.12)

l=1

The second attention mechanism will be referred to as the spatial attention network and will predict the importance of each neuron in the final representation. This
will identify important regions in the reservoir to allow a ”smarter” classification. The
second attention mechanism receives the same input as the first attention mechanism
and will predict a coefficient ASpatial
for every value in the final representation XS
n
produced from the first attention mechanism. The equation for computing ASpatial
is
n
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given by

= σ(WASpatial ∗ Xdeep−LSM )
ASpatial
n

(3.13)

where each coefficient ASpatial
is determined based on the learned weights WAtwo and
n
Spatial
the state of the deep-LSM and ASpatial = [ASpatial
, ASpatial
, ..., ASpatial
] where
1
2
N −1 , AN

N is the total number of neurons in a liquid layer. The coefficients in ASpatial will
then be used to produce a weighted representation of XS where

XF = XS

ASpatial

(3.14)

where XF is the final representation of the state of the deep-LSM. XF is then sent to
the output layer which will compute the output of the network given by (3.15)

y(n) = σ(Wout ∗ XF )

(3.15)

where yt is the output of the classifier based on the state HF of the deep-LSM at time
t. The combination of these two attention networks can be seen in Figure 3.16

3.5

Summary

The new deep-LSM architecture incorporates several novel features which improve
the computational capabilities of the original algorithm. The architecture has the
ability to integrate and process information over several time scales which can allow
for capturing more complex patterns in the input signal. By extending the architecture to beyond a simple three-layer network the LSM can now map the input signals
into a quick high-dimensional space and through the use of intermediary layers extract distinct features to pass on to the next liquid. This deep model can allow for
more complex signal processing and feature extraction. Lastly, by giving the network
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Figure 3.16: Application of both attention networks to the deep-LSM architecture.

auxiliary attention mechanisms , the overall system can identify more clearly where
in the network to focus for decisions. This can enhance classification performance as
well as reduce the amount of data transfer to the final classifier by only selecting a
percentage of the top neurons identified by the attention mechanisms.
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Chapter 4
Neuromemristive LSM Design

The proposed NMS deep-LSM with random encoding layers is shown in Figure 4.1
and the NMS deep-LSM with unsupervised encoding layers is shown in Figure 4.2.
The architecture consists of homogeneous block to implement the different layers in
the deep-LSM. The first block in the network is the input layer which sends the input
signal to the first liquid layer. The encoding layers in the deep-LSM are either random feedforward spiking layers or unsupervised feedforward layers which use STDP.
A random spiking layer block is used to implement the liquid layers and the random encoding layers. An unsupervised spiking layer block is used to implement the
unsupervised encoding layer. A readout layer is the last block which computes the
attention coefficients, encodes the deep-LSM, and performs classification.

Figure 4.1: High-level architecture of blocks in the neuromemristive design of deep-LSM
with random encoding layers.
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Figure 4.2: High-level architecture of blocks in the neuromemristive design of deep-LSM
with unsupervised encoding layers.

4.1

Input Layer

The input layer in the design is a direct link between the external input signal and
the first liquid layer in the deep-LSM. The system can accept two types of inputs,
analog signals or binary spike trains. When the input signal is represented as a multibit digital signal, it is necessary to convert the signal into either an analog signal or
binary spike train. In order to convert a digital signal to an analog signal, a bank
of digital-to-analog converters (DACs) will be needed for each input signal. Because
DACs are only needed in the first conversion process from the input layer to the liquid
layer, it is expected to have a small footprint in the design. To pass the input signal
to the liquid layer, a capacitive voltage divider will be used to keep the voltage within
a range that will not induce a state change in the memristors.

4.2

Random Spiking Layer

The random spiking layer has three main components shown in Figure 4.3. The first
is the synaptic multiplications which weight the input signal and will be performed
by the memristor crossbar core. Second is a group of analog LIF neurons. The last is
Ziksa [34] and a local controller to initialize the random weights and implement STP.
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Figure 4.3: Block diagram of the spiking layer neuromemristive architecture where the
memristor crossbar core performs the synaptic multiplications, a row of analog leaky
integrate-and-fire neurons accumulate and process the inputs, and an analog write scheme
known as Ziksa is used to set the synaptic strengths and regulate STP.

4.2.1

Memristor Crossbar Core

The memristor crossbar core in the random spiking layer is an M x N array of passive
devices which implements the synaptic weights in the network. The memristor crossbar can directly store the synaptic weights in the non-volatile memory of the devices.
The advantage of the memristor crossbar core is that it can perform vector-matrix
multiplication operations in the network while storing the synaptic weights and providing the physical interconnections between two layers in the deep-LSM. This is
demonstrated in Figure 4.4, where the left-hand side shows the operations in a neural
network and the right-hand side shows how the operations translate to a crossbar
design.
A full crossbar can be used to implement the random encoding layers or liquid
layer as shown in Figure 4.5. This shows a liquid layer with N inputs and M outputs.
The N inputs consist of both the external input to the layer as well as the M recurrent
signals. For example if a liquid layer has 500 neurons and there are 40 external inputs,
the crossbar size would be 500 x 540. For an encoding layer, the inputs would be
the 500 neurons from the liquid layer and there would only be 40 outputs to encode
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Figure 4.4: Demonstration of how a crossbar can be used to perform the multiply and
accumulate operation in a neural network.

the liquid layer so an encoding layer would need a 40 x 500 crossbar. The M output
voltages would then be converted to a current and sent to the analog LIF neurons.

Figure 4.5: Mapping a single liquid layers synapses (with N inputs and M outputs) to a
M x N memristor crossbar core.
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4.2.2

Leaky Integrate-and-Fire Neurons

The analog leaky integrate-and-fire neurons are implemented as shown in Figure 4.6.
The output voltage from the crossbar will first pass through a voltage-to-current
converter to produce the input current Iin to the neuron. The input current will be
integrated by a capacitor and once the voltage across the capacitor reaches a certain
threshold it will trigger the comparator and emit an action potential. In this network
the action potentials are modeled by a pulse which can be programmed to be set high,
with a clocked flip-flop at the output of the comparator. While the output is high, it
activates a switch which drains the capacitor and resets the membrane potential and
prevents it from accumulating charge during the refractory period.

Figure 4.6: Analog LIF neuron design.

4.2.3

Ziksa for Initialization and STP

A digital block first initializes the weights according to (2.3). Once the weights are
initialized, Ziksa normalizes the synaptic connections based on the synaptic scaling
parameters for the inhibitory and excitatory connections. To normalize the weights, a
separate digital block is responsible for reading each memristors value and computing
the sum of the entire columns weights. The change in memristance according to 4.1
is simplified to

Ti,j = β +/− ∗ Wi,j (α − Vout,j )

(4.1)
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where the duration of the pulse applied with Ziksa (Ti,j ) is determined according
to Wi,j , which is the weight at the cross point from pre-synaptic neuron j to postsynaptic neuron i, Vtotal which represents the sum of all the pre-synaptic weights, and
α which is the target sum. The design was tested in [3] and the logic flow for synaptic
normalization is shown in Figure 4.7.

Figure 4.7: Logic flow for digital controller to perform synaptic normalization with Ziksa.

For the liquid layer, Ziksa can also be used to implement STP. Every time an output neuron emits a spike, the local controller will use Ziksa to decrease the memristance of all the memristors along the column in the memristor crossbar core belonging
to the neuron that spiked. Based on the simplified STP model (3.1), the synaptic
weights are always decremented/incremented by a fixed amount based on if a neuron
emitted a spike or not. The local controller which keep track of a the synaptic efficacy
for each neuron. Based on this synaptic efficacy it will be able to prevent scaling a
neuron which is at its bounds. This implementation is more efficient than reading
every memristor to check if it is at its bounds and can prevent writing to memristors
which are supposed to be ”off”. One design choice to investigate is a slower STP
model, which does not require an update every time a pre-synaptic spike occurs and
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instead keeps track of the average activity and adjusts the memristors accordingly on
a slower time scale.

4.3

Unsupervised Spiking Layer

The unsupervised spiking layer shown in Figure 4.8 can be implemented with the
same architecture as the spiking layer. The difference being that the corresponding
spiking neurons are integrated with homeostatic mechanisms to stabilize the STDP
learning rule. The STDP equation can be implemented by Ziksa through the local
controller. The two mechanisms needed to stabilize the STDP rule are synaptic
scaling and intrinsic plasticity. The synaptic scaling will be implemented through the
local controller and Ziksa as in the random spiking layer. The intrinsic plasticity can
be implemented as a separate logic block which adjust the threshold values of the
analog LIF neurons.

Figure 4.8: Block diagram of the feedforward unsupervised spiking layer architecture.

4.3.1

STDP with Ziksa

Ziksa can be programmed to implement the simplified STDP model in (3.7) [3, 33].
A logic block will be used to keep track of a synaptic trace value which tracks the
binary responses of the pre-synaptic neurons over time. Whenever a post-synaptic
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neuron emits a spike it will trigger Ziksa to train the pre-synaptic connections based
on the value of the pre-synaptic trace. If the trace is above a certain threshold, the
memristance between the pre-synaptic and post-synaptic neuron will be increased
because this corresponds to pre-synaptic neurons which recently fired and if it is below
the threshold the weight will be decreased. Ziksa will also be used to periodically scale
the synaptic strengths to maintain a fixed value and promote competition between
the synapses. Also, to force competition between neurons the global inhibition will be
implemented by draining the membrane potentials of all other post-synaptic neurons
whenever one fires. The only homeostatic mechanism which cannot be implemented
through Ziksa is the intrinsic plasticity rule which regulates the neurons thresholds.

4.3.2

Intrinsic Plasticity Block

The intrinsic plasticity block is a digital logic block integrated with the analog spiking
neurons as shown in Figure 4.9 [4]. This neurons firing threshold is stored in memory
and updated based on the neurons output at every time step. The digital threshold
value is then converted by a DAC to be used as the reference voltage for the spiking
neurons comparator. As DACs are expensive in hardware, a proposed simplification
is to only use a 2-bit DAC for a total of 4 threshold states. Another approach that
removes the need for a DAC is to inhibit any neuron that recently fired for a certain
length of time. These modifications are beyond the scope of this work.

Figure 4.9: Intinsic plasticity block which integrates with analog LIF neurons.
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4.4

Readout Layer

The readout layer shown in Figure 4.10 will consist of an output layer block and
attention layer block. These networks use the bipolar crossbar scheme to implement
both positive and negative weights. The neurons in these three layers are sigmoid
activation functions, which can be implemented by a piece-wise linear approximation
model which was demonstrated on a digital LSM in [35].

Figure 4.10: Block diagram of the readout layer architecture.

The two attention networks will receive the state of the deep-LSM as inputs to
predict the attention coefficients. The attention coefficients will then be used to
create an encoded representation of the deep-LSM to be sent to the output layer.
Since the activation function is sigmoid, the output of each crossbar will need an
ADC to convert the crossbars voltage to a digital signal for the neuron function.
In order to apply the weighted coefficients to the deep-LSM, there will be one NxN
crossbar (N is the number of neurons in each layer) for each layer in the deep-LSM.
There is a total of N spatial attention coefficients for each of the N inputs/outputs.
These N coefficients will be applied to each memristor along the diagonal of the
memristor crossbar core Mn , n such that

Rn,n
Mn,n

= ASpatial
where n = [1, 2, ...., N ].
n

Any memristor not along the diagonal will be set such that

Ri6=j
Mi6=j

= 0 where i, j =

[1, 2, ...., N ]. This will result in three identical crossbars as shown in Figure 4.11.
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Figure 4.11: The first step of the attention mechanism is to set the memristors along the
diagonal of the N x N meristor crossbar cores to the corresponding coefficients in ASpatial
R
from (3.13) such that Mn,n
= An . This will result in a group of identical crossbars for each
n,n
liquid layer in the deep-LSM.

The second step is to apply the weighting from the deep attention network which
will scale each individual crossbar according to the layers coefficient as shown in Figure
4.12 so each memristor crossbar core gets scaled by ADeep
where l = [1, 2, ...., L] and
l
L is the number of liquid layers in the deep-LSM.
Once the crossbars for each layer are set, the liquid layers output (Xl ) will be multiplied with each of their respective memristor crossbar cores and summed together
which will produce XF from (3.14). The computed XF will then be used as input
to the crossbar for the output layer as shown in Figure 4.13. The output layer will
perform the classification and compute the error needed to train the readout layer.
In order to train the attention networks, it is necessary to implement backpropagation from the error of the output layer. This step will require an additional
digital logic block to compute the appropriate weight changes and update the networks with Ziksa using a procedure similar to [61].
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Figure 4.12: The second step of the attention mechanism is to scale each crossbar according to the corresponding coefficient ADeep from (3.11). This results in the diagonal
elements of each memristor crossbar core being equivalent to the attention coefficient for
the N neurons in the liquid layer. By multiplying the outputs of the neuron in the liquid
layer with their respective memristor crossbar core we can obtain the final representation
X − F to be sent to the output layer.

Figure 4.13: The last step of the attention mechanism is to compute the final representation of the deep-LSM XF to be used as input to the output layer. The encoded deep-LSM
state X − F is multiplied with the memristor crossbar core in the output layer which represents Wout to determine y(n).
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4.5

Summary

The high-level architecture described in this chapter is a prototype for realizing the
deep-LSM architecture on an embedded systems. The architecture is designed for a
system capable of on-device learning using local write schemes and simple learning
rules. This will enable on-device intelligence for a mobile systems where time and
resources are limited.
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Simulation Methodology

5.1

Simulation Methodology

Figure 5.1: Datflow in MATLAB used for verification of the software deep-LSM (left) and
hardware emulation of the deep-LSM (right).

In this research MATLAB, is used as the simulation environment to analyze
the proposed networks functionality, performance, and robustness. The simulation
methodology is portrayed in Figure 5.1. First, a behavioral model is developed and
tested. Hardware constraints on plasticity and noise are added to emulate NMS operation. To quantify the performance of the network there are two main metrics. First
is the accuracy of the deep-LSM on a given application, which quantifies the networks
performance on that task. The second is the separation property which has been used
to quantify how well the network separates the data [16]. The separation property
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was formulated in [85] and then modified in [86] to be computed by determining the
inter-class variance (Cd (t)) in (5.1) and intra-class variance (Cv (t)) (5.2)

Cd (t) =

N X
N
X
||µ(Xl (t)) − µ(Xm (t))||2
N2
l=1 m=1

1
Cv (t) =
N

N
X

S
P

(5.1)

||µ(Xl (t)) − Xm ||2

m=1

S

l=1

(5.2)

where µ(Xl (t)) is the average state vector (Xl (t)) of the liquid layers response associated with class l and there is a total of N classes. The inter-class variance compares
the state vectors of the liquid layer for each class and the intra-class variance measures the difference between each sample for each class. The separation property is
defined as

Sep(t) =

Cd (t)
Cv (t) + 1

(5.3)

It can be seen that the larger the separation property the greater the distance between
different classes [86].

5.2

Optimal LSM Architecture

The first step in this work was find the best choice for the hyper-parameters in the
proposed liquid layer optimization’s. A grid-search was used to test different hyperparameter combinations. The performance of each simulation was measured using
both the accuracy on the synthetic classification task and the separation of the liquid.
The synthetic application used to benchmark the performance of the different
LSM models to find the optimal liquid layer is shown in Figure 2.5. This task is
similar to [16] where each class is defined as a sequence or pattern of frequencies.
In total there are 5 classes, each made up of a sequence of 5 frequencies used to
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generate 100ms long spike trains using a Poisson process. Due to the randomness in
the Poisson process, samples of the same class will have very different firing times
which stresses the networks generalization capabilities.
Once the default model was determined, all the proposed deep-LSM architectures
were tested on a subset of the TIMIT dataset to perform an isolated 4 phoneme
recognition task used in [86] and compared with an LSM with static synapses and
with the clockwork-LSM. The top architectures are then implemented on a larger
version of the TIMIT dataset and an epileptic seizure detection tasks explained below.

5.3

Seizure Detection Dataset

For epileptic seizure detection, the dataset is taken from [87]. This dataset consists
of 500 single channel EEG recordings, 400 for healthy patients and 100 recordings of
seizure activity during surgery. The 400 healthy recordings are split into four sets of
100. In this work the 100 segments recorded from healthy volunteers with their eyes
open (set A) was used for non-seizure data and seizure recordings during surgery (set
E) was used for seizure data. The data was sampled using a 12-bit analog-to-digital
converter which sampled the signal at 173.61 samples per second. The EEG signal
in this work was broken into segments just over 1 second (241 samples per segment)
and each segment was individually normalized to remove the information from the
magnitude of the signal. This makes the problem more challenging and dependent
on the frequency content of the signal.

5.4

Speech Recognition Dataset

The TIMIT Acoustic-phonetic Speech Corpus [88] was used as a benchmark dataset
for speech recognition. The dataset consists of 630 speakers of eight major dialects
speaking 10 sentences. The data is recorded as a 16-bit signal samples at 16kHz.
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The TIMIT dataset is folded into 39 phoneme classes as proposed in [89]. In [86]
the authors use the LSM to perform a classification task of vowels vs. consonants
and achieve an accuracy of 49%. The authors also perform a 4-vowel classification
task on the vowels ”e”, ”eh”, ”er”, and ”u” and achieve an accuracy of 39%. In [47]
the authors use a hierarchical LSM with 6 layers of 60,000 neurons and 6 intermediary layers of 39 neurons to achieve a phone-error-rate of 26.8% on the 39-phoneme
classification task.

5.5

Neuromorphic Noise Analysis

A preliminary analysis on the proposed architectures hardware performance was done
by modeling noise and hardware constraints. This work takes into consideration noise
due to memristor device characteristics and high level noise which can be modeled as
worst case scenarios in the system.

5.5.1

Memristor Noise Models

In this work the RTN noise in memristive devices as well as device variability and
write noise are modeled in the a high-level Matlab simulation. RTN is modeled using
a Gaussian distribution on every read, or every multiply-and-accumulate, performed
in the memristive crossbar [70]. The Gaussian model used has a zero mean and
a standard deviation of the 30% of the read signal. Write variability was similarly
modeled with an a Gaussian distribution with a zero mean and a a standard deviation
30%. The noise was modeled to fit empirical device data measured by Sandia National
Laboratories from a stack of fabricated T iN − T aOx − T a − T iN devices in a crossbar
electrode layout. The device had a measured analog switching range of 600Ω to 9kΩ
and a voltage threshold of 0.7V and showed read noise with a standard deviation of
1% shown in Figure 5.2 and write noise with a standard deviation of up to 10% shown
in Figure 5.3. This level of noise is smaller than results reported in [64] which was
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up to 30% for both read and write noise. Therefore, this work uses 30% as a worst
case analysis. The device variability was also modeled by setting a maximum and
minimum weight range with 30% standard deviation. For a more detailed analysis
on the device and robustness study refer to [34, 18].

Figure 5.2: Measured resistance over 1000 different read pulses for a T iN −T aOx −T aT iN
device. The data and figure were provided by Dr. Marinella’s group at Sandia National
Laboratories.

Figure 5.3: Average change in resistance of T iN − T aOx − T aT iN memristor when
applying 60ns pulses of different magnitudes from a starting resistance of 5kΩ.

5.5.2

High-level Noise Analysis

The high-level analysis accounts for a larger range of noise from various analog components in the NMS deep-LSM. In this scenario the noise is large enough to cause a
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neurons output to be inverted (severe read noise). At each time-step, a percentage of
neurons are randomly selected and their output signals are inverted. In this work, the
high-level noise analysis is performed for 1%, 5%, and 10% of the neurons inverted
at each time-step.

5.6

Summary

The proposed behavioral model and hardware model of the LSM developed in this
work were simulated on several benchmark applications in MATLAB to demonstrate
the deep-LSM's applicability to different of applications, specifically targeting embedded platforms. For personal health care, the LSM was tested on an epileptic seizure
detection dataset. For natural language processing, the LSM was tested on speech
recognition. A software model of the deep-LSM was tested on both the speech recognition and seizure detection datasets. After verification of the software model, noise
constraints were incorporated into the deep-LSM model to study the robustness of
the NMS deep-LSM on the speech recognition dataset.
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Results and Discussion

6.1

Analysis of Optimal Liquid Layer

Identifying the optimal LSM parameters is critical for the analysis of the network
performance for different deep-LSM networks. The parameters were identified by
sweeping a set of possible hyper-parameters and viewing the resulting accuracy and
separation property for a synthetic application. The parameters which were considered and their optimal values are listed in Table 6.1.
For the reservoir size, the input connectivity, and β in the STP model, the best
parameter values for accuracy were opposite of the best parameters to get the highest separation as shown in Figure 6.1-6.3. This trend is due to the fact that as the
networks dynamics become more dependent on the recurrent dynamics, it introduces
Parameter

Best Value for
Highest Accuracy

Input Connectivity
Liquid Connectivity
(λ)
Liquid Layer Size
STP Model (α)
STP Model (β)
Ratio of E:I Synapses

5%
4

Best Value for
Highest
Separation
50%
4

500
0.001
0.35
2:1

100
0.001
0.1
2:1

Table 6.1: Hyper-parameters analyzed for impact on performance and separation of the
LSM on a synthetic application.
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Figure 6.1: Distribution of liquid layer size for top performing LSMs in both accuracy
and separation.

Figure 6.2: Distribution of degree of connectivity between input layer and liquid layer for
top performing LSMs in both accuracy and separation.

intra-class variability but also captures more temporal information. As the intra-class
variance increases, it will cause the separation property to decrease but the readout
layer can perform better when the liquid layer captures more of the temporal information even with the higher intra-class variance. Making the reservoir larger results
in a better separation of the input space to facilitate learning but after a point the
intra-class variance will start to increase more than the inter-class variance. At this
point increasing the reservoir size will lower the separation but could still improve the
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Figure 6.3: Distribution of β in (3.1) for top performing LSMs in both accuracy and
separation.

accuracy. For the degree of sparsity as the network becomes less dependent on the
input, more of the dynamics come from the feedback in the recurrent connections.
This again results in increasing the performance but decreasing the separation properties value because the intra-class variance also grows. Similarly, for β, the higher
beta is, the weaker the facilitation of the recurrent connections will be. This results
in the same behavior as the degree of sparsity. From these results, the parameters for
the highest accuracy were used in the rest of the simulations

6.2
6.2.1

Analysis of Optimal deep-LSM Model
Performance on Speech Classification

The proposed deep-LSM models are compared on a 4-vowel phoneme recognition
tasks using the TIMIT speech corpus [88]. The data was first converted to the Melfrequency cepstral coefficients and then passed into the reservoir as an analog signal.
The deep-LSM was built with three liquid layers. The performance of the 6 deepLSM architectures were compared over 30 different runs. The test accuracy of the
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Model
Direct deepLSM
FF
deepLSM
RF
deepLSM
Pooling
deep-LSM
Unsupervised
deep-LSM
Unsupervised
deep-LSM
+ Pooling

5% Input Conn.
1 Layer 2 Layer 3 Layer
86.25
80.25
86.53

2% Input Conn.
2 Layer 3 Layer
94.88
94.5

———

80.38

84.79

88.12

89.38

———

82.38

85.90

88.25

90.75

———

78.75

80.97

———

93.00

95.49

95.12

97.00

———

91.87

94.10

94.00

95.87

89.62

88.25

Table 6.2: Performance of deep-LSM models on 4-phoneme classification task.

different models is given in Table 6.2. From these results it can be observed that the
best performance is the unsupervised models, specifically when the network directly
learns from the backbone neurons. All of the deep-LSM 100% training accuracy,
which implies the network is over-fitting (L-2 normalization is used to minimize this
in training). It can be seen that the unsupervised models learn to generalize better,
likely due to the unsupervised layers finding more descriptive features from each liquid
layer passed through the deep-LSM.
Another observation from Table 6.2 is that the deep-LSM models show the best
performance at 2% input connectivity. This matches the trend seen from Table 6.1
where accuracy increased as the input connectivity decreased. Finally, the Direct
deep-LSM, Fixed Feedforward deep-LSM, Random Feedforward deep-LSM, and Pooling deep-LSM shows a lower performance than just a single layer, for 5% input connectivity. This is most likely due to the to a large number of neurons in the liquid being
driven by the input. This results in information being projected more dependent on
just the input signal rather than the temporal information captured by the reservoir.
Adding sequential layers which do not contain much, if any, information make it more
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Model
Old LSM (Static Synapses)
Clockwork LSM
Large LSM

Accuracy
55.44
84.19
95.12

Table 6.3: Performance of single LSM models for the 4-phoneme classification task.

challenging for the output layer to learn. For the model with 2% input connectivity,
the Pooling deep-LSM had the lowest performance and the accuracy dropped slightly
while adding layers. However, the Direct deep-LSM, Fixed Feedforward deep-LSM,
and Random Feedforward deep-LSM showed a significant improvement compared to
the 5% model. This is because only an average of 150 neurons tend to be driven
directly by the input signal in this case. This results in the recurrent connections
having a stronger influence in the liquid layers dynamics. There is also fewer backbone neurons being sent to the random encoding layer so there is less of a chance of
redundant information. In all the cases, the Unsupervised deep-LSM model has the
highest performance.
In order to verify the deep-LSM models were actually boosting the networks ability
to process the spatio-temporal data, a comparative analysis is performed on an LSM
model with static synapses, a clockwork LSM, the first liquid layer in the deep-LSM
and a single liquid layer of 1500 neurons (equivalent to he size of three 500 neuron
liquid layers). These results are listed in Table 6.3. The first observation which can
be made from this is that all the deep-LSM models outperform a single LSM with
static synapses. Another important observation is that the Clockwork LSM model
which uses heterogeneous neurons does not outperform a single layer of homogeneous
neurons.
In order to compare the different models, analysis of variance (ANOVA) was used
to determine the statistical difference between the means of the different models and
the standard deviations are also compared. These results in Table 6.4 show the mean
of the best models and their standard deviation. The important observation from
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Direct FF
FR
Pooling
deep- deep- deep- deepLSM LSM LSM LSM

Mean
94.50
Standard 1.73
Deviation

89.38
7.55

90.75
5.4

88.25
6.87

Unsupervised
deepLSM

97.00
0.5

Unsupervised
deepLSM
with
Pooling
95.87
1.44

Large
LSM

95.12
6.08

Table 6.4: Comparison of mean accuracy and standard deviation for deep-LSM models
and a large LSM with 2% input connectivity on the isolated 4-phoneme recognition task.
The Unsupervised deep-LSM had the best performance with the lowest standard deviation.

this analysis is that the Unsupervised deep-LSM has both the highest accuracy and
the lowest standard deviation. Table 6.5 shows the p-values from comparing the
means between the different models. From these results it can be concluded that the
performance of the Unsupervised deep-LSM is statistically significant and that it is
greater than the mean performance of the other models with at least 95% confidence.
The exception is for the Unsupervised deep-LSM with pooling which has at least an
85% confidence level and the large LSM which has less than a 50% confidence level.
However, the standard deviation of the Unsupervised deep-LSM is almost three times
lower than the standard deviation of the Unsupervised deep-LSM with pooling and
twelve times lower than the standard deviation for the large LSM so the Unsupervised
deep-LSM has greater precision.

6.2.2

Robustness of deep-LSM Models

After verifying that the proposed deep-LSM models were improving temporal classification, the next goal was to verify their robustness based on device noise. Read noise
was modeled by a Gaussian distribution with a mean of zero and standard deviation
of 30% [64] which is worse than the level of noise measured on the actual devices
which was around 1%. Another Gaussian distribution with a zero mean and a stan-
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Direct

FF deep-

FR deep-

Pooling

Unsuper-

Unsuper-

Large

deep-

LSM

LSM

deep-

vised

vised

LSM

LSM

deep-

deep-

LSM

LSM with

LSM

Pooling
Direct

——-

0.1774

0.1777

0.0839

0.015

0.2096

0.8307

——

——

0.749

0.8115

0.0544

0.0953

0.2215

——

——

——

0.5402

0.0329

0.0745

0.2635

——

——

——

——

0.0218

0.0412

0.1323

——

——

——

——

——

0.139

0.5116

——

——

——

——

——

——

0.7952

deep-LSM
FF
deep-LSM
FR
deep-LSM
Pooling
deep-LSM
Unsupervised
deep-LSM
Unsupervised
deep-LSM
with
Pooling

Table 6.5: P-values from ANOVA for comparing the means of the deep-LSM models and
the large LSM on the 4-phoneme recognition task.
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dard deviation of 30% [64] is used for write noise as well, which is also significantly
higher than the 10% measured for the device considered in this work. The noise models were added to every layer in the deep-LSM models including the attention layer.
The second approach was to simulate a more comprehensive high-level noise where
1%, 5%, and 10% of the neurons in each layer were forced to produce the opposite
response. These simulations were performed using the same experimental setup as
before but the input connectivity was reduced to 2%. The 2% connectivity has shown
to improve the performance of the different networks.
The results for all the robust simulations are shown in Table 6.6. From the results
it can be observed that the Gaussian noise did not have any impact on the performance. In some cases the accuracy is slightly higher, however based on the standard
deviations of the models the differences is not significant. The other deep-LSM networks showed a slight decrease in performance and the best performing model was
the Unsupervised deep-LSM with pooling.
The second noise simulation tested a more severe scenario where a percentage
of neuron responses were randomly flipped. This model represents interference on
digital signals, causing the signal to be read incorrectly. These results show that at
1% of neurons sending the wrong signal at each time step there is little impact in
performance. However, at 5% and 10% of the neurons flipping the degradation in
network performance is much more noticeable and has a significant impact. Interestingly though, the large LSM was tested for the 5% case and showed to be impacted
much more than the deep-LSM network with an accuracy more than 25% lower than
any of the deep-LSM models. This implies that not only does the large LSM requires
a greater number of devices to store synaptic connections, it is also less robust than
the deep-LSM models. This is due to the sparse projection of the input into the large
dimensional space also has a very high intra-class variance. Therefore, the inverted
responses can have a bigger impact on the single LSM while the deep-LSM's multiple
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Model

1% Flipped
93.91

5%
Flipped
82.03

10%
Flipped
50.94

Gaussian
Noise
92.38

Direct deepLSM
FF deep-LSM
RF deep-LSM
Pooling deepLSM
Unsupervised
deep-LSM
Unsupervised
deep-LSM +
Pooling
Large LSM

90.00
89.38
88.28

83.91
80.25
83.13

45.31
45.25
48.59

91.00
90.75
90.25

95.78

82.81

51.09

94.62

96.72

84.06

50.49

95.00

———

55.00

———

———

Table 6.6: Noise analysis of deep-LSM models on the 4-phoneme classification task.

layers minimizes the impact of the noise. Overall the Unsupervised deep-LSM and
Unsupervised deep-LSM with pooling perform the best.
A second observation is that the models with pooling seem to be slightly more
robust. This is due to the pooling operation creating a spatial invariant representation in the liquid layer because the pooling operation looks at a group of neurons
collectively and the chances of all the neurons in a pooling neurons receptive fields
flipping is small. Therefore, the max pooling operation is unaffected if a group of
neurons spike and one of the neurons is flipped. However, it still is not invariant to
the case when all the neurons in the receptive did not spike but one neuron is flipped
to high. Also, a more unlikely scenario is when only one neuron in the receptive field
spikes and is flipped.
From these results the best deep-LSM models are the unsupervised model and
unsupervised model with pooling and the Direct deep-LSM. Therefore, these three
models are tested on a larger speech classification task to see how the performance
changes, with the complexity of the problem.
When comparing the large LSM to the unsupervised deep-LSM, the two networks
show very similar performance on the 4-phoneme recognition task except for when the
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# Synapses
# Memristors
# Transistors

Unsupervised deep-LSM
0T1R 1T1R
849,500 849,500
849,500 849,500
8,600
858,100

Large LSM
0T1R
1T1R
2,308,500 2,308,500
2,308,500 2,308,500
7,500
2,316,000

Modular
2,308,500
2,308,500
22,500

Table 6.7: Scalability comparison of Unsupervised deep-LSM vs. a large LSM for different
memristor crossbar implementations.

number of neurons flipped in the noise simulation was greater than 1%. This result
shows that the Unsupervised deep-LSM is much more robust than a single large LSM.
Also, an analysis of the number of transistors and memristors needed to implement
the memristor crossbar cores and Ziksa for the two models is shown in Table 6.7.
The table compares both 0T1R memristor crossbar cores (no select transistor in the
crossbar) and 1T1R (one transistor in the crossbar). A 1T1R approach could allow
for faster training by deselecting memristors that done need to be trained so the write
operation could be performed in two steps for the entire network at the cost of more
area in the memristor crossbar core and also eliminate sneak paths (undesired paths
of current parallel to the intended path) [90]. Finally, for the large LSM a modular
design of six 500x513 crossbars is considered to replace the 1500x1539 needed to
implement the large LSM on the phoneme recognition task. The reason a modular
approach is considered is because in [59] it was shown that the power consumption
grows with crossbar size and it is more efficient to implement smaller crossbars.
The results in Table 6.7 show that the large LSM has almost three times as many
synapses compared to the Unsupervised deep-LSM with the same number of liquid
neurons. Despite this it still only achieves comparable performance to the Unsupervised deep-LSM model. It can also be observed that the total number of devices
needed for the Unsupervised deep-LSM for the 0T1R and 1T1R implementation is
lower than for the large LSM. However, if only viewing the transistor count, the number of transistors in the 0T1R Unsupervised deep-LSM is slightly higher than the
1500x1539 crossbar implementation of the large LSM because of the encoding layers,
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but much lower than the modular large LSM. Therefore, the Unsupervised deep-LSM
is not only more robust than the large LSM but it also scales better especially when
implementing small crossbars for energy efficiency.

6.2.3

Performance of Top Models on Larger Speech Classification

The top three models, the unsupervised models as well as the chain deep-LSM models, are tested on a speech classification task which consists of 200 samples from all
39 classes in the folded TIMIT dataset. For an analysis of these three models the
performance of the deep-LSM model is tested with three layers and compared to the
case of a single LSM.
The results for the 39-phoneme TIMIT classification task are shown in Table 6.8.
From the perspective of the three deep-LSM networks, the Unsupervised deep-LSM
network by far outperforms the other Unsupervised deep-LSM with pooling and the
Direct deep-LSM. However, as seen for the 4-phoneme classification task the large
LSM is performing well. In this case, the large LSM performs slightly lower than the
Unsupervised deep-LSM by 0.05% but has a lower standard deviation. ANOVA is
used to determine the confidence level for the difference in the means of the different
models. These results are shown in Table 6.9 where it can be seen that there is
strong evidence to claim there is a statistical difference between the Unsupervised
deep-LSM and the Unsupervised deep-LSM with pooling. However, there is not a
strong evidence to claim that the Unsupervised deep-LSM is higher than the Direct
deep-LSM and there is no difference compared to the large LSM.
Based on the simulations from the robustness on the 4-phoneme classification
tasks, the Unsupervised deep-LSM and large LSM were tested for their robustness
at 5% of the neurons being inverted for the 39-phoneme task. There is a more
drastic effect than from the 4-phoneme classification task shown in Table 6.10. The
Unsupervised deep-LSM decreases by about 20% in performance while the large LSM
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Model (3 Layers)
Unsupervised deep-LSM
Unsupervised deep-LSM + Pooling
Direct deep-LSM
Large LSM

Accuracy
92.36
88.92
91.52
92.31

Standard Deviation
1.42
3.10
1.56
0.86

Table 6.8: Performance of top three deep-LSM networks on the 39-phoneme classification
task compared to a large LSM and their standard deviation.

Direct deepLSM
Unsupervised
deep-LSM
Unsupervised
deep-LSM
with Pooling

Direct deepLSM

Unsupervised
deep-LSM

Unsupervised
deep-LSM
with pooling

Large LSM

——

0.2529

0.0385

0.3731

——

——

0.08

0.9499

——

——

——

0.0591

Table 6.9: P-values from ANOVA for comparing the mean between the top deep-LSM
models and a large LSM on the 39-phoneme recognition task.

Model (3 Layers)
Unsupervised deep-LSM
Large LSM

Accuracy 5% Flipped
69.04
02.87

Table 6.10: Noise analysis for the Unsupervised deep-LSM model compared to a large
LSM.
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drops 89%. This supports the conclusion that though increasing the reservoir size
can achieve good performance, it is not as robust. In [18] it was shown that the
robustness of a single LSM improved as the number of neurons driven by the input
signal increased, however as shown in Figure 6.2 a larger connectivity between the
input and LSM can reduces performance. Therefor the Unsupervised deep-LSM is a
more suitable approach to designing scalable architectures and for On-Device learning
due to its higher robustness and fewer synapses.

6.2.4

Analysis of Unsupervised deep-LSM

There are three interesting questions that come to mind about the proposed Unsupervised deep-LSM model. The first two questions are related to the architecture of
the deep-LSM: i) how does increasing the number of layers beyond three affect the
performance, and ii) how can connecting the input signal to more than just the first
liquid in the deep-LSM improve the performance of deeper liquid layers. To address
these questions we investigate a five layer Unsupervised deep-LSM and a variant of the
Unsupervised deep-LSM with two paths of signal propagation (referred to as DualPath deep-LSM) shown in Figure 6.4. In this network, the input signal flows into
a feedforward spiking layer with one LIF neuron per input signal. The feedforward
layer integrates the information in the input signal. The response of this feedforward
layer will be fed into the next liquid layer, as well as another feedforward layer. By
progressing through the feedforward layers the input information will be filtered to
lower frequency information. The results for these two models are compared on the
4-phoneme task, the 39-phoneme task, and for EEG seizure detection, shown in Table
6.11.
There are a few important observations from Table 6.11. First, on the simpler
4-phoneme classification there is no advantage to expanding five layers from three
layers or using the Dual-Path network. Similarly, there is no significant change in
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Figure 6.4: Dual-Path deep-LSM architecture.

Model

4-phoneme
(2% Input
Conn.)

4-phoneme
(5% Input
Conn.)

Large LSM
3 Layer
5 Layers
Dual Path

95.12
97.00
96.5
96.13

——
95.49
95.87
89.75

39phoneme
(5% Input
Conn)
92.31
92.36
91.76
84.49

EEG

83.27
68.82
81.21
93.20

Table 6.11: Analysis of a five layer Unsupervised deep-LSM and Dual-Path deep-LSM
compared to the three layer deep-LSM network.

performance between 3 or 5 layers on the 39-phoneme recognition task. The Dual
Path model does not help in the case of the phoneme classification task. This is
most likely due to the nature of the input signals used in the different applications.
The raw EEG signal contains more information the dynamics of the signal over time
whereas the process speech data is a much shorter temporal signal where the frequency
information of the raw audio is already encoded into the Mel-Cepstral coefficients.
The last question is to optimize the attention model for On-Device learning. In the
original implementation the attention coefficients are predicted based on the state of
all the liquid layers in the deep-LSM. The question then is how will the performance
be affected if the attention coefficients are only predicted based on the first liquid
layers activity. This will reduce the number of inputs to the attention network drastically and be much more efficient for on-device learning by simplifying the attention
networks. The results shown in Table 6.12 show that there is consistently not much of

76

CHAPTER 6. RESULTS AND DISCUSSION

Model

3 Layers
5 Layers
Dual
Path

4-phoneme
Normal

4phoneme
Simple

39phoneme
Normal

39phoneme
Simple

EEG
Normal

EEG
Simple

97.00

96.13

92.36

90.01

68.82

69.67

96.5

96.5

91.76

———–

81.21

———–

96.13

97.00

84.49

———–

93.20

———–

Table 6.12: Analysis of simplified attention model for different applications.

a difference between predicting the attention coefficients with the entire deep-LSM's
state or just the first liquid layers state. Therefore we can use the simplified model
in the neuromemristive deep-LSM to reduce the complexity of the readout layer as
the network size grows.

6.2.5

Comparison to State-of-the-Art

In order to validate the proposed Unsupervised deep-LSM network, the results are
compared to state-of-the-art results for the applications tested in this work which is
shown in Table 6.13. For the 4-phoneme classification, the only other relevant work in
[86] showed an average accuracy of 39% for the same task using a LSM. This is much
lower than the 97% achieved in this work. For the 39-phoneme classification task,
the best results achieved is 92.36%. Many works have been demonstrated on the full
39-phoneme tasks using a different setup where the phoneme-error-rate is computed
for real-time prediction on full sentences. For reservoir computing state-of-the-art
is 26.8% in [47] and state-of-the-art using a convolutional neural network is 18.2%
[91]. Finally, for the EEG seizure detection task the best result with an LSM is 85%
in [35] and for the ESN is 90% [32] and for another class of RC known as a timedelay reservoir is 91% [32] compared to the 93.20% achieved in this work. However,
prior studies show up to 100% accuracy [10] using wavelet-transformations and other
pre-processing techniques which is not optimal for hardware.
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deep-LSM
SOTA - RC
SOTA

4-phoneme
97.00
39 [86]
—–

39-phoneme
92.36
—–
—–

EEG
93.20
91.00 [32]
100 [10]

Table 6.13: Comparison of the Unsupervised deep-LSM to SOTA in RC and in literature
on tested datasets.

6.2.6

Summary

The results have shown that the top performing deep-LSM model is the Unsupervised
deep-LSM. The Unsupervised deep-LSM improves the LSMs performance compared
to results published in literature. The model is also shown to be comparable to a
large LSM, and was shown to be much more robust. These are critical aspects for
On-Device learning.
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Conclusions and Future Work

7.1

Conclusion

The deep-LSM architecture works best when an unsupervised layer of spiking neurons
are used to encode information between each liquid layer. The approach showed higher
performance on several tasks than a single layer LSM and other deep-LSM models
investigated in this work. Due to the deep and wide nature of the architecture,
it is capable of hierarchical temporal processing which is needed in many real-world
applications. The deep-LSM was demonstrated on isolated phoneme recognition with
an accuracy of 97% for the 4-phoneme task and 91.76% on the 39-phonemes task as
well as epileptic seizure detection with an accuracy of 93.2%. The advantages of this
approach is that it uses randomness as a computational resource in the liquid layers
and adds minimum training complexity to the deep-LSM architecture through several
local plasticity rules to implement the encoding layers. The plasticity rules used in the
deep-LSM can be implemented through Ziksa, a scalable write scheme for memristor
crossbars. The proposed design is suitable for implementing neuromemrisitve systems
with on-device learning due to the minimum training complexity of the deep-LSM
and ability to implement the different plasticity rules with Ziksa. The plasticity
mechanisms and architectures explored in this work could be used as a blueprint in
other recurrent and feedforward networks to boost performance.
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7.2

Future Work

Extensions to this work include testing the Unsupervised deep-LSM on complex temporal problems. A more rigorous formalization of the mathematical representation of
the deep-LSM would provide insight into the computational power and complexity of
the proposed network. Further analysis is required to investigate when to use the dualpath architecture and the number of layers needed for different applications. Another
extension is to perform detailed circuit analysis of the neuromemristive deep-LSM
with on-device learning and formulate design constraints. Two things to investigate
are the scalability of the NMS implementation with the peripheral circuitry needed to
implement the on-device learning rules and mapping sparse matrices efficiently onto
the memristor crossbar cores to maximize the utilization of the memristor crossbar
cores. The benefits of unsupervised local plasticity rules with stuck-at faults or device
failures in the system can be studied to understand the resiliency. The unsupervised
learning should enable the deep-LSM to adapt and learn around any local failures.
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[16] W. Maass, T. Natschläger, and H. Markram, “Real-time computing without
stable states: A new framework for neural computation based on perturbations,”
Neural computation, vol. 14, no. 11, pp. 2531–2560, 2002.
[17] M. Breakspear and C. J. Stam, “Dynamics of a neural system with a multiscale architecture,” Philosophical Transactions of the Royal Society of London
B: Biological Sciences, vol. 360, no. 1457, pp. 1051–1074, 2005.
[18] N. Soures, L. Hays, and D. Kudithipudi, “Robustness of a memristor based
liquid state machine,” in Neural Networks (IJCNN), 2017 International Joint
Conference on. IEEE, 2017, pp. 2414–2420.
[19] A. Joubert, B. Belhadj, O. Temam, and R. Héliot, “Hardware spiking neurons
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