Introduction
In this paper we discuss main characterization theorems for pseudoisotropie sequences of random variables. We start from the well-known concept of exchangeable sequences and a theorem known as the de'Finetti theorem. We do not prove that theorem in the paper; the original proof can be found in [6] , but much simpler and more elegant are, for example, the proofs given by C. Ryll-Nardzewski [10] in 1957 or 0. Kallenberg [7] in 1982.
In Section 2 we give main properties of exchangeable pseudo-isotropie sequences of random variables and main properties of conditionally independent pseudo-isotropie random vectors.
In section 3 we give the original proof of the Schoenberg theorem (see [11] ), as the exceptional in this area in the sense that only for a = 2 level curves for the density and for the characteristic function of ¿"-isotropic random vector coincide. We also give the result of Bretagnolle, DacunhaCastelle and Krivine (see [1] ), and its generalization, as main characterization theorems for pseudo-isotropie sequences, theorems based on the de'Finetti theorem.
In Section 4 we put the analogs of the previous theorems for the situation where the exchangeability and geometrical conditions are only approximately fulfilled. So we give the result of Christensen and Ressel [2] about infinite-dimensional Banach spaces, and Theorem 4.2 about spaces containing £2' s uniformly (see [8] ). At the end we give a result about linear spaces equipped with the quasi-norm which can be expressed in the form of sum of some functions.
Throughout the paper S(a,b) denotes symmetric a-stable distribution with the characteristic function exp{-6 0r |<| a }. By @ p , 0 < p < 1, we understand the strictly positive stable random variable with the Laplace transform exp{ -¿ p }.
Pseudo-isotropic exchangeable sequences
We will use the notation for the linear space of all sequences € R°° having a finite number of non-zero coordinates. Let us remind here that a family of probability measures fi n on R n is called consistent if for every n € N and every Borel set A C R n we have
Hn+\{A x R) = Hn{A).
A family of characteristic functions ip n on R n is consistent (defines a consistent family of measures) if and only if for every (f i, £2 > • • •) € R°° and every n € N we have Throughout the paper we will often use the Kolmogorov theorem (see [5] ), which states that for every consistent family of probability measures /z n on R n there exists a sequence of random variables X\,X2,... such that for every n G N and for every Borel set A C R n the following holds We say that a sequence of random variables X\, X2,... is exchangeable if for each n 6 N the distribution of the random vector (Xi,..., X n ) is exchangeable with respect to permutations in the sense that (Xi,..., X n ) and (X n \,..., have the same distribution for every permutation 7r of the set {1,..., n}.
We define T n as a a-field on R N generated by the random variables 
where Z, Vj, y^,. .. are independent identically distributed S(a, 1) random variables. As the function c is exchangeable, also the sequence of random variables Xi,Xi,... is exchangeable and the de'Finetti theorem states that this sequence is conditionally independent. According to our representation it is easy to see that the exchangeability a-field T is, up to events of probability zero, the a-field defined by the random variable Z, so 
k=\ k=1
The corresponding sequence of symmetric a-stable sequence of random variables Xi, X2, • • • has finite dimensional distributions defined by the characteristic functions: n Eexp{t£&**} =exp{-(c(6,...,en)) Q }.
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It is easy to see that the sequence X\, ^2,... admits representation:
x* = (n + zke\fyel%,
where Yk are independent identically distributed S( (3, 1) , Zk are independent identically distributed <S(7,1), and Yk, k £ N, Zk,k G N, 0p/-y,0a/p ar ® jointly independent. Now we can see that the exchangeability a-field T for the sequence X\, X2, •.. is defined by the random variables 0p/-y,0a/p, so ¥>w(0 = EiexpitiJT,>10^,0^) = exp{-|<p0a//3 -W6ph&l%}. 2) Evidently follows from the definition of the function <pu.
3) It is enough to notice that for every t G R Proof. Notice first that <pu,(£) is non-negative, because with probability one we have for every £ G R that Proof. We will give here a sketch of the original proof of Schoenberg as, in some sense, it is exceptional in this area. It is based on the fact that for every n € N the characteristic function of the random vector (Xi ..., X n ) is rotationally invariant if and only if its distribution is rotationally invariant. Using the canonical representation of rotationally invariant n-dimensional random vectors we obtain that the density f\(x 2 ) of the first component X\ has the property that / is (n/2)-times monotonic and, as n tends to infinity, we have that the function f\ is completely monotonic. Xiids).
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Now it is easy to see that X(ds) = (s/2) 1^2 X\(ds)
defines the desired probability measure A. The inverse implication is trivial, because exp{-is a positive definite function on li as a characteristic function of a sequence of independent symmetric Gaussian random variables, and because every mixture of positive definite functions is also positive definite. • (iii) for every n 6 N, n < dim(£) and every choice of linearly independent u n 6 E, the function c((x, v)) = XkVk) is continuous with respect to x on R n .
DEFINITION 3.2. We say that the linear space E equipped with the quasinorm c contains t a (resp. ¿2) isometrically if there exists a linear operator T :£">-+ E (resp. T :
~ E) such that c(T(0) = llflla for every £ 6 l a (resp .£€/£)• In 1967 Bretagnolle, Dacunha-Castelle and Krivine (see [1] 
Proof. In the original proof authors notice first that every infinite dimensional L a (S,B,fj.)
space contains l a isometrically, so the function V(LL ' HP) restricted to l a is also positive definite. The proof of existence of the measure A is then basically the same as we propose in the proof of Theorem 3. As the function || • || 0 is exchangeable on R n for every n € N, it follows that the sequence Xi, X2,... is also exchangeable; and by the de Finetti theorem it is conditionally independent. Now it is sufficient to apply Proposition 2.3.
• EXAMPLE 3.1. Let 0 < a < 2. Consider a linear space E defined as
Denoting by e^, k 6 N, the canonical basis in that space we see that the space spanned by e n (n-i)/2+i 1 • • • 1 e n(n+i)/2 ' s equal to which means that E contains l 1^ isometrically for every n € N. If the function • ||) is positive definite on E then by Theorem 3.3 we get 00 (2) ¥>(<)= J eta *\{ds), t> 0, 0 for some probability measure A on [0,oo). On the other hand, the space spanned by {e n (n-i)/2+i : n € N} is equal to ¿2 so from the Schoenberg theorem we see that there exists another probability measure on [0,oo) such that 00 <p(t) = J e-'* 3 Ai(ds), ¿>0. 0 Which one of these two representations is better and why? To answer this question notice that exp{ -1<|°} = J exp{-i 2 s}7^2 (ds), where probability measure generated by 0 a /2, so denoting by Q the random variable independent of Q a /2 with the distribution A we obtain:
A, =£(0 a/2 -0 2 / a ), which means, for example, that Ai must be absolutely continuous with respect to the Lebesgue measure, except possibly an atom at zero. It can be shown that for every A 6 V+ the formula (2) defines a function ip such that • ||) is positive definite on E. So the formula (2) gives the full characterization of such functions while the second one is of the existence type. 
c(T(0)<m\ a <(l + e)c(T(0).
In 1983 Christensen and Ressel (see [2] ) proved the following theorem. o Proof. The original proof was based on the Dvoretzky theorem (see [3] ), which states that every infinite dimensional Banach space contains 's uniformly. Using this fact the proof now follows immediately from Theorem 4.2 below.
• The next theorem is in fact a simple generalization of Theorem 4.1. We assume here that the corresponding space contains i^s uniformly, instead of containing 's uniformly. Consequently our proof is exactly the same as the proof of Christensen and Ressel, we only have to put "p" instead of "2" in the calculations. Proof. It is clear that the function <p is bounded, so it is sufficient to prove that <p{t l^p ) is positive definite on [0,oo) (see Christensen, Ressel [2] ).
Let ti,...,tk 6 [0,oo), ci,...,cjt G R and e > 0. We put T = max{(2ij) 1//p : 1 < j < and choose 6 > 0 such that 
For a given n € N we define z, m G R fcn and a,i m G R by the formula:
Xi m = iJ^eji.jjn+m and a im = c,/n for 1 < i < k, 1 < m < n.
Then ||iCim -Zi'm'llp = (U + i i') 1/P for (*> m ) ± (*'.n»')i and according to (3) we obtain
From the assumption it follows that the first sum on the left is nonnegative. The second sum is equal to k
Now, if n -• oo and £ -• 0, we obtain:
which completes the proof.
• The next theorem (not published earlier) was proved by the author in August 1991 inspired by discussions with Prof. P. Ressel. (-) ). We also know that <p(c(te 1)) is positive definite on R, so there exists a symmetric probability measure /ionR such that 00 ¥>(|i|) = / COS (ts)fi(ds).
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Using this fact we see that 
