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Abstract-Based on the theory of coincidence degree, the existence of positive periodic solution 
is established for a periodic stage-structure model. 
I;(t) = a(t)K(t) - b(t)Il(t) - c(t)l1(t), 
M;(t) = c(t)h(t) - a(t)@(t) + 012(t)(M2(t) - Ml(t)), 
M?(t) = -P(t)Mz(t) + Dzl(t)(Ml(t) - Mz(t)), 
where a, b, c, a, D12, 0, and D2l are positive continuous v-periodic functions. @  2003 Elsevier 
Ltd. All rights reserved. 
Keywords-Positive periodic solution, Stage-structure, Diffusion, The continuation theorem, 
Topological degree theory. 
1. INTRODUCTION 
Zheng and Cui [l] introduced the following stage-structure model: 
r;(t) = aA& -Ml(t) - &l(t), 
M;(t) = a(t) - an/r,2(t) + D12(M2(4 - M(q), (1.1) 
M;(t) = -mf2(q + Dzlwl(q - Mz(t)), 
where a, b, c, cr, 012, ,B, and D2l are positive constants. For the ecological sense of system (l.l), 
we refer to [l] and references cited therein. Since realistic models require the inclusion of the 
effect of changing environment, it motivates us to consider the following model: 
I:(t) = 4wfl (t) - qtp1 (t) - c(W1(t), 
M;(t) = c(t)h (t) - 4+@(t) + Dn(W’%(t) - Ml(t)), (14 
M ::(t) = -P(Wfdt) + Dzl(t)Wl(t) - W(t)). 
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Also, the effects of a periodically changing environment are important for evolutionary theory 
as the selective forces on systems in a fluctuation environment differ from those in a stable envi- 
ronment. Therefore, the assumption of periodicity of the parameters are a way of incorporation 
the periodicity of the environment (e.g., seasonal change, food supplies, mating habits, etc.), 
which leads us to assume that a, b, c, cr, D 12, ,L3, and D21 are positive continuous w-periodic func- 
tions. We refer to [2] for a discussion of the relevance of periodic environments to evolutionary 
theory. 
Our main purpose in the paper is by using the Mawhin’s continuation theorem [3,4] to study the 
existence of positive w-periodic solution of system (1.2). For the work concerning the existence 
of periodic solutions of differential equations which was done by using coincidence degree theory, 
we refer to [5,6] and references cited therein. 
2. MAIN RESULT 
In the following proof of Theorem 2.1, we shall use the notations 
where f is a continuous w-periodic function. 
We now state and prove our main result. 
THEOREM 2.1. Assume that the following: 
Then system (1.2) has at least one positive w-periodic solution. 
PROOF. Consider the following equations: 
z’(t) = a(t)eY(t)-z(t) - b(t) - c(t), 
y’(t) = c(t)&)-y(t) - cu(t)eY@) + D&) (eZ(t+Y(t) - 1) , 
z’(t) = -p(t) + Dzl(t) (ey(t)--i(t) - 1) ) 
P-1) 
where a, b, c, cy, 012, ,L?, and D21 are the same as those in system (1.2). It is easy to see that 
if (2.1) has a w-periodic solution (z*(t), y*(t), z”(t))T, then (I,*(t), M,*(t), Mi(t))T = (exp[s*(t)J, 
fw[Y*(t)l, exPb*(t)l) T is a positive w-periodic solution of system (1.2). So, to complete the 
proof, it suffices to show that system (2.1) has a w-periodic solution. 
For X E (0, l), we introduce the following system: 
z’(t) = X (a(t)eY(++) - b(t) - c(t)) , 
y’(t) = X [c(t)e’(t)-Y(t) - cu(t)eY@) + D12(t) (ez(t)-y(t) - l)] , 
z’(t) = X [-/3(t) + Dzl(t) (c#‘)-~(‘) - l)] 
(24 
Suppose that (4th YW, z(t)) T is a w-periodic solution of system (2.2) for some X E (0,l). 
Integrating (2.2) over [O,w], we obtain 
s 
w a(~)eY(t)-‘(t) & = kt) + c(G) 4 (2.3) 
0 s 0 
J 
w w w w 
c(t)&)-Y@) dt + J D12(+?(t)-Y(t) & = J a(t)ey@) dt + 0 0 J D12 (t> 4 (2.4) 0 0 
and 
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” (2.5) 
In view of system (2.2) and (2.3)-(2.5), we obtain 
J 
w Jx’(t)l dt < 
0 J 
cd a(t)ey(t)-z(t) dt + W(b(t) + c(t)) dt 
0 J 0 
= 2 
J 
w(b(t) + c(t)) dt (2.6) 
0 
= 24.77 d:f dl , 
J 
oy Id( dt <’ 
J 
w &)-Y(t) & + 
J 
w 
a(t)@@) dt + 
J 
w &z(t) 
J 
w 
,dt)-Y(t) dt + h(t) dt 
b 0 0 0 w w - J a(+++) dt + 2 J &(t) dt, 
and 
oy jd(t)( dt yl’ p(t) dt + lw D2,rt) dt + iw D21(t)eY(t)-z(t) dt 
J 
=2 
J 
w/3(t)dt+2 WDz~(t)dt 
0 J 0 
=2w(p+&) zfds, 
where ( . 1 denotes the Euclidean norm in R. 
System (2.2) implies that 
(2.7) 
J 
w 
a(t)eY(Q dt = 
0 J eY(b(t) + c(t))eECt) dt, 
J 
w 
c(t)e”ct) dt + 
J 
w&l(t) 
J 
w 
.&t) & = a(t)e2Yct) dt + 
0 0 0 J 
w Dlz(t)eY(t) dt, 
0 
and 
J 
w P(t) 
J 
w 
ezct) dt + w&(t) ezct) & = Dzl(t)eYCt) dt. 
From (2.9) and (2.ll)p we have 
0 J P 
(b + c)’ /y e”ct) dt 5 lY(b(t) + c(t))?@) dt 
J 
w 
= a(+ Y(t) dt 
0 
IaM 
J 
w eY(t) & 
0 
and 
pl lw ez(t) dt < lw P(t)e”(t) dt < dy Dzl (t)eY@) dt < DE Jd” eyCt) dt. 
By using inequality 
(~b’“)&)dx)2 I [f2C4dx[~2(2)dx, 
we have 
J 
w 
a(t)e2@) dt > a’ 
J 
We2Y(t) &  
0 
> ;” [~weY(t’dt)2. 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
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Thus, (2.10) implies that 
s w .N) dt + DE I 
w 
u CM rdt) dt > a2 e2y(t) dt i- Di2 w eY@) dt > 
0 0 J 0 J 0 t1 (l”eY(‘)dt)‘. (2.14) 
Substituting (2.12) and (2.13) into (2.14), ‘we obtain 
that is, 
s 
w 
0 
(2.15) 
From (2.12), (2.13), and (2.15), it follows that there exist two positive constants p1 and ps such 
that 
and 
J 
w e”@) dt < p1 
0 
s 
w er@) dt < p3. 
0 
Choose ti E [0, w], i = 1,2, such that 
From this and system (2.2), we have 
a(tl)eY(tl)-z(tl) - b(tl) - c(tl) = 0, 
c(t2)e”wY(t2) _ c&)&2) + D&2) (ez(t+y(t2) - 1) = 0, 
-/3(t3) + Dzl(t3) (eY(t3)-z(t3) - 1) = 0. 
Equation (2.18) implies that 
(b + c)“ez(tl) > (b(tl) + c(tl))ezCtl) = a(tl)eY(tl) > azeY(tz). 
Equation (2.20) gives 
(p + D&4&) > (P(t3) + D21(t3))ezCt3) = D21(t3)eYCt3) > D:leY(ta). 
Equation (2.19) gives 
cx”e2y(t2) + DfieYct2) > a(t2)e2Y(t2) + D12(t2)eYCt2) 
= c(tz)ezCtz) + D12(t2)ezCt2) 
> c~e4t’) + D;2ew. - 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
Substituting (2.21) and (2.22) into (2.23), we have 
czaleYCt2) 
cr”e2y(t2) + Df$eY(t2) > (b + c)M + 
Di2 Diley(tz) ClaleY(t2) 
(P+ D2P’ ’ (b+~)~; 
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that is, 
da1 M  def 
(b + p - 42 1 = Pz (2.24) 
Substituting (2.24) into (2.21) and (2.22), respectively, it follows that there exist two positive 
constants 61 and 6s such that 
ezctl) > bl, eZct3) > 63. (2.25) 
Therefore, for V t E [0, w], 
x(t) > In&l, y(t) > ln62, z(t) > lnbs. (2.26) 
From (2.7) and (2.15), we have 
J oy [y’(t)1 dt < 2a”p2 + 2wD12 ef d2. 
From (2.15)-(2.17), it implies that there exist three points ci = 1,2,3, such that 
(2.27) 
ST(&) < In E 
W ’ 
~((2) < lnPZ 
W ’ 
z(&) < lnE 
W ’ 
(2.28) 
Since for V t E [0, w], 
J 
t 
z(t) = 46) + d(s) ds, 
Cl 
~(4 = Y(~z) + 1: y’(s) ds, 
and 
J 
t 
z(t) = Y(C3) + z’(s) ds, 
c3 
from (2.6), (2.8), (2.27), and (2.28), it implies that 
s(t) < lnfi + 
W  
lw Id( ds < Iln El + dl, 
y(t) < In E + 
W  
ly [y’(s)1 ds < Iln iI + dz, 
and 
z(t) < In fi +ds. I I W  
From (2.26) and (2.29)-(2.31), we can obtain 
(2.29) 
(2.30) 
(2.31) 
and 
I%(t)/ <max{lln6s/,Iln$I+d3)%fRs. 
Clearly, &(i = 1,2,3) are independent of A. Denote A4 = RI’+ Rz + R3 + &; here & is taken 
sufficiently large such that each solution (0*, p*, y*) of the following system: 
ZiePpe - (b + c) = 0, 
tee-p - t ie@ + &I (ermP - 1) = 0, (2.32) 
- - 
-/3 - Dzl + &,1eP-7 = 0 
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satisfies I/(0*, ,0*, r*)ll = IQ*/ + Ip*l + (y*l < M, provided that system (2.32) has a solution or a 
number of solutions and that - - -- 
max {I ln(&)rzi (&) + p - [ L?!?% ,/In&r) II > 
i! [ 
- - 
+max Ini c2i+ 
fi (b+c) 
y]),)ln&/} 
- - -- 
fmax 
{I [ 
Ins -4Z&+ 
BP (b+c) 
~]1,11n6s~} CM. 
Now we take X = Y = {(z(t), y(t),~(t))~ E C(R,R3) I z(t + W) = z(t), y(t + w) = y(t), 
z(t + ~1 = 44) and 11(x(t), Y($ 4t))TII = m=tcp,w] l4Ql +mw~p,wl Iv(t>l +m=t+,,] I4l. 
With the norm, X is a Banach space. Set 
fi = {(~c(~)~Y(~),4~))T E x : II(x,Y>4T[I < M> 7 
X x’(t) 
L:DomLnX,L y = y’(t) , [I [ z z’(t) 1 
where DomL = {(x(t), y(t), ~(t))~ E C1(R, R3)}, and N : X -+ X, 
X 
[I [ 
a(t)ey(t)-5(t) - b(t) - c(t) 
iv Y = c(t)e s(t)-Y(t) - a(t)eYCt) + Dlz(t) (ea(t)-Y(t) - 1) . 
z -p(t) f&(t) (eY(t)-z(t) - 1) I 
Define two projectors P and Q as 
-1 - 
W 
X 2 
Py=Qy=t [I [I % Z 
1 - 
-W 
J 
w 
0 
J 
w 
0 
,J 
w 
0 
x(t) dt 
y(t) dt 
z(t) dt 
X ’ [I y EX. z
Clearly, KerL = R3, Im L = {(x,y,~)~ E X : sow x(t) dt = sg y(t) dt = sow z(t) dt = 0) is 
closed in X and dim Ker L = codim Im L = 3. Therefore, L is a Fredholm mapping of index 0. 
Furthermore, through an easy computation we find that the inverse Kp of L, has the form - t 
J x(s) ds - 1 w ') x(t) dt dr] 
[I 
0 JJ wo 0
X t 
y(s) ds - i 
w 1) 
K,:ImL-+DomLnKerP, Kp y = dt)dtdv . 
Z 
J 0 JJ *o 0 
-J 
t z(s) d  - 1 w 'I z(t) dt dv 
0 JJ wo 0
Evidently, QN and K,(I - Q)N are continuous by the Lebesgue convergence theorem and 
moreover, by the Arzela Ascoli theorem, QN(fi), K,(I - Q)N(fi) are relatively compact for open 
bounded set R c X. Therefore, N is L-compact on fi for open bounded set R c X. 
System (2.2) is the following operator equation: 
X 5 
L y =XN y , [I [I z z (2.33) 
Periodic Stage-Structure Model 1059 
which is system (1.2) when X = 1.. According to the estimate of periodic solution for (2.33), we 
have proven that 
(i) for each X E (0, l), 
According the Mawhin’s continuation theorem [3, p. 401, next we have to prove the fol- 
lowing: 
(ii) for each 
QN ; #O; [I z
(iii) 
RnKerL, (O,O,O)T 
When (2, y, ,z)~ E 6% n Ker L = dR n R3, (z, y, .z)~ is a constant vector in R3 with 1x1 + ]y] + 
IzI = M. If system (2.32) h as a solution or a number of solutions, then 
Tieyez - (b+c) 
Fez-Y - dey + D12 (erey - 1) # 0. 
- - 
-/3 + DZI (eye* - 1) 1 
If system (2.32) d oes not have a solution, then naturally 
QN ; # : . [I [I 2 0 
This proves that Condition (ii) is satisfied. 
Finally, we will prove that Condition (iii) is satisfied. To this end, we define mapping $J : 
DomL x [O,l] -+X by 
where p E [0, l] is a parameter. When (x, y, .z)~ E aR n Ker L = b’s1 n R3, (x,y,~)~ is a 
constant vector in R3 with 1x1 + ]y] + ]z] = M. W e will show that when (x, y, z)~ E 69 n Ker L, 
4(x, y,z,p) # 0. Assume that the conclusion is not true, i.e., constant vector (x, y, .z)~ with 
1x1 + ]y] + 1.~1 = M satisfying 4(x, y, z, ,u) = 0. From 
aey--” - -(b+c)=0, 
&j-Y - deY + p&7 (ezFy - 1) = 0, 
- - 
-/? + Dzley--” - pD21 = 0, 
following the argument of (2.24), (2.25), and (2.28) gives 
]x]<max In _ -=Z 
{I i __ 
- - 
!i!dZ2 
(b+ac)h (bc+ac) + p II > ,/In&( , 
IyI < max 
{I [ 
In I ESi + DlzDzl 
6 (b+c) P II > ,]ln6s] , 
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- - 
/zj<max 
ii [ 
In% Z+ 
fiP (b+c) 
~]/,lln&~}. 
Thus, 
I~I+IyI+Iz/<rnax 
{I 
ln(&)a [&+~]]Jln&~} 
4 [ 
- - 
1 -- 
Smax lnz (&) + ~]),\ln&jj} 
which contradicts the fact that (21 + IyI + IzI = M. Therefore, by the property of topological 
degree and by taking J = I : Im Q  + Ker L, (z, y, .z)~ + (z:, y, .z)~, we have 
deg (JQN(z, y, z)~, R  n Ker L, (O,O,O)‘) 
= deg (4(x, Y, 2, I), fl II Ker L, (O,O, 0)‘) 
= deg (4(x:, Y, z, 0), fi n Ker L, (O,O, 0)‘) 
= deg (SieY-” - 
( 
(b+c), t;ezMy - 6ey, -p + D21ey--z )T, f lnKerL,O) 
In view of the system of algebraic equations 
;-(b+c)=O: 
Eu -- bw = 0, 
V 
qj+!+o, 
has a unique solution (u*, v*, m*)T which satisfies u* > 0, u* > 0, and m* > 0, and thus, 
deg (tieym5 
( 
- (bfc), Zezmy - 6eY, -p + D21ey-’ )T, f if lKerL,(O,O,O)T) 
iiw* Civ* -- 
u* 7 
0 
- * cu 
= sign - 
-cd * 
- - 6v 0 
=sY,_; 
w* 
D21v* -D21v* 
m* m* 
~21wJ*)3 =A1 
m*u* 
) . 
Consequently, 
deg (JQN(z, y, z)~, R  n Ker L, (O,O, 0)‘) # 0. 
This completes the proof of (iii). 
By now R verifies all the requirements of the Mawhin’s continuation theorem and then sys- 
tem (2.1) has at least one w-periodic solution. This completes the proof of Theorem 2.1. 
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