Abstract-Multi-dimension bucketization is a typical framework for preventing privacy disclosure of microdata with multiple sensitive attributes. However, it results in too much tuple suppression when the considered microdata have more than 3 sensitive attributes. Besides, it does not generalize quasi-identifiers, which make the anonymized data easy to suffer from linking attack. To overcome these drawbacks, we propose an improved bucketization framework, named ANGELMS. ANGELMS first vertically partitions sensitive attributes into several independent tables, and then bucketizes them according to l-diversity principle and generalizes quasi-identifiers according to k-anonymity principle. In addition, we proposed an MSB-KACA algorithm for the k-anonymizing process of our ANGELMS framework. Experiments show that the proposed framework can generate anonymized tables with less information loss and suppress ratio than simple multi-dimension bucketization do.
I. INTRODUCTION
ICRODATA play an increasingly important role in data analysis and scientific research. However, publishing and sharing microdata will threaten individuals' privacy. Therefore, some anonymity models have been proposed to protect individual's privacy for publishing microdata. k-anonymity [1] , [2] is a simple and effective method to protect privacy in publishing microdata, which requires that each tuple has at least k indistinguishable tuples with respect to quasi-identifier in the released data. But it cannot resist homogeneity attack and background knowledge attack, so some other enhanced anonymity models have been proposed, such as l-diversity [3] and t-closeness [4] .
Several technologies have also been proposed to implement the above anonymity models. Generalization [1] , [2] is a typical one to achieve anonymity model, whose idea is to replace real value of quasi-identifier with less specific but semantically consistent value. Generalization distorts original data, which is to the disadvantage of data mining. Anatomy [5] is also a fine method to anonymize microdata, whose idea is to release all the quasi-identifier and sensitive values directly in two separate tables. However, releasing the QI-values directly may suffer from a higher breach probability than generalization. To overcome these drawbacks, Tao et al. [6] proposes ANGEL, a new anonymization method that is as effective as generalization in privacy protection, but is able to retain significantly more information in the microdata. Leela et al. [7] applied Angelization to preserve privacy in re-publication of dynamic microdata after insertions deletions. Li et al. [8] proposed slicing, which partitions the microdata both horizontally and vertically.
Most existing privacy preserving technologies focus on microdata with single sensitive attribute, but they can't be directly used for microdata with multiple sensitive attributes. A few works concentrated on microdata with multiple sensitive attributes. Ye et al. [9] proposed a framework, decomposition, to tackle privacy preservation in multiple sensitive case. Yang et al. [10] proposed a Multiple Sensitive Bucketization approach (MSB). They also proposed three liner-complexity greedy algorithms to implement MSB, namely, the maximal-bucket first algorithm (MBF), the maximal single-dimension-capacity first algorithm (MSDCF), and the maximal multiple dimension-capacity first algorithm (MMDCF). But the MSB method is only suitable to anonymize microdata with less sensitive attributes, e.g, 2-3 sensitive attributes. For microadata with more sensitive attributes, MSB would result in high suppression ratios. For example, table I is an original dataset. We assume that {Gender, ZipCode, Age} are quasi-identifier attributes and {Occupation, Salary, Physician, Disease} are sensitive attributes. We can achieve a 3-diversity table by MSB. The anonymity table only has one group with tuples {t 5 , t 6 , t 7 } presented in table II, the rest tuples are all suppressed. The suppression ratio reaches 6/9, which greatly degrades the quality of data publishing.
In this paper, we propose a framework, called ANGELMS (ANatomy and GEneraLization on Multiple Sensitive), for microdata with multiple sensitive attributes based on ANGEL [6] . The main idea of ANGELMS is to vertically partition attributes into several sensitive attribute tables and one quasi-identifier 
II. THE ANGELIMS FRAMEWORK

A. Notations And Definitions
Let T be a dataset with attributes 1 2
is quasi-identifier attributes, z is the number of quasi-identifier attributes,
is the number of sensitive attributes. For simplicity, we use QI denotes quasi-identifier, and S denotes sensitive attributes. We assume that T has n tuples, and t[X] is the value of tuple t on attribute X. 
where m is the number of sensitive attributes. Ideally, every tuple in original table should be assigned to one group in anonymous table. However, for the restriction of l-diversity, some tuples should be suppressed.
Definition 5 (Suppression ratio [10] ) let n s be the number of suppressed tuples, the suppression ratio is defined as (2). Intuitively, the smaller SuppRatio is, the higher the quality of anonymized data is. When the Suppression ratio is 0, the quality of anonymized data is optimal. Table III and table IV are two typical optimal tables. We consider a tuple as a suppressed tuple when it has at least one suppressed value. We use "NA" to replace its group ID. For instance, a tuple {M,4200*,[31,35],1,NA} is a suppressed tuple. The first three values stand for generalized quasi-identifier values, the fourth value stands for a group ID, and the fifth value stands for a suppressed sensitive value. We use additional information loss and suppression ratio to measure the quality of anonymous data.
III. THE MSB-KACA ALGORITHM
ANGELMS is a superset of generalization and anatomy. When k equals 1 and m equals 1, ANGELMS actually gracefully degrades into MSB [10] . We propose a MSB-KACA algorithm which combines MSB [10] 
IV. EXPERIMENTS
A. Experimental Environment And Data
This section experimentally evaluates the effectiveness of our approach using the Adult Database from the UCI Machine Learning Repository, which can be downloaded at http://kdd.ics.uci.edu/databases/census-income/.
We randomly choose 10000 records. The description of Census-Income data is shown in table VII. The experiments are conducted on a PC with CPU 3.0 GHZ and RAM 2GB. All the algorithms are implemented in Java on Windows XP with JDK version 1.6.0_23.
Our experiments mainly use following 3 criteria to evaluate MSB-KACA algorithm: (1) parameter l (3-9); (2) parameter d (4-7); (3) parameter n (2000-10000). The combination of sensitive attributes is described in table VIII. Taking d=5 as an example, we treat attribute numbers {6, 7, 8, 9, 10} as the sensitive attributes when implementing MBF, MSDCF, MMDCF. In the meantime, we treat attribute numbers {6, 7, 8} as the sensitive attributes of the first sensitive table and attribute numbers {9, 10} as the sensitive attributes of the second sensitive table when implementing MSB-KACA. Figure 1 (a), 1(b), 1(c) and 1(d) plot the variation of suppression ratio using MSB-KACA，MBF，MSDCF and MMDCF on different l when n is 10000 and d is 4-7. Apparently, MSB-KACA produces significantly lower suppression ratio than other three algorithms in all cases. This is expected, since ANGELMS reduces the dimensions of buckets, it is easy to partition l-diversity group. Figure 2 (a) illustrates the variation of additional information loss using MSB-KACA，MBF，MSDCF and MMDCF on different l when n is 10000 and d is 4. Figure 2(b) illustrates the variation of additional information loss on different n when l is 6 and d is 4. We can conclude that all the four algorithms produce low additional information loss. Figure 3(a) shows the cost of computing the publishable table by MSB-KACA，MBF，MSDCF and MMDCF on different n when d is 4 and l is 6. It is obvious that the cost increases as n increases. Since more tuples that need to be anonymized will consume longer time to finish the anonymization procedure. Figure 3(b) investigates the influence of d on execution time when l is 6 and n is 10000. Figure 3(c) investigates the influence of l on execution time when d is 4 and l is 10000. Apparently, MSB-KACA costs over twice time than other three algorithms. To explain this, recall that MSB-KACA combines anatomy and generalization techniques. Generalization costs more time than anatomy. That is why MSB-KACA takes more time. We can see that the advantages of our method in quality of anonymous data does not come for free. However, in all test cases our algorithm can finish in less than 1 minute, which is acceptable for data anonymization. We propose an ANGELMS framework for anonymizing microdata with multiple sensitive attributes. Besides, we propose an MSB-KACA algorithm to implement the ANGELMS framework. Experimental results show that the anonymized data from the proposed framework have low information loss and suppression ratio compared with MSB.
C. Additional Information Loss
D. Execution Time
Privacy preservation on microdata with multiple sensitive attributes is a challenging work. There are some other aspects about this problem need to be considered in our future work, e.g., personalized privacy preservation [12] , efficient algorithms based on generalization and anatomy, etc..
