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Introduzione
Nel presente lavoro di tesi vengono affrontati lo sviluppo e la progettazione
di sistemi indossabili per l’analisi del movimento umano ed il loro utilizzo
per il controllo di power wheelchairs.
L’uso di power wheelchairs e´ uno dei grandi passi che vengono fatti in prospet-
tiva di integrare nella societa´ le persone disabili, permettendo loro di muoversi
in modo autonomo senza dover dipendere da un aiuto esterno.
La tecnologia che viene qui presentata si pone nell’ottica di consentire alle
persone disabili di governare la propria power wheelchair senza l’uso del joy-
stick, che alle volte puo´ risultare difficile da gestire. Abbiamo, quindi, pen-
sato ad un modo per far manovrare la sedia a rotelle ai disabili con semplici
movimenti del polso, del gomito e della spalla.
Nel capitolo 1 viene riportato una breve trattazione dello stato dell’arte sulle
power wheelchair, focalizzando l’attenzione sia sulle tecnologie gia´ disponibili
sul mercato sia su quelle ancora in fase di studio e progettazione.
Dal momento che ci siamo proposti di manovrare la wheelchair tramite i
movimenti di polso, gomito e spalla e´ importante sapere quali movimenti
sono in grado di fare con queste articolazioni. Per questo motivo la prima
parte del capitolo 2 e´ dedicata all’analisi dei vari traumi che si possono subire
alla spina dorsale. In relazione al livello della lesione, si possono spiegare le
differenti disabilita´ motorie conseguenti ad un importante trauma o a stati
patologici non traumatici. In particolare, ogni segmento della spina dorsale e
la coppia di nervi spinali associata ad esso controllano una specifica regione
corporea ed i suoi relativi movimenti. In caso di lesione di uno specifico
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segmento, quindi, si produrra´ una perdita di mobilita´ della regione ad esso
associata. La seconda parte del capitolo 2, invece, e´ dedicata al sistema in-
dossabile realizzato per rilevare questi movimenti residui delle articolazioni
del polso, del gomito e della spalla. Viene riportata anche una breve trat-
tazione sulle caratteristiche dei sensori utilizzati: sono sensori piezoresistivi
realizzati tramite una miscela di carbone e silicone disposti sul sistema in
modo tale che alcuni di essi si allunghino in corrispondenza di un particolare
movimento. In questo modo il sensore varia la propria resistenza elettrica:
percio´ facendo scorrere una corrente sui sensori, essi inviano un segnale che
cambia in funzione del loro allungamento, permettendo cos`ı di sapere quale
movimento ha compiuto l’articolazione.
Nel capitolo 3 viene descritto l’hardware utilizzato per realizzare le prove
desiderate: sono delineate le principali caratteristiche dell’elettronica di con-
dizionamento del segnale e della scheda di acquisizione.
I dati provenienti dai sensori e acquisiti tramite la scheda di acquisizione
fornita dalla National Instruments devono poi essere usati per manovrare la
power wheelchair. A tal fine sono stati elaborati due programmi per gov-
ernare i movimenti della power wheelchair con il polso. Questi programmi
sono stati realizzati per mezzo del software Simulink, uno strumento di sim-
ulazione multidominio e consente la progettazione di sistemi dinamici basata
su modelli. Nel capitolo 4 vengono illustrate le principali caratteristiche di
Simulink e di xPCTarget, un toolbox di Matlab con cui si possono effettuare
simulazioni in tempo reale. Inoltre viene descritto il modello realizzato in
Simulink per il primo programma.
Nel capitolo 5 sono descritti i due metodi usati per ottenere lo scopo che ci
siamo prefissati, cioe´ mappare i movimenti del polso in coordinate bidimen-
sionali dello spazio del monitor del PC:
• primo metodo: richiede l’uso di un’unica polsiera e ai soggetti che hanno
effettuato le prove e´ stato chiesto di muovere un cursore su uno schermo
fino a raggiungere dei target. Questo metodo si basa sulla pseudo–
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inversa di Moore–Penrose.
• secondo metodo: richiede l’uso di due polsiere. Grazie all’utilizzo delle
animazioni contenute nel software Simulink, e´ stato possibile simulare
il movimento di una power wheelchair controllata dai movimenti del-
l’utente. Questo metodo si basa sull’analisi delle componenti principali
(ICA): essa si usa per ridurre la dimensionalita´ del set di dati a nostra
disposizione, cioe´ da un gruppo di n segnali si ricava un unico segnale
che identifica un particolare movimento. Cio´ si ottiene prendendo la
prima componente indipendente relativa ai segnali di calibrazione, che
ci fornisce un segnale indicativo del movimento. Quest’ultimo viene
passato ad un algoritmo che ne analizza i picchi e tramite delle op-
erazioni di derivazione e di integrazione ottiene due segnali: il primo
fornisce l’angolo di rotazione della power wheelchair mentre il secondo
rappresenta la sua velocita´.
Nell’ultima parte di questo capitolo vengono riportate le prove realizzate con
entrambi i modelli. Cio´ che ci siamo proposti di studiare tramite queste prove
e´ se i soggetti riescono a controllare il cursore o i movimenti della wheelchair e
se la pratica puo´ portare ad una accuratezza maggiore nel colpire il bersaglio
e ad una consistenza maggiore nel produrre traiettorie (cioe´ l’intero profilo
del movimento diventa meno variabile).
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Capitolo 1
Stato dell’arte
1.1 Introduzione
La mobilita´ e´ uno dei fattori fondamentali per l’indipendenza personale e
per l’autodeterminazione Molti cambiamenti si sono verificati nella vita delle
persone con disabilita´ motorie da quando fu inventata la prima wheelchair nel
1930. In primo luogo le sedie a rotelle sono diventate autonome nel muoversi
da quando sono alimentate con batterie o motori elettrici.
Seguendo questo grande progresso, molte ricerche sono state condotte nel
campo della robotica, in modo tale da migliorare la conduzione di wheelchair
autonome. Allo stesso tempo nuove tecniche e tecnologie sono state svilup-
pate per la comunicazione wireless: quete ultime hanno cominciato a per-
mettere a coloro che usano la wheelchair di usare dispositivi di controllo
e di interagire con spazi intelligenti con uno sforzo relativamente piccolo.
Comunque, l’aumento delle funzionalita´ delle wheelchair e´ associato ad un
aumento della complessita´ riguardante la loro costruzione e i loro principi
di funzionamento. Alcuni individui con disabilita´ motorie riescono a soddis-
fare i loro bisogni grazie alle power wheelchair, ma altri possono incontrare
delle difficolta´ nell’usare queste ultime. Per supplire a queste difficolta´, molti
ricercatori hanno realizzato tecnologie originali per creare smart wheelchair
in modo da ridurre le abilita´ fisiche, percettive e cognitive necessarie per
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operare con una power wheelchair.
1.2 Smart wheelchair Component System
Richard Simpson, Edmund LoPresti, Steve Hayashi, Illah Nourbakhsh, David
Miller hanno progettato un sistema chiamato Smart wheelchair Component
System (SWCS) che puo´ essere aggiunto ad una grande varieta´ di wheelchair
gia´ disponibili sul mercato con minime modifiche. Questo e´ uno dei van-
taggi di questo particolare sistema: infatti, sistemi che richiedono sostanziali
modifiche della wheelchair possono risultare di difficile installazione, possono
interferire con il normale funzionamento della sedia e risultare di difficile uti-
lizzo per il soggetto disabile.
Il sistema SWCS e´ mostrato in figura 1.1. Esso e´ formato da sensori, elettron-
ica di controllo, hardware computazionale e un software per la navigazione
assistita. I sensori usati dal SWCS sono sonori, infrarossi e bump. I sensori
ad infrarossi e sonar vengono posizionati insieme e vengono identificati con il
nome “sensor module”; Sulla wheelchair sono montati 11 sensor modules. La
configurazione dei sensori e´ mostrata in figura 1.2 ma l’esatta disposizione
varia a seconda del tipo di wheelchair.
Il software di navigazione assistita e´ scritto in C++: esso legge i valori
dei segnali di input mandati dall’utente e quelli forniti dai sensori con una
frequenza di 10 Hz. Questi segnali sono combinati sono combinati in modo
da avvertire la presenza di un ostacolo e prendere decisioni sull’operazione da
fare. Nella figura 1.3 sono riportate le risposte della wheelchair alla presenza
di un ostacolo.
1.3 OMNI wheelchair
Al fine di consentire alle persone con ristrette capacita´ motorie un elevato
gradi di indipendenza, la OMNI wheelchair, riportata in figura 1.4, e´ stata
dotata di funzionalita´ aggiuntive. Una analisi delle richieste dell’utilizzatore
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Figura 1.1: Smart wheelchair Component System (SWCS) montato su una
wheelchair
Figura 1.2: Disposizione dei moduli dei sensori
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Figura 1.3: Risposte della wheelchair alla presenza di ostacoli
ha mostrato che e´ necessario realizzare un aiuto individuale adattabile con
una funzionalita´ flessibile e configurabile, in modo da riuscire ad avere una
wheelchair apposita per le esigenze di ciascun disabile. Per questo significa,
oltre ai normali movimenti controllati dall’utente per mezzo di un joystick,
la OMNI wheelchair fornisce all’utilizzatore ulteriori modi di operare. Questi
modi aggiuntivi lavorano seguendo uno schema gerarchico.
Il livello inferiore e´ rappresentato dalla possibilita´ di controllare la wheelchair
semplicemente con l’uso del joystick. Procedendo nella scala gerarchica, la
funzionalita´ della wheelchair aumenta. Nel livello successivo, un sistema di
sensori di base (sensori ad ultrasuoni e IR) sono integrati nel sistema di con-
trollo per aiutare il disabile ad evitare collisioni e a generare movimenti sicuri.
Il livello seguente e´ realizzato per far integrare la wheelchair nell’ambiente in
cui si trova: esso permette infatti di passare attraverso una porta e di cam-
minare lungo un muro. Speciali manovre complesse, come ripercorrere un
percorso prestabilito o invertire l’ultima manovra, guidate tramite comandi
vocali rappresentano il top della gerarchia.
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Figura 1.4: Risposte della wheelchair alla presenza di ostacoli
1.4 Wheelchair della ICS-FORTH
Un prototipo sperimentale di una robotic wheelchair e´ stato realizzato dalla
ICS-FORTH (vedi figura 1.5). Esso si basa su una power wheelchair disponi-
bile sul mercato alla quale e´ aggiunto un modulo supplementare per i sensori e
l’elettronica necessari per il movimento della sedia e l’interfaccia con l’utente
(touch screen, voice commands). I principali componenti di questo prototipo
sono:
1. la power wheelchair: come base del sistema e´ stata utilizzata la wheelchair
MEYRA Eurosprint, il cui movimento e´ controllato dall’utente, o tramite
un joystick o tramite un computer che comunica con la wheelchair
tramite una porta seriale.
2. i sensori: sono sensori odometrici, sonori e di visione panoramica.
L’elettronica interfaccia i sensori con il sistema computazionale.
3. il sistema computazionale: e´ composto da un pc e un set di 5 micro-
11
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Figura 1.5: La wheelchair della ICS-FORTH
controllori interconnessi da una rete CAN. Il pc processa i dati della
visione e comunica con l’utente tramite apposite interfaccie. Tra i mi-
crocontrollori, uno e´ dedicato alla comunicazione con il pc e con l’unita´
di controllo tramite le prote seriali, 3 sono dedicati al controllo dei sen-
sori uditivi e a ricevere e processare i loro dati ed infine uno riceve e
processa i dati odometrici.
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Capitolo 2
Realizzazione dei tessuti
indossabili intelligenti
2.1 Introduzione
Lo scopo di questo lavoro di tesi, come gia´ accennato nella parte introduttiva
e´ stato studiare una tecnologia che consenta alle persone disabili di governare
la propria power wheelchair con semplici movimenti del polso, del gomito e
della spalla.
Per fare cio´ siamo partiti dall’analisi dei vari traumi che si possono subire
alla spina dorsale. In relazione al livello della lesione, si possono spiegare le
differenti disabilita´ motorie conseguenti ad un importante trauma o a stati
patologici non traumatici. In particolare, ogni segmento della spina dorsale e
la coppia di nervi spinali associata ad esso controllano una specifica regione
corporea ed i suoi relativi movimenti. In caso di lesione di uno specifico
segmento, quindi, si produrra´ una perdita di mobilita´ della regione ad esso
associata. Percio´ da questa analisi e´ stato possibile individuare i vari movi-
menti residui di persone con lesioni spinali.
Per tale motivo nei paragrafi seguenti viene fatto un breve accenno alle prin-
cipali caratteristiche del midollo spinale e alle lesioni a cui esso puo´ andare
incontro. Nei paragrafi successivi, invece, sono illustrate le caratteristiche
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dei tessuti indossabili intelligenti (smart wearable systems) che verranno poi
utilizzati per rilevare i movimenti residui con cui andare a manovrare la
wheelchair.
2.2 Il midollo spinale
Il midollo spinale e´ la principale via di comunicazione fra il cervello ed il
sistema nervoso periferico. Al midollo afferiscono tutte le informazioni sen-
soriali provenienti dalla pelle, dai visceri, dai muscoli e dalle articolazioni del
tronco e degli arti. Dal midollo, nascono le fibre motorie che giungono ai
muscoli e che controllano i movimenti volontari.
Il midollo spinale puo´ essere suddiviso in sostanza bianca e sostanza grigia:
la sostanza grigia e´ costituita dai corpi cellulari e dai dendriti dei neuroni
midollari intrinseci ed e´ in questa regione che si stabiliscono i contatti sinap-
tici con le fibre afferenti primarie e con le fibre discendenti dal cervello. La
sostanza grigia si suddivide a sua volta in cono dorsale, regione intermedia e
corno ventrale ed e´ suddivisa in lamine.
La sostanza grigia e´ circondata dalla sostanza bianca. Le porzioni di sostanza
comprese tra la linea mediana dorsale del midollo spinale e la linea d’entra-
ta delle radici dorsali costituiscono il codone dorsale, quelle comprese tra la
linea d’entrata delle radici dorsali e la linea d’uscita delle radici ventrali il
codone laterale mentre le porzioni di sostanza bianca situate tra la linea d’us-
cita delle radici ventrali e la linea mediana ventrale costituiscono il cordone
ventrale.
Il midollo spinale (vedi figura 2.1) e´ interamente racchiuso in un canale che le
vertebre formano una sull’altra: il canale vertebrale. Lateralmente e fra una
vertebra e l’altra, il canale vertebrale e´ dotato di aperture che consentono
il passaggio dei nervi spinali. Fra un corpo vertebrale e l’altro esiste un
cuscinetto fibroso (il disco intervertebrale) con al centro un nucleo relativa-
mente piu´ molle, che consente loro un certo grado di mobilita´ e funge da
ammortizzatore.
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Figura 2.1: Rappresentazione della sezione trasversale del midollo spinale
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2.2.1 Lesioni del midollo spinale
Un processo infiammatorio (mielite), un trauma (con frattura vertebrale),
una vascolopatia acuta midollare (rammollimento, ematomielia) o un tumore
possono portare ad una sindrome di sezione trasversa del midollo.
Nel caso di sezione trasversa completa del midollo si ha l’interruzione di tutte
le vie che connettono i centri spinali con i centri superiori e la lesione dei centri
spinali a livello della sezione stessa. Cio´ comporta una paralisi di tipo cen-
trale: ogni movimento degli arti e´ abolito con tetraplegia (paralisi dei quattro
arti) se la sezione e´ a monte del rigonfiamento cervicale, con paraplegia (par-
alisi degli arti inferiori) se la sezione e´ tra il rigonfiamento cervicale e quello
lombare. Se la sezione e´ proprio a livello di un rigonfiamento, la paralisi e´
incompleta e comporta ipotrofia muscolare, ipotonia e abolizione di alcuni
riflessi a causa della distruzione parziale di neuroni somatomotori delle corna
anteriori responsabili della motilita´, del tono, del trofismo e dei riflessi. Le
sindromi da sezione trasversa del midollo spinale, comunque, sono molteplici
e presentano una sintomatologia molto varia. I fattori che determinano tale
variabilita´ sono costituiti da:
• livello della sezione midollare
• totalita´ o parzialita´ della sezione
• fase che si considera:
- fase iniziale di shock o fase di diaschisi : i rapporti tra centri
superiori e centri spinali sono interrotti acutamente e ogni capacita´
di azione di questi ultimi e´ abolita. Alla paralisi e all’anestesia
si accompagnano ipotonia muscolare, disturbi trofici e ritenzione
urinaria e fecale.
- fase di ipereccitabilita´ o fase dell’automatismo midollare: dopo
un periodo che va da qualche giorno a qualche settimana i centri
spinali sono in grado di riprendere gradualmente a funzionare in
maniera autonoma. Permangono invariati i deficit motori e della
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sensibilita´, mentre si modificano il tono muscolare (si passa dalla
ipotonia alla ipertonia, fino ad arrivare alla spasticita´), i riflessi e
le funzioni viscerali. Questa fase ha una durata variabile da alcuni
mesi ad alcuni anni.
- fase di ipoeccitabilita´ o fase terminale: dalla fase precedente si pas-
sa gradualmente a questa. L’attivita´ automatica del midollo scom-
pare e si instaura flaccidita´ muscolare, iporeflessia propriocettiva,
perdita continua di urina e feci.
I diversi quadri sintomatologici che si realizzano nella seconda fase per sezioni
trasverse acute complete del midollo spinale sono:
• Sezione cervicale superiore (C1, C2, C3, C4): e´ al di sopra del rigonfiamento.
Comporta tetraplegia, paralisi dei muscoli dei cingoli, del tronco e del
collo, anestesia degli arti e del tronco, deficit motorio del diaframma
con disturbi respiratori che spesso portano a morte.
• Sezione cervicale media (C5, C6): si ha tetraplegia con atrofia dei mus-
coli deltoide, grande pettorale e flessori dell’avambraccio sul braccio,
assenza del riflesso bicipitale e inversione del radiale (flessione delle
dita invece che flessione dell’avambraccio sul braccio) e del cubitale
(flessione delle dita anziche´ pronazione della mano). La lesione a livel-
lo del 6◦ segmento cervicale si accompagna alla posizione di Thorbur:
braccia abdotte e lievemente ruotate all’esterno, avambraccia e mani
flesse.
• Sezione cervicale inferiore (C7, C8, D1): la sezione a livello di C7 si
accompagna a paralisi del solo tricipite e dei muscoli delle mani (avam-
braccia flesse) per quanto riguarda gli arti superiori; ovviamente si ha
la paralisi di tutti i muscoli del tronco e degli arti inferiori. I riflessi
tricipitali e ulnare sono assenti, l’anestesia interessa gli arti inferiori, il
tronco e il solo lato cubitale dell’arto superiore.
Nella sezione a livello di C8 sono interessati, per quanto riguarda l’ar-
to superiore, i soli muscoli flessori delle dita e i piccoli muscoli delle
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mani; spesso si osserva il caratteristico atteggiamento della “mano ad
artiglio” cioe´ iperestensione della prima falange e flessione delle ultime.
La sezione a livello di D1 e´ ancora compresa tra le sezioni cervicali
inferiori per gli stretti rapporti funzionali e anatomo–clinici esistenti
tra D1, C7 e C8. La lesione di D1 si accompagna alla sindrome di C.
Bernard–Horner (miosi, enoftalamo e ptosi palpebrale) per lesione del
centro simpatico cilio–spinale.
• Sezione toracica (da D2 a D12): si ha paraplegia, paralisi di alcuni
muscoli del tronco, livello di anestesia e presenza o meno dei riflessi
addominali a seconda del livello della sezione.
• Sezione lombare superiore (L1, L2): comporta paraplegia, anestesia fino
all’inguine e alla cresta iliaca; a volte aboliti e quasi sempre indeboliti
i riflessi patellari.
• Sezione lombare bassa (L3, L4): non sono interessati dalla paralisi i
muscoli flessori della coscia e degli adduttori; il quadricipite e´ pareti-
co. Il soggetto puo´ camminare ma non salire le scale. L’anestesia
risparmia, negli arti inferiori, la sola faccia antero–esterna delle coscie.
Sono aboliti i riflessi achillei e rotulei.
• Sezione dell’epicono (L5, S1, S2): si ha la paralisi dei piccoli muscoli
dei piedi (con “piedi ad artiglio”), dei muscoli flessori plantari dei piedi
e dei peronei. I riflessi patellari sono conservati mentre sono aboliti gli
achillei.
• Sezione del cono (S3, S4, S5): i disturbi motori spesso interessano solo i
piccoli muscoli dei piedi, ma si hanno gravi disturbi sfinterici e sessuali.
Il riflesso achilleo e´ spesso assente.
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2.3 I sistemi “intelligenti”
Negli ultimi anni sta acquistando un’importanza sempre maggiore, in ambito
biomedico, la conoscenza dei valori delle variabili cinematiche corporee, cioe´
l’insieme delle grandezze atte descrivere le mutue posizioni di segmenti ossei
o piu´ in generale corporei. A tal fine sono stati sviluppati sistemi indossabili
in grado di leggere e di registrare la postura e il movimento del soggetto
che li porta. La ricerca di fibre e tessuti elettroattivi e multifunzionali sta
dando all’industria tessile tradizionale un nuovo valore rappresentato dalla
possibilita´ di rendere la vita di tutti i giorni piu´ salutare, piu´ sicura e piu´
confortevole. Questi nuovi tipi di tessuti consentiranno di rendere il progres-
so tecnologico piu´ vicino al pubblico mediante la realizzazione di interfacce
tra uomo e dispositivo di facile utilizzo. Questo scopo puo´ essere raggiun-
to combinando le conoscenze derivanti da diversi ambiti quali la scienza dei
materiali, l’industria tessile e l’ingegneria elettronica, per la produzione di
tessuti intelligenti che siano in grado di svolgere le funzioni di sensori di de-
formazione e di attuatori meccanici.
La possibilita´ di fabbricare veri e propri indumenti che si comportino da
sensori, ricoprendo tessuti tradizionali con materiali intelligenti (polimeri
piezoresistivi, piezoelettrici e piezocapacitivi), e´ abbastanza recente e di fat-
to ha aperto la strada all’ideazione di un nuovo modo di interfacciare l’uomo
alla macchina.
In questo lavoro e´ stato in particolare posta l’attenzione sulle problematiche
inerenti l’analisi del movimento umano mediante smart wearable systems.
Il fatto di avere un numero notevole di sensori su di un tessuto che per sua
natura fosse indossabile e permettesse il piu´ elevato range di movimenti pos-
sibili all’individuo, ha fatto s`ı che per prima cosa dovesse essere minimizzato
il numero di collegamenti e fili necessari per poter discernere segnali da ogni
singolo sensore, figura 2.2.
In seconda questione, viste le differenze morfologiche che sussistono tra indi-
vidui diversi, i sensori su di un tessuto non possono esser situati nella stessa
maniera, ovvero la ripetibilita´ delle misure per uno stesso soggetto in mo-
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Figura 2.2: Prototipi di dispositivi indossabili: a) guanto sensorizzato, b)
ginocchiera sensorizzata, c) guanto sensorizzato durante il riconoscimento
della forza di presa , d) detaglio dei percorsi di conduzione su di un tessuto
sensorizzato.
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menti diversi e´ messa in discussione diventando un problema di non facile
soluzione passando a misure su soggetti diversi. Una richiesta persino piu´
pressante risiede nella necessita´ per le misure di poter aver il maggior grado
possibile di immunita´ ai movimenti artefatti ed a problematiche di crosstalk
tra sensori adiacenti.
L’idea fondamentale che sta alla base della progettazione e della realizzazione
di tale innovativo sistema di analisi del movimento umano, consiste nel con-
siderare che un numero elevato e ridondante di sensori distribuiti su una
superficie possano fornirci sufficienti informazioni per discernere le caratter-
istiche essenziali della postura di un soggetto generico; tutto cio´ perdendo
anche in precisione riguardo al dato di posizione fornito dal singolo sensore.
Questo approccio nella sua semplicita´ deriva dal mondo biologico [?] e dal sen-
so cinestetico nel corpo umano. Il termine “kinesthesia”, infatti, si riferisce
all’abilita´ di percepire la posizione relativa e il movimento (sia autogenerato
che imposto dall’esterno) delle varie parti del corpo.
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Tessuti elastici ricoperti con uno strato di polimero conduttivo o con una
miscela di carbone e di gomma siliconica mostrano proprieta´ piezoresistive e
possono, quindi, essere usati per realizzare abiti sensibili come guanti, body,
coprisedili ed altri manufatti capaci di ricostruire e monitorare la struttura,
la posizione e il movimento del corpo umano.
Gli elastomeri sono una particolare tipologia di polimeri caratterizzati dal
possedere proprieta´ elastiche, cioe´ possono essere facilmente stirati fino ad el-
evati allungamenti e, al rilascio, tornano rapidamente alle dimensioni iniziali.
Questa proprieta´ e´ dovuta alla struttura molecolare del polimero che consiste
in un reticolo a bassa densita´ di reticolazione. Durante la deformazione le
molecole scivolano l’una sull’altra ma i legami trasversali impediscono un
flusso permanente; quindi le molecole possono tornare alla loro posizione
originale quando viene eliminato lo sforzo. Gli elastomeri non sono per natu-
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ra conduttori ma la conducibilita´ puo´ essere loro conferita impregnandoli con
polveri metalliche o aggiungendo carbon black. Nel caso si utilizzi il riem-
pimento con polveri metalliche si ottiene un prodotto finito che ha buona
conducibilita´ elettrica, ma anche una isteresi non trascurabile e una scarsa
risposta a stimoli di trazione e compressione.
Questi problemi sono attenuati utilizzando il carbon black come elemento da
associare al polimero. Si tratta di una forma di carbonio a strutture esago-
nali in piani paralleli con una dimensione lineare variabile a seconda dei casi
tra 10 e 300 nm. che, penetrando nella struttura molecolare dell’elastomero,
gli conferisce proprieta´ piezoresistive.
In base alle proprieta´ degli elastomeri drogati con carbone che sono state
appena citate, abbiamo realizzato dei sensori costituiti da una miscela di
carbone e silicone. Cio´ e´ stato possibile utilizzando una miscela fornita dalla
WACKER Ltd. (Elastosil LR 3162 A/B).
2.5 Realizzazione di una maglietta sensoriz-
zata
Al fine di rilevare i movimenti residui del polso, del gomito e della spalla in
persone disabili e´ stata progettata una maglietta sensorizzata. Come tessuto
e´ stata scelta la Lycra, in quanto dotata di ottime qualita´ elastiche, di leg-
gerezza e di aderenza; in questo modo si riducono al minimo i fenomeni di
scivolamento tra sistema di monitoraggio e corpo ed la maglietta segue alla
perfezione i movimenti desiderati. La vera innovazione di questi dispositivi
sensorizzati e´ l’eliminazione dei cavi metallici di connessione, che limitavano
alcuni movimenti del paziente. Infatti, sia i sensori che le connessioni sono re-
alizzate usando lo stesso materiale (l’Elastosil LR 3162 A e B) che, spalmato
sul tessuto, crea una sottile pellicola; quest’ultima non modifica le proprieta´
del tessuto e risulta impercettibile per chi indossa il dispositivo.
La prima operazione da fare e´ quella di decidere il posizionamento dei sensori:
questo e´ possibile grazie ad una precedente analisi dei movimenti residui delle
22
2.5 Realizzazione di una maglietta sensorizzata
articolazioni in esame. Da questa analisi abbiamo deciso che la disposizione
migliore per i sensori e´ quella rappresentata in figura 2.3: in questo modo
e´ possibile realizzare una maschera che consenta di disporre i sensori sulla
Lycra.
In questo lavoro di tesi mi sono occupata principalmente dei movimenti
dell’articolazione del polso: per tale motivo e´ stata realizzata una polsiera
che riprendesse la disposizione dei sensori sulla maglietta in corrispondenza
del polso. La maschera per la polsiera e´ riportata in figura 2.5
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Figura 2.3: Rappresentazione della disposizione dei sensori sulla maglietta
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Figura 2.4: Foto della maglietta realizzata
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Figura 2.5: Rappresentazione della disposizione dei sensori sulla polsiera
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Figura 2.6: Foto della polsiera realizzata
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Hardware
3.1 Introduzione
I segnali provenienti dalla polsiera sensorizzata devono essere acquisiti tramite
il computer per poter poi essere processati. La figura 3.1 riporta lo schema
a blocchi degli elementi necessari per l’acquisizione del segnale.
Il sistema sensoriale e´ rappresentato dal tessuto sensorizzato indossabile ed
e´ stato ampiamente descritto nel capitolo 2. In questo capitolo, invece, ci
occupiamo delle parti relative all’elettronica di condizionamento e alla scheda
di acquisizione.
3.2 Elettronica di condizionamento del segna-
le
I circuiti di condizionamento permettono di migliorare la qualita´ del segnale
generato dal sensore prima che sia convertito in segnale numerico dall’hard-
ware di acquisizione del PC dedicato. Esempi di condizionamento del segnale
sono lo scaling del segnale, l’amplificazione, la linearizzazione, il filtraggio,
l’attenuazione, ecc...
La lettura dei sensori piezoresistivi, cioe´ la misura della variazione di re-
sistenza associata alla loro deformazione, puo´ essere realizzata attraverso
3.2 Elettronica di condizionamento del segnale
Figura 3.1: Rappresentazione mediante uno schema a blocchi degli elementi
necessari per l’acquisizione del segnale
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Figura 3.2: Schema illustrativo del metodo delle 4 punte
varie metodologie. Nel nostro caso abbiamo effettuato una misura a corrente
costante e la resistenza e´ rilevata tramite il metodo denominato delle 4 punte:
al sistema e´ inviata una corrente costante nota e con un voltmetro, collegato
come in figura 3.2, e´ registrata la tensione del sensore. In questo modo la
misura della resistenza non risente delle resistenze di contatto, dei fili dello
strumento di misura e, soprattutto, delle piste di connessione che hanno una
resistenza non nulla e variabile durante il movimento.
Per fornire la corrente alle piste e´ stato utilizzato un generatore di cor-
rente ad amplificatore transconduttivo (vedi figura 3.3); da un’analisi delle
equazioni costitutive del sistema si ottiene:
Vout = V
+
(
I +
R2
R1
)
(3.1)
I =
Vs − V +
R4
+
Vout − V +
R3
(3.2)
La corrente I che viene immessa nel circuito deve essere unicamente fun-
zione della tensione Vs e pertanto le resistenze devono soddisfare la seguente
relazione:
30
3.2 Elettronica di condizionamento del segnale
Figura 3.3: Generatore di corrente ad amplificatore transconduttivo usato
per fornire corrente alle piste
R1
R2
=
R3
R4
(3.3)
Le resistenze dovranno percio´ essere scelte tenendo conto di questa re-
lazione che ci deve essere tra i loro valori. L’amplificatore operazionale che
e´ stato utilizzato e´ l’integrato commerciale LM224 della Fairchild Semicon-
ductor.
3.2.1 Amplificatore da strumentazione e settaggio dell’offset
Per acquisire i segnali e´ stato utilizzato il circuito di figura 3.4. Come gia´
detto, la progettazione della scheda e´ stata pensata in modo tale da com-
pensare la variazione di resistenza elettrica delle connessioni durante la de-
formazione; avendo, infatti, realizzato sia i sensori che le connessioni con
lo stesso materiale piezoresistivo un allungamento della connessione avrebbe
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Figura 3.4: Schema a blocchi dell’elettronica utilizzata
potuto interferire con il segnale desiderato. Per tale motivo la serie dei sen-
sori Si viene alimentata da una corrente costante nota (vedi figura 3.5) e
la tensione tra due connessioni successive Ri viene misurata, tramite una
lettura differenziale, con degli amplificatori da strumentazione. In questo
modo, dal momento che gli amplificatori da strumentazione possiedono una
elevata resistenza di ingresso, le correnti che attraversano i rami Ri sono
praticamente nulle, cos`ı come le cadute di tensione sui rami stessi. Quindi le
tensioni misurate dagli amplificatori coincidono con quelle ai capi dei sensori
Si e risultano indipendenti dalla variazione di resistenza elettrica nelle con-
nessioni durante il movimento.
Nella figura 3.6 e´ riportato lo schema circuitale di un amplificatore da stru-
mentazione in continua ad alta resistenza di ingresso e di reiezione a modo
comune aumentata, costituito da tre amplificatori operazionali.
Il guadagno di ingresso di ciascuno dei due amplificatori di ingresso A1 ed
A2 e´ unitario per un segnale a modo comune mentre e´ elevato per un segnale
differenziale. Poiche´ la tensione tra i terminali di ingresso dell’amplificatore
e´ quasi nulla, il terminale superiore di R e´ a tensione V1 mentre quello infe-
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Figura 3.5: Schema elettrico del dispositivo realizzato e front–end analogica
dell’elettronica di acquisizione
Figura 3.6: Schema circuitale di un amplificatore da strumentazione
costituito da 3 OP–AMP
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Figura 3.7: Schema del circuito per la regolazione dell’offset
riore e´ a tensione V2. Se si esamina un segnale di modo comune (V1 = V2),
la tensione ai capi di R e´ nulla. Pertanto in R e in R3 non scorre corrente;
di conseguenza V
′
2 = V
′
1 e V
′
1 = V1 e gli amplificatori di ingresso hanno
guadagno unitario. Se, invece, V 1 6= V 2 in R e in R3 scorre corrente e
V
′
1 − V ′2 > V1 − V2. In questo modo si ottiene:
Vout =
(
1 +
2R3
R
)
R2
R1
(V2 − V1) (3.4)
Nel nostro sistema e´ stato utilizzato un amplificatore da strumentazione
commerciale (AD623 ) fornito dalla Analog Devices.
Il pin 5 dell’amplificatore da strumentazione, che mi fornisce il riferimento
REF, viene collegato ad un circuito di regolazione dell’offset. Tale circuito e´
rappresentato in figura 3.7: esso e´ costituito da un trimmer il cui segnale va
in ingresso al pin della V + di un buffer realizzato tramite un LM324. Tramite
il trimmer possiamo variare la tensione che, dopo essere stata bufferizzata,
arriva all’AD; in questo si varia la tensione di offset.
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Figura 3.8: Vista dall’alto dello schema LM324
3.2.2 Bufferizzazione
La lettura delle tensioni provenienti dai sensori e´ preceduta da una bufferizzazione
delle tensioni stesse mediante una serie di LM324. Ogni LM324 e´ costituito
da 4 amplificatori operazionali general purpose ad alto guadagno e compen-
sati internamente (figura 3.8), progettati per funzionare con lo stesso rail di
alimentazione variabile in un range relativamente ampio (3V to 32V ).
Abbiamo montato gli amplificatori operazionali cos`ı da essere usati come
inseguitori di tensione (buffer). Il terminale VDD di ogni blocco e´ stato pos-
to ad una tensione di +24 V ), mentre il terminale VSS e´ stato collegato al
ground.
Le tensioni provenienti dai sensori entreranno quindi nei terminali non inver-
tenti degli amplificatori e saranno cortocircuitate in uscita. In questo modo
si bufferizzano i segnali in modo da disaccoppiarli dal resto.
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Figura 3.9: Schema scheda Acquisizione PCI–NI serie E.
3.2.3 filtraggio e Scheda di Acquisizione
In serie ai buffer sono stati montati, come illustrato nella figura ??, dei filtri
passa–basso del 3◦ordine. Essi sono stati realizzati allo scopo di tagliare even-
tuali disturbi e la 50 Hz che si accoppia al segnale. La frequenza di taglio di
tale filtro e´ stata scelta pari a 19 Hz.
Questo filtro ha quindi l’unico scopo di limitare in banda il segnale prima del
passaggio del segnale al blocco di campionamento (convertitore A/D interno
alla scheda).
Concentriamoci adesso sulla scheda di acqusizione. La scheda e´ una PCI–
NI6071E e presenta le seguenti caratteristiche (vedi schema a blocchi gener-
ica scheda PCI NI serie E figura 3.9): abbiamo 64 canali di acquisizione in
tensione che possono essere gestiti, come in ogni scheda PCI E SERIES in
una delle tre modalita´: DIff, RSE, NRSE.
Prima di descrivere brevemente le differenze che sussistono tra queste 3
configurazioni e´ opportuno considerare la possibilita´ di prestabilire se si ha a
che fare con sorgenti di segnale flottanti o gia´ riferite a massa. Il nostro e´ il
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caso di sorgente flottante: la sorgente di segnale ha un riferimento di massa
isolato ed e´ obbligatorio connettere il riferimento del segnale flottante al pin
di massa della scheda.
Tornando alle configurazioni di lettura, esse possono essere di tre tipi:
1. DIff : ciascun canale configurato nel modo differenziale (DIff) adopera
2 linee analogiche di ingresso della scheda; Una linea e´ connessa al
terminale non invertente dell’amplificatore a guadagno programmabile
della scheda (PGIA), e l’altra linea a quello invertente.
2. RSE : un canale configurato in modalita´ Single–Ended–Ground Refer-
enced (RSE) utilizza solo una linea effettiva della scheda tramite la
quale il canale e´ collegato al terminale non invretente del PGIA men-
tre quello invertente e´ internamente connesso ad uno dei pin di ingresso
di massa AIGND.
3. NRSE : un canale configurato in modo Single–Ended–Nonreferenced
usa anch’esso solo una linea di ingresso della scheda connessa al termi-
nale non invertente mentre stavolta il terminale invertente dell’amplificatore
e´ collegato al pin apposito di riferimento AISENSE.
Nel nostro particolare caso abbiamo operato in modalita´ RSE.
Questa scheda puo´ essere inoltre settata per avere in ingresso segnali unipolari
o bipolari. Con ingresso unipolare si intende un segnale in tensione il cui
range e´ fissato tra 0 e Vref , con Vref tensione positiva di riferimento. Gli
ingressi bipolari, invece, stanno nel range compreso tra −V ref
2
e +V ref
2
. Dal
momento che si puo´ programmare e variare a livello software il guadagno
(gain) del PGIA cio´ aumenta la flessibilita´ della scheda e la sua capacita´
di ´´adeguarsi” a segnali piu´ piccoli, mantenendo la medesima risoluzione in
termini di bit, ma migliorando la precisione assoluta.
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3.2.4 Considerazioni per la scelta del range opportuno
e dithering
La polarita´ ed il range da selezionare dipendono dall’ordine di grandezza del
segnale entrante. Un range ampio puo´ adattarsi bene ad un segnale che pre-
senti notevoli variazioni pur implicando una precisione ridotta sulla singola
lettura. Allo stesso modo un range di ingresso minore migliora l’accuratezza
ma rende piu´ probabile che il segnale esca dal range stesso. E´ chiaro quindi
che il range scelto debba essere tale da adattarsi il piu´ possibile alla vari-
azione prevista del segnale.
Nel nostro caso ad esempio dal momento che abbiamo sia tensioni negative
che positive in ingresso, la configurazione bipolare e´ la migliore.
Un’altra opzione che e´ possibile selezionare via software e´ il dithering del se-
gnale. Tramite essa viene aggiunto approssimativamente un valore di 0.5 LSBrms
di rumore bianco Gaussiano al segnale prima che venga convertito dal ADC.
Questa aggiunta e´ utile in particolare per quelle applicazioni in cui per au-
mentare la risoluzione della scheda viene eseguita una media su diversi cam-
pioni del segnale continuo. Per ottimizzare il contributo del dithering in una
misura in continua, si dovrebbe compiere una media su almeno 1000 cam-
pioni per ogni singola lettura. Questo processo infatti riduce l’effetto della
quantizzazione e riduce parimenti il rumore effettivamente misurato.
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Gestione sistema real–time
tramite Simulink e xPC Target
4.1 Simulink e xPC Target
4.1.1 Simulink
Per la gestione della scheda di acquisizione e´ stato necessario utilizzare un
software che consentisse di sincronizzare gli input provenienti dalla polsiera
e gli output in gioco.
A questo scopo e´ stato scelto il pacchetto software Simulink, un ambiente di
programmazione grafico associato a MATLAB, che consente la simulazione di
sistemi dinamici che possono essere la modelizzazione di sistemi elettropneu-
matici, idraulici, di attuatori elettrici, di sistemi per le comunicazioni ecc.
SIMULINK mette a disposizione una grande quantita´ di moduli predefiniti,
con la possibilita´ per l’utente di crearne di nuovi, programmati eventual-
mente in linguaggio C e Fortran. MATLAB e SIMULINK costituiscono due
strumenti software universalmente utilizzati ed essenziali per l’analisi numer-
ica e per il progetto di sistemi di controllo.
Simulink e´, come detto, uno strumento di simulazione multidominio e con-
sente la progettazione di sistemi dinamici basata su modelli. E’ stato cos`ı
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possibile creare, modellare e infine gestire rapidamente un diagramma a bloc-
chi dettagliato che riproducesse le funzioni del nostro sistema traendo spunto
da una serie completa di blocchi predefiniti.
Simulink consente, inoltre, di organizzare gerarchicamente il modello co-
struendo diversi sottosistemi. In fase di progetto, cio´ ha facilitato il de-
bugging del modello avendo potuto simulare e verificare separatamente i
sottosistemi che di volta in volta venivano aggiunti.
Nei paragrafi successivi verra´ descritto il modello da me creato in Simulink
per la gestione di tutto il sistema hardware (prototipo e scheda NI) nonche´ il
testing effettivo e real time, interfacciando il modello Simulink in ambiente
xPC Target.
4.1.2 Buffer e trasferimento di dati
Per la memorizzazione ed il trasferimento dei dati in fase di esecuzione di
un’applicazione real–time Simulink opera nel seguente modo:
• a ciascun intervallo di sample dell’applicazione real–time, Simulink
carica i dati nel buffer fino a riempirlo
• una volta che il buffer e´ stato riempito, Simulink sospende il salvataggio
dei dati mentre contemporaneamente trasferisce gli stessi a MATLAB
attraverso la modalita´ external-mode di Simulink (il tutto mentre l’ap-
plicazione real–time di Simulink continua ad evolversi). Vista la minore
criticita´ dell’operazione, il trasferimento dei dati avviene ad una pri-
orita´ piu´ bassa nella CPU rispetto agli aggiornamenti real–time del
modello (tra un interrupt ed un altro)
• una volta che un buffer di dati e´ stato trasferito a Simulink, esso viene
immediatamente graficato all’interno di un blocco Scope o puo´ alterna-
tivamente venire archiviato in un file MAT per poter essere richiamato
in un algoritmo.
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Figura 4.1: Diagramma che illustra il funzionamento di xPCTarget
Il tempo richiesto per trasferire i dati a Simulink rappresenta di per se´ stes-
so una sosta nel salvataggio di dati fino a che l’intero buffer non sia sta-
to passato, potendo risultare nella perdita di alcuni campioni tra 2 buffer
adiacenti.
4.1.3 xPC Target
xPC Target e´ un toolbox in ambiente Matlab che consente l’esecuzione di
processi real–time. Esso consente di inserire nel modello dei blocchi di inter-
faccia I/O, generare automaticamente il codice con Real-Time Workshop e
Stateflow Coder e di trasferire il programma ad un secondo PC. Il sistema
complessivo richiede, infatti, due calcolatori (figura 4.1) :
• il target, su cui eseguire il task di controllo (non e´ necessario che su esso
sia presente un sistema operativo tipo DOS, Linux o Windows),
• l’host, utilizzato per definire il controllore e programmare il target
Tra il computer host e il computer target c’e´ un solo link di comunicazione.
L’applicazione real-time viene progettata sull’host e poi caricata sul target.
La stessa interfaccia di comunicazione viene usata anche per passare i co-
mandi e i cambiamenti dei parametri al PC target (vedi figura 4.2).
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Figura 4.2: Architettura di un sistema basato su xPCTarget
I due calcolatori possono essere connessi tramite interfacciamento seriale
RS232 o via rete TCP/IP (Transmission Control Protocol/Internet Proto-
col) con l’ausilio di un boot disk: nel nostro caso e´ stata scelta la seconda
modalita´ di interfacciamento. La comunicazione TCP/IP (figura 4.3) e´ piu´
veloce e fornisce i dati ad una velocita´ di 100 Mbit/sec.
L’IP (Internet Protocol) e´ un protocollo di basso livello che spedisce dati di
dimensione limitata attraverso la rete sotto forma di Datagramma, che con-
tiene nell’intestazione gli indirizzi internet del mittente e del ricevente. Ogni
host su un IP network ha un unico indirizzo internet, formato da 32 bit, che
permette di identificare il mittente/ricevente di dati. Questo indirizzo e´ scrit-
to con quattro interi divisi da un punto, ogni intero e´ rappresentato attraverso
un numero binario utilizzando al massimo 8 bit. L’IP puo´ spezzettare i Data-
grammi, quando e´ necessario, in segmenti piu´ piccoli per poi ricomporli nella
forma originale nel momento in cui arrivano a destinazione.
Il TCP (Transmission Control Protocol) e´ un protocollo di livello superiore
che sfrutta l’IP per inviare i dati. In pratica esso scompone i dati da in-
viare in modo da renderne possibile la gestione da parte di quest’ultimo e
provvede alla rilevazione di eventuali errori di trasmissione assicurando che
i dati arrivino nell’ordine giusto senza duplicazione. Questo viene fatto gra-
zie all’aggiunta di informazioni addizionali da parte del TCP che verranno
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Figura 4.3: Rappresentazione schematica del protocollo di connessione
TCP/IP
inserite nel Datagramma dall’IP. Tale processo viene ripetuto in modo in-
verso al momento della ricezione garantendo il controllo di eventuali errori
e notificando la corretta trasmissione. La mancata notifica dell’arrivo di un
segmento di dati, fa s`ı che questi vengano ritrasmessi dal computer di parten-
za.
Come gia´ accennato e´ necessario utilizzare un disco di boot : esso elimina la
necessita´ di installare il software su PC target o di modificare software gia´
esistenti poiche´ mi carica il kernel di xPC Target sul PC target.
Quindi, tramite un PC host su cui girano MATLAB, Simulink, Real-Time
Workshop, xPC Target e un compilatore C, e´ possibile creare applicazioni
real–time e mandarle in esecuzione su un computer target usando l’xPC Tar-
get real–time kernel. Quando quest’ultimo comincia a girare, mostra un
messaggio contenente informazioni riguardo alla connessione host-target. Il
kernel attiva il loader dell’applicazione e aspetta che il PC host trasferisca
l’applicazione al target. Il loader riceve il codice e copia le differenti sezioni
del codice negli appositi indirizzi. Dopo aver generato il modello Simulink del
sistema ed averlo simulato nella maniera consueta (normal mode), deve essere
creato un codice eseguibile con Real–Time WorkshopR in modo da caricare
l’applicazione in tempo reale con il modulo di interfaccia Simulink external–
mode. In questo modo si instaura una comunicazione diretta tra Simulink
e l’applicazione real time ovvero fa s`ı che il modello dialoghi con il kernel
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real–time ed e´ usato per far partire l’applicazione, cambiare i parametri, ag-
giornare gli scope data ed i display presenti.
Durante l’esecuzione vengono salvati i dati nei buffer e da qui successiva-
mente vengono passati al blocco Scope.
Per la comunicazione tra kernel ed hardware I/O (nel nostro caso la scheda
della National Instruments) e´ presente una libreria (aggiuntiva a quella di
Simulink) con blocchi I/O mediante i quali viene in primis verificata la cor-
retta installazione della scheda. In fase di esecuzione del modello Simulink
tali blocchi chiamano i driver di ingresso/uscita per far partire il flusso di
dati in e dal computer.
Ricapitolando sul PC target viene eseguito un kernel Real-Time a singolo
task: il task e´ il programma che implementa il controllore e che attraverso
le system-calls si interfaccia con eventuali schede di acquisizione e dispositivi
esterni (funziona come un vero e proprio sistema operativo). Il kernel ed il
task risiedono in memoria RAM ed utilizzano IO mappato in memoria. Il
PC host, invece, permette il monitoraggio del sistema oggetto di simulazione
e l’update di alcuni parametri. Gli steps di implementazione del controllore
sono i seguenti:
• setup dell’architettura e della connessione host-target
• progetto del modello con Simulink
• generazione automatica di codice C tramite Real Time Workshop
• esecuzione del task real-time sul target
Il maggior vantaggio di questo approccio e´ che il progetto viene eseguito in
Matlab e l’implementazione e´ praticamente automatica, dato che il codice C
per architettura standard viene prodotto dal Real-Time Workshop.
Un vantaggio ulteriore e´ che i parametri fondamentali del controllore possono
essere cambiati “on-the-loop” dal PC host, tramite apposite GUI o tramite
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Simulink, mantenendo su questo il controllo remoto.
Quindi il toolbox xPC Target permette di generare automaticamente il codice
C partendo da un modello Simulink, compilarlo, caricarlo e mandarlo in ese-
cuzione sul target. Su quest’ ultimo il sistema operativo xPC Target sfrutta
al minimo le risorse di calcolo lasciandole quasi completamente disponibili
per l’esecuzione in tempo reale del modello.
Il primo passo e´ stato quello di connettere via TCP/IP i due terminali:
tramite il comando xpcsetup si apre una schermata di settaggio dei parametri
(figura 4.4). La connessione viene fatta inserendo le corrette stringhe di nu-
meri in IP add (rappresenta il collegamento di piu´ reti locali attraverso in
protocollo di trasmissione dei dati comune), Subnet (e´ la porzione di un indi-
rizzamento completo) e Gateway (rappresenta un dispositivo a livello di rete
che ha lo scopo di veicolare i pacchetti di rete all’esterno della rete locale).
Per verificare se effettivamente l’host individuava nel target la scheda di ac-
quisizione in esame e´ stato usato il comando xpctest.
Il passo successivo e´ stata la creazione del bootdisk : dalla medesima scherma-
ta (figura 4.4) si setta Bootfloppy come TargetBoot e poi si esegue il bootdisk
di sistema.
Il processo di sviluppo che e´ stato seguito si puo´ percio´ riassumere passo
dopo passo cos`ı:
- Creare modello sistema fisico mediante Simulink
- Generare il codice C del nostro modello tramite il compilatore VisualC,
che e´ stato poi compilato per far funzionare il kernel di xPC Target
- Caricare il disco di boot sul secondo computer in modo che esso si
comporti da target
- Mandare in esecuzione l’applicazione real–time sul computer target
- Usare l’interfaccia di gestione creata tramite Matlab sul computer host
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Figura 4.4: Schermata di settaggio dei parametri per la connessione host-
target
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Figura 4.5: Modello simulink usato per la simulazione
4.2 Modello Simulink per il raggiungimento
dei target
Il modello completo e´ riportato in figura 4.5. Esso e´ stato realizzato tramite
i blocchi presi dalla libreria di xPCTarget.
Come gia´ accennato in precedenza, il modello realizzato ha lo scopo di rile-
vare i dati provenienti dai sensori e di gestire l’acquisizione di questi ultimi da
parte della scheda national. Di questo si occupa la parte sinistra del modello
(figura 4.6).
I blocchi su cui focalizziamo il nostro interesse sono:
• SerialGlove: e´ il blocco che regola l’acquisizione dei dati da parte della
scheda di acquisizione. Se andiamo ad espandere il blocco otteniamo
la figura 4.7.
Il blocco ni data puo´ essere a sua volta espanso: come si puo´ no-
tare dalla figura 4.8, questo blocco contiene la rappresentazione della
scheda di I/O che e´ stata utilizzata, in particolare la PCI-6071E. E´ sta-
to necessario settare i parametri del blocco che rappresenta la scheda
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Figura 4.6: Blocchi del modello simulink che si occupano di acquisire i dati
provenienti dai sensori
Figura 4.7: Espansione del blocco SerialGlove che regola l’acquisizione dei
dati provenienti dai sensori
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Figura 4.8: Rappresentazione della scheda di acquisizione nel modello
Simulink
(figura 4.9): come prima cosa e´ stato settato il channel vector, i canali
utilizzati sono 8. Poi e´ stato indicato il range vector : esso deve essere
della stessa lunghezza del channel vector e il 5 indica che l’input range
va da -5 a 5 Volt. L’ input coupling vector, invece, indica l’accoppia-
mento per ogni canale: in particolare noi abbiamo scelto di effettuare
una lettura RSE (Reference Single Ended). Il sample time e´ stato preso
pari a 0.01. L’ultimo valore da inserire e´ il PCI slot che indica lo slot
in cui si trova la scheda di acquisizione usata (il valore -1 consente al
programma di localizzare automaticamente la scheda).
Il blocco FIR Decimation ricampiona l’input tempo-discreto ad una
frequenza che e´ K volte piu´ lenta rispetto al sample rate dell’input: il
valore di K e´ indicato dal parametro Decimation factor e nel nostro
caso e´ stato preso pari a 10. Questo procedimento e´ fatto in due steps:
- il blocco filtra i dati di input tramite un filtro FIR
- il blocco sottocampiona i dati filtrati ad una frequenza piu´ bassa
scartando K-1 campioni consecutivi
• GlovetoAngles : questo e´ il blocco piu´ importante del modello. Infatti,
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Figura 4.9: Parametri da settare per il blocco PCI-6071
in esso e´ contenuta la matrice che mi consente di passare dallo spazio
multidimensionale dei movimenti del polso a quello che schematizza
lo spazio in cui si muove la wheelchair. Se espandiamo questo blocco
(figura 4.10), vediamo che la matrice ottenuta dall’acquisizione dei dati
provenienti dai sensori (matrice 8x1) viene moltiplicata per la matrice
A, ottenuta tramite la calibrazione, che e´ una matrice 2x8. Cio´ che si
ottiene e´ una matrice 2x1 che mi fornisce la posizione del cursore nello
spazio bidimensionale dello schermo.
La parte destra del modello (figura 4.11) contiene invece i blocchi necessari
per rappresentare il cursore che si muove sullo schermo.
In questa parte i blocchi piu´ importanti sono:
• S-Function: una S-Function e´ una descrizione di un blocco Simulink
fatta in linguaggio macchina. Essa puo´, infatti, essere scritta in MAT-
LAB, C, C++, Ada o Fortran (nel nostro caso e´ stato usato il linguaggio
C). La S-Function usa una particolare sintassi di chiamata che consente
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Figura 4.10: Espansione del blocco GlovetoAngles
Figura 4.11: Blocchi del modello Simulink che forniscono il movimento del
cursore sullo schermo
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Figura 4.12: Parametri da settare per il blocco S-Function
ci consente di interagire con il Simulink equation solver. Per inserire
una S-Function nel modello Simulink e´ necessario utilizzare l’apposito
blocco S-Function nel quale vanno indicati (vedi figura 4.12): il nome
della S-Function (nel nostro caso intarget) e i parametri, cioe´ quei valori
dei parametri che devono essere passati alla corrispondente S-Function.
La nostra S-Function intarget ci consente di capire se il cursore ha col-
pito il bersaglio. Ad ogni istante vengono valutati la posizione del
cursore, la sua velocita´ e il tempo necessario affinche´ esso raggiunga
il bersaglio. Gli input che devono essere mandati in ingresso alla S-
Function sono le posizioni del cursore (X,Y) e del bersaglio (Xt,Yt).
• Xt e Yt : i due guadagni (vedi figura 4.11) forniscono la posizione del
target. Le costanti rimangono fissate a 1 mentre i guadagni variano a
seconda di dove si trova il bersaglio.
Altri blocchi importanti nel modello sono gli scope: essi consentono di graficare
i dati che arrivano loro in ingresso, rispettando il tempo di simulazione. Ogni
scope e´ in grado di graficare 8 segnali. Come si puo´ vedere dalla figura 4.5,
xPCTarget utilizza due tipi di scope: host scope e target scope. A seconda
del tipo di scope che viene settato, cambiano i parametri da definire (vedi
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Figura 4.13: Parametri da settare per il blocco host scope
figura 4.13 e figura 4.14).
In particolare nel caso del target scope e´ necessario indicare lo Scope mode,
cioe´ il tipo di scope che si vuole utilizzare; si puo´ scegliere tra: numerical,
graphical redraw, graphical sliding e graphical rolling. Nel caso in cui si scel-
ga la modalita´ numerical e´ necessario indicare nello spazio numerical format
il tipo di formato numerico con cui si vogliono mostrare i dati. I dati in
ingresso al target scope vengono graficati sul PC target.
Gli host scope, invece, hanno la funzione di acquisire i dati. Per mezzo del
comando getscope e´ possibile creare un oggetto scope (vedi figura 4.15).
Particolare rilevanza ha l’host scope 2 : esso, infatti, consente di registrare i
segnali provenienti dal sensore. Nella fase di calibrazione questo scope e´ fatto
partire nel momento in cui il soggetto si e´ posizionato in una determinata
posizione e viene premuto il tasto per acquisire i dati. Lo scope di tipo host
acquisisce i primi N campioni in un buffer: il numero N di campioni da re-
gistrare dopo aver fatto partire un evento viene settato tramite il parametro
Number of samples (vedi figura 4.13). Questi dati verranno poi utilizzati per
ricavare la matrice dei coefficienti A (vedi capitolo 5).
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Figura 4.14: Parametri da settare per il blocco target scope
Figura 4.15: Il comando getscope consente di creare un oggetto scope
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Figura 4.16: Parametri da settare per il blocco Pack
4.2.1 Modello host udp plot
Come si puo´ vedere dalla figura 4.5, il modello appena descritto termina con
due blocchi: il blocco Pack e il blocco UDP Send. Il primo (figura 4.16) ha la
funzione di convertire uno o piu´ segnali di Simulink di vario tipo (nel nostro
caso abbiamo dati di tipo double) in un singolo vettore di uint8.
In questo modo si ottengono dati nel giusto formato per essere passati al
blocco successivo, ossia il blocco UDP Send. Quest’ultimo, infatti, ha un’u-
nica porta di ingresso che riceve il vettore di uint8 che gli viene mandato
sottoforma di pacchetto UDP. UDP (User Datagram Protocol) e´ un proto-
collo di trasporto simile al TCP ma, al contrario del TCP, fornisce un metodo
diretto per inviare e ricevere pacchetti per mezzo di una rete IP. Le principali
differenze tra UDP e TCP sono:
• l’UDP e´ un protocollo connectionless, cioe´ un’applicazione che usa
l’UDP prepara un pacchetto e lo manda all’indirizzo del ricevitore sen-
za prima verificare se il receiver e´ pronto a ricevere il pacchetto. Se
il receiver non e´ pronto il pacchetto viene perso. Il TCP, invece, e´ un
protocollo connection based : i due capi del collegamento devono essere
connessi per tutto il tempo della comunicazione.
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• l’UDP e´ un protocollo packed–oriented, cioe´ e´ l’applicazione stessa che
divide i dati in pacchetti e li invia all’altra estremita´. In questo modo
il receiver non deve riassemblare i dati in un flusso. Il TCP, invece, e´
un protocollo stream–oriented ; esso considera che ci sia un lungo flusso
di dati trasmesso da una parte all’altra e un’altrettanto lungo flusso di
dati trasmesso nella direzione opposta. Lo stack TCP/IP e´ responsabile
della suddivisione di questo flusso in pacchetti e manda questi ultimi al-
l’altra estremita´, dove un’altro stack riassembla i pacchetti in un flusso,
usando le informazioni riportate nell’header di ciascun pacchetto.
• l’UDP e´ un protocollo poco affidabile: esso, infatti, manda semplice-
mente i pacchetti senza tenerne traccia; se un pacchetto arriva nella
sequenza sbagliata o viene perso durante la trasmissione, l’altro capo
della comunicazione non ha modo di saperlo. Al contrario IL TCP e´
un protocollo affidabile. Infatti, i pacchetti che vengono mandati con
il TCP contengono un numero di sequenza unico. Il numero con cui
parte la sequenza viene comunicato all’altra estremita´ all’inizio della
comunicazione. Il receiver riconosce ogni pacchetto: il riconoscimento
di un pacchetto e´ associato ad un numero, in modo tale che il sender sa
quale e´ il pacchetto che e´ stato riconosciuto. In questo modo, quando
il sender non riceve il numero dell’avvenuto riconoscimento, sa che il
pacchetto non e´ arrivato e puo´ rimandarlo. Inoltre i pacchetti che ar-
rivano nella sequenza sbagliata possono essere riassemblati nel giusto
ordine grazie al numero di sequenza unico.
Tra i parametri da settare per questo blocco e´ necessario indicare l’indirizzo
IP e la porta IP a cui inviare i dati (vedi figura 4.17) e il tempo di campi-
onamento.
In questo modo, i dati vengono passati ad un secondo modello (figura 4.18)
che viene usato per graficare il bersaglio. Questo secondo modello riceve
i dati per mezzo del blocco UDP Receive. Questo blocco ha due porte di
uscita: la prima fornisce i dati ricevuti sottoforma di uint8 mentre la secon-
da e´ un flag che indica se un nuovo dato e´ stato ricevuto. Questa seconda
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Figura 4.17: Parametri da settare per il blocco UDP Send
porta da´ in uscita il valore 1 quando arriva un nuovo dato e 0 in caso con-
trario. Il comportamento di default di questo blocco e´ di mantenere l’output
precedente quando non ci sono nuovi ingressi. I parametri che devono essere
settati per l’UDP Receive sono illustrati nella figura 4.19. Se l’indirizzo IP
da cui ricevere i dati viene lasciato (come nel nosto caso) al valore di default
0.0.0.0, il receiver accetta tutti i pacchetti UDP da qualunque altro comput-
er. Il parametro IP port to receive from indica la porta IP da cui il blocco
accetta i dati. L’altra estremita´ della comunicazione manda i dati alla porta
che e´ specificata qui. Il parametro output port width indica l’ampiezza dei
pacchetti che possono essere accettati.
I dati ricevuti devono essere spacchettati: di questo si occupa il blocco
Unpack, che l’esatto analogo del blocco Pack. Il blocco Unpack riceve un
vettore di uint8 e puo´ fornire i dati in vari tipi di formato; il tipo di dati che
si vuole in uscita e´ indicato dal parametro Output port datatypes e sara´ lo
stesso che e´ stato riportato nel campo Input port datatypes del blocco Pack :
nel nostro caso si tratta di dati di tipo double. Il parametro Byte alignment
viene usato per interfacciare un sistema in cui sta girando xPCTarget con un
altro sistema in cui non stanno girando ne´ Simulink ne´ xPCTarget.
Dopo che i dati sono stati spacchettati vengono mandati in ingresso a tre
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Figura 4.18: Modello Simulink host udp plot
Figura 4.19: Parametri da settare per il blocco UDP Receive
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S-Function:
1. target 2 : e´ la funzione che si occupa di trovare le coordinate del bersaglio
2. stop sim: e´ la funzione che stoppa la simulazione quando la prova e´
finita
3. sfunxy plot2 : e´ la funzione che disegna il cursore e i bersagli
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Capitolo 5
Metodo per il raggiungimento
di target
5.1 Introduzione
Le prove effettuate in questo lavoro di tesi si concentrano sull’articolazione
del polso ma i metodi e i modelli proposti si possono adattare anche al caso
in cui si considerino le tre articolazioni di polso, gomito e spalla insieme.
Dalla lettura dell’articolo “Remapping Hand Movements in a Novel Geomet-
rical Environment” di Mosier, Scheidt, Acosta, Mussa-Ivaldi scaturisce il
primo metodo che abbiamo utilizzato. Nel suddetto articolo il metodo illus-
trato era utilizzato per muovere un cursore su uno schermo per mezzo di un
data glove che registrava i movimenti delle dita. Abbiamo percio´ adattato
questo metodo al caso della polsiera e realizzato il modello gia´ descritto nel
capitolo 4.
I soggetti che testano il sistema devono indossare una polsiera sensorizzata
(realizzata nel modo spiegato nel capitolo 2) che registra i movimenti del pol-
so. I segnali generati dalla polsiera vanno a comandare un endpoint remoto:
un cursore su uno schermo di un PC. Naturalmente questo ha richiesto la
realizzazione di un software che convertisse i segnali provenienti dai sensori
in movimenti del cursore sullo schermo. E´ in questo frangente che abbiamo
5.2 Primo metodo
applicato il metodo ricavato dall’articolo sopra citato: in questo modo risulta
che una posizione assunta dal polso mappa una posizione del cursore nello
spazio 2D dello schermo. Dal momento che i sensori, per come sono disposti
sulla polsiera, risultano essere ridondanti, due differenti posizioni del polso
possono mappare la medesima posizione sullo schermo.
Questo metodo viene utilizzato per andare a colpire dei target sullo scher-
mo con il cursore manovrato tramite i movimenti del polso: come si vedra´
poi dalle prove riportate, questo task viene svolto correttamente . Se pero´
andiamo a plottare le traiettorie seguite dal cursore per andare a colpire il
bersaglio vediamo che esse non sono molto consistenti. Dal momento che noi
vogliamo far muovere una power wheelchair nello spazio con il nostro sistema,
abbiamo bisogno di generare traiettorie piu´ regolari e piu´ controllabili.
Per questo motivo abbiamo realizzato un secondo sistema (anch’esso presen-
tato nel corso di questo capitolo) che si basa su un metodo differente. In
questo caso, infatti, forniamo al sistema come ingressi due numeri: il primo
rappresenta l’angolo di rotazione e il secondo la velocita´ che vogliamo per
la wheelchair. Questi vengono ricavati dal movimento di entrambi i polsi: il
movimento di flesso–estensione del polso sinistro attribuisce velocita´ positive
o negative alla wheelchair, mentre il medesimo movimento del polso destro
assegna l’angolo di rotazione, che puo´ essere anch’esso positivo o negativo a
seconda se il polso si flette o si estende.
5.2 Primo metodo
La proprieta´ fondamentale dello spazio euclideo e´ che la lunghezza di un
segmento non dipende dalla sua orientazione o dalla sua posizione. Questa
proprieta´ e´ molto importante per capire la natura e i movimenti dei corpi
rigidi, che sono appunto definiti dalla invarianza della distanza tra i loro
punti. La misura della distanza e´ di vitale importanza nella costruzione una
mappa tra la rappresentazione visiva dello spazio e i comandi motori che
controllano i movimenti nello spazio tridimensionale.
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L’abilita´ del sistema visivo di cogliere la natura euclidea dello spazio e´ stata
ampiamente studiata (Hatfield 2003, Shepard 2001), mentre pochi studi han-
no esaminato la rappresentazione dello spazio nel sistema motorio (Bernstein
1967, Rossetti 1998). Questi studi hanno sottolineato come la percezione vi-
siva e l’azione motoria siano indipendenti ma altamente interconnesse. Si
crede che la rappresentazione visiva dello spazio, che si ha per mezzo della
retina, sia trasformata in comandi motori dalla via dorsale, mentre si pensa
che gli oggetti entro lo spazio vengano riprodotti tramite la via dorsale. Tra
queste due vie si suppone che ci siano delle connessioni multiple (Goodale e
Milner 1993). Al contrario si sa poco su come le proprieta´ geometriche dello
spazio sono rappresentate dal sistema motorio.
Noi riusciamo facilmente a formulare ed eseguire piani motori come, ad esem-
pio, “muovi la mano di 10 cm verso destra”, mentre in realta´ questa azione
richiede l’attivazione e la coordinazione di molti muscoli, che dipendono dalla
posizione iniziale della mano. Questo dimostra chiaramente come il sistema
motorio sia in grado di cogliere le proprieta´ euclidee dello spazio in cui le
azioni hanno luogo, altrimenti non riusciremmo a fare nemmeno i movimenti
piu´ semplici.
Lo scopo di questo lavoro, come gia´ accennato e´ stato capire come il sistema
motorio impara a rappresentare un nuovo spazio. Ai soggetti che hanno
effettuato le prove e´ stato chiesto di muovere un cursore su uno schermo
fino a raggiungere dei target usando una polsiera sensorizzata che converte
il movimento delle articolazioni in movimenti del cursore.
Lo schermo ha una metrica euclidea ben definita: la distanza tra due punti e´
la lunghezza del segmento rettilineo che li unisce. Al contrario, non c’e´ una
definizione cos`ı precisa per la distanza nello spazio delle articolazioni.
Cio´ che ci siamo proposti di studiare tramite le prove fatte e´ se i soggetti
riescono ad imparare la metrica euclidea dello spazio del cursore che devono
controllare (e quindi se sono in grado di coordinare i movimenti per raggiun-
gere il bersaglio con il tragitto minimo) e se la pratica puo´ portare ad una
accuratezza maggiore nel colpire il bersaglio e ad una consistenza maggiore
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nel produrre traiettorie (cioe´ l’intero profilo del movimento diventa meno
variabile).
Ci siamo quindi avvalsi di una polsiera sensorizzata (realizzata con i cri-
teri illustrati nel capitolo 2) che ci ha permesso di ottenere 8 segnali dovuti
ai movimenti di flesso–estensione e di rotazione del polso. Si riesce cos`ı a
costruire un vettore 8-dimensionale dei segnali che codifica la posizione del
polso. Questo vettore deve essere mappato nello spazio bidimensionale delle
monitor del computer; cio´ e´ fatto usando una trasformazione lineare:
[
x
y
]
=
[
ax,1 ax,2 · · · ax,8
ay,1 ay,2 . . . ay,8
]
·

h1
h2
...
h8
 = A · h (5.1)
in cui p = [x, y]T indica le coordinate del punto sul monitor, h = [h1, h2, . . . , h8]
T
e´ il vettore dei segnali provenienti dalla polsiera eA e´ la matrice dei coefficienti
mappati.
5.2.1 Fase di calibrazione
La matrice dei coefficienti A viene trovata a priori mediante l’operazione di
calibrazione che viene fatta prima di ogni prova: in questa fase si chiede al
soggetto di assumere quattro differenti posizioni del polso e si stabilisce la
corrispondenza tra queste posizioni e quattro vertici di uno spazio di lavoro
rettangolare sullo schermo del computer.
Il software progettato per passare dallo spazio dei movimenti del polso a
quello dello schermo e´ stato realizzato per mezzo di MATLAB. Inoltre per
rendere piu´ semplice ed intuitivo l’utilizzo del software sono state create delle
interfaccie grafiche, usando GUIDE, cioe´ l’ambiente di sviluppo delle inter-
faccie grafiche fornito da MATLAB. Quindi, se lanciamo il programma, ci
appare come schermata iniziale quella principale (vedi figura 5.1) da cui poi
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Figura 5.1: Schermata principale
possiamo accedere a tutte le altre interfaccie per mezzo dei vari pulsanti.
Per iniziare la fase di calibrazione e´ necessario premere il pulsante Begin Cal-
ibration; si apre cos`ı la schermata progettata per la calibrazione (figura 5.2).
Il programma realizzato parte chiedendo come prima cosa di selezionare il
file in cui si vogliono salvare i dati della calibrazione e, poi, la matrice (nel
listato la matrice viene indicata con CalbMat) da cui vengono presi i vertici
usati per la calibrazione (vedi figura 5.3). Questi ultimi vengono indicati
nella spazio della schermata indicato con position (vedi figura 5.2). I vertici
vengono scelti in modo empirico, basandosi sulla necessita´ che tutti i punti
all’interno dello spazio devono essere raggiungibili e che mentre ogni gesto
del polso viene mappato in un singolo punto dello schermo, ogni locazione
dello schermo puo´ corrispondere a piu´ gesti del polso.
Una volta selezionati i vertici si apre lo spazio di lavoro che useremo per la
calibrazione (vedi figura 5.4).
Durante la calibrazione a turno uno dei vertici diventa rosso: il soggetto
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Figura 5.2: Schermata per la calibrazione
Figura 5.3: Selezione della matrice contente i vertici da utilizzare per la
calibrazione
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Figura 5.4: Visualizzazione dello spazio di lavoro usato per l’operazione di
calibrazione
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deve assumere una certa posizione del polso e cliccare sullo schermo mante-
nendo tale posizione, in modo che si possano acquisire i dati provenienti dai
sensori della polsiera per mezzo di una scheda di acquisizione.
Questi dati vengono poi salvati in una matrice e passati alla funzione calib che
determina i coefficienti ai,j (vedi equazione) per mezzo della seguente proce-
dura. Indichiamo con p =
[
p(1), p(2), . . . , p(8)
]T
=
[
x(1), y(1), x(2), y(2), . . . , x(4), y(4)
]
un vettore 8-dimensionale che ci fornisce le coordinate dello schermo ai 4 ver-
tici e con h(1), h(2), . . . , h(4) i corrispondenti vettori 8-dimensionali dei segnali
provenienti dalla polsiera in queste determinate posizioni. Si possono percio´
scrivere la seguente matrice:
H =

h
(1)
1 , . . . , h
(1)
8 , 0, . . . , 0
0, . . . , 0, h
(1)
1 , . . . , h
(1)
8
. . . , . . . , . . . , . . . , . . . , . . . ,
. . . , . . . , . . . , . . . , . . . , . . . ,
h
(4)
1 , . . . , h
(4)
8 , 0, . . . , 0
0, . . . , 0, h
(4)
1 , . . . , h
(4)
8

(5.2)
e il vettore 16-dimensionale dei coefficienti da trovare:
a = [a1,1, a1,2, . . . , a1,8, a2,1, a2,2, . . . , a2,8, ]
T (5.3)
I coefficienti sono stimati utilizzando la relazione:
a = H+P (5.4)
in cui H+ e´ la pseudoinversa della matrice H.
5.2.2 La pseudoinversa
Quando capita di avere un sistema lineare con un numero di incognite diver-
so dal numero di equazioni, la sua soluzione viene trovata per mezzo della
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pseudoinversa, che utilizza una approssimazione ai minimi quadrati. Nel nos-
tro caso abbiamo un sistema sottodimensionato, cioe´ con piu´ incognite che
equazioni (in particolare si hanno 8 equazioni e 16 incognite); consideriamo
quindi un sistema lineare sottodimensionato:
Ax = y (5.5)
dove A e´ una matrice rettangolare mxn. Tale matrice non ammette in-
versa. Tuttavia e´ possibile calcolare, per ogni vettore x, un valore dell’errore
che questa presunta soluzione comporta:
e (x) = ‖Ax− y‖2 (5.6)
Trovare la soluzione del sistema in questo modo significa trovare una
soluzione attraverso il metodo dei minimi quadrati. Nelle condizioni sotto
esposte, si dimostra che un x che minimizza la funzione 5.6 esiste.
Ax = y
ATAx = y
x =
(
ATA
)−1
ATy
Per costruzione x e´ ovviamente una soluzione del sistema 5.5 ed e´ anche
il vettore che minimizza la funzione 5.6. Viene indicata con A+ la matrice
pseudoinversa di A e vale:
A+ =
(
ATA
)−1
AT (5.7)
La pseudoinversa di una matrice esiste ed e´ unica se esiste l’inversa di(
ATA
)
. Il nome pseudoinversa e´ giustificato dal fatto che, se A e´ invertibile,
allora A+ = A−1.
Nel nostro caso la matrice
(
HTH
)
non e´ invertibile dal momento che H non
e´ di rango massimo e questo comporta che abbia infinite soluzioni. Per tale
motivo, per ricavare la soluzione del sistema 5.5, utilizziamo la pseudoinversa
di Moore–Penrose che in MATLAB e´ realizzata tramite il comando pinv.
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Figura 5.5: Scelta dell’array contenente i targets per la prova
5.2.3 Realizzazione della prova
Dopo la calibrazione, ogni punto all’interno dello spazio di lavoro rettango-
lare puo´ essere raggiunto assumendo una certa posizione del polso, che viene
interpolata linearmente con le quattro posizioni di calibrazione. A questo
punto e´ possibile far partire la prova: il programma chiede di selezionare
l’array contenente i targets da raggiungere (vedi figura 5.5): le coordinate
del target vengono ottenute moltiplicando i guadagni riportati nelle prime
due colonne dell’array per una costante. Di questo si occupa la funzione
target2 (vedi listati in appendice).
Nello spazio di lavoro, quindi, viene disegnato un target (vedi figura 5.6) che
deve essere raggiunto da un cursore governato dal soggetto con i movimen-
ti del polso. La funzione intarget si occupa di verificare se un determinato
target viene colpito o meno. Ad ogni istante questa funzione valuta la po-
sizione del cursore, la velocita´ con cui esso arriva al bersaglio e il tempo che
esso rimane all’interno del bersaglio. A seconda del valore assunto da questi
parametri questa funzione e´ in grado di dire se il target e´ stato raggiunto nel-
la maniera desiderata. Nel caso che cio´ avvenga, il target raggiunto rimane
sulla figura colorato di blu ed appare il nuovo target colorato di rosso.
La funzione intarget inoltre ha anche il compito di valutare quando finisce
la prova, cioe´ quando sono stati colpiti tutti i targets contenuti nell’array. In
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Figura 5.6: Spazio di lavoro quando viene posizionato il primo target
70
5.2 Primo metodo
Figura 5.7: Array contenente i dati provenienti dai sensori che abbiamo
salvato
questo caso il programma ci avverte che il test e´ terminato.
Una volta conclusa la prova si ritorna alla schermata principale (figura 5.1):
da qui si possono salvare i dati tramite il pulsante Save data. Questo pul-
sante si attiva solo nel momento in cui e´ stata completata la prova. I dati
che vengono salvati sono i valori che i sensori hanno assunto durante tutta
la prova. Un’esempio di questi dati e´ riportato in figura 5.7.
Cio´ che otteniamo alla fine della prova e´ una matrice di 12 elementi come
quella ripotata nella figura 5.8: le prime 8 colonne rappresentano i dati prove-
nienti dai sensori, le colonne 9 e 10 ci forniscono la traiettoria mentre le
colonne 11 e 12 ci danno le coordinate del bersaglio.
Le prove effettuate con un sistema di questo tipo hanno dato buoni risultati
per quanto riguarda il raggiungimento del target da parte del cursore: si e´
notato che, nel caso di un numero abbastanza elevato di target, il tempo nec-
essario al cursore per colpire un determinato target scendeva all’aumentare
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Figura 5.8: Esempio di matrice dei segnali che si ottiene alla fine di una
prova
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Figura 5.9: Traiettorie generate dal cursore durante una prova
del numero di target colpiti. Cio´ potrebbe indicare che, con la pratica, il
soggetto riesce a governare in modo piu´ efficiente il cursore.
Tuttavia, se andiamo a graficare le traiettorie compiute dal cursore, queste
non sono molto soddisfacenti. Nelle figure 5.10, figure ?? e figure 5.11 sono
riportati alcuni esempi di queste traiettorie. Come si puo´ notare la traietto-
ria non e´ molto consistente: il profilo del movimento, infatti, risulta essere
parecchio variabile.
Questo ci ha fatto pensare che il programma realizzato riadattando al-
la polsiera il metodo proposto per un guanto cinestetico da Moser, Schei-
dt, Acosta e Mussa–Ivaldi nel loro articolo “Remapping hand movements in
a novel geometrical environment”, nonostante sia in grado di far colpire i
bersagli al cursore, non sia il migliore per generare traiettorie. Da qui l’idea
di progettare un nuovo software per la generazione di traiettorie basato su
un metodo differente.
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Figura 5.10: Traiettorie generate dal cursore durante una prova
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Figura 5.11: Traiettorie generate dal cursore durante una prova
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5.3 Secondo metodo
Per riuscire a generare traiettorie piu´ consistenti abbiamo pensato di real-
izzare un nuovo programma che si avvale dell’uso non di una ma di due
polsiere. E´ stato creato un nuovo modello Simulink e questa volta l’algorit-
mo su cui ci siamo basati deriva dall’analisi delle componenti indipendenti
(ICA). Tramite la ICA siamo riusciti a ridurre la dimensionalita´ del set di
dati a nostra disposizione: in pratica, da un gruppo di n segnali abbiamo
ricavato un unico segnale che identifica un particolare movimento.
Prima verranno illustrate le principali caratteristiche della ICA, mentre suc-
cessivamente saranno descritti il modello Simulink da noi realizzato e le prove
realizzate con esso.
5.3.1 Analisi delle componenti indipendenti (ICA)
L’analisi delle componenti indipendenti (Independent Component Analysis
ICA) e´ nata per risolvere il problema di separazione delle sorgenti nascoste
(blind source separation BSS), Introdotto da Herault e Jutten nel 1986. Il
problema consiste nel determinare i segnali originari (sorgenti) dopo che
questi sono stati sottoposti ad un’operazione di mescolamento (mixing).
Un esempio tipico e´ quello descritto nel cocktail party problem (figura 5.12):
in pratica si vogliono separare le singole voci dei partecipanti ad una festa
a partire da diverse registrazioni ottenute tramite dei microfoni. Tali reg-
istrazioni consistono (nella piu´ semplice delle ipotesi) in un mix istantaneo,
tramite un processo sconosciuto, (di cui si tiene conto tramite i coefficienti
aij nella figura 5.12) di tutte le voci dei partecipanti alla festa. Il problema
consiste nel fatto che non e´ noto ne´ il modo con cui queste voci vengono
combinate per dare i segnali registrati nei singoli microfoni, ne´ tanto meno
sono note le singole sorgenti (cioe´ le voci). E´ da notare che si usa il termine
mescolamento istantaneo perche´ si ipotizza nullo il ritardo temporale even-
tualmente presente nel mescolamento.
I concetti sopra associati a segnali acustici possono essere generalizza-
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Figura 5.12: Rappresentazione del cocktail party problem
ti ed estesi a segnali–sorgente di natura del tutto generica e a situazioni
in cui si acquisiscono segnali con sistemi multisensore come per esempio
l’elettrocardiografia, l’elettroencefalografia e la risonanza magnetica funzionale.
Per aiutarci ad inquadrare il problema e servendoci di un maggiore for-
malismo si possono indicare con s1(t), . . . , sN(t) i segnali sorgente e con
x1(t), . . . , xN(t) i segnali acquisiti dai sensori (le registrazioni dei microfoni
nella nostra analogia acustica). Nel caso di tre sorgenti e tre sensori si puo´
scrivere:
x1(t) = a11s1(t) + a12s2(t) + a13s3(t) (5.8)
x2(t) = a21s1(t) + a22s2(t) + a23s3(t) (5.9)
x3(t) = a31s1(t) + a32s2(t) + a33s3(t) (5.10)
ovvero il modello di riferimento risulta:
xi(t) =
3∑
j=1
aijsj(t), i = 1, 2, 3 (5.11)
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dove sono incogniti sia gli aij (che dipendono dal sistema fisico che provo-
ca il mescolamento) sia gli sj(t).
Generalizzando al caso di N componenti e trascurando l’indicazione tempo-
rale, usiamo una notazione matriciale, indicando rispettivamente con x =
{x1, . . . , xN}T e con s = {s1, . . . , sN}T i vettori colonna delle osservazioni e
dei segnali sorgente. Il sistema (numero) allora si puo´ scrivere come:
x = As (5.12)
dove con A si indica la matrice di mixing. Il problema ha una soluzione
se si riesce a trovare una matrice di trasformazione W tale per cui:
u = Wx (5.13)
siano una approssimazione delle sorgenti originarie s.
La W e´ detta matrice di unmixing ed e´ una stima dell’inversa di A. Infatti
con semplici passaggi si vede che:
u = Wx = WAs (5.14)
e trovando la W tale per cui:
WA = I (5.15)
cioe´:
W = A−1 (5.16)
e otteniamo cos`ı:
u = s (5.17)
Il problema tuttavia e´ solo apparentemente risolto, poiche´ la matrice A
e´ incognita.
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5.3.2 Ambiguita´ del modello
Dato il modello 5.11 si hanno alcune ambiguita´ di cui e´ bene tenere conto.
La prima consiste nel fatto che non e´ possibile determinare le energie delle
componenti indipendenti che cerchiamo e questo deriva dal fatto che sia s
che A sono incognite e ogni scalare a moltiplicare una delle componenti puo´
essere cancellato dal suo reciproco:
x =
∑
i
(
ai
λi
)
(λisi) (5.18)
Quindi conviene fissare le componenti indipendenti assumendo che ab-
biano tutte varianza unitaria: E {s2i } = 1. Anche dopo questa assunzione
tuttavia resta associata un’ambiguita´ sul segno, poiche´ ogni componente puo´
essere moltiplicata per (-1) senza che il modello venga modificato. La sec-
onda ambiguita´ riguarda l’ordine con cui vengono determinate le componen-
ti. Infatti il modello resta ancora valido se moltiplichiamo le componenti
indipendenti per una matrice P di permutazione e post–moltiplichiamo la
matrice A per P−1:
x = AP−1Ps (5.19)
Quindi AP−1 e´ la nuova matrice di mixing, mentre Ps sono le variabili
originali ma in ordine diverso.
In genere poi, anche per ridurre la complessita´ del problema, si preferisce
lavorare con variabili a media nulla. Per far questo si effettua un centraggio
e cioe´ si sottrae il valore medio dalle variabili osservate, in modo tale che
anche le rispettive componenti indipendenti risultino a media nulla:
x = x′ − E
{
x′
}
(5.20)
Una volta stimate le componenti indipendenti e´ possibile riaggiungere i
valori medi per somplice addizione:
s′ = s+ A−1E {x} (5.21)
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5.3.3 Assunzioni sul modello
Per raggiungere lo scopo della separazione delle sorgenti si fanno allora alcune
ipotesi sul modello:
- le sorgenti sono assunte essere statisticamente indipendenti: due vari-
abili scalari x e y sono dette statisticamente indipendenti se la densita´
di probabilita´ congiunta px,y e´ fattorizzabile nel prodotto delle rispet-
tive probabilita´ marginali px, py. In altri termini si ha indipendenza
statistica tra n variabili aleatorie se vale:
px1,...,xn (x1, . . . , xn) =
n∏
i=1
p (xi) (5.22)
Questo implica che la conoscenza sul valore di una delle variabili non
ci dice nulla sui possibili valori assunti dall’altra. L’indipendenza sta-
tistica implica anche la seguente proprieta´:
E {g (x) , h (y)} = E {g (x)}E {h (y)} (5.23)
dove con g (x) e h (y) si indicano due funzioni assolutamente integrabili.
Da qui si vede che l’indipendenza statistica e´ pi˘forte dell’indipendenza
lineare che si ha per g (x) = x e h (y) = y. Quindi variabili indipendenti
sono incorrelate ma non e´ necessariamente vero il contrario.
- le sorgenti non possono avere una distribuzione gaussiana: la condizione
di indipendenza statistica implica la conoscenza di cumulanti, cioe´ di
grandezze che descrivono la distribuzione statistica di una variabile,
di ordine superiore al secondo, che sono nulle nel caso di variabili di
tipo gaussiano. Si potrebbe dire che le variabili gaussiane siano troppo
semplici per essere individuate dal metodo.
- il numero delle componenti indipendenti e´ uguale al numero delle vari-
abili osservate: sotto queste ipotesi la matrice di mixing A risulta
quadrata.
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5.3.4 Sbiancamento
L’operazione di sbiancamento non serve direttamente alla determinazione
delle componenti indipendenti, ma e´ utilizzata per ridurre la complessita´
di calcolo e diminuire il numero di parametri da stimare nella ricerca della
matrice di mixing.
Per sbiancare le variabili si attua una decorrelazione delle variabili seguita da
un’operazione di scaling. Dato un vettore aleatorio z formato da N variabili
aleatorie z = {z1, . . . , zN}, l’operazione sopracitata e´ rappresentata da una
trasformazione lineare z = V x. La matrice di trasformazione lineare V viene
ricavata a partire dalla decomposizione a valori singolari della matrice di
covarianza dei dati:
E
{
xxT
}
= EDET (5.24)
dove E e´ la matrice ortogonale di autovettori E = {e1, . . . , en} e D e´ la
matrice diagonale dei suoi autovalori D = diag (d1, . . . , dn). La matrice di
sbiancamento risulta allora:
V = ED−1/2ET (5.25)
Come detto, lo sbiancamento delle variabili e´ un’operazione utile perche´
permette una riduzione dei parametri da stimare nella ricerca della matrice
di mixing A. La nuova matrice di mixing data da A˜ = V A ed e´ ortogonale,
come si vede dalla seguente relazione:
E
{
zzT
}
= A˜E
{
xxT
}
A˜T = A˜A˜T = I (5.26)
Il guadagno che si ha dopo aver effettuato lo sbiancamento dei dati con-
siste nel fatto che i gradi di liberta´ di una matrice ortogonale sono n (n− 1) /2
rispetto agli n2 di una matrice generica. Per esempio nello spazio bidi-
mensionale una trasformazione ortogonale e´ rappresentata da una rotazione
individuata da un solo parametro angolare.
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5.3.5 Dal teorema del limite centrale alla ICA
Il criterio utilizzato nella ricerca delle componenti indipendenti parte dall’e-
nunciato del teorema del limite centrale che afferma che la densita´ di proba-
bilita´ della somma di variabili aleatorie, indipendenti tra di loro e con uguali
densita´ di probabilita´, tende verso una distribuzione gaussiana al crescere del
numero delle variabili. Questo significa che la somma di due variabili aleato-
rie possiede una distribuzione che e´ piu´ gaussiana delle singole distribuzioni.
Quindi data la somma di k variabili indipendenti (zi), xk =
∑k
i=1 zi, poiche´
il valore medio mxk e la varianza σxk di xk crescono per k → inf, se si consid-
era la variabile standardizzata yk =
xkmxk
σxk
, si scopre che la sua distribuzione
tende ad una gaussiana a valor medio nullo e varianza unitaria.
Se consideriamo il nostro modello generativo dei dati x = As si vede che i dati
sono la combinazione lineare di variabili indipendenti e che un tipico mesco-
lamento di componenti indipendenti e´ piu´ vicino ad una gaussiana di quanto
non lo siano i segnali di partenza. Assumiamo che le sorgenti si abbiano
una distribuzione identica. La stima delle variabili indipendenti puo´ essere
ottenuta tramite l’inversione della relazione precedente, per cui s = A−1x.
Quindi anche le componenti indipendenti sono una combinazione lineare dei
segnali osservati xi.
Se indichiamo con y = bTx =
∑
i bixi una delle componenti indipendenti,
visto che x = As, avremmo che:
y = bTx =
∑
i
bixi = bTAs = qT s =
∑
i
qisi (5.27)
dove q tiene conto del fatto che y e´ una combinazione lineare delle sorgenti.
Quindi la componente y e´ piu´ gaussiana delle variabili originarie si ed e´ meno
gaussiana quando uguaglia una delle si. Noi non conosciamo q, ma possiamo
variare il valore di b ed esaminare come varia la distribuzione di qT s = bTx: si
puo´ cos`ı scegliere un valore di b che massimizza la non gaussianita´ di bTx. Nel
caso ideale in corrispondenza del vettore b che massimizza la non gaussianita´
di y, il vettore q = AT b possiedera´ una sola componente diversa da zero. In
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Figura 5.13: Modello Simulink basato sull’analisi delle componenti principali
un problema n-dimensionale (cioe´ con n componenti indipendenti) variando
b si troveranno 2n massimi locali, due per ogni componente indipendente
corrispondenti ad si e a −si (nel metodo ICA nel caso in cui si imponga
che le componenti indipendenti siano a varianza unitaria, rimane comunque
l’ambiguita´ sul segno).
5.3.6 Modello Simulink basato sulla ICA
Il modello che e´ stato realizzato per attuare il metodo appena descritto e´
rappresentato nella figura 5.13.
Se espandiamo il blocco Subsystem otteniamo il sottomodello riportato in
figura 5.15. Il blocco acquisition e´ quello che consente di acquisire i dati
provenienti dai sensori. Se infatti lo espandiamo si ottiene la figura 5.14 in
cui e´ rappresentata la scheda di acquisizione PCI-6071E della National In-
struments; nel nostro caso i canali della scheda utilizzati sono 24. Inoltre si
ha anche qui, come nel modello precedente, il filtro FIR che ci serve per la
decimazione.
Riprendendo la figura 5.15, i dati in uscita dal blocco acquisition vengono
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Figura 5.14: Modello Simulink basato sull’analisi delle componenti principali
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Figura 5.15: Sottomodello ottenuto dall’espansione del blocco Subsystem
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Figura 5.16: Espansione dei blocchi l limb e r limb
suddivisi tramite il Demux : 12 canali vengono usati per il polso destro e 12
per il sinistro. I segnali vanno in ingresso ai blocchi r limb e l limb: al loro
interno (figura 5.16) ci sono gli host scope che consentono di acquisire i dati.
Dal momento che uno scope non puo´ avere in ingresso piu´ di 8 segnali, e´
stato necessario utilizzare due host scope per ogni polso.
Il blocco Rate Transition trasferisce i dati dall’uscita di un blocco che
opera ad una certa velocita´ all’ingresso di un altro blocco che opera a ve-
locita´ differente. I parametri di questo blocco (figura 5.16) permettono di
specificare le opzioni che mantengono l’integrita´ dei dati ed il trasferimento
deterministico a velocita´ piu´ elevate eo con requisiti di memoria minori. I
parametri da specificare per questo blocco sono(figura 5.17):
- Ensure data integrity during data transfer : settare questa opzione con-
sente di mantenere l’integrita´ dei dati da trasferire. Se il trasferimento
e´ di tipo non deterministico (vedi l’opzione Ensure deterministic data
transfer, il codice generato usa un doppio buffering per evitare che il
blocco piu´ veloce interrompa il trasferimento dei dati. In caso contrario,
per effettuare il trasferimento dei dati, viene effettuata una copia dei
dati da trasferire: questa operazione di copia consuma meno memoria
rispetto al doppio buffering ma puo´ essere interrotta, portando cos`ı al-
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Figura 5.17: Parametri da settare per il blocco Rate Transition
la perdita di dati durante il trasferimento non deterministico. Questa
opzione puo´ essere settata nel caso in cui si vogliano trasferire i dati
alla massima velocita´ e, nel contempo, ci si voglia assicurare l’integrita´
dei dati.
- Ensure deterministic data transfer : la selezione di questa opzione gen-
era un codice che trasferisce i dati alla stessa velocita´ del blocco piu´
lento, cioe´ in modo deterministico. In caso contrario, il trasferimento
dei dati avviene non appena il blocco source rende disponibile un nuovo
dato e il blocco receiver e´ pronto a riceverlo. Questo evita il bisog-
no di un trasferimento ritardato, assicurando cos`ı la massima velocita´
di risposta da parte del sistema. Nel contempo pero´ questo significa
anche che il trasferimento avviene in modo impredicibile, cosa che in
determinate applicazioni e´ sconsigliata
- Initial conditions : questo parametro fa riferimento solo a transizioni
slow to fast ; esso specifica l’output iniziale del Rate Transition all’inizio
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della transizione, ossia quando il blocco piu´ lento non manda ancora
dati in ingresso al Rate Transition.
- Output port sample time: specifica la frequenza di uscita in cui e´ con-
vertita quella di ingresso. Il valore di default -1 (che anche noi abbiamo
usato) indica che la frequenza di uscita viene ereditata dal blocco a cui
e´ connessa la porta di uscita del Rate Transition.
Riprendendo il modello di figura 5.13 si vede che dal blocco Subsystem escono
2 segnali ciascuno dei quali viene suddiviso a sua volta in due segnali: per
entrambi i polsi, infatti, si dividono i segnali dei sensori che sono posizionali
sulla parte superiore del polso da quelli posizionati sulla parte inferiore. I
6 segnali che si ottengono in questo modo vengono multiplexati: alla fine si
hanno 4 segnali (2 per il polso destro e 2 per il sinistro) ciascuno dei quali
va in ingresso ad un altro blocco Subsystem. Questi blocchi contengono il
medesimo algoritmo, che e´ quello che ci consente di calcolare le componen-
ti indipendenti. Il sottosistema in questione e´ riportato nella figura 5.18:
i guadagni che sono presenti in questo sottosistema sono usati per dare ai
segnali lo stesso peso. I segnali di ingresso vanno nel blocco GlovetoAngles
(figura ??) in cui, dopo essere stati messi nella giusta forma tramite il Re-
shape, sono moltiplicati per la matrice A che e´ la matrice, fissata nella fase
di calibrazione, che estrae la prima componente indipendente dai segnali.
L’altro blocco fondamentale del modello di figura 5.13 e´ il blocco alg : esso
contiene l’algoritmo che mi consente di avere i parametri per lo spostamento
della wheelchair. Ai segnali che entrano in questo sottosistema (figura 5.19)
viene sottratto il relativo offset; il risultato della sottrazione va in ingresso ad
un passabasso (realizzato mediante il bloccodelay1 ) che ripulisce il segnale;
il blocco seguente, delay, invece, rappresenta una funzione di trasferimento
che ritarda il segnale. Questo mi consente cos`ı di andare a realizzare l’op-
erazione di derivazione sottraendo al segnale di partenza lo stesso segnale
ritardato. Questo metodo consente di ottenere segnali piu´ puliti rispetto al
caso in cui applicassi la derivata vera e propria. Cio´ che si ottiene dall’oper-
azione di derivazione sono una serie di picchi (vedi figura). I blocchi seguenti
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Figura 5.18: Sottomodello ottenuto dall’espansione del blocco Subsystem
(guadagni, smooth e death zone) sono stati inseriti per ripulire ulteriormente
il segnale. Il ruolo svolto dal blocco Saturation e´ quello di farmi ottenere solo
picchi positivi; la caratteristica di questo blocco e´, infatti, quella di imporre
un limite superiore e un limite inferiore al segnale: quando il segnale e´ al-
l’interno del range specificato dai parametri Upper limit e Lower limit passa
inalterato, altrimenti viene tagliato al limite superiore o a quello inferiore.
Successivamente si fa l’integrale del segnale cos`ı ottenuto grazie al blocco
Integrator : in questo modo, dai picchi si passa ad un segnale a gradini. Un
movimento del polso fa variare il segnale e consente di passare da un gradino
ad un altro, incrementando o decrementando il valore della velocita´ o del-
l’angolo di rotazione.
All’uscita dai blocchi alg abbiamo quattro segnali: i due per la velocita´
(positiva e negativa) sono governati dai movimenti del polso sinistro, mentre
i due per la rotazione (angoli positivi e negativi) da quelli del polso destro.
I due segnali per la velocita´ vengono sommati tra loro e al segnale risultante
viene sottratto un offset in modo che, quando parte la prova, la velocita´ della
wheelchair sia nulla. Lo stesso avviene per la rotazione.
Il Target Scope mi grafica sul computer target questi 6 segnali: velocita´ posi-
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Figura 5.19: Sottomodello ottenuto dall’espansione del blocco alg: questo
sottosistema mi consente di calcolare i valori della velocita´ e della rotazione
da applicare alla wheelchair
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Figura 5.20: Modello utilizzato per realizzare l’animazione che simula il
movimento della wheelchair
tiva, velocita´ negativa, velocita´ totale, rotazione positiva, rotazione negativa
e rotazione totale.
L’Host Scope, invece, rileva i parametri che serviranno poi per le funzioni che
realizzano la calibrazione e il settaggio dell’offset.
5.3.7 Modello host udp
I valori cos´ı trovati vengono passati tramite i blocchi UDP Send e UDP Re-
ceive al modello host udp (figura 5.20). Il modo in cui lavorano questi due
blocchi e´ gia´ stato descritto nel capitolo precedente.
Questo secondo modello e´ quello che ci consente di ottenere un modello stiliz-
zato della power wheelchair.
I dati, dopo essere stati spacchettati, sono moltiplicati per un guadagno; il
blocco gain contiene un vettore: il primo elemento rappresenta il guadagno
relativo alla rotazione, il secondo quello della velocita´.
Il blocco Animation e´ una S–Function con cui realizziamo l’animazione che
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simula il movimento della wheelchair. Questa funzione disegna il modello di
una wheelchair per punti; il punto intermedio rappresenta il baricentro del
sistema e nella graficazione il suo movimento verra´ individuato tramite degli
asterischi rossi.
Cio´ che e´ noto alla funzione Animation sono: l’angolo di rotazione intorno al
baricentro del modello, il suo spostamento in una determinata direzione e le
coordinate di ogni punto del modello quando esso si trova nella sua posizione
iniziale. Cio´ che invece vogliamo ottenere sono le coordinate di tutti i punti
del modello dopo un certo spostamento. Questo e´ il classico problema di
rototraslazione.
Con riferimento alla figura ??, dato un punto P nello spazio e dati due sis-
temi di riferimento (0xyz)0 e (0xyz)1, se le coordinate del punto o1 rispetto
al sistema di riferimento (0xyz)0 sono rappresentate dal vettore d, e se q0
e q1 denotano le coordinate del punto P nei due sistemi di riferimento, al-
lora la seguente relazione puo´ essere verificata con semplici considerazioni
geometriche di composizione di vettori:
q0 = R
0
1q1 + d (5.28)
dove R01 e´ la matrice di rotazione del sistema di riferimento (0xyz)1 rispet-
to al sistema di riferimento (0xyz)0. Sulla base del teorema di Eulero, che ci
dice che un generico spostamento rigido che lascia invariato un punto fisso
c (spostamento sferico) e´ uno spostamento rotatorio con asse di rotazione
passante per c, sappiamo che qualunque spostamento rigido puo´ essere carat-
terizzato dall’equazione 5.28.
Per rappresentare in maniera piu´ compatta il generico spostamento rigido,
invece delle coordinate Cartesiane [xyz]T si utilizzano le coordinate omoge-
nee [wxwywz]T , costituite non piu´ da tre ma da quattro componenti, di cui
la quarta costituisce il fattore di scala per cui le componenti x, y e z sono
moltiplicate.
Il nostro caso e´ illustrato dalla figura 5.21: il modello della wheelchair e´ rap-
presentato in modo stilizzato. Cio´ che noi conosciamo sono i valori di vel e
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di θ e la posizione iniziale (xp, yp) del baricentro. Se scomponiamo vel nelle
sue componenti sugli assi otteniamo:
a = vel cos (90− θ) (5.29)
b = vel sin (90− θ) (5.30)
Applicando la formula della rototraslazione, e´ possibile trovare la nuova
posizione del baricentro del modello (xp+1, yp+1; essa sara´ data da:[
xp+1
yp+1
]
=
[
a
b
]
+
[
cosα− sinα
sinα cosα
][
xp
yp
]
(5.31)
dove con α si indica l’angolo dato dal primo dei due segnali. In questo
modo il modello della wheelchair viene prima ruotato e poi traslato.
5.3.8 Fase di calibrazione
Durante la fase di calibrazione al soggetto che compie la prova viene chiesto
di effettuare dei movimenti di flesso–estensione del polso. In questo modo il
programma acqdata calib ica (vedi appendice) puo´ calcolare le componenti
indipendenti ed aggiornare la matrice A.
fissato un tempo di acquisizione (che noi abbiamo impostato pari a 10 sec-
ondi), si acquisiscono i segnali provenienti dalle due polsiere tramite i 4 Host
Scope contenuti nei blocchi l limb e r limb del modello. Nel momento in cui
si preme il tasto enter che da´ inizio alla calibrazione partono gli scope; essi
vengono poi stoppati quando finisce il tempo di acquisizione.
I dati presi dagli scope vengono suddivisi in due parti: i primi 12 segnali sono
relativi al polso destro mentre i rimanenti 12 sono relativi al sinistro. Per
ciascun gruppo di segnali viene poi calcolata la media.
L’operazione successiva e´ quella di settare i parametri del modello tramite
due funzioni:
- getparamid: ci restituisce l’indice di un parametro che si trova all’in-
terno del modello Simulink
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Figura 5.21: Schema del movimento di rototraslazione del modello della
wheelchair
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- setparam: setta il valore di un parametro identificato da un determi-
nato indice
Nel nostro caso questi due comandi vengono utilizzati per modificare la ma-
trice A dopo la calibrazione e per settare il valore dei guadagni gll e grl (che
vengono moltiplicati per il segnale all’interno del blocco Subsystem) pari a
1/mediadelsegnale: in questo modo normalizzo per la media per dare a tutti
i segnali lo stesso peso.
A questo punto e´ possibile trovare le componenti indipendenti. I segnali ven-
gono separati ulteriormente: per ogni polso si hanno 6 segnali che rilevano il
movimento di flessione e 6 per quello di estensione. In questo modo si hanno
4 gruppi ciascuno costituito da sei segnali. Per ciascuno di questi gruppi
viene trovata la prima componente indipendente. Il comando che ci consente
di calcolare le componenti indipendenti e´ runica: esso si trova nel toolbox
di MATLAB eeglab.Questo comando realizza la decomposizione in compo-
nenti indipendenti del segnale di ingresso sfruttando l’algoritmo di Bell e
Sejnowski, un criterio che si basa sulla massimizzazione dell’informazione. Il
comando runica prende in ingresso i dati provenienti dai sensori (riportati in
figura 5.22) e ci restituisce i coefficienti della prima componente. Dopo aver
applicato questo comando ad ogni gruppo di sensori, essi vengono molti-
plicati per il relativo coefficiente; si giunge cos`ı ad ottenere 4 componenti
indipendenti: una per i sensori posizionati sopra la polsiera sinistra, una per
quelli posizionati sotto, una per i sensori posizionati sopra la polsiera sinistra
e una per quelli sotto. Un esempio del plot che si ottiene per le IC di ciascun
gruppo di sensori e´ riportato nella figura 5.23 e nella figura 5.24.
L’ultima operazione da fare durante la fase di calibrazione e´ settare, in base
ai dati ottenuti, i parametri del modello che verranno utilizzati successiva-
mente. Questi parametri vengono, inoltre, salvati in modo tale che possono
essere richiamati successivamente.
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Figura 5.22: Segnali provenienti dai sensori delle polsiere destra e sinistra
5.4 Settaggio dell’offset
Il settaggio dell’offset e´ successivo alla fase di calibrazione e viene fatto in
modo tale che il modello realizzato tramite l’animazione parta con una veloc-
ita´ ed una rotazione nulla. Questo viene fatto dal programma set off (vedi
appendice). Per ricavare gli offset dei due segnali rotazione e velocita´ si us-
ano i canali 7 e 8 dell’Host Scope presente nel modello wrist. L’offset e´ infatti
calcolato prendendo per un tempo di acquisizione, che abbiamo scelto pari
a 3 secondi, tutti i segnali provenienti dall’Host Scope e facendoci la media.
L’offset della velocita´ e´ la media della settima componente mentre quello
della rotazione e´ la media dell’ottava componente.
5.5 Prove realizzate
Per testare questo programma abbiamo deciso di disegnare nel workspace
in cui si muove il modello della wheelchair alcune traiettorie. Il soggetto
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Figura 5.23: Visualizzazione dei picchi che rappresentano la prima
componente indipendente per i segnali provenienti dalla polsiera sinistra
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Figura 5.24: Visualizzazione dei picchi che rappresentano la prima
componente indipendente per i segnali provenienti dalla polsiera destra
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Figura 5.25: Esempio di prova realizzata per seguire una determinata
traiettoria con il modello della wheelchair
che indossa le polsiere deve riuscire a manovrare il modello in modo tale che
esso segua questo percorso. Inizialmente siamo partiti ad effettuare prove con
traiettorie semplici, come quelle riportate nella figura 5.25 e nella figura 5.26.
La traiettoria da seguire e´ disegnata in verde, mentre in rosso e´ riportato
il percorso compiuto dal baricentro del modello di wheelchair. Nei tratti in
cui i punti rossi sono piu´ distanti l’uno dall’altro ce´ stato un incremento di
velocita´. Si puo´ notare come il percorso compiuto dal modello guidato per
mezzo delle polsiere segua molto bene la traiettoria desiderata.
Una volta appurato che le traiettorie semplici vengono seguite facilmente,
siamo passati alla realizzazione di traiettorie piu´ complicate. Ne e´ un esempio
la figura 5.27.
Anche in questo caso si nota come le due traiettorie rossa e verde siano
molto vicine, soprattutto nei tratti rettilinei.
Dalle prove effettuate risulta che questo metodo ci consente di realizzare
traiettorie molto piu´ consistenti di quanto non si riuscisse a fare con l’altro.
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Figura 5.26: Esempio di prova realizzata per seguire una determinata
traiettoria con il modello della wheelchair
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Figura 5.27: Esempio di prova realizzata per seguire una determinata
traiettoria con il modello della wheelchair
101
Conclusioni
Alla fine di questo lavoro di tesi siamo riusciti a realizzare due metodi di
controllo che si propongono di manovrare una power wheelchair con semplici
movimenti del polso.
Dall’analisi dei risultati ottenuti tramite le prove effettuate abbiamo notato
che:
• il primo metodo riesce a colpire i target posizionati sullo schermo ma
genera traiettorie poco consistenti
• con il secondo metodo si riescono a seguire traiettorie prestabilite e a
far compiere al modellino le azioni volute
Quindi, il metodo che si basa sull’analisi delle componenti indipendenti risulta´
migliore per lo scopo che ci siamo proposti. Naturalmente il software non e´
stato implementato su una vera e propria wheelchair e, quindi, non possiamo
prevedere se esso risultera´ idoneo anche in tal caso.
Dal punto di vista prettamente formativo questo lavoro di tesi mi ha permesso
di acquisire varie abilita` e conoscenze sia a livello software (programmazione
in Matlab, utilizzo della piattaforma multidominio Simulink e realizzazioni
di applicazioni real–time con xPCTarget) che hardware (implementazione
prototipo).
Parte I
Appendici
Appendice A
Listati delle funzioni utilizzate per il primo modello
%Initailaize globals
global glove_init;
glove_init(1).SendData =’G’;
glove_init(1).Timeout=0.05;
glove_init(1).EOM=1;
global tg;
global g;
g=7;
%Build simulink models
rtwbuild(’binglove_polso’);
load_system(’host_udp’);
load_system(’host_udp_plot’);
%Compile C code
%Initiate GUI
run PolsoGUI;
msgbox(’If you require assistance in running a standard experiment or creating a file system and calibration for a new subject, use the assisted setup function which will walk you through the process.’,’Assist Function’);
%Run xPC, once to clear buffer, then again for trials
tg = xpc;
+tg;
pause(1);
-tg;
pause(1);
+tg;
—————————————-
function varargout = Calibration_polsoGUI(varargin)
% Begin initialization code - DO NOT EDIT
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @Calibration_polsoGUI_OpeningFcn, ...
’gui_OutputFcn’, @Calibration_polsoGUI_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before Calibration_polsoGUI is made visible.
function Calibration_polsoGUI_OpeningFcn(hObject, eventdata, handles, varargin)
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
global tg;
function varargout = Calibration_polsoGUI_OutputFcn(hObject, eventdata, handles)
varargout{1} = handles.output;
% --- Executes on button press in OpenCalb.
function OpenCalb_Callback(hObject, eventdata, handles)
global CalbMat Gdir FName tg;
[FileName,PathName,FilterIndex] = uigetfile(strcat(Gdir,’.txt’),...
’Choose the Workspace File to be Calibrated’);
if FilterIndex == 0
error(’Warning: No calibration matrix file was selected’);
end
CalbMat = ReadCalibration(strcat(Gdir,FileName),1); %Call ReadCalibration to open the matrix
set(handles.CalbPts,’String’,num2str(CalbMat)); %Display calibration points
+tg;
pause(0.2);
Hf_2 = figure(’Color’,[.5 .8 .35],’Name’,’Action Field’);
Ha_2 = axes(’visible’,’off’,’dataaspectratio’,[1 1 1],’XLim’,[-2.5 2.5],’YLim’,[-2 2],’position’,[0 0 1 1]);
for i = 1:length(CalbMat)
line(CalbMat(i),CalbMat(i+length(CalbMat)),’marker’,’o’,’color’,[1 1 1],’linewidth’,1)
CalbMat(i)
CalbMat(i+length(CalbMat));
end
savefile = strcat(Gdir,’CalibrationData.txt’);
global tg;
sc2 = getscope(tg,2);
set(sc2,’NumSamples’,3); %set(sc3,’NumSamples’,3); %set(sc4,’NumSamples’,3);
for j = 1:length(CalbMat) %Use 1 keystroke for each calibration point
%Show user which point is being calibrated for by turning it red.
Hl_c = line(CalbMat(j),CalbMat(j+length(CalbMat)),’marker’,’o’,’color’,[.9 .1 .1],’linewidth’,3);
k = waitforbuttonpress;
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[sc2.start]
sc2
tCalib(j)=tg.ExecTime;%salvo l’istante in cui acquisico il punto di calibrazione
pause(0.4);
sss = [sc2.data]
pause(0.3);
set(Hl_c,’Xdata’,CalbMat(j),’Ydata’,CalbMat(j+length(CalbMat)),’color’,[1 1 1],’linewidth’,1);
end
CalibMat2Dfile(strcat(Gdir,FileName),Gdir);
calib(strcat(Gdir,’Dfile.txt’),savefile,...
strcat(Gdir,’MaskFile.txt’),strcat(Gdir,’CalibrationFinal’));
pause(0.5);
delete(Hf_2); %tolgo la figura quando ho finito la calibrazione
global data
-tg;
data=tg.OutputLog;
save(strcat(’.\prove_polso\’,FName),’data’); %salvo i dati in un file
str=FName(1:length(FName)-4);
fileName=strcat(’.\prove_polso\’,str);
save(strcat(fileName,’_Times.mat’),’tCalib’); %salvo i dati in un file
function Clear_Callback(hObject, eventdata, handles)
set(handles.CalbPts,’String’,’’);
function SaveField_Callback(hObject, eventdata, handles)
function SaveField_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
function Filename_Callback(hObject, eventdata, handles)
function Filename_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
function Select_Callback(hObject, eventdata, handles)
global Fdir FName
prompt=0;
FName=FileName;
set(handles.Filename,’String’,FileName);
set(handles.OpenCalb,’Enable’,’on’);
op=get(handles.OpenCalb,’Enable’);
———————————————–
function varargout = PolsoGUI(varargin)
% Begin initialization code - DO NOT EDIT
106
gui_Singleton = 1;
gui_State = struct(’gui_Name’, mfilename, ...
’gui_Singleton’, gui_Singleton, ...
’gui_OpeningFcn’, @PolsoGUI_OpeningFcn, ...
’gui_OutputFcn’, @PolsoGUI_OutputFcn, ...
’gui_LayoutFcn’, [] , ...
’gui_Callback’, []);
if nargin && ischar(varargin{1})
gui_State.gui_Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui_mainfcn(gui_State, varargin{:});
end
% End initialization code - DO NOT EDIT
%inizializzazione delle variabili globali
global g tg Gdir Gfile CalbMat;
CalbMat = [];
Gdir = strcat(cd,’\’);
Gfile = ’Trial.txt’;
g=7;
%set(handles.CurrentDir,’String’,Gdir);
global tdata ydata time
tdata =0;
ydata =0;
% --- Executes just before PolsoGUI is made visible.
function PolsoGUI_OpeningFcn(hObject, eventdata, handles, varargin)
handles.output = hObject;
guidata(hObject, handles);
global g
g=7;
function varargout = PolsoGUI_OutputFcn(hObject, eventdata, handles)
varargout{1} = handles.output;
% --- Executes on selection change in NumChannels.
function NumChannels_Callback(hObject, eventdata, handles)
% --- Executes during object creation, after setting all properties.
function NumChannels_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
% --- Executes on button press in BeginCalb.
function BeginCalb_Callback(hObject, eventdata, handles)
global tg;
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-tg;
run Calibration_polsoGUI
% --- Executes on button press in Run.
function Run_Callback(hObject, eventdata, handles)
global tg;
-tg;
%consente di caricare il workspace nella CalbMat
global figaxes disaxes CalbMat Gdir prompt never
%To establish visible workspace bounderies
if isempty(CalbMat)==1 %If user does not wish to calibrate now...
s = sprintf(’Be advised that not electing to calibrate the Workspace before running the trial will cause the most recent calibration saved to the current save directory, %s, to be used.’,Gdir);
warndlg(s,’Warning’);
[FileName,PathName,FilterIndex] = uigetfile(strcat(Gdir,’.txt’),...
’Choose Your Preset Workspace’);
if FilterIndex == 0
error(’Warning: No Workspace file was selected’);
return
end
CalbMat = ReadCalibration(strcat(Gdir,FileName),1);
elseif prompt & ~never
aa = questdlg(’Will you be using a new Workspace in this new directory?’,’New Workspace?’,’Yes’,’No’,’Don‘t Ask Again, No’,’No’);
if aa(1)==’Y’
[FileName,PathName,FilterIndex] = uigetfile(strcat(Gdir,’.txt’),...
’Choose Your Preset Workspace’);
if FilterIndex == 0
error(’Warning: No Workspace file was selected’);
return
end
CalbMat = ReadCalibration(strcat(Gdir,FileName),1);
prompt = 0;
elseif aa(1)==’N’
prompt = 0;
elseif aa(1)==’D’
never = 1;
end
end
%creo lo spazio del target
figaxes = figure(’Color’,[.5 .8 .35],’Name’,’Action Field’,...
’resize’,’off’,’BackingStore’,’off’,’position’,[70 100 900 600]);
disaxes = axes(’visible’,’off’,’Xlim’,[-2.5 2.5],’ylim’,[-1.5 1.5],’dataaspectratio’,[1 1 1],’units’,’centimeters’);
% ’dataaspectratio’,[1 1 1],’units’,’centimeters’
dim = size(CalbMat);
for i = 1:dim(1)
%[E J] = CartConversion2(CalbMat(i),CalbMat(i+length(CalbMat)));
line(CalbMat(i),CalbMat(i+dim(1)),’marker’,’o’,’color’,[1 1 1],’linewidth’,1);
end
%definisco il numero di bersagli da colpire tramite il parametro L
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global L g
L = str2num(get(handles.NumTargets,’String’));
g=7;
% Initialize TargetMove variables
global TargMat tindex update_done debflag updateflag ii
ii = 1;
tindex = 1;
%carico il file che contiene i target
global TargFile TargPath
[TargFile,TargPath,FilterIndex] = uigetfile(strcat(Gdir,’.mat’),...
’Choose File Containing The Targets’);
if FilterIndex==0
return
end
t = load(strcat(TargPath,TargFile));
TargMat = t.Targets;
dim=size(TargMat);
if L ~= dim(1)
s = fprintf(’\n\n\n============================================================================================================================================================================================\n==There are %g targets being used by the "from file" function, however there are %g specified in the "# of Targets" field. This field will be automatically reset to maintain consistancy.==\n============================================================================================================================================================================================\n\n\n’,length(TargMat),L);
set(handles.NumTargets,’String’,num2str(dim(1)));
L = dim(1);
end
set(0,’CurrentFigure’,figaxes);
global Gdir tg sc2 sc3 sc8 sc9
+tg;
sc2 = getscope(tg,2);
sc8 = getscope(tg,8);
sc9 = getscope(tg,9);
set(sc2,’NumSamples’,500);
set(sc8,’NumSamples’,500);
set(sc9,’NumSamples’,500);
load CalibrationFinal R;
A=R;
clear R;
A=reshape(A,8,2);
id = getparamid(tg, ’GlovetoAngles/A’,’Value’);
setparam(tg,id,A);
pause(1);
sim(’host_udp_plot’);
pause(0.5);
delete(figaxes);
set(handles.Save,’Enable’,’on’);
op=get(handles.Save,’Enable’);
% --- Executes during object creation, after setting all properties.
function NumTargets_CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,’BackgroundColor’,’white’);
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else
set(hObject,’BackgroundColor’,get(0,’defaultUicontrolBackgroundColor’));
end
% --- Executes on button press in Stop.
function Stop_Callback(hObject, eventdata, handles)
%Termino la comunicazione
global tg;
-tg;
% --- Executes on button press in Plot.
function Plot_Callback(hObject, eventdata, handles)
global tg;
-tg;
axes(handles.axes1)
plot(tg.TimeLog,tg.Outputlog);
% --- Executes on button press in Start.
function Start_Callback(hObject, eventdata, handles)
global tg;
+tg;
% --- Executes on button press in Save.
function Save_Callback(hObject, eventdata, handles)
global tg signal Fdir;
-tg;
signal=tg.OutputLog;
Fdir=strcat(’.\prove_polso\’);
[FileName,PathName] = uiputfile(strcat(Fdir,’.mat’),...
’Choose the File to save data’);
fname=FileName;
save(strcat(’.\prove_polso\’,fname),’signal’); %salvo i dati in un file
———————————————–
function calib (Dfile,Gfile,Mfile,Outfile)
% Input data files with display coordinates, glove coordinates and
% joints to use in the calibration.
% Dfile - contains is a matrix(X) with display coordinates
% Gfile - contains collected data from the Glove (Y)
% Mfile - contains the mask of which transducers/joints to use (A)
% Output: Ofile File with R matrix coefficients
% the solution is a least minimun square set of weights to map X -> Y
% The experimental procedure consists of setting the hand in different
% positions and assigning a position on the display. Then solve the system
% of equations using moore-penrose pseudoinverse method. (MLS type of
% solution)
%read the input files
dis=loadAscii(Dfile);
glo=loadAscii(Gfile); %calibration data
A=loadAscii(Mfile);
%get the number of data points
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[pd,cd]=size(dis);
[pg,cg]=size(glo);
maxg = -100*ones(1,cg);
ming = 100*ones(1,cg);
for i=1:cg
for j=1:pg
if maxg(i) < glo(j,i)
maxg(i)=glo(j,i);
end
if ming(i) > glo(j,i)
ming(i)=glo(j,i);
end
end
end
global tg;
for i=1:cg
for j=1:pg
if ((maxg(i)-ming(i))==0)
end
glo(j,i) = (glo(j,i)/ming(i));
end
end
if (pd ~= pg)
disp(’Error: Number of data points do not match...’);
return
end
[f,c]=size(p);
z=zeros(1,c);
j=1;
% matrix with glove calibration points (hand positions)
for i=1:2:2*f,
X(i,:)=[p(j,:),z];
X(i+1,:)=[z,p(j,:)];
j=j+1;
end
% display points corresponding to hand posistions
% convert from matrix to array
d=dis’;
Y=d(:);
R=pinv(X)*Y;
save CalibrationFinal R;
———————————————–
/ * File : intarget.c ’S-Function in C for XPC target’
* Abstract : Evaluates the conditions for deciding if the endpoint has reached a target.
* At all times position of the endpoint its velocity and the time
* spent in the target are evaluated.
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* Input: endpoint position (X,Y), target position Xt,Yt.
* Output : 1 if experimental conditions on position velocity and time are met (in-target)
* 2 if outside the target and the endpoint has stopped moving ’zero’ speed.
* 0 otherwise.
* Inline Parameters: TS - Target size
* HI - Time inside target
* VT - zero velocity value
#define S_FUNCTION_NAME intarget
#define S_FUNCTION_LEVEL 2
#include "simstruc.h"
#define U(element) (*uPtrs[element]) /* Pointer to Input Port0 */
#define INF_TARGET_SIZE 1000 /* ’Infinite target size’ in mm */
#define INF_DISPLAY 1000 /* out of plotting area */
/* PARAMETERS */
/*
* Target size :’TS’
*/
#define TS_IDX 0
#define TS_PARAM(S) ssGetSFcnParam(S,TS_IDX)
/*
* Hold Interval :’HI’
*/
#define HI_IDX 1
#define HI_PARAM(S) ssGetSFcnParam(S,HI_IDX)
/*
* Velocity Threshhold :’VT’
*/
#define VT_IDX 2
#define VT_PARAM(S) ssGetSFcnParam(S,VT_IDX)
#define NPARAMS 3
real_T x_h[3]= { 0.0,0.0,0.0 };
real_T y_h[3]= { 0.0,0.0,0.0 };
real_T stime = 0.0; /* sampling time */
real_T samples_in_target=0.0; /* number of samples correspondig to parameter duration in target */
real_T target_size= 0.0;
real_T vel_thresh=0.0;
static int_T flg=1;
static int_T cnt=1;
static real_T countSamples;
static int_T update = 0;
static real_T TrialTime=0;
static real_T LastTrialTime=0;
static real_T maxVel = 0;
static real_T LastTrialmaxVel=0;
static real_T iTar_X = 0; /* coordinates of initial Target */
static real_T iTar_Y = 0;
/*====================*
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* S-function methods *
*====================*/
#define MDL_CHECK_PARAMETERS
#if defined(MDL_CHECK_PARAMETERS) && defined(MATLAB_MEX_FILE)
/* Function: mdlCheckParameters =============================================
* Abstract:
* Validate our parameters to verify they are okay.
*/
static void mdlCheckParameters(SimStruct *S)
{
/* Check 1st parameter: target size */
{
if (!mxIsDouble(TS_PARAM(S)) ||
mxGetNumberOfElements(TS_PARAM(S)) != 1) {
ssSetErrorStatus(S,"1st parameter to S-function must be a "
"scalar \"lower bound\" which limits "
"the size of the target in m");
return;
}
}
/* Check 2nd parameter: hold time*/
{
if (!mxIsDouble(HI_PARAM(S)) ||
mxGetNumberOfElements(HI_PARAM(S)) != 1) {
ssSetErrorStatus(S,"2nd parameter to S-function must be a "
"scalar \"upper bound\" which defines "
"the time the subject must be in the target in sec.");
return;
}
}
/* Check 3nd parameter: velocity threshold */
{
if (!mxIsDouble(VT_PARAM(S)) ||
mxGetNumberOfElements(VT_PARAM(S)) != 1) {
ssSetErrorStatus(S,"3rd parameter to S-function must be a "
"scalar \"initial value\" which defines "
"maximum velocity allowed inside the target in m/sec.");
return;
}
}
}
#endif /* MDL_CHECK_PARAMETERS */
/* Function: mdlInitializeSizes ===============================================
* Abstract:
* The sizes information is used by Simulink to determine the S-function
* block’s characteristics (number of inputs, outputs, states, etc.).
*/
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static void mdlInitializeSizes(SimStruct *S)
{
ssSetNumSFcnParams(S, NPARAMS); /* Number of expected parameters */
ssSetNumContStates(S, 0);
ssSetNumDiscStates(S, 3); /* discrete states xdot, ydot, velocity (sqrt(xdot^2 + ydot^2)) */
if (!ssSetNumInputPorts(S, 1)) return;
ssSetInputPortWidth(S, 0, 4); /* Four Inputs: X, Y, Xt, Yt ) */
ssSetInputPortDirectFeedThrough(S, 0, 1);
if (!ssSetNumOutputPorts(S, 1)) return;
ssSetOutputPortWidth(S, 0, 2); /* target reached flag */
ssSetNumSampleTimes(S, 1);
ssSetNumRWork(S, 0);
ssSetNumIWork(S, 0);
ssSetNumPWork(S, 0);
ssSetNumModes(S, 0);
ssSetNumNonsampledZCs(S, 0);
/* Take care when specifying exception free code - see sfuntmpl_doc.c */
ssSetOptions(S, SS_OPTION_EXCEPTION_FREE_CODE);
}
/* Function: mdlInitializeSampleTimes =========================================
* Abstract:
* Specifiy that we inherit our sample time from the driving block.
*/
static void mdlInitializeSampleTimes(SimStruct *S)
{
ssSetSampleTime(S, 0, INHERITED_SAMPLE_TIME);
ssSetOffsetTime(S, 0, 0.0);
}
#define MDL_INITIALIZE_CONDITIONS
/* Function: mdlInitializeConditions ========================================
* Abstract:
* Initialize discrete states .
*/
static void mdlInitializeConditions(SimStruct *S)
{
real_T *x0 = ssGetRealDiscStates(S);
InputRealPtrsType uPtrs = ssGetInputPortRealSignalPtrs(S,0);
x0[0]=0; /* xdot = 0 */
x0[1]=0; /* ydot = 0 */
x0[2]=0; /* velocity */
iTar_X=U(2);
iTar_Y=U(3);
stime = ssGetSampleTime(S,0); /* Get the sampling period */
/*
* Convert parameters to global variables so that you only call callback functions once
* at the begining of the simulation. This is intended for Dialog Parameter only.
* Care should be taken if the parameters are changed during simulation (runtime parameters)
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* in which case a different procedure needs to be implemented.
* (see runtime parameters in the ’S-functions’ documentation.
*/
samples_in_target= *mxGetPr(HI_PARAM(S))/stime;
target_size = *mxGetPr(TS_PARAM(S));
vel_thresh = *mxGetPr(VT_PARAM(S));
/* try this: *mxGetPr(HI_PARAM(S)) */
}
/* Function: mdlOutputs =======================================================
* Abstract:
*
*/
static void mdlOutputs(SimStruct *S, int_T tid)
{
real_T *y = ssGetOutputPortRealSignal(S,0);
real_T *x = ssGetRealDiscStates(S);
InputRealPtrsType uPtrs = ssGetInputPortRealSignalPtrs(S,0);
real_T tempx ;
real_T tempy ;
real_T expTargetSize
UNUSED_ARG(tid); /* not used in single tasking mode */
/*
* To determine if the ’in target’ conditions are met, first check position and then time inside the
* the target area
*/
if (( sqrt(pow(U(0)-U(2),2) + pow(U(1)-U(3),2)) <= target_size) )
{
countSamples ++;
if (countSamples >= samples_in_target)
{
/*
* All targets conditions met. Set intarget flag to 1. set initial target conditions
*/
iTar_X=U(2);
iTar_Y=U(3);
y[0]=1;
}
}
else
{
/* check if the endpoint is outside the initial target and has stopped moving */
if ( (sqrt( pow(U(0)-iTar_X ,2) + pow( U(1)-iTar_Y ,2) ) >= 1.5*target_size) && (x[2] <= vel_thresh) )
{
y[0]=2; /* flag =2 end of open loop movement */
}
else
{
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y[0]=0;
}
countSamples=0;
}
y[1]=countSamples;
cnt ++;
}
#define MDL_UPDATE
/* Function: mdlUpdate ======================================================
* Abstract:
* xdot =
*/
static void mdlUpdate(SimStruct *S, int_T tid)
{
real_T *x = ssGetRealDiscStates(S);
InputRealPtrsType uPtrs = ssGetInputPortRealSignalPtrs(S,0);
int_T lp;
UNUSED_ARG(tid); /* not used in single tasking mode */
/* speeds are updated every other cycle to wait for valid data from the encoders */
/* the flg is use to alternate cycles */
if (cnt==1)
{
for (lp=2;lp>=0;lp--) {
x_h[lp]=U(0); /* = X */
y_h[lp]=U(1); /* = Y */
}
}
x_h[0]=U(0);
y_h[0]=U(1);
/* Note on coeficient 0.0005 in following equations:
* 0.001 to convert from mm to m, the time between positions (two sampres appart is 2*stime [0.0005=0.001/(2*stime)]
*/
x[0] = (x_h[0] - x_h[2])/stime; /* m/s */
/* x[1] = (y_h[0] - y_h[2])*0.0005*samp_freq;*/
x[1] = (y_h[0] - y_h[2])/stime;
x[2]=sqrt(x[0]*x[0] + x[1]*x[1]); /* velocity */
for (lp=2;lp>0;lp--) { /* start derivative vector */
x_h[lp]=x_h[lp-1];
y_h[lp]=y_h[lp-1];
}
}
/* Function: mdlTerminate =====================================================
* Abstract:
* No termination needed, but we are required to have this routine.
*/
static void mdlTerminate(SimStruct *S)
{
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/*UNUSED_ARG(S); /* unused input argument */
}
#ifdef MATLAB_MEX_FILE /* Is this file being compiled as a MEX-file? */
#include "simulink.c" /* MEX-file interface mechanism */
#else
#include "cg_sfun.h" /* Code generation registration function */
#endif
—————————————————————–
function [sys,x0,str,ts] = target_2(t,x,u,flag,tar_list)
%
% gets the flag from xpc and updates the target information acoordingly.
% The list of target for the experiment is a parameter to the target_2 function
% tar_list: file with a list of targets.
%
% S.A. 7-22-04
%
%SFUNTMPL General M-file S-function template
% With M-file S-functions, you can define you own ordinary differential
% equations (ODEs), discrete system equations, and/or just about
% any type of algorithm to be used within a Simulink block diagram.
%
% The general form of an M-File S-function syntax is:
% [SYS,X0,STR,TS] = SFUNC(T,X,U,FLAG,P1,...,Pn)
%
% What is returned by SFUNC at a given point in time, T, depends on the
% value of the FLAG, the current state vector, X, and the current
% input vector, U.
%
% FLAG RESULT DESCRIPTION
% ----- ------ --------------------------------------------
% 0 [SIZES,X0,STR,TS] Initialization, return system sizes in SYS,
% initial state in X0, state ordering strings
% in STR, and sample times in TS.
% 1 DX Return continuous state derivatives in SYS.
% 2 DS Update discrete states SYS = X(n+1)
% 3 Y Return outputs in SYS.
% 4 TNEXT Return next time hit for variable step sample
% time in SYS.
% 5 Reserved for future (root finding).
% 9 [] Termination, perform any cleanup SYS=[].
%
%
% The state vectors, X and X0 consists of continuous states followed
% by discrete states.
%
% Optional parameters, P1,...,Pn can be provided to the S-function and
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% used during any FLAG operation.
%
% When SFUNC is called with FLAG = 0, the following information
% should be returned:
%
% SYS(1) = Number of continuous states.
% SYS(2) = Number of discrete states.
% SYS(3) = Number of outputs.
% SYS(4) = Number of inputs.
% Any of the first four elements in SYS can be specified
% as -1 indicating that they are dynamically sized. The
% actual length for all other flags will be equal to the
% length of the input, U.
% SYS(5) = Reserved for root finding. Must be zero.
% SYS(6) = Direct feedthrough flag (1=yes, 0=no). The s-function
% has direct feedthrough if U is used during the FLAG=3
% call. Setting this to 0 is akin to making a promise that
% U will not be used during FLAG=3. If you break the promise
% then unpredictable results will occur.
% SYS(7) = Number of sample times. This is the number of rows in TS.
%
%
% X0 = Initial state conditions or [] if no states.
%
% STR = State ordering strings which is generally specified as [].
%
% TS = An m-by-2 matrix containing the sample time
% (period, offset) information. Where m = number of sample
% times. The ordering of the sample times must be:
%
% TS = [0 0, : Continuous sample time.
% 0 1, : Continuous, but fixed in minor step
% sample time.
% PERIOD OFFSET, : Discrete sample time where
% PERIOD > 0 & OFFSET < PERIOD.
% -2 0]; : Variable step discrete sample time
% where FLAG=4 is used to get time of
% next hit.
%
% There can be more than one sample time providing
% they are ordered such that they are monotonically
% increasing. Only the needed sample times should be
% specified in TS. When specifying than one
% sample time, you must check for sample hits explicitly by
% seeing if
% abs(round((T-OFFSET)/PERIOD) - (T-OFFSET)/PERIOD)
% is within a specified tolerance, generally 1e-8. This
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% tolerance is dependent upon your model’s sampling times
% and simulation time.
%
% You can also specify that the sample time of the S-function
% is inherited from the driving block. For functions which
% change during minor steps, this is done by
% specifying SYS(7) = 1 and TS = [-1 0]. For functions which
% are held during minor steps, this is done by specifying
% SYS(7) = 1 and TS = [-1 1].
% Copyright 1990-2002 The MathWorks, Inc.
% $Revision: 1.18 $
%
% The following outlines the general structure of an S-function.
%
% global index_t target List_Exp % no, List_exp is a parmeter, not a
% variable : you cannot declare it a global variable
global index_t target aux_flag tg;
% List_Exp=load(’List_Exp_2.m’);
switch flag,
%%%%%%%%%%%%%%%%%%
% Initialization %
%%%%%%%%%%%%%%%%%%
case 0,
[sys,x0,str,ts]=mdlInitializeSizes;
%%%%%%%%%%%%%%%
% Derivatives %
%%%%%%%%%%%%%%%
%case 1,
% sys=mdlDerivatives(t,x,u);
%%%%%%%%%%
% Update %
%%%%%%%%%%
%case 2,
%sys=mdlUpdate(t,x,u);
%%%%%%%%%%%
% Outputs %
%%%%%%%%%%%
case 3,
sys=mdlOutputs(t,x,u);
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%%%%%%%%%%%%%%%%%%%%%%%
% GetTimeOfNextVarHit %
%%%%%%%%%%%%%%%%%%%%%%%
%case 4,
% sys=mdlGetTimeOfNextVarHit(t,x,u);
%%%%%%%%%%%%%
% Terminate %
%%%%%%%%%%%%%
case 9,
sys=mdlTerminate(t,x,u);
case {1, 2, 4, 9}
sys=[]; %unused flags
%%%%%%%%%%%%%%%%%%%%
% Unexpected flags %
%%%%%%%%%%%%%%%%%%%%
otherwise
error([’Unhandled flag = ’,num2str(flag)]);
end
% end sfuntmpl
%
%=============================================================================
% mdlInitializeSizes
% Return the sizes, initial conditions, and sample times for the S-function.
%=============================================================================
%
function [sys,x0,str,ts]=mdlInitializeSizes
global g index_t xx aux_flag tg tc tar_cnt ini out_plot;
%
% call simsizes for a sizes structure, fill it in and convert it to a
% sizes array.
%
% Note that in this example, the values are hard coded. This is not a
% recommended practice as the characteristics of the block are typically
% defined by the S-function parameters.
%
sizes = simsizes;
sizes.NumContStates = 0;
sizes.NumDiscStates = 0;
sizes.NumOutputs = 9; %-1; % attention: only the input could be dynamically sized (Santiago)
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sizes.NumInputs = -1; % attention: only the input could be dynamically sized
sizes.DirFeedthrough = 1;
sizes.NumSampleTimes = 1; % at least one sample time is needed
sys = simsizes(sizes);
%
% initialize the initial conditions
%
x0 = [];
%
% str is always an empty matrix
%
str = [];
%
% initialize the array of sample times
%
ts = [-1 0];
aux_flag = 1;
index_t=1;
xx = TargetMove(g,index_t);
id = getparamid(tg,’Xt’,’Gain’);
setparam(tg,id,xx(1));
id = getparamid(tg,’Yt’,’Gain’);
setparam(tg,id,xx(2));
tc=501;
tar_cnt=1;
ini=0;
out_plot =1;
%Snd_Tg;
% end mdlInitializeSizes
%
%=============================================================================
% mdlDerivatives
% Return the derivatives for the continuous states.
%=============================================================================
%
%function sys=mdlDerivatives(t,x,u)
%sys = [];
% end mdlDerivatives
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%%=============================================================================
% mdlUpdate
% Handle discrete state updates, sample time hits, and major time step
% requirements.
%=============================================================================
%
% function sys=mdlUpdate(t,x,u)
% global aux_flag tc
%end if isempty
%sys = [];
% end mdlUpdate
%
%=============================================================================
% mdlOutputs
% Return the block outputs.
%=============================================================================
%
function sys=mdlOutputs(t,x,u)
%global g L index_t xx xL aux_flag tg tc tar_cnt ini sc2 sc3 sc4 sc8
global g L index_t xx xL aux_flag tg tc tar_cnt ini sc2 sc3 sc8
global Arm pflag ss tx ty dirLine vis tar_list out_plot
%--------------------------------------------------------------------------
%--------------------------------------------------------------------------
%if not Arm/Direction trial then....
%if(~Arm)
%Arm
if(u(5)==1) & ~ini
ini=1;
% Clear scope data buffer to ensure non-corrupt data for the first movement
%[sc2.stop sc3.stop sc4.stop sc8.stop];
[sc2.stop sc8.stop];
pause(0.6)
%[sc2.start sc3.start sc4.start sc8.start];
[sc2.start sc8.start];
end
if (u(5)==1) & (aux_flag==1) & (tc > 500) & ini; % if the flag is 1 (previous target has been reached) and the auxiliary target too (that is this is the first time we reah it)
tc=0;
% SAVE
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if index_t>1
FormatSave(xL,xx);
% FormatSave(tar_list(index_t-1,:),tar_list(index_t,:),vis);
end
index_t=index_t+1;
if index_t>L
out_plot=0;
s = sprintf(’You have completed this set of %g targets.’,L);
msgbox(s,’SUCCESS’);
pause(0.7);
-tg;
end
% then skip to the next target, save everything (stopping and re-starting the target) and set up the auxiliary flag to 0 for some time
%x=tar_list(index_t,:);
if index_t>1
xL = xx;
end
xx = TargetMove(g,index_t);
aux_flag = 0; % we define an auxiliary flag to avoid that while we are in the target update the model targets
id = getparamid(tg,’Xt’,’Gain’);
setparam(tg,id,xx(1));
id = getparamid(tg,’Yt’,’Gain’);
setparam(tg,id,xx(2));
elseif u(5)~=1; % non ho preso il target e riplotto quello di prima
xx = TargetMove(g,index_t);
end
if (u(5)~=1);
aux_flag = 1;
end
tc=tc+1;
%[u;x’]
sys =[u;xx’;out_plot];
%end mdlOutputs
%end %goes with else if on non Direction
%
%=============================================================================
% mdlGetTimeOfNextVarHit
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% Return the time of the next hit for this block. Note that the result is
% absolute time. Note that this function is only used when you specify a
% variable discrete-time sample time [-2 0] in the sample time array in
% mdlInitializeSizes.
%=============================================================================
%
%function sys=mdlGetTimeOfNextVarHit(t,x,u)
%sampleTime = 1; % Example, set the next hit to be one second later.
%sys = t + sampleTime;
% end mdlGetTimeOfNextVarHit
%
%=============================================================================
% mdlTerminate
% Perform any end of simulation tasks.
%=============================================================================
%
function sys=mdlTerminate(t,x,u)
sys = [];
% end mdlTerminate
—————————————————————
/*
* File : timestwo.c
* Abstract:
* An example C-file S-function for multiplying an input by 2,
* y = 2*u
*
* Real-Time Workshop note:
* This file can be used as is (noninlined) with the Real-Time Workshop
* C rapid prototyping targets, or it can be inlined using the Target
* Language Compiler technology and used with any target. See
* matlabroot/toolbox/simulink/blocks/tlc_c/timestwo.tlc
* matlabroot/toolbox/simulink/blocks/tlc_ada/timestwo.tlc
* the C and Ada TLC code to inline the S-function.
*
* See simulink/src/sfuntmpl_doc.c
*
* Copyright 1990-2004 The MathWorks, Inc.
* $Revision: 1.12.4.2 $
*/
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#define S_FUNCTION_NAME stop_sim
#define S_FUNCTION_LEVEL 2
#include "simstruc.h"
/*================*
* Build checking *
*================*/
/* Function: mdlInitializeSizes ===============================================
* Abstract:
* Setup sizes of the various vectors.
*/
static void mdlInitializeSizes(SimStruct *S)
{
ssSetNumSFcnParams(S, 0);
if (ssGetNumSFcnParams(S) != ssGetSFcnParamsCount(S)) {
return; /* Parameter mismatch will be reported by Simulink */
}
if (!ssSetNumInputPorts(S, 1)) return;
ssSetInputPortWidth(S, 0, DYNAMICALLY_SIZED);
ssSetInputPortDirectFeedThrough(S, 0, 1);
if (!ssSetNumOutputPorts(S,1)) return;
ssSetOutputPortWidth(S, 0, DYNAMICALLY_SIZED);
ssSetNumSampleTimes(S, 1);
/* Take care when specifying exception free code - see sfuntmpl_doc.c */
ssSetOptions(S,
SS_OPTION_WORKS_WITH_CODE_REUSE |
SS_OPTION_EXCEPTION_FREE_CODE |
SS_OPTION_USE_TLC_WITH_ACCELERATOR);
}
/* Function: mdlInitializeSampleTimes =========================================
* Abstract:
* Specifiy that we inherit our sample time from the driving block.
*/
static void mdlInitializeSampleTimes(SimStruct *S)
{
ssSetSampleTime(S, 0, INHERITED_SAMPLE_TIME);
ssSetOffsetTime(S, 0, 0.0);
ssSetModelReferenceSampleTimeDefaultInheritance(S);
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}/* Function: mdlOutputs =======================================================
* Abstract:
* y = 2*u
*/
static void mdlOutputs(SimStruct *S, int_T tid)
{
int_T i;
InputRealPtrsType uPtrs = ssGetInputPortRealSignalPtrs(S,0);
real_T *y = ssGetOutputPortRealSignal(S,0);
int_T width = ssGetOutputPortWidth(S,0);
for (i=0; i<width; i++) {
/*
* This example does not implement complex signal handling.
* To find out see an example about how to handle complex signal in
* S-function, see sdotproduct.c for details.
*/
*y++ = (*uPtrs[i]);
}
if ( (*uPtrs[8])== 0 )
ssSetStopRequested(S, 1);
}
/* Function: mdlTerminate =====================================================
* Abstract:
* No termination needed, but we are required to have this routine.
*/
static void mdlTerminate(SimStruct *S)
{
}
#ifdef MATLAB_MEX_FILE /* Is this file being compiled as a MEX-file? */
#include "simulink.c" /* MEX-file interface mechanism */
#else
#include "cg_sfun.h" /* Code generation registration function */
#endif
————————————————————————–
function [sys,x0,str,ts]=sfunxy_plot(t,x,u,flag)
global DIS;
global dis;
global disaxes;
126
global circ;
global Xt;
global Yt;
%circ=[circle(.1,[0,0]);circle(.2,[0,0]);circle(.3,[0,0]);circle(.4,[0,0])];
%dis=guidata(DIS);
%%
% sfunxy_plot.m display graphic information of position of manipulandum
%%
switch flag,
%%%%%%%%%%%%%%%%%%
% Initialization %
%%%%%%%%%%%%%%%%%%
% Initialize the states, sample times, and state ordering strings.
case 0
[sys,x0,str,ts]=mdlInitializeSizes;
SetBlockCallbacks(gcbh); % gcbh handel to the current block
%%%%%%%%%%%%%%%%%%%%%%%%%%
% Update Discrete States %
%%%%%%%%%%%%%%%%%%%%%%%%%%
% Return the outputs of the S-function block.
case 2
sys=mdlUpdate(t,x,u);
case 3
sys=mdlOutputs(t,x,u);
%%%%%%%%%%%%%%%%%%%
% Unhandled flags %
%%%%%%%%%%%%%%%%%%%
% There are no termination tasks (flag=9) to be handled.
% Also, there are no continuous or outputs,
% so flags 1,3, and 4 are not used, so return an emptyu
% matrix
case ’Start’
LocalBlockStartFcn
case { 1,4,9 ’Stop’}
sys=[];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Unexpected flags (error handling)%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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% Return an error message for unhandled flag values.
otherwise
error([’Unhandled flag = ’,num2str(flag)]);
end
%
%=============================================================================
% mdlInitializeSizes
% Return the sizes, initial conditions, and sample times for the S-function.
%=============================================================================
%
function [sys,x0,str,ts] = mdlInitializeSizes()
global dis;
sizes = simsizes;
sizes.NumContStates = 0;
sizes.NumDiscStates = 0;
sizes.NumOutputs = 0; % dynamically sized
sizes.NumInputs = -1; % dynamically sized
sizes.DirFeedthrough = 1; % has direct feedthrough
sizes.NumSampleTimes = 1;
sys = simsizes(sizes);
str = [];
x0 = [];
ts = [-1 0]; % inherited sample time
%iii=iii+1;
%L=dis.DLT;
global hLine itarLine ftarLine dirLine;
global disaxes;
global tx ty dir one_time bkg_color vcolor Arm NVis in_t wt ;
hLine=line(’Parent’,disaxes,’Xdata’,5,’Ydata’,5,’Marker’,’o’,’Color’,’k’,’LineWidth’,1);
itarLine=line(’Parent’,disaxes,’Xdata’,5,’Ydata’,5,’Color’,’b’);
ftarLine=line(’Parent’,disaxes,’Xdata’,5,’Ydata’,5,’Color’,’r’);
dirLine=line(’Parent’,disaxes,’Xdata’,5,’Ydata’,5,’Color’,’r’);
set(gcf,’DoubleBuffer’,’On’);
ss=Circle(0.1,[0 0]);
tx=ss(:,1);
ty=ss(:,2);
one_time=1;
bkg_color=get(gcf,’Color’);
vcolor=’k’;
wt=70;
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in_t=0;
%
%
%
function sys = mdlUpdate(t,x,u)
%
%
global itarx itary one_time
if (one_time)
itarx(1)=u(6);
itarx(2)=u(6);
itary(1)=u(7);
itary(2)=u(7);
one_time=0;
end
if (itarx(1) ~= u(6)) || (itary(1) ~= u(7))
itarx(2)=itarx(1); itary(2)=itary(1);
itarx(1)=u(6); itary(1)=u(7);
end
sys=[];
%=============================================================================
% mdlOutputs
% Return the output vector for the S-function
%=============================================================================
%
function sys=mdlOutputs(t,x,u);
sys = [];
global L;
global hLine itarLine ftarLine origin dirLine;
global dis;
global tx ty dir;
global itarx itary one_time;
global NVis Arm bkg_color vcolor in_t VisRef wt p;
% save the initial target info
if (one_time)
itarx(1)=u(6);
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itarx(2)=u(6);
itary(1)=u(7);
itary(2)=u(7);
one_time=0;
end
%
% Flag to check if we are running Direction protocol
% where X Y
% are always 3 and 4 representing the cursor
%
% if (Arm)
%
%
%
%
% %calls on myline to give the end coordinates of an arrow to make the direction arrow
% arrow =myline ([u(6),u(7)],u(8));
% zx= arrow(:,1);
% zy= arrow(:,2);
%
%
% %set(dirLine,’Xdata’,zx,’Ydata’,zy,’color’,[.5 .8 .35],’Marker’, ’*’)
%
%
%
%
%
% end
X=u(3);
Y=u(4);
% check for the vision condition
% if (NVis)
% if (u(5)==1) % if inside the target
% % if vcolor==bkg_color
% % wt = 0
% % end
% % if wt>70
%
% in_t=1;
% % vcolor=bkg_color;
% vcolor=[.5 .8 .35];
% if(Arm)
% set(dirLine,’Xdata’,zx,’Ydata’,zy,’color’,’r’,’Marker’, ’*’)
% end
%
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% % else
% % vcolor = ’k’;
% % end
% end
% if (u(5)==0 & in_t == 1) % if outside the target and moving but was once inside the target
% in_t=2;
%
%
% end
%
% if (u(5)==2 & in_t==2)% if outside the target and stopped and was before outside and moving
% in_t=0;
% vcolor=’k’;
% VisRef = [u(3) u(4)]; % Used for saving in FormatSave
%
% if(Arm)
% p=1;
% end
% end
%
% wt = wt+1;
%
% end
%vcolor=[1 1 1]
%X
%Y
%hLine
%a = ishandle(hLine);
a=u(9);
if a==1;
set(hLine,’Xdata’,X,’Ydata’,Y,’color’,vcolor)%cursor becomer visible
end
%set(hLine,’Xdata’,X,’Ydata’,Y);
if p==1
p=0;
pause(.5)
set(dirLine,’Xdata’,zx,’Ydata’,zy,’color’,[.5 .8 .35],’Marker’,’*’)
end
% if(Arm)
% %sets the previous target to be green not blue if arm trial
% set(itarLine,’Xdata’,tx+itarx(2),’Ydata’,ty+itary(2),’color’,[.5 .8 .35])
% else
%a = ishandle(itarLine);
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if a==1;
set(itarLine,’Xdata’,tx+itarx(2),’Ydata’,ty+itary(2),’color’,’b’)
end
%end
%a = ishandle(ftarLine);
if a==1;
set(ftarLine,’Xdata’,tx+u(6),’Ydata’,ty+u(7),’color’,’r’)
else
pippo=1;
end
drawnow;
% end mdlUpdate
%
%=============================================================================
% SetBlockCallbacks
% This sets the callbacks of the block if it is not a reference.
%=============================================================================
%
function SetBlockCallbacks(block)
callbacks={
’StartFcn’, ’sfunxy_plot([],[],[],’’Start’’)’ ;
’StopFcn’ ’sfunxy_plot([],[],[],’’Stop’’)’
};
for i=1:length(callbacks),
if ~strcmp(get_param(block,callbacks{i,1}),callbacks{i,2}),
set_param(block,callbacks{i,1},callbacks{i,2})
end
end
% end SetBlockCallbacks
function LocalBlockStartFcn()
function x=Circle(r,x0,th)
% Generate the cartesian coordinates for points on a circle centered at x0, with radius r
% at angles th in degrees
if nargin<3,
th=(0:360)’;
end
th=th(:)*pi/180;
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x(:,1)=r*cos(th)+x0(1);
x(:,2)=r*sin(th)+x0(2);
function x= myline(x0, th)
% returns the coordinates of a line starting at [0,0] with lenth (r=.2)
r=(0:1)’;%can’t get lower than 1 here
r=r(:)*.2/1;
th = th(:)*pi/180;
x(:,1)=r*cos(th)+x0(1);
x(:,2)=r*sin(th)+x0(2);
Listati delle funzioni usate per il secondo modello
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%calibration: acquires 10 second of user movents, evaluates PCA and
%%set the correct parameters for the model
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
close all;
clear rf_shoulder r_limb rr_shoulder lf_shoulder l_limb lr_shoulder sc7 sc8 sc9 sc10 sc11 sc12 sc13 sc14
global tg;
-tg;
+tg;
clc;
time_acq = 10; % calibration time
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%scopes (for data logging)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
sc8 = getscope(tg,7); % r_limb1
sc13 = getscope(tg,8);% r_limb2
sc11 = getscope(tg,6); % l_limb1
sc14 = getscope(tg,10); % l_limb2
nSample = time_acq*10; %sample rate = 10 Sa/s
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sc8.numSamples= nSample;
sc13.numSamples= nSample;
sc11.numSamples = nSample;
sc14.numSamples = nSample;
s=input(’Press Enter to start calibration’);
[sc8.start sc13.start sc11.start sc14.start];
pause(time_acq+0.1);
[ sc8.stop sc13.stop sc11.stop sc14.stop];
data = [ sc8.data sc13.data sc11.data sc14.data ]
-tg;
clc
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%normalize data
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
data1 = eldatashirt1(data); %data are normalized depending on their mean values
r_l=data(:,1:12);
mr_l = mean(r_l);
l_l=data(:,13:23);
ml_l = mean(l_l);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% set the model parameters
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pn = getparamid(tg,’Subsystem/grl’,’Gain’)
setparam(tg,pn,1./mr_l);
pn = getparamid(tg,’Subsystem/gll’,’Gain’)
setparam(tg,pn,(1./ml_l)’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%evaluate ICA
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%ICA wrist right
dwr1=[data1(:,1:3) data1(:,10:12) ];
dwr2=data1(:,4:9);
%SOPRA
%[COEFF_rw,SCORE_rw,latent_rw,tsquare_rw] = princomp(dwr); %r wristgPCA
[W,SP,V]=runica(dwr1’,’pca’,1);
%[W,SP,V]=runica(finger’);
%get the firts two component coefficients
A=(W*SP)’;Arw1=A(:,1);
%S=icasig’;
% [r,c]=size(dwr);
p_signal=dwr1; %-repmat(mean(finger),r,1);
Srw=W*SP*(p_signal’);
%close all
%B=A(:,1:2);
%sig1=finger*B;
%subplot(2,1,1)
%plot(sig1(:,1));
%subplot(2,1,2)
%plot(sig1(:,2));
mrw1=2./range1(Srw);
brw1=abs(min(Srw));
%cb=brw.*mrw;
%mf=-mean(finger,1);
mfrw1=zeros(1,6);
%M=[m(1),0;0,m(2)];
%cm=M*A’;
%cmm=reshape(cm,1,102);
%dlmwrite(’CalibrationFinal.txt’,[cmm,cb(1),cb(2)],’\t’);
%save to a file for use by the main program
%save ica_test A m b mf W SP
%SOTTO
%[COEFF_rw,SCORE_rw,latent_rw,tsquare_rw] = princomp(dwr); %r wristgPCA
[W,SP,V]=runica(dwr2’,’pca’,1);
%[W,SP,V]=runica(finger’);
%get the firts two component coefficients
A=(W*SP)’;Arw2=A(:,1);
%S=icasig’;
% [r,c]=size(dwr);
p_signal=dwr2; %-repmat(mean(finger),r,1);
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Srw=W*SP*(p_signal’);
%close all
%B=A(:,1:2);
%sig1=finger*B;
%subplot(2,1,1)
%plot(sig1(:,1));
%subplot(2,1,2)
%plot(sig1(:,2));
mrw2=2./range1(Srw);
brw2=abs(min(Srw));
%cb=brw.*mrw;
%mf=-mean(finger,1);
mfrw2=zeros(1,6);
%M=[m(1),0;0,m(2)];
%cm=M*A’;
%cmm=reshape(cm,1,102);
%dlmwrite(’CalibrationFinal.txt’,[cmm,cb(1),cb(2)],’\t’);
%save to a file for use by the main program
%save ica_test A m b mf W SP
%PCA elbow wrist left
dwl1=data1(:,13:17);
dwl2=data1(:,18:23);
%[COEFF_lw,SCORE_lw,latent_lw,tsquare_lw] = princomp(dwl); %l wrist PCA
[W,SP,V]=runica(dwl1’,’pca’,1);
%[W2,SP2,V2]=runica(dwl’,’pca’,2);
%[W,SP,V]=runica(finger’);
%get the firts two component coefficients
A=(W*SP)’;Alw1=A(:,1);%Al=(W2*SP2)’;
%S=icasig’;
[r,c]=size(dwl1);
p_signal=dwl1; %-repmat(mean(finger),r,1);
Slw=W*SP*(p_signal’);
%close all
%B=A(:,1:2);
%sig1=finger*B;
%subplot(2,1,1)
%plot(sig1(:,1));
%subplot(2,1,2)
%plot(sig1(:,2));
mlw1=2./range1(Slw);
blw1=abs(min(Slw));
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%cb=blw.*mlw;
%mf=-mean(finger,1);
mflw1=zeros(1,5);
%M=[m(1),0;0,m(2)];
%cm=M*A’;
%cmm=reshape(cm,1,102);
%dlmwrite(’CalibrationFinal.txt’,[cmm,cb(1),cb(2)],’\t’);
%save to a file for use by the main program
%save ica_test A m b mf W SP
%get the first component
%[COEFF_lw,SCORE_lw,latent_lw,tsquare_lw] = princomp(dwl); %l wrist PCA
[W,SP,V]=runica(dwl2’,’pca’,1);
%[W2,SP2,V2]=runica(dwl’,’pca’,2);
%[W,SP,V]=runica(finger’);
%get the firts two component coefficients
A=(W*SP)’;Alw2=A(:,1);%Al=(W2*SP2)’;
%S=icasig’;
[r,c]=size(dwl2);
p_signal=dwl2; %-repmat(mean(finger),r,1);
Slw=W*SP*(p_signal’);
%close all
%B=A(:,1:2);
%sig1=finger*B;
%subplot(2,1,1)
%plot(sig1(:,1));
%subplot(2,1,2)
%plot(sig1(:,2));
mlw2=2./range1(Slw);
blw2=abs(min(Slw));
%cb=blw.*mlw;
%mf=-mean(finger,1);
mflw2=zeros(1,6);
%M=[m(1),0;0,m(2)];
%cm=M*A’;
%cmm=reshape(cm,1,102);
%dlmwrite(’CalibrationFinal.txt’,[cmm,cb(1),cb(2)],’\t’);
%save to a file for use by the main program
%save ica_test A m b mf W SP
%get the first component
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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plot_data(data);
pclw1 =(dwl1)*Alw1;
pclw2 = (dwl2)*Alw2;
figure;
subplot(2,1,1);
plot(pclw1);
title(’ICA left wrist, top’);
subplot(2,1,2);
plot(pclw2);
title(’ICA left wrist, bottom’);
pcrw1 =(dwr1)*Arw1;
pcrw2 = (dwr2)*Arw2;
figure;
subplot(2,1,1);
plot(pcrw1);
title(’ICA right wrist, top’);
subplot(2,1,2);
plot(pcrw2);
title(’ICA right wrist, bottom’);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%set model parameters
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%wrists and elbows
% pn = getparamid(tg,’le/mfl’,’Gain’);
% setparam(tg, pn,mfle ); %11 [...] DOUBLE [11*1] Gain ll/mfl
% pn = getparamid(tg,’re/mfr’,’Gain’);
% setparam(tg, pn,mfre); %25 [...] DOUBLE [1*12] Gain rl/mfr
pn = getparamid(tg,’lw1/mfl’,’Gain’);
setparam(tg, pn,mflw1 ); %11 [...] DOUBLE [11*1] Gain ll/mfl
pn = getparamid(tg,’lw2/mfl’,’Gain’);
setparam(tg, pn,mflw2); %25 [...] DOUBLE [1*12] Gain rl/mfr
% pn = getparamid(tg,’le/bl’,’Gain’);
% setparam(tg, pn, ble); % 10 0 DOUBLE Scalar Gain ll/bl
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% pn = getparamid(tg,’re/br’,’Gain’);
% setparam(tg, pn, bre); %24 0 DOUBLE Scalar Gain rl/br
pn = getparamid(tg,’lw1/bl’,’Gain’);
setparam(tg, pn, blw1); % 10 0 DOUBLE Scalar Gain ll/bl
pn = getparamid(tg,’lw2/bl’,’Gain’);
setparam(tg, pn, blw2); %24 0 DOUBLE Scalar Gain rl/br
% pn = getparamid(tg,’le/ml’,’Gain’);
% setparam(tg, pn, mle); %12 1 DOUBLE Scalar Gain ll/ml
% pn = getparamid(tg,’re/mr’,’Gain’);
% setparam(tg, pn,mre); %26 1 DOUBLE Scalar Gain rl/mr
pn = getparamid(tg,’lw1/ml’,’Gain’);
setparam(tg, pn, mlw1); %12 1 DOUBLE Scalar Gain ll/ml
pn = getparamid(tg,’lw2/ml’,’Gain’);
setparam(tg, pn,mlw2); %26 1 DOUBLE Scalar Gain rl/mr
% pn = getparamid(tg,’le/GlovetoAngles/A’,’Value’);
% setparam(tg, pn, Ale); %42 [...] DOUBLE [11*1] Value ll/GlovetoAngles/A
% pn = getparamid(tg,’re/GlovetoAngles/A’,’Value’);
% setparam(tg, pn, Are); % 44 [...] DOUBLE [12*1] Value rl/GlovetoAngles/A
pn = getparamid(tg,’lw1/GlovetoAngles/A’,’Value’);
setparam(tg, pn, Alw1); %42 [...] DOUBLE [11*1] Value ll/GlovetoAngles/A
pn = getparamid(tg,’lw2/GlovetoAngles/A’,’Value’);
setparam(tg, pn, Alw2); % 44 [...] DOUBLE [12*1] Value rl/GlovetoAngles/A
% %shoulders
%
% pn = getparamid(tg,’ls/mfl’,’Gain’);
% setparam(tg, pn,mfl2 ); %18 [...] DOUBLE [1*14] Gain ls/mfl
% pn = getparamid(tg,’rs/mfr’,’Gain’);
% setparam(tg, pn,mfr2); %32 [...] DOUBLE [1*14] Gain rs/mfr
%
% pn = getparamid(tg,’ls/bl’,’Gain’);
% setparam(tg, pn, bl2); %17 0 DOUBLE Scalar Gain ls/bl
% pn = getparamid(tg,’rs/br’,’Gain’);
% setparam(tg, pn, br2); %31 0 DOUBLE Scalar Gain rs/br
%
% pn = getparamid(tg,’ls/ml’,’Gain’);
% setparam(tg, pn, ml2); %19 1 DOUBLE Scalar Gain ls/ml
% pn = getparamid(tg,’rs/mr’,’Gain’);
% setparam(tg, pn,mr2); %33 1 DOUBLE Scalar Gain rs/mr
%
% pn = getparamid(tg,’ls/GlovetoAngles1/A’,’Value’);
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% setparam(tg, pn, Al2); %41 43 [...] DOUBLE [14*1] Value ls/GlovetoAngles1/A
% pn = getparamid(tg,’rs/GlovetoAngles1/A’,’Value’);
% setparam(tg, pn, Ar2); %45 [...] DOUBLE [14*1] Value rs/GlovetoAngles1/A
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%save calibration, increasing the label for calibration
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
load(’./data1/fnumber’);
fname=strcat(’./data1/shirt’,num2str(number));
fname1=strcat(’./data1/file_nm/calib’,num2str(number));
n_trials = 0; %number of trials for a calibration
save(fname,’data’,’data1’,’mr_l’,’ml_l’,’dwr1’,’dwr2’,’dwl1’, ’dwl2’,’mflw1’,’mflw2’, ’mfrw1’,’mfrw2’, ’blw1’,’blw2’, ’brw1’,’brw2’, ’mlw1’,’mlw2’, ’mrw1’ ,’mrw2’ , ’Alw1’,’Alw2’,’Arw1’,’Arw2’ );
save(fname1,’n_trials’);
number = number+1;
save ./data1/fnumber number;
input(’Calibration End, press Enter’);
clc
+tg;
——————————————————————
close all;
global tg;
%n_pos =input(’Number of position to be acquired?’); %sec
%n_reap =input(’Number of reapetition?’); %sec
time_acq = 3; %seconds
sc = getscope(tg,1);
nSample = time_acq*10; %10 sample per second;
sc.numSamples = nSample;
input(’start’);
[sc.start];
pause(time_acq+0.1);
[sc.stop ];
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d = mean(sc.data);
ofvel = mean(d(7));
ofrot = mean(d(8));
%data=[d1 d2]; %vel rot
pn=getparamid(tg,’offset_vel’,’Value’);
setparam(tg,pn,ofvel);
pn=getparamid(tg,’offset_rot’,’Value’);
setparam(tg,pn,ofrot);
input(’end’);
————————————————————–
function [sys,x0]=crtanim2(t,x1,u,flag,ts);
global xSpr2 xBx12 xBx22 yBx12 ySpr2 yBx22 dblcart1 hndl dim xs ys
offset=4;
if flag==2, %update
if any(get(0,’Children’)==dblcart1),
if strcmp(get(dblcart1,’Name’),’dblcart1 Animation’),
set(0,’currentfigure’,dblcart1)
x=x1(3:3+dim-1);
y=x1(3+dim:3+dim+dim-1);
c1=cos(x1(1));
s1=sin(x1(1));
xref=x(10);
yref=y(10);
plot(xref,yref,’r.’);
for i=1:dim
R0=[c1 -s1 0; s1 c1 0; 0 0 1]*[1 0 -xref; 0 1 -yref; 0 0 1];
R1=[cos(u(1)) -sin(u(1)) 0; sin(u(1)) cos(u(1)) 0; 0 0 1];
R2=[1 0 u(2)*cos(0.5*pi-u(1)); 0 1 u(2)*sin(0.5*pi-u(1)); 0 0 1];
R_=R1*R2;
R=R_*R0; %rotazione + traslazione
%R=R0*R1*R2;
X = inv(R)*[xs(i);ys(i);1];
%X = *[x(i)-xo;y(i)-yo]
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x(i)=X(1);
y(i)=X(2);
end
set(hndl,’XData’,x,’YData’,y);
drawnow;
end
end
out=[u(1) u(2) x’ y’];
sys=out;
elseif flag == 4 % Return next sample hit
% ns stores the number of samples
ns = t/ts;
% This is the time of the next sample hit.
sys = (1 + floor(ns + 1e-13*(1+ns)))*ts;
elseif flag==0,
% sizes = simsizes;
%
% sizes.NumContStates = 0;
% sizes.NumDiscStates = 40;
% sizes.NumOutputs = 0;
% sizes.NumInputs = 2;
% sizes.DirFeedthrough = 0;
% sizes.NumSampleTimes = 0;
% Initialize the figure for use with this simulation
animinit(’dblcart1 Animation’);
dblcart1 = findobj(’Type’,’figure’,’Name’,’dblcart1 Animation’);
axis([-40 40 -40 40]);
yy=-35:1:35;
xx=40*sin(0.1*yy);
%plot(xx,yy);
hold on;
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xySpr2=[ ...
0.0 0
0.4 0
0.8 0
1.6 0
2 0
2.4 0
3.2 0
3.6 0
4.0 0];
xyBx12=[ ...
0.0 1.1
0.0 -1.1
-2.0 -1.1
-2.0 1.1
0.0 1.1];
xyBx22=[ ...
0.0 1.1
2.0 1.1
2.0 -1.1
0.0 -1.1
0.0 1.1];
xBx12=xyBx12(:,1);
yBx12=xyBx12(:,2);
xBx22=xyBx22(:,1);
yBx22=xyBx22(:,2);
xSpr2=xySpr2(:,1);
ySpr2=xySpr2(:,2);
x=[xBx12; xSpr2; xBx22(:,1)+4]+xx(1)-2;
y=[yBx12; ySpr2; yBx22]+yy(1);
xref=x(10);
yref=y(10);
xs=x-xref;
ys=y-yref;
dim = size (x);
dim=dim(1);
hndl=plot(x,y,’y’,’EraseMode’,’background’,’LineWidth’,3);
set(gca,’UserData’,hndl);
sys=[0 40 0 2 0 0];
x0=[0 0 x’ y’];
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%x0=[0];
plot(xx,yy,’g’,’LineWidth’,3);
end;
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