Optimal Stopping for Dynamic Convex Risk Measures by Bayraktar, Erhan et al.
ar
X
iv
:0
90
9.
49
48
v3
  [
ma
th.
PR
]  
23
 N
ov
 20
09
Optimal Stopping for Dynamic Convex Risk Measures
Erhan Bayraktar∗, Ioannis Karatzas†, Song Yao‡
Abstract
We use martingale and stochastic analysis techniques to study a continuous-time optimal stopping problem,
in which the decision maker uses a dynamic convex risk measure to evaluate future rewards. We also find
a saddle point for an equivalent zero-sum game of control and stopping, between an agent (the “stopper”)
who chooses the termination time of the game, and an agent (the “controller”, or “nature”) who selects the
probability measure.
Keywords: Convex risk measures, continuous-time optimal stopping, robustness methods, zero sum games,
saddle point, reflected backward stochastic differential equations, BMO martingales.
1 Introduction
Let us consider a complete, filtered probability space (Ω,F , P ), F = {Ft}t≥0 , and on it a bounded, adapted process
Y that satisfies certain regularity conditions. Given any stopping time ν of the filtration F, our goal is to find a
stopping time τ∗(ν) ∈ Sν,T that satisfies
ess inf
γ∈Sν,T
ρν,γ (Yγ) = ρν,τ∗(ν)
(
Yτ∗(ν)
)
, P − a.s. (1.1)
Here Sν,T is the set of stopping times γ satisfying ν ≤ γ ≤ T , P−a.s., and the collection of functionals
{
ρν,γ :
L∞(Fγ) → L∞(Fν)
}
ν∈S0,T , γ∈Sν,T
is a “dynamic convex risk measure” in the sense of Delbaen et al. [2009]. Our
motivation is to solve the optimal stopping problem of a decision maker who evaluates future rewards/risks using
dynamic convex risk measures rather than statistical expectations. This question can also be cast as a robust optimal
stopping problem, in which the decision maker has to act in the presence of so-called “Knightian uncertainty”
regarding the underlying probability measure.
When the filtration F is generated by a Brownian motion, the dynamic convex risk measure admits the
following representation: There exists a suitable nonnegative function f , convex in its spatial argument, such that
the representation
ρν,γ(ξ) = ess sup
Q∈Qν
EQ
[
−ξ −
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] , P−a.s.
holds for all ξ ∈ L∞(Fγ). Here Qν is the collection of probability measures Q which are equivalent to P on F , equal
to P on Fν , and satisfy a certain integrability condition; whereas θQ is the predictable process whose stochastic
exponential gives the density of Q with respect to P . In this setting we establish a minimax result, namely
V (ν) , ess sup
γ∈Sν,T
(
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]) = ess inf
Q∈Qν
(
ess sup
γ∈Sν,T
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]) , (1.2)
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and construct an optimal stopping time τ(ν) as the limit of stopping times that are optimal under expectation
criteria — see Theorem 3.1. We show that the process
{
1{t≥ν}V
(
τ(ν) ∧ t
)}
t∈[0,T ]
admits an RCLL modification
V 0,ν such that for any γ ∈ S0,T , we have V 0,νγ = 1{γ≥ν}V
(
τ(ν) ∧ γ
)
, P−a.s. We show that the stopping time
τV (ν)
△
= inf
{
t ∈ [ν, T ] : V 0,νt = Yt
}
attains the infimum in (1.1). Finally, we construct a saddle point of the
stochastic game in (1.2).
The discrete-time optimal stopping problem for coherent risk measures was studied by Fo¨llmer and Schied [2004,
Section 6.5] and Cheridito et al. [2006, Sections 5.2 and 5.3]. Delbaen [2006] and Karatzas and Zamfirescu [2006],
on the other hand, considered continuous-time optimal stopping problems in which the essential infimum over the
stopping times in (1.1) is replaced by an essential supremum. The controller-and-stopper problem of Lepeltier [1985]
and Karatzas and Zamfirescu [2008], and the optimal stopping for non-linear expectations in Bayraktar and Yao
[2009], are the closest in spirit to our work. However, since our assumptions on the random function f and the
set Qν are dictated by the representation theorem for dynamic convex risk measures, the results in these papers
cannot be directly applied. In particular, because of the integrability assumption that appears in the definition
of Qν (subsection 1.1), this set may not be closed under pasting; see Remark 3.3. Moreover, the extant results
on controller-and-stopper games would require that f and the θQ’s be bounded. We overcome these technical
difficulties by using approximation arguments which rely on truncation and localization techniques. On the other
hand, in finding a saddle point Karatzas and Zamfirescu [2008] used the weak compactness of the collection of
probability measures, in particular the boundedness of θQ’s. We avoid making this assumption by using techniques
from Reflected Backward Stochastic Differential Equations (RBSDEs). In particular, using a comparison theorem
and the fact that V can be approximated by solutions of BSDEs with Lipschitz generators, we show that V solves
a quadratic RBSDE (QRBSDE). The relationship between the solutions of QRBSDEs and the BMO martingales
helps us construct a saddle point. We should point out that the convexity of f is not needed to derive our results;
cf. Remark 3.1.
The layout of the paper is simple. In Section 2 we recall the definition of the dynamic convex risk measures
and a representation theorem. We solve the optimal stopping problem in Section 3. In Section 4 we find a saddle
point for the stochastic controller-and-stopper game in (1.2). The proofs of our results are given in Section 5.
1.1 Notation and Preliminaries
Throughout this paper we let B be a d-dimensional Brownian Motion defined on the probability space (Ω,F , P ),
and consider the augmented filtration generated by it, i.e.,
F =
{
Ft
△
= σ
(
Bs; s ∈ [0, t]
)
∨ N
}
t≥0
, where N is the collection of all P -null sets in F .
We fix a finite time horizon T > 0, denote by P (resp. P̂) the predictably (resp. progressively) measurable σ-field
on Ω× [0, T ], and let S0,T be the set of all F-stopping times ν such that 0 ≤ ν ≤ T , P−a.s. From now on, when
writing ν ≤ γ, we always mean two stopping times ν, γ ∈ S0,T such that ν ≤ γ, P−a.s. For any ν ≤ γ we define
Sν,γ
△
= {σ ∈ S0,T | ν ≤ σ ≤ γ, P−a.s.} and let S⋆ν,γ denote all finite-valued stopping times in Sν,γ .
The following spaces of functions will be used in the sequel:
• Let G be a generic sub-σ-field of F . L0(G) denotes the space of all real-valued, G−measurable random variables.
• L∞(G)
△
= {ξ ∈ L0(G) : ‖ξ‖∞
△
= ess sup
ω∈Ω
|ξ(ω)| <∞}.
• L0
F
[0, T ] denotes the space of all real-valued, F-adapted processes.
• L∞
F
[0, T ]
△
=
{
X ∈ L0
F
[0, T ] : ‖X‖∞
△
= ess sup
(t,ω)∈[0,T ]×Ω
|Xt(ω)| <∞
}
.
• Cp
F
[0, T ]
△
=
{
X ∈ Lp
F
[0, T ] : X has continuous paths}, p = 0,∞.
• C2
F
[0, T ]
△
=
{
X ∈ C0
F
[0, T ] : E
(
sup
t∈[0,T ]
|Xt|2
)
<∞
}
.
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• H2
F
([0, T ];Rd)
(
resp. Ĥ2
F
([0, T ];Rd)
)
denotes the space of all Rd−valued, F−adapted predictably (resp. progres-
sively) measurable processes X with E
∫ T
0
|Xt|2dt <∞.
• H∞
F
([0, T ];Rd) denotes the space of all Rd-valued, F-adapted predictably measurable processes X with
ess sup
(t,ω)∈[0,T ]×Ω
|Xt(ω)| <∞.
• KF[0, T ] denotes the space of all real-valued, F-adapted continuous increasing processes K with K0 = 0.
Let us consider the set Me of all probability measures on (Ω,F) which are equivalent to P . For any Q ∈ Me,
it is well-known that there is an Rd−valued predictable process θQ with
∫ T
0
|θQt |
2dt < ∞, P−a.s., such that the
density process ZQ of Q with respect to P is the stochastic exponential of θQ , namely,
ZQt = E
(
θQ •B
)
t
= exp
{∫ t
0
θQs dBs −
1
2
∫ t
0
∣∣θQs ∣∣2ds} , 0 ≤ t ≤ T .
We denote ZQν,γ
△
= ZQγ /Z
Q
ν = exp
{∫ γ
ν
θQs dBs −
1
2
∫ γ
ν
∣∣θQs ∣∣2ds} for any ν ≤ γ. Moreover, for any ν ∈ S0,T and with
the notation [[0, ν[[
△
= {(t, ω) ∈ [0, T ]× Ω : 0 ≤ t < ν(ω)} for the stochastic interval, we define
Pν
△
=
{
Q ∈Me : Q = P on Fν
}
=
{
Q ∈ Me : θQt (ω) = 0, dt⊗ dP−a.e. on [[0, ν[[
}
,
Qν
△
=
{
Q ∈ Pν : EQ
∫ T
ν
f
(
s, θQs
)
ds <∞
}
.
2 Dynamic Convex Risk Measures
Definition 2.1. A dynamic convex risk measure is a family of functionals
{
ρν,γ : L
∞(Fγ)→ L∞(Fν)
}
ν≤γ
which
satisfy the following properties: For any stopping times ν ≤ γ and any L∞(Fγ)−measurable random variables
ξ, η , we have
• “Monotonicity”: ρν,γ(ξ) ≤ ρν,γ(η), P−a.s. if ξ ≥ η , P−a.s.
• “Translation Invariance”: ρν,γ(ξ + η) = ρν,γ(ξ)− η, P−a.s. if η ∈ L∞(Fν).
• “Convexity”: ρν,γ
(
λξ + (1− λ)η
)
≤ λρν,γ(ξ) + (1− λ)ρν,γ(η), P−a.s. for any λ ∈ (0, 1).
• “Normalization”: ρν,γ(0) = 0, P−a.s.
Delbaen et al. [2009] provide a representation result, Proposition 2.1 below, for dynamic convex risk measures{
ρν,γ
}
ν≤γ
that satisfy the following properties:
(A1) “Continuity from above”: For any decreasing sequence {ξn} ⊂ L∞(Fγ) with ξ
△
= lim
n→∞
↓ ξn ∈ L∞(Fγ), it
holds P−a.s. that lim
n→∞
↑ ρν,γ(ξn) = ρν,γ(ξ).
(A2) “Time Consistency”: For any σ ∈ Sν,γ we have: ρν,σ
(
− ρσ,γ(ξ)
)
= ρν,γ(ξ), P−a.s.
(A3) “Zero-One Law”: For any A ∈ Fν , we have: ρν,γ(1Aξ) = 1A ρν,γ(ξ), P−a.s.
(A4) ess inf
ξ∈At
EP [ξ|Ft] = 0, where At
△
= {ξ ∈ L∞(FT ) : ρt,T (ξ) ≤ 0}.
Proposition 2.1. Let
{
ρν,γ
}
ν≤γ
be a dynamic convex risk measure satisfying (A1)-(A4). Then for any ν ≤ γ and
ξ ∈ L∞(Fγ), we have
ρν,γ(ξ) = ess sup
Q∈Qν
EQ
[
−ξ −
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] , P−a.s. (2.1)
Here f : [0, T ]× Ω× Rd → [0,∞] is a suitable measurable function, such that
(f 1) f(·, ·, z) is predictable for any z ∈ Rd ;
(f 2) f(t, ω, ·) is proper convex, and lower semi-continuous for dt⊗ dP−a.e. (t, ω) ∈ [0, T ]× Ω ; and
(f 3) f(t, ω, 0) = 0, dt⊗ dP−a.e.
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We refer to Rockafellar [1997], p. 24 for the notion of “proper convex function”, and review some basic properties
of the essential extrema as in Neveu [1975, Proposition VI-1-1] or Fo¨llmer and Schied [2004, Theorem A.32].
Lemma 2.1. Let {ξi}i∈I and {ηi}i∈I be two classes of F-measurable random variables with the same index set I.
(1) If ξi ≤ (=) ηi, P−a.s. holds for all i ∈ I, then ess sup
i∈I
ξi ≤ (=) ess sup
i∈I
ηi, P−a.s.
(2) For any A ∈ F , it holds P−a.s. that ess sup
i∈I
(
1Aξi + 1Acηi
)
= 1A ess sup
i∈I
ξi + 1Ac ess sup
i∈I
ηi. In particular,
ess sup
i∈I
(
1Aξi
)
= 1A ess sup
i∈I
ξi, P−a.s.
(3) For any F-measurable random variable γ and any λ > 0, we have ess sup
i∈I
(λξi + γ) = λ ess sup
i∈I
ξi + γ, P−a.s.
Moreover, (1)-(3) hold when we replace ess sup
i∈I
by ess inf
i∈I
.
3 The Optimal Stopping Problem
In this section we study the optimal stopping problem for dynamic convex risk measures. More precisely, given
ν ∈ S0,T , we seek an optimal stopping time τ∗(ν) ∈ Sν,T that satisfies (1.1). We shall assume throughout that the
reward process Y ∈ L∞
F
[0, T ] is right-continuous and Q0−quasi-left-continuous: to wit, for any increasing sequence
{νn}n∈N in S0,T with ν
△
= lim
n→∞
↑ νn ∈ S0,T , and any Q ∈ Q0 , we have
lim
n→∞
EQ[Yνn |Fν1 ] ≤ EQ[Yν |Fν1 ], P−a.s.
In light of the representation (2.1), we can alternatively express (1.1) as a robust optimal stopping problem, in the
following sense:
ess sup
γ∈Sν,T
(
ess inf
Q∈Qν
EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]) = ess inf
Q∈Qν
EQ
[
Yτ∗(ν) +
∫ τ∗(ν)
ν
f
(
s, θQs
)
ds
∣∣∣Fν]. (3.1)
Remark 3.1. We will study the robust optimal stopping problem (3.1) in a setting more general than alluded to
heretofore: From now on, we only assume that f : [0, T ]×Ω×Rd → [0,∞] is a P ⊗B(Rd)/B([0,∞])-measurable
function which satisfies (f 3); i.e., the convexity (f 2) is not necessary for solving (3.1).
In order to find a stopping time which is optimal, i.e., attains the essential supremum in (3.1), we introduce the
lower- and upper-value, respectively, of the stochastic game suggested by (3.1), to wit, for every ν ∈ S0,T :
V (ν)
△
= ess sup
γ∈Sν,T
(
ess inf
Q∈Qν
EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]) , V (ν) △= ess inf
Q∈Qν
(
ess sup
γ∈Sν,T
EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]) .
In Theorem 3.1 we shall show that the quantities V (ν) and V (ν) coincide at any ν ∈ S0,T , i.e., a min-max theorem
holds; we shall also identify two optimal stopping times in Theorems 3.1 and 3.2, respectively.
Given any probability measure Q ∈ Q0 , let us introduce for each fixed ν ∈ S0,T the quantity
RQ(ν)
△
= ess sup
ζ∈Sν,T
EQ
[
Yζ+
∫ ζ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = ess sup
σ∈S0,T
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣Fν] ≥ Yν (3.2)
and recall from the classical theory of optimal stopping (see El Karoui [1981] or Karatzas and Shreve [1998, Ap-
pendix D]) the following result.
Proposition 3.1. Fix a probability measure Q ∈ Q0.
(1) The process
{
RQ(t)
}
t∈[0,T ]
admits an RCLL modification RQ,0 such that, for any ν ∈ S0,T , we have
RQ,0ν = R
Q(ν), P−a.s. (3.3)
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(2) For every ν ∈ S0,T , the stopping time τQ(ν)
△
= inf{t ∈ [ν, T ] : RQ,0t = Yt} ∈ Sν,T satisfies for any γ ∈ Sν,τQ(ν) :
RQ(ν) = EQ
[
YτQ(ν) +
∫ τQ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = EQ[RQ(τQ(ν))+ ∫ τQ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣Fν]
= EQ
[
RQ(γ) +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν], P−a.s. (3.4)
Therefore, τQ(ν) is an optimal stopping time for maximizing EQ
[
Yζ+
∫ ζ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] over ζ ∈ Sν,T .
For any ν ∈ S0,T and k ∈ N, we introduce the collection of probability measures
Qkν
△
=
{
Q ∈ Pν :
∣∣θQt (ω)| ∨ f(t, ω, θQt (ω)) ≤ k, dt⊗ dP−a.e. on ]]ν, T ]]}.
Remark 3.2. It is clear that Qkν ⊂ Qν ; and from (f 3) one can deduce that for any ν ≤ γ we have
Qγ ⊂ Qν and Q
k
γ ⊂ Q
k
ν , ∀ k ∈ N.
Given a Q ∈ Qν for some ν ∈ S0,T , we truncate it in the following way: The predictability of process θQ and
Proposition 2.1 imply that
{
f
(
t, θQt
)}
t∈[0,T ]
is also a predictable process. Therefore, for any given k ∈ N, the set
AQν,k
△
=
{
(t, ω) ∈ ]]ν, T ]] :
∣∣θQt (ω)| ∨ f(t, ω, θQt (ω)) ≤ k} ∈ P (3.5)
is predictable. Then the predictable process θQ
ν,k △
= 1AQ
ν,k
θQ gives rise to a probability measure Qν,k ∈ Qkν via the
recipe dQν,k
△
= E
(
θQ
ν,k
•B
)
T
dP . Let us define the stopping times
σQm
△
= inf
{
t ∈ [0, T ] :
∫ t
0
∣∣θQs ∣∣2ds > m} ∧ T , m ∈ N.
There exists a null set N such that, for any ω ∈ Ω \ N , we have σQm(ω) = T for some m = m(ω) ∈ N. Since
E
∫ σQm
0
∣∣θQt ∣∣2dt ≤ m holds for each m ∈ N , we have ∣∣θQt (ω)| <∞, dt⊗ dP−a.e. on [[0, σQm]].
As
(
∪
m∈N
[[0, σQm]]
)⋃(
[0, T ]×N
)
= [0, T ]× Ω , it follows that
∣∣θQt (ω)| <∞ holds dt⊗ dP−a.e. on [0, T ]× Ω.
On the other hand, since Q ∈ Qν we have EQ
∫ T
ν f
(
s, θQs
)
ds < ∞, which implies 1]]ν,T ]](t, ω) f
(
t, ω, θQt (ω)
)
< ∞
holds dt⊗ dQ−a.s., or equivalently dt⊗ dP−a.e. Therefore, we see that
lim
k→∞
↑ 1AQ
ν,k
= 1]]ν,T ]], dt⊗ dP−a.e. (3.6)
For any ν ∈ S0,T , the upper value V (ν) can be approximated from above in two steps, presented in the next
two lemmas.
Lemma 3.1. Let ν ∈ S0,T . (1) For any γ ∈ Sν,T we have
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = lim
k→∞
↓ ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν], P−a.s. (3.7)
(2) It holds P−a.s. that
V (ν) = ess inf
Q∈Qν
RQ(ν) = lim
k→∞
↓ ess inf
Q∈Qkν
RQ(ν). (3.8)
Lemma 3.2. Let k ∈ N and ν ∈ S0,T .
(1) For any γ ∈ Sν,T there exists a sequence {Qγ,kn }n∈N ⊂ Q
k
ν such that
ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = lim
n→∞
↓EQγ,kn
[
Yγ+
∫ γ
ν
f
(
s, θ
Qγ,kn
s
)
ds
∣∣∣Fν] , P−a.s. (3.9)
(2) There exists a sequence {Q
(k)
n }n∈N ⊂ Qkν such that
ess inf
Q∈Qkν
RQ(ν) = lim
n→∞
↓RQ
(k)
n (ν), P−a.s. (3.10)
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Let us fix ν ∈ S0,T . For any k ∈ N, the infimum of the family {τQ(ν)}Q∈Qkν of optimal stopping times can be
approached by a decreasing sequence in this family. As a result, the infimum is also a stopping time.
Lemma 3.3. Let ν ∈ S0,T and k ∈ N. There exists a sequence {Q
(k)
n }n∈N ⊆ Qkν such that
τk(ν)
△
= ess inf
Q∈Qkν
τQ(ν) = lim
n→∞
↓ τQ
(k)
n (ν), P−a.s.
in the notation of Proposition 3.1, thus τk(ν) ∈ Sν,T .
Since
{
Qkν
}
k∈N
is an increasing sequence,
{
τk(ν)
}
k∈N
is in turn a decreasing sequence. Hence
τ(ν)
△
= lim
k→∞
↓ τk(ν) (3.11)
defines a stopping time in Sν,T . The family of stopping times {τ(ν)}ν∈S0,T will play a crucial role in this section.
The next lemma is concerned with the pasting of two probability measures.
Lemma 3.4. Given ν ∈ S0,T , let Q˜ ∈ Qkν for some k ∈ N. For any Q ∈ Qν and γ ∈ Sν,T , the predictable process
θQ
′
t
△
= 1{t≤γ}θ
Q
t + 1{t>γ}θ
eQ
t , t ∈ [0, T ] (3.12)
induces a probability measure Q′ ∈ Qν by dQ′
△
= E
(
θQ
′
•B
)
T
dP . If Q belongs to Qkν , so does Q
′. Moreover, for
any σ ∈ Sγ,T , we have
RQ
′,0
σ = R
Q′(σ) = R
eQ(σ) = R
eQ,0
σ , P−a.s. (3.13)
Remark 3.3. The probability measure Q′ in Lemma 3.4 is called the pasting of Q and Q˜; see e.g. Section 6.7 of
Fo¨llmer and Schied [2004]. In general, Qν is not closed under such “pasting”.
The proofs of the following results use schemes similar to the ones in Karatzas and Zamfirescu [2008]. The
main technical difficulty in our case is mentioned in Remark 3.3. Moreover, in order to use the results of
Karatzas and Zamfirescu [2008] directly, we would have to assume that f and the θQ ’s are all bounded. We
overcome these difficulties by using approximation arguments that rely on truncation and localization techniques.
First, we shall show that at any ν ∈ S0,T we have V (ν) = V (ν) , P−a.s.
Theorem 3.1. Existence of Value: For any ν ∈ S0,T , we have
V (ν) = ess inf
Q∈Qν
EQ
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = V (ν) ≥ Yν , P−a.s. (3.14)
Therefore, the stopping time τ(ν) of (3.11) is optimal for the robust optimal stopping problem (3.1) (i.e., attains
the essential infimum there).
We shall denote the common value in (3.14) by V (ν)
(
= V (ν) = V (ν)
)
.
Proposition 3.2. For any ν ∈ S0,T , we have V (τ(ν)) = Yτ(ν) , P−a.s.
Note that τ(ν) may not be the first time after ν when the value process coincides with the reward process.
Actually, since the value process {V (t)}t∈[0,T ] is not necessarily right-continuous, the random time inf{t ∈ [ν, T ] :
V (t) = Yt} may not even be a stopping time. We address this issue in the next three results.
Proposition 3.3. Given ν ∈ S0,T , Q ∈ Qν , and γ ∈ Sν,τ(ν), we have
EQ
[
V (γ) +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] ≥ V (ν), P−a.s. (3.15)
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Lemma 3.5. For any ν, γ, σ ∈ S0,T , we have the P−a.s. equalities
1{ν=γ} ess inf
Q∈Qν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣Fν] = 1{ν=γ} ess inf
Q∈Qγ
EQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θQs
)
ds
∣∣∣Fγ] (3.16)
and
1{ν=γ}V (ν) = 1{ν=γ}V (γ). (3.17)
Next, we show that for any given ν ∈ S0,T , the process
{
1{t≥ν}V
(
τ(ν) ∧ t
)}
t∈[0,T ]
admits an RCLL modification
V 0,ν . As a consequence, the first time after ν when the process V 0,ν coincides with the process Y , is an optimal
stopping time for the robust optimal stopping problem (3.1).
Theorem 3.2. Regularity of the Value: Let us fix a stopping time ν ∈ S0,T .
(1) The process
{
1{t≥ν}V
(
τ(ν) ∧ t
)}
t∈[0,T ]
admits an RCLL modification V 0,ν such that, for any γ ∈ S0,T :
V 0,νγ = 1{γ≥ν}V
(
τ(ν) ∧ γ
)
, P−a.s. (3.18)
(2) Consequently,
τV(ν)
△
= inf
{
t ∈ [ν, T ] : V 0,νt = Yt
}
(3.19)
is a stopping time which, in fact, attains the essential infimum in (3.1).
We should point out that, in order to determine the optimal stopping time in (1.1), knowledge of the function
f in the representation (2.1) is not necessary. Indeed, let the ρ−Snell envelope be the RCLL modification of
ess sup
γ∈Sν,T
(−ρν,γ (Yγ)), ν ∈ S0,T . From our results above, the first time after ν that the ρ-Snell envelope touches the
reward process Y is an optimal stopping time; this is consistent with the classical theory of optimal stopping.
4 The Saddle Point Problem
In this section we will contruct a saddle point of the stochastic game in (1.2). As in the previous section, we shall
assume here that f : [0, T ]×Ω×Rd → [0,∞] is a P ⊗B(Rd)/B([0,∞])−measurable function which satisfies (f 3).
For any given Q ∈ Q0 and ν ∈ S0,T , let us denote
Y Qν
△
= Yν +
∫ ν
0
f(s, θQs )ds and V
Q(ν)
△
= V (ν) +
∫ ν
0
f(s, θQs )ds .
Definition 4.1. A pair (Q∗, σ∗) ∈ Q0 × S0,T is called a saddle point, if for every Q ∈ Q0 and ν ∈ S0,T we have
EQ∗
(
Y Q
∗
ν
)
≤ EQ∗
(
Y Q
∗
σ∗
)
≤ EQ
(
Y Qσ∗
)
. (4.1)
Theorem 4.1. Necessary Conditions for a Saddle Point: A pair (Q∗, σ∗) ∈ Q0 × S0,T is a saddle point, if
the following conditions are satisfied:
(i) Yσ∗ = R
Q∗(σ∗), P−a.s.;
(ii) for any Q ∈ Q0 , we have V (0) ≤ EQ
[
V Q(σ∗)
]
;
(iii) for any ν ∈ S0,σ∗ , we have V
Q∗(ν) = EQ∗
[
V Q
∗
(σ∗)
∣∣Fν] , P−a.s.
To construct a saddle point, we need the following two notions.
Definition 4.2. We call Z ∈ Ĥ2
F
([0, T ];Rd) a BMO (short for Bounded Mean Oscillation) process if
‖Z‖BMO
△
= sup
τ∈M0,T
∥∥∥∥∥E[
∫ T
τ
|Zs|
2ds
∣∣∣Fτ]1/2
∥∥∥∥∥
∞
<∞.
When Z is a BMO process, Z •B is a BMO martingale; see e.g. Kazamaki [1994].
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Definition 4.3. BSDE with Reflection: Let h : [0, T ] × Ω × R × Rd → R be a P̂ × B(R) × B(Rd)/B(R)-
measurable function. Given S ∈ C0
F
[0, T ] and ξ ∈ L0(FT ) with ξ ≥ ST , P−a.s., a triple (Γ,Z,K) ∈ C0F[0, T ] ×
Ĥ2
F
([0, T ];Rd)×KF[0, T ] is called a solution to the reflected backward stochastic differential equation with terminal
condition ξ, generator h, and obstacle S
(
RBSDE (ξ, h, S) for short
)
, if P−a.s., we have the comparison
St ≤ Γt = ξ +
∫ T
t
h(s,Γs,Zs) ds+KT −Kt −
∫ T
t
ZsdBs , t ∈ [0, T ] ,
and the so-called flat-off condition ∫ T
0
1{Γs>Ss}dKs = 0, P−a.s.
In the rest of this section we shall assume that the reward process Y ∈ L∞
F
[0, T ] is continuous and that the
function f : [0, T ]× Ω× Rd → [0,∞] satisfies the following additional conditions:
(H1) For every (t, ω) ∈ [0, T ]× Ω , the mapping z 7→ f(t, ω, z) is continuous.
(H2) It holds dt⊗ dP−a.e. that
f(t, ω, z) ≥ ε
∣∣z −Υt(ω)∣∣2 − ℓ , ∀ z ∈ Rd .
Here ε > 0 is a real contant, Υ is an Rd−valued process with ‖Υ‖∞
△
= ess sup
(t,ω)∈[0,T ]×Ω
|Υt(ω)| <∞, and ℓ ≥ ε‖Υ‖2∞.
(H3) For any (t, ω, u) ∈ [0, T ]× Ω× Rd, the mapping z 7→ f(t, ω, z) + 〈u, z〉 attains its infimum over Rd at some
z∗ = z∗(t, ω, u) ∈ Rd, namely,
f˜(t, ω, u)
△
= inf
z∈Rd
(
f(t, ω, z) + 〈u, z〉
)
= f(t, ω, z∗(t, ω, u)) + 〈u, z∗(t, ω, u)〉. (4.2)
Without loss of generality, we can assume that the mapping z∗ : [0, T ] × Ω × Rd → Rd is P ⊗ B(Rd)/B(Rd)-
measurable thanks to the Measurable Selection Theorem (see e.g. Lemma 1 of Benesˇ [1970] or Lemma 16.34 of
Elliott [1982]
)
. We further assume that there exist a non-negative BMO process ψ and a M > 0 such that for
dt⊗ dP−a.e. (t, ω) ∈ [0, T ]× Ω
|z∗(t, ω, u)| ≤ ψt(ω) +M |u|, ∀u ∈ R
d.
Example 4.1. Let λ ≥ 0 and let Λ,Υ ∈ H∞
F
([0, T ];Rd) with Λt(ω) ≥ ε > 0, dt⊗ dP−a.e. Define
f(t, ω, z)
△
= Λt(ω)
(∣∣z −Υt(ω)∣∣2+λ − ∣∣Υt(ω)∣∣2+λ) , ∀ (t, ω, z) ∈ [0, T ]× Ω× Rd.
Clearly, f+ = f ∨ 0 is a P ⊗B(Rd)/B([0,∞])-measurable function that satisfies (f 3) and (H1). It turns out that
f+ satisfies (H2), since dt⊗ dP−a.e. we have that
f+(t, ω, z) ≥ f(t, ω, z) ≥ Λt(ω)
(∣∣z −Υt(ω)∣∣2 − 1)− Λt(ω)∣∣Υt(ω)∣∣2+λ
≥ ε
∣∣z −Υt(ω)∣∣2 − ‖Λ‖∞ (1 + ‖Υ‖2+λ∞ ) , ∀ z ∈ Rd .
For any (t, ω, u) ∈ [0, T ]× Ω× Rd the gradient
∇z
(
f(t, ω, z) + 〈u, z〉
)
= (2 + λ)Λt(ω)
∣∣z −Υt(ω)∣∣λ(z −Υt(ω))+ u, ∀ z ∈ Rd,
is null only at zˆ(t, ω, u) = −
[
(2+λ)Λt(ω)
]− 11+λ |u|− λ1+λu+Υt(ω), where the mapping z → f(t, ω, z)+ 〈u, z〉 attains
its infimum over Rd. When |u| ≥ rt(ω)
△
= (2+λ)Λt(ω)|Υt(ω)|1+λ, zˆ(t, ω, u) ∈ A
△
= {z ∈ Rd : |z−Υt(ω)| ≥ |Υt(ω)|}.
It follows that
inf
z∈Rd
(
f+(t, ω, z) + 〈u, z〉
)
≤ f+(t, ω, zˆ(t, ω, u)) + 〈u, zˆ(t, ω, u)〉 = f(t, ω, zˆ(t, ω, u)) + 〈u, zˆ(t, ω, u)〉
= inf
z∈Rd
(f(t, ω, z) + 〈u, z〉) ≤ inf
z∈Rd
(
f+(t, ω, z) + 〈u, z〉
)
. (4.3)
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On the other hand, when |u| < rt(ω) or equivalently zˆ(t, ω, u) /∈ A, the gradient ∇z
(
f(t, ω, z) + 〈u, z〉
)
6= 0 for any
z ∈ A, which implies that the mapping z → f(t, ω, z)+ 〈u, z〉 can not attain its infimum over A at an interior point
of it. Thus
inf
z∈A
(f(t, ω, z) + 〈u, z〉) = inf
z∈∂A
(f(t, ω, z) + 〈u, z〉) = inf
z∈∂A
〈u, z〉.
Then it follows that
inf
z∈Rd
(
f+(t, ω, z) + 〈u, z〉
)
= inf
z∈Ac
〈u, z〉 ∧ inf
z∈A
(f(t, ω, z) + 〈u, z〉) = inf
z∈Ac
〈u, z〉.
The latter infimum is attained uniquely at some z˜(t, ω, u) ∈ Ac, which together with (4.3) implies that
z∗(t, ω, u) = 1{|u|≥rt(ω)}zˆ(t, ω, u) + 1{|u|<rt(ω)}z˜(t, ω, u).
Therefore, f+ satisfies (H3), since for dt⊗ dP−a.e. (t, ω) ∈ [0, T ]× Ω we have
|z∗(t, ω, u)| ≤ |zˆ(t, ω, u)|+ |z˜(t, ω, u)| ≤
(
(2 + λ)ε
)− 11+λ |u| 11+λ + 3‖Υ‖∞
≤
(
(2 + λ)ε
)− 11+λ |u|+ ((2 + λ)ε)− 11+λ + 3‖Υ‖∞, ∀u ∈ Rd .
Remark 4.1. The “entropic” risk measure with risk tolerance coefficient r > 0 , namely
ρ rν,γ(ξ)
△
= r log
{
E
[
e−
1
r
ξ
∣∣Fν]}, ξ ∈ L∞(Fγ),
is a typical example of a dynamic convex risk measures satisfying (A1)-(A4). The corresponding f in (2.1) is
f(z) = r2 |z|
2, z ∈ Rd.
Example 4.2. Let b1, b2 be two real-valued processes such that −̟ ≤ b1t (ω) ≤ 0 ≤ b
2
t (ω) ≤ ̟, dt⊗ dP−a.e. for
some ̟ > 0 Let ϕ : [0, T ]×Ω×R→ R be a P ⊗B(R)/B(R)-measurable function that satisfies the following two
assumptions:
(i) For any (t, ω) ∈ [0, T ]× Ω, ϕ(t, ω, ·) is a bijective locally-integrable function or a continuous surjective locally-
integrable function on R.
(ii) For some ε1, ε2 > 0, it holds dt⊗ dP−a.e. that
ϕ(t, ω, x)
{
≥
(
2 ε1x+ b
1
t (ω)
)
∨ 0, if x > 0,
≤
(
2 ε2x+ b
2
t (ω)
)
∧ 0, if x < 0.
Then f(t, ω, z)
△
=
∫ z
0
ϕ(t, ω, x)dx, z ∈ R defines a P ⊗ B(R)/B([0,∞])-measurable non-negative function that
satisfies (f 3) and (H1). Let ε = ε1 ∧ ε2. For dt⊗ dP−a.e. (t, ω) ∈ [0, T ]× Ω, if z > 0, then
f(t, ω, z) ≥
∫ z
0
(
2 ε1x+ b
1
t (ω)
)
dx = ε1z
2 + b1t (ω)z ≥ εz
2 −̟z = ε
(
z −
̟
2ε
)2
−
̟2
4ε
;
on the other hand, if z < 0, then
f(t, ω, z) = −
∫ 0
z
ϕ(t, ω, x)dx ≥ −
∫ 0
z
(
2ε2x+ b
2
t (ω)
)
dx = ε2z
2 + b2t (ω)z ≥ εz
2 +̟z
=
1
2
ε
(
z −
̟
2ε
)2
+
1
2
ε
(
z +
3̟
2ε
)2
−
5̟2
4ε
.
Thus it holds dt⊗ dP−a.e. that f(t, ω, z) ≥ 12ε
(
z − ̟2ε
)2
− 5̟
2
4ε , i.e., (H2) is satisfied.
For any (t, ω, u) ∈ [0, T ] × Ω × R, since ddz
(
f(t, ω, z) + uz
)
= ϕ(t, ω, z) + u, the mapping z 7→ f(t, ω, z) + uz
attains its infimum over R at each z ∈ {z ∈ R : ϕ(t, ω, z) = x}. Thus ϕ−1− (t, ω, x) ≤ z
∗(t, ω, u) ≤ ϕ−1+ (t, ω, x),
where
ϕ−1− (t, ω, x)
△
= inf{z ∈ R : ϕ(t, ω, z) = x} and ϕ−1+ (t, ω, x)
△
= sup{z ∈ R : ϕ(t, ω, z) = x}.
Optimal Stopping for Dynamic Convex Risk Measures 10
It is clear that ϕ
(
t, ω, ϕ−1− (t, ω, x)
)
= x and ϕ
(
t, ω, ϕ−1+ (t, ω, x)
)
= x. For dt⊗ dP−a.e. (t, ω) ∈ [0, T ] × Ω and
u ∈ R, if ϕ−1− (t, ω, x) > 0, then
−u = ϕ
(
t, ω, ϕ−1(t, ω,−u)
)
≥ 2 ε1ϕ
−1
− (t, ω, x) + b
1
t (ω),
which implies that 0 < ϕ−1− (t, ω, x) ≤
1
2ε
(
|u| + ̟
)
. On the other hand, if ϕ−1− (t, ω, x) < 0, one can deduce that
− 12ε
(
|u| + ̟
)
≤ ϕ−1− (t, ω, x) < 0 by a similar argument. Hence
∣∣ϕ−1− (t, ω, x)∣∣ ≤ 12ε(|u| + ̟). Similarly, this
inequality also holds for ϕ−1+ (t, ω, x), thus for z
∗(t, ω, u). As a result, (H3) is also satisfied. 
One can easily deduce from (H2) and (f 3) that dt⊗ dP−a.e.
−
1 + ε
4ε
|u|2 − ‖Υ‖2∞ − ℓ ≤ f˜(t, ω, u) ≤ 0, ∀u ∈ R
d,
which shows that f˜ has quadratic growth in u. Thanks to Theorems 1 and 3 of Kobylanski et al. [2002], the RBSDE
(YT , f˜ , Y ) admits a solution (Γ˜, Z˜, K˜) ∈ C
∞
F
[0, T ]×H2
F
([0, T ];Rd)×KF[0, T ].
In fact, Z˜ is a BMO process. To see this, we set κ
△
= 1+ε4ε ∨
(
‖Υ‖2+ ℓ
)
. For any ν ∈ S0,T , applying Itoˆ’s formula
to e−4κ
eΓt we get
e−4κ
eΓν + 8κ2
∫ T
ν
e−4κ
eΓs |Z˜s|
2ds = e−4κYT − 4κ
∫ T
ν
e−4κ
eΓs f˜(s, Z˜s)ds− 4κ
∫ T
ν
e−4κ
eΓsdK˜s + 4κ
∫ T
ν
e−4κ
eΓsZ˜sdBs
≤ e−4κYT + 4κ2
∫ T
ν
e−4κ
eΓs
(
1 + |Z˜s|
2
)
ds+ 4κ
∫ T
ν
e−4κ
eΓsZ˜sdBs.
Taking conditional expectations in the above expression, we obtain
e−4κ‖
eΓ‖∞E
[ ∫ T
ν
|Z˜s|
2ds
∣∣∣Fν] ≤ E[ ∫ T
ν
e−4κ
eΓs |Z˜s|
2ds
∣∣∣Fν] ≤ 1
4κ2
E
[
e−4κYT
∣∣Fν]+ e4κ‖eΓ‖∞T .
which implies that ‖Z˜‖BMO ≤ e4κ‖
eΓ‖∞
(
1
4κ2 + T
)1/2
.
Since the mapping z∗ : [0, T ]× Ω× Rd → Rd is P ⊗B(Rd)/B(Rd)-measurable (see (H3)),
θ∗t (ω)
△
= z∗(t, ω, Z˜t(ω)), (t, ω) ∈ [0, T ]× Ω (4.4)
is a predictable process. It follows from (H3) that for any ν ∈ [0, T ]
E
[ ∫ T
ν
|θ∗s |
2ds
∣∣∣Fν] ≤ 2E[ ∫ T
ν
ψ2sds
∣∣∣Fν]+ 2M2E[ ∫ T
ν
|Z˜s|
2ds
∣∣∣Fν], P−a.s.,
which implies that θ∗ is a BMO process.
Fix ν ∈ S0,T . Since θ
∗,ν
t
△
= 1{t>ν}θ
∗
t , t ∈ [0, T ] is also a BMO process, we know from Theorem 2.3 of
Kazamaki [1994] that the stochastic exponential
{
E (θ∗,ν •B)t
}
t∈[0,T ]
is a uniformly integrable martingale. There-
fore, dQ∗,ν
△
= E (θ∗,ν •B)T dP defines a probability measure Q
∗,ν ∈ Pν . As
f˜(s, Z˜s) = f
(
s, z∗(s, Z˜s)
)
+ 〈Z˜s, z
∗(s, Z˜s)〉 = f(s, θ
∗
s ) + 〈Z˜s, θ
∗
s 〉, dt⊗ dP−a.e.
by (4.2) and (4.4) and the Girsanov Theorem, we can deduce
Γ˜ν∨t = YT +
∫ T
ν∨t
[
f(s, θ∗,νs ) + 〈Z˜s, θ
∗,ν
s 〉
]
ds+ K˜T − K˜ν∨t −
∫ T
ν∨t
Z˜sdBs
= YT +
∫ T
ν∨t
f(s, θ∗,νs )ds+ K˜T − K˜ν∨t −
∫ T
ν∨t
Z˜sdB
Q∗,ν
s , t ∈ [0, T ], (4.5)
where BQ
∗,ν
is a Brownian Motion under Q∗,ν . Letting t = 0 and taking the expectation EQ∗,ν yield that
EQ∗,ν
∫ T
ν
f
(
s, θ∗,νs
)
ds ≤ EQ∗,ν
(
Γ˜ν − YT
)
≤ 2‖Γ˜‖∞ ,
thus Q∗,ν ∈ Qν . The lemma below shows that Γ˜ is indistinguishable from RQ
∗,ν ,0 on the stochastic interval [[ν, T ]].
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Lemma 4.1. Given ν ∈ S0,T , it holds P−a.s. that
Γ˜t = R
Q∗,ν ,0
t , ∀ t ∈ [ν, T ]. (4.6)
Let k ∈ N and Q ∈ Qkν . It is easy to see that the function hQ(s, ω, z)
△
= f(s, ω, θQs (ω)) + 〈z, θ
Q
s (ω)〉 is Lipschitz
continuous in z: to wit, for dt⊗ dP−a.e.(t, ω) ∈ [0, T ]× Ω∣∣hQ(s, ω, z)− hQ(s, ω, z′)∣∣ = ∣∣〈z − z′, θQs 〉∣∣ ≤ ∣∣θQs ∣∣ · |z − z′| ≤ k|z − z′|, ∀ z, z′ ∈ Rd.
Moreover, we have
E
∫ T
0
|hQ(s, 0)|
2ds = E
∫ T
0
|f(s, θQs )|
2ds = E
∫ T
ν
|f(s, θQs )|
2ds ≤ k2T.
Theorem 5.2 of El Karoui et al. [1997] assures now that there exists a unique solution (ΓQ,ZQ,KQ) ∈ C2
F
[0, T ]×
H2
F
([0, T ];Rd)×KF[0, T ] to the RBSDE(YT , hQ, Y ). Fix t ∈ [0, T ]. For any γ ∈ St,T , Girsanov Theorem implies
ΓQt = YT +
∫ T
t
hQ(s,Z
Q
s ) ds+K
Q
T −K
Q
t −
∫ T
t
ZQs dBs
= ΓQγ +
∫ γ
t
f(s, θQs )ds+K
Q
γ −K
Q
t −
∫ γ
t
ZQs dB
Q
s , P−a.s.,
where BQ is a Brownian Motion under Q. By analogy with Lemma 4.1, it holds P−a.s. that
ΓQt = R
Q,0
t , ∀ t ∈ [0, T ]. (4.7)
In particular, we see that RQ,0 is, in fact, a continuous process.
Next, we recall a comparison theorem of RBSDEs; see Theorem 4.1 of El Karoui et al. [1997]. (We restate it in
a more general form.)
Proposition 4.1. Let (Γ,Z,K) (resp. (Γ′,Z ′,K ′)) be a solution of RBSDE (ξ, h, S) (resp. RBSDE (ξ′, h′, S′)) in
the sense of Definition 4.3. Additionally, assume that
(i) either h or h′ is Lipschitz in (y, z);
(ii) it holds P−a.s. that ξ ≤ ξ′ and St ≤ S′t for any t ∈ [0, T ];
(iii) it holds dt⊗ dP−a.e. that h(t, ω, y, z) ≤ h′(t, ω, y, z) for any (y, z) ∈ R× Rd.
Then it holds P−a.s. that Γt ≤ Γ
′
t for any t ∈ [0, T ].
Since it holds dt⊗ dP−a.e. that
f˜(t, ω, u)
△
= inf
z∈Rd
(
f(t, ω, z) + 〈u, z〉
)
≤ f(s, ω, θQs (ω)) + 〈u, θ
Q
s (ω)〉 = hQ(s, ω, u), ∀u ∈ R
d.
we see from Proposition 4.1 and (4.7) that we have P−a.s.
Γ˜t ≤ Γ
Q
t = R
Q,0
t , ∀ t ∈ [0, T ]. (4.8)
Letting t = ν, taking the essential infimum of right-hand-side over Q ∈ Qkν , and then letting k →∞, we can deduce
from Lemma 4.1, (3.8), and (3.3) that
RQ
∗,ν ,0
ν = Γ˜ν ≤ lim
k→∞
↓ ess inf
Q∈Qkν
RQ,0ν = lim
k→∞
↓ ess inf
Q∈Qkν
RQ(ν) = V (ν) = V (ν) ≤ RQ
∗,ν
(ν) = RQ
∗,ν ,0
ν , P−a.s.
which implies that V (ν) = Γ˜ν , P−a.s. Applying Lemma 4.1 and (3.3) once again yields that
V (ν) = Γ˜ν = R
Q∗,0
ν = R
Q∗(ν), P−a.s. (4.9)
where Q∗
△
= Q∗,0 ∈ Q0. It is clear that dQ∗ = dQ∗,0 = E
(
θ∗,0 •B
)
T
dP = E (θ∗ •B)T dP .
We are now ready to state the main result of this section.
Theorem 4.2. Existence of a Saddle Point: The pair (Q∗, τQ
∗
(0)) is a saddle point as in (4.1).
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5 Proofs
5.1 Proof of the Results in Sections 2 and 3
Proof of Proposition 2.1: Bion-Nadal [2009, Proposition 1] shows that
ρν,γ(ξ) = ess sup
Q∈Qν,γ
(
EQ
[
−ξ
∣∣Fν]− αν,γ(Q)), P−a.s. (5.1)
Here we have set Qν,γ
△
=
{
Q ∈ Pν : EQ
[
αν,γ(Q)
]
<∞
}
, and the quantity
αν,γ(Q)
△
= ess sup
η∈L∞(Fγ)
(
EQ[−η|Fν]− ρν,γ(η)
)
is known as the “minimal penalty” of ρν,γ . (The representation (5.1) was shown for Q << P rather than
Q ∼ P in Bion-Nadal [2009]. However, our assumption (A4) assures that (5.1) also holds. For a proof, see
Fo¨llmer and Penner [2006, Lemma 3.5] and Klo¨ppel and Schweizer [2007, Theorem 3.1]. )
Thanks to Delbaen et al. [2009, Theorem 5(i) and the proof of Proposition 9(v)], there exists a nonnegative
function f : [0, T ]× Ω× Rd → [0,∞] satisfying (f 1)-(f 3), such that for each Q ∈ Qν,γ we have
αν,γ(Q) = EQ
(∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν), P−a.s.
Hence we can rewrite Qν,γ =
{
Q ∈ Pν : EQ
∫ γ
ν f
(
s, θQs
)
ds <∞
}
, and (5.1) becomes
ρν,γ(ξ) = ess sup
Q∈Qν,γ
EQ
[
−ξ −
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] , P−a.s. (5.2)
Since Qν ≡ Qν,T ⊂ Qν,γ , it follows readily that
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν] ≥ ess inf
Q∈Qν,γ
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν], P−a.s. (5.3)
On the other hand, for any given Q ∈ Qν,γ , the predictable process θ
eQ
t
△
= 1{t≤γ}θ
Q
t , t ∈ [0, T ] induces a probability
measure Q˜ ∈ Pν via dQ˜
△
= E
(
θ
eQ •B
)
T
dP . Since f
(
t, θ
eQ
t
)
= 1{t≤γ}f
(
t, θQt
)
, dt⊗ dP−a.e. from (f 3), it follows
E eQ
∫ T
ν
f
(
s, θ
eQ
s
)
ds = E eQ
∫ γ
ν
f
(
s, θQs
)
ds = EQ
∫ γ
ν
f
(
s, θQs
)
ds < ∞ ,
thus Q˜ ∈ Qν . Then we can deduce
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ E eQ [Yγ+ ∫ γ
ν
f
(
s, θ
eQ
s
)
ds
∣∣∣∣Fν] = E eQ [Yγ+ ∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
= EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s.
Taking the essential infimum of the right-hand-side over Q ∈ Qν,γ yields
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ ess infQ∈Qν,γ EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s.;
this, together with (5.3) and (5.2), proves (2.1). 
Proof of Lemma 3.1: (1) Since
{
Qkν
}
k∈N
is an increasing sequence of sets contained in Qν , it follows that
ess inf
Q∈Qν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ limk→∞↓ ess infQ∈Qkν EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s. (5.4)
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Now let us fix a probability measure Q ∈ Qν , and define the stopping times
δQm
△
= inf
{
t ∈ [ν, T ] :
∫ t
ν
[
f
(
s, θQs
)
+
∣∣θQs ∣∣2]ds > m} ∧ T, m ∈ N.
It is easy to see that lim
m→∞
↑ δQm = T , P−a.s. For any (m, k) ∈ N
2, the predictable process θQ
m,k
t
△
= 1{t≤δQm}1AQν,k
θQt ,
t ∈ [0, T ] induces a probability measure Qm,k ∈ Qkν by
dQm,k
△
= E
(
θQ
m,k
•B
)
T
· dP (5.5)
(recall the notation of (3.5)). It follows from (f 3) that
f
(
t, θQ
m,k
t
)
= 1{t≤δQm}1AQν,k
f
(
t, θQt
)
, dt⊗ dP−a.e. (5.6)
Then we can deduce from Bayes’ Rule (see, e.g., Karatzas and Shreve [1991, Lemma 3.5.3]) that
ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ EQm,k [Yγ+ ∫ γ
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν]
= E
[
ZQ
m,k
ν,T
(
Yγ +
∫ γ∧δQm
ν
1AQ
ν,k
f
(
s, θQs
)
ds
)∣∣∣∣∣Fν
]
≤ E
[
ZQ
m,k
ν,T
(
Yγ +
∫ γ∧δQm
ν
f
(
s, θQs
)
ds
)∣∣∣∣∣Fν
]
= E
[(
ZQ
m,k
ν,T − Z
Q
ν,δQm
)(
Yγ +
∫ γ∧δQm
ν
f
(
s, θQs
)
ds
) ∣∣∣∣∣Fν
]
+ E
[(
ZQ
ν,δQm
− ZQν,T
)
· Yγ
∣∣∣Fν]
+E
[
ZQν,TYγ
∣∣∣Fν]+ E [ZQν,δQm
∫ γ∧δQm
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
≤
(
‖Y ‖∞ +m
)
· E
[∣∣∣ZQm,kν,T − ZQν,δQm ∣∣∣
∣∣∣∣Fν]+ ‖Y ‖∞ ·E [∣∣∣ZQν,δQm − ZQν,T ∣∣∣ ∣∣∣Fν]+ EQ [Yγ∣∣∣Fν]
+EQ
[∫ γ∧δQm
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
≤
(
‖Y ‖∞ +m
)
· E
[∣∣∣ZQm,kν,T − ZQν,δQm ∣∣∣
∣∣∣∣Fν]+ ‖Y ‖∞ ·E [∣∣∣ZQν,δQm − ZQν,T ∣∣∣ ∣∣∣Fν]
+EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s. (5.7)
From the equation (3.6) and the Dominated Convergence Theorem, we observe
lim
k→∞
E
(∫ δQm
ν
(
1AQ
ν,k
− 1
)
θQs dBs
)2
= lim
k→∞
E
∫ δQm
ν
(
1− 1AQ
ν,k
)∣∣θQs ∣∣2ds = 0 , P−a.s.
Thus we can find a subsequence of
{
AQν,k
}
k∈N
(
we still denote it by
{
AQν,k
}
k∈N
)
such that
lim
k→∞
∫ δQm
ν
1AQ
ν,k
θQs dBs =
∫ δQm
ν
θQs dBs and lim
k→∞
∫ δQm
ν
1AQ
ν,k
∣∣θQs ∣∣2ds = ∫ δQm
ν
∣∣θQs ∣∣2ds, P−a.s.
and consequently, P−a.s. :
lim
k→∞
ZQ
m,k
ν,T = lim
k→∞
exp
{∫ δQm
ν
1AQ
ν,k
(
θQs dBs −
1
2
∣∣θQs ∣∣2ds)
}
= exp
{∫ δQm
ν
(
θQs dBs −
1
2
∣∣θQs ∣∣2ds)
}
= ZQ
ν,δQm
.
Since E
(
ZQ
m,k
ν,T
∣∣Fν) = E(ZQν,δQm∣∣Fν) = 1, P−a.s. for any k ∈ N, it follows from Scheffe´’s Lemma (see e.g. Williams
[1991, Section 5.10]) that
lim
k→∞
E
[∣∣∣ZQm,kν,T − ZQν,δQm∣∣∣
∣∣∣∣Fν] = 0, P−a.s. (5.8)
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Hence, letting k →∞ in (5.7), we obtain
lim
k→∞
↓ ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
≤ EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]+ ‖Y ‖∞ ·E [∣∣ZQν,δQm − ZQν,T ∣∣∣∣∣Fν] , P−a.s. (5.9)
It is easy to see that lim
m→∞
↑ δQm = T , P−a.s. The right-continuity of the process Z
Q then implies that lim
m→∞
ZQ
ν,δQm
=
ZQν,T , P−a.s. Since E
[
ZQ
ν,δQm
∣∣∣Fν] = E [ZQν,T ∣∣∣Fν] = 1 , P−a.s. for any m ∈ N, using Scheffe´’s Lemma once again
we obtain
lim
m→∞
E
[∣∣∣ZQ
ν,δQm
− ZQν,T
∣∣∣ ∣∣∣Fν] = 0, P−a.s. (5.10)
Therefore, letting m→∞ in (5.9) we obtain
lim
k→∞
↓ ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ EQ [Yγ + ∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s.
Taking the essential infimum of right-hand-side over Q ∈ Qν gives
lim
k→∞
↓ ess inf
Q∈Qkν
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ ess infQ∈Qν EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s.
which, together with (5.4), proves (3.7).
(2) By analogy with (5.4), we have
ess inf
Q∈Qν
RQ(ν) ≤ lim
k→∞
↓ ess inf
Q∈Qkν
RQ(ν), P−a.s. (5.11)
Taking the essential supremum in (5.7) over γ ∈ Sν,T we get
ess inf
Q∈Qkν
RQ(ν) ≤ RQ
m,k
(ν) ≤ RQ(ν) +
(
‖Y ‖∞ +m
)
·E
[∣∣∣ZQm,kν,T − ZQν,δQm ∣∣∣
∣∣∣∣Fν]
+‖Y ‖∞ · E
[∣∣ZQ
ν,δQm
− ZQν,T
∣∣∣∣∣Fν] , P−a.s. (5.12)
In light of (5.8) and (5.10), letting k →∞ and subsequently letting m→∞ in (5.12), we obtain
lim
k→∞
↓ ess inf
Q∈Qkν
RQ(ν) ≤ RQ(ν), P−a.s.
Taking the essential infimum of right-hand-side over Q ∈ Qν yields lim
k→∞
↓ ess inf
Q∈Qkν
RQ(ν) ≤ ess inf
Q∈Qν
RQ(ν) , P−a.s.
which, together with (5.11), proves (3.8). 
Proof of Lemma 3.2: (1) We first show that the family
{
EQ
[
Yγ+
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣Fν]}
Q∈Qkν
is directed down-
wards, i.e., for any Q1, Q2 ∈ Qkν , there exists a Q3 ∈ Q
k
ν such that
EQ3
[
Yγ+
∫ γ
ν
f
(
s, θQ3s
)
ds
∣∣∣Fν] ≤ EQ1[Yγ+ ∫ γ
ν
f
(
s, θQ1s
)
ds
∣∣∣Fν] ∧ EQ2[Yγ+ ∫ γ
ν
f
(
s, θQ2s
)
ds
∣∣∣Fν] P−a.s. (5.13)
To see this, we let Q1, Q2 ∈ Qkν and let A ∈ Fν . It is clear that
θQ3t
△
= 1{t>ν}
(
1A θ
Q1
t + 1Ac θ
Q2
t
)
, t ∈ [0, T ] (5.14)
forms a predictable process, thus we can define a probability measure Q3 ∈ Me via dQ3
△
= E
(
θQ3 •B
)
T
dP . It
follows from (f 3) that
f
(
t, θQ3t
)
= 1{t>ν}
(
1Af
(
t, θQ1t
)
+ 1Acf
(
t, θQ2t
))
, dt⊗ dP−a.e., (5.15)
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which together with (5.14) implies that θQ3 = 0 dt⊗ dP−a.e. on [[0, ν]] and
∣∣θQ3t (ω)|∨f(t, ω, θQ3t (ω)) = 1A(ω)∣∣θQ1t (ω)|∨
f
(
t, ω, θQ1t (ω)
)
+ 1Ac(ω)
∣∣θQ2t (ω)| ∨ f(t, ω, θQ2t (ω)) ≤ k, dt⊗ dP−a.e. on ]]ν, T ]]. Hence Q3 ∈ Qkν . For any γ ∈ Sν,T ,
we have
ZQ3ν,γ = exp
{∫ γ
ν
(
1Aθ
Q1
s + 1Acθ
Q2
s
)
dBs −
1
2
∫ γ
ν
(
1A|θ
Q1
s |
2 + 1Ac |θ
Q2
s |
2
)
ds
}
= exp
{
1A
(∫ γ
ν
θQ1s dBs −
1
2
∫ γ
ν
∣∣θQ1s ∣∣2ds)+ 1Ac(∫ γ
ν
θQ2s dBs −
1
2
∫ γ
ν
∣∣θQ2s ∣∣2ds)}
= 1A exp
{∫ γ
ν
θQ1s dBs −
1
2
∫ γ
ν
∣∣θQ1s ∣∣2ds}+ 1Ac exp{∫ γ
ν
θQ2s dBs −
1
2
∫ γ
ν
∣∣θQ2s ∣∣2ds} (5.16)
= 1AZ
Q1
ν,γ + 1AcZ
Q2
ν,γ , P−a.s.
Then Bayes’ Rule implies that
EQ3
[
Yγ+
∫ γ
ν
f
(
s, θQ3s
)
ds
∣∣∣Fν] = E [ZQ3ν,T (Yγ+ ∫ γ
ν
f
(
s, θQ3s
)
ds
) ∣∣∣Fν]
= E
[
1AZ
Q1
ν,T
(
Yγ+
∫ γ
ν
f
(
s, θQ1s
)
ds
)
+ 1AcZ
Q2
ν,T
(
Yγ+
∫ γ
ν
f
(
s, θQ2s
)
ds
) ∣∣∣Fν]
= 1AEQ1
[
Yγ+
∫ γ
ν
f
(
s, θQ1s
)
ds
∣∣∣Fν]+ 1AcEQ2[Yγ+ ∫ γ
ν
f
(
s, θQ2s
)
ds
∣∣∣Fν] , P−a.s. (5.17)
Letting A =
{
EQ1
[
Yγ+
∫ γ
ν
f
(
s, θQ1s
)
ds
∣∣∣Fν] ≤ EQ2 [Yγ+ ∫ γν f(s, θQ2s )ds∣∣∣Fν]} ∈ Fν above, one obtains that
EQ3
[
Yγ+
∫ γ
ν
f
(
s, θQ3s
)
ds
∣∣∣Fν] = EQ1[Yγ+ ∫ γ
ν
f
(
s, θQ1s
)
ds
∣∣∣Fν] ∧ EQ2[Yγ+ ∫ γ
ν
f
(
s, θQ2s
)
ds
∣∣∣Fν] P−a.s.
proving (5.13). Appealing to the basic properties of the essential infimum (e.g., Neveu [1975, Proposition VI-1-1]),
we can find a sequence
{
Qγ,kn
}
n∈N
in Qkν such that (3.9) holds.
(2) Taking essential suprema over γ ∈ Sν,T on both sides of (5.17), we can deduce from Lemma 2.1 that
RQ3(ν) = ess sup
γ∈Sν,T
EQ3
[
Yγ+
∫ γ
ν
f
(
s, θQ3s
)
ds
∣∣∣Fν]
= 1A ess sup
γ∈Sν,T
EQ1
[
Yγ+
∫ γ
ν
f
(
s, θQ1s
)
ds
∣∣∣Fν]+ 1Ac ess sup
γ∈Sν,T
EQ2
[
Yγ+
∫ γ
ν
f
(
s, θQ2s
)
ds
∣∣∣Fν]
= 1AR
Q1(ν) + 1AcR
Q2(ν), P−a.s.
TakingA =
{
RQ1(ν) ≤ RQ2(ν)
}
∈ Fν yields thatRQ3(ν) = RQ1(ν)∧RQ2 (ν), P−a.s., thus the family {RQ(ν)}Q∈Qkν
is directed downwards. Applying Proposition VI-1-1 of Neveu [1975] once again, one can find a sequence {Q
(k)
n }n∈N
in Qkν such that (3.10) holds. 
Proof of Lemma 3.3: Let Q1, Q2 ∈ Q
k
ν . We define the stopping time γ
△
= τQ1 (ν) ∧ τQ2 (ν) ∈ Sν,T and the event
A
△
= {RQ1,0γ ≤ R
Q2,0
γ } ∈ Fγ . It is clear that
θQ3t
△
= 1{t>γ}
(
1Aθ
Q1
t + 1Acθ
Q2
t
)
, t ∈ [0, T ] (5.18)
forms a predictable process, thus we can define a probability measure Q3 ∈ M
e by (dQ3/dP )
△
= E
(
θQ3 •B
)
T
. By
analogy with (5.15), we have
f
(
t, θQ3t
)
= 1{t>γ}
(
1Af
(
t, θQ1t
)
+ 1Acf
(
t, θQ2t
))
, dt⊗ dP−a.e. (5.19)
which together with (5.18) implies that θQ3 = 0, dt⊗ dP−a.e. on [[0, γ]] and
∣∣θQ3t (ω)| ∨ f(t, ω, θQ3t (ω)) ≤ k,
dt⊗ dP−a.e. on ]]γ, T ]]. Hence Q3 ∈ Qkγ ⊂ Q
k
ν , thanks to Remark 3.2. Moreover, by analogy with (5.16), we can
deduce that for any ζ ∈ Sγ,T we have
ZQ3γ,ζ = 1AZ
Q1
γ,ζ + 1AcZ
Q2
γ,ζ , P−a.s. (5.20)
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Now fix t ∈ [0, T ]. For any σ ∈ Sγ∨t,T , (5.20) shows that
ZQ3γ∨t,σ =
ZQ3γ,σ
ZQ3γ,γ∨t
= 1A
ZQ1γ,σ
ZQ1γ,γ∨t
+ 1Ac
ZQ2γ,σ
ZQ2γ,γ∨t
= 1AZ
Q1
γ∨t,σ + 1AcZ
Q2
γ∨t,σ, P−a.s.,
and Bayes’ Rule together with (5.19) imply then
EQ3
[
Yσ+
∫ σ
γ∨t
f
(
s, θQ3s
)
ds
∣∣∣∣Fγ∨t] = E
[
ZQ3γ∨t,σ
(
Yσ+
∫ σ
γ∨t
f
(
s, θQ3s
)
ds
) ∣∣∣∣∣Fγ∨t
]
= E
[
1A Z
Q1
γ∨t,σ
(
Yσ+
∫ σ
γ∨t
f
(
s, θQ1s
)
ds
)
+ 1Ac Z
Q2
γ∨t,σ
(
Yσ+
∫ σ
γ∨t
f
(
s, θQ2s
)
ds
) ∣∣∣∣∣Fγ∨t
]
= 1AEQ1
[
Yσ+
∫ σ
γ∨t
f
(
s, θQ1s
)
ds
∣∣∣∣Fγ∨t]+ 1Ac EQ2 [Yσ+ ∫ σ
γ∨t
f
(
s, θQ2s
)
ds
∣∣∣∣Fγ∨t] , P−a.s.
Taking essential suprema over σ ∈ Sγ∨t,T on both sides above, we can deduce from Lemma 2.1 as well as (3.3) that
RQ3,0γ∨t = R
Q3(γ ∨ t) = 1AR
Q1(γ ∨ t) + 1AcR
Q2(γ ∨ t) = 1AR
Q1,0
γ∨t + 1AcR
Q2,0
γ∨t , P−a.s.
Since RQi,0, i = 1, 2, 3 are all RCLL processes, we have RQ3,0γ∨t = 1AR
Q1,0
γ∨t + 1AcR
Q2,0
γ∨t , ∀ t ∈ [0, T ] outside a null
set N , and this implies
τQ3 (ν) = inf
{
t ∈ [ν, T ] : RQ3,0t = Yt
}
≤ inf
{
t ∈ [γ, T ] : RQ3,0t = Yt
}
= 1A inf
{
t ∈ [γ, T ] : RQ1,0t = Yt
}
+ 1Ac inf
{
t ∈ [γ, T ] : RQ2,0t = Yt
}
, P−a.s. (5.21)
Since R
Qj ,0
τQj (ν)
= YτQj (ν), P−a.s. for j = 1, 2 , and since γ = τ
Q1 (ν) ∧ τQ2 (ν), it holds P−a.s. that Yγ is equal
either to RQ1,0γ or to R
Q2,0
γ . Then the definition of the set A shows that R
Q1,0
γ = Yγ holds P−a.s. on A, and that
RQ2,0γ = Yγ holds P−a.s. on A
c, both of which further imply that
1A inf
{
t ∈ [γ, T ] : RQ1,0t = Yt
}
= γ1A and 1Ac inf
{
t ∈ [γ, T ] : RQ2,0t = Yt
}
= γ1Ac , P−a.s.
We conclude from (5.21) that τQ3 (ν) ≤ γ = τQ1(ν) ∧ τQ2 (ν) holds P−a.s., hence the family {τQ(ν)}Q∈Qkν is
directed downwards. Thanks to Neveu [1975, page 121], we can find a sequence
{
Q
(k)
n
}
n∈N
in Qkν , such that
τk(ν) = ess inf
Q∈Qkν
τQ(ν) = lim
n→∞
↓ τQ
(k)
n (ν) , P−a.s. The limit lim
n→∞
↓ τQ
(k)
n (ν) is also a stopping time in Sν,T . 
Proof of Lemma 3.4: It is easy to see from (3.12) and (f 3) that
θQ
′
= θQ = 0, dt⊗ dP−a.e. on [[0, ν]], (5.22)
and that
f
(
t, θQ
′
t
)
= 1{t≤γ}f
(
t, θQt
)
+ 1{t>γ}f
(
t, θ
eQ
t
)
, dt⊗ dP−a.e. (5.23)
As a result
EQ′
∫ T
ν
f
(
s, θQ
′
s
)
ds = EQ′
∫ γ
ν
f
(
s, θQs
)
ds+ EQ′
∫ T
γ
f
(
s, θ
eQ
s
)
ds
≤ EQ
∫ γ
ν
f
(
s, θQs
)
ds+ EQ′
∫ T
γ
kds ≤ EQ
∫ T
ν
f
(
s, θQs
)
ds+ kT <∞,
thus Q′ ∈ Qν . If Q ∈ Qkν , we see from (3.12) and (5.23) that
∣∣θQ′t (ω)| ∨ f (t, ω, θQ′t (ω)) =

∣∣θQt (ω)| ∨ f (t, ω, θQt (ω)) ≤ k dt⊗ dP−a.e. on ]]ν, γ]],∣∣θ eQt (ω)| ∨ f (t, ω, θ eQt (ω)) ≤ k dt⊗ dP−a.e. on ]]γ, T ]],
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which, together with (5.22), shows that Q′ ∈ Qkν .
Now we fix σ ∈ Sγ,T . For any δ ∈ Sσ,T , Bayes’ Rule shows
EQ′
[
Yδ +
∫ δ
σ
f
(
s, θQ
′
s
)
ds
∣∣∣∣Fσ
]
= EQ′
[
Yδ +
∫ δ
σ
f
(
s, θ
eQ
s
)
ds
∣∣∣∣Fσ
]
= E eQ
[
Yδ +
∫ δ
σ
f
(
s, θ
eQ
s
)
ds
∣∣∣Fσ] , P−a.s.,
and (3.3) implies
RQ
′,0
σ = R
Q′(σ) = ess sup
δ∈Sσ,T
EQ′
[
Yδ +
∫ δ
σ
f
(
s, θQ
′
s
)
ds
∣∣∣∣Fσ
]
= ess sup
δ∈Sσ,T
E eQ
[
Yδ +
∫ δ
σ
f
(
s, θ
eQ
s
)
ds
∣∣∣∣Fσ
]
= R
eQ(σ) = R
eQ,0
σ , P−a.s. 
Proof of Theorem 3.1: Fix Q ∈ Qν . For any m, k ∈ N, we consider the probability measure Qm,k ∈ Qkν
as defined in (5.5). In light of Lemma 3.3, for any l ∈ N there exists a sequence
{
Q
(l)
n
}
n∈N
in Qlν such that
τl(ν) = lim
n→∞
↓ τQ
(l)
n (ν) , P−a.s. Now let k, l,m, n ∈ N with k ≤ l. Lemma 3.4 implies that the predictable process
θ
Qm,k,ln
t
△
= 1{t≤τl(ν)}θ
Qm,k
t + 1{t>τl(ν)}θ
Q(l)n
t , t ∈ [0, T ]
induces a probability measure Qm,k,ln ∈ Q
l
ν via dQ
m,k,l
n = E
(
θQ
m,k,l
n •B
)
T
dP , such that for any t ∈ [0, T ], we have
R
Qm,k,ln ,0
τl(ν)∨t
= R
Q(l)n ,0
τl(ν)∨t
, P−a.s. Since RQ
m,k,l
n ,0 and RQ
(l)
n ,0 are both RCLL processes, outside a null set N we have
R
Qm,k,ln ,0
τl(ν)∨t
= R
Q(l)n ,0
τl(ν)∨t
, ∀ t ∈ [0, T ]
and this, together with the fact that τl(ν) ≤ τQ
m,k,l
n (ν) ∧ τQ
(l)
n (ν), P−a.s. implies
τQ
m,k,l
n (ν) = inf
{
t ∈
[
ν, T
]
: R
Qm,k,ln ,0
t = Yt
}
= inf
{
t ∈
[
τl(ν), T
]
: R
Qm,k,ln ,0
t = Yt
}
= inf
{
t ∈
[
τl(ν), T
]
: R
Q(l)n ,0
t = Yt
}
= inf
{
t ∈
[
ν, T
]
: R
Q(l)n ,0
t = Yt
}
= τQ
(l)
n (ν), P−a.s. (5.24)
Similar to (5.6), we have
f
(
t, θ
Qm,k,ln
t
)
= 1{t≤τl(ν)}f
(
t, θQ
m,k
t
)
+ 1{t>τl(ν)}f
(
t, θ
Q(l)n
t
)
, dt⊗ dP−a.e. (5.25)
Then one can deduce from (5.24) and (5.25) that
V (ν) = ess inf
Q∈Qν
RQ(ν) ≤ RQ
m,k,l
n (ν) =EQm,k,ln
(
Y
τQ
m,k,l
n (ν)
+
∫ τQm,k,ln (ν)
ν
f
(
s, θ
Qm,k,ln
s
)
ds
∣∣∣Fν)
= EQm,k,ln
Y
τQ
(l)
n (ν)
+
∫ τQ(l)n (ν)
τl(ν)
f
(
s, θ
Qm,k,ln
s
)
ds
∣∣∣∣∣Fν
+ EQm,k
[∫ τl(ν)
ν
f
(
s, θ
Qm,k,ln
s
)
ds
∣∣∣∣Fν
]
= E
(ZQm,k,ln
ν,τQ
(l)
n (ν)
− ZQ
m,k
ν,τl(ν)
)
·
Y
τQ
(l)
n (ν)
+
∫ τQ(l)n (ν)
τl(ν)
f
(
s, θ
Q(l)n
s
)
ds
∣∣∣∣∣Fν

+E
ZQm,kν,τl(ν)
Y
τQ
(l)
n (ν)
+
∫ τQ(l)n (ν)
τl(ν)
f
(
s, θ
Q(l)n
s
)
ds
∣∣∣∣∣Fν
+ EQm,k
[∫ τl(ν)
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν
]
≤
(
‖Y ‖∞ + lT
)
·E
[∣∣∣∣ZQm,k,ln
ν,τQ
(l)
n (ν)
− ZQ
m,k
ν,τl(ν)
∣∣∣∣ ∣∣∣∣Fν]+ E [ZQm,kν,τl(ν) (YτQ(l)n (ν) + k(τQ(l)n (ν)− τl(ν)))
∣∣∣∣Fν]
+EQm,k
[∫ τl(ν)
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν
]
, P−a.s. (5.26)
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Because E
(∫ τQ(l)n (ν)
τl(ν)
θ
Q(l)n
s dBs
)2
= E
∫ τQ(l)n (ν)
τl(ν)
∣∣θQ(l)ns ∣∣2ds ≤ l2E [τQ(l)n (ν)− τl(ν)], which goes to zero as n → ∞,
using similar arguments to those that lead to (5.8), we can find a subsequence of
{
Q
(l)
n
}
n∈N
(
we still denote it by{
Q
(l)
n
}
n∈N
)
such that lim
n→∞
Z
Qm,k,ln
ν,τQ
(l)
n (ν)
= ZQ
m,k
ν,τl(ν)
, P−a.s. Since E
[
Z
Qm,k,ln
ν,τQ
(l)
n (ν)
∣∣∣∣Fν] = E [ZQm,kν,τl(ν)∣∣∣Fν] = 1, P−a.s. for
any n ∈ N, Scheffe´’s Lemma implies
lim
n→∞
E
( ∣∣∣ZQm,k,ln
ν,τQ
(l)
n (ν)
− ZQ
m,k
ν,τl(ν)
∣∣∣ ∣∣∣Fν) = 0, P−a.s. (5.27)
On the other hand, since
ZQ
m,k
ν,τl(ν)
∣∣∣Y
τQ
(l)
n (ν)
+ k
(
τQ
(l)
n (ν)− τl(ν)
)∣∣∣ ≤ ZQm,kν,τl(ν) (‖Y ‖∞ + kT ) , P−a.s.,
and since Y is right-continuous, the Dominated Convergence Theorem gives
lim
n→∞
E
[
ZQ
m,k
ν,τl(ν)
(
Y
τQ
(l)
n (ν)
+ k
(
τQ
(l)
n (ν) − τl(ν)
)) ∣∣∣Fν] = E [ZQm,kν,τl(ν)Yτl(ν)∣∣∣Fν] = EQm,k[Yτl(ν)∣∣Fν], P−a.s. (5.28)
Therefore, letting n→∞ in (5.26), we can deduce from (5.27) and (5.28) that
V (ν) ≤ EQm,k
[
Yτl(ν) +
∫ τl(ν)
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν
]
, P−a.s.
As l→∞, the Bounded Convergence Theorem gives
V (ν) ≤ EQm,k
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν
]
, P−a.s.
whence, just as in (5.7), we deduce
V (ν) ≤ EQm,k
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQ
m,k
s
)
ds
∣∣∣∣Fν
]
≤
(
‖Y ‖∞ +m
)
· E
[∣∣∣ZQm,kν,τ(ν) − ZQν,τ(ν)∧δQm∣∣∣
∣∣∣∣Fν]+ ‖Y ‖∞ ·E [∣∣ZQν,τ(ν)∧δQm − ZQν,τ(ν)∣∣∣∣∣Fν]
+EQ
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
, P−a.s. (5.29)
By analogy with (5.8) and (5.10), one can show that for anym ∈ N we have lim
k→∞
E
[∣∣∣ZQm,kν,τ(ν) − ZQν,τ(ν)∧δQm∣∣∣
∣∣∣∣Fν] = 0,
P−a.s. and that lim
m→∞
E
[∣∣∣ZQ
ν,τ(ν)∧δQm
− ZQν,τ(ν)
∣∣∣ ∣∣∣Fν] = 0, P−a.s. Therefore, letting k →∞ and subsequently letting
m→∞ in (5.29), we obtain
V (ν) ≤ EQ
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
, P−a.s.
Taking the essential infimum of the right-hand-side over Q ∈ Qν yields
V (ν) ≤ ess inf
Q∈Qν
EQ
[
Yτ(ν) +
∫ τ(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
≤ ess sup
γ∈Sν,T
ess inf
Q∈Qν
EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = V (ν) ≤ V (ν), P−a.s.
and the result follows. 
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Proof of Proposition 3.2: For each fixed k ∈ N, there exists on the strength of Lemma 3.3 a sequence
{
Q
(k)
n
}
n∈N
in Qkν such that τk(ν) = limn→∞
↓ τQ
(k)
n (ν) , P−a.s.
For any n ∈ N, the predictable process θ
eQ(k)n
t
△
= 1{t>τk(ν)}θ
Q(k)n
t , t ∈ [0, T ] induces a probability measure
Q˜
(k)
n by dQ˜
(k)
n
△
= E
(
Q˜
(k)
n • B
)
T
dP = Z
Q(k)n
τk(ν),T
dP . Since ν ≤ σ
△
= τ(ν) ≤ τk(ν) ≤ τ
eQ(k)n (ν), P−a.s., we have
Q˜
(k)
n ∈ Qkτk(ν) ⊂ Q
k
σ ⊂ Q
k
ν and
τ
eQ(k)n (ν) = inf
{
t ∈ [ν, T ] : R
eQ(k)n ,0
t = Yt
}
= inf
{
t ∈ [σ, T ] : R
eQ(k)n ,0
t = Yt
}
= τ
eQ(k)n (σ), P−a.s. (5.30)
We also know from Lemma 3.4 that for any t ∈ [0, T ] : R
eQ(k)n ,0
τk(ν)∨t
= R
Q(k)n ,0
τk(ν)∨t
, P−a.s.
Since R
eQ(k)n ,0 and RQ
(k)
n ,0 are both RCLL processes, there exists a null set N outside which we have R
eQ(k)n ,0
τk(ν)∨t
=
R
Q(k)n ,0
τk(ν)∨t
, ∀ t ∈ [0, T ] . By analogy with (5.24) and (5.6), respectively, we have
τ
eQ(k)n (ν) = τQ
(k)
n (ν), P−a.s. (5.31)
and f
(
t, θ
eQ(k)n
t
)
= 1{t>τk(ν)}f
(
t, θ
Q(k)n
t
)
, dt⊗ dP−a.e. Then we can deduce from (5.30), (5.31) that
V (σ) = V (σ) = ess inf
Q∈Qσ
RQ(σ) ≤ R
eQ(k)n (σ) = E eQ(k)n
(
Y
τQ
(k)
n (ν)
+
∫ τQ(k)n (ν)
σ
1{s>τk(ν)} f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fσ
)
= E eQ(k)n
Y
τQ
(k)
n (ν)
+
∫ τQ(k)n (ν)
σ
1{s>τk(ν)} f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣∣Fσ

= E
(Z eQ(k)n
σ,τQ
(k)
n (ν)
− 1
)
·
Y
τQ
(k)
n (ν)
+
∫ τQ(k)n (ν)
τk(ν)
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣∣Fσ

+E
Y
τQ
(k)
n (ν)
+
∫ τQ(k)n (ν)
τk(ν)
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣∣Fσ

≤
(
‖Y ‖∞ + kT
)
·E
[∣∣∣∣ZQ(k)nτk(ν),τQ(k)n (ν) − 1
∣∣∣∣ ∣∣∣∣Fσ]+ E [YτQ(k)n (ν)+ k(τQ(k)n (ν) − τk(ν))
∣∣∣∣Fσ] , P−a.s. (5.32)
Just as in (5.27), it can shown that lim
n→∞
E
( ∣∣∣ZQ(k)n
τk(ν),τQ
(k)
n (ν)
−1
∣∣∣ ∣∣∣Fσ) = 0 , P−a.s.; on the other hand, the Bounded
Convergence Theorem implies
lim
n→∞
E
(
Y
τQ
(k)
n (ν)
+ k
(
τQ
(k)
n (ν) − τk(ν)
) ∣∣∣Fσ) = E [Yτk(ν)∣∣∣Fσ] , P−a.s.
Letting n→∞ in (5.32) yields V (σ) ≤ E
[
Yτk(ν)
∣∣∣Fσ] , P−a.s., and applying the Bounded Convergence Theorem
we obtain V (σ) ≤ lim
k→∞
E
[
Yτk(ν)
∣∣Fσ] = E [Yσ∣∣Fσ] = Yσ , P−a.s. The reverse inequality is rather obvious. 
Proof of Proposition 3.3: Fix k ∈ N. In light of (3.10), we can find a sequence {Q
(k)
n }n∈N ⊂ Qkγ such that
ess inf
Q∈Qkγ
RQ(γ) = lim
n→∞
↓RQ
(k)
n (γ), P−a.s. (5.33)
For any n ∈ N, Lemma 3.4 implies that the predictable process θ
eQ(k)n
t
△
= 1{t≤γ}θ
Q
t + 1{t>γ}θ
Q(k)n
t , t ∈ [0, T ] induces
a probability measure Q˜
(k)
n ∈ Qγ via dQ˜
(k)
n
△
= E
(
θ
eQ(k)n •B
)
T
dP , such that for any t ∈ [0, T ], R
eQ(k)n (γ) = RQ
(k)
n (γ),
P−a.s. Since γ ≤ τ(ν) ≤ τ
eQ(k)n (ν), P−a.s., applying (3.4) yields
V (ν) ≤ R
eQ(k)n (ν) = E eQ(k)n
[
R
eQ(k)n (γ) +
∫ γ
ν
f
(
s, θ
eQ(k)n
s
)
ds
∣∣∣∣Fν] = E eQ(k)n
[
RQ
(k)
n (γ) +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
= EQ
[
RQ
(k)
n (γ) +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s. (5.34)
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It follows from (3.2) that
− ‖Y ‖∞ ≤ Yγ ≤ R
Q(k)n (γ) ≤ ‖Y ‖∞ + kT, P−a.s. (5.35)
Letting n→∞ in (5.34), we can deduce from the Bounded Convergence Theorem that
V (ν) ≤ EQ
[
lim
n→∞
↓ RQ
(k)
n (γ)
∣∣∣∣Fν]+ EQ [∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = EQ
[
ess inf
Q∈Qkγ
RQ(γ) +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
, P−a.s.
Letting n→∞ in (5.35), one sees from (5.33) that −‖Y ‖∞ ≤ ess inf
Q∈Qkγ
RQ(γ) ≤ ‖Y ‖∞ + kT holds P−a.s., and this
leads to
−‖Y ‖∞ ≤ ess inf
Q∈Qkγ
RQ(γ) ≤ ess inf
Q∈Q1γ
RQ(γ) ≤ ‖Y ‖∞ + T, P−a.s.
From the Bounded Convergence Theorem and Lemma 3.1 we obtain now
V (ν) ≤ EQ
[
lim
k→∞
↓ ess inf
Q∈Qkγ
RQ(γ)
∣∣∣∣Fν
]
+ EQ
[∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = EQ [V (γ) + ∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s. 
Proof of Lemma 3.5: Fix k ∈ N. For any Q ∈ Qkν , the predictable process θ
eQ
t
△
= 1{t>ν∨γ}θ
Q
t , t ∈ [0, T ] induces a
probability measure Q˜ by (dQ˜/dP )
△
= E
(
Q˜ •B
)
T
= ZQν∨γ,T . Remark 3.2 shows that Q˜ ∈ Q
k
ν∨γ ⊂ Q
k
ν ∩ Q
k
γ . By
analogy with (5.6), we have f
(
t, θ
eQ
t
)
= 1{t>ν∨γ}f
(
t, θQt
)
, dt⊗ dP−a.e. Then one can deduce that
1{ν=γ}E eQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θ
eQ
s
)
ds
∣∣∣∣Fγ] = 1{ν=γ}E eQ [Yσ∨γ + ∫ σ∨γ
γ
1{s>ν∨γ}f
(
s, θQs
)
ds
∣∣∣∣Fν]
= E eQ
[
1{ν=γ}
(
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
) ∣∣∣∣Fν] = E
[
EQ
[
1{ν=γ}
(
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
) ∣∣∣∣Fν∨γ]
∣∣∣∣∣Fν
]
= E
[
1{ν=γ}EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fν
]
= 1{ν=γ}EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s., (5.36)
which implies
1{ν=γ}EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≥ 1{ν=γ}ess inf
Q∈Qkγ
EQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θQs
)
ds
∣∣∣∣Fγ] , P−a.s.
Taking the essential infimum of the left-hand-side over Q ∈ Qkν , one can deduce from Lemma 2.1 that
1{ν=γ}ess inf
Q∈Qkν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = ess inf
Q∈Qkν
1{ν=γ}EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
≥ 1{ν=γ}ess inf
Q∈Qkγ
EQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θQs
)
ds
∣∣∣∣Fγ] , P−a.s.
Letting k →∞, we see from Lemma 3.1 (1) that
1{ν=γ}ess inf
Q∈Qν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≥ 1{ν=γ}ess infQ∈Qγ EQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θQs
)
ds
∣∣∣∣Fγ] , P−a.s.
Reversing the roles of ν and γ, we obtain (3.16).
On the other hand, taking essential supremum over σ ∈ S0,T on both sides of (5.36), we can deduce from
Lemma 2.1 that
1{ν=γ}R
eQ(γ) = ess sup
σ∈S0,T
1{ν=γ}E eQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θ
eQ
s
)
ds
∣∣∣∣Fγ]
= ess sup
σ∈S0,T
1{ν=γ}EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = 1{ν=γ}RQ(ν), P−a.s.
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which implies that 1{ν=γ}R
Q(ν) ≥ 1{ν=γ}ess inf
Q∈Qkγ
RQ(γ) , P−a.s. Taking the essential infimum of the left-hand-side
over Q ∈ Qkν , one can deduce from Lemma 2.1 that
1{ν=γ}ess inf
Q∈Qkν
RQ(ν) = ess inf
Q∈Qkν
1{ν=γ}R
Q(ν) ≥ 1{ν=γ}ess inf
Q∈Qkγ
RQ(γ), P−a.s.
Letting k →∞, we see from Lemma 3.1 (2) that
1{ν=γ}V (ν) = 1{ν=γ}ess inf
Q∈Qν
RQ(ν) ≥ 1{ν=γ}ess inf
Q∈Qγ
RQ(γ) = 1{ν=γ}V (γ), P−a.s.
Reversing the roles of ν and γ, we obtain (3.17). 
Proof of Theorem 3.2: Proof of (1).
Step 1: For any σ, ν ∈ S0,T , we define
Ψσ(ν)
△
= 1{σ≤ν}Yσ+1{σ>ν} ess inf
Q∈Qν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] .
We see from (3.7) that
ess inf
Q∈Qν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = limk→∞↓ ess infQ∈Qkν EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] , P−a.s. (5.37)
Fix k ∈ N. In light of (3.9), we can find a sequence
{
Q
(k)
n
}
n∈N
in Qkν such that
ess inf
Q∈Qkν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] = limn→∞↓ EQ(k)n
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν] , P−a.s. (5.38)
By analogy with (5.35), we have
− ‖Y ‖∞ ≤ EQ(k)n
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν] ≤ ‖Y ‖∞ + kT (5.39)
P−a.s.; letting n→∞, we see from (5.38) that
−‖Y ‖∞ ≤ ess inf
Q∈Qkν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ ‖Y ‖∞ + kT, P−a.s.
Therefore,
− ‖Y ‖∞ ≤ ess inf
Q∈Qkν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
≤ ess inf
Q∈Q1ν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ ‖Y ‖∞ + T, P−a.s. (5.40)
Letting k →∞, we see from (5.37) that
−‖Y ‖∞ ≤ ess inf
Q∈Qν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν] ≤ ‖Y ‖∞ + T, P−a.s.
which implies that
− ‖Y ‖∞ ≤ Ψ
σ(ν) ≤ ‖Y ‖∞ + T, P−a.s. (5.41)
Let γ ∈ S0,T . It follows from (3.16) that
1{ν=γ}Ψ
σ(ν) = 1{σ≤ν=γ}Yσ+ 1{σ>ν=γ}ess inf
Q∈Qν
EQ
[
Yσ∨ν +
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
= 1{σ≤γ=ν}Yσ+ 1{σ>γ=ν}ess inf
Q∈Qγ
EQ
[
Yσ∨γ +
∫ σ∨γ
γ
f
(
s, θQs
)
ds
∣∣∣∣Fγ]= 1{ν=γ}Ψσ(γ), P−a.s. (5.42)
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Step 2: Fix σ ∈ S0,T . For any ζ ∈ S0,T , ν ∈ Sζ,T and k ∈ N, we let
{
Q
(k)
n
}
n∈N
⊂ Qkν be the sequence described
in (5.38). Then we can deduce that
Ψσ(ζ) ≤ 1{σ≤ζ}Yσ+1{σ>ζ}EQ(k)n
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fζ
]
= 1{σ≤ζ}Yσ∧ζ+1{σ>ζ} E
[
E
Q
(k)
n
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν
] ∣∣∣∣∣Fζ
]
= E
[
1{σ≤ζ}Yσ∧ζ+1{σ>ζ}EQ(k)n
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν
] ∣∣∣∣∣Fζ
]
, P−a.s. (5.43)
On the other hand, it holds P−a.s. that
1{σ>ν} EQ(k)n
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν
]
= E
Q
(k)
n
[
1{σ>ν}
(
Yσ+
∫ σ
ζ
f
(
s, θ
Q(k)n
s
)
ds
) ∣∣∣∣Fν]
= E
Q
(k)
n
[
1{σ>ν}
(
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
) ∣∣∣∣Fν] = 1{σ>ν} EQ(k)n
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν]
and that
1{ζ<σ≤ν}EQ(k)n
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν
]
= E
Q
(k)
n
[
1{ζ<σ≤ν}
(
Yσ+
∫ σ
ζ
f
(
s, θ
Q(k)n
s
)
ds
) ∣∣∣∣Fν]
= E
Q
(k)
n
[
1{ζ<σ≤ν}Yσ∧ν
∣∣∣∣Fν] = 1{ζ<σ≤ν}Yσ∧ν = 1{ζ<σ≤ν}Yσ ;
recall the definitions of the classes Pν , Qν from subsection 1.1. Therefore, (5.43) reduces to
Ψσ(ζ) ≤ E
[
1{σ≤ν}Yσ+1{σ>ν}EQ(k)n
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fζ
]
, P−a.s.
We obtain then from (5.38), (5.39) and the Bounded Convergence Theorem, that
Ψσ(ζ) ≤ lim
n→∞
↓ E
[
1{σ≤ν}Yσ+1{σ>ν}EQ(k)n
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fζ
]
= E
[
1{σ≤ν}Yσ+1{σ>ν} ess inf
Q∈Qkν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fζ
]
, P−a.s.
On the other hand, we can deduce from (5.37), (5.40) and the Bounded Convergence Theorem once again that
Ψσ(ζ) ≤ lim
k→∞
↓ E
[
1{σ≤ν}Yσ+1{σ>ν}ess inf
Q∈Qkν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θ
Q(k)n
s
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fζ
]
= E
[
1{σ≤ν}Yσ+1{σ>ν} ess inf
Q∈Qν
EQ
[
Yσ∨ν+
∫ σ∨ν
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν]
∣∣∣∣∣Fζ
]
= E
[
Ψσ(ν)
∣∣Fζ] , P−a.s., (5.44)
which implies that {Ψσ(t)}t∈[0,T ] is a submartingale. Therefore Karatzas and Shreve [1991, Proposition 1.3.14]
shows that
P
(
the limit Ψσ,+t
△
= lim
n→∞
Ψσ
(
qn(t)
)
exists for any t ∈ [0, T ]
)
= 1 (5.45)
(
where qn(t)
△
= ⌈2
nt⌉
2n ∧ T
)
, and that Ψσ,+ is an RCLL process.
Step 3: For any ν ∈ S0,T and n ∈ N, qn(ν) takes values in a finite set DnT
△
=
(
[0, T ) ∩ {k2−n}k∈Z
)
∪ {T }. Given
an λ ∈ DnT , it holds for any m ≥ n that qm(λ) = λ since D
n
T ⊂ D
m
T . It follows from (5.45) that
Ψσ,+λ = limm→∞
Ψσ
(
qm(λ)
)
= Ψσ(λ), P−a.s.
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Then one can deduce from (5.42) that
Ψσ,+qn(ν) =
∑
λ∈Dn
T
1{qn(ν)=λ}Ψ
σ,+
λ =
∑
λ∈Dn
T
1{qn(ν)=λ}Ψ
σ(λ) =
∑
λ∈Dn
T
1{qn(ν)=λ}Ψ
σ
(
qn(ν)
)
= Ψσ
(
qn(ν)
)
, P−a.s.
Thus the right-continuity of the process Ψσ,+ implies that
Ψσ,+ν = limn→∞
Ψσ,+qn(ν) = limn→∞
Ψσ
(
qn(ν)
)
, P−a.s. (5.46)
Hence (5.44), (5.41) and the Bounded Convergence Theorem imply
Ψσ(ν) ≤ lim
n→∞
E
[
Ψσ(qn(ν))
∣∣Fν] = E[Ψσ,+ν ∣∣Fν] = Ψσ,+ν , P−a.s. (5.47)
In the last equality we used the fact that Ψσ,+ν = lim
n→∞
Ψσ
(
qn(ν)
)
∈ Fν , thanks to the right-continuity of the
Brownian filtration F.
Step 4: Set ν, γ ∈ S0,T and ζ
△
= τ(ν) ∧ γ, ζn
△
= τ(ν) ∧ qn(γ) , ∀n ∈ N . Now, let σ ∈ Sζ,T . Since
lim
n→∞
↑ 1{τ(ν)>qn(γ)} = 1{τ(ν)>γ} and
{τ(ν) > γ} ⊂
{
qn(γ) = qn
(
τ(ν) ∧ γ
)}
, {τ(ν) > qn(γ)} ⊂ {qn(γ) = τ(ν) ∧ qn(γ)} , ∀n ∈ N,
one can deduce from (5.47), (5.46), and (5.42) that
1{τ(ν)>γ}Ψ
σ(ζ) ≤ 1{τ(ν)>γ}Ψ
σ,+
ζ = 1{τ(ν)>γ} limn→∞
Ψσ
(
qn(ζ)
)
= lim
n→∞
1{τ(ν)>γ}Ψ
σ
(
qn
(
τ(ν) ∧ γ
))
= lim
n→∞
1{τ(ν)>γ}Ψ
σ
(
qn(γ)
)
= lim
n→∞
1{τ(ν)>qn(γ)}Ψ
σ
(
qn(γ)
)
= lim
n→∞
1{τ(ν)>qn(γ)}Ψ
σ
(
τ(ν) ∧ qn(γ)
)
= 1{τ(ν)>γ} lim
n→∞
Ψσ
(
ζn
)
, P−a.s. (5.48)
For any n ∈ N, we see from (3.14) and Lemma 2.1 that
V (ζn) = V (ζn) = ess sup
β∈Sζn,T
(
ess inf
Q∈Qζn
EQ
[
Yβ+
∫ β
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
])
≥ ess inf
Q∈Qζn
EQ
[
Yσ∨ζn+
∫ σ∨ζn
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
]
= ess inf
Q∈Qζn
EQ
[
1{σ≤ζn}Yζn+1{σ>ζn}
(
Yσ∨ζn+
∫ σ∨ζn
ζn
f
(
s, θQs
)
ds
) ∣∣∣∣Fζn
]
= ess inf
Q∈Qζn
(
1{σ≤ζn}Yζn+1{σ>ζn}EQ
[
Yσ∨ζn+
∫ σ∨ζn
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
])
= 1{σ≤ζn}Yζn+1{σ>ζn}ess inf
Q∈Qζn
EQ
[
Yσ∨ζn+
∫ σ∨ζn
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
]
, P−a.s.
Since {τ(ν) ≤ γ} ⊂ {ζn = ζ = τ(ν)} and {σ > ζn} ⊂ {σ > ζ}, it follows from (3.16) that
V (ζn) ≥ 1{σ≤ζn}Yζn+1{σ>ζn,τ(ν)>γ}ess inf
Q∈Qζn
EQ
[
Yσ∨ζn+
∫ σ∨ζn
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
]
+1{σ>ζn,τ(ν)≤γ}ess inf
Q∈Qζ
EQ
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θQs
)
ds
∣∣∣∣Fζ
]
= 1{σ≤ζn}Yζn+1{σ>ζn,τ(ν)>γ}Ψ
σ(ζn) + 1{σ>ζn,τ(ν)≤γ}Ψ
σ(ζ), P−a.s.
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As n→∞, the right-continuity of processes Y , (5.48) as well as Lemma 2.1 show that
lim
n→∞
V (ζn) ≥ 1{σ=ζ}Yζ+1{σ>ζ,τ(ν)>γ} lim
n→∞
Ψσ(ζn) + 1{σ>ζ,τ(ν)≤γ}Ψ
σ(ζ)
≥ 1{σ=ζ}Yζ + 1{σ>ζ}Ψ
σ(ζ) = 1{σ=ζ}Yζ + 1{σ>ζ}ess inf
Q∈Qζ
EQ
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θQs
)
ds
∣∣∣∣Fζ
]
= ess inf
Q∈Qζ
(
1{σ=ζ}Yζ + 1{σ>ζ}EQ
[
Yσ∨ζ+
∫ σ∨ζ
ζ
f
(
s, θQs
)
ds
∣∣∣∣Fζ
])
= ess inf
Q∈Qζ
EQ
[
1{σ=ζ}Yζ + 1{σ>ζ}
(
Yσ+
∫ σ
ζ
f
(
s, θQs
)
ds
) ∣∣∣∣Fζ]
= ess inf
Q∈Qζ
EQ
[
Yσ+
∫ σ
ζ
f
(
s, θQs
)
ds
∣∣∣∣Fζ] , P−a.s.
Taking the essential supremum of the right-hand-side over σ ∈ Sζ,T , we obtain
lim
n→∞
V (ζn) ≥ ess sup
σ∈Sζ,T
(
ess inf
Q∈Qζ
EQ
[
Yσ +
∫ σ
ζ
f
(
s, θQs
)
ds
∣∣∣∣Fζ]) = V (ζ) = V (ζ), P−a.s. (5.49)
Let us show the reverse inequality. Fix Q ∈ Qζ and n ∈ N. For any k,m ∈ N, the predictable process
θ
Qm,kn
t
△
= 1{ζn<t≤δQ,nm }1AQζ,k
θQt , t ∈ [0, T ]
induces a probability measure Qm,kn ∈ Q
k
ζn
by dQm,kn
△
= E
(
θQ
m,k
n •B
)
T
dP , where δQ,nm is defined by
δQ,nm
△
= inf
{
t ∈ [ζn, T ] :
∫ t
ζn
f
(
s, θQs
)
ds > m
}
∧ T, m ∈ N.
For any β ∈ Sζn,T , using arguments similar to those that lead to (5.7), we obtain
EQm,kn
[
Yβ +
∫ β
ζn
f
(
s, θ
Qm,kn
s
)
ds
∣∣∣Fζn
]
≤
(
‖Y ‖∞ +m
)
·E
[∣∣∣ZQm,knζn,T − ZQζn,δQ,nm ∣∣∣
∣∣∣∣Fζn]
+‖Y ‖∞ ·E
[∣∣∣ZQ
ζn,δ
Q,n
m
− ZQζn,T
∣∣∣ ∣∣∣∣Fζn]+ EQ
[
Yβ +
∫ β
ζn
f
(
s, θQs
)
ds
∣∣∣∣Fζn
]
, P−a.s.
Then taking the essential supremum of both sides over β ∈ Sζn,T yields that
ess inf
Q∈Qk
ζn
RQ(ζn) ≤ R
Qm,kn (ζn) ≤
(
‖Y ‖∞ +m
)
E
[∣∣∣ZQm,knζn,T − ZQζn,δQ,nm ∣∣∣
∣∣∣∣Fζn]
+‖Y ‖∞ · E
[∣∣∣ZQ
ζn,δ
Q,n
m
− ZQζn,T
∣∣∣ ∣∣∣∣Fζn]+RQ(ζn), P−a.s. (5.50)
Just as in (5.8), we can show that
lim
k→∞
E
[∣∣∣ZQm,knζn,T − ZQζn,δQ,nm ∣∣∣
∣∣∣∣Fζn] = 0, P−a.s.
Therefore, letting k →∞ in (5.50), we know from Lemma 3.1 (2) that
V (ζn) = lim
k→∞
↓ ess inf
Q∈Qk
ζn
RQ(ζn) ≤ ‖Y ‖∞ ·E
[∣∣∣ZQ
ζn,δ
Q,n
m
− ZQζn,T
∣∣∣ ∣∣∣∣Fζn]+RQ(ζn), P−a.s. (5.51)
Next, by analogy with (5.10), we have lim
m→∞
E
(∣∣∣ZQ
ζn,δ
Q,n
m
− ZQζn,T
∣∣∣ ∣∣Fζn) = 0, P−a.s. Letting m → ∞ in (5.51),
we obtain V (ζn) ≤ RQ(ζn) = R
Q,0
ζn
, P−a.s. from (3.3). Then the right-continuity of the process RQ,0, as well as
(3.3), imply that
lim
n→∞
V (ζn) ≤ lim
n→∞
RQ,0ζn = R
Q,0
ζ = R
Q(ζ), P−a.s.
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Taking the essential infimum of RQ(ζ) over Q ∈ Qζ yields lim
n→∞
V (ζn) ≤ ess inf
Q∈Qζ
RQ(ζ) = V (ζ) = V (ζ) , P−a.s.
This inequality, together with (5.49), shows that
lim
n→∞
V
(
τ(ν) ∧ qn(γ)
)
= V
(
τ(ν) ∧ γ
)
, P−a.s. (5.52)
Step 5: Now fix ν ∈ S0,T . It is clear that P ∈ Qν and that θP· ≡ 0. For any t ∈ [0, T ], (3.17) implies that
1{t≥ν}V
(
τ(ν) ∧ t
)
= 1{t≥ν}V
(
τ(ν) ∧ (t ∨ ν)
)
, P−a.s.,
since {t ≥ ν} ⊂ {τ(ν)∧ t = τ(ν)∧ (t∨ ν)}. Then we can deduce from (3.15), (f 3), and (3.14) that for any s ∈ [0, t)
1{s≥ν}V
(
τ(ν) ∧ s
)
= 1{s≥ν}V
(
τ(ν) ∧ (s ∨ ν)
)
≤ 1{s≥ν}E
[
V
(
τ(ν) ∧ (t ∨ ν)
)
+
∫ τ(ν)∧(t∨ν)
τ(ν)∧(s∨ν)
f
(
r, θPr
)
dr
∣∣∣∣Fτ(ν)∧(s∨ν)
]
= 1{s≥ν}E
[
V
(
τ(ν) ∧ (t ∨ ν)
)∣∣∣∣Fτ(ν)∧s] = E [1{s≥ν}V (τ(ν) ∧ (t ∨ ν))∣∣∣∣Fτ(ν)∧s]
≤ E
[
1{t≥ν}V
(
τ(ν) ∧ (t ∨ ν)
)
+ 1{t≥ν>s}‖Y ‖∞
∣∣∣∣Fτ(ν)∧s]
= E
[
E
[
1{t≥ν}
(
V
(
τ(ν) ∧ t
)
+ ‖Y ‖∞
) ∣∣∣∣Fτ(ν)]
∣∣∣∣∣Fs
]
− 1{s≥ν}‖Y ‖∞
= E
[
1{t≥ν}
(
V
(
τ(ν) ∧ t
)
+ ‖Y ‖∞
) ∣∣∣∣∣Fs
]
− 1{s≥ν}‖Y ‖∞, P−a.s.,
which shows that
{
1{t≥ν}
(
V
(
τ(ν) ∧ t
)
+ ‖Y ‖∞
)}
t∈[0,T ]
is a submartingale. Hence it follows from Karatzas and Shreve
[1991, Proposition 1.3.14] that
P
(
the limit V 0,νt
△
= lim
n→∞
1{qn(t)≥ν}V
(
τ(ν) ∧ qn(t)
)
exists for any t ∈ [0, T ]
)
= 1,
and that V 0,ν is an RCLL process.
Let ζ ∈ S⋆0,T take values in a finite set {t1 < · · · < tm}. For any λ ∈ {1 · · ·m} and n ∈ N, since {ζ = tλ} ⊂
{τ(ν) ∧ qn(ζ) = τ(ν) ∧ qn(tλ)}, one can deduce from (3.17) that
1{ζ=tλ}V (τ(ν) ∧ qn(ζ)) = 1{ζ=tλ}V (τ(ν) ∧ qn(tλ)) , P−a.s.
As n→∞, (5.52) shows
1{ζ=tλ}V
0,ν
ζ = 1{ζ=tλ}V
0,ν
tλ
= 1{tλ≥ν} limn→∞
1{ζ=tλ}V (τ(ν) ∧ qn(tλ))
= 1{tλ≥ν} limn→∞
1{ζ=tλ}V (τ(ν) ∧ qn(ζ)) = 1{ζ≥ν}1{ζ=tλ}V (τ(ν) ∧ ζ) , P−a.s.
Summing the above expression over λ, we obtain V 0,νζ = 1{ζ≥ν}V (τ(ν) ∧ ζ), P−a.s. Then for any γ ∈ S0,T , the
right-continuity of the process V 0,ν and (5.52) imply
V 0,νγ = lim
n→∞
V 0,νqn(γ) = limn→∞
1{qn(γ)≥ν}V (τ(ν) ∧ qn(γ)) = 1{γ≥ν}V (τ(ν) ∧ γ) , P−a.s.,
proving (3.18). In particular, V 0,ν is an RCLL modification of the process
{
1{t≥ν}V (τ(ν) ∧ t)
}
t∈[0,T ]
.
Proof of Theorem 3.2: Proof of (2). Proposition 3.2 and (3.18) imply that V 0,ντ(ν) = V
(
τ(ν)
)
= Yτ(ν),
P−a.s. Hence we can deduce from the right-continuity of processes V 0,ν and Y that τV(ν) in (3.19) is a stopping
time belonging to Sν,τ(ν) and that
YτV(ν) = V
0,ν
τV(ν)
= V (τV(ν)), P−a.s.,
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where the second equality is due to (3.18). Then it follows from (3.15) that for any Q ∈ Qν
V (ν) ≤ EQ
[
V (τV(ν)) +
∫ τV(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
= EQ
[
YτV(ν) +
∫ τV(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
, P−a.s.
Taking the essential infimum of the right-hand-side over Q ∈ Qν yields that
V (ν) ≤ ess inf
Q∈Qν
EQ
[
YτV(ν) +
∫ τV(ν)
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν
]
≤ ess sup
γ∈Sν,T
(
ess inf
Q∈Qν
EQ
[
Yγ +
∫ γ
ν
f
(
s, θQs
)
ds
∣∣∣∣Fν])= V (ν) = V (ν), P−a.s.,
from which the claim follows. 
5.2 Proof of the Results in Section 4
Proof of Theorem 4.1: It is easy to see from (i) that
Yσ∗ = V (σ∗) = R
Q∗(σ∗), P−a.s. (5.53)
which together with (ii) and (iii) shows that for any Q ∈ Q0
EQ∗
[
Y Q
∗
σ∗
]
= EQ∗
[
V Q
∗
(σ∗)
]
= V Q
∗
(0) = V (0) ≤ EQ
[
V Q(σ∗)
]
= EQ
[
Y Qσ∗
]
.
Thus the second inequality in (4.1) holds for (Q∗, σ∗). Now we show that (Q
∗, σ∗) satisfies the first inequality in
(4.1) in three steps:
• When ν ∈ S0,σ∗ , property (iii) and (5.53) imply that
Y Q
∗
ν ≤ V
Q∗(ν) = EQ∗
[
V Q
∗
(σ∗)
∣∣Fν] = EQ∗[Y Q∗σ∗ ∣∣Fν] , P−a.s. (5.54)
Taking the expectation EQ∗ on both sides yields that EQ∗
[
Y Q
∗
ν
]
≤ EQ∗
[
Y Q
∗
σ∗
]
.
• When ν ∈ Sσ∗,T , it follows from (5.53) that
EQ∗
[
Y Q
∗
ν
]
= EQ∗
[
EQ∗
[
Yν +
∫ ν
σ∗
f
(
s, θQ
∗
s
)
ds
∣∣∣Fσ∗]+ ∫ σ∗
0
f
(
s, θQ
∗
s
)
ds
]
≤ EQ∗
[
RQ
∗
(σ∗) +
∫ σ∗
0
f
(
s, θQ
∗
s
)
ds
]
= EQ∗
[
Y Q
∗
σ∗
]
.
• For a general stopping time ν ∈ S0,T , let us define ν1 = ν ∧ σ∗ ∈ S0,σ∗ and ν2 = ν ∨ σ∗ ∈ Sσ∗,T . Since
{ν ≤ σ∗} ∈ Fν∧σ∗ = Fν1 , one can deduce from (5.54) that
EQ∗
[
Y Q
∗
ν
]
= EQ∗
[
EQ∗
[
1{ν≤σ∗}Y
Q∗
ν1 + 1{ν>σ∗}Y
Q∗
ν2
∣∣Fσ∗]]= EQ∗[1{ν≤σ∗}Y Q∗ν1 + 1{ν>σ∗}EQ∗[Y Q∗ν2 ∣∣Fσ∗]]
≤ EQ∗
[
1{ν≤σ∗}Y
Q∗
ν1 + 1{ν>σ∗}
(
RQ
∗
(σ∗) +
∫ σ∗
0
f(s, θQ
∗
s )ds
)]
= EQ∗
[
1{ν≤σ∗}Y
Q∗
ν1 + 1{ν>σ∗}Y
Q∗
σ∗
]
= EQ∗
[
1{ν≤σ∗}Y
Q∗
ν1 + 1{ν>σ∗}EQ∗
[
Y Q
∗
σ∗
∣∣Fν1]]
≤ EQ∗
[
1{ν≤σ∗}EQ∗
[
Y Q
∗
σ∗
∣∣Fν1]+ 1{ν>σ∗}EQ∗[Y Q∗σ∗ ∣∣Fν1]] = EQ∗[Y Q∗σ∗ ]. 
Proof of Lemma 4.1: Fix t ∈ [0, T ]. For any γ ∈ Sν∨t,T , we see from (4.5) that
Γ˜ν∨t = Γ˜γ +
∫ γ
ν∨t
f(s, θ∗,νs )ds+ K˜γ − K˜ν∨t −
∫ γ
ν∨t
Z˜sdB
Q∗,ν
s , P−a.s.
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Applying EQ∗,ν [ · |Fν∨t] to both sides, we obtain
Γ˜ν∨t = EQ∗,ν
[
Γ˜γ +
∫ γ
ν∨t
f(s, θ∗,νs )ds+ K˜γ − K˜ν∨t
∣∣∣Fν∨t] (5.55)
≥ EQ∗,ν
[
Yγ +
∫ γ
ν∨t
f(s, θ∗,νs )ds
∣∣∣Fν∨t] , P−a.s. (5.56)
Let σ∗ν∨t
△
= inf{s ∈ [ν ∨ t, T ] : Γ˜s = Ys} ∈ Sν∨t,T . The flat-off condition satisfied by (Γ˜, Z˜, K˜), and the continuity
of K˜, imply that
0 =
∫
[ν∨t,σ∗ν∨t)
1{eΓs>Ys}dK˜s =
∫
[ν∨t,σ∗ν∨t)
dK˜s = lim
sրσ∗ν∨t
K˜s − K˜ν∨t = K˜σ∗ν∨t − K˜ν∨t, P−a.s.
Hence, taking γ = σ∗ν∨t in (5.55), we obtain the P−a.s. property Γ˜ν∨t = EQ∗,ν
[
Yσ∗ν∨t +
∫ σ∗ν∨t
ν∨t f(s, θ
∗,ν
s )ds
∣∣∣Fν∨t]
which, together with (5.56) and (3.3), shows that
Γ˜ν∨t = ess sup
γ∈Sν∨t,T
EQ∗,ν
[
Yγ +
∫ γ
ν∨t
f(s, θ∗,νs )ds
∣∣∣Fν∨t] = RQ∗,ν (ν ∨ t) = RQ∗,ν ,0ν∨t , P−a.s.
Then the right-continuity of the processes Γ˜ and RQ
∗,ν ,0 implies (4.6). 
Proof of Theorem 4.2 : We shall show that (Q∗, τQ
∗
(0)) satisfies conditions (i)-(iii) of Theorem 4.1:
1) It follows easily from Proposition 3.1 that YτQ∗(0) = R
Q∗,0
τQ∗(0)
= RQ
∗(
τQ
∗
(0)
)
, P−a.s.
2) For any k ∈ N and Q ∈ Qk0 , we can deduce from (4.9), the right-continuity of processes R
Q∗,0 and Γ˜, as well as
(4.8) that P−a.s.
RQ
∗,0
t = Γ˜t ≤ R
Q,0
t , ∀ t ∈ [0, T ].
In particular, we have YτQ(0) ≤ R
Q∗,0
τQ(0)
= RQ,0
τQ(0)
= YτQ(0), P−a.s. Hence YτQ(0) = R
Q∗,0
τQ(0)
, P−a.s., which implies
further that τQ
∗
(0) ≤ τQ(0), P−a.s. Taking the essential infimum of right-hand-side over Q ∈ Qk0 and letting
k → ∞ , we deduce that, in the notation of (3.11), we have τQ
∗
(0) ≤ lim
k→∞
↓ ess inf
Q∈Qk0
τQ(0) = τ(0) , P−a.s. Then
(3.15) shows V (0) ≤ EQ
[
V Q
(
τQ
∗
(0)
)]
for any Q ∈ Q0 .
3) For any ν ∈ S0,τQ∗(0), and since ν ≤ τ
Q∗(0) ≤ τQ
∗
(ν) holds P−a.s., one can deduce from (4.9) and (3.4) that
V Q
∗
(ν) = RQ
∗
(ν) +
∫ ν
0
f(s, θ∗s)ds = EQ∗
[
RQ
∗(
τQ
∗
(0)
)
+
∫ τQ∗(0)
ν
f(s, θ∗s)ds
∣∣∣Fν]+ ∫ ν
0
f(s, θ∗s)ds
= EQ∗
[
RQ
∗(
τQ
∗
(0)
)
+
∫ τQ∗(0)
0
f(s, θ∗s)ds
∣∣∣Fν] = EQ∗ [V Q∗(τQ∗(0))∣∣∣Fν] , P−a.s. 
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