Abstract. We exhibit examples of (1) series that converge more rapidly than any geometric series where the function represented has a natural boundary, (2) the convergence of a series with maximum geometric degree of convergence yet having limit points of poles of the series everywhere dense on a circumference in the complement of E, (3) a Padé table for an entire function whose diagonal has poles everywhere dense in the plane and (4) Specific examples are frequently of service in a developing theory, both to suggest new propositions and as counterexamples to refute possible conjectures. In the present paper we present some examples of this nature concerning degree of approximation by rational functions.
Specific examples are frequently of service in a developing theory, both to suggest new propositions and as counterexamples to refute possible conjectures. In the present paper we present some examples of this nature concerning degree of approximation by rational functions.
To be more explicit, we study ( §1) examples of series that converge more rapidly than any geometric series where the function represented has a natural boundary, in §2 the convergence of a series with maximum geometric degree of convergence yet having limit points of poles everywhere dense on a circumference in the complement of E. In §3 we give an illustration of rational functions of degree n in the Padé table for an entire function where the diagonal has poles everywhere dense in the plane, and in §4 a corresponding example for the diagonal sequence in the analogous table of rational functions of best approximation.
1. Rapidly converging series. An infinite series (1) f(z)~ux(z) + u2(z)+---of rational functions of respective degrees n, is said to converge to f(z) like a geometric series on a set E provided on that set for the sum Sn(z) of the first n terms of the second member of (1) we have (2) lim sup [max \f(z)-Sn(z)\, z on E]lln < 1.
The series (1) is said to converge on E more rapidly than any (nontrivial) geometric series if we have (3) lim [max \f(z)-Sn(z)\, z on E]lln = 0.
n-* oo
If un(z) is a rational function of degree «, if (2) is satisfied, and if there is no limit point of poles of the un(z) on the closed region E, then the series (1) has important properties relative to convergence, notably that the series (1) overconverges, namely converges to/(z) uniformly in a larger region containing E in its interior. If under these same conditions (3) is satisfied, then [3] the series (1) converges, uniformly on compact sets in any region Ex containing E and containing no limit points of the poles of the un(z). Moreover (3) is satisfied if E is replaced by any closed subregion of Ex. If the function/(z) is meromorphic at every finite point of the plane, and if the closed region E is bounded, it is known [3] that there exists a sequence of rational functions of respective degrees « whose poles lie in the poles of/(z) and which satisfies (3). This raises the question as to whether (3) always implies that/(z) has no natural boundary, a question which we proceed to answer here in the negative, by counterexamples. Theorem 1. Let E be the closed unit disk \z\ ^ 1, and the points ax, a2,... chosen in the disk E' : \z\ < 3 so that ax lies on the circle \z\ = 5/2, the next two ak are equally spaced on \z\ =8/3, the next three ak are equally spaced on |z| = 11/4, and so on for the circles \z\ = 3-1/A. We choose An= 1/«". TYie« the function <4> /(Z) = ?Ä exists throughout 7Î", is. meromorphic there, is analytic on E and satisfies If z0 is a point in E' not an an, we have for all « |z0 -an\ ä2S (>0), where S depends on z0, and for z in the neighborhood \z -z0\ < 8 we have \z -an\ > 8. Thus the series in (4) is dominated by the series 2 Ak¡8, and by the Weierstrass M-test the series (4) converges uniformly in that neighborhood, so/(z) is analytic in the neighborhood, in particular is analytic on E. The same proof shows that if an is arbitrary in E', then f(z) -Anj(z -an) is analytic in a neighborhood of an, so é?iZ-ak k=^+1z-ak this last series is dominated by the first member of (6), and (7) implies (5) . The rational function in (5) is of degree n, so (5) is of form (3). The analog of (5) holds for degree of approximation to/(z) on E by the rational functions of degrees n of best approximation. The function/(z) clearly has the circle \z\ =3 as a natural boundary. A somewhat similar function but no longer with poles in E' is presented in Theorem 2. Let E be the closed unit disk, E' the disk |z|<3, and the points au a2,... chosen all distinct but everywhere dense on the circle |z| = 3 (e.g. an = 3ein). We choose An= l/nn. Then the function
exists throughout E': |z|<3, is analytic there, and satisfies (where argz = arga", |z|<3)
Consequently, each an is a singularity of f(z) and the circle |z|=3 is a natural boundary for f(z).
It follows from the Weierstrass M-test that the series in (8), being dominated by the series 2 /4n/(3-r)on thedisk \z\ 5jr<3, is analytic on that disk and throughout E'. We note too by (6) the inequality (io) 2 Ak = A' < A»-
Since the an are distinct, the function
is continuous at the point z = aN and takes there some (finite) value A. Moreover, for 0< \z\ <3, arg z = arg aN, we have |z-aw| < \z -ak\ fork > Nasz->aN,
The first term in the second member approaches A, the second term is real and negative, of absolute value ANj\z -aN\, and the third term is by (10) not greater in absolute value than
Consequently we have (arg z = arg aN) (11) lim 3&\j(z)} = -co, so (9) is established, and aN is a singularity of/(z). Thus the circle \z\ = 3 is a natural boundary for/(z) in E'. We note incidentally that the proof of (11) is valid too for z-*-«n, |z| > 3, so the circle \z\ =3 is also a natural boundary for f(z) in |z|>3. The function f(z) in Theorem 2 is of significance for overconvergence, for we have for z on E l/w-*tti~2 säSa <Î.Tfc> Akak 3(z-ak) 7
n + l * and by (7) we have (5). Of course (5) is of form (3). The analog of (5) [4, p. 466 ] that there exists a function f(z) such that the second row of the Padé table consists of rational functions whose poles are everywhere dense in the circle of convergence of f(z). We prove now an analogous theorem concerning rational function of degree « of best approximation to f(z), the diagonal in the analog (12) of the Padé table.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use 2. Comparison series.
Theorem 3. Let f(z) be a function regular in a closed bounded region E and let {Rn(zy} be the functions of degree n of best approximation to f(z) on E. Also assume (13) \imsup\\f(z)-Rn(z)\\1'n = A.
n-* oo (The norm is any of the ordinary norms.) Then a comparison series Tn(z) may be found such that (i) limsupn.w|/(z)-7;(z)||1''' = /f, (ii) the Tn(z) are rational functions of degree n, (iii) the set of poles of {Tn(z)} form a dense subset in the complement C(E).
Proof. Let {l/«ón)}n=i,2,... he a dense subset of C(E) such that the l/aj,n) are different from the poles of the {/?n(z)}n=li2i.... Let Aon) be so small that for zeE we have We may replace the hypothesis (13) by
and deduce the conclusion Umsup||/(z)-7'n(z)||1"'á^.
The rational functions Rn(z) of best approximation are not necessarily unique, but we do not assert that the Tn(z) are best approximating. The degree of convergence used in (13) and (14) does not distinguish between the two sequences, but presumably a more refined measure of degree of convergence would do so.
In the study of equation (3), one might conjecture that (3) is possible only when the poles of the Sn(z) lie in the poles of/(z), or at least approach the singularities of f(z). Theorem 3 of §2 effectively shows that the conjecture is false. Since on the left side of (18) we have a polynomial of degree n + mat most it follows that Vk=0, k=n+m + l,..., «o-:-. , \w\ -1,
Examples on
as limit points of ft as m -> oo. Example 2. Our aim is now to construct an example of an entire function H(z) = 1.v = o bvzv such that the diagonal in the Padé table will diverge in a dense subset of the plane. For convenience we consider the sequence Rn_x,n(z) instead of the sequence Rnn(z). The difference is only an additional additive constant. Let a0, 0<|a0|<°°, be arbitrary. Consider the function A0l(l-a0z), where A0 is a constant that will be fixed later.
In order that ^0/(l-«oz) will be Rox(z) of H(z) = ^=0bvzv, it is sufficient (Lemma 1) that where ß0, 0<|ß0|<oo, is arbitrary, ßx=qßx, iS2=^2, for l>q>0, and q will be fixed later; ßx^ß2 are arbitrary (but ßx, /32/0, oo). We now look for the conditions that this rational function will be R23(z) of 77(z) = 2™=o hvzv (only the coefficients «0, hx are determined for the time being). Again, by Lemma 1, we have the set of equations : From (23), (24) and (32) we obtain \h¡\ < 1/5!, 7 = 2,3,4,5.
Up to now the coefficients «0, hx,..., h5 have been determined; also we know that 501, 523 of the Padé table each has one arbitrary pole. In order to continue the procedure we have to construct 567 (one arbitrary pole and six other poles because we have six coefficients of H(z) already determined). So let 2Sc = o Ck¡(l -ykz) be a rational function such that yQ, 0<|y0|<°°, is arbitrary. yk = qxyk, l>qx>0;
k=\, 2,..., 6; yj^y¡,j^l,j,l^2.
In order that this function should be 567 of H(z) the following set of equations has to be fulfilled : Using now the conditions yk=qxyk we get (in the same way as we obtained (28) For qx sufficiently small we get from (37) (39) |Ciy| + C2>4 + C2r2+ • ■ • +C6y¿| < 1/2-13!, j=6,..., 13.
From (33), (34), and (39) we obtain (40) \hj\ < 1/13!, 7 = 6,..., 13.
In this way we continue to construct the subsequence of the diagonal of Padé table. Each of the terms of this subsequence has one arbitrary pole. It is clear that the H(z) constructed is majorized by the exponential function and so is an entire function. Remark. By a slight change in the argument we could construct a subsequence of the diagonal such that each member of this subsequence would have more than one arbitrary pole. In fact the number of the arbitrary poles may increase monotonically to co. This is, of course, not needed here for the construction of the desired example. But by our assumption |1/«/-l/ax\ ä2r. So on the circle [z-\¡ax\==r we have |z-1/%| âr for l^jtip, and for |z-l/a^ =/-x we get |l/ay| <25,
By our assumption on Rpn)(z) we know that |l/SJn -l¡ax\ S;2r for 1 újúp. So we get a similar result for l/|jS>"| <25. Combining (4.7) and (4.8) and the similar results for the l/ßj we get from (4.5) Lemma 1, so far as concerns the existence of e = e(ax, r,p) but not the specific formula (4.10), can be proved qualitatively by the properties of sequences of rational functions.
The existence of 5£"(z) satisfying (4.2) shows that the rational function Rpn)(z) -Sp(z) of degree 2p approaches zero uniformly on \z\ < 1, hence [1, §12.1] admits a subsequence which approaches zero in the extended plane with the omission of at most 2p points. Since Sp(z) has a pole in ljax of fixed principal part independent of «, every such subsequence has at least one pole (necessarily belonging to R^p\z)) which approaches 1/%; we see this by integrating Rpn)(z) -Sp(z) over a circle \z-l¡ax\=rx<r.
Lemma 2. Let -n>0, e>0, r>0, and «+1 complex numbers C0, Cx,..., Cn be given. Also let 0< \ax\ < 1. Then there exists m>n and a rational function Sp(z) of Proof. Let z0 be any point in \z\ ^ 1. Since {l/ak} forms a dense subset of \z\ ^ 1 we can construct a subsequence {llaXk¡}¡°=1 such that l/alfci ->z0. Consider the sequence{t^},™!. Then \rk¡ -l/alfc/| ^2rkl -> Oas /->-oo. So \rkl -z0\ ->0as /^oo and the proof is complete.
Example. (Compare example in §3.) We now construct an example of an entire function such that the diagonal in the table (12) for the unit disc and the sup norm diverges at a dense subset of \z\ ^ 1.
Let {l¡aXk}x be a sequence of points outside the closed unit disc, dense in \z\ > 1. Let Tx ~è raè • • ■ such that rn -> 0. Our aim is first to construct a sequence of rational functions {SPl(z)}J^x of orders {p¡}?=x respectively. These rational functions will have a simple pole at {l/a1(}¡™ x respectively. Then an entire function is constructed with the aid of these rational functions. The subsequence {RPl(z)}?Lx in table (12) will have simple poles in the discs \z-l/o£X,| ^2r" 1=1,2,..., and so our assertion will follow by Lemma 3. The construction of the {SPl(z)}¡°= x makes use of Lemma 2, while for the proof that the poles of {Rp¡(z)}¡°= i lie near poles of {SPl(z)}?L x we need Lemma 1.
So our first aim is to construct the sequence {SPl(z)}¡°=x. For this aim we need also to construct sequences {m^fL x, {r¡¡}^=2, {e,}j°=i. Also we will use the given sequences {r,}¡™ x and {l/au}¡%x for the construction of {SPl(z)}¡tx.
We first define SPl(z) and then successively the sequence {SPl(z)}. Let px = 1 ; SPl(z) = Axx/(l-a11z) = 2"=o ß^z*', ¿u will be fixed later. Now ex is chosen as ex=e(axx, rx,px) where e(axx, rx,px) is the function appearing in Lemma 1; mx is defined as a solution of the inequality appearing in Lemma 2 we take as the first n (i.e., n¡ or m¡-x in our notation) coefficients of the furiction iSp/.j. Thus, Ck=ßkl~1\ k = 0, 1,..., m¡^x. The e appearing in Lemma 2 will be taken as e¡ = e(axl, r¡, p¡) where e(au, r¡, p¡) is the function appearing in Lemma 1.
After the new notation in Lemma 2 we use the result of Lemma 2 to get the function SPl(z) and the integer w¡ (m in Lemma 2) such that for In this way we have defined the sequences {Sp¡(z)}¡°=x, {mt}i°=x. Notice the special definitions of SPi(z), mx ; the fact that 17! was not defined, and that (4.26(c)) is complementary to (4.24) (in (4.26) we have /2:2). Also, it is worth noting that SPl(z) agrees with the first «?¡_i+ 1 coefficients of Sp^^z), the first «j,_2+1 coefficients of SPl_2(z) and so on (as follows from (4.26(a)) after substituting /-1, 1-2, instead of/).
We now are in a position to define our function/(z). It will be convenient to set (4.27) f(z) = 2 dkzk.
We now simply demand (4.28) 4 = f4°, k = 0, 1,...,«,, /= 1,2,....
We recall that because of (4.26(a)) the function is well defined. It follows from (4.28) that, because of (4.26(c)) and (4.24), f(z) is an entire function. We have (recall that the norm is the sup norm on \z\ S 1) \\f(z) -SPi(z)\\ = \\J,k = mi + x dkzk -2k=m1+i v-k^W; this is because of (4.28) for /= 1. So Recalling now (4.26(e)) and the way the {e¡}¡°= x were chosen we deduce from Lemma 1 that SPt(z) has a pole (at least one) in the disc |z-l/oti¡| ^2r,. So our assertion follows now from Lemma 3. Remark. There are possibilities for generalization. By minor changes one gets a similar generalization to that mentioned in the remark following the corresponding example in §3. Also, one may consider other norms rather than the sup norms. For this aim we may use the fact that for a regular function g(z) in |z| 2:1, the integral Jo* |g(/ei9)| d8, p>0, is a monotonie decreasing function of r in the interval 1 ^r Sloo. This enables us to change Lemma 1 and to get the above example for the Lp norm.
