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In this work, the feasibility of the floating-gate technology in analog com-
puting platforms in a scaled down general-purpose CMOS technology is
considered. When the technology is scaled down the performance of analog
circuits tends to get worse because the process parameters are optimized
for digital transistors and the scaling involves the reduction of supply volt-
ages. Generally, the challenge in analog circuit design is that all salient
design metrics such as power, area, bandwidth and accuracy are interre-
lated. Furthermore, poor flexibility, i.e. lack of reconfigurability, the reuse
of IP etc., can be considered the most severe weakness of analog hardware.
On this account, digital calibration schemes are often required for improved
performance or yield enhancement, whereas high flexibility/reconfigurability
can not be easily achieved. Here, it is discussed whether it is possible to
work around these obstacles by using floating-gate transistors (FGTs), and
analyze problems associated with the practical implementation. FGT tech-
nology is attractive because it is electrically programmable and also features
a charge-based built-in non-volatile memory. Apart from being ideal for can-
celing the circuit non-idealities due to process variations, the FGTs can also
be used as computational or adaptive elements in analog circuits.
The nominal gate oxide thickness in the deep sub-micron (DSM) pro-
cesses is too thin to support robust charge retention and consequently the
FGT becomes leaky. In principle, non-leaky FGTs can be implemented in
a scaled down process without any special masks by using “double”-oxide
transistors intended for providing devices that operate with higher supply
voltages than general purpose devices. However, in practice the technology
scaling poses several challenges which are addressed in this thesis.
To provide a sufficiently wide-ranging survey, six prototype chips with
varying complexity were implemented in four different DSM process nodes
and investigated from this perspective. The focus is on non-leaky FGTs,
but the presented autozeroing floating-gate amplifier (AFGA) demonstrates
that leaky FGTs may also find a use. The simplest test structures contain
only a few transistors, whereas the most complex experimental chip is an im-
plementation of a spiking neural network (SNN) which comprises thousands
of active and passive devices. More precisely, it is a fully connected (256
FGT synapses) two-layer spiking neural network (SNN), where the adap-
tive properties of FGT are taken advantage of. A compact realization of
Spike Timing Dependent Plasticity (STDP) within the SNN is one of the
key contributions of this thesis.
Finally, the considerations in this thesis extend beyond CMOS to emerg-
ing nanodevices. To this end, one promising emerging nanoscale circuit el-
ement - memristor - is reviewed and its applicability for analog processing
i
is considered. Furthermore, it is discussed how the FGT technology can
be used to prototype computation paradigms compatible with these emerg-




Tässä työssä tarkastellaan kelluvahilaiseen transistoriin (FGT, Floating-
Gate Transistor) pohjautuvan analogisen laskenta-alustan toteutettavuutta
yleiskäyttöisillä erittäin pienen viivanleveyden CMOS-teknologioilla. Tyy-
pillisesti analogiapiirien suorituskyky heikkenee, kun teknologiaa skaalataan
pienemmäksi, koska skaalaukseen liittyy käyttöjännitteiden alentaminen.
Lisäksi prosessiparametrit optimoidaan yleensä digitaalipiireille. Yleisesti ot-
taen analogiasuunnittelun haasteena on, että kaikki oleelliset suunnittelussa
käytetyt mittarit, kuten teho, pinta-ala, kaistanleveys ja tarkkuus riippuvat
toisistaan. Analogiapiirien heikkouksiksi voidaan lisäksi lukea heikko muun-
neltavuus, eli suunnitellut piirit eivät välttämättä sovellu suoraan uudel-
leen käytettäviksi yms. Tämän vuoksi analogiapiirien toimintaa korjataan
usein digitaalisilla kalibrointiratkaisuilla suorituskyvyn ja/tai saannon pa-
rantamiseksi, kun taas analogiapiirien hyvä muunneltavuus on vaikeampi
toteuttaa. Tässä työssä tarkastellaan voidaanko edellä mainitut analogia-
piirien heikkoudet kiertää käyttämällä toteutuksessa kelluvahilaisia tran-
sistoreita ja analysoidaan käytännön toteutukseen liittyviä ongelmia. FGT
teknologia on houkutteleva, koska sitä ohjelmoidaan sähköisesti ja siihen
on sisäänrakennettu sähkövaraukseen perustuva haihtumaton muisti. FGT
teknologia on ihanteellinen ratkaisu prosessivaihteluista johtuvien epäide-
aalisuuksien kumoamiseen, mutta sitä voidaan käyttää myös laskenta- tai
mukautuvana elementtinä analogiapiireissä.
Kun mennään erittäin pienen viivanleveyden (<< 1 µm) prosesseihin,
hilaoksidin nimellispaksuus ohenee niin paljon, että kelluvahilainen transis-
tori alkaa vuotaa, eikä se enää kykene luotettavasti pitämään sähkövarausta
muistissa. Periaatteessa vuotamattoman kelluvahilaisen transistorin toteut-
taminen on suoraviivaista myös erittäin pienen viivanleveyden prosesseissa
käyttämällä paksun hilaoksidin transistoria. Paksun hilaoksidin transistori
on tarkoitettu sellaisten piirikomponenttien toteuttamiseen, joiden jännite-
kestoisuuden tulee olla parempi kuin yleiskäyttöisten piirikomponenttien.
Käytännössä teknologian skaalaus aiheuttaa kuitenkin useita haasteita, joi-
ta käsitellään tässä työssä.
Riittävän kattavan otoksen saamiseksi skaalauksesta aiheutuvien ongel-
mien tarkasteluun, tätä tutkimusta varten toteutettiin kaikkiaan kuusi eri-
laista, kompleksisuudeltaan vaihtelevaa, prototyyppisirua käyttäen neljää eri
erittäin pienen viivanleveyden prosessia. Tarkastelun painopiste on vuota-
mattomissa kelluvahilaisissa transistoreissa, mutta itsestään nollaavan FGT-
vahvistimen (AFGA, Autozeroing Floating-gate Amplifier) avulla demon-
stroidaan miten myös vuotavia kelluvahilaisia transistoreita voidaan hyö-
dyntää. Yksinkertaisimmat testirakenteet sisältävät vain muutaman tran-
sistorin, kun taas monimutkaisin siru on toteutus neuroverkosta, joka koos-
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tuu tuhansista aktiivisista ja passiivisista piirielementeistä. Tarkemmin sa-
nottuna toteutus on täysin kytketty (256 FGT synapsia) kaksikerroksinen
virtasykäyksien avulla kommunikoiva neuroverkko (SNN, Spiking Neural
Network), jossa hyödynnetään kelluvahilaisen transistorin mukautumisomi-
naisuutta. Virtasykäyksien avulla kommunikoivan neuroverkon kompakti to-
teutus, jossa synapsien muovautuvuus riippuu neuronien lähettämien virta-
sykäyksien keskinäisistä ajoituksista (STDP, Spike Timing Dependent Plas-
ticity), on tämän väitöskirjan yksi keskeisimpiä saavutuksia.
Väitöskirjan alkuosa käsittelee lähinnä CMOS teknologiaa, mutta kir-
jan lopussa näkökulmaa laajennetaan koskemaan myös uusia nanoskaalan
piirielementtejä. Lähempään tarkasteluun otetaan yksi lupaava nanoskaalan
piirielementti - memristori - jonka soveltuvuutta analogiaprosessointiin ar-
vioidaan. Lisäksi tarkastellaan miten FGT-teknologian avulla voidaan testa-
ta laskentaparadigmoja, jotka ovat yhteensopivia näiden uusien kaksiport-
tisten nanoskaalan piirielementtien kanssa. Tämän lähestymistavan etuna
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1.1 The Role of Analog Circuits in Signal Process-
ing
In today’s modern affluent society, we are surrounded by a myriad of elec-
tronic devices such as digital cameras, mp3 players, cellular phones, laptops
and digital TVs. Ubiquitous digital gadgets may easily mislead one to con-
clude that analog circuits have completely vanished. This illusion stems
from labeling a product with a “digital” prefix, e.g. a digital camera, which
simply means that it has a digital signal processor (DSP) and information
is stored in a digital format. The word digital is often used as a market-
ing argument, to highlight the efficiency and ease of use of the product.
However, a good commercial product can rarely be made with a successful
digital design only. A “digital” product often includes a surprising num-
ber of analog circuits. For example, DSP manufacturer Texas Instruments
stated that for every DSP in an electronic system, there are approximately
ten analog components [1]. Indeed, analog circuits are needed as an in-
terface between digital processing and the external world. In this context,
the interface circuitry covers tasks like transforming the sensed quantity
(for example photons or acoustic waves) into a useful electronic magnitude
(for example voltage, current, charge or frequency). Other analog tasks in-
clude filtering, data conversions, and transforming an electronic signal back
to perceivable signal (for example movement, sound or light intensity). In
that sense, analog components are an essential and irreplaceable part of the
“digital” systems.
It is not absolutely necessary to visit the digital domain between the
analog input and the analog output. However, in practice, this is usually
the case at least if more or less a “general purpose” signal processor is con-
sidered. This is simply because digital hardware is more flexible than analog
hardware. Due to the better flexibility, the implementation of algorithms is
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often more straightforward, and for example precision can be adjusted ac-
cording to the requirements. For some applications, a Field Programmable
Gate Array (FPGA) or an Application Specific Integrated Circuit (ASIC)
may be a better solution than a DSP. The choice between different pro-
cessing platforms depends on specifications like power budget and die area
constraints. Other factors include the processing architecture (for example
serial or parallel) and resources (time and money) that are devoted in the
project. Whatever the case, programmability, scalability over different tech-
nology nodes, computational accuracy and immunity to noise are properties
hard to achieve with analog design. Consequently, Analog Signal Processors
(ASPs) are rarely seen on commercial systems, but DSPs are the de facto
industry standard. However, in some special cases it can be beneficial or
even necessary to rely on ASP instead of DSP. For example, in very high-
speed or in very low-power applications the extra data conversions (analog
to digital and then back to analog) can be too expensive in terms of delay or
power consumption. Nevertheless, it is very unlikely that ASP would widely
replace DSPs in the near future, but rather complement them.
Programmable analog signal processors have been successfully imple-
mented, for example the Field Programmable Analog Array (FPAA) [2].
FPAAs have their disadvantages and limitations, as explained in later chap-
ters, which prevents their use as a general purpose computing platform in
complicated systems. However, analog circuits have dominated in the imple-
mentation of many types of neural networks, because many of the algorithms
and functions used in this field map nicely and efficiently to analog hard-
ware. Data processing in neural networks is also organized so that it works
even if the elementary processing elements have high noise and low accuracy,
which is common to low power, small area analog circuits.
1.2 Programmable Analog Technologies
An implementation of an analog Discrete-Cosine-Transform-processor (DCT)
was previously studied by the author [3, 4]. In this work, the accuracy of the
transistors was identified to be the most serious roadblock for the implemen-
tation of a DCT-based motion estimation algorithm. Accuracy enhancement
can be achieved simply by using large devices at the cost of silicon area and
increased power consumption due to a larger capacitive load.
An alternative to spending more area is to fine-tune the transistors af-
ter fabrication for better accuracy. This can be realized by offloading the
accuracy constraints to a digital processor, a technique which is commonly
known as “digitally assisted analog circuits”. The feasibility of this design
technique improves with technology scaling, but needs some hardware over-
head for data processing and storing the configuration bits (ideally to a non-
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volatile digital memory). As an example this technique has been applied to
the performance enhancement of Analog-to-Digital-Converters (ADC) and
Digital-to-Analog-Converters (DAC) [5].
On the other hand in [3, 4], reconfigurability was also identified to be an
important feature that greatly improves the reuse of designed analog circuit
blocks. For example, besides DCT the same analog circuit could be used
for implementing the Discrete-Sine-Transform (DST) if the coefficients were
programmable. Reconfigurability was seen as such an important feature that
it eventually led to the exploration of programmable analog technologies.
There are a few technologies for adding programmability to the analog
hardware. In this context, programmability means the ability to repeatedly
reconfigure the design to implement different functionality and / or to im-
prove the performance by changing the operation point of the transistor(s).
This definition excludes traditional post fabrication programming methods
like laser trimming, which can be done only once. Post fabrication methods
are mainly used for example to cancel mismatches for improved accuracy, or
to enhance yield in general. Over the years, there have been many attempts
to realize an analog counterpart to the FPGA. Many of these attempts are
based on switched Capacitors (SC) accompanied with operational amplifiers
(OpAmp). Another technology providing means to achieve reconfigurable
analog hardware is the Floating-Gate Transistor (FGT).
The FGT technology provides the basis for the billion dollar flash-memory
business, a memory type that is widely used for storing information in any
application where compact size and non-volatility are appreciated. The pro-
gramming of FGTs involves manipulating the charge stored on the floating-
gate. This manipulation is effectively done by utilizing quantum mechanical
mechanisms like electron tunneling and hot electron injection. In fact, FGT
technology is currently in practice the only viable alternative to implement
a non-volatile memory in CMOS. Besides digital memory applications, the
FGTs can also act as programmable analog computational elements (with
intrinsic analog memory feature). In practice, this extension to analog appli-
cations is achieved simply by increasing the programming resolution of the
FGT from two separate states to a continuum of states. For example, the
above-mentioned FPAAs are based on floating-gate technology. FGTs allow
for more versatile and compact designs as compared to SC-OpAmp designs.
However, there are fundamental difficulties in realizing a truly versatile high
performance FPAA, such as the granularity of the building blocks and the
influence of routing on performance.
A more recent technology for nonvolatile storage is the memory resistor,
or memristor for short, which also enables reconfigurable designs. Although,
the theoretical model for the memristor was introduced already in 1971
[6], the physical implementation of this component was successfully linked
to the memristor theory just recently [7]. The article in Nature drew a
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lot of attention and got more researchers involved. As a result, plenty of
academic resources were rapidly devoted to investigating new architectures
and applications for the memristor.
Besides memristor, there are other emerging devices rushing to market
like Phase Change Random Access Memory (PRAM) [8] and Magnetore-
sistive Random Access Memory (MRAM) [9] which are capable for storing
(non-volatile) their current state. These emerging devices are primarily seen
as candidates for non-volatile digital memory applications which can poten-
tially replace the dominant flash memory in the future. However, some of
these devices may serve as programmable analog computational elements as
well, likewise FGT. There are already many proposals in the literature how
to use memristors for analog computation. Most of these new devices are
two-terminal thin film structures and their operation principle is essentially
based on manipulating the resistivity of the material. From this follows,
that their usage as computational elements requires a paradigm shift from
the traditional computation architectures which are based on three-terminal
(four-terminal, if the bulk terminal is counted in) transistors.
This thesis aims to explore the limitations and opportunities on realiz-
ing programmable analog hardware in CMOS, focusing on FGT technology.
However, since FGTs share many essential characteristics with memristors,
also many design aspects are similar. Furthermore, it is possible to con-
figure an FGT device to be virtually a two-terminal device the channel
conductance of which can be electrically manipulated. Therefore all fu-
ture two-terminal devices based on resistivity change can be mimicked with
FGT devices and consequently the CMOS-based FGT technology allows the
exploration of computation architectures which are compatible with these
emerging devices. To this end, as a case study, a compact realization of
Spike Timing Dependent Plasticity (STDP is a biological learning method)
is proposed and implemented on CMOS-based FGTs that are configured as
two-terminal memory devices. Therefore, in this respect the considerations
in this thesis extend beyond CMOS, to memristor-based analog hardware.
It is likely that memristive memories will be available as CMOS add-ons.
1.3 Problem Description and Scope
There are many research groups who are actively using FGTs in their analog
circuits. Most of the research related to the usage of FGTs in analog de-
sign is based on the seminal research conducted by Caltech professor Carver
Mead, whose students have continued to make good use of the properties
of FGTs and gained significant progress for example with the programming
framework and extending the application domain.
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FGTs are not typically included in the characterization process provided
by the foundry. For a previously uncharacterized process, certain empirical
parameters are unknown, as is the case with the examined processes in this
thesis. Therefore, before one can concentrate on designing effective and
reliable solution for a given problem, taking full advantage of the properties
of FGTs, one should characterize the accessible CMOS process kit very well.
The characterization is challenging with an academic budget, as taking into
consideration that prototyping especially with deep sub-micron technologies
is time-consuming and expensive. As devoting one process run just for device
characterization in each new technology is not practical, the emphasis in this
study is on experimenting with floating-gate devices without first trying
to characterize the process kit. Consequently, the focus is on solving low-
level problems rather than developing high performance circuits. In practice
the most important goal throughout this study has been to have functional
FGTs in general. The design is based on intuition and information extracted
by interpolation from other processes and studies. From this point of view,
the most relevant questions are: What kind of problems will be faced when
designing FGT-based circuits using modern sub-micron processes and how
to act in the absence of empirical parameters?
A typical System on a Chip (SoC) includes many analog components
that must be placed on the same chip due to integration benefits. Despite
this, modern general purpose CMOS processes are designed and optimized
to support mainly digital designs. The effort to increase the performance of
digital hardware is the strongest technological driver and the performance of
the analog hardware is secondary. On this account, CMOS analog compu-
tation is facing increasingly difficult problems the deeper one proceeds into
sub-micron technologies [11].
One of the most essential and fundamental properties of the FGT is the
non-volatility of the charge stored on the floating-gate. A metric that is used
to evaluate the non-volatility is the retention time. Memory cell’s ability to
retain charge is dictated by the oxide thickness. That is, only thick enough
gate oxide guarantees non-volatility. The nominal gate oxide has become
thinner when the CMOS processing technology has evolved toward smaller
line widths. This is the main reason (in addition to cheaper manufacturing
costs) for using a relatively old technology to implement FGTs.
Retention time that is considered to non-volatile operation is ambigu-
ous in analog memory applications: retention time must be coupled to the
allowed amount of error over the examined time period to provide mean-
ingful measure when analog FGT memory cells are considered. However,
non-volatility is a term that is frequently used in the literature. In general,
the non-volatility and the long-term charge retention are associated to time
scales supported by the natural gate oxide thickness roughly down to 0.25
micron technology node. Below this technology node the gate leakage cur-
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rent grows rapidly and the retention times decrease accordingly. In this case
the term quasi-/pseudo- or semi-floating-gate transistor is often referred to.
In general, research concentrating on non-volatile FGTs is typically im-
plemented with 0.25 micron or older processing technology, whereas pseudo-
FGTs are implemented with 0.18 or newer technology. It is also possible
to use denser than 0.25 micron technology to implement non-leaky FGTs,
since many foundries provide possibility to use thick oxide devices along
with thin oxide devices within certain manufacturing rules. The implemen-
tation of (mainly) non-leaky FGTs in a modern deep sub-micron general
purpose CMOS process is discussed in this thesis. Various aspects of the
restrictions posed by the processing technology itself are discussed. For
example, certain amount of energy is required in order to manipulate the
charge stored on the floating node of the FGT, so that, the thicker the ox-
ide the more energy is required. To achieve a sufficient energy level during
the charge manipulation, the gate oxide of the non-leaky FGT must be ex-
posed to harsh electrical stress - a situation that is usually avoided with
regular transistors to prevent transistors from breaking down prematurely.
For electron tunneling and injection it is necessary to use voltage levels far
beyond the nominal supply rails. Either off-chip or on-chip voltage sources
can be used to provide the required high voltages. However, an intention to
use an off-chip voltage source is typically poorly supported by the IO-cell
library provided by the foundry. Also, it can be challenging to implement
high-voltage tolerant switches in a given technology for internal routing of
the high voltages to a desired target. This thesis provides practical solutions
as to how one can try to solve such issues.
1.4 Structure and Contributions of the Thesis
This thesis is organized into eight chapters. Chapter 2 provides the reader
background information, definitions, terminology and concepts related to
the floating-gate transistors frequently used in later chapters of this thesis.
Chapters 3, 4 and 6 are devoted to considering the actual problem descrip-
tion. Chapter 3 focuses on discussing the compatibility issues of FGTs with
the deep sub-micron technologies in general whereas in chapters 4 and 6 the
approach is more application oriented. Chapter 4 deals with FGT circuits
which are relatively simple, whereas the prototype chip studied in Chapter
6 is much more complex. Namely, the introduced chip is a complete learning
system, where FGTs have a key role as they operate as synapses in a Spiking
Neural Network (SNN). Chapter 5 provides a brief introduction to biologi-
cal and artificial neural networks. It is included into this thesis for sake of
consistency and to equip the reader with sufficient preliminary knowledge
with respect to Chapter 6. The conducted application oriented study is
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supported by the experimental data collected from various prototype chips
manufactured with different process nodes. More precisely, experimental
tests comprise the following technology nodes:
• 0.18 µm, one test chip
• 0.13 µm, two test chips
• 90 nm, one test chip
• 65 nm, two test chips
All test chips were implemented with the processes provided by the same
foundry. That is, the study offers consistent and comparable data between
different process nodes from one foundry. The complexity of the test struc-
tures range from a single FGT with all terminals directly connected to re-
spective IO-pads to two layer neural network with 16 neurons in both layers,
256 synapses with interface and auxiliary circuits. Unfortunately, all test
chips were not fully functional due to different reasons so that all potentially
available measurement data could not be extracted. Extracted measurement
data per test chip varies also depending on the implemented test structure
itself and applied programming method. Obtained measurement data is
compared with simulated data.
In chapter 7, the focus is on emerging devices and their linkage to FGT
technology. The discussion concentrates particularly on memristor devices
which could potentially replace FGTs in many applications in the future.
For the sake of consistency, memristor’s potential to replace flash memory
and penetration to other digital applications or signal processing in general
is also briefly considered.
Finally, the most important findings made in this thesis with associated
conclusions are summarized in the last chapter. This monograph contains
mostly previously unpublished research results. Due to the focus of this
thesis, the individual prototype chips presented in this thesis are mainly
very simple and do not implement complex signal processing or similar tasks.
That is the reason why only part of the prototype chips is reported outside
this thesis. However, all information obtained from experimental prototype
chips has been invaluable in creating an overall picture of the feasibility of





A MOSFET with an extra electrical insulation (capacitor) forms a double
gate (gates are in series) device which is called a floating-gate transistor. The
first experiments on a MOSFET with an insulated gate date back to 1960
[12]. Since then, floating-gate technology has evolved along two different
paths. One path has concentrated on how to use FGTs for binary stor-
age. The other path has investigated how to use FGTs as a computational
element in analog circuits. Either way, the charge modification requires elec-
trons to be transported through an insulator (normally SiO2), which is quite
a tricky task and necessitates that certain circumstances are met depending
on the method to be used. The performance optimization of an FGT based
binary memory has led to the adoption of specialized process options which
enables very dense non-volatile binary memory arrays. Currently, there are
no process options available which would have been specially designed for
implementing analog FGTs, but some process features like double poly layers
facilitate the utilization of certain programming techniques. In this thesis,
only single poly processes are considered, which means that the discussion
is more general and independent of this process option.
The non-disclosure Agreement (NDA) with the process foundry prevents
revealing the non-public technological details related to the manufacturing
process. Due to this, the evaluation of numerical values is not possible for
all equations presented in this thesis. One essential parameter related to
FGT technology is the thickness of the gate oxide layer tox. Nominal tox of
thick oxide devices is less than 6 nm for all technology nodes discussed in
this thesis.
2.1 Basic Structure of the FGT
A floating-gate transistor is a device with a capacitively coupled gate (see
























Figure 2.1: Simplified schematic of a single p-type FGT. Charge (Qfg) stored
on the floating-gate defines the threshold voltage of the FGT. C1 and C2
are capacitive inputs and CD, CS and CB are internal capacitances.
conductors, but is connected to at least one capacitor. Because the actual
gate of the transistor is floating, the extra capacitors are usually referred to
as control gates. It is instructive to think of this circuit as a basic transcon-
ductance amplifier with a capacitive divider in its gate. The capacitive
division, κ, is defined as C1Ctot , where C1 is the input capacitance and Ctot
the total capacitance connected to the floating-gate, respectively.
It is possible to change the potential on the floating-gate either by capac-
itively controlled signals or by changing (programming) the charge stored on
the gate capacitance. Charge modification is only possible by moving charge
carriers (electrons or holes) through the gate insulator. The programming
effectively changes the threshold voltage Vth of the transistor (see Eq. 2.1
and Fig. 2.2), thus providing means to change the biasing of the transistor,
which in turn enables FGT to be used as a computational element. The





where Vth is the threshold voltage of the FGT and Qfg is the charge at the
floating-gate. The sign of equation is − for the n-type FGT and + for the
p-type FGT respectively 1.
The quality and the thickness of the insulators surrounding the floating-
gate define the leakage rate of the charge, i.e. the retention time. Even if
a memory element is considered non-volatile, the retention time (powered
1Here, the charge Qfg is assumed to be positive.
12






























 down ∆Vth up
Figure 2.2: Measurement data with a similar setup to that of Fig. 2.1
showing how the programming changes the effective threshold voltage Vth of
the FGT and how the shift reflects to the ID vs. VGS curve. Data obtained
from a prototype chip manufactured in a 90 nm CMOS process. FGTs are
made of thick oxide transistors.
or unpowered FGT) is always finite because of the finite resistivity of the
insulator (gate oxide). The retention time dt can be derived from Eq. 2.1.
iGtotdt = ±CtotdVth (2.2)
where iGtot is the sum of gate currents (leakage). From Eq. 2.2 it becomes
apparent that the retention time is related to some allowed value dVth for the
threshold voltage shift. Ideally, the preset charge remains nearly unchanged
even for years if the power supplies are shut down, hence the name non-
volatile memory.
The number of capacitors connected to the floating-gate is dependent on
the chosen programming scheme as well as the number of inputs connected
to the gate. In general, an FGT has only one actual input, but typically the
programming requires connecting more than one capacitor to the floating-
gate, therefore it is more useful to mathematically examine the multi-input
FGT. By connecting more input capacitors to the floating-gate the result
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is a Multiple Input Translinear Element (MITE) [13]. Effectively, a MITE
produces a drain current that is related to a weighted sum of its input
voltages according to Eq. 2.3.
∆Vfg =
Qfg + CD · VD + CS · VS + CB · VB +
∑n
i=1 ∆Vi · Ci
Ctot
(2.3)
where Vfg is the floating-gate voltage, VD/S/B and CD/S/B are respective
terminal voltages and capacitances that are assumed to be constant 2. Well-
capacitance and well-bias can be considered to be one of the inputs. Now,
the change in Vfg can be used to evaluate the respective change in drain
current ID according to the standard ID versus VGS equations.
Basically, an FGT can be either n-type or p-type. However, while both
types are functionally similar, n-type transistors are not so well suited for
some of the programming methods as explained in the next section. This
is the reason why p-type FGTs are often preferred. For, example all FGTs
presented in this thesis are p-type devices.
2.2 Programming Methods
The purpose of this section is to provide necessary information for the reader
to facilitate the understanding of circuit topologies presented in the following
chapters. Principles of different programming methods are discussed, and
their usability on a general level is estimated. From this perspective, it is not
necessary to go deeply into the physical mechanisms that these methods are
based on, nor detailed mathematical models. A selected set of programming
methods presented in this section is examined in more detail in Chapter 3,
and verified through experimental measurements in Chapter 4.
2.2.1 Basics of Programming
The aim of the programming is to transfer charge carriers (electrons or holes)
through Si − SiO2 − Si layer structure where the Si − SiO2 interface in-
troduces an approximately 3.15 eV energy barrier to electrons and 4.63 eV
energy barrier to holes [19]. The effective width of the energy barrier is de-
termined by the potential difference between the silicon layers. The carriers
must gain sufficient energy so that they can either travel through or jump
over the energy barrier (see Figs. 2.4 and 2.6). When the energy barrier
heights for electrons and holes are examined, it can be readily seen, that less
energy is needed to move electrons through the SiO2 layer. Consequently,
most methods are based on moving electrons through the insulator.
2This simplified equation neglects the fact that capacitance values and drain voltage
may change according to the bias point.
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The programming of FGTs can be dynamic or static. One example of
dynamic programming is the Autozeroing Floating-Gate Amplifier (AFGA)
[17], which adapts the floating-gate charge in response to the applied input
signal. Static programming means that FGTs are programmed determin-
istically to a given target. An example of static programming is presented
in [18], where the matrix coefficients needed in image processing are pro-
grammed on analog FGTs. There are certain applications that do not fall
in either of these groups. For example, the amount of transferred charge
itself can be the desired result, e.g. in dosimetric applications [16]. Another
study [43] reports how the accumulated charge on FGTs can be used for
fatigue monitoring in biomechanical implants. It was shown how the piezo-
electric voltage generated by the sensor can be directly used as a source for
the programming pulses thus making the monitoring sensor self-powered.
The exact amount of stored charge is relevant for analog applications,
whereas binary programming (a lot of charge versus a little bit charge)
suffices for digital applications. Thus, it is obvious that the transition from
binary programming to continuous programming involves several issues that
need to be addressed to achieve desired functionality with an acceptable level
of accuracy. Flash-memories based on Multi Level Cells (MLC) are also
available, for storing more than a single bit of information on an FGT. The
programming of the MLCs is more complicated than the binary case, but
needs far less accuracy than the pure analog, continuously valued memory.
When programming to a target, the state of the FGT has to be measured:
The programming is typically performed in cycles (the iterative process ap-
plies also to MLCs). One cycle includes both the programming phase and
the measuring phase where the effect of the applied programming is evalu-
ated. In principle any of the following quantities of the FGT, namely charge
stored on the floating-gate Qfg, floating-gate voltage Vfg, drain current ID,
drain voltage VD or related quantity such as channel conductance can be
chosen as the quantity to be monitored. However, in practice the easiest
way is to measure the ID.
Fig. 2.3 presents a circuit setup for an indirect FGT programming
scheme [15] where the signal and programming transistors are separate de-
vices. Another possibility is direct programming that uses the same tran-
sistor for signal and programming. Typically, more switches are needed
in the direct programming scheme because the FGT must be disconnected
from other circuitry during the programming phase and then reconnected
for the run-time phase. These switches both increase the complexity of the
circuit and introduce additional resistances and capacitances and thus de-
crease the performance. An indirect scheme permits in-circuit programming
but increases the capacitance Ctot connected to the floating-gate. The direct
consequence of the increased Ctot is that more charge has to be transferred













Figure 2.3: Schematic of an FGT with bidirectional programming capability.
Fowler-Nordheim electron tunneling is used to remove electrons from the
floating-gate and hot electron injection to add electrons to the floating-gate.
Indirect programming scheme is applied with either p-type or n-type signal
transistor.
indirect method allows transistors connected to a common floating-gate to
be of different type. For example, the p-type signal transistor in Fig. 2.3
can be replaced with an n-type transistor.
Bidirectional programming is required in nearly all practical applica-
tions. The programming can be global or local, or a combination of these,
i.e. global in one direction and local to the other. Furthermore, the pro-
gramming mechanism can be the same or different in order to add charge
(electrons or holes) to the floating-gate or to remove charge from it. On the
other hand, some of the presented programming techniques can be used only
to add electrons to the floating-gate and therefore need to be supplemented
with some other method in order to achieve bidirectional programming.
In nearly all practical cases regarding multiple FGTs on the same chip,
it is necessary to organize the programming scheme so that it allows a possi-
bility to program each FGT independently, so that the programmed charge
of neighboring FGTs remains unchanged. The difficulty in guaranteeing
such selectivity with a given programming method depends on the number
of parameters that need to be set for the programming.
It is important to understand that the transfer processes are quantum-
mechanical by nature and therefore it is only possible to increase or decrease
the probability of charge transfer rather than define strict limiting values for
them. Essentially, it is the wave-like properties of charge carriers that enable
them to cross the energy barrier. Understanding these effects on the atomic
level would take us deep into quantum mechanics, and therefore, it is beyond
the scope of this thesis. Instead, the principles of different programming
methods on the macroscopic or qualitative level are briefly summarized.
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2.2.2 UV Photo Injection
Exposing FGTs to UltraViolet (UV) light is perhaps the easiest way to
neutralize the negative charge stored on the floating-gates. The mechanism
is based on the ability of short wave ultraviolet light (high energy per photon)
to impart enough energy (>3.15 eV) to the floating-gate electrons in the Si
valence band to enter the SiO2 conduction band. These excited electrons
induce an electrical current through the oxide [20]. The UV Photo Injection
method does not require high voltages nor extra capacitors connected to the
floating-gate as many other methods, but needs an appropriate chip package
to enable light exposure. The process is quite slow and depending on the
light intensity needs several minutes or even hours (in ordinary sunlight)
to erase the negative charge stored on the gate. It is not possible to add
electrons to the floating-gate with the help of UV-radiation and hence it is a
one-directional process. It should also be obvious that it is very difficult to
design an FGT array that supports selective UV-light programming, because
the mechanism is controlled by only two parameters: UV-light intensity and
exposure time.
2.2.3 Fowler-Nordheim Tunneling
Fowler-Nordheim tunneling (F-N tunneling) [27], which is sometimes also
called cold electron tunneling, is a process which allows electrons to pene-
trate through the energy barrier at the Si−SiO2 interface. It is also possible
to tunnel holes in a standard CMOS process [22], but only through an ultra-
thin oxide layer (2-4 nm) because of the larger energy barrier height. This is
in contrast to electrons, which are able to travel through much thicker dielec-
tric. Such an ultra-thin oxide does not support long-term charge retention.
Furthermore, only standard CMOS processes having a Si − SiO2 − Si at
the gate are considered within this thesis. Hence, hole tunneling is beyond
the scope of this thesis. The fundamental reason why the FGT becomes
leaky if the dielectric is made too thin is that, an ultra-thin dielectric allows
so called direct tunneling [23]. In this process electrons can spontaneously
travel through the gate oxide almost independently of the electrical field,
see Fig. 2.4.
A higher energy level than 3.15 eV is required for electrons to pass over
the energy barrier ΦB
3, however the barrier width is also relevant. At room
temperature, the thermal energy level of electrons is sufficient for penetrat-
ing approximately 5 nm into the oxide. In the absence of the electric field,
the electrons will fall back to the silicon (or polysilicon) if the oxide layer
is wider than 5 nm. However, the effective barrier width can be reduced
3Interfacial barrier heights may be unequal for both sides of the dielectric. However,




















Figure 2.4: A conceptual energy band diagram of the physical differences
between F-N and direct tunneling. (a) If the SiO2 layer is thick enough,
electrons have almost negligibly small probability to escape the conduction
band of the floating-gate. When Vox is elevated from zero (the upper fig-
ure) to a sufficient level (Vox > ΦB) (the lower figure) the effective barrier
width is reduced so that electrons can tunnel through the triangular-shaped
energy barrier. (b) In direct tunneling the electrons can tunnel through the
trapezoidal-shaped energy barrier even if the Vox < ΦB.
by applying an electric field across the oxide. Thus, in this process the
energy level of electrons is not elevated but the effective barrier width is
reduced allowing electrons to tunnel through the energy barrier. This mech-
anism enables electron tunneling at a relatively low current density. Hence,
the name cold electron tunneling, albeit the electrons do become hot (their
energy increases) when entering the oxide.
The potential difference Vox across the oxide decreases the effective bar-
rier width so that electrons can pass through the triangular-shaped barrier
into the oxide conduction band, see Fig. 2.4. From the oxide conduction
band, these electrons are swept over to the side of the oxide determined by
the polarity of the electric field. Naturally, a positive voltage relative to the
floating-gate voltage attracts electrons and negative voltage repels them. To
initiate significant current flow through the oxide, an electric field larger than
6.4 x 108 V/m must be applied across the oxide layer [29]. This information
can be used to estimate necessary Vox for a certain oxide thickness.
F-N tunneling is very sensitive to gate oxide thickness tox because of its
exponential relationship to current flowing through the dielectric. Several
empirical or semi-empirical equations presented in the literature describe
the current flow through the SiO2 under F-N tunneling conditions. One
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where J is the current density, F is the electric field across the SiO2 and K1
and K2 are constants determined from the measured data. Typically, F can
be approximated by Vox/tox. K1 and K2 are in the order of 1 µA/V
2 and
200 MV/m for oxide thickness > 5 nm. The distinct current density may be
higher or lower than the one predicted by Eq. 2.4, because of the trapped
charge in the insulator or the geometrical shape of the tunneling junction,
which contributes to the tunneling efficiency [29].
Hence, electron tunneling requires only two parameters (voltage across
the oxide and the tunneling time) to be set. On the other hand, using F-N
tunneling for selective programming of an FGT array can be expensive in
terms of area and power due to the required high voltages. The area of the
high-voltage switching circuitry can become large and complex in order to
properly isolate the programmed and non-programmed devices. This is one
reason why F-N tunneling is typically used for global erase.
It is not practical to tunnel electrons through the signal transistor’s
oxide, because adding high-voltage switches to the signal path increases the
complexity and area, deteriorates the signal to noise ratio and can cause
undesirable modifications to the functionality of the device. Therefore, a
tunneling junction should be added to the floating-gate. The capacitance
of the tunneling junction must be small enough relative to Ctot in order to
achieve a sufficient electric field with a reasonable tunneling voltage.
Electrons can be added to and removed from the floating-gate by the
tunneling mechanism because the direction of electrons is exclusively deter-
mined by the polarity of the electric field across the oxide. Hence, in principle
one tunneling junction suffices for bidirectional programming. However, this
approach may lead to difficult challenges in practical implementations. This
topic is addressed in more detail in Chapter 3. Alternatively, two capacitors
of sufficient capacitance ratio can be used to realize a bidirectional tunneling
scheme. The operation principle of such a programming scheme is shown in
Fig. 2.5, where C2 is a control capacitor that sets the floating-gate voltage
Vfg while C1 provides a tunneling junction. C2 dominates the Ctot so that
Vfg is a strong function of V 2 and a weak function of V 1. Thus, according
to Eq. 2.3 Vfg ≈ V 2. Consequently, the polarity of the electric field across
C1 can be reversed by reversing the voltages applied to C1 and C2. In
addition, it must be taken into account that the parasitic capacitance Cp
decreases the effective tunneling voltage.
Using two capacitors offers an extra advantage of better support for
selective programming, because adding an extra capacitor effectively equals





















Figure 2.5: The principle of bidirectional tunneling scheme. (a) electrons
are removed from the floating-gate due to V 1 >> Vfg. (b) electrons are
added to the floating-gate due to V 1 << Vfg.
oxide of the signal transistor M1 is exposed to a high electric field when Vtun
is applied to C2, see Fig 2.5 (b). The tunneling current through the gate
of M1 can be minimized by disconnecting the drain of M1 of its run-time
circuit and coupling it to vdd fg for the programming phase. Furthermore,
if M1 is replaced with an n-type transistor, also source (and bulk) should
be connected to vdd fg for the programming phase in order to minimize the
electrical stress of M1.
2.2.4 Hot Electron / Hole Injection
When electrons or holes are accelerated in an electric field their energy in-
creases. Energetic carriers are often called hot because thermal energy E
and temperature T are related through Boltzmann’s constant k: E = kT .
These energetic carriers can be injected into the oxide to become trapped
charge, drift through the dielectric layer (SiO2), create interface trapped-
charge, or generate photons [33]. Many of these events are unwanted in
normal operation because they cause undesirable device behavior modifica-
tions such as threshold voltage shift and mobility degradation. However,
charge transfer by hot electron / hole injection through the SiO2 layer can
be exploited in the programming of FGTs for intentional threshold voltage
modification.
There are several mechanisms that can give rise to oxide current when a
MOSFET is biased under hot-carrier conditions [23, 34]. These are Substrate
Hot-Electron (SHE), Auger Recombination (AR), Secondarily Generated
Hot-Electron (SGHE), Channel Hot-Electron (CHE) and Drain-Avalanche
Hot-carrier (DAHC). Occurrence of significant hot-carrier effects in silicon
requires electric fields greater than 4 x 106 V/m [23]. This is roughly 150
times lower than that required by F-N tunneling, because the kinetic energy
20
of the carriers is exploited in the injection process. Hot carriers have enough
energy to pass over the energy barrier, see Fig. 2.6. Unlike electron tunnel-
ing, hot electron injection is a one-way process (carriers can be accelerated
only on the channel side). That is, it can only be used to add electrons to
the floating-gate. While in principle, it is possible to inject hot holes to the
floating-gate [35], in practice it is very hard because of the higher barrier
height for holes and because hot holes tend to generate hot electrons by
impact ionization 4, which can more easily pass over the barrier. In the











Figure 2.6: A conceptual energy band diagram of the hot electron injection.
The kinetic energy of hot electrons exceeds the barrier height ΦB so that
electrons can pass over the barrier. Required vertical field Vox is within
the normal supply voltages, but sufficiently high (typically lateral) field is
required to generate hot electrons. It is possible to accelerate i.e. generate
hot electrons on the channel side only. Consequently hot electron injection is
a one-way process and can be used only to add electrons to the floating-gate.
SHE is mainly used for evaluation of the gate oxide quality. It resembles
F-N tunneling, but hot carriers must be externally generated (for example
thermally) or injected from a forward-biased pn-junction. The need for ther-
mal excitation or varying substrate bias (back-bias) to control the energy of
hot electrons explains why this mechanism is not practical for programming
an array of FGTs. Above a certain value of the floating-gate voltage, F-N
4The result of the impact ionization is two holes and one electron.
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tunneling starts to dominate the gate current and the contribution of SHE
is masked.
In the Auger process, two carriers recombine and give their energy to a
third carrier. In principle, this mechanism allows gate current with drain
voltages below the barrier height. However, to reach a sufficient energy level
to surmount the barrier, the recombination energy of carriers in equilibrium
with the lattice does not suffice [34]. Hence, in practice either the recombin-
ing carriers or the receiving carrier must be hot. However, the probability of
recombination decreases exponentially with the energy of the carrier. There-
fore, it is very difficult to take advantage of this effect to inject carriers to
the floating-gate. However, it is probable that the AR enhances the CHE
injection for large drain voltages.
SGHE is the most complicated among the HE-processes, involving many
overlapping mechanisms for secondary hot carrier generation, such as sec-
ondary induced electrons by the hot hole substrate current, photon induced
injection and bipolar injection. Basically, the bias conditions in SGHE are
similar to those in CHE and in DACH (discussed in the following para-
graphs) except for the influence of the substrate’s back-bias. The need for
back-bias along with the control of many overlapping injection mechanisms
simultaneously makes SGHE less attractive for the programming of FGTs.
In the case of CHE, the accelerating electric field is lateral. Hot elec-
trons must be collected into the floating-gate by a properly oriented vertical
field. In an n-channel transistor, the combination of low gate voltage VG and
high drain to source voltage VDS (high lateral field) creates a large number
of hot electrons near the drain. However, high gate voltage (VG > VD) is
necessary for a high vertical field that collects part of the hot electrons to
the gate. Therefore, it is not possible to maximize both the lateral and
the vertical field simultaneously. From this contradiction it follows that for
an n-channel MOSFET the injection efficiency peaks when VG is approxi-
mately equal to VD assuming that VS and VSUB are grounded. However,
most of the effects caused by CHE are considered harmful in “normal” use
of transistors. As these effects are pronounced as the scaling continues,
there are several process-control techniques, such as Lightly Doped Drain
(LDD), double diffused MOSFET structure and replacing the SiO2 with the
Si3N4, that specifically work to avoid CHE [14]. Consequently, the precise
programming of nMOS transistors by using CHE is virtually impossible [15].
If the accelerating lateral field is high enough and (VG < VD), hot elec-
trons and holes are generated by impact ionization and avalanche multipli-
cation at the drain (DAHC). The gate current of the DACH as a function of
VG is not monotonic because the injection efficiencies of hot holes and hot
electrons peak at different points, as can be seen from Fig. 2.7. However,
the peaks are not equal in height. For an n-channel device, the gate current
caused by the injected holes is lower due to the higher energy barrier to the
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Figure 2.7: An illustration of IG against VG for an n-channel device in DAHC
for arbitrary VD (adapted from [34]). There is a smooth transition from the
DAHC to the CHE when the VG becomes comparable to the VD.
holes in the Si−SiO2 interface. Although the vertical field of an n-channel
device does not favor the collection of electrons to the gate, a part of the
ionized hot electrons can be injected against the repulsive field. On this
account, the efficiency of DAHC injection compared with CHE injection is
lower. When the VG is elevated further, the impact ionization decreases
and the number of hot electrons in the channel increase, so that there is a
smooth transition from the DACH to the CHE.
In a p-channel device, the hot electrons generated by the DAHC mech-
anism can be injected to the gate. This mechanism is often referred to as
Impact Ionized Hot Electron Injection (IIHEI) [36]. The advantage of the
IIHEI mechanism is the properly oriented high vertical field under DAHC
bias conditions as opposed to nMOS devices under CHE or DAHC bias con-
ditions. This makes IIHEI amenable for the precise programming of a pMOS
FGT. Furthermore, the achieved gate current is larger for the p-channel de-
vice than for the n-channel device under comparable bias conditions (DACH)
due to the smaller energy barrier to the electrons.
The modeling of IIHEI requires the extraction of empirical parameters.
For example, a semi-empirical equation of IIHEI gate current was given in
[10]










Figure 2.8: The programmed FGT can easily be isolated from non-
programmed devices during injection.
where Ig is the gate current, Is is the source current, Vgd is the gate-to-drain
voltage and Vsd is the source-to-drain voltage. α, β, δ and λ are parameters
determined from the measured data. From this equation, the dependence
of the gate current on the vertical (Vgd) and the lateral (Vsd) electrical
fields is evident. A more rigorous study of IIHEI with injection efficiency
considerations is presented in [37].
In practice, the most useful injection mechanisms are CHE and DACH
(or IIHEI), because there is no need for the back-bias. Utilizing these car-
rier injection mechanisms requires the control of two electric fields simulta-
neously. With CHE the coexistence of lateral and vertical fields typically
makes the Ig vs. Vg curve parabolic, because when one field is strengthened
the orthogonal field gets weaker. Optimal injection efficiency is obtained by
balancing the hot carrier generation efficiency with the vertical field that
transports the hot electrons to the floating-gate.
Voltage controlled carrier injection needs three parameters to be set:
time, VDS and VGD. VDS and VGD can be regarded as equivalents to word
line and bit line in standard memory architecture. This is advantageous
for the selective programming of an array, since the programmed device can
be easily isolated, see Fig. 2.8. However, considering especially an analog
FGT array, the three parameters need to be controlled simultaneously while
taking into account the initial charge. This means that accurate control of











Figure 2.9: A simplified schematic of a current biased injection scheme.
There is also an alternative electron injection programming scheme,
which does not require accurate control over VGD. According to Eq. 2.5,
the gate current Ig is proportional to the source current Is. Typically, Is
is controlled with gate voltage bias VGD, but current bias can be used as
well. A simplified schematic of such an alternative programming scheme
[38, 39] is shown in Fig. 2.9. During normal operation, V tun and V inj are
set to gnd and V dd, respectively. Transistors M4 and M5 form a current
mirror that biases M2 with Vfg. During programming, a feedback loop is
established between the drain and gate of M2. As C1 dominates Ctot, the
current set by M5 flows through M2, independently of Qfg. This results
in a constant current through M1 as it will mirror the current of M2. The
change in charge Qfg will be a function of the bias current of M1, the V inj
applied to M1, and the duration of the injection pulse.
The current biased injection scheme needs less control in the program-
ming mode than the gate voltage controlled scheme, because a sufficient
current bias is determined in the design phase. However, simplified control
as compared to the gate voltage controlled scheme is traded for additional
power consumption that depends on the chosen current bias, additional
switches (increased area) for controlling the feedback loop and loss of one
degree of freedom for the gate current adjustment. Also, for these reasons,
it is not that amenable for programming large FGT arrays as is the gate
voltage controlled scheme. A current bias controlled injection scheme was
experimentally tested and the obtained measurement results are discussed
in Chapter 4.
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While CHE suffices for digital programming, IIHEI is better for accurate
hot electron injection for analog applications. This conclusion is based on
two things: 1) unintentional CHE is considered harmful and consequently
its utilization for programming purposes is efficiently prevented by device
level manufacturing optimization 2) the vertical field is incorrectly oriented
for supporting CHE but properly oriented for IIHEI. Furthermore, whereas
CHE is efficiently prevented, the IIHEI will be available in all DSM CMOS
processes because it can not be eliminated without affecting basic transistor
operation. Therefore, all FGTs in this thesis are p-channel devices employ-
ing the IIHEI mechanism for electron injection. Certainly, the better control
of p-channel device programming is traded for lower performance in terms
of current gain, transconductance, and speed, in comparison to n-channel
devices. However, it is possible to circumvent this trade-off by using an
indirect programming scheme, in which a pMOS is used for programming
and nMOS acts as a signal transistor.
Finally, some aspects related to injection mechanisms on a system level
are considered. While a similar mechanism to the CHE, Channel Hot-Holes
(CHH) injection, does exist for p-channel devices, it is not useful due to very
low injection efficiency. Thus, in practice, electrons can not be removed from
the floating-gate with injection mechanisms. Consequently, any bidirectional
programming scheme utilizing a hot electron injection mechanism needs a
complementary F-N electron tunneling mechanism to remove electrons. It
should also be noted that an injection mechanism, which needs a high lateral
field to generate hot carriers, may also limit the use of some important circuit
techniques, for example cascading.
Typically, an FGT is “ramped up” before applying injection pulses. That
is, all of the voltages capacitively coupled to the floating node (drain, source,
control gate, tunneling junction) are increased in small steps to avoid large
potential differences between any nodes. After injection, all terminals are
ramped down respectively to observe the change caused by the threshold
voltage shift. Ramp up is required when only positive voltages are available
to get an adequate drain source voltage for injection. If negative voltage
pulses are applied to the drain terminal during injection there is no need for
ramp up nor ramp down.
An important long-term effect due to repeated programming is that the
oxide wears out. This happens regardless of the selected programming mech-
anism. In practice the wear out is due to trapped charge and it causes
increased gate currents for the same programming parameters and initial
state. Another phenomenon that affects the FGT in the long-term causing
charge loss is thermionic emission [40]. When the temperature is increased,
the energy of charge carriers (sometimes referred to as ”thermions” in the
literature) is increased so that some of them are able to overcome the energy
barrier of the Si− SiO2 interface. In addition to long-term effects, a short-
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term drift can be observed every time FGT is programmed. The short-term
drift is due to trapped charge in the oxide and at the interfaces settling to
a new equilibrium state after programming. Both of these effects should be
taken into account especially when designing and evaluating systems which
include analog FGTs.
2.3 Performance Aspects of FGTs
More often than not, analog IC design is based on matching devices. The
usual way to get a sufficient level of matching is simply to spend more
area, thereby increasing the capacitance and power consumption (assuming
a fixed operating speed). Respectively, the operating speed (or bandwidth)
can be boosted by using wider transistors which also leads to increased
power consumption. With FGT technology it is possible to partly decouple
the bandwidth-accuracy-power trade-off, since the programming feature of
FGTs enables accuracy or matching improvement without the usual propor-
tional increase in the device size and power consumption. The programma-
bility of FGTs also helps in removing extra overhead needed in traditional
analog circuit design for linearity improvements, offset removal etc. Natu-
rally, the area needed for the programming infrastructure must be considered
when evaluating the trade-offs.
The performance of an FGT is influenced by the unavoidable capacitive
divider at the input. The major drawback of the capacitive divider at the
input is that it inevitably leads to degraded gain-bandwidth products. This
is because the input capacitors act as coupling capacitors which degrade the
signal path as the frequency increases. That is why FGTs are in general
more suitable for systems with low frequency and bandwidth. On the other
hand, [50] reports an FGT-based frequency divider that reaches the -3 dB
cut-off frequency at approximately 3 GHz. Even though only simulations
were presented without measured results, it can be seen that high frequency
applications are feasible. The discussion of the frequency response of the
AFGA (Section 4.3) brings additional insight into this issue.
Besides operation speed, there are other performance-related questions of
fundamental importance that need to be answered when the use of floating-
gate devices is considered. For example, what happens to the Signal to
Noise Ratio (SNR) when the gate is isolated by an extra capacitor? This
topic is addressed in [51] and those results are briefly summarized in the
following. Additional considerations from the technology scaling point of
view are addressed in Chapter 3.
Small signal models of a regular pMOS and a p-type FGT are used as
the starting point of this analysis. For simplicity, stand alone devices are
assumed so that both devices drive similar loads. The transconductance
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gm of a pMOS transistor in saturation region (and above threshold) can be







(VGS − Vth) (2.6)
where k′p is a process transconductance parameter given by
k′p = µpCox (2.7)
where µp denotes the mobility of holes in the induced channel. An extra
capacitor C1 at the input of the FGT device acts as a decoupling capacitor
and forms a capacitive divider between the input capacitor and all other






so that the transconductance of an FGT gm,FGT is given as
gm,FGT = κgm (2.9)
As opposed to a regular MOS transistor, an FGT device offers an extra
degree of freedom for gm adjustment by manipulating the effective threshold
voltage that affects the overdrive voltage.
The intrinsic cutoff frequency fT is defined as the value of the frequency
at which the short-circuit current gain of the device drops to unity (i.e
Iout/Iin = 1, see Fig. 2.10). The same degradation factor, κ, applies to
the cutoff frequency, because fT is directly proportional to gm. Thus, for an
FGT device fT,FGT is given as
fT,FGT =
κgm
2π(Cgs + Cgd + Cgb)
(2.10)
where Cgs, Cgd and Cgb are intrinsic capacitances of a MOS device (see Fig.
2.1).
In this simplified analysis only the changes due to the input capacitor
C1 were considered. However, it is straightforward to extend the analysis to
FGTs with multiple inputs. For example, the tunneling capacitor appears
in parallel with the Cgs in the small signal model, and thus adds one linear
term to the denominator of Eq. 2.10, further decreasing the fT,FGT as can
be expected.
Similar definitions can be derived for a transistor operating in subthresh-
old or in a linear region yielding the same dependence on κ. The obvious
consequence of C1 is that the input signal amplitude is reduced by a factor









Figure 2.10: Small signal model (pmos) for defining the intrinsic cutoff fre-
quency fT . Here, it is assumed that the source and the substrate are at
the same potential. A nominal MOS device does not include capacitor C1
which exists only for the FGT device.
the other hand, the noise power is also reduced by the same factor. The
result is that for comparable device sizes the SNR of an FGT is similar to
the SNR of a nominal MOS device. Furthermore, the flexibility advantage
of the FGT over the regular MOS device can often compensate for the small
losses in performance. Here, only the pMOS device was considered, but with
indirect programming methods it is possible to combine the flexibility of an
FGT device with the better relative performance of an nMOS over a pMOS
device.
2.4 FGTs and Circuit Simulators
A couple of notes are made about simulating the FGTs with different cir-
cuit simulators such as SPICE, SPECTRE, ELDO. In principle, simulating
circuits containing floating-gate transistors is quite simple. For example, to
set up a transient simulation, a large resistor for example R = 1e23, must be
added between the floating gate and ground. Additionally the initial condi-
tion (Vfg0) for the floating node must be set. The resistor is needed because
the simulator requires a DC path to ground to find a converged solution for
a DC analysis. The set initial condition is for modeling the programmed
charge.
However, typically the circuit models provided are as such unable to
model the gate currents under programming conditions correctly when the
“thick” oxide devices are considered. This is understandable, because the
gate currents are negligible when the transistors are operated within nor-
mal supply voltages. To model the gate currents due to F-N tunneling and
IIHEI, voltage dependent current sources need to be used in parallel with
the transistors. However, the extraction of some technology dependent pa-
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rameters is required to implement a realistic simulation model that matches
with the empirical measurement results [10]. For “thin” oxide devices the
models are more accurate simply because non-negligible gate currents within
the nominal supply voltages must be taken into account.
Overall, lack of accurate simulation models makes high performance FGT




Migrating FGTs to Deep
Sub-Micron Standard CMOS
processes
The growth in sales of mobile and wireless electronic devices is a long trend
that runs on. The growth comes both from existing desktop devices being
converted into mobile versions and emerging completely new devices. Tech-
nology scaling along with other development steps has reduced the power
consumption of devices significantly. However, technology scaling poses sev-
eral challenges for the implementation of non-leaky floating-gate devices.
Nevertheless, a successful integration of analog FGTs on a DSM CMOS
can be highly beneficial, especially for some new power critical applications,
justifying this exercise. One case study will be briefly discussed before ad-
dressing the compatibility issues.
3.1 Low-Power Subthreshold Electronics
For mobile devices the power consumption versus performance and form fac-
tor are critical parameters. The importance of power consumption will get
further pronounced as the next generation wireless sensor networks appear.
Such networks often target energy autonomous operation, an example being
the Body Area Network (BAN).
The purpose of a BAN is to monitor the vital signs of the body [41]. The
BAN can make alerts of acute changes in system activity and sense hidden
symptoms of incipient serious diseases, such as hidden arrhythmia, which
can be revealed only through long-term monitoring. Minimizing the energy
consumption is crucial for systems like BAN, which try to harvest all the re-
quired energy from their surroundings. Things like data representation and
processing affect the amount of transmitted data. Therefore, the whole sig-
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Technology 180ULL 90LP 40G
Dynamic power consumption 66 µW/MHz 12.5 µW/MHz 4 µW/MHz
Floorplanned area 0.11 mm2 0.03 mm2 >0.01 mm2
Table 3.1: ARM Cortex-M0 Implementation data [52].
nal processing chain must be reconsidered carefully when the power budget
is extremely tight. On the other hand, despite the limited power budget,
the system reliability should be very high. This is a big challenge that
has inevitably tremendous consequences on the circuit design. By adopting
more efficient power management schemes and low power circuit topologies,
battery lifetime can be extended. In general, the best alternative would be
if the system could automatically adjust the performance according to the
available power resources.
For energy-autonomous applications, in addition to power consumed
when doing something useful, special attention must also be paid to mini-
mizing the leakage currents when the system is idle. Nowadays, this static
power consumption constitutes an increasingly significant part of the total
power consumption. IC foundries have risen to the challenge by including
devices devoted for low-power digital design in the design kit. Hence, digital
designers typically have a wider range of devices to choose from to match
the needs of a given task. For example, a low-power version of basic transis-
tor may have a somewhat thicker gate oxide and a different doping profile
than the general purpose version of the same device. Thus, it has a smaller
leakage current under the same bias conditions.
Digital hardware benefits directly in terms of area and power consump-
tion from the migration to smaller line width processes. The power con-
sumption and silicon area of the popular ARM processor are presented in
table 3.1 for three different technology nodes. It shows that halving the
line width of the implementation technology results in cutting the area and
the dynamic power consumption into roughly one fourth of the original. It
should be noted that the scaling involves many other aspects, such as in-
creased temperature (assuming fixed clock frequency) as the transistors are
packed into ever smaller area. The principles of low-power digital design
fall outside the scope of this thesis, however. On that subject, an interested
reader should consult textbooks such as [42].
The power consumption and throughput of digital hardware scale lin-
early with the clock frequency. Therefore, preprocessing of the data in the
analog domain can be highly beneficial, if it permits a considerably lower
clock frequency. Herein the use of FGT technology can be particularly bene-
ficial. The use of FGTs can potentially improve the reconfigurability and the
power efficiency of the analog system. An FGT-based system could challenge
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the conventional approach (high precision ADC and DSP) in applications
such as BAN where extreme power efficiency is required.
A comprehensive study of FGT-based power efficient circuits is presented
in [51]. It presents techniques for using FGTs to implement power efficient
signal processing systems in the analog domain. In this study, the signals
are processed as much as possible in the analog domain before converting
them into digital. That way expensive wideband ADCs and DACs can be
replaced with cheaper baseband data converters and power intensive high
speed DSPs with baseband DSPs. The promise is that, while the power
consumption of the ADC, DAC and DSP is reduced, the corresponding
increase in the power consumption of analog hardware is smaller. Therefore,
the coexistence of analog and digital (hybrid computation) maximizes the
computational ability, while prolonging the battery life.
The need for energy efficient electrical devices has stimulated great inter-
est toward subthreshold signal processing, which is one of the key techniques
for reducing power dissipation in both analog and digital integrated circuits.
In this region, the energy per operation can be reduced up to an order of
magnitude. Subthreshold operation is particularly suitable for low frequency
applications such as BAN. This is because the bandwidth available per am-
pere of current consumed in the transistor is maximal in the subthreshold
region. However, operating essentially with leakage currents means that cir-
cuits are more susceptible to noise and mismatch, making the design more
challenging.
While lowering energy consumption is the primary motivation for sub-
threshold operation, it also has other useful characteristics. These include
a high dynamic range that spans over six orders of magnitude and higher
relative gain compared to above threshold operation. Both of these char-
acteristics originate from the exponential ID vs. VGS dependency in the
subthreshold region instead of the square law dependency observed above
threshold.
Further evidence supporting the hypothesis that a hybrid computation
would be optimal for ultra-low-power applications is found by examining the
area and power costs as a function of SNR. The implementation cost curves
illustrated in Fig. 3.1 (adapted from [42]) suggest that the implementation
efficiency of analog systems will be higher than that of digital systems for
low to moderate SNR levels. This is based on the facts that: 1) a single
device in the analog computation system offers a much richer set of basis
functions and 2) feedback loops used in analog systems greatly improve the
SNR and robustness for only a slight increase in area and power. The power
and area of an analog system increases steeper than a digital system. This
is due to the lack of signal restoration in analog systems, since unlike in
digital computation; it is in general not known where to restore the signal






























Figure 3.1: The implementation cost curves for the analog and the digital
approaches, adapted from [42]. (a) illustrates the power cost and (b) the
area cost.
To summarize, a successful implementation of a complete system for an
ultra-low power application, such as a BAN compliant sensor node, requires:
• A mixed signal SoC, because a purely digital approach based on high
speed, high resolution ADCs and DACs consumes too much power.
On the other hand, functionalities such as power management and
complex signal processing can more practically be implemented with
digital hardware.
• DSM CMOS process, due to significant reduction in dynamic power
consumption of digital hardware.
• Applying low-power techniques (subthreshold) throughout the design.
Certainly, achieving this aim would be easier if DSM compliant FGTs were
available, since the properties of the FGT match very well with the chal-
lenges of analog signal processing in the subthreshold region. For example,
programmability enables canceling the mismatches, and allows the tuning of
the transconductance with high precision irrespective of the dimensions of
the transistor. Above all, the FGT is practically the only device capable of
implementing a non-volatile memory (analog or digital) in CMOS. On the
other hand, in extremely low-power systems special attention must be paid
on programming the FGTs, since the power efficiency advantage of FGTs
can be lost by the programming infrastructure. That is to say, the genera-
tion of high voltage programming pulses consumes a lot of energy, especially
if the programming needs to be frequently active.
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3.2 Implementing FGTs in DSM CMOS — Get-
ting Started
The practical implementation of FGTs in a DSM CMOS involves several
challenges that need to be addressed. The first issue is that the availabil-
ity of suitable devices for the implementation can not be taken for granted.
Furthermore, it can be difficult to create a robust programming scheme
that satisfies the design rules imposed by the foundry even though there are
suitable devices available. Finally, careful design choices and a deep under-
standing of the physical structure are required in order to avoid unintentional
parasitic effects and to keep the designed devices alive on the whole. While
in principle all these are true regardless whether a DSM CMOS process is
used or not, it becomes increasingly difficult when migrating FGTs to DSM
process due to several reasons, which are addressed in the following.
Most modern general purpose standard (digital) CMOS processes offer
transistors with multiple gate oxide thicknesses. The thick oxide devices are
typically used in the IO-cells to make the IC compatible with the higher
system voltage than that of used in the core design. However, these IO-
transistors can be used for the core design as well, especially in the analog
parts of the design. This is a good starting point to design FGTs featuring
as long retention time as possible in a scaled down process. Unfortunately,
all of the offered oxide thicknesses may not be available simultaneously on
the same chip due to processing limitations. The first challenge arises from
this limitation.
Technology scaling implies that the bulk doping increases as the chan-
nel length decreases [49]. Otherwise, the combined width of the drain and
source depletion regions would be greater than the minimum channel length,
which is an unacceptable situation leading to punch-through. The thin and
thick oxide devices have different doping profiles and consequently the min-
imum channel length (L) and width (W) for devices with thicker oxide are
somewhat larger than for those using minimum oxide thickness allowed by
the process kit. An important consequence from the FGT technology point
of view is that the junction breakdown voltage is lowered when the doping is
increased. However, simultaneous scaling of gate oxide thickness means that
the junction breakdown voltage remains greater than the voltage needed for
the F-N tunneling. However, the margin between effective F-N tunneling
and junction breakdown voltages is decreased.
How does the technology scaling affect the gm,FGT , fT,FGT and SNR
discussed in Section 2.3? As CMOS technology is scaled down, the gate-
oxide capacitance Cox per area increases as tox decreases. Let us assume
that only the tox is scaled down and the device size remains fixed. A key
observation is that κ remains constant because the total capacitance Ctot
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scales with the same ratio as the input capacitance C1, so the performance
relative to nominal MOS device remains unchanged. From increase in Cox
it follows that also k′p increases because they are directly proportional by
definition and so does the gm. However, Cgs, Cgd and Cgb are also directly
proportional to Cox, so the transistor’s intrinsic speed fT hardly changes over
technology [11]. This leads to a conclusion that due to technology scaling,
the performance of an FGT is not severely degraded when compared with
the nominal MOS device with a similar size.
3.3 Feasibility of Programming Methods in DSM
CMOS
UV erasure is not feasible for advanced sub-micron technologies with mul-
tiple metal layers and copper backend, because of the limited UV trans-
parency of the dielectric stack [21]. On this account, this method was not
experimentally tested within this study.
There is no technological limitation that prevents programming of FGTs
with F-N tunneling in the DSM CMOS processes. However, the thickness
of the “thick” oxide in DSM technologies has come to the limit in which the
probability of direct tunneling through the SiO2 (app. 5 nm) is no longer
insignificant. That is, the electrons have enough kinetic energy at room
temperature to surmount the energy barrier regardless of the intensity of
the vertical field (see Fig. 3.2). The gate leakage is directly proportional
to gate area and exponentially related to 1/tox [11] indicating that the area
of FGTs should be kept minimal. Due to reasons explained earlier in this
thesis, it is difficult to analytically predict the J vs. Vox curves described
by Eq. 2.4 for a tunneling junction having tox close to 5 nm. The thinner
SiO2 in the scaled down processes significantly lowers the required energy
to move charge carriers through the insulator, so a smaller Vox is needed
to initiate F-N tunneling. From Eq. 2.4, the exponential relationship of
Vox and tox with respect to J is apparent. However, the reduction in the
tunneling energy naturally comes at the risk of degraded charge retention.
Due to the decreased margin between effective F-N tunneling and junc-
tion breakdown voltages, there is also an increased risk for an immediate ox-
ide breakdown. Also the long-term application of a relatively low tunneling
voltage (Vtun) may cause the oxide to break. This phenomenon is referred to
as Time-Dependent Dielectric Breakdown (TDDB) [30]. Fortunately, F-N
tunneling is self-limiting. That is, as the charge Qfg at the floating node
changes as a result of tunneling, Vox changes accordingly. Thus the current
flow in the dielectric decreases and the TDDB effect reduces. However, the
TDDB effect may limit the exploitation of continuous programming in adap-








Figure 3.2: An illustration demonstrating the exponential dependence of the
gate current Ig on the voltage across the oxide Vox. The oxide thickness tox1
is smaller than tox2, and thus the device with tox1 produces a measurable
gate current below the voltages corresponding to the energy barrier height.
In contrast, the direct tunneling is negligible with the device that has thicker
oxide (tox2). For low electric fields across the oxide, the dominant mechanism
is direct tunneling and for high fields F-N tunneling respectively.
that the F-N tunneling is constantly competing with the IIHEI process so
that gate currents are in equilibrium, the self-limiting mechanism that nor-
mally decreases Vox will not prevent dielectric breakdown. Therefore, extra
care is required to keep electric fields within reasonable bounds to avoid the
TDDB effect in such situations.
Reduced oxide thickness is not the only reason for a leaky floating-gate
in DSM CMOS. Another source of leakage is a low quality interlayer di-
electric [24, 25]. In addition, the oxide wears out as the tunneling junction
is exposed to repeated high field stress. In practice, this long-term effect
is caused by trapped charge which increases the current flow through the
oxide and may decrease the charge retention ability of the FGT [26]. This
phenomenon is more pronounced in DSM processes, because the thin oxide
is more vulnerable to changes caused by the trapped charge.
In practice, a tunneling junction can be formed by using an ordinary
thick oxide pmos transistor whose gate is connected to the floating-gate,
and the drain and the source are tied to the n-well contact, see Fig. 3.3
(a). Such a device forms an n-well capacitor. A triple-well technology is


























parasitic npn bipolar transistor
Figure 3.3: Lack of poly-poly capacitors in single-poly process impinges the
employment of negative voltages, because well-capacitors must be used in
order to avoid (leaky) metallic connections to the floating-gate. (a) The
problem with the n-well capacitor is that one of the diodes (dnwps or D/S-
n-well) will always be forward biased when either a negative or a positive
tunneling voltage is applied, regardless of the doping (n+ or p+) of the
drain and the source terminals. (b) The isolated p-well can be pulled below
the substrate, but latch-up protection requires that the p-well capacitor is
surrounded by a continuous p-well strap so that the adjacent p-well capac-
itors cannot be connected with the poly-layer. In addition, the condition
Vn−well > Vp−well must be satisfied in all circumstances. Varactors should
be used to prevent the occurrence of redundant parasitic bipolar transistors.
used. However, the Design Rule Check (DRC) rules may require continuous
well straps (latch-up protection), which prevents poly-layer routing between
devices sitting in wells of different types, see Fig. 3.3 (b), preventing this
approach.
Some technological limitations must be taken into account when bidi-
rectional tunneling is considered with a DSM single-poly processes. It is
challenging to use a well-capacitor to make a tunneling junction that allows
bipolar tunneling voltages due to the following reasons: 1) Assuming the
drain and the source terminals in Fig. 3.3 (a) are doped with p+ and tied to
n+ n-well contact, applying a positive Vtun to tunneling junction is OK, but
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the n-well-p-substrate diode (dnwps) will be forward biased if the n-well is
pulled more than the threshold voltage of the diode below the ground. 2) If
the n-well contact is separated from the drain and source and set to ground,
applying a negative Vtun to tunneling junction (D and S terminals) is OK,
but a positive Vtun causes the D-n-well and S-n-well diodes to be forward
biased. 3) If a varactor configuration is used, i.e. the drain and the source
terminals are doped with n+, the n-well contact can not be separated from
the drain and source terminals. In this case, the n-well-p-substrate diode
(dnwps) will be forward biased when applying a negative Vtun to the tunnel-
ing junction. This leaves two choices: either to make two separate tunneling
junctions, one for positive and one for negative Vtun, or apply the approach
described in Fig. 2.5, which allows bidirectional tunneling using positive
voltages only.
Another concern arises from the high voltages needed for F-N tunneling.
Realization of a floating switch1 that can withstand adequate voltage levels
in a DSM CMOS is generally difficult. It is possible to construct high voltage
switches from devices having lower voltage tolerances [32], but this approach
results in very complex switching circuits, which consume a lot of area.
In conclusion, F-N tunneling is feasible in standard single-poly DSM
CMOS processes. However, practical implementations of selective F-N tun-
neling tend to be more complex than in the earlier technology nodes because
ensuring a robust operation requires ever more complex DRC rules and tech-
nological limitations. Also, the direct tunneling is no longer insignificant,
which shortens the retention time of the FGT. However, the direct tunneling
can in some cases be taken advantage of, as was suggested in [44]. Accord-
ing to the hypothesis made in [44], the adaptive properties of an FGT are
directly available with thin-oxide devices in a general purpose DSM process.
This is based on the assumption that when the oxide thickness is decreased
to approximately 2 nm, F-N tunneling is replaced by direct tunneling, which
in turn enables AFGA-like behavior (see Section 4.3 and Fig. 4.14 for the
explanation) even within the nominal process voltages. This approach is ex-
amined further in Section 4.3 with measured results from a prototype AFGA
circuit.
As mentioned in the previous chapter, the IIHEI mechanism is the pre-
ferred choice for programming FGTs in DSM processes. The typical pro-
gramming scheme for an array of p-type FGTs uses the IIHEI mechanism for
accurate local programming of devices and F-N tunneling for global erasure.
The major advantage of using global erasure is that high voltage tolerant
switches needed for local F-N tunneling are avoided. Accurate programming
with IIHEI requires device-specific characterization of the FGT to calculate
1A non-floating switch is either a pull-up or a pull-down device. A floating switch
connects two nodes from which neither of them is a supply voltage (comparable to pass
transistor used in digital circuits).
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bias dependent values for both fields in order to achieve a given target cur-
rent with a minimal amount of injection cycles. Actually, it should be pos-
sible to hit the target in one injection cycle if the characterization is done
carefully. However, this becomes impractical when the number of FGTs on
the chip is large. Also, in order to maintain accuracy which enables one shot
programming, the characterization should possibly be repeated periodically
to compensate for the long-term changes in the oxide. Hence, in practice an
iterative approach is used for accurate programming of large FGT arrays.
This is important, because if the target is overshot, the programming must
be started over and all FGTs erased. A method of realizing such a scheme
is presented in [38].
Also IIHEI is feasible in standard single-poly DSM CMOS processes.
There are no special issues that need to be addressed when considering the
use of IIHEI in a DSM process as compared to the technology nodes having
tox > 6 nm. Of course, the injection parameters must be scaled according
to the technological parameters, but the same circuit topologies can be used
in this respect.
If available thick oxide devices are used to maximize retention time,
the migration to DSM technologies does not enable any new methods for
programming FGT. However, if the charge retention is of secondary interest,
which could be the case for example in the adaptive systems, mechanisms





In the previous chapter, it was claimed that FGTs are feasible in DSM
standard CMOS. Several test chips were designed and their functionality
was tested through measurements to confirm this claim. Tested process
nodes range from 0.18 µm to 65 nm, each prototype chip includes different
FGT circuits with varying complexity.
4.1 Test Chips 1 and 2
The first objectives were 1) to verify the functionality of both F-N tunneling
and IIHEI in DSM CMOS and 2) to roughly evaluate the charge retention
capabilities of FGTs made of thin oxide devices below the 0.25 µm technol-
ogy node. For this purpose, two chips were designed and manufactured, one
in 0.18 µm CMOS and the other in 130 nm CMOS [47].
4.1.1 FGT Implementation in 0.18 µm CMOS
Fig. 4.1 shows the schematic of the designed circuit. All transistors are
“thin” oxide devices. For this technology node, this means a nominal oxide
thickness of approximately 4 nm, so that only moderate retention times can
be expected. The programming scheme is indirect and the circuit uses F-N
tunneling for global erasure and IIHEI for local programming.
The circuit comprises a programming transistor M1, signal transistors
M2 and M3, an input capacitor Min and a tunneling capacitor Mt. The
capacitors are implemented with PMOS transistors with their gate termi-
nals connected to the floating node and all other terminals (drain, source
and bulk) tied together. M0 is the diode connected input transistor of the
current mirror, and M4 can be used as a reference for M2 (identical dimen-
sions). In addition, there are switches for choosing the desired output device














Figure 4.1: A schematic illustration of the FGT circuit, which was imple-
mented to test the feasibility of F-N tunneling and IIHEI in 0.18 µm CMOS.
sw1). The purpose of switch s is to isolate FGTs during injection. Ter-
minals denoted as tunnel and vdd vss are connected to unprotected analog
IO-pads which permit the use of voltage levels exceeding the nominal supply
rails (1.8 V and 0 V).
The prototype chip includes 16 different versions of the same FGT cir-
cuit. These are all connected to the same output node and also have M0
and M4 in common. The schematics of the different versions are exactly the
same excluding the differences in dimensions of Min, Mt and M1. Different
device sizes were implemented to examine the effect of different capacitive
ratios on the effective threshold voltage shift. The use of n-diffusion, instead
of p-diffusion in the drain and source regions was tested to find out if this
would work for Mt, and if the removal of the LDD layer 1 from M3 would
have any effect on IIHEI.
The output current Iout was converted to voltage Vout with a 1 MΩ
resistor. The probe of an oscilloscope was also connected to the output
node. IREF was biased by connecting the input node to ground through a
500 kΩ resistor. It was expected that the charge retention would be quite
poor due to the quite thin gate oxide (approx. 4 nm) therefore; the focus
was on examining the charge retention and testing the F-N tunneling in
different configurations.
An example of how the output voltage changes as a function of tunneling
time can be seen in Fig. 4.2. In this measurement, the supply voltage was
set to 1.8 V, drain of M1 was grounded, M2 was connected to the output
node, and a pulse train consisting of 4 V tunneling pulses was applied to
1Lightly doped drain (LDD) prevents CHE, which is normally considered harmful.
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Figure 4.2: The output voltage Vout driven by PMOS FGT (M2) decreases in
response to applied tunneling voltage (effectively a gate voltage sweep). The
output voltage starts slowly to increase due to leakage, after the tunneling
node is grounded.
Device M0 M1 M2 M3 M4 Min Mt
W/L 2/2 1/0.5 2/2 0.5/0.5 2/2 10/10 1/1
Table 4.1: W/L ratios of transistors used in measurement shown in Fig. 4.2
Mt. The W/L ratios of the transistors are shown in table 4.1. The period of
a single tunneling pulse was 2 ms, and the pulse was repeated 50000 times
resulting in a total tunneling time of 100 s. The required tunneling time
was quite long, because Vtun was only 4 V in order not to break down the
devices. Also, Min was made sufficiently large, so that Vfg was a strong
function of input voltage. Consequently, the floating-gate capacitance Ctot
is quite large. The corresponding output voltages in the beginning, after
tunneling and 350 s after the end of the tunneling cycle are marked in the
figure in millivolts.
The tunneling test effectively replicates the v-i response of a PMOS
transistor for a gate voltage sweep. However, now there are two phenomena
that are superimposed, and both contribute to the slope of the curve seen
in Fig. 4.2. These are: 1) the biasing of M2 changes as the Vfg increases
(as in normal gate voltage sweep), and 2) the gate current IG per tunneling
pulse decreases as Vfg approaches Vtun. Before tunneling, M2 delivers the
maximal current, because Vfg is effectively grounded. As the tunneling
begins, the Vfg changes rapidly because the difference between Vtun and
Vfg is large. As the potential difference gets smaller, the rate of change
in effective Vth gets slower. Finally M2 drops to the linear region and the
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Figure 4.3: The output voltage of a PMOS FGT (M2) increases due to direct
tunneling when first tunneled in cut-off and then the Vtun is grounded. The
W/L ratio of Min is 10/10 for F11 and F13 and 5/5 for the rest. The rate
of change in Vfg is proportional to Ctot as can be expected.
effective Vth hardly changes. It can be seen that the output voltage starts to
increase immediately after Vtun is grounded. This was expected, because the
thin gate oxide (approx. 4 nm) inevitably results in poor charge retention.
When the intentional tunneling is finished, electrons return to the floating-
gate due to the unintentional direct tunneling. In consequence, the initial
output voltage is slowly restored, as is shown in Fig. 4.3. The rate of change
in Vfg is proportional to Ctot, as can be expected. The curves obtained from
FG11 and FG13 have Min of size 10/10 and the rest of 5/5, so that the re-
sponses are clearly different. Furthermore, by quadrupling the area of Min,
the time needed to achieve an equilibrium state is approximatively tripled,
which is consistent with the increase in Ctot. The rest of the differences are
explained with differences in the sizes of Mt and M1. It should be noted
that the time scale in Figure 4.3 is two hours.
It was found out, that the tunneling capacitors with n+ diffusion were
not functional. The reason was that they were not processed correctly be-
cause of a missing marker layer, which indicates that they are supposed to
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be varactors. Because of interfering direct tunneling caused by the thin ox-
ide, it was challenging to reliably measure the contribution of the IIHEI on
the injected charge. That is why, these results are not reported. The effect
of the missing LDD-layer in part of the FGTs could not be tested for the
same reason.
4.1.2 FGT Implementation in 130 nm CMOS
A simplified version of the test chip 1 was designed and manufactured in
a 130 nm CMOS, because the IIHEI programming could not be properly
verified in a 0.18 µm CMOS. Therefore, 3.3 V “thick” oxide IO-transistors
were used to minimize the leakage due to direct tunneling. These transistors
have tox of approx. 7 nm, which is comparable or even thicker than that of
thin oxide devices in a typical 0.25 µm technology. As FGTs implemented in
a 0.25 µm CMOS are reported to have retention times over 10 years [48], it
could be safely assumed that the implemented FGTs would not experience
considerable charge loss. In the unlikely case they turned out to be leaky
despite the thick gate oxide, it would indicate the existence of some other
leakage source that presents itself only when migrating FGTs to DSM CMOS
processes.
The schematic of the designed circuit is shown in Fig. 4.4. An indi-
rect programming scheme allows global tunneling erasure and local IIHEI
programming with minimal amount of additional switches. There are two
copies of the presented circuit in parallel, but only one of the FGTs has an
additional switch s (ordinary PMOS transistor), otherwise they are identi-
cal. The switch was added to examine if an acceptable level of selectivity
could be achieved with a simple PMOS switch. All terminals (V tun, V inj,
V in, Iout and V dd) are shared between these two FGTs and connected to
unprotected analog IO-pads, so that their magnitude is not limited to nom-
inal supply voltages. Both FGTs have a readout switch c1 of their own that
can be controlled independently for current readout.
The main purpose of this test chip was to verify the functionality of IIHEI
in DSM CMOS. Both F-N tunneling and IIHEI work fine and the charge
retention time was verified to be at least several days. It was observed that
a voltage of at least about 7 V is required to erase the charge by tunneling.
This result is consistent with the estimated minimum field 6.4 x 108 V/m,












Figure 4.4: A schematic of the FGT circuit implemented in a 130nm CMOS.
4.2 An FGT Current Source Implemented in a 90
nm CMOS
One component that greatly improves the flexibility of analog design is a
tunable voltage source or current source/sink. It is very useful for gener-
ating on-chip bias currents or voltages in analog systems and references in
both analog and digital systems. The need for accurate low-voltage or low-
current references is emphasized in low-power applications. An FGT based
temperature compensated programmable voltage reference is presented in
[39]. The same techniques can be applied to provide a current source or
sink. FGT based references are well suited for low supply voltage operation.
The possibility of turning the continuously decreasing intrinsic accuracy
of minimum sized devices to a useful property was examined in [45]. The idea
of this study was to get the current sink to be automatically calibrated within
1 % of the nominal value at the 4 σ confidence interval for input currents
ranging from 1 to 10 µA. In this calibration system a low accuracy current
mirror provides 80 % of the targeted output current and a subset of output
transistors of the current mirror (minimum sized devices) the remaining 20
%. A counter goes through all possible combinations of transistors connected
to the current mirror until the output current hits the target (is between
the two programmable limits). In order to test the concept in practice,
two pieces of simple FGT current references were included in the design to
provide the programmable limits, as presented in Fig. 4.5. A prototype chip
was implemented and manufactured in a 90 nm CMOS.
The two FGT current sources were implemented with double oxide de-
vices allowing the programmed charge to be stored on the floating gate. The


























































Figure 4.5: The principle of checking if the calibrated current is between the
limiting references. FGT technology allows both bounds to be programmed
independently within designed current range with an arbitrary precision.
The upper bound and the lower bound are checked one after the other with
a current comparator. An off-chip picoammeter is used to observe the ef-
fective change in the drain current as a response to the programmed charge
in the floating gate. This design uses off-chip high voltage sources for con-
trolling the programming voltages (bidirectional F-N tunneling). Cascode
transistor stabilizes the drain voltage of M1, and Cp illustrates the para-
sitic capacitance. Also shown is how the the bias voltages for the precision
comparator and the cascode transistor are created.
an off-chip picoammeter. The current read-out allows the comparison of
the acquired data with simulated curves.’ The targeted current range in
this application was 1− 10µA, but there are no fundamental restrictions on
using subthreshold currents. Certainly, off-chip current measurements are
more challenging with smaller current levels due to the noise.
The two FGT current sources in Fig. 4.5 can be programmed indepen-
dently. Analog MUXes pass the reference current either to the current com-
parator or to an off-chip picoammeter. Additional nodes, cm current source x
in Fig. 4.5, are connections to current mirror references just for backup, in
the case the FGT sources proved to be inoperable. The system works as
follows: First the FGT current sources are programmed to the target with
help of the off-chip picoammeter. These two FGT current sources set the
lower and upper limits for the current to be calibrated. In the run-mode,
the comparator sequentially checks if the calibratedcurrent is between these
limits (on target).
Programming of the FGT current sources is realized with bidirectional
F-N tunneling to keep the system as simple as possible. The programming
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Figure 4.6: Measured IV curves for both capacitors Cdec and Cinc with fits
obtained from the circuit simulator assuming: Cp=1.49fF, Vfg0=310mV and
vdd fg=2.44V. Cdec is grounded while sweeping Cinc and vice versa. The
Cinc
Cdec ratio is large enough so that Vfg is almost independent of the voltage
applied to Cdec, enabling F-N tunneling through Cdec in both directions.
scheme is explained in Fig. 2.5. In this case Cinc is the control capacitor
while Cdec forms the tunneling junction, thus Cinc > Cdec. What follows is
that by applying a high positive voltage (Vinc = Vtun) to Cinc and grounding
Cdec (Vdec = 0), electrons are added to the floating gate and the drain
current of M1 increases. Respectively, by applying a high positive voltage
to Cdec and grounding Cinc the effect is reversed. The CincCdec ratio must be
high enough to achieve a sufficient potential difference across Cdec in both
directions. In this design the area of Cinc is 15 times larger than the area
of Cdec. Consequently, the floating gate voltage Vfg is a strong function of
Vinc as can be seen from Fig. 4.6.
A cascode transistor is used to stabilize the drain voltage of M1. Besides
minimizing the capacitive coupling of disturbances, for example, due to the




In the following, the acquired data obtained from the prototype chip is
examined and this data is used to determine correct simulation parameters
for the circuit simulator to get matching responses. All measurements are
performed with DC signals so that the influence of the load capacitance (IO-
pads and off-chip capacitances) is negligible. The output current, Iout, of
the FGT current source is a function of many parameters, such as the power
supply voltage vdd fg, the programmed Vfg0 and the parasitic capacitance
Cp. The correct combination of simulation parameters can be found by tying
the Cdec and Cinc together and then sweeping the input in small steps in
order to extract the IV curve of the FGT current source. By changing the
charge on the floating gate between consecutive sweeps a family of IV-curves
is provided. This family of IV curves can be fitted to the data obtained from
the circuit simulator by assuming that only the initial Vfg0 (programmed
voltage when V dec = V inc = 0V) changes and everything else remains fixed.
Only a small family of IV curves is needed to get pretty accurate estimates
for the actual vdd fg, Cp and Vfg0 seen by the FGT.
A pulse train consisting of 0.1ms pulses with amplitudes ranging from
5 V to 6.5 V (depending on the operation point and direction of charge
transfer) was used for programming the FGT current source. Moderate
amplitude programming pulses were used in conjunction with a rather large
amount of pulses to get a fine resolution programming accuracy and to avoid
excessive stress on the gate oxide. About 33,000 consecutive programming
pulses were required in order to get a 10 nA change in Iout if the initial Iout
was 10 µA. Note that the effective tunneling voltage Vox is not equal to the
applied tunneling pulses, but depends on the initial charge Qfg: in contrast
to constant charge injection presented in Section 4.4, the gate current in
electron tunneling always depends on the initial charge Qfg and consequently
the tunneling amplitude must be adjusted according to the operating point.
Fig. 4.7 shows a family of measured IV curves with associated data
obtained from the circuit simulator. First the IV curves are shifted left from
the initial condition because electrons are removed from the floating-gate.
Then the curves are shifted right by adding electrons to the floating-gate.
With the assumptions made above the circuit simulations suggest a parasitic
capacitance of 1.49 fF and vdd fg to be 2.44 V. Programmed floating-gate
voltages Vfg0 after each programming cycle can be estimated by giving Vfg0
as an initial condition for the circuit simulator and finding the best match for
the measured IV-curve. These estimates of Vfg0 are shown in the legend. A
select set of IV curves presented in Fig. 4.7 (from initial to after tun3 down)
are shown in the semilog scale in Fig. 4.8 to illustrate that the subthreshold
region can be tracked very well with the simulator by using the proposed
method.
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measured after tun3 up
Figure 4.7: The measured IV curves of the FGT current source with the
associated data obtained from the circuit simulator. V in is applied to both
capacitors Cdec and Cinc simultaneously and Vfg0 is the estimated floating
gate voltage after programming when V dec = V inc = 0V. Estimated par-
asitic capacitance and power supply voltage from the fits are: Cp=1.49 fF
and vdd fg=2.44 V.






































Figure 4.8: A set of IV curves presented in Fig. 4.7 (from initial to after
tun3 down) on the semilog scale with the associated data obtained from the
circuit simulator. The semilog scale shows how the low current end agrees
well with the circuit simulator.
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Figure 4.9: Measured Iout as a function of vdd fg. The difference in sim-
ulated and measured data suggests a 2.5 % voltage drop in vdd fg line
(Cp=1.49 fF, Vfg0=310 mV).
The measurements of Fig. 4.7 seem to suggest a large voltage drop in
the power supply line. The voltage drop experienced by the vdd fg line was
examined more carefully by plotting the Iout as a function of vdd fg. Fig.
4.9 is obtained by tying the capacitive inputs to ground (V dec = V inc = 0
V) and taking one initial condition (Vfg0=310 mV) for the FGT and then
plotting the Iout as a function of vdd fg. The simulated response coincides
with the measured data when the measured data is corrected with a 2.5 %
voltage drop (Cp is 1.49 fF in simulation). This number includes the on-
chip interconnects, the flip chip package, the off-chip PCB lines as well as
the device mismatch. However, even the joint effect of the device mismatch
and resistance in the power line does not explain such a big difference in the
simulated and measured curves. The conclusion is that the circuit simulator
simply fails to model the used devices precisely. This suspicion is further
supported by the fact that the used models are labeled as “pre-production”
maturity status.
A parasitic capacitance of 1.49 fF is consistently assumed in all circuit
simulations which matches well with the parasitic capacitance extracted
from the layout 1.37 fF (RC-typical extraction model). The effect of par-
asitic capacitance on the IV response is shown in Fig. 4.10. The figure
demonstrates the importance of taking into account the effect of the Cp
in the design phase. Failing to do so can lead to considerable bias offset
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increasing parasitic capacitance Cp 
from 100aF to 3fF with 300aF steps
measured
Figure 4.10: The simulated effect of the parasitic capacitance Cp on Iout
(Vfg0=310 mV, vdd fg=2.44 V).
depending on the operating point of the FGT (∼250 mV @ 5 µA in this
example).
The effect of the vdd fg on the Iout is illustrated in Fig. 4.11 which
plots the simulated IV curves against the voltage drop in the vdd fg line
(Cp=1.49 fF in simulations).
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increasing vdd_fg loss from 0% to 4.5% with 0.5% steps
measured
Figure 4.11: The simulated effect of the voltage drop in vdd fg line on Iout








Figure 4.12: Due to the feedback loop, complementary F-N tunneling and
IIHEI are continuously trying to restore the floating-gate voltage to a new
equilibrium state on a slow timescale and thus the circuit implements an
amplifier with a built-in high-pass filter.
4.3 A Thin Oxide AFGA Implemented in a 65 nm
CMOS
The Autozeroing Floating-gate Amplifier (AFGA) amplifier continuously
tries to return to a steady-state value on a slow timescale and thus behaves
like a high-pass filter. This autozeroing feature is based on the comple-
mentary F-N tunneling and IIHEI injection mechanisms that modify the
floating-gate charge. As soon as the steady-state value of the amplifier’s
output is disrupted by the applied input signal, either the injection current
exceeds tunneling current or the other way around, until a new equilibrium
state is reached (see Fig. 4.12). Due to small gate currents the floating-
gate charge adapts only at a slow timescale. Thus, for input frequencies
exceeding the time constants allowed by the gate currents, the floating-gate
is held nearly fixed and the AFGA behaves like an ordinary amplifier. While
the tunneling and injection currents set the low-frequency cutoff, the high-
frequency cutoff is independently set by the bias current through M4, so
that the AFGA has a bandpass transfer function.
Inspired by the predictions made in [44], a prototype of AFGA made of
thin oxide devices was designed and manufactured in a 65nm CMOS process.
The schematic of the design (presented in Fig. 4.13) does not differ from
the original [17] except for the fact that the transistors, M2,M4,M6, are
thin oxide devices. Although it would be possible to use thin oxide devices
for all transistors, thick oxide devices were used for capacitively coupled
transistors (excluding the tunneling junction). This is because of geometrical
limitations of digital transistors (L<180 nm) 2 and better predictability of

















Figure 4.13: A schematic of an AFGA comprises both thick (bold gate) and
thin oxide p-type transistors. No voltages exceeding the nominal supply
voltage of the design kit are needed for achieving the autozeroing feature.
functionality. The prototype chip contains two versions of the AFGA, one
made of the general purpose digital transistors (psvtgp) and the other of
low power digital (psvtlp) transistors. The thick oxide devices (psvt25) and
dimensions of the transistors are identical for both versions. All thin oxide
devices were drawn using minimum dimensions allowed by the design rules
(W/L=0.135 µm/0.06 µm). The W/L ratios of thick oxide devices were
selected to be (all dimensions given in µm) 4/1 for M1 0.4/0.4 for M3 and
0.5/0.5 for M5 respectively.
The aim of this design was to achieve a small gain (∼10 dB) amplifier
with a bandwidth in the kHz range. The explanation for using a small gain is
that there is a gain-bandwidth tradeoff in the AFGA and small gain simply
sets the bandwidth on a convenient region so that it can be easily measured
with the equipment available. The psvtgp and psvtlp targeted for different
purposes actually have surprisingly large differences. For example, the gate
oxide is 30 % thicker in low-power devices to minimize leakage currents. Also
the nominal supply voltage is higher for the low-power devices: 1.2 V for lp
and 1.0 V for the gp respectively. These differences become visible when the
bandwidth of the amplifier is measured. The minimum-sized devices also
express considerable mismatch.
In the following, a detailed transistor level operation of the AFGA is ex-
plained with help of Fig. 4.13. The maximum gain of the amplifier depends
on the open loop gain set by the transconductance of M4 gmM4 and bias cur-
rent through M6. Transistor M5 creates a capacitive feedback loop which
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affects the closed loop gain of the amplifier. Assuming a large open loop
gain, the feedback keeps the floating-gate voltage virtually constant in the
passband. In that case, the closed-loop ac gain of the amplifier in the pass-
band is adjusted by the CM1/CM5 ratio [17] (see Eq. 4.1), which is identical
in both versions. Naturally, the parasitic capacitances (mostly floating-gate-
to-drain overlap capacitance) decrease the gain. Eq. 4.1 changes into Eq.








Vin + Vfg (4.2)
It is possible to further simplify the circuit by omitting the transistors
M2 and M3, since a separate tunneling junction (M2) is not really needed
for thin oxide devices and M3 is just for linearization improvement. How-
ever, these devices were included in the design, because it was not clear if
the behavior suggested by the circuit simulator and the models were trust-
worthy for this application. M2 also offers extra flexibility for testing the
voltage dependency of the direct tunneling and the capacitor represented by
M3 exists anyway because of parasitics, even if not explicitly drawn.
Fig. 4.14 presents the response of the lp-version. It is evident from
Fig. 4.14 that qualitatively the behavior of the designed AFGA resembles
the original design. It amplifies the input signal, and adapts to changes in
the dc-level in about 1.5 seconds. The response of the gp-version is similar
but the output returns to the steady-state in few hundred µs. The band-
width of the AFGA for both versions is shown in Fig. 4.15 for different
above threshold bias conditions and tunneling voltages (V tun). Measure-
ments were performed by coupling a signal generator to the input and then
observing the output voltage of the AFGA with an oscilloscope. A sine
wave signal with relatively high peak-to-peak voltage (100 mV) was used
for improved accuracy, because the gain of the amplifier is quite small and
the gain had to be estimated from the screen of the oscilloscope. The test
probe of the oscilloscope was set to 10x in order to minimize the capacitive
loading of the circuit. That is, only the parasitic capacitances, a coaxial ca-
ble, a probe and the input capacitance of the scope were loading the circuit,
resulting in a capacitive load on the order of 15 pF. The load capacitance
does not affect the ac gain in the pass-band, but directly affects the low-
pass corner frequency of the amplifier. Hence, doubling the load capacitance
approximately halves the 3 dB low-pass corner.
The gain of the gp-version is lower than that of the lp-version as can be
expected due to the thicker gate oxide of lp-transistors. Thicker gate oxide
results in a lower CgdM4 and tunneling conductance (gtunnel) in parallel with
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Figure 4.14: The intrinsic autozeroing feature of the AFGA. The 20Hz sine
wave input signal (the lower signal) is amplified (the upper signal), but the












































Figure 4.15: The bandwidths of the AFGAs (gp and lp) under three different
bias conditions (above the threshold) and tunneling voltages. For the lp-
version, the maximum gain is 3.3 (10.4 dB), bandwidth (-6 dB) roughly
from 0.4 Hz to 40 kHz, and center frequency from 20 Hz to 100 Hz. For
the gp-version, the maximum gain 2.6 (8.3 dB), bandwidth (-6 dB) roughly
from 150 Hz to 280 kHz and center frequency from 6.7 kHz to 13.7 kHz
respectively.
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the input capacitance of M2 (and M4). The high-pass corner frequencies of
the gp-version are also roughly 103 higher than those of the lp-version due
to the same reason.
For low signal frequencies, the input impedance of the transistor is re-
sistive rather than capacitive. It is possible to define a frequency fgate for






The same reference also gives another equation for the fgate which is
based on empirical measurements. For the PMOS transistor the fit based
on empirical data is:
fgateemp = 0.5 · 10
16 · v2gse
tox(vgs−13.6) (4.4)
This equation allows us to compute the ratio of fgate frequencies for the
two versions of the AFGA. By substituting the nominal gate oxide thick-
nesses for the lp and gp transistors and assuming that the vgs voltage is
the same, we get a ratio of approximately 103, which is consistent with the
observed differences in the high-pass corner frequencies. Therefore, it is
challenging to design a good amplifier for the subkHz range using transis-
tors with very thin gate oxide (svtgp), if standard amplifier topologies are
considered. On the other hand, the effect of load and parasitic capacitances
dominates the high-frequency inputs. Thus, the differences in the low-pass
corner frequencies are in the order of one decade only.
The measured results were compared with the simulated results to find
out the circuit simulator’s ability to model the response of the AFGA. Fig.
4.16 shows that the measured ac response of the AFGA (gp) matches fairly
well to the response suggested by the circuit simulator. In this case, the
parasitic capacitances and resistances are extracted from the layout and
included in the simulation to get a more realistic response. The simulated
amplifier has somewhat wider bandwidth. The lower low-pass corner in the
measured AFGA suggests that the actual load capacitance was a bit larger
than the estimated 15 pF (no explicit load). The low-pass corner frequency
is linearly dependent on the load capacitance. Thus, the circuit simulator is
quite trustworthy and models very well the ac behavior of the semi-floating
gate amplifier.
The adaptation rate of the AFGA can be examined by considering the
step response of the amplifier. A 100 mHz square wave with amplitude of
100 mV was used for this purpose and settling times back to the steady state
were recorded under different bias conditions. A step response characteristic
of an autozeroing amplifier is shown in Fig. 4.17. Immediately after the edge

































Figure 4.16: The simulated AC response with extracted parasitics matches
well with the measured response. The difference in the low-pass corner
frequency suggests that the estimated load capacitance (15 pF) is somewhat
too low.
Figure 4.17: A step response of the AFGA (lp). The input step size is
100mV. The output goes rapidly in the opposite direction after the edge in
the input signal (inverting amplifier) and then returns to the equilibrium
state at rate determined by the gate currents (droop rate).
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times the closed loop ac gain of the amplifier. The floating-gate capacitance
Ctot is charged (or discharged) and the floating-gate voltage Vfg reaches
a new equilibrium state. The Vfg and the output would remain in this
new steady state until the next change in the input, if all of the capacitors
(including the internal capacitors of M4) connected to the floating node were
made of perfect insulators. However, the Vfg returns to the initial steady
state in a way (exponential decay) familiar from the natural response of an
RC circuit due to the finite tunneling conductances (gtunnel). Obviously, the
gate current per unit area through the thick oxide devices is much smaller
than that of the thin oxide device. Besides being exponentially related to
the oxide thickness tox, the gtunnel is also linearly related to the gate area.
The gate area of the thick oxide devices has to be made larger in order to
have the same capacitance value. This levels off the differences in tunneling
conductances to some extent. In principle, the sum of gate currents iGtot













dt can be determined from the slope
of the step response. Answering that question would require writing down
differential equations including tunneling conductances in parallel on each
capacitor. However, as the main goal regarding the AFGA was to gain
practical proof-of-concept data, the development of analytical equations de-
scribing the cutoff frequencies is not included in this thesis.
4.4 Constant Charge Injection Implemented in 130
nm CMOS
Fig. 4.18 shows a prototype circuit featuring bidirectional programmability
with IIHEI (fixed current bias through the injection transistor) and F-N tun-
neling. It was designed and implemented in 130 nm standard CMOS. The
purpose of this prototype was to demonstrate the availability of both meth-
ods in DSM CMOS and get the initial estimations of the charge retention
capability of an FGT with sufficiently thin gate oxide.
At the schematic level there are no significant differences between the
presented prototype circuit and those presented in [38, 39] so that the func-
tionality is similar. However, off-chip high voltage sources are used in this
work instead of on-chip charge pumps. The operation principle is briefly re-
vised in the following. The start-up circuit M1-M3 is to ensure the proper
function of bootstrapped current source M4-M8. In read-out mode, M17 is
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configured to conducting state and V inj and V tun are set to vdd and gnd
respectively. Control voltage fb is set to gnd, so that “the bottom plate” of
capacitor M13 is grounded 3. The current through M16 is determined by
the floating gate voltage which is approximately: Qfg/CM13 by assuming
CM13 is dominating the total capacitance connected to the floating gate. In
write mode, electrons are added to the floating node by IIHEI mechanism.
This is done by setting fb to vdd so that “the bottom plate” of capacitor
M13 is connected to the drain of M11 and M10 closing the feedback loop
around M10 (M10 is virtually diode connected). Current through M10
is now set by M11 independently of Qfg. Furthermore, M10 mirrors this
fixed bias current through M9. A bias current of 1 µA was used in this de-
sign. Electrons are injected to the floating gate by applying a small negative
voltage pulse V inj to the drain of M9.
Applying negative voltage pulses to the drain of injection transistor is in
this case possible because of a direct connection of drain of M9 to an unpro-
tected IO-pad. This further simplifies the programming scheme, because the
source of M9 (vdd) and V tun can be kept unchanged during injection cycle
(no need for ramp up nor ramp down). Alternatively, it would have been
possible to use an on-chip charge pump for generating negative voltages as
was done in the original reference.
Electrons are removed from the floating gate with the F-N tunneling
mechanism by applying a high positive voltage V tun to the tunneling junc-
tion. Typical applied tunneling voltage V tun for this particular design was
from 6 V to 8 V depending on the initial Qfg. One advantage of this injec-
tion scheme over typical gate voltage controlled injection scheme is that it
avoids a potential problem which may occur when tunneling is taken too far
(Vgs of a pmos approaches 0 V or Vg is even greater than Vs). In a gate volt-
age controlled scheme, it is possible that the FGT cannot be reprogrammed
with Hot-Electron injection any more, since the triggering of the injection
mechanism requires a certain amount of source current in order to inject
(see Eq. 2.5). Fixed injection current effectively avoids the occurrence of
such a situation.
In the chip measurement setup, the output current was measured di-
rectly to ground via picoammeter. The main objective was to verify the
functionality of the constant current injection and the secondary goal was
to examine the effect of injection parameters. This requires high accuracy
measurements of small off-chip currents. Measurement inaccuracy is due to
3Actually, there is a design bug: M15 should be nmos instead of pmos and consequently
the inverter could be omitted. Now the capacitor M13 is not pulled down to ground, but
remains the threshold voltage of M15 above the ground. However, this is not a fatal
design bug since it causes only a DC offset that can be canceled through programming
and thus has only minor effects on the functionality and more importantly did not prevent
























Figure 4.18: A schematic illustration of the prototype circuit featuring con-
stant charge injection. All transistors are thick oxide IO-transistors. A
sufficient current bias for injection is generated by the included current bias
circuit. A separate read-out transistor M16 is used, thus the program-
ming scheme is indirect. During injection phase, the feedback loop is closed
and a fixed current determined by current bias circuit is mirrored through
M9. Due to mirroring the current through M9 is almost independent of
the stored charge on the floating gate. The injected charge is a function of
bias current, the V ds voltage of M9 (controlled by V inj) and duration of
the applied V inj pulse. Injected charge can be erased by applying a high
positive voltage V tun to the tunneling junction which triggers F-N tunnel-
ing. In read-out mode the feedback loop is opened and switch M17 is made
conducting (s1). The programmed current flows through M16 and M17.
noise and minimum measurable current is limited by the leakage currents.
In addition, the short-term drift of the output current after programming
adds inaccuracy. Due to the drift, it is difficult to unambiguously determine
the settling time of the output current. On the other hand, observations
on the charge retention indicate a small but significant leakage current from
the floating gate. For these reasons, sufficiently large steps were taken on
each injection / tunneling cycle and reading of the ammeter was recorded
immediately after each programming cycle, so that the changes in output
current are not masked by noise, short-term drift or leakage. On the other
hand, only six injection cycles per measurement were run when the influence
of injection parameters was examined to minimize the effect of accumulated
trapped charge (Fig. 4.20). It is important to minimize the trapped charge
since it modifies the effective threshold voltage and thus reshapes the iv-
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curves. Trapped charge occurs during F-N tunneling when the insulator is
exposed to repetitive high voltage stress. F-N tunneling is in turn required
after each measurement to restore the output current to the same initial
condition in order to get comparable results.
Figure 4.19 illustrates the increase in drain current of M16 as a function
of applied consecutive injection cycles. The effective threshold voltage of p-
type M16 is lowered as more electrons are added to the gate. Curve fitting
with a second order polynomial matches the curve shown in the lin-lin scale
very well. Equation 2.1 combined with the simple square-law relation of
drain current to Vth (for a saturated transistor operating above the thresh-
old) suggests that the change in floating gate charge is constant per injection
cycle. This agrees with the observation made in [38]. Indeed, the square
law relation is not accurate but satisfactory for illustrating trends. From
constant change in charge per injection cycle it follows that the amount of
injected charge is independent of the operation point of the transistor (initial
stored charge).
Three graphs in Fig. 4.20 show the effect of injection parameters on the
injection efficiency. The initial current in this measurement was chosen to be
14 µA, because the iv-curve is sufficiently linear between 10-30 µA. This way
the influence of parameters can be estimated easily from the slopes of the
lines. The output current was measured after each injection cycle. The top
and middle graphs illustrate the influence of pulse count per injection cycle
p and pulse duration pd. It can be readily seen that the dependence of these
parameters on accumulated charge is linear as can be expected. According
to the Eq. 2.5, the Vsd is exponentially related to the gate current which can
be seen from the bottom graph. An alternative representation is provided in
Fig. 4.21, where the final values of Iout after six injection cycles are plotted
as function of these same three parameters.
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2nd order polynomial fit
Figure 4.19: The increase in drain current of M16 as a function of applied
injection cycles with the following parameters: V dd=2.52 V, V inj=-0.98 V,
p=100, pd=550 µs, T=1100 µs. where p is the number of applied injection
pulses per injection cycle, pd pulse duration and T pulse period. The initial
output current after tunneling is approximately 50 nA. The output current
plotted on a semi-log scale shows a linear increase and ends at 1 µA after
27 injection cycles (upper curve). The same curve plotted on a linear scale
with a second order polynomial fit is shown in the lower figure.
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Figure 4.20: The increase in drain current of M16 (see Fig. 4.18) as a
function of applied consecutive injection cycles when the injection param-
eters are varied. For the number of applied injection pulses per injection
cycle p and pulse duration pd the relation is linear and exponential for the
drain-source voltage Vsd (Vinj), respectively.
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Figure 4.21: Iout after six injection cycles as a function of pulses per injec-





This chapter provides a short introduction to biological and artificial neural
networks and the essential concepts related to this field. It is not meant to be
exhaustive, but is included to provide relevant background information and
references for those not familiar with the neural networks and neurobiology.
5.1 Background
The structure and function of the brain have been studied intensively over
the past hundred years in order to solve the mystery of how information is
processed in the brain. Despite the huge amount of accumulated data, the
way the brain works is not understood that well yet. However, these pieces
of knowledge from neuroscience have been used as inspiration for new tech-
niques and algorithms in Artificial Neural Networks (ANN). ANNs were
not intended to perfectly model biological neurons, but rather to aim for
computational effectiveness to perform complex non-linear computations.
Recently, part of the research has shifted toward creating biologically realis-
tic models in order to examine and understand the information processing in
the brain. For example, the Blue Brain project attempts to reverse engineer
the mammalian brain [53]. By mimicking the way that brains compute, re-
searchers aim at constructing computation platforms with comparable power
efficiency, learning and adaptation ability to the brain.
There are considerable differences between the biological and silicon
based computation mediums and thus the biological models cannot be just
duplicated in silicon. However, as highlighted in [54] there are also many
similarities between the biological channels and semiconductor channels of
the transistors which encourages the implementation of neuromorphic analog
hardware. For example, the biological channel controls the flow of ions across
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the cell membrane, while the semiconducting channel beneath the gate of
a transistor controls the flow of charge carriers. The birth of neuromorphic
engineering and physics of computation is centered around the pioneering
collaboration of the trio Carver Mead, John Hopfield and Richard Feynman,
and their efforts to study how animal brains compute. Carver created the
first neurally inspired chips, including the silicon retina and chips that learn
from experience [57]. Today, there are several research groups around the
world making an effort to achieve brain-like computing in silicon. For exam-
ple Brains in Silicon group in Stanford University [55] and BrainScaleS [56]
which is a collaboration of 18 research groups from 10 European countries.
In Stanford, the idea is to design an affordable supercomputer by utilizing
existing knowledge of brain function. This supercomputer serves as a tool
to investigate brain function by creating a feedback loop around the fun-
damental, biological understanding of how the brain works. BrainScaleS
approaches this problem from the opposite viewpoint by trying to extract
generic theoretical principles from in-vivo biological experimentation and
computational analysis to enable an artificial synthesis of cortical-like cog-
nitive skills.
5.1.1 Human brains
The following information is collected from the book ”Dynamical Systems in
Neuroscience” [59]. These facts provide a good perspective of the complexity
of the human brain, and help to understand the difficulties scientists have
to overcome as they pursue to reveal the secrets of the brain.
1. There are about 1011 neurons in the human brain and a typical
neuron receives inputs from over 10 000 other neurons.
2. In brains, the information-processing depends on the
electrophysiological1 properties of neurons as well as their dynamical
properties. Even if two neurons in the same region of the nervous
system possess similar electrophysiological features, they may
respond to the same synaptic input in very different manners because
of each cell’s bifurcation dynamics2.
3. The type of bifurcation determines the most fundamental
computational properties of neurons, such as the class of excitability,
the existence or nonexistence of a threshold, all-or-none spikes,
subthreshold oscillations, ability to generate postinhibitory rebound
spikes, the bistability of resting and spiking states, whether the
neuron is an integrator or a resonator, and so on.
1Electrophysiological means the electrical properties of biological cells and tissues.
2Neurons are excitable because they are near a transition, called bifurcation, from
resting to sustained spiking activity.
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4. There are millions of different electrophysiological mechanisms of
spike generation. However, there are only four different types of
bifurcation of equilibrium that a system can undergo without any
additional constraints. These are called saddle-node, saddle-node on
invariant circle, subcritical Andronov-Hopf and supercritical
Andronov-Hopf bifurcation.
The theoretical details, such as the difference between bifurcations, are
unimportant from the perspective of this thesis and therefore are not ex-
plained further. The elementary building blocks of biological neuronal sys-
tems and their artificial counterparts are discussed in the following.
5.1.2 Neuron
One essential concept in brain science is the concept of a neuron. A neu-
ron can have either inhibitory or excitatory outputs, but cannot have both
(Dale’s law) [62]. Cortical neurons of the brain are of special interest be-
cause all the higher-level psycho-physical functions, such as sensory percep-
tion, object- and event-representation, planning, and decision making are
believed to take place in the neocortex [63].
An artificial neuron is an abstraction of biological neurons and is the
basic unit in an ANN. There are many mathematical models with vary-
ing complexity and accuracy (or level of realism) of biological neurons. In
general, the silicon neuron must be compact (small area) and efficient (low
power) to allow as many of them as possible to be put on a single silicon
chip. Abstractions of neuronal models can be divided into three categories:
1) rate-coding model 2) spiking model and 3) compartmental model, each
having their own characteristics. A rate-coding neuron model is the most
inaccurate but on the other hand the most tractable at the same time, while
compartmental models represent the other end. Spiking models are a kind of
compromise between these two extremes and are equipped with dynamical
properties.
One of the earliest spiking neuron models proposed is the Integrate-and-
Fire (I-F) neuron [64]. Despite its age, it, or its variant leaky I-F [65], is still
widely used and extremely useful especially in large scale experiments due to
its simplicity and compact size. Models of spiking neurons can be ranked ac-
cording to the number of neuro-computational features and implementation
efficiency. By adopting these two criteria, the most efficient implementation
with least number of features is the I-F model while Hodgkin-Huxley (H-H)
[66] model is in the other end. An example of a more recent development
in neuron modeling is the soliton model [67], which is based on thermody-
namic theory of nerve pulse propagation in which the action potential is
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a reversible electromechanical soliton 3. In [60], 20 of the most prominent
neuro-computational features existing in biological spiking neurons in neo-
cortex are reviewed. An analog implementation of the neocortical spiking
neuron which captures all of these 20 features with tunable parameters using
only 14 transistors is presented in [69]. The modified version of this circuit
is adopted in this thesis and presented in Chapter 6.
The I-F and H-H spiking neuron models are presented in Fig. 5.1 and
their operation principles are briefly following. When the I-F neuron of
Fig. 5.1 a) is stimulated with current pulses, the membrane voltage V memb
increases with time until it reaches a constant threshold V th. When the
threshold is exceeded, a delta function spike occurs and the V memb is reset
to its resting potential, after which the model continues to run. The firing
frequency of the model is a linear function of the input current pulse rate
and amplitude. The leaky model includes a shunt resistor Rleak which con-
stantly discharges the Cmemb and thus adds one dynamical dimension to
the model. The electrical schematic for H-H model is presented in Fig. 5.1
b). Hodgkin and Huxley discovered that the total current in a biological neu-
ron is a sum of currents in sodium (Na+) and potassium (K-) ion channels
and they both have separate dynamics and opposite directions. The inward
current carried by Na+ ions is fast, while the outward current carried by
K- ions is activated more slowly. The dynamics of the variable resistors in
their model is hard to implement with hardware because the conductance is
a function of V memb.
5.1.3 Synapse
In biological as well as artificial neural networks, the neurons are intercon-
nected through weighting elements, called synapses. The biological synapse
was first thought to only just transfer a signal from axon (presynaptic
“wire”) to the dendrite (postsynaptic “wire”), but it has proved to per-
form more complicated signal pre-processing tasks and has a crucial role
in learning and adaptation [58]. It has been discovered that the long- and
short-term history of the synaptic activity influences the role of a synapse
as a pre-processor.
An artificial abstraction of the biological synapse is an element which is
capable of weighting the incoming signal by an internally stored value and
adapting this weight based upon a particular learning rule. The simplest
weighting used in ANNs is binary, i.e., there is a connection between two
neurons or there is not. A continuously valued weighting scheme allows
more sophisticated learning algorithms to be implemented and is relatively
easy to implement with analog hardware. Dozens of different learning rules
3signals which travel along the cell’s membrane in the form of certain kinds of sound












THEN generate a spike
IF Vmemb > Vth
Figure 5.1: a) the I-F neuron model (only a leaky I-F model includes Rleak).
b) the H-H neuron models the ionic sodium and potassium channels.
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have been proposed, typically as functions of correlations of signals passing
through each synapse. Due to the role in learning and adaptation, synapses
can be regarded as key components in neural networks. The requirement
for small size and low power is pronounced with synapses, simply because
synapses outnumber neurons in a typical neural network.
5.1.4 Spiking Neural Network
One can distinguish three generations in the evolution of artificial neural
networks. The first generation neurons communicate by sending a binary
high signal if the sum of its weighted incoming signals rises above a threshold
value. The second generation neurons are upgraded so that they use a
continuous activation function. The computation in the first and second
generation ANNs is based on the so-called rate coding, where a higher rate
of firing correlates with a higher output signal (integrating-type). A spiking
neural network is a third generation ANN that abandons the rate coding
and instead uses individual spikes in computation. An extension to the level
where every spike counts opens up a whole new range of information coding
options as well as introduces new challenges. An excellent introduction to
SNN is given in [58].
In SNN neurons fire spikes when they reach a certain threshold. These
spikes travel to other neurons which, in turn, increase or decrease their
potentials in accordance with this signal, thereby approaching or drawing
away from the threshold level. This model of a neuron as an integrator with
a threshold does not apply to all biological neurons, but is a reasonable
compromise between complexity and biological relevance. Furthermore, the
biological neurons have a variable threshold that depends on the prior ac-
tivity of the neuron while artificial neurons have typically a fixed threshold.
In the rate-coding, the key parameter is the mean firing rate of neurons.
In the case of SNNs, the temporal structure of the spike train is examined.
For example, the time intervals in which the neurons will generate their first
spike for a given input stimuli can be used for coding data. One widely used
coding scheme that has come in handy with SNNs is rank-order coding.
Rank-order coding is an abstraction of true temporal coding, because it
is not concerned with the exact timing of the spikes but only with their
relative order of firing in a layer [62]. A protocol called Address-Event-
Representation (AER) implements a rank-order coding scheme and was used
for example in the CAVIAR project to interface neuromorphic hardware [70].
To date, one of the largest neuromorphic chips is implemented within the
CAVIAR project [61] and includes 45k neurons and 5M synapses (actually
four chips connected together). The gap expressed in number of neurons is
enormous when compared with human brains. Also, the number of neurons
(or synapses) between different implementations are not directly compara-
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ble because of the tradeoff between the neuron complexity and the accuracy
of the model. A more detailed neuron description (increased biological rele-
vance) usually leads to large and inefficient circuitry, thus allowing only an
implementation of a very simple network while a simple neuron description
fails to capture the dynamics of biological neurons. Another issue arises
from the differences in each cell’s bifurcation dynamics. In the literature
search only implementations of artificial neuronal systems which consist of
neurons with homogeneous bifurcation dynamics were found while biology
suggests systems that have heterogeneous dynamics.
The CAVIAR is not the only project where large scale neuromorphic
chips or systems have been developed. Noteworthy results, with slightly dif-
ferent approaches, have also been achieved in the following projects: spiN-
Naker [71] and FaCETS [72] (the continuation of the FACETS project is
called BrainScaleS). In the former project, the basic building block is a multi-
core processor known as the “spiNNaker chip”. It comprises 20 processing
cores where each core is a complete sub-system. The cores are connected
together via a Network-on-Chip (NoC). In addition, the chips can be linked
to each other so that the system can be extended to include thousands of
cores. In the latter project, the idea is to connect neurons on a wafer level.
That is, the interconnections between the individual reticles on a wafer are
formed by depositing an additional metal layer on top of the wafer in a
post-processing step. After the post-processing step, a single wafer contains
4 · 107 synapses interconnecting up to 180 000 neurons.
5.1.5 STDP
A specific learning rule is needed for the synaptic weight modification. Heb-
bian learning is a well known mechanism that is based on the correlated
activity of neurons [73]. The weights should change relatively slowly in or-
der to achieve meaningful and stable operation. The term long-term synap-
tic plasticity is often used to express this characteristic. One mechanism
that has been experimentally observed in biological synapses and exhibits
long-term synaptic plasticity is Spike Timing Dependent Plasticity (STDP)
[74].
Many of the learning methods developed for use with STDP models are
based on Hebbian learning with an additional temporal aspect. Thus, the
weights are modified according to pre- and postsynaptic spikes: if the presy-
naptic spike comes before the postsynaptic spike, the weight is increased;
otherwise it is decreased (Hebbian correlation). The modification of the
weight is stronger when the delay between pre- and postsynaptic spikes is
small (temporal aspect). The temporal aspect of the STDP mechanism
creates a built-in competition mechanism that stabilizes the neuronal sys-
tem and thus avoids the problem with the pure Hebbian learning endlessly
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FGT Implementation of SNN
A floating-gate-based implementation of a synapse within the context of
Spiking Neural Network (SNN) is presented in this chapter.
6.1 Floating-gate Transistor Based SNN
6.1.1 Motivation
The motivation to implement an SNN with analog hardware was to inves-
tigate the realization of a STDP rule for synaptic connections for three
reasons: 1) STDP outperforms the traditional Hebbian synaptic plasticity
[75], 2) the neuromorphic paradigm is attractive for future nanoscale com-
putation due to massive parallelism, and 3) potentially many robustness
issues can be side stepped thanks to the adaptation and learning function-
ality of the network, which makes it more failure-tolerant [76]. Emerging
nanodevices may play important role in future artificial neural networks.
The nanoscale synapses and wires enable significant improvement in the ef-
ficiency of connectivity. However, many of these technologies are still in
their infancy and not widely available for researchers. However, currently
available DSM FGT devices can be used to effectively realize a new biphasic
STDP learning mechanism.
The key observation is that when FGT synapses are programmed with
F-N tunneling, the synapse appears as a two-terminal device with charac-
teristics similar to a memristor [6]. A memristor is currently one of the
most promising nanodevices (see Chapter 7). Thus, the proposed learning
method is also applicable to networks comprising memristors for synaptic
connections. Besides the work of the author [78], the use of biphasic learn-
ing pulses to implement STDP rule in neuromorphic hardware was proposed
independently also by two other groups [79, 80]. Three different synapses











Figure 6.1: a) memristor synapse proposed in [80]. Backwards trav-
eling Back Propagation Action Potential (BPAP) sets the programming
ON/OFF, forward traveling Action Potential (AP) sets the weight of the
synapse. b) A FGT synapse proposed in [79] employs an indirect program-
ming scheme and combination of IIHEI and F-N tunneling. c) A synapse
proposed in this work has separate signal and programming lines and uses
F-N tunneling for weight modifications.
The study in [81] presents a CMOS implementation of a biphasic pulse
generator. However, the peak-to-peak amplitude is only from -0.9V to
+0.9V, which is too low for programming FGTs as well as memristors with
current technology. On the other hand, the approach presented in [79] is
well suited for the weight modification of FGT synapses but is improper
for memristor synapses due to mismatch of methods used for weakening
and strengthening the weights (combination of electron injection and elec-
tron tunneling). However, it is not claimed that the method proposed in
this work (based on simultaneous post- and presynaptic biphasic pulses) to
modify synaptic connections by STDP rule is exactly how biological action
potentials affect on synapses, but successfully approximates similar func-
tionality by taking into account the characteristics of the implementation
medium.
In recently developed hybrid CMOS / Nano circuits, such as CMOL
and FPNI, which will be reviewed in Chapter 7, nanodevices are arranged
into a single layer as an add-on to a CMOS sub-system. This arrangement
allows very dense architectures and enables a great increase in the number of
synapses that can be implemented on a single chip. With FGTs implemented
in a bulk CMOS, this is not feasible, since FGTs are CMOS devices and thus
can not be placed above other CMOS devices. A 3D process would effectively
allow this.
Architectures with FGT-based synapses share many design challenges
with memristor-based synapses, for example they both need high voltages
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for weight modification. Furthermore, typically the implementations of FGT
synapses, such as [36], have been asymmetric: the input signal is multiplied
with the weight stored on the gate producing an output current at the
source/drain, thus providing isolation between presynaptic and postsynap-
tic neurons. This isolation property prevents signals traveling back to other
presynaptic neurons. Memristor-based synapses and FGT synapses with
the drain and source as input an output terminals are symmetric devices
which are incapable of providing isolation between presynaptic and post-
synaptic neurons and thus are more like resistive diffusion networks [83].
Consequently, neural networks consisting of symmetric synapses are funda-
mentally different from those with asymmetric synaptic connections. The
similarities and differences of memristors and FGTs will be revisited in more
detail in Chapter 7.
On this account, an FGT-based implementation can be used as a demon-
stration vehicle that allows experiments with currently available technology.
This approach helps to reveal possible obstacles and challenges that are
likely to emerge with hybrid CMOS/Nano neuromorphic circuits, and to
develop solutions to these problems.
6.1.2 Implementation
It should be noted that the circuit realization of the SNN presented in this
thesis does not really implement the algorithm for the STDP rule but only
the mechanism required to implement it. That is, the learning and com-
munication mode are separated and thus the weights can be modified only
by controlling the network with external stimuli in the learning mode: the
proposed FGT synapse has four terminals but only two of them are used
simultaneously making the FGT virtually a two-terminal device. Two ca-
pacitive terminals are used for weight modification in the learning mode and
the drain and source of the synapse transistor are used in the communica-
tion mode to form a voltage controlled current source. This is necessary
because, unlike in case of memristors, the terminals for communication and
learning can not be shared. This arrangement also allows operation in differ-
ent timescales on different operation modes. Weight modification requires
a slower timescale but in communication mode the bandwidth can be in-
creased by shortening the spike duration and interval. Weight modification
is local and fully parallel and takes the temporal aspect into account as
required by the STDP rule. During the communication mode the synaptic
weights are stored as charge to the floating gates of the synapses.
The top level schematic of the prototype circuit is shown in Fig. 6.2.
Digital parts of the design work with a 1.2 V supply voltage and the neural
network (and ring oscillator) with 4.5 V vdd and 2 V vss. The 2 V shift
in supply voltages is needed for the selected weight modification scheme
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which will be examined later in more detail. vdd2v5 is used only in voltage
level shifters as an intermediate supply to facilitate conversions between
different power supply domains. All input pins marked with an asterisk
are wired through custom made unprotected IO-pads, because suitable IO-
cells were not available in IO-libraries provided by the foundry. The chip
communicates with a XEM3001 FPGA integration module (Opal Kelly) that
collects the spike data and controls the chip. The FPGA module is hosted
by a standard pc through the usb-port. Necessary supply / off chip bias
voltages are generated by standard voltage regulators on the PCB.
The synapse and the neuron with a built-in charge pump are the most
essential building blocks in the prototype SNN chip. The neural array is a
fully connected (256 FGT synapses) two layer network with 16 neurons in
both layers (one neuron in the input layer has only inhibitive outputs). It
has a digital AER interface and decoders for addressing individual neurons.
Additional features are internally generated bias voltages, per neuron charge
pumps for generating tunneling voltages, a ring oscillator for charge pump
clocking and voltage level shifters between different power supply domains.
Due to IO-pad limitations, only spike events (NOR out) with associated
addresses (out0 − out3) and high voltage output (hv out) of a test neuron
can be observed.
The implemented chip was a multi-project IC which set additional chal-
lenges and design constraints in terms of area and IO pin count. For exam-
ple, due to included RF circuits, the chip is packaged in a Low profile Fine
pitch Ball Grid Array (LFBGA). In practice, for a relatively complex sys-
tem, having only 22 IO pins available limited the scaling of the SNN array
more than area constraints. Limited IO adds some complexity to the design
but more importantly severely restricts the debugging of the circuit because
internal nodes can not be accessed (except the high voltage output of the
separate test neuron).
Neuron
The presented neuron in Fig. 6.3 is partly based on the artificial neuron
presented in [69]. The illustrated schematic is divided into three blocks
for the easier identification of different functionalities of the neuron circuit.
The “integrator and spike generator” (1) block is a simplified version of
that presented in [69]. The simplified version discards most of the 20 neuro-
computational features of the original design and thus reduces to the basic
I-F model. This is due to two reasons: 1) the emphasis was on imple-
menting the STDP feature for synaptic connections using biphasic learning
pulses for which simple I-F dynamics is sufficient and 2) it is still unknown
how information processing should be organized with heterogeneous spiking
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Figure 6.2: A top level schematic of the implemented SNN. It features a
fully connected (256 FGT synapses) two layer network with 16 neurons in
both layers (one neuron in the input layer has only inhibitive outputs), a
digital AER interface, decoders for addressing individual neurons, internally
generated bias voltages, per neuron charge pumps for generating tunneling
voltages, a ring oscillator for charge pump clocking and voltage level shifters
between different power supply domains. Due to IO-pad limitations, only
spike events (NOR out) with associated addresses (out0 − out3) and high



















































INTEGRATOR AND SPIKE GENERATOR
INPUT WITH TUNABLE REFRACTORY PERIOD AND AER INTERFACE



















Figure 6.3: A schematic illustration of a leaky I-F neuron with AER inter-
face. FGT synapses (not shown in the figure) form resistive paths between
the presynaptic neuron (neuron output) and postsynaptic neurons (IN+
for the excitatory or IN− for the inhibitory connection). The strength of
the synaptic connection between two neurons is determined by the floating-
gate charge that can be modified during the learning mode by applying the
high voltage biphasic pulses generated by the charge pump. The circuitry
for controlling the charge pump is visible as well (every neuron has a built-in
charge pump). The circuit operates with supply voltages of 4.5 V (vdd) and
2 V (vss).
sary features from the point of view of this research. An interesting remark
is that it was very easy to make the original neuron circuit, designed in 0.35
µm CMOS ([69]), to work in the 65 nm technology — a direct manifestation
of the scalability of neuromorphic analog hardware over different technology
nodes.
Communication Mode
The operation of the neuron in communication mode is the following. The
Learn signal is first set to 1. The membrane capacitor Cmem integrates
the sum of excitatory IN+ and inhibitory IN− postsynaptic input currents
and generates a spike when the membrane potential V mem exceeds the spike
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generation threshold voltage set by the source voltage fb bias of M3. When
the threshold is exceeded the membrane potential increases rapidly due to
the positive feedback loop formed by the current mirror (M1 and M2),
which causes the comparator (M7-M11) to flip. V th sets the turnaround
point of the comparator (spike detection threshold) and V comp controls the
bias current of the comparator. V leak at the gate of M4 sets the leakage





= Isyn + Ifb− Ileak (6.1)
where Isyn denotes the sum of postsynaptic currents, Ifb the current flow-
ing through the current mirror and Ileak the leakage current through M4.
After the spike event, M5 resets the neuron by discharging Cmem.
The size of Cmem can be in the order of femtofarads if the synapses
operate in the subthreshold region allowing only nanoampere currents to
be delivered to postsynaptic neurons. In this particular design there is no
explicitly implemented Cmem device, it consists of parasitic capacitances
only. The current-starved inverter (M12-M15) is used to control the lengths
of voltage pulses V a and V b (V a is meaningful only in the learning mode).
In communication mode, V fall is set to vdd and V rise controls the
length of the emitted spike (V b) and the duration of the reset period caused
by M5. The generated spike is delivered to synapses connected to the node
denoted as neuron output. The pmos cascode transistors sharing the bias
V comp at the input and output of the neuron are not absolutely required
but improve the isolation between pre- and postsynaptic neurons.
The distribution of neuron inputs to excitatory IN+ and inhibitory IN−
is fixed, thus the connectivity of the network must be determined in the
design phase. In this case, one of the neurons in the input layer is connected
to the inhibitory input of neurons in the output layer and the rest of the
connections are excitatory. The fixed connectivity of the network can be
considered as an acceptable compromise in the prototype chip, because it
allows the testing of the concept without additional complexity required for
multiplexing the excitatory and inhibitory connections for each neuron.
The rest of the presented neural circuit is for implementing the AER
interface controlling the charge pump during the learning mode. A spike
can be induced also from outside the network by activating the R signal.
A spike event leads to a high AER row request signal RR. RR is latched
until the acknowledgement signal RA (active low) resets it. The idea for
the realization of the refractory period is adapted from [84]: When RA is
activated (low) for a short period of time Crefr is charged. V refr sets the
discharge rate of Crefr when RA is set back to a high value and defines
the length of the refractory period. During the refractory period no current
can flow into the neuron. The implementation of the neuron can lend itself
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Figure 6.4: A transient response of a neuronal circuit (Fig. 6.3) for a 100
nA current stimulus applied to IN+ when configured to the communication
mode. Cmem integrates the current until V mem exceeds the predefined
threshold voltage and generates a spike V b. V a is meaningful only in the
learning mode. If the stimulus is turned off before the spike event, V mem
decreases at a rate determined by the V leak.
to larger arrays by simply duplicating the AER switches R and RA and
making small modifications to the realization of the circuit that generates
the RR signal so that row and column addressing is allowed.
The simulated example waveforms of selected signals are shown in Fig.
6.4 for the neuron circuit presented in Fig. 6.3 configured into communica-
tion mode. The neuron is stimulated with a 10 MHz current stimulus Iin
(equivalent to Isyn) consisting of 100 nA pulse train. The neuron fires a
spike V b when V mem exceeds the threshold voltage. The small refractory
period (∼ 200 ns) prohibits the integration of the first two current pulses
after firing a spike. When the stimulus goes off, the V mem slowly returns
to the resting potential due to leakage current Ileak through M4.
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Learning Mode
By setting the Learn signal to 0 the neuron is configured into learning mode
which allows the modification of synaptic weights. By doing so, the drain
and source terminals of synapse transistors are pulled to vdd to prevent
unwanted tunneling from taking place and transmission gates deliver the
control signals V a and V b for the charge pump. No current can flow into
the neuron and spikes can be induced only externally by activating the R
signal. Now the current starved inverter is used to slow down the timescale so
that the charge pump has enough time to generate a sufficiently high voltage
for F-N tunneling during the time V a is high. This is done by setting the
bias voltage V fall so that M15 operates in the subthreshold regime. V rise
controls the length of the V b pulse similarly in the communication mode.
In the learning mode, the length of the V b pulse sets the reset period of
the charge pump. The circuit consisting of transistors M16-M20 is responsi-
ble for slowing down the output of the charge pump when the output returns
to the DC-level after reset so that the rise times from DC-level to maximum
value and from ground to DC-level are balanced. The speed regulation is
based on adapting the input voltage CPin of the charge pump according to
the control voltages V a and V b. The functionality of the charge pump is
explained in more detail in Section 6.1.2. Simulated example waveforms of
selected signals are shown in Fig. 6.5. It can be seen that the length of V b
pulse is not affected but the length of V a is increased to about 10 µs. Also
shown are the changes in CPin during the learning period. A sequential
activation of R signals for a selected pair of neurons, one in the input and
one in the output layer, effectively triggers the STDP mechanism. The per
neuron charge pumps generate a biphasic pulse pair which are superimposed
at the synapse. The strength of the weight adaptation is adjusted by the
activation delay of presynaptic and postsynaptic R signals.
The layout (see Fig. 6.6) of the neuron circuit with associated charge
pump measures 30 by 60 microns. About half of the area is occupied by the
charge pump that is included in every neuron. The three blocks in Fig. 6.3
are labeled with corresponding numbers 1-3 in the layout.
Synapse
The synaptic weights were implemented with FGTs and updated with F-N
tunneling. The proposed synapse is presented in Fig. 6.7 and the corre-
sponding layout in Fig. 6.8. When the network is configured to the com-
munication mode, the voltages applied to capacitive terminals are kept con-
stant. When neuron A emits a spike, all synapses connected to the axonal
output of neuron A convert this voltage spike to a current pulse that flows
to the denritic input (IN+ or IN−) of a neuron in the output layer (e.g.
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Figure 6.5: Transient response of a neuronal circuit (Fig. 6.3) for an exter-
nally induced spike event when configured to the learning mode. The neuron
is made active by activating the R signal. Signals V a and V b control the
charge pump and their lengths are adjusted by the current starved inverter.
The input voltage of the charge pump CPin is intentionally not constant
during the learning phase.
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Figure 6.6: Layout of the neural circuit with a built-in charge pump. The
charge pump and high voltage tolerant drift transistors occupy half of the
neural circuit. The labels 1-3 refer to respective circuit blocks in Fig. 6.3.
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neuron B). The amplitude of the current pulse is determined by the channel
conductance of the pmos synapse transistor Mr which is set by the floating-
gate voltage V fg. In the learning mode, the biphasic high voltage pulses
generated by the per neuron charge pumps are applied to two capacitive
terminals. These capacitors allow parallel and local bidirectional weight
updates. The drain and the source of Mr are pulled to vdd to minimize
the voltage across internal parasitic capacitors (see Fig. 2.1 and 6.3). This
four terminal FGT synapse exhibits memristor-like behavior in the learning
mode in a sense that the conductance of both devices can be altered by
applying an appropriate voltage (that exceeds the programming threshold)
across the terminals. The memristor is addressed later in Chapter 7.
To increase the synaptic weight electrons must be added to the floating
gate and subtracted from it to decrease the weight. This can be arranged
by careful selection of the ratios of the capacitances Cpre, Cpost and the
gate capacitance of Mr so that tunneling occurs always across Cpre. The
dominance of Cpost over the total capacitance Ctot helps V fg to more
closely follow the programming voltage applied to Cpost. In order to see
how the gate current Ig through Cpre affects the charge (or weight) at the
floating node during tunneling, Eq. 2.1 is rewritten by noting that the charge





It is further assumed that the direct band-to-band tunneling is negligible,
the barrier is triangular and the classical model for tunneling holds, so that





where I0 is an empirically measured parameter, Vf is a constant that depends
on the oxide thickness and Vox is the voltage across the dielectric. This is
a simplified version of Eq. 2.4. It can be observed that ∆V fg depends
linearly on time but exponentially on the voltage across capacitor Cpre.
The shape of the biphasic tunneling pulse is the key for performing the
weight updates according to the STDP rule. The idea is that an individual
biphasic pulse delivered by a postsynaptic or a presynaptic neuron does not
induce gate current ( Vox stays below the programming threshold), but when
pulses occur simultaneously, their superimposed voltage magnitude exceeds
the threshold. Fig. 6.9 illustrates the principle of weight updates based on
biphasic programming pulses. Note that smaller time difference between the
pulses leads to a larger peak magnitude of a post − pre (and V fg − pre).
When the separation between pre and post pulses starts to increase from
































Figure 6.7: The FGT synapse consists of one transistor with two capacitive
connections. Capacitors are used to implement STDP weight updates in
learning mode. The weight is stored as a charge on the floating gate and can
be modified by applying simultaneous high voltage pulses on Cpre and Cpost
during the learning mode. Capacitive ratios are selected so that tunneling
occurs across Cpre. In the communication mode, the FGT synapse acts as
current source that converts the voltage spike to a current pulse depending
on the channel conductance defined by the stored charge.
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Figure 6.8: The layout of the FGT synapse with associated pmos well-
capacitors. Each device is located in a separate n-well. N-wells are deposited
sparsely and capacitors are surrounded by a p-well block for improved isola-
tion. This is the reason why (especially single poly) floating-gate structures
require a relatively large area although the devices themselves are quite
small.
This can be observed from Fig. 6.10, where the difference in charge ∆Q is




and by normalizing the result. The signal post refers to a biphasic high
voltage pulse applied to Cpost, i.e. the pulse generated by the postsynaptic
neuron. The signal pre is the pulse generated by the presynaptic neuron,
respectively.
By examining equations 6.2 and 6.3, it can be seen that due to the ex-
ponential relationship, the magnitude of Vox has a stronger effect on the ac-
cumulated charge than the tunneling time (linearly related). Consequently,
a stronger weight modification is expected for the lower case in Fig. 6.9.
Therefore, the method realizes a good approximation of STDP rule. In fact,
the used approximation is even more robust (at least in hardware implemen-
tations) than the commonly used STDP rule with exponential decays. This
is because, unlike original STDP, it provides a smooth transition as a func-
tion of the time difference between pulses and thus avoids the problem that
small timing errors may cause large weight updates with wrong polarity.
In reality, due to the capacitive division, the magnitude of V fg is smaller
than post and consequently post − pre is not directly the effective oxide
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Figure 6.9: Biphasic high voltage pulses pre and post applied to respective
capacitors Cpre and Cpost with two different delays shows how the order of
pre and post determines the polarity and the time difference the amplitude
of resultant voltage (post − pre) across Cpre.














Figure 6.10: Normalized change of charge as a function of delay between












Figure 6.11: The oxide voltages V 1, V 2 and V 3 of FGT synapse in learning
mode.
voltage (that is Vox = |V fg− pre|). To avoid unintentional weight updates,
the potential difference across all capacitors connected to the floating gate
should be kept minimal during the communication mode and in the case
where pre and post pulses do not overlap. On the other hand, overlapping
pulses should evoke intentional weight modifications.
Potential differences across gate oxides are defined as: V 1 = post−V fg,
V 2 = pre−V fg and V 3 = Mrd,s,b−V fg (see Fig. 6.11). Mrd,s,b denotes the
drain/source/bulk voltages of synapse transistor Mr which are all pulled to
vdd during programming. Figure 6.12 shows a simulation of the synapse of
Fig. 6.7 that aims to assess unintentional tunneling through transistor Mr.
Distinct biphasic high voltage pulses are applied to Cpre and Cpost. All
devices are pmos transistors (including capacitors) with the nominal values
of Cpre=1.42 fF, Cpost=12.25 fF and a total gate capacitance for Mr of
Cgg=1.97 fF. These values correspond to W/L ratios 0.5/0.4, 1.4/1.4 and
0.7/0.4, respectively (all dimensions in µm). In this particular example, the
minimum effective voltage across the gate oxide that triggers F-N tunneling
is estimated to be 3.7 V based on information given in [29] (tox x 6.4 x 10
8
V/m). A tunneling voltage this low requires very long tunneling times, but
represents a rough artificial threshold voltage which should not be crossed
unintentionally.
From Fig. 6.12 it can be observed that a distinct biphasic high voltage
pulse applied to Cpre or Cpost can not alone induce tunneling (absolute
values <3.7 V). As V 1, V 2 and V 3 are referred to V fg, the initial charge at
the floating node affects their magnitude directly. In the simulation plotted
in Fig 6.12, the initial floating-gate voltage was set to 2.5 V (V dd). A lower


















































Figure 6.12: A biphasic high voltage pulse applied to either Cpre or Cpost
can not alone induce tunneling. Potential difference across all capacitors
stays below 3.7 V, which is estimated to be the minimum voltage for F-N





















































Figure 6.13: A transient simulation where pre pulse comes 100 ns before
post. A large negative voltage is formed across Cpre and electrons are added
to the floating-gate. Consequently, the weight of the synapse is increased.
with the initial voltage of 1.5 V. This is not a problem since the synapses are
intended to work in subthreshold region which means that V fg is between
2 V and 2.5 V.
Figure 6.13 shows a simulation of overlapping high voltage pulses with
a small delay between pre and post. Because of this, tunneling occurs
(| V 2 |> 3.7 V ) and the weight of the synapse is increased. Similarly, if
the post pulse comes before pre, tunneling takes place in a different direc-
tion. Simultaneous pulses do not induce tunneling.
In practical circuits, there is no need to use biphasic triangular pulses
used in previous simulations, since the shape of the pulse is not very impor-
tant. Thus, pulse shapes with e-fold increase and decrease characteristic of
a step response of an RC circuit can be used without essential changes in
the functionality of the method.
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Design Choices for Generating the High Voltage Biphasic Pulses
From Fig. 6.12 and 6.13 it can be seen that pre and post range from -2 V to
6 V resulting a peak-to-peak value of 8 V. However, during the design phase,
it turned out that due to technological limitations discussed in Chapter 3,
the application of negative tunneling voltages would be difficult to realize
in the 65 nm general purpose process. Consequently, a unipolar supply was
chosen.
The second challenge was to properly set the DC-levels of the tunneling
voltages so that intentional programming was possible yet the probability
of unintentional tunneling could be minimized at the same time. The fact
that the DC-level of a high voltage pulse lies between the supply rails poses
an additional design challenge. Setting the supply voltages of the neuron
and synapse to 2 V (vss) and 4.5 V (vdd), and the DC-level of tunneling
voltages (pre and post) to 4 V were found to be a satisfactory compromise
that allowed swings of ± 4 V around the bias point.
In the beginning, the aim was to have one common high voltage source,
either on-chip or off-chip, that delivers high voltages for synapses through
switches on demand. However, the implementation of high voltage floating
switches that can tolerate voltages up to eight volts would be expensive in
terms of area with the 65 nm process. This is because sufficient devices (HV
transistors) are not provided by the general purpose design kit. Indeed, it
is possible to construct a high voltage tolerant switch using only standard
transistors for example by following the guidelines presented in [11]. The
principle is shown in Fig. 6.14. The idea is to keep the drain-source voltages
low by stacking multiple devices. However, this approach was quickly aban-
doned because it resulted in very complex circuits. 8 V tolerance requires
at least quadruple-cascodes assuming 2.5 V nominal Vdd tolerance for thick
oxide devices. Furthermore, setting the DC-level properly was particularly
challenging by using this approach.
The next alternative was to consider including a charge pump in each
neuron in order to avoid high voltage tolerant switches. It was realized that
the ramp-up time of the charge pump could be used to generate the desired
shape for the high voltage pulses required for programming. Furthermore,
the desired DC-level needed in the communication mode could be achieved
simply by closing part of the pumping stages. Putting these principles into
practice resulted in implementation presented in Fig. 6.15. That is, each
neuron is equipped with a three-stage Dickson type charge pump to provide













Figure 6.14: The principle of increasing the voltage tolerance of circuits
using cascode transistors. Two pmos transistors comprise a “soft” switch
that drives the nmos cascode transistor. A dual-cascode doubles the toler-
ated voltage as shown in a) steady state low and b) steady state high. A






















a single nmos diode
VaCP
VaCP
Figure 6.15: Each neuron is equipped with three stage Dickson type charge
pump for generating biphasic high voltage pulses that are used for weight
modifications during the learning mode. Two non-overlapping clock signals
driving the charge pump are gated so that only the first stage is active in
the communication mode. In the learning mode, also the later stages are
active when V a is high. The circuitry for generating the control signals
V aCP and V bCP is shown in Fig. 6.3. Transistors with bold horizontal
lines are drift transistors that can tolerate higher drain-source voltages than
standard transistors. Nmos diodes are in separate p-wells inside a common
deep n-well (DNW). ddnwpw is a diode that is formed between each p-well
and DNW.
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Figure 6.16: The layout of the three-stage Dickson type charge pump. Each
diode connected nmos transistor is located in a separate p-well inside a
common n-well (DNW). Each p-well is surrounded by a guard-ring and the
common n-well is surrounded by a p-well block for improved lateral isolation.
Charge Pump
A Dickson-type charge pump requires one diode per pumping stage with one
additional diode for input. The pumping capacitors raise the output voltage
gradually when clocked with an appropriate frequency. The corresponding
layout of the diodes and Metal-Insulator-Metal-capacitor (MIM-capacitors)
is shown in Fig. 6.16. The function of the charge pump in both communi-
cation and learning modes is explained next.
In the communication mode, only the first stage of the Dickson charge
pump is active (V aCP and V bCP are low) and the output voltage V out
resides in the middle of the voltage range. The size of the pumping capacitor,
the clock frequency and the input voltage of the charge pump influence the
efficiency of the charge pump. Furthermore, the maximum output voltage
and the rise time depend on the number of pumping stages and the load
capacitance. Because the load is (almost) purely capacitive, the DC-level
must be set by allowing a small leakage current with bias hv leak bias,
otherwise the charge pump will drive V out slowly higher and higher. The
inactive pumping stages introduce some voltage drop because of the forward
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biased diodes. This is compensated by sizing the charge pump so that the
first stage can drive the load to a desired voltage despite the inactive stages
that lower the output voltage. The size of the pumping capacitors, input
voltage CPin, and load capacitance are fixed in the design phase. Only the
clock frequency, hv leak bias and CP nw bias are accessible parameters
after fabrication and thus are used to set the DC-level and the deep n-well
bias of the charge pump.
In the learning mode, also the later stages of the charge pump are clocked
and the output voltage is gradually driven to peak value. The active period
of the charge pump lasts as long as V a stays high. Next, when V b goes
active, V out is pulled down to ground by a drift transistor that tolerates
high drain-source voltages. More specifically, a drift transistor allows the
electrical field to be spread into the n-well and p-well so that the effective
voltage applied to the channel and the gate oxide is lowered1. The strength
of the pull down transistor is controlled by biasing the overdrive voltage
with hv rst bias.
All pumping stages are inactive when V b is high to assist pull down so
that the drift transistor does not have to be a much stronger driver than
the charge pump. After V b goes inactive, the first stage of the charge pump
lifts V out to the mid voltage. The input voltage for charge pump CPin is
also increased when V a is high (the uppermost diode connected transistor is
bypassed) and respectively reset by V bCP , see Figs. 6.3 and 6.5. Increased
CPin allows the charge pump to achieve higher maximum voltage without
increasing the number of pumping stages whereas gradually increasing CPin
after reset slows down the rise time to mid voltage balancing the rise times
from different initial values. A transient simulation of the charge pump is
shown in Fig 6.17.
Since the learning is local, each neuron needs to be accompanied by a
charge pump. The charge pump uses MIM capacitors that are located above
the wiring layers allocated for intraneuronal communication. Because the
rise time of V out is heavily influenced by the capacitive load at the output,
dummy synapses were added on both input and output layers so that the
capacitive load of charge pumps is equalized (see Fig. 6.18). Otherwise,
neurons in the output layer would have to drive a load capacitance of N
x Cpost, which is much larger than the load capacitance of neurons in the
input layer N x Cpre, where N is the number of neurons in a single layer.
The sensitivity to the load capacitance is one issue that needs to be addressed
if the same approach is extended to larger arrays.
1Device does not require any additional processing or masks.
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Figure 6.17: A transient simulation of the charge pump showing how the on-
chip biphasic pulses are generated in the learning mode. Stage one keeps the
output V out at approximately 4 V (DC-level) and thus is active in both the
communication and the learning modes. Stages two and three are clocked
only when V a is high in the communication mode. Stage one restores the
DC-level after V b has reset the output. The input of the charge pump CPin
is not constant but depends on the control signals V a and V b so that the
pump achieves higher peak voltage and the rise times (from DC to max and
from ground to DC) are balanced. In this example, a clock frequency of 10










Figure 6.18: An example of a fully connected 2x2 SNN. Dummy synapses
are added to both the input and the output layer so that each charge pump
drives a capacitive load of equal size. Otherwise the capacitive load for
charge pumps in the output layer would be CpostCpre higher than for charge
pumps in the input layer.
6.1.3 Experimental Results of the Synapse
The concept of weight modification based on the time difference of high
voltage biphasic pulses is demonstrated with the current reference circuit
presented earlier in Section 4.2, because the SNN chip does not contain
separate test synapses. The programmable current reference is suitable for
this purpose, although it was not originally designed with this functionality
in mind. The design is redrawn in Fig. 6.19 to clarify the test setup.
Two instances of off-chip high voltage biphasic pulse generator shown in
Fig. 6.20 were used to mimic the charge pump based pulse generators in the
SNN chip. The time difference of pulses is controlled with a pattern genera-
tor hosted by a pc. The maximum output voltage of the pattern generator is
5 V, thus inverters (4049) are used as level shifters to generate appropriate
control voltages for the actual pulse generator circuit. Image captures from
an oscilloscope shown in Figs. 6.21 and 6.22 show the generated pulse pairs
applied to capacitors Cpre and Cpost of the on-chip current reference cir-
cuit. There is some inter-pulse variation in the generated maximum voltage
(biphase max) due to nonidealities, such as noise and jitter. This directly
affects the effective tunneling voltage across the tunneling junction. To im-
prove the reliability of measurements at least 10 pulses were applied per
tunneling cycle to average out the effect of the variance between consecutive
pulses.
The source voltage of M1 (vdd fg) was raised to 4.5 V and the drain
current (Iout) was measured by connecting a picoammeter between to pad






























Figure 6.19: A current reference circuit designed in 90 nm standard CMOS
was used to demonstrate the weight modification concept based on biphasic
pulses. An analog MUX is configured so that the drain current of M1
(Iout) flows to the ground through the picoammeter. The direction of weight
update is determined by the order of biphasic pulses, whereas the strength


























Figure 6.20: An off-chip circuit that generates high voltage biphasic pulses.
100
Figure 6.21: The oscilloscope image shows four pairs of consecutive biphasic
pulses generated by an off-chip pulse generator shown in Fig. 6.20. In
the measurements at least 10 pulses are applied in each tunneling cycle to
average out the small variations between consecutive pulses.
Figure 6.22: The oscilloscope image shows one pair of biphasic pulses (pre
in CH1 and post in CH2) generated by an off-chip pulse generator shown in
Fig. 6.20. The time delay between the pulses is 200 ns and the peak-to-peak
voltage is approximately 7.8 V.
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6.24 verify that the biphasic pulses can be used to realize the STDP learning
rule as hypothesized. The change in Iout after eight tunneling cycles reaches
a maximum with a 300 ns delay in Fig. 6.23 and a minimum with a 200 ns
delay in Fig. 6.24, respectively. This consistent with the theory presented
in Fig. 6.10.
Simultaneous pulses did not cause measurable changes in Iout (1500
pulse pairs applied) and increased time difference between biphasic pulses
decreases the strength of weight modification as predicted. From Eq. 2.3 it
follows that the amount of required pulse pairs to achieve a desired change
in Iout depends on the initial charge stored on the floating gate. In these ex-
amples, the initial current is approximately 1 µA, which means that floating-
gate voltage V fg is approximately 4 V. That is why more pulse pairs are
required to further decrease the current than are needed for increasing the
current. This imbalance can be compensated to some extent by modifying
the pulse parameters biphase DC and biphase max shown in Fig. 6.20. Fig.
6.25 demonstrates the effect of compensation with two parameter sets (par1
and par2). With parameter set 1 (par1) the positive slope is steeper than
the negative slope despite the ratio of applied pulse pairs is 10 to 200 per
tunneling cycle. The parameter set 2 (par2) results in equal slopes although
the ratio of applied pulse pairs is significantly smaller (20 to 50 per tunneling
cycle).
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Figure 6.23: The drain current (Iout) of the p-type floating gate transistor
increases when the biphasic high voltage pulse is applied to Cpre before
Cpost. In this experiment, ten biphasic pulses per one tunneling cycle were
applied with varying time delay (Iout initialized to 1 µA between each run
with different delay). The time delay between the applied pulses (shown
in the legend) influences on the change in Iout per one tunneling cycle
according to the STDP rule (upper figure). The resulting Iout after applying
eight consecutive tunneling cycles as a function of time delay is shown in the
lower figure. As Iout peaks with 300 ns delay, the measured data coincides
well with the data predicted in Fig. 6.10. The key parameters of the biphasic
pulses used in this experiment were: vdd fg=4.5 V, biphase max=7.20 V,
biphase dc=3.98 V.
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Figure 6.24: The drain current (Iout) of the p-type floating gate transistor
decreases when the biphasic high voltage pulse is applied to Cpost before
Cpre. In this experiment, 200 biphasic pulses per one tunneling cycle were
applied with varying time delay (Iout initialized to 1 µA between each run
with different delay). The time delay between the applied pulses (shown in
the legend) influences on the change in Iout per one tunneling cycle accord-
ing to the STDP rule (upper figure). The resulting Iout after applying ten
consecutive tunneling cycles as a function of time delay is shown in the lower
figure. As Iout has a minimum at 200 ns delay, the measured data coincides
well with the data predicted in Fig. 6.10. The key parameters of the bipha-
sic pulses used in this experiment were: vdd fg=4.5 V, biphase max=7.20
V, biphase dc=3.98 V.
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par1: vdd_fg=4.5V, biphase_max=7.20V, biphase_DC=3.98V
par2: vdd_fg=3.6V, biphase_max=7.85V, biphase_DC=3.48V
pre 100ns before post with par1, 10 pulses/tun cycle
pre 100ns before post with par2, 20 pulses/tun cycle
post 100ns before pre with par1, 200 pulses/tun cycle





Figure 6.25: The accumulated charge per one tunneling cycle can be tuned
by changing the parameters of the biphasic pulse and the terminal voltages of
the floating gate transistor. Here, the supply voltage (vdd fg), biphase max
and biphase DC are modified so that the positive slope remains nearly un-
changed although the pulse count per tunneling cycle is doubled, whereas
the negative slope increase although the pulse count per tunneling cycle is
only one fourth of the initial. That is, the changes in Iout in both directions
are more balanced with parameter set 2.
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6.1.4 Experimental Results of the Charge Pump
The SNN array prototype chip includes an IO-pin to monitor the high volt-
age output of the separate test neuron. It allows verifying if the charge
pump is able to generate a correct biphasic waveform in learning mode. Ob-
servations can also be made if the response to changes in different on-chip
bias voltages meets expectations. Fig. 6.26 shows the output of the charge
pump (channel 2) when the chip is configured to the learning mode and
the test neuron is addressed (channel 1). Control signal vfall is set so that
the charge pump has plenty of time to run with all pumping stages active
(output starts to saturate). This plot revealed a problem with the charge
pump: With nominal bias and supply voltages the dc-level is about 2.2 V
instead of expected 4 V and the maximum voltage is about 5.8 V instead of
expected 8 V.
Since the designed charge pump is intended to drive only capacitive
loads, it can not generate targeted voltage levels to resistive loads that
sink large currents. Therefore, the analysis of this problem was started
by minimizing the leak current through the drift transistors by biasing the
hv leak bias to 0 V, so that both of the drift transistors were cut-off. By
doing so, the resistive load should be in the order of few MΩs assuming
that the resistances in parallel with the probe (10 MΩ / 16 pF @ 10 x gain)
are larger than that of the probe. However, the DC-level did not increase
higher than 2.2 V even if the frequency of clk1 and clk2 was increased. On
the other hand, the output fell to 0 V as it should do, when the clock cir-
cuit was biased into off-mode. The validity of the assumption concerning
internal resistances was confirmed by changing the gain setting of the probe.
Fig. 6.27 demonstrates the loss of performance when the gain setting of the
probe is changed (1 MΩ / 95 pF @ 1 x gain). There is a dramatic drop
in voltage levels, because of the limited drive capability. However, if the
load resistance in the simulator is adjusted to match the measured DC-level
of Fig. 6.26, the corresponding peak voltage is only 3.2 V which is sub-
stantially lower than the observed 5.8 V. Therefore, it is unlikely that the
increased load resistance alone explains the observed problem. It should be
noted that the probe is not loading the internally connected neurons, so that
it can be assumed that the programming voltages are actually higher than
those measured from the test neuron.
The next step was to try carefully change the supply voltages vdd4v5,
vss, vdd2v5 and the on-chip biases generated by the on-chip DACs. The
response to each of the adjustable parameters was as expected, but did not
solve the problem. That is, none of the tested chips was able to achieve the
targeted voltage range. Fig. 6.28 shows a typical hv pulse when the chip
was configured for maximal output voltage. However, the achieved voltage
levels 2.9/6.9 V are only about 1 V below the targeted values 4/8 V.
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Figure 6.26: The oscilloscope image shows the biphasic pulse generated by
the on-chip charge pump shown in Fig. 6.15. The shape of the pulse is cor-
rect, but the dc-level is about 2.2 V instead of expected 4 V. Consequently,
the weight adaptation in the learning mode does not work as designed.
Figure 6.27: If the resistance of the load is too small the performance of the
charge pump collapses, because it is not designed to drive difficult resistive
loads.
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Figure 6.28: The oscilloscope image shows the typical biphasic pulse gen-
erated by the on-chip charge pump when configured for maximal output
voltage. The dc-level is about 2.9 V and the maximum voltage about 6.9 V
respectively.
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Finally, the layout of the charge pump was checked for concealed de-
fects. To help the analysis of the physical structure, a detailed cross-section
of the implemented topology was drawn, with parasitic resistors and BJTs
as shown in Fig. 6.29. The Fig. 6.29 helps to verify, that the latch-up is
effectively prevented, since the deep n-well (DNW) is in the highest poten-
tial (8 V) and nwgr > x > in, so that the Qp2 is cut-off. However, there
is a resistive path between consecutive stages through the p-well. The sheet
resistance of Rpw is approximately 1.5 kΩ/2 and the distance is less than
1 µm, suggesting that this parasitic resistance could at least partly explain
why the performance of the charge pump is lower than expected. The con-
clusion is that there is no single reason for the lowered DC-level. Instead,
two or more, possibly very complex linear or non-linear, phenomena are re-
sponsible for the observed behavior, and unfortunately the identification and
further analysis of these is nearly impossible with the current measurement
setup.
6.1.5 Experiments with the Array
In the communication mode, the neurons in the input layer can be stimulated
externally and the resulting spike counts monitored in the output layer. Be-
cause the measured dc-level and maximum voltage of the programming pulse
were a little bit below the targeted values, the overlap of the programming
pulses was increased respectively, so that the extended tunneling time could
compensate for the decreased voltage across the tunneling junction. In this
manner, the strength of the effective weight adaptation mechanism should
remain nearly constant. With carefully adjusted bias voltages, supply volt-
ages and AER parameters (e.g. delays in handshaking), it was possible to
change the strength of synaptic weights on and off in both directions several
times in a row. However, the setup was very sensitive and the amount of
registered events varied a lot with the same input stimulus. An example of
observed changes as a result of binary programming is given in table 6.1.
The table 6.1 is interpreted as follows. In the initial state no events are
registered for any neuron in the output layer (column init.). Next, all synap-
tic connections are strengthened (excluding inhibitive connections) and the
spike counts are read twice (R1 and R2). There is no programming in be-
tween the read cycles and the input stimulus is always the same. The first
row shows the direction of programming, where “on” means that connec-
tions are strengthened and “off” that they are weakened respectively. The
number of applied programming pulses was nine (the tunneling time was
approximately 700 µs per pulse) and also the number of read pulses was
nine. A key observation is that nearly all neurons fire spikes after the first
programming cycle, stop firing after decreasing the synaptic weights and
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Figure 6.29: a) The schematic of the charge pump (only two stages shown in
this illustration). b) The cross-sectional view of the layout to make parasitic
BJTs, diodes and resistors visible. c) The simplified view of parasitic BJTs
and resistors in different nodes.
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on on off off off on
N# init. R1 R2 R1 R2 R1 R2 R1 R2 R1 R2 R1 R2
1 0 4254 3507 523 1080 480 283 0 0 0 0 1061 2255
2 0 3655 3026 1082 545 1830 294 0 0 0 0 276 1076
3 0 0 4517 412 0 0 953 0 0 0 0 309 0
4 0 3388 2151 487 510 214 582 0 0 0 0 1482 3746
5 0 751 682 1366 2888 317 2291 0 0 0 0 2960 985
6 0 680 316 1121 280 2526 1985 0 0 0 0 358 1203
7 0 4450 1758 3327 4547 3406 4391 0 0 0 0 762 834
8 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 295 1978 857 1142 940 1051 1355 1962 0 0 288 2880
10 0 0 287 2040 491 0 0 0 0 0 0 1815 875
11 0 0 0 0 0 0 1390 0 0 0 0 0 3931
12 0 4075 1971 2772 4726 3838 478 0 0 0 0 1372 1387
13 0 3079 3060 2406 717 3536 294 0 0 0 0 459 2168
14 0 0 0 2952 2019 449 507 0 0 0 0 1851 283
15 0 4868 351 3825 4867 2085 2737 0 0 0 0 3038 401
16 0 0 0 0 0 0 0 0 0 0 0 0 0
Table 6.1: The registered spike counts for each neuron (N1-N16) in the
output layer when the synaptic connections are programmed on and off.
Spike counts are read twice (R1 and R2) after each programming cycle.
here is no programming in between the read cycles and the input stimulus
is always the same. The programming direction (on or off) is indicated in
the first row.
Only neurons 8 and 16 are inactive during the whole session, and also neu-
ron 11 has a low activity. As the neuron was biased ultra sensitive (close
to self-triggering) it was possible to detect small changes in the synaptic
weights. Because of this, the amount of spike counts between respective R1
and R2 varies a lot. The nearly unstable operation also explains why nine
read pulses produce thousands of events.
After numerous tries and experiments with different system parameters
in order to stabilize the number of generated events while maintaining the
programming ability, the programming feature was unexpectedly completely
lost. All efforts to restore the programming functionality were unsuccessful
despite extensive tests with the available prototype chips; the programming
functionality was only observed with one chip for a limited time. Conse-
quently, full-scale learning experiments could not be performed. One possi-
ble explanation for the reliability problem is the use of unprotected IO pads,
which are sensitive to external disturbances due to the absence of protective
circuitry.
Excluding the problems with the programming functionality, the chip
responded reasonably to changes in input stimuli and other system param-
eters, such as bias voltages. For example, by changing the sensitivity of the
neuron it was possible to change the ratio of generated output events per
the number of input pulses. An example of the registered spike counts in
one arbitrarily chosen neuron resulting from an externally given stimulus is
presented in table 6.2. In this experiment the test was repeated ten times,
the stimulus was given only to one neuron (always the same) and the ap-
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trial 1 2 3 4 5 6 7 8 9 10
counts 15 13 12 15 15 13 14 15 16 15
Table 6.2: The registered spike counts for one neuron in the output layer
when 500 pulses were applied to one input neuron. Small differences between
different trials indicate that the generated spikes result from a stochastic
process.
plied input was 500 pulses of width 1 µs and period 1.75 µs per pulse. It can
be observed that the registered spike counts are fairly consistent between
different trials.
A small variation in registered counts between separate trials reveals the
statistical nature of spike generation mechanisms. This is because in addi-
tion to accumulated charge due to input pulses, also random noise affects
the pulse count: the inability to program the synaptic weights with an ar-
bitrary accuracy combined with a small integrating capacitance causes the
neuron to be prone to noise. A (statistically) linear relationship was found
between the generated events in the output layer and the number of input
pulses. Furthermore, the pulse width and the period of input pulses affected
logically to the number of registered events: the shorter the period or the
wider the pulses the more counts on the monitored output neuron. In future
implementations there are some lessons to learn from the problems in this
design. One is that the on-chip voltage distribution must be done carefully
when operating close to threshold voltages in time-sensitive circuits. Other-
wise, there can be considerable variation in time-constants due to the noise
in power supply lines.
The evaluation of the presented prototype chip can be summarized as
follows. Taking into account the complexity of the chip, the limited number
of internal nodes to be monitored and the fact that the presented chip was
the first generation prototype, the results are satisfactory. The chip design
was fully functional, but there were some problems in the implementation:
the charge pumps performed slightly below target, system noise caused vari-
ation to the number of generated events, and the use of unprotected I/O
pads caused reliability problems. Despite the problems the functionality of
the presented SNN architecture could be demonstrated, since the program-
ming worked for a while and the concept of weight adaptation in an FGT






In this thesis, the focus is on the applicability and challenges of using FGTs
as computational elements in analog circuits in deep sub-micron CMOS pro-
cesses. In the introduction, it was mentioned that the same technology forms
the basis for non-volatile digital memory (flash memory). Flash is currently
a dominant memory type wherever a significant amount of non-volatile stor-
age is required. A similar commercial breakthrough or “killer application”
has not yet been found for the analog counterpart of the FGT. Application of
special process options and advances in technology have enabled significant
improvements in the read/write times, energy consumption, and capacity
of flash memory. There are some possible challengers to flash, for example
memristor and Phase Change Memory (PCM) [85]. Both of these devices
were invented and their theoretical models were established a long time ago,
but feasible implementations of these devices have become possible only due
to recent technological advances. Of these two, the memristor will be taken
under closer examination since 1) both memristor and PCM are resistance-
based memories so that it is sufficient to discuss only one of these two and 2)
the energy consumed during the read operation is comparable for the mem-
ristor and PCM, but the PCM consumes roughly ten times more energy for
the write operation than the memristor [86] (table 2.1 on page 20).
The intrinsic properties of new resistance-based nano-devices do not
match the traditional binary data presentation and Boolean logic very well.
That is why, the ways for representing and processing data must be reconsid-
ered in order to more efficiently utilize the available properties of the device
and to take into account the expected high statistical variability among
individual nano-devices. Such variability leads to reduced robustness. The
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memristor will be briefly examined from this viewpoint. Another interesting
perspective is the capability of the memristor to be used as a programmable
analog computational element (like FGT). It is discussed whether it is pos-
sible to increase the programming resolution of the memristor to the extent
which allows a reasonable computational capability, and further discuss the
retention of the programmed state.
7.1 Memristor
7.1.1 Definition and Operation Principle
A memristor is a resistor whose resistance value can be changed within a
certain restricted range via programming, and ideally, it is able to hold the
programmed state until reprogrammed [6]. It is a passive, two-terminal
device which provides a functional non-linear relationship between the time
integrals of voltage and current. That is, in a memristor the resistance
depends on the time integral of the applied input. In the most simplified
form, this relationship can be described by the following two equations:




where R is a generalized resistance that depends on the internal (pro-
grammed) state of the device and w is a state variable. With a state vari-
able w representing charge, the two equations above define the behavior
of a current-controlled (or charge-controlled) memristor. R has the unit of
resistance and is called memristance to differentiate the device from an or-
dinary resistor. An alternative approach is to consider the memristor as a
flux-controlled device, which leads to a concept of memductance with units
of conductance [90]. This simple model presented above can be refined to
more sophisticated models, such as the one proposed in [91], and described
by the following two equations:
I = c1 w sinh(d1V (t)) (7.3)
dw
dt
= c2 sinh(d2V (t)) (7.4)
where ci and di, i = 1, 2 are positive constants, and w ∈ [0, 1] is the state
variable of the memristor. This model of memristor includes certain as-
sumptions and boundary conditions, for example the Schottky phenomenon
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Figure 7.1: The memristor presented by HP labs in [7] comprises a 5 nm
thick (D) two layer thin-film sandwiched between two platinum electrodes.
One layer is of wideband semiconducting titanium dioxide (T iO2) with high
resistivity and the other of conducting, oxygen-poor (T iO2−x) with low re-
sistivity. The oxygen vacancies move in the applied electric field shifting the
weights of series connected variable resistors RON and ROFF .
assumed to depend highly nonlinearly on the voltage across the memris-
tor. However, due to the focus of this thesis, these advanced models of
memristors are not further discussed. In [88], the concept of the memristor
was generalized to embody a much broader class of non-linear time-variant
systems which they called memristive systems.
The most well-known physical implementation of a memristor is prob-
ably the one reported by HP-labs [7]. The memristor created by HP-labs
consists of a thin-film of titanium dioxide (TiO2) sandwiched between two
platinum electrodes (see Fig. 7.1). Naturally, today there are many other
implementations made of different materials, but as the basic mechanism
of resistance switching is essentially the same, HP’s memristor [90] will be
used to briefly review the phenomenon.
According to the prevailing theory, the total resistance of a memristor
is composed of a series connection of two variable resistors RON and ROFF .
The application of an external bias across the device creates an electric field
in which the oxygen vacancies are able to drift. Consequently, the effective
boundary between the two layers moves and the weights of series connected
resistors change. Whether the total resistance of the device moves toward a
more conductive state or a less conductive state depends on the polarity of
the applied field [89].
In practice, the mobility of the ions defines the maximal resistance
switching frequency. This frequency can be found by applying an alternating-
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Figure 7.2: The current-voltage response of the memristor shows double-
loop hysteresis curve for a sine wave current signal. The hysteresis loop
shrinks with the increase in frequency and approaches a straight line. The
simulation parameters (matlab model) were chosen arbitrarily due to the
illustrative nature of this simulation.
current sinusoidal signal to the memristor. When the frequency is lower than
the limiting frequency, the I-V response shows a double-loop hysteresis. For
frequencies exceeding the limiting frequency, the hysteresis loop collapses
into a straight line and the memristor behaves as an ordinary linear resis-
tor. The characteristic I-V-curve of a memristor is shown in Fig. 7.2. The
hysteretic I-V-curve with identical zero-crossing (v(t) and i(t)) is a good
“fingerprint” when identifying memristive systems.
7.1.2 Implementing functionalities with Memristors - Reflec-
tions on the System Level
There are several issues that need to be addressed on the system level when
migrating from the accustomed CMOS to passive resistance-based devices.
These issues arise from the characteristics of the memristor discussed in
the previous section and affect the design on several levels. These issues
are discussed in this section in order to highlight some important aspects
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related to the design.
The memristor is not an energy storage element nor can it provide am-
plification. With these restrictions in mind it is natural to consider hybrid
circuits with some other devices (e.g. CMOS) which are able to supplement
the deficiencies of the memristor in order to build complete systems. Mem-
ristors can be formed vertically between two intersecting nanowire layers
(crossbar), and thus they can be placed above the wiring layers dedicated
to interconnecting CMOS without any area penalty. Intuitively, combining
resistance switching devices with the flexibility, reliability and high function-
ality of CMOS seems to be a promising approach. However, if the empty
space above the wiring layers is filled with an array of memristors with
much higher density than the CMOS devices below, it induces new chal-
lenges: How to interface the memristors with the CMOS devices, and how
to take into account for the statistical unreliability of nanoscale devices?
Because the interfacing and the unreliability problems are common to any
application, regardless of whether the memristor is used as a memory or as
a computational element, these issues are addressed first.
It has been shown that using two nanowire layers which are slightly
rotated in respect to a CMOS array, in order to form a crossbar, the number
of memristors can be maximized while maintaining the access to individual
devices [82]. This approach both relaxes the density requirements of the
interfacing vias and increases redundancy to account for the unreliability
of individual devices. The redundancy is of paramount importance so that
the desired functionality can be implemented regardless of defective nano-
devices, to improve the fault-tolerance of the system.
There are at least two proposed methods on how to form the nanowire
crossbar layer on top of CMOS so that these nanoscale devices can be con-
nected to the CMOS devices: CMOS / Molecular Hybrid (CMOL) [82] and
Field-Programmable Nanowire Interconnect (FPNI) architecture. A metal-
lic pin (resembling a sharpened via) is used in CMOL approach to connect
the nanowire layers to the underlying CMOS, while the connecting pads in
FPNI architecture are CMOS scale. As a result, the density of the cross-
bar is higher with the CMOL architecture [94]. However, these nanopins
required by the CMOL architecture present a fabrication challenge, because
sharp pins of different heights are needed for the upper and lower nanowire
layers. Also, this approach suffers from the uncertainty in the locations
of nanopins which can easily result in missing or extra connections. Thus,
in FPNI architecture, the density is traded off for easier fabrication and
reliability.
Assuming that the interfacing can be implemented reliably with high
efficiency, the next challenge arises from the time dependent behavior of
memristive devices. Necessary changes on the architectural level originating
from this behavior can be demonstrated by considering a digital memory
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made of memristors. The resistivity of a memristor can be divided into two
states: the low resistivity state and high resistivity state and regard it as
a binary switch. The binary switch enables non-volatile memory. However,
the implementation of a memristor-based non-volatile memory array involves
some changes in the way the data is written to or read from the memory. For
example, memristor-based memory could be read with an alternating current
to prevent changing the memristance value and destroying data. Another
possibility for nondestructive readout is to apply only a small voltage across
the memristor so that the programming threshold is not exceeded [92]. It
should be noted that the change in the state variable is a function of the
applied programming voltage and time [91]. The programming threshold is
not fixed; it depends on the time scale. In this regard, the programming
of the memristor resembles the F-N tunneling of the FGT. An example
of a CMOL-based non-volatile binary memory array providing 1 Tbit/cm2
density is proposed in [93]. When the technology evolves and the yield of
functional memristors enhances, improvement up to 100 Tbit/cm2 can be
expected.
In the following, implementing logic computation with memristors is con-
sidered as another example of technological challenges in data representa-
tion and processing. The memristor does not lend itself very well to Boolean
logic due to the inherent dynamical properties. In [96], an alternative for
Boolean logic, called material implication, was proposed to be implemented
with memristors. The basic operation of material implication is pIMPq (p
implies q) which can be described with the truth table 7.1. In table 7.1 p and
q are one bit variables, but the same concept can be extended to multi-bit
variables. Furthermore, it was shown in [96] that IMP and False operations
form a computationally complete logic basis, which means that any oper-
ation of Boolean logic can be realized by combining these two operations.
For example, Boolean operation pNANDq translates to pIMP (qIMP0) in
material implication logic. Memristors are an ideal implementation medium
for material implication logic because the same nanoscale switches can be
dynamically defined to be either logic gates or memory latches. Thus, the
IMP operation can be embedded in the nanoscale memory cells themselves.
It has been recently shown that any Boolean function can be implemented
with only two memristors allocated for intermediate processing results [97].
7.1.3 Applications to Analog Computation
It has been envisioned that memristors could potentially find use in imple-
menting a digital memory, reconfigurable logic as well as artificial neural
networks. All these would be based on a crossbar layer that contains the
memristor fabric. The focus of this thesis is on analog computation, so that
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Table 7.1: Truth table for p implies q (or equivalently (NOTp)ORq).
the “digital” applications are beyond the scope of this thesis excluding the
examples briefly mentioned in the previous section. Being essentially just a
resistor, certainly with valuable programming and memory capability, the
memristor or similar nanoscale devices are best suited as an add-on for a
future CMOS in large scale, possibly massively parallel, analog applications.
The configuration information needed for the digitally assisted analog
circuits discussed earlier in Chapter 1 can be stored in the memristor layer.
Existence of dense, low-cost and non-volatile local memory substantially in-
creases the attractiveness of this design scheme. However, it should be noted
that especially in analog applications such as providing a switch fabric for a
FPAA, the (material dependent) properties of memristors must be selected
carefully. For example, if the threshold voltage of an analog memristive
switch is too low, the switch acts as a signal dependent resistive element on
the signal path and limits the signal to noise ratio. On the other hand, in
some analog applications, the same specific characteristic of memristor can
be taken advantage of as explained in the next section.
The non-linearity is an inherent property of a memristor and the hys-
teresis stems from the different thresholds in resistance switching. The non-
linearity can be exploited for implementing circuits with CMOS featuring
tunable gain. A programmable gain amplifier using CMOS-memristor hy-
brid presented in [100] is shown in Fig. 7.3. In this example, the differential
pulse train is applied to the terminals of a memristor to adjust memris-
tance and ultimately the CMOS amplifier’s gain. The advantage over the
FGT-based resistor is that a programmable MOS resistor introduces large
parasitic capacitances and resistances. However, these kinds of applications
(e.g. one amplifier only) do not make the most of the size and density ad-
vantage of the nanosize devices. Also, the unreliability of a single device
raises a question whether there should be a bank of memristors instead of
one device only in case the programmed memristor turned out be defective?
One of the most promising application domains for the memristor is the
one which is discussed in Chapter 6 in this thesis: large-scale neuromorphic
networks. Within this paradigm, the reconfiguration occurs continuously








Figure 7.3: The principle of a CMOS differential amplifier featuring a pro-
grammable gain [100]. The gain is tuned by a memristor.
Memristors provide the “synapses” for neuromorphic networks, while the
CMOS subsystem implements functionally more complex “neurons”. The
FGT implementation of a synapse with the associated learning mechanism
was presented in Chapter 6 in this thesis. The proposed architecture is
actually a memristor emulation and thus compatible with all future two-
terminal nanodevices that are based on resistivity change.
7.1.4 FGT vs. Memristor
Most of the differences between FGTs and memristors are obvious; a FGT
is a four terminal device (transistor), which is capable of providing ampli-
fication. Memristor is a passive two terminal device, and thus it can only
attenuate signals passing through it. While it is possible to construct multi-
input and multi-output FGTs, a memristor always has only two terminals;
one input and one output, so that the same terminals have to be used for
both reading and programming the state. However, there are also consid-
erable similarities like: Both devices provide a nonlinear I-V-response and
an intrinsic memory mechanism which is ideally non-volatile, programming
is highly nonlinear (thresholds) and programming mechanisms are based on
quantum-mechanical stochastic processes. On the other hand, since gate





state variable charge O ions
non-volatile1 yes yes
state read out indirect direct
number of states continuous continuous
Table 7.2: Device characteristics comparison. 1 Retention time depends on
used materials, material thicknesses and whether the time is measured in
power-off or in power-on mode.
and distributed without influencing the state. It is also more difficult to
program a two-terminal device in an array without affecting the state of the
neighbors instead of a four-terminal FGT device. FGT devices also have a
richer repertoire of mechanisms to be used for programming.
Both devices have limited write endurance: after too many memory
writes the device eventually breaks down. Write endurance can be mean-
ingfully defined only for a digital memory. According to present knowledge,
the memristor can withstand about 100 times more memory writes than an
FGT based flash [86] (table 2.1 on page 20). Retention times of both devices
change considerably according to the used materials, material thicknesses,
whether the retention time is measured in power-off or in power-on mode,
temperature and so on. Hence, it is difficult to make a fair comparison
based only on the type of the device. On the other hand, a device with
a short retention time may match better for a specific application than a
device with a long retention time. For example, [98] reports retention loss
rate for a memristor which is comparable to short-term memory loss found
in biological systems. Perhaps there are memristors with different device
properties available in a future device library provided by the foundry, in
the same way as there are different transistors (low-voltage, general purpose
etc.) in current CMOS device libraries. These would be selected accord-
ing to the purpose of use and application. The differences and similarities
between the memristor and FGT are summarized in table 7.2.
On the other hand, the FGT device can be considered a three-terminal
memristive device in certain configurations. For example, the FGT shows
a similar hysteretic vi-curve characteristic of a memristive device when an
alternating-voltage sinusoidal signal with an appropriate amplitude and fre-
quency is applied to the tunneling junction, and the drain current is regarded
as the output. It is also possible to form a tunable resistor from an FGT by





Since the invention of a floating-gate transistor, its usage in both digital and
analog applications has been actively researched. So far, commercially the
most successful application is the flash memory which provides a non-volatile
binary digital memory. There are also many ways to exploit the properties
of a FGT as a computational element in analog signal processing or for some
other task in analog VLSI design e.g. generating bias voltages/currents, can-
celing the circuit non-idealities, yield enhancement, as an adaptive element
in machine learning etc. Thus, the intrinsic non-volatile memory provided
by the FGT plays a key role also in many analog applications.
The nominal gate oxide thickness in deep sub-micron (DSM) process has
become too thin to favor charge retention so that the FGTs become leaky if
the isolation capability is not improved by special measures. However, it has
become increasingly difficult to achieve such process modifications that allow
embedding digital flash memory to any SoC, whereas in stand-alone memory
circuits the task is easier. It should be noted that the embedded digital flash
memory is only available as an IP block and the used memory architecture
and related design rules are not directly suitable for analog applications
(fixed device size, binary programming etc.). Also, some process options
like the consistently used double poly option are not widely available in
DSM processes. This hampers scaling down the analog FGTs which in turn
prevents the integration benefits and is the main reason why most of the
analog circuits utilizing FGTs are typically implemented with the 0.25 µm
or older process node. The oxide thickness problem in a scaled down process
can be solved by using “double-” or “triple-” oxide transistors intended for
providing devices that operate with higher supply voltages than general
purpose devices. In practice, the technology scaling poses several challenges
which were addressed in this thesis.
In Chapter 2, all possible mechanisms that could be found for program-
ming the non-leaky FGTs in a general purpose CMOS process were reviewed.
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In this review, different programming mechanisms were compared on the ba-
sis of how many parameters are needed for controlling the gate current, can
it be used for adding or removing charge or for both, are there any special
needs etc. It was discovered that the frequently used F-N tunneling and
IIHEI are the most practical programming mechanisms when a selective (at
least in one direction) and accurate bidirectional programming of an array
of FGTs is required. Furthermore, in practice the F-N tunneling junction
is always needed because electrons can be only added to the floating gate
with injection mechanisms and the p-type transistors are more amenable to
electron injection (IIHEI). Finally, despite using the p-type transistors for
programming the floating gate, the threshold voltage of an n-type transistor
can be programmed as well by adopting an indirect programming scheme.
As the migration to DSM process seems not to provide any good alter-
natives for the F-N tunneling and IIHEI, the feasibility of these methods (in
the DSM processes) was discussed in more detail in Chapter 3 and demon-
strated with a prototype chip in Chapter 4. It was found out that FGTs
are realizable and can be programmed reliably in a scaled down process,
but the direct tunneling through the gate oxide can no more be regarded as
insignificant and the charge retention capability itself can be compromised
even with the thick oxide devices. However, this observation is only sugges-
tive and needs further evidence with e.g. accelerated life time tests. The
reflections on performance when replacing ordinary transistors with FGTs
were reviewed and estimates as to how the technology scaling affects the
performance were drawn. It was discovered that the performance of an
FGT device is not severely degraded when compared with a nominal MOS
device with similar size in a scaled down process. Furthermore, it is worth
remembering that often the flexibility of the FGT can compensate for this
loss in performance.
In Chapter 3, low-power subthreshold signal processing was discussed
and the possible role of FGTs within this framework was considered. In
principle, the properties of FGTs match very well with the requirements of
analog signal processing in the subthreshold region but the power efficiency
can be easily lost if the programming infrastructure is not carefully designed.
The Chapter 4 was devoted on analyzing the data obtained from several
prototype chips. These included IIHEI and F-N tunneling test circuits, an
FGT current reference and the autozeroing floating gate amplifier (AFGA).
The functionality of IIHEI and FN-tunneling were tested on 180 nm and
130 nm CMOS processes. The current reference was implemented in a 90
nm general purpose CMOS process and the programmability was realized
by the F-N tunneling in both directions. The AFGA made of thin oxide
devices in a 65 nm CMOS process served as an example of the possibility to
take advantage of the gate currents (semi-floating gate techniques) in imple-
menting a desired functionality. Finally a fully functional FGT circuit using
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a constant charge injection mechanism for programming was presented.
It was discovered that the FGT technology provides an early access
method for prototyping computation architectures compatible with all fu-
ture nanoscale devices that are based on the resistivity manipulation of the
material. To this end, an FGT based implementation of a synapse within a
context of Spiking Neural Network (SNN) was discussed in Chapter 6.
The proposed synapse implements the STDP learning rule and uses F-
N tunneling for weight updates. More specifically, the weight update is
based on simultaneously occurring biphasic pulses (the shape of the pulse
is specifically designed for this purpose) which superimpose and trigger the
F-N tunneling. Furthermore, the temporal aspect of the STDP is realized by
the time difference (and the arrival order) of biphasic pulses that determine
the strength (and direction) of the weight update. The proposed architec-
ture and learning mechanism is applicable to a memristor to be used as
an adaptive element instead of the FGT to implement similar functionality.
Moreover, a novel on-chip charge pump capable for providing the biphasic
high voltage pulses needed in weight adaptation was also introduced. The
novelty of the charge pump lies in its ability to provide pulse shapes with an
e-fold increase and decrease around an adjustable DC-level. The amplitude
and rise time of the pulse are also tunable.
Although the practical realization of the idea turned out to be more com-
plex than initially estimated, a complete system level implementation of two
layer neural network was manufactured in a 65 nm CMOS in order to proof
the concept. The per neuron charge pumps did not work exactly as designed
and consequently the synaptic weights could not be systematically changed.
However, on one test chip, the synapses were successfully programmed on
and off several times in a row. Excluding the slightly unsuccessful charge
pump design, all sub-blocks in this relatively complex prototype chip seemed
to be fully functional. The neurons in the output layer were able to gen-
erate spikes when stimulating the neurons in the input layer. In addition,
the number of observed events in the output behaved in accordance with
expectations in respect to all system parameters. Nevertheless, the concept
of weight adaptation in an FGT synapse was experimentally demonstrated
with another test chip.
The memristor was taken into closer examination in Chapter 7 due to
many common characteristics with FGTs. The operation principle of the
memristor was reviewed and possible applications were considered. Finally,
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