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Táto bakalárska práca sa zaoberá aproximáciou 3D dát plochami pomocou metódy RAN-
SAC, metódy najmenš́ıch štvorcov a B-spline plochy. Jej ciel’om je naštudovanie a spraco-
vanie menovaných metód v programoch. Najprv sú metódy poṕısané a potom je vysvetlené
a rozobraté ich programové spracovanie. V poslednej kapitole sú metódy porovnané na
dátach źıskaných 3D skenovańım. Vd’aka tomu dokážeme určit’ ich výhody a nevýhody.
Abstract
This bachelor thesis is dealing with approximation surfaces for 3D data using methods
such as RANSAC, least square method and B-spline surface. Its goal is to study and
program these methods. First, the methods are described and then the actual programs
are analysed. In the end of the thesis, we compare all three methods using data from 3D
scanning. Through this effort we can assess their positives and negatives.
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práce Jana Procházková.
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3.4.3 Mriežková štruktúra . . . . . . . . . . . . . . . . . . . . . . . . . . 45
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Slovo aproximácia pochádza z latinského approximatus, čo v preklade znamená vel’mi
bĺızky, podobný. Je významné v technických a vedeckých smeroch. A tak je to aj s ap-
roximačnými plochami, ktorých použitel’nost’ je rozsiahla. Táto práca je zameraná na
konkrétne tri spôsoby aproximácie dát – metódu RANSAC, metódu najmenš́ıch štvorcov
a B-spline plochu. V Teoretickej časti práce sú tieto metódy poṕısané a v časti Progra-
mové spracovanie a rozbor sa nachádza analýza vzniknutých programov a na záver práce
metódy porovnáme na vstupoch z 3D skenu.
Najstaršia aproximácia zo spomı́naných je metóda najmenš́ıch štvorcov, ktorej pôvod
sa datuje do 19. storočia, kedy ju ako prvý poṕısal Francúz Adrien-Marie Legendre v
roku 1805. Teraz je to významná a všeobecne známa metóda v štatistike. RANSAC sa
stal vel’mi dôležitým nástrojom v analýze obrazu už v osemdesiatych rokoch minulého
storočia. Predtým, ako vznikol pojem poč́ıtačová grafika, okolo roku 1960 sa v automobi-
lovom a leteckom priemysle použ́ıvali B-spline krivky.
Jeden zo smerov, ktorý dokáže ocenit’ a využit’ aproximačné plochy, je reverzné inžinierstvo.
Reverzné inžinierstvo v strojárenstve je oblast’, ktorá sa zaoberá spätným rozstrojeńım mo-
delu komponentu z nameraných dát. Namerat’ dáta môžeme rôznymi spôsobmi, napŕıklad
3D skenovańım. V tejto práci sme spomı́nané aproximačné metódy použili na reálne dáta,
ktoré boli namerané 3D skenerom typu ATOS.
Reverzné inžinierstvo je uplatnitel’né v mnohých oblastiach – skenujú a následne sa spätne
modelujú sochy alebo historické budovy, v zubnom lekárstve sa vyrábajú ortézy alebo
protézy pre pacientov, vytvárajú sa 3D modely pre novodobé videohry, kde hrajú skutočńı
herci. Pomocou ich pohybov sa následne vytvoria modely postáv v hre, ktoré sú jedno-
duchšie programovatel’né a vyzerajú realisticky.
1 3D skenovanie
Nasledujúci text je čerpaný z [1, 2]. 3D skenovanie je optická metóda na źıskavanie dát.
Skenovańım reálnych 3D objektov źıskame mračno bodov, s ktorým môžeme d’alej praco-
vat’. ATOS je typ skenera, ktorý použ́ıva premietanie uzkopásmového modrého svetla na
zmeranie mračna bodov objektu. Vpredu má dve kamery a projektor. Je vybavený tech-
nológiou Triple Scan, pri ktorej sa použijú kamery a projektor zároveň. Táto technológia
vie účinne minimalozovat’ počet skenov a poskytovat’ kvalitneǰsie dáta. Nasledujúci obr.1





RANSAC je iterat́ıvna metóda na odhadnutie matematického modelu podl’a vstupných
pozorovaných dát. Názov predstavuje skrátený výraz pre Random Sample Consesnus, v
preklade zhoda náhodnej vzorky.
Túto metódu môžeme použit’ na výpočet konkrétneho matematického modelu, ktorým
budeme aproximovat’ dáta. Vyberieme zo všetkých dát minimálnu vzorku potrebnú na
výpočet modelu a pomocou nej źıskame testovaćı model. V tejto práci sme sa zamerali na
aproximačné plochy, tým pádom testovat’ optimálnost’ modelu budeme na základe kritéria
vzdialenosti. Body, ktoré sa nachádzajú nanajvýš v preddefinovanej hraničnej vzdialenosti,
sa nazývajú inliers a body, ktoré sú za ňou, outliers. Výpočet modelu opakujeme, pokým
počet inliers nedosiahne požadovanú hodnotu. [3, 4, 5]
Obr. 2: Metóda RANSAC
Body, ktoré sa na obr.2 nachádzajú mimo aproximačnú rovinu, sú outliers. Avšak
môžu to byt’ aj presné hodnoty, ktoré sa nastaveńım preddefinovaných hodnôt nedostali
do výberu. Môžu byt’ spôsobené napŕıklad šumom.
Je na nás, aké preddefinované hodnoty vzdialenosti a počtu inliers si zvoĺıme. Od ich
zvolenia záviśı presnost’ aproximácie.
2.1.1 Iterácie
Pre úspešné nájdenie optimálneho riešenia muśıme opakovane vyberat’ vzorku z počiatočných
bodov. Dôležitá je vol’ba počtu opakovańı. Pokial’ by sme napevno zadali vel’ký počet
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iterácíı, mohlo by sa stat’, že program nájde vhodné riešenie, ale výpočet pokračuje. Po-
kial’ by sme naopak zadali ńızky počet, program nemuśı nájst’ vhodné riešenie.
Obr. 3: Nesprávne vybratá rovina
Na obr.3 vybratá vzorka bodov nesprávne aproximuje zvyšné body. V tomto pŕıpade by






kde k je počet iterácíı, p je pravdepodobnost’ úspešného riešenia – č́ıslo z intervalu< 0, 1 >,
ktorým nastav́ıme presnost’. Hodnota w predstavuje pravdepodobnost’ vybratia inlieru zo
vstupných bodov a n je minimálny počet dát na výpočet modelu.[3, 5]
Na nasledujúcich obrázkoch je použitý RANSAC na aproximáciu 60 bodov rovinou, kde
polovica bodov mala rovnakú súradnicu z = 2 a zvyšné boli náhodne posunuté o č́ıslo
z intervalu < −0.5, 0.5 >. Vybrali sme rovinu, ktorá sṕlňala kritériá, a teda sa výsledná
rovnica bĺıžila k z = 2.
(a) (b)




RANSAC môžeme použit’ na akékol’vek geometrické plochy, ktoré vieme zadefinovat’.
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(a) hyperbolický paraboloid (b) eliptický paraboloid
Obr. 5: RANSAC použitý na nájdenie modelu kvadratickej plochy
Kritériá, ktoré sme použili na otestovanie vhodnosti riešenia boli založené na per-
centuálnom počte inliers. Pri rovine definovanej ax+ by+ cz+d = 0 je vzdialenost’ bodu
od roviny poč́ıtaná jednoduchou analytickou geometriou.
Veta 2.1. Nech X0 = [x0, y0, z0] je bod v euklidovskom priestore a nech α je rovina zadaná
všeobecnou rovnicou ax+ by + cz + d = 0. Potom pre vzdialenost’ bodu od roviny plat́ı:
vzdial(X0, α) =
|ax0 + by0 + cz0 + d|√
a2 + b2 + c2
(2.2)
Pri kvadratických plochách je výpočet vzdialenosti zložiteǰśı. Na výpočet sme použili
Lagrangeove multiplikátory.
2.1.2 Lagrangeove multiplikátory
Joseph-Louis Lagrange bol významný vedec, konkrétne v matematike hned’ v nie-
kol’kých odvetviach. Podaroval svoje meno rôznym vetám aj štruktúram. Zaviedol aj Lag-
rangeove multiplikátory, tiež známe pod pojmom Lagrangeove neurčité súčinitele. Slúžia
na nájdenie viazaných lokálnych extrémov funkcie viacerých premenných. Nasledujúca
teória je čerpaná zo zdrojov [6, 7].
Defińıcia 2.2. Nech f = f(x1, x2, ..., xn) je funkcia a M ⊆ D(f) je nejaká neprázdna
množina. Povieme, že f má v bode x0 ∈ M lokálne maximum, respekt́ıve minimum, ak
existuje také okolie o(x0), že pre všetky x plat́ı: f(x0) ≥ f(x), respekt́ıve f(x) ≥ f(x0).
Poznámka. Pokial’ sú nerovnosti ostré, extrémy nazveme ostré.
Budeme uvažovat’ pŕıpad, ked’ je množina M definovaná sústavou rovńıc:
gi(x1, x2, ..., xn) = 0, i = 1, ...,m (2.3)
V tomto pŕıpade miesto lokálneho extrému vzhl’adom k M budeme x0 nazývat’ viazaným
lokálnym extrémom.
Rovnice (2.3) nazývame väzbami. Úlohou Lagrangeových multiplikátorov je teda nájst’
extrémy funkcie f s väzbami gi(x1, x2, ..., xn) = 0.
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Lagrangeova metóda:
Nech funkcie f(x1, x2, ..., xn) a gi(x1, x2, ..., xn), i = 1, ...,m majú spojité parciálne de-
rivácie prvého rádu na nejakej otvorenej oblasti v Rn. Nech f je viazaná podmienkou
(2.3) pre všetky body množiny M a nech nadobúda svoj viazaný lokálny extrém na M v
bode x0. Potom existujú reálne č́ısla λ1, ..., λn, pre ktoré plat́ı:
5f(x0) = λi5 gi(x0), gi(x1, x2, ..., xn) = 0 (2.4)
Č́ısla λ sú tzv. Lagrangeove multiplikátory.
Poznámka. Ciel’om je zostrojit’ Lagrangeovu funkciu:
L(x1, ..., xn, λ1, ...λn) = f(x1, ..., xn) + λigi(x1, ..., xn), i = 1, ...m (2.5)
a nájst’ jej lokálne extrémy.
Defińıcia 2.3. Bod x0 ∈ M , pre ktorý existujú Lagrangeove multiplikátory λ1, ..., λm,
tak, že plat́ı (2.4), sa nazýva stacionárny bod funkcie f na M .
Poznámka. Nájdeńım lokálneho extrému funkcie L źıskame lokálny viazaný extrém funkcie
f s podmienkou (2.3).
Lagrangeove multiplikátory použijeme na minimalizovanie vzdialenosti bodu
X = [x0, y0, z0] od roviny spoč́ıtanej metódou RANSAC.
Máme funkciu kvadrátu vzdialenosti:
f(x, y, z) = (x− x0)2 + (y − y0)2 + (z − z0)2 (2.6)
a funkciu kvadratickej plochy, ktorá je jej väzbovou podmienkou:
ax2 + by2 + cx+ dy + exy + f − z = 0 (2.7)
Zostav́ıme Lagrangeovu funkciu:
L = (x− x0)2 + (y − y0)2 + (z − z0)2 + λ(ax2 + by2 + cx+ dy + exy + f − z) (2.8)













Riešeńım tohto systému rovńıc źıskame lokálne extrémy funkcie L a tým pádom aj lokálne
viazané extrémy rovnice (2.6) s podmienkou (2.7). Lokálny viazany extrém je teda miesto
na kvadratickej ploche, ktoré je k danému bodu najbližšie alebo najd’alej. A túto vlastnost’
využijeme na výpočet vzdialenosti bodu od kvadratickej plochy.
2.2 Metóda najmenš́ıch štvorcov
Nasledujúce informácie sú čerpané zo zdroja [12]. Metóda najmenš́ıch štvorcov je ap-
roximačná metóda, ktorá je významná v štatistike. Všeobecne sa použ́ıva na elimináciu
chýb dát vzhl’adom k nejakému kritériu.
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Môže byt’ využitá napŕıklad na riešenie predurčených sústav rovńıc.
Na začiatku máme n merańı pre m nezávislých premenných a závislej veličiny z. Pre
vstupné merania hl’adáme optimálny regresný model, ktorý ich bude aproximovat’. Mate-
matický model muśıme mat’ pred použit́ım tejto metódy zvolený. V špeciálnom pŕıpade
metódy najmenš́ıch štvorcov môžeme pridat’ aj váhu týchto merańı, aby sme jednotlivým
merianiam pridali pŕıslušnú spol’ahlivost’. Model, s ktorým v metóde pracujeme, predsta-
vuje množinu podobných funkcíı F , ktoré sú závislé na m vstupných premenných a ĺı̌sia
sa v parametroch označených β̄i = (β1, ...βg). Tieto funkcie označ́ıme nasledovne:
F = F (β̄, x1, ..., xm) (2.10)
Dáta aproximujeme funkciou, takže okrem ideálneho pŕıpadu funkcia nebude prechádzat’
všetkými vstupnými dátami. Vždy budeme mat’ dáta, ktoré budú vzdialené od nej o
odchýlku ei. Pre optimálnost’ riešenia požadujeme, aby odchýlky dát od modelovej fun-
kcie boli minimálne. Preto muśıme vybrat’ takú funkciu F , od ktorej majú vstupné dáta
minimálnu odchýlku.
Veličinu zi vyjadŕıme ako funkčnú hodnotu F posunutú o odchýlku ei:
zi = F (β̄i, x1, ..., xm) + ei (2.11)





e2i ) = min(
n∑
i=1
(zi − F (β̄i, x1, ..., xm))2) (2.12)
Na minimalizáciu funkcie S(β̄i)















Riešeńım sústavy g rovńıc o g neznámych źıskame hl’adané koeficienty optimálneho
riešenia.
V tejto práci sme sa zamerali na použitie metódy najmenš́ıch štvorcov pre rovinu defino-
vanú všeobecnou rovnicou roviny a pre kvadratickú plochu. Konkrétny postup nájdeme v
kapitole Programové spracovanie a rozbor na strane 24.
2.3 Bézierové krivky
Nasledujúca kapitola vychádza zo zdrojov [14]. Bézierove krivky źıskali svoj názov po
francúzskom inžinierovi Pierre Bézierovi, ktorý ich ako prvý spomenul v publikácii How
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Renault Uses Numerical Control for Car Body Design and Tooling v roku 1968. Bézierova
krivka je aproximačná parametrická krivka určená riadiacim polynómom. Parameter je
použitý na vymedzenie hodnoty premenných.
Defińıcia 2.4. Majme p + 1 riadiacich bodov Pi v euklidovskom priestore alebo rovine.




ui(1− u)p−1, u ∈ < 0, 1 > (2.13)
Defińıcia 2.5. Majme p + 1 riadiacich bodov Pi a nech Bi,p(u) sú jednotlivé bázové
funkcie. Potom Bézierovu krivku p-tého stupňa definujeme ako lineárnu kombináciu jed-




Bi,p(u)Pi, u ∈ < 0, 1 > (2.14)
Poznámka. Bázová funkcia je tiež známa pod pojmom Bernsteinov polynóm alebo riadiaci
polygón. V skutočnosti predstavuje klasický polynóm p-tého stupňa. Stupeň Bézierovej
krivky bude vždy o 1 menš́ı ako počet riadiacich bodov.
2.3.1 Lineárna Bézierova krivka
Lineárna Bézierova krivka je krivka prvého stupňa. Predstavuje úsečku, kde riadiace
body P0 a P1 splynú s krajnými. Dosadeńım do (2.14) źıskame nasledujúcu parametrizáciu:
C(u) = (1− u)P0 + uP1, u ∈ < 0, 1 > (2.15)
Obr. 6: Lineárna Bézierova krivka
Podl’a zvolenej hodnoty parametru u sa dostaneme na pŕıslušné miesto na lineárnej funkcii.
Dosadeńım do rovnice (2.13) źıskame 2 riadiace polygóny:
B0,1(u) = 1− u
B1,1(u) = u
(2.16)
2.3.2 Kvadratická Bézierova krivka
Kvadratická Bézierova krivka je krivka druhého stupňa. Na vykreslenie potrebuje 3
riadiace body P0, P1 a P2, ktoré predstavujú trojuholńık, v ktorom Bézierova krivka
vytvoŕı parabolu.
Krivku opät’ źıskame dosadeńım do rovnice (2.14):
C(u) = (1− u)2P0 + 2u(1− u)P1 + u2P2, u ∈ < 0, 1 > (2.17)
18
Obr. 7: Kvadratická Bézierova krivka
Riadiace polygóny dostaneme dosadeńım do (2.13):
B0,2(u) = (1− u)2




2.3.3 Kubická Bézierova krivka
Kubická Bézierova krivka je krivka tretieho stupňa. Zač́ına v počiatočnom bode P0 =
C(0) a d’alej pokračuje smerom k bodom P1 a P2, ktoré určujú jej tvar, ale nenachádzajú
sa na nej. Konč́ı na poslednom riadiacom bode P3 = C(3). Krivku opät’ źıskame dosadeńım
do rovnice (2.14):
C(u) = (1− u)3P0 + 3u(1− u)2P1 + 3u2(1− u)P2 + u3P3, u ∈ < 0, 1 > (2.19)
Obr. 8: Kubická Bézierova krivka
Riadiace polygóny dostaneme dosadeńım do (2.13):
B0,3(u) = (1− u)3







2.3.4 Racionálne Bézierové krivky
Racionálne Bézierove krivky navyše uvažujú váhu vrcholov. Každý z vrcholov je de-
finovaný v priestore štyrmi č́ıslami, kde posledná hodnota predstavuje váhu. Racionálne
Bézierove krivky sú vhodné na vykreslenie kuželosečiek.
Defińıcia 2.6. Nech p je stupeň krivky, Bi,p(u) sú riadiace polygóny, Pi riadiace body a






, u ∈ < 0, 1 > (2.21)
2.3.5 Geometrické vlastnosti Bézierovych kriviek
 Konvexný obal: Bézierova krivka sa nachádza v konvexnom obale tvorenom z jej
riadiacich bodov P0 až Pp−1.
 Afinná invariantnost’ Bézierovej krivky: Afinné zobrazenie stač́ı použit’ len na
riadiace body Bézierovek krivky. Patŕı sem napŕıklad posunutie a otočenie krivky.
 Počiatočné a koncové body: Bézierova krivka interpoluje koncové body.
2.4 B-spline krivky
Nasledujúca kapitola vychádza zo zdrojov [8, 10, 13, 14]. Na Bézierove krivky nadväzuje
teória B-splinov. Názov spline predstavuje prúžok dreva alebo kovu, ktorý sme schopný
ohýbat’. B predstavuje slovo bázový, a teda B-spliny sú vlastne bázové spliny. Nevýhoda
kriviek, ktoré sú definované jedným polynómom je, že prispôsobenie niektorým kom-
plexným tvarom vyžaduje vysoký stupeň polynómu. Na druhú stranu, pŕılǐs vysoký stupeň
negat́ıvne ovplyvńı stabilitu numerického výpočtu. To je jeden z dôvodov zavedenia B-
splinu. B-spline krivka je zložená z viacerých Bézierov v jednotlivých úsekoch.
Existujú d’aľsie krivky zložené z Bézierových, napŕıklad kubický Hermitov spline a tak-
tiež Catmull-Romov spline. Podobne ako pri Bézierových krivkách, aj B-spliny môžeme
rozdelit’ na racionálne a neracionálne. Výhoda B-splinov je, že ich algoritmus je pomerne
jednoduchý, rýchly a pŕıpadne sa dajú l’ahko lokálne upravit’. Sú teda výhodneǰsie v praxi.
(a) (b) (c)
Obr. 9: B-spline krivky
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2.4.1 Uzlový vektor
Ak by sme chceli napriamo rozdelit’ B-spline krivku, bolo by to náročné. Je preto
výhodneǰsie, aby sme rozdelili jej oblasti. Ak je oblast’ napŕıklad interval < 0, 1 >, roz-
deĺıme ju na takzvané uzly 0 ≤ u0 ≤ u1 ≤ ... ≤ um ≤ 1. Táto neklesajúca postupnost’
U = {u0, u1, ..., um} sa nazýva uzlový vektor, jednotlivé ui sú uzly a je to potrebný vstupný
parameter na vytvorenie B-splinu. Ked’že je to neklesajúca postupnost’, uzly ui sa môžu
opakovat’. Maximálna násobnost’ pre vnútorné uzly je p a pre koncové uzly p + 1, kde p
je stupeň krivky.
2.4.2 Bázové funkcie
Defińıcia 2.7. Nech U = {u0, u1, ..., um} je uzlový vektor a u ∈< u0, um >. Potom bázové
funkcie stupňa p definujeme takto:
Ni,0(u) =
{









Poznámka. Na defińıcii 2.7 si môžeme všimnút’, že Ni,p(u) využ́ıva rekurziu. Ni,p(u) je
nezáporná po častiach spojitá polynomiálna funkcia. Pri viacnásobných uzloch vznikajú
zlomky 0
0
. Tento problém odstránime, ak ich polož́ıme rovné nule.
Defińıcia 2.8. Majme Ni,p bázovú funkciu stupňa p z defińıcie 2.7, n+1 navzájom rôznych
riadiacich bodov Pi, uzlový vektor U = {u0, u1, ..., um} a č́ıslo u ∈< u0, um >. Definujme




Ni,p(u)Pi, u ∈< u0, um > (2.23)
Poznámka. Pre B-spline stupňa p s n+ 1 riadiacimi bodmi bude mat’ uzlový vektor d́lžku
m+ 1 = n+ p+ 2 a bude mat’ tento tvar:
U = {a0, ..., ap, up+1, ..., um−p−1, b0, ..., bp} (2.24)
Pomocou uzlového vektoru sa posúvame po jednotlivých sekvenciách B-splinu, ktoré sú
definované d́lžkou uzlu – d́lžkou intervalu < ui, ui+1).
Poznámka. Pokial’ plat́ı, že n = p a U = {0, ..., 0, 1, ..., 1}, potom bázové funkcie majú
rovnaký tvar ako pri Bézierovej krivke a C(u) je vlastne Bézier.
Defińıcia 2.9. Uzlový vektor sa nazýva uniformný, ak plat́ı ui+1 − ui = konst
pre i ∈< p+ 1,m− p− 1 >.
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2.4.3 Násobné uzly
Pokial’ parameter u nie je uzol v uzlovom vektore U , C(u) v strede segmentu stupňa
p je nekonečne diferencovatel’ná. Pokial’ toto neplat́ı a u je uzol s násobnost’ou k pri ne-
nulovej bázovej funkcii, C(u) je iba Cp−k spojitá na danom segmente.
Zmena spojitosti pri násobných uzloch nie je ich jediný dopad na B-spline. Ďaľśı dôsledok,
ktorý je dôležitý pri výpočtových algoritmoch B-spline kriviek, je, že každý uzol s multip-
licitou k zńıži počet nenulových bázových funkcíı v tomto uzle. Uzol s multiplicitou k má
najviac p − k + 1 nenulových bázových funkcíı. Pre uzol s násobnost’ k = p je iba jedna
nenulová bázová funkcia.
2.4.4 Typy B-spline kriviek
B-spline krivky môžeme rozdelit’ na viacero druhov. Nech C(u) je B-spline krivka z
defińıcie (2.8).
1. Uzavreté: Ak by sme chceli z C(u) skonštruovat’ uzavretú B-spline krivku p-tého
stupňa, jedným zo spôsobov je vziat’ prvých p bodov a zaradit’ ich za posledný bod
Pn. Uzlový vektor muśı byt’ uniformný. Krivka bude potom zač́ınat’ v bode P0 a
končit’ v Pn.
2. Vnorené1: Na vytvorenie vnorenej B-spline krivky potrebujeme, aby prvý a po-
sledný uzol v uzlovom vektore mali multiplicitu p+ 1.
3. Otvorené: Otvorená B-spline krivka je taká, ktorej uzlový vektor nemá štruktúru
násobnosti prvého a posledného uzlu ako pri vnorenej. Uniformnost’ nie je nutná
podmienka.
2.4.5 Vlastnosti B-spline kriviek
Najprv sa pozrieme na rozdiely medzi Bézierovými a B-spline krivkami. Zmenou aspoň
jedného riadiaceho bodu v Bézierovej krivke dostaneme iný tvar krivky. Toto však neplat́ı
pri B-spline – zmena i-tého riadiaceho bodu zmeńı C(u) iba na intervale < ui, ui+p+1),
kde p predstavuje stupeň krivky. Ďaľśım rozdielom je, že pri B-spline je stupeň krivky
vstupným parametrom. Toto nám umožňuje, aby sme zostrojili B-splne krivku kom-
plexného tvaru pri ńızkom stupni, čo je pri Bézierovej krivke samotnej nemožné. Pokial’
má uzlový vektor tvar U = {0, ..., 0, 1, ..., 1} a plat́ı n = p, tak sa B-spline zredukuje na
Bézierovu krivku.
B-spline krivka teda zdedila vlastnosti Bézierovej, spomı́nané v predošlej kapitole, medzi
nimi afinnú invariantnost’. Vd’aka nej nám stač́ı použit’ afinnú transformáciu na riadiace
body a zostrojit’ pre ne B-spline. Nemuśıme transformovat’ samotnú krivku. Použitie B-
spline kriviek v poč́ıtačovej grafike má mnoho výhod, avšak sú to polynomiálne krivky, a
tie sa nedajú použit’ na vykreslenie kruhov, eĺıps a podobných tvarov.
Na nasledujúcich obrázkoch sa nachádzajú B-spline krivky rôznych stupňov pri rovnakých
riadiacich bodoch.
1Preložené z anglického clamped – upnutý,vnorený. V českom jazyku sa použ́ıva výraz plovoućı.
22
(a) stupeň 2 (b) stupeň 3
(a) stupeň 5 (b) stupeň 7
Obr. 11: B-spline krivky rôznych stupňov
2.5 B-spline plochy
Literatúra použitá v tejto kapitole je rovnaká ako v predošlej.
Defińıcia 2.10. Nech p a q sú stupne kriviek. Majme m+ 1 riadkov a v každom riadku
n+ 1 riadiacich bodov Pi,j, kde 0 ≤ i ≤ m a 0 ≤ j ≤ n a uzlové vektory U = {u0, ..., ur}
V = {v0, ..., vs} v nasledujúcom tvare:
U = {0, ..., 0, up+1, ..., ur−p−1, 1, ..., 1}
V = {0, ..., 0, vq+1, ..., us−q−1, 1, ..., 1},
(2.25)
(krajné uzly majú násobnost’ p+ 1 v U a q + 1 vo V ).
Nech {u, v} je dvojica č́ısel, pre ktoré plat́ı: u ∈ < u0, ur > a v ∈ < v0, vs > a nech







U má r + 1 uzlov a V má s+ 1 uzlov. Indexy teda musia sṕlňat’ nasledovné rovnice:
r = n+ p+ 1
s = m+ q + 1
(2.27)
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V časti Programové spracovanie a rozbor sa dozvieme, ako zostrojit’ B-spline krivku.
Zameriame sa konkrétne na De Boorov algoritmus, ktorý vychádza z riadiacich bodov, z
nich spoč́ıta d’aľsie, až sa prepracuje k bodom, ktoré sa nachádzajú na hl’adanej krivke.
2.5.1 Vlastnosti B-spline plôch
1. Nezápornost’ bázových funkcíı
∀u, v, i, j, p, q : Ni,p(u)Nj,q(v) ≥ 0
2. Bézierova plocha je špeciálny pŕıpad B-spline plochy
pokial’ n = p, m = q, U = {0, ..., 0, 1, ..., 1} a V = {0, ..., 0, 1, ..., 1}, bázové funkcie
sú Bernsteinove polynómy a výsledná plocha je Bézierova plocha.
3. Nulový pŕıpad súčinu bázových funkcíı
Pokial’ sa {u, v} nachádza mimo štvorca < ui, ui+p+1 >x< vj, vj+q+1 >, súčin
Ni,p(u)Nj,q(v) je nulový.
4. Af́ınna invariantnost’
Plat́ı ako aj pri krivkách. Aplikovańım afinného zobrazenia na riadiace body apli-
kujeme afinné zobrazenie na celú plochu.
5. Maximum plochy
Pri kladných stupňoch p,q B-spline plocha dosiahne práve jedno maximum.
6. Konvexný obal
Pri dvojici {u, v} nachádzajúcej sa vo vnútri štvorca< ui∗ , ui∗+p+1 >x< vj∗ , vj∗+q+1 >
plat́ı, že plocha S(u, v) je v konvexnom obale tvorenom riadiacimi bodmi Pi,j, kde
(i∗ − p) ≤ i ≤ i∗ a (j∗ − q) ≤ j ≤ j∗.
7. Rohové body
B-spline plocha interpoluje štyri rohové body: S(0, 0) = P0,0, S(1, 1) = P1,1, S(1, 0) =
Pn,0, S(0, 1) = P0,m.
3 Programové spracovanie a rozbor
3.1 RANSAC s modelom všeobecnej rovnice roviny
Nasledujúci algoritmus hl’adá aproximačnú rovinu pre m bodov definovanú všeobecnou
rovnicou. Máme náhodnú vzorku trojice bodov A1, A2, A3 v priestore a hl’adáme rovnicu
v tvare:
ax+ by + cz + d = 0 (3.1)
Plat́ı, že ~w = (a, b, c) je normálový vektor roviny. Najprv si spoč́ıtame zo vzorky bodov
dva smerové vektory ~u,~v.
~u =
#        »
A1A2 = A2 − A1
~v =
#        »
A1A3 = A3 − A1
(3.2)
Normálový vektor ~w źıskame aplikovańım vektorového súčinu na smerové vektory ~u a ~v.
~w = ~u× ~v (3.3)
Koeficienty a, b, c dostaneme ako prvky normálového vektoru ~w:
a = w(1), b = w(2), c = w(3) (3.4)
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Obr. 12: Znázornenie vektorov u, v, w testovacej roviny
Zostáva dopoč́ıtat’ štvrtý koeficient d. Do rovnice (3.1) dosad́ıme koeficienty a, b, c a bod
A1 = [x1, y1, z1]. Potom si z nej vyjadŕıme d:
d = −ax1 + by1 − cz1 (3.5)
Teraz už máme všeobecnú rovnicu roviny vypoč́ıtanú zo vzorky dát. Oveŕıme jej vhodnost’
dosadeńım každého bodu Ai = [xi, yi, zi] do rovnice (2.2):
vzdial(Ai, α) =
|axi + byi + czi + d|√
a2 + b2 + c2
, i = 1, ...,m (3.6)
Spoč́ıtame percento inliers. Pokial’ je toto percento väčšie ako hraničná hodnota percenta,
rovina je vyhovujúca a výpočet môžeme ukončit’. Ak nie, zopakujeme výpočet pre inú
vzorku náhodných bodov.
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Vstupné hodnoty do funkcie:
A matica, ktorej jednotlivé riadky predstavujú vstupné body
hran v hraničná vzdialenost’ bodov od roviny, pre ktorú považujeme body za inliers
hran p minimálne percento inliers
p pravdepodobost’ nájdenia úspešného riešenia
w pomer inliers k celkovému počtu bodov
Funkcia v MATLABE:
1 function [H]= ransac2(A,hran_v ,hran_p ,p,w)
2 % nastavenı́me parametre na začiatku 0
3 it=0; a=0; b=0; c=0; d=0; perc =0;
4 m=size(A); % velkost matice bodov
5 points=zeros(3,m(2));
6
7 k=log(1-p)/log(1-w^3); % výpočet potrebných iteráciı́
8
9 % cyklus sa zastavı́ pri presiahnutom počte iteráciı́ alebo pri nájdenı́
optimálneho riešenia
10
11 while (perc <hran_p) && (it<k)
12 % v každej iteráciı́ vynulujeme premenné
13 vzdial =0; pocetbodov =0; perc =0;
14
15 t=randperm(m(1),m(2)); % náhodné indexy , podla ktorých vyberieme
vstupnú vzorku
16 for i=1:3




20 % výpočet koeficientov pomocou normálového vektoru roviny
21 u=points ((2) ,:)-points ((1) ,:); % smerovy vektor u
22 v=points ((3) ,:)-points ((1) ,:); % smerovy vektor v
23 w=cross(u,v); % vektorový súčin , w je normálový vektor roviny
24
25 % koeficienty roviny a,b,c sú zložky jej normálového vektoru
26 a=w(1); b=w(2); c=w(3);
27 % d vypočı́tame dosadenı́m prvého bodu a koeficientov a,b,c do
všeobecnej rovnice
28 d=-a*points ((1) ,1)-b*points ((1) ,2)-c*points ((1) ,3);
29
30 % overı́me optimálnost roviny na základe vzdialenosti
31 for i=1:m(1)
32 bod=A(i,:); % do premennej si uložı́me vždy i-ty bod
33 % výpočet vzdialenosti bodu od roviny
34 vzdial=abs(a*bod (1)+b*bod (2)+c*bod (3)+d)/sqrt(a^2+b^2+c^2);
35
36 % overı́m , či sa bod nachádza pod hraničnou vzdialenostou
37 if vzdial <= hran_v





42 perc=pocetbodov/m(1) *100; % počet percent bodov , ktoré sú pod
hraničnou vzdialenostou
43 it=it+1; % počı́tam iterácie
44 end
45 % koeficienty optimálnej roviny uložı́me do matice H ako výstup funkcie
46 H=[a,b,c,d];
47 end
Majme 100 bodov, z ktorých 60 má z-tovú súradnicu 2.0 a zostávajúce ju majú posu-








100 0.6 0.85 0.1 80
Program našiel rovinu, od ktorej je 81% bodov vzdialených nanajvýš 0.1. Označme
túto rovinu α. Rovina α je na základe vstupných kritéríı vyhovujúca a má rovnicu:
0.12x− 0.04y + 150.85z − 301.25 = 0 (3.7)
Po úpravách dostávame rovnicu, ktorá sa podobá na z = 2.0.
7.96 · 10−4x− 2.65 · 10−4y + z = 2.001 (3.8)
Rovina α:
(a) Pohl’ad na α v rovine yz (b) α v 3D pohl’ade
Obr. 13: Metóda RANSAC použitá na výpočet roviny
Ďalej sme pokračovali testovańım rýchlosti programu pri zmenách vstupných hodnôt
a presnost́ı. Testy boli vykonávané v programe MATLAB s verziou R2020a na poč́ıtači
s procesorom Intel Core i7 7700HQ s frekvenciou 2.8GHz a ôsmimi jadrami. Operačná
pamät’ tohto poč́ıtača bola 8GB.
3.1.1 Časové závislosti
Na každom grafe sú červenou vyznačené počty iterácíı pri jednotlivých bodoch grafu.
Podl’a toho môžeme lepšie pozorovat’ náročnost’ výpočtu.
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Počet vstupných bodov
Nasledujúce grafy znázorňujú priebeh časovej závislosti na počte vstupných bodov. Červené
č́ısla pri bodoch sú počty iterácíı, ktoré musel program vykonat’, aby našiel riešenie.
Obr. 14: Graf závislosti času na počte vstupných bodov v stovkách
Obr. 15: Graf závislosti času na počte vstupných bodov v tiśıcoch
Pŕılǐs vel’a bodov dokáže zahltit’ procesor a oddialit’ nájdenie výsledku. Avšak, č́ım viac
bodov máme, tým je väčšia šanca na to, aby sme sa trafili do tých neposunutých. Výpočet
je jednoduchý, preto ho poč́ıtač zvládne za krátku dobu aj pri väčšom množstve bodov.
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w – pomer inliers k celkovému počtu bodov
Ako bolo zmienené v teoretickej časti RANSAC, w predstavuje pomer inliers k celkovému
počtu bodov. Je to č́ıslo z intervalu < 0, 1 >.
Obr. 16: Graf závislosti času na w – pomer inliers k celkovému počtu bodov
Č́ım bude počet inliers vyšš́ı vzhl’adom k celkovému počtu bodov, tým bude hl’adanie
vhodnej roviny zaberat’ menej času, a teda bude stačit’ nižš́ı počet iterácíı.
p – pravdepodobnost’ nájdenia úspešného riešenia
Vstupná hodnota p ∈< 0, 1 > predstavuje pravdepodobnost’ nájdenia úspešného riešenia.
Počet iterácíı k z rovnice (2.1) sa so stúpajúcou hodnotou p zvyšuje.
Obr. 17: Graf závislosti času na p – pravdepodobnost’ nájdenia úspešného riešenia
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Pri zvyšovańı p sa zvýši počet iterácíı, aby bol program účinneǰśı v hl’adańı vyhovujúcej
roviny. Pri pŕılǐs ńızkom p sa môže stat’, že počet iterácíı na predpokladané nájdenie
riešenia je nedostatočný, výpočet sa ukonč́ı, ale riešenie sa nenájde. V tomto pŕıpade
program poč́ıta iba pár iterácíı, ale bez výsledku. Je dobré volit’ vyššiu hodnotu p, aby
bolo zaručené nájdenie optimálneho riešenia.
3.2 RANSAC s modelom kvadratickej plochy
S využit́ım znalost́ı Lagrangeových multiplikátorov sa môžeme posunút’ na hl’adanie
optimálnej kvadratickej plochy.
Lagrangeove multiplikátory použijeme na minimalizovanie vzdialenosti boduX = [x0, y0, z0]
od plochy spoč́ıtanej metódou RANSAC. Zostavili sme Lagrangeovu funkciu a spravili
parciálne derivácie podl’a jednotlivých premenných, vrátane Lagrangeovho multiplikátoru
λ.
Máme funkciu kvadrátu vzdialenosti:
f(x, y, z) = (x− x0)2 + (y − y0)2 + (z − z0)2 (3.9)
a funkciu kvadratickej plochy, ktorá je jej väzbovou podmienkou:
ax2 + by2 + cx+ dy + exy + f − z = 0 (3.10)
Zostav́ıme Lagrangeovu funkciu:
L = (x− x0)2 + (y − y0)2 + (z − z0)2 + λ(ax2 + by2 + cx+ dy + exy + f − z) (3.11)













Riešeńım tohto systému rovńıc źıskame lokálne extrémy funkcie L a tým pádom aj lokálne
viazané extrémy rovnice (3.9) s podmienkou (3.10).
Po vyriešeńı rovńıc vyberieme z lokálnych viazaných extrémov minimum, a to je výstup
našej funkcie.
Vstupné hodnoty do funkcie:
[x0, y0, z0] súradnice bodu, ktorého vzdialenost’ poč́ıtame
G vektor koeficientov plochy
Funkcia naprogramovaná v MATLABE vyzerá nasledovne:
1 function [dmin]= lagrangemult(x0,y0,z0,G)
2
3 syms x y z lambda
4 a=G(1); b=G(2); c=G(3); d=G(4); e=G(5); f=G(6); % koeficienty z matice
G uložı́me do premenných
5
6 L = (x-x0)^2 + (y-y0)^2 + (z-z0)^2 + lambda *(a*x^2 + b*y^2 + c*x + d*y
+ e*x*y + f - z); %lagrangeova funkcia
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7
8 % parciálne derivácie L podla premenných
9 dL_dx = diff(L,x) == 0;
10 dL_dy = diff(L,y) == 0;
11 dL_dz = diff(L,z) == 0;
12 dL_dlambda = diff(L,lambda) == 0;
13
14 % systém 4 rovnic
15 system = [dL_dx , dL_dy , dL_dz , dL_dlambda ];
16
17 % výpočet cez vpasolve
18 [xs, ys, zs, ls] = vpasolve(system , [x, y, z, lambda], [-Inf Inf;-Inf
Inf;-Inf Inf;-Inf Inf;]);
19
20 % počet výsledkov
21 numberOfSolutions = size(xs, 1);
22
23 % hladanie minimálneho kvadrátu vzdialenosti
24 dmin=(xs(1)-x0)^2 + (ys(1)-y0)^2 + (zs(1)-z0)^2;
25
26 for i = 2: numberOfSolutions % vyberáme minimálny kvadrát zo všetkých
riešenı́ systému rovnı́c






Minimálnu vzdialenost’ bodu od kvadratickej plochy už vypoč́ıtat’ dokážeme, môžeme
prejst’ na samotný RANSAC. V tomto pŕıpade hl’adáme plochu charakterizovanú rovnicou
ax2 + by2 + cx + dy + exy + f − z = 0. Na výpočet koeficientov a až f potrebujeme 6
bodov Ai = [xi, yi, zi], kde i = 1, ..., 6. Maticový prepis bude:
x21 y
2
1 x1 y1 x1y1 1
x22 y
2
2 x2 y2 x2y2 1
x23 y
2
3 x3 y3 x3y3 1
x24 y
2
4 x4 y4 x4y4 1
x25 y
2
5 x5 y5 x5y5 1
x26 y
2


















Túto rovnicu preṕı̌seme symbolicky:
Q×G = R (3.14)
Koeficienty vypoč́ıtame upravenou rovnicou:
G = Q−1 ×R (3.15)
Po źıskańı koeficientov nastáva opät’ overenie optimálnosti plochy. Vezmeme každý
bod Ai = [xi, yi, zi] zo vstupných a vypoč́ıtame jeho vzdialenost’ od plochy funkciou
lagrangemult. Výstup z nej bude minimálna kvadratická vzdialenost’ každého bodu od
testovacej plochy.
Opakujeme predošlý postup. Spoč́ıtame percento inliers. Túto hodnotu porovnáme so
31
vstupným parametrom hraničné percento. Pokial’ je vyššia, plocha je optimálna, výpočet
je dokončený. Pokial’ nie je, celý výpočet sa zopakuje pre d’aľsiu náhodnú vzorku dát.
Vstupné hodnoty do funkcie:
A matica, ktorej jednotlivé riadky predstavujú vstupné body
hran v hraničná kvadratická vzdialenost’ bodov od plochy,
pre ktorú považujeme body za inliers
hran p minimálne percento inliers
p pravdepodobost’ nájdenia úspešného riešenia
w pomer inliers k celkovému počtu bodov
Funkcia metódy RANSAC pre nájdenie kvadratickej plochy:
1 function [H]= ransac1(A,hran_v ,hran_p ,p,w)
2 % nastavenı́me parametre na začiatku 0
3 it=0;
4 a=0; b=0; c=0; d=0; e=0; f=0;
5 perc =0;
6 m=size(A); % velkost matice bodov
7 points=zeros(6,m(2));
8
9 k=log(1-p)/log(1-w^6); % výpočet potrebných iteráciı́
10
11 % cyklus sa zastavı́ pri presiahnutom počte iteráciı́ alebo pri nájdenı́
optimálneho riešenia
12
13 while (perc <hran_p) && (it<k)





19 % náhodné indexy , podla ktorých vyberieme vstupnú vzorku
20 t=randperm(m(1) ,6);
21 for i=1:6




26 %vypočet a,b,c,d,e,f pomocou sústavy rovnı́c
27
28 %rovnice sú tvaru: G*Q=R, G=[a; b; c; d; e; f]... matica neznámych
29 Q=zeros (6,6);
30 Q(:,1)=data (:,1) .^2; Q(:,2)=data (:,2) .^2; Q(:,3)=data (:,1);




35 G=Q\R; % matica výsledkov
36
37 % vypočı́tane koeficienty sú prvky G
38 a=G(1); b=G(2); c=G(3); d=G(4); e=G(5); f=G(6);
39
40 % overı́me optimálnost plochy na základe vzdialenosti
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41 for i=1:m(1)
42 bod=A(i,:); % do premennej si uložı́me vždy i-ty bod
43
44 % výpočet vzdialenosti bodu od kvadratickej plochy
45 [vzdial ]= lagrangemult(bod(1),bod(2),bod(3),G);
46
47 % overı́me , či sa bod nachádza pod hraničnou vzdialenostou
48 if vzdial <hran_v













V pŕıpade kvadratickej plochy je výpočet vzdialenosti náročneǰśı. Vzdialenost’ sa muśı
spoč́ıtat’ pre každý bod vždy ku každej testovacej ploche. Funkcia vpasolve použitá v
programe hl’adá všetky reálne riešenia sústavy rovńıc parciálnych derivácíı.
Červené č́ısla opät’ predstavujú počty iterácíı, ktoré prebehli, kým sa výpočet ukončil.
Počet vstupných bodov
Obr. 18: Graf závislosti času na počte vstupných bodov v stovkách
Závislost’ vyzerá podobne ako pri predošlom programe. S rastúcim počtom bodov je väčšia
pravdepodobnost’, že sa traf́ıme do inliers, lenže pribúda počet bodov, ktorých vzdialenost’
muśıme spoč́ıtat’, preto výpočet trvá dlhšie.
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w – pomer inliers k celkovému počtu bodov
Obr. 19: Graf závislosti času na w – pomer inliers k celkovému počtu bodov
Krivka má klesajúcu tendenciu. Opät’ si môžeme všimnút’, že pri väčšom množstve inliers
program nájde riešenie rýchleǰsie.
p – pravdepodobnost’ nájdenia úspešného riešenia
Obr. 20: Graf závislosti času na p – pravdepodobnost’ nájdenia úspešného riešenia
Pri vyššom p výpočet trvá dlhšie, ale je väčšia pravdepodobnost’, že program nájde
optimálne riešenie. Pri nižšom p sa môže stat’, že výpočet sa ukonč́ı skôr, ale riešenie
sa nenájde.
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3.3 Metóda najmenš́ıch štvorcov
Ďaľsia aproximačná metóda je metóda najmenš́ıch štvorcov.
3.3.1 Všeobecná rovnica roviny
Opät’ máme rovinu α zadanú všeobecnou rovnicou:
ȧx+ ḃy + ċz + ḋ = 0 (3.16)
Túto rovnicu uprav́ıme na tvar:
ax+ by + c− z = 0 (3.17)
Každý bod Ai = [xi, yi, zi], ktorý sa nachádza na α, má nulovú odchýlku od tejto roviny a
sṕlňa rovnicu (3.17). Pri aplikovańı metódy najmenš́ıch štvorcov na n bodov teda chceme




(axi + byi + c− zi)2) (3.18)




(axi + byi + c− zi)2 (3.19)
Hl’adáme minimum F1. Body podozrivé z extrému dostaneme, ked’ parciálne derivácie


















2(axi + byi + c− zi) = 0
(3.20)





















Túto rovnicu môžeme symbolicky preṕısat’:
S1 ×K1 = P1 (3.22)
Koeficienty a, b, c vypoč́ıtame ako prvky matice K1:
K1 = S
−1
1 × P1 (3.23)
Vstupný parameter do funkcie je matica, ktorej jednotlivé riadky predstavujú vstupné
body. Túto maticu označ́ıme A.
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Funkcia metódy najmenš́ıch štvorcov pre nájdenie všeobecnej rovnice roviny:
1 function [K1]=MNC(A)












14 S1=[ sumxx sumxy sumx;
15 sumxy sumyy sumy;
16 sumx sumy size(A,1)];
17





Obr. 21: Metóda najmenš́ıch štvorcov použitá na všeobecnú rovnicu roviny
3.3.2 Kvadratická plocha
Máme zadanú kvadratickú rovinu rovnicou:
ax2 + by2 + cx+ dy + exy + f − z = 0 (3.24)
Opät’ potrebujeme nájst’ minimum (ax2i + by
2
i + cxi +dyi +exiyi +f −zi)2 pre všetky body






i + cxi + dyi + exiyi + f − zi)2) (3.25)
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i + cxi + dyi + exiyi + f − zi)2 (3.26)
















































i + cxi + dyi + exiyi + f − zi) = 0
(3.27)

























































































































































Túto rovnicu si preṕı̌seme symbolicky:
S2 ×K2 = P2 (3.29)
Koeficienty a, b, c, d, e, f spoč́ıtame ako prvky matice K2:
K2 = S
−1
2 × P2 (3.30)
Vstupný parameter do funkcie je matica, ktorej jednotlivé riadky predstavujú vstupné
body. Túto maticu označ́ıme A.
37
Funkcia metódy najmenš́ıch štvorcov pre nájdenie kvadratickej plochy:
1 function [K2]=KVMNC(A)




























30 S2=[ sumxxxx sumxxyy sumxxx sumxxy sumxxxy sumxx;
31 sumxxyy sumyyyy sumxyy sumyyy sumxyyy sumyy;
32 sumxxx sumxyy sumxx sumxy sumxxy sumx;
33 sumxxy sumyyy sumxy sumyy sumxyy sumy;
34 sumxxxy sumxyyy sumxxy sumxyy sumxxyy sumxy;
35 sumxx sumyy sumx sumy sumxy size(A,1)];
36





Na nasledujúcich obrázkoch sa nachádza kvadratická plocha definovaná rovnicou:
z = −0.005x2 + 0.997y2 + 1.88x+ 0.16y − 0.002xy + 5.51 (3.31)
(a) (b)
Obr. 22: Metóda najmenš́ıch štvorcov použitá na model kvadratickej roviny
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3.3.3 Časové závislosti
Teraz sa pozrieme na závislost’ času na počte vstupných bodov pre metódu najmenš́ıch
štvorcov.
Počet riadiach bodov
Na nasledujúcom obrázku sa nachádzajú grafy závislosti času na počte vstupných bo-
dov pre metódu najmenš́ıch štvorcov.
Obr. 23: Graf závislosti času na počte riadiacich bodov pre rovinu
Obr. 24: Graf závislosti času na počte riadiacich bodov pre kvadratickú plochu
V oboch pŕıpadoch majú grafy obdobný priebeh. V pŕıpade kvadratickej plochy je
výpočet o niečo náročneǰśı, preto sú namerané hodnoty času väčšie ako pri všeobecnej
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rovnici roviny. Č́ım viac bodov vstúpi do funkcie, tým bude výpočet časovo náročneǰśı. Je
to spôsobené jednotlivými sumami, ktoré sa nachádzajú v maticových rovniciach.
3.4 B-spline
V tejto časti práce sa pozrieme na vytvorenie B-spline plochy. Aby sme ju vytvorili,
muśıme najprv vediet’ vytvorit’ B-spline krivku z riadiacich bodov. Zopakujeme si jej
defińıciu:
Defińıcia 3.1. Nech p je stupeň krivky, Pi sú riadiace body s počtom n+ 1 a
U = {u0, ..., up, up+1, ..., um−p−1, um−p, ..., um} je uniformný uzlový vektor, kde prvých p+1
uzlov sú nuly a posledných p+ 1 uzlov sú jednotky. Ďalej nech Ni,p(u) je bázová funkcia.




Ni,p(u)Pi, u ∈< u0, um > (3.32)
Na jej výpočet môžeme použit’ viacero algoritmov. Jedným z nich je de Casteljau
algoritmus, ktorý využ́ıva rekurźıvnu vlastnost’ B-spline bázových funkcíı Ni,p(u). Ďaľśım
z nich, De Boorov algoritmus, je zovšeobecneńım de Casteljau algoritmu, a naň sa v tejto
práci zameriame.
3.4.1 De Boorov algoritmus
De Boorov algoritmus je rýchly a numericky stabilný algoritmus, ktorý slúži na nájdenie
bodu B-spline krivky. Tento bod vypoč́ıta pomocou riadiacich bodov.
vstupné hodnoty: parameter u ∈< u0, um >, uzlový vektor U , riadiace body Pi
výstupná hodnota: bod na krivke B-spline C(u)
Algorithm 1: De Boorov algoritmus
Ak u ∈< uk, uk+1) ∧ u 6= uk, potom h = p a s = 0
Ak u = uk a uk je uzol multiplicity s, potom h = p− s
Afektované riadiace body Pk−s, Pk−s−1, ..., Pk−p skoṕırujeme do nového pol’a a
premenujeme na Pk−s,0, Pk−s−1,0, ..., Pk−p,0.
for r=1 to h-s do
for i=k-p+r to k-s do
ai,r = (u− ui)/(ui+p−r+1 − ui)
Pi,r = (1− ai,r)Pi−1,r−1 + ai,rPi,r−1
end
end
Pk−s,p−s je bod C(u)
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Obr. 25: Výpočet bodov De Boorovým algoritmom
Takto źıskame jeden bod B-spline krivky pre konkrétnu hodnotu parametra u. Na źıskanie
celej krivky vypoč́ıtame jednotlivé Pk−s,p−s pre delenie intervalu < u0, um >, ktoré si sami
zvoĺıme. Č́ım jemneǰsie delenie zvoĺıme, tým budú body krivky husteǰsie a krivka môže
nadobudnút’ takmer spojitý tvar pre l’udské oko.
Na nasledujúcich obrázkoch vid́ıme B-spline krivky stupňa 2 s rovnakými riadiacimi bodmi
pri rôznom deleńı intervalu < u0, um >. Pohl’ad je zväčšený, aby sme mohli lepšie vidiet’
rozdiely.
(a) 15 deliacich sekvencíı (b) 30 deliacich sekvencíı
(a) 50 deliacich sekvencíı (b) 100 deliacich sekvencíı
Obr. 27: B-spline krivky s rôznym počtom deliacich sekvencíı
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Teraz si vysvetĺıme funkcie naprogramované v MATLABE.
Treba podotknút’, že zatial’ sme pri B-spline funkciách indexovali všetko od 0. MAT-
LAB však indexuje od 1. Výpočty tomu boli prispôsobené.
Prvá funkcia spoč́ıta uzlový vektor, multiplicitu parametru u a tiež index intervalu
alebo uzlu, kde sa u nachádza v uzlovom vektore.
Uniformný uzlový vektor sa poč́ıtal jednoducho: najprv sme do prvých p+1 prvkov vektoru
uložili nuly a do posledných p + 1 prvkov jednotky. Prostredné hodnoty up+1, ..., um−p−1
sme spoč́ıtali tak, aby boli ekvidistantné spolu s prvkami up a um−p.






Pŕıklad 3.2. Máme B-spline krivku druhého stupňa s ôsmimi riadiacimi bodmi. Chceme




Dĺžku uzlového vektoru vypoč́ıtame:
m+ 1 = p+ n+ 1 = 11 (3.35)








Krajných p + 1 uzlov naplńıme na začiatku nulami a na konci jednotkami. Prostredné
hodnoty budeme posúvat’ po 1
6
. Uniformný uzlový vektor v našom pŕıpade vyzerá takto:














, 1, 1, 1} (3.37)
Ďaľśı zo vstupných parametrov De Boorovej funkcie je multiplicita a index parametra.
Pre každý prvok delenia intervalu ui si ulož́ıme jeho poźıciu a násobnost’:
Ak ui ≥ Uj ∧ ui ≤ Uj+1 potom ki = j, si = 0
Ak ui = Uj potom ki = j a si źıskame v cykle
Vstupné hodnoty do MATLAB funkcie:
n počet riadiacich bodov
p stupeň krivky
sekv počet sekvencíı delenia intervalu
Funkcia na výpočet uzlového vektoru, multiplicity a indexu:
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1 function [U,s,k]= knotvektor(n,p,sekv)
2
3 m=2; % dimenzia riadiacich bodov
4 uk=0;
5












18 % vytvorı́me delenie intervalu podla počtu sekvenciı́






25 % pre každú sekvenciu vypočı́tame jej multiplicitu v uzlovom vektore a
index , kde sa v ňom nachádza
26




31 for j=1:( numel(U))
32
33 % pokial sa nachádza sekvencia u(i) medzi U(j) a U(j+1) uzlami ,
jej multiplicita je nulová a uložı́me si jej index
34
35 if (U(j)<u(i)) && (U(j+1)>u(i))
36 k(i)=j;
37 s(i)=0;
38 break; %našli sme interval , v ktorom sa nachádza u(i)
39
40 % pokial sa sekvencia rovná uzlu , spočı́tame jej multiplicitu a










Vstupné hodnoty do funkcie De Boor:




s multiplicita sekvencie v uzlovom vektore
u sekvencia
Nasledujúcu funkciu zavoláme pre každú sekvenciu delenia intervalu ui, jej násobnost’ si v
uzlovom vektore, index ki a potom parametre riadiace body P , uzlový vektor U a stupeň
krivky p, ktoré sú rovnaké pre všetky ui. B-spline bude potom aproximovat’ všetky riadiace
body.
1 function [C]= deboor(P,p,U,k,s,u)
2
3 m=size(P,1); % dimenzia riadiacich bodov
4 n=size(P,2); % pocet riadiacich bodov
5





















27 C = Pk(:,k-s,p-s+1); % zı́skaný bod na krivke
28
29 elseif k == numel(U)
30










Výpočet jedného bodu na B-spline ploche vyžaduje dvojnásobne použitie De Boorovho
algoritmu. V tejto časti si to pribĺıžime. Zopakujme si defińıciu B-spline plochy:
Defińıcia 3.3. Nech p a q sú stupne krivky. Majme m + 1 riadkov a v každom riadku
n+ 1 riadiacich bodov Pi,j, kde 0 ≤ i ≤ m a 0 ≤ j ≤ n a uzlové vektory U = {u0, ..., ur}
V = {v0, ..., vs} v nasledujúcom tvare:
U = {0, ..., 0, up+1, ..., ur−p−1, 1, ..., 1}
V = {0, ..., 0, vq+1, ..., us−q−1, 1, ..., 1},
(krajné uzly majú násobnost’ p+ 1 v U a q + 1 vo V ).
Nech {u, v} je dvojica č́ısel, pre ktoré plat́ı: u ∈ < u0, ur > a v ∈ < v0, vs > a nech







U má r + 1 uzlov a V má s+ 1 uzlov. Indexy teda musia sṕlňat’ nasledovné rovnice:
r = n+ p+ 1
s = m+ q + 1
(3.39)
Poznámka. Vstupné riadiace body Pi,j musia mat’ pri kolmom pohl’ade nasledujúcu štruktúru:
Obr. 28: Siet’ bodov Pi,j
3.4.3 Mriežková štruktúra
Riadiace body, ktoré vstupujú do výpočtu B-spline plochy, musia mat’ požadovanú
mriežkovú štruktúru. Namerané body sú väčšinou nepravidelne usporiadané, a preto ich
potrebujeme upravit’ do mriežky ako na obrázku obr.28. Výšku bodov mriežky spoč́ıtame
štatistickou metódou najbližieho suseda.
45
Metóda najbližšieho suseda
Nasledujúci text je čerpaný zo zdroja [11]. Metóda najbližšieho suseda je jednoduchá
interpolačná metóda, ktorá odhaduje neznámu hodnotu na základe hodnôt najbližšieho
miesta, v ktorom údaj poznáme. Za hl’adaný údaj teda budeme považovat’ známy údaj z
najbližšieho miesta. Metódu si rozš́ırime tak, že budeme uvažovat’ najbližš́ı údaj z každého
kvadrantu.
Červený bod je bod mriežky a modré body sú namerané údaje. V každom kvadrante
vyberieme modrý bod, ktorý je najbližšie k červenému a vypoč́ıtame ich vzdialenost’.
Obr. 29: Metóda najbližšieho suseda
Č́ım je modrý bod bližie k červenému, tým je podstatneǰśı pre výpočet. Jednotlivým n
minimálnym vzdialenostiam di pridáme d’aľsiu hodnotu, a to váhu λi, pričom plat́ı:
n∑
i=1
λi = 1 (3.40)










Nakoniec hl’adanú výšku v vypoč́ıtame ako lineárnu kombináciu váh λi jednotlivých






Upravená štruktúra vstupných bodov má tento tvar:
Obr. 30: Siet’ upravených červených bodov Pi,j
Pred vypoč́ıtańım mriežky pre vstupné body je nutné určit’, v ktorom smere ju bu-
deme poč́ıtat’. V tejto práci sme mriežku poč́ıtali v rovine xz, tým pádom výšky riadiacich
bodov v boli ich y-ové súradnice.
Pokial’ by sa mal výpočet mriežky zovšeobecnit’, program by bol vel’mi náročný, preto
sme ho upravili podl’a zvolených vstupov.
Prejdime na výpočet samotných bodov B-spline plochy. Vezmeme prvý riadok a vypoč́ıtame
body B-spline krivky De Boorovým algoritmom pre zvolený počet deliacich sekvencíı v
tomto smere. Následne tento výpočet zopakujeme pre všetky vzniknuté st́lpce, tiež pre
zvolený počet sekvencíı v st́lpcovom smere. Takto źıskame body S(u, v) pre všetky dvojice
{u, v}, kde u ∈ < u0, ur > a v ∈ < v0, vs >.
Vstupné hodnoty do funkcie:
P body mriežky Pi,j
p stupeň krivky v smere riadkov
q stupeň krivky v smere st́lpcov
sekv1 počet deliacich sekvencíı v smere riadkov
sekv2 počet deliacich sekvencíı v smere st́lpcov
Funkcia B-spline plochy:
1 function [deb_col ]= bsplineplocha(P,p,q,sekv1 ,sekv2)
2
3 ps=size(P,2); % počet stlpcov
4 pr=size(P,3); % počet riadkov
5
6 [U,s,c]= knotvektor(pr,p,sekv2); % uzlový vektor a vektor multiplicity
pre stĺpce
7 [V,t,d]= knotvektor(ps,q,sekv1); % uzlový vektor a vektor multiplicity
pre riadky
8
9 u=linspace (0,1,sekv2); % parameter u





14 P_z=P(3,1,1:pr); % uložı́me si súradnice z, pre jednotlivé riadky sú
rovnaké , do De Boorovho algoritmu nevstupujú
15
16 % DEBOOROV ALGORITMUS PO RIADKOCH
17 for k=1: sekv1 %indexovanie podla sekvenciı́
18
19 for i=1:pr % riadky
20 Pdyn=P(1:2,:,i); % do Pdyn si uložı́me i-ty riadok
21 deb_row (1:2,k,i)=deboor(P(1:2,:,i),p,V,d(k),t(k),v(k)); % na i-ty
riadok aplikujeme De Boorov algoritmus





27 P_x=deb_row (1,1:sekv1 ,1); % uložı́me si súradnice x, pre jednotlivé
stĺpce sú rovnaké , do De Boorovho algoritmu nevstupujú
28
29 % DEBOOROV ALGORITMUS PO STĹPCOCH
30 for k=1: sekv1
31
32 for i=1:pr
33 Pdyn2(:,i)=deb_row(:,k,i); % do Pdyn2 si uložı́me i-ty stĺpec
34 end
35
36 for i=1: sekv2 %indexovanie podla sekvencii
37 deb2 (2:3,i)=deboor(Pdyn2 (2:3 ,:),q,U,c(i),s(i),u(i)); % na i-ty
stĺpec aplikujeme De Boorov algoritmus
38 end
39
40 deb2 (1,1:i)=P_x(k); % dopı́šeme chýbajúcu súradnicu x
41 deb_col (:,:,k)=deb2; % v deb_col sú uložené hladané body B-spline
plochy
42 end
Vstupné body, ktoré boli použité na výpočet mriežky a potom B-spline plochy sme
źıskali orezańım 3D skenu. Na nasledujúcich obrázkoch sa nachádza 3D sken.
(a) (b)
Obr. 31: 3D sken
Červeným krúžkom je z neho označená zvolená oblast’, ktorá bola použitá na apro-
ximáciu B-spline plochou.
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Aproximovali sme B-spline plochu medzi bodmi z 3D skenu:
(a) Vstupné body (b) Výstupná B-spline plocha
Obr. 32: Aproximácia vstupných bodov pomocou B-spline plochy
Funkcia sa dá použit’ aj na iné vstupné body, pokial’ sú vhodne otočené. Výšky bodov
musia byt’ ich ypsilonové súradnice. Na nasledujúcich obrázkoch aproximujeme iné vstupné
body B-spline plochou:
(a) Vstupné body (b) Výstupná B-spline plocha
Obr. 33: Aproximácia vstupných bodov pomocou B-spline plochy
3.4.4 Časové závislosti
Narozdiel od iterat́ıvnej metódy RANSAC, De Boorov algoritmus neberie do úvahy
iterácie.
Počet sekvencíı
Nasledujúci graf ukazuje závislost’ času na počte sekvencíı delenia intervalu. Hodnoty na
osi x predstavujú počet sekvencíı pre každý smer. Uvažujeme teda rovnaký počet pre smer
riadkov aj pre smer st́lpcov.
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Obr. 34: Graf závislosti času na počte sekvencíı
Program vypoč́ıta bod na ploche B-spline pre každú dvojicu {u, v}, kde u ∈< u0, um > a
v ∈< v0, vn >. Pri jemneǰsom deleńı intervalov nám teda algoritmus spoč́ıta viac bodov
B-spline plochy ako pri hrubšom. To znamená, že výpočet zaberie viac času, avšak plocha
je hladšia a my ju vid́ıme spojiteǰsie. Preto je vhodné použit’ viac sekvencíı. Problém by
nastal, pokial’ by sme zadali počet sekvencíı delenia menš́ı ako počet prvkov uzlového vek-
toru, potom by sa neaproximovala krivka, a teda ani plocha, medzi niektorými riadiacimi
bodmi.
Počet riadiach bodov
Teraz sa pozrime na vplyv počtu riadiacich bodov na trvanie výpočtu.
Obr. 35: Graf závislosti času na počte riadiacich bodov
Závislost’ sa merala pri nemennom počte sekvencíı delenia intervalov, tým pádom je počet
bodov plochy stále rovnaký. Avšak d́lžka uzlového vektoru je závislá od počtu riadiacich
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bodov. Č́ım je ich viac, tým má uzlový vektor viac prvkov a do výpočtu potom vstupuje
aj viac riadiacich bodov, preto zaberá viac času.
4 Porovnanie aproximačných metód
Na porovnanie metód sme použili 1948 vstupných bodov vyrezaných zo skenu. Pre
tieto vstupné body sme hl’adali optimálnu aproximačnú rovinu definovanú všeobecnou
rovnicou alebo B-spline plochou.
(a) (b)
Obr. 36: Vstupné body z 3D skenu
RANSAC
Body si najprv rozdeĺıme na hornú a dolnú čast’. Na obe časti oddelene použijeme RAN-








1948 0.7 0.75 0.2 80
Výpočet trval 0.0032 sekúnd a pre oba pŕıpady prebehli 2 iterácie. Výsledné roviny boli
definované rovnicami:
z = 2.082x− 0.898y + 115.191 (4.1)
z = −11.389x+ 0.580y − 1001.040 (4.2)
Priemerná odchýlka bodov od roviny bola 0.16484 pre hornú čast’ a 0.15377 pre čast’ dolnú.
Metóda najmenš́ıch štvorcov
Pokračovali sme na metódu najmenš́ıch štvorcov. Opät’ sme rozdelili body na dve časti.
Výpočet trval 0.0037 sekúnd. Výsledné optimálne roviny boli definované rovnicami:
z = 2.065x− 0.898y + 114.343 (4.3)
z = −9.038x+ 0.417y − 818.809 (4.4)
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Priemerná odchýlka bodov od roviny bola 0.06997 pre hornú čast’ a 0.15377 pre čast’ dolnú.
B-spline plocha
Na vstupné body z obr.36 sme použili aj aproximáciu B-spline plochou s parametrami:
Počet
bodov
sekv1 sekv2 p q
1948 300 300 3 3
Výpočet trval 3.067 sekúnd, priemerná odchýlka bodov od plochy bola 0.0038.
Vykreslenie riešeńı všetkých metód
(a) RANSAC (b) Metóda najmenš́ıch štvorcov
Obr. 38: B-spline plocha
Výpočet v pŕıpade metódy RANSAC a metódy najmenš́ıch štvorcov vyžadoval po-
dobný čas. Výsledky sú tiež vel’mi podobné. Obe metódy teda zvládli vypoč́ıtat’ koeficienty
rovnice vel’mi rýchlo a sú použitel’né. Metóda RANSAC funguje na prinćıpe náhodného
výberu. Optimálny výsledok nie je vždy zaručený, môže sa menit’ pomocou vstupných pa-
rametrov, ktoré najprv muśıme odhadovat’, pŕıpadne poč́ıtat’. Metóda najmenš́ıch štvorcov
nám vždy zaruč́ı rovnaký výsledok, pretože poč́ıta vždy rovnakú sústavu rovńıc, ktoré sme
źıskali použit́ım parciálnych derivácíı.
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B-spline plocha však aproximuje body iným spôsobom. Koṕıruje ich vzhl’ad neporovna-
tel’ne presneǰsie, pretože nie je obmedzená žiadnym konkrétnym matematickým modelom.
Poč́ıta jednotlivé B-spline krivky podl’a toho, kde sa body nachádzajú. Výpočet je oproti
prvým dvom metódam časovo náročneǰśı aj pracneǰśı, ale zato ovel’a presneǰśı.
Teraz otestujeme metódy na iných vstupných bodoch:
(a) (b)
Obr. 39: Vstupné body z 3D skenu
Pre tieto vstupné body sme hl’adali optimálnu kvadratickú plochu pomocou aproximačných
metód.
RANSAC








1208 0.7 0.75 1.25 80
Výpočet trval 964.243 sekúnd. 92% inliers bolo od plochy v maximálne kvadratickej
hraničnej vzdialenosti. Výsledná optimálna plocha bola definovaná rovnicou:
z = 1.16x2 + 0.09y2 − 0.35x+ 0.29y + 0.31xy − 199.68 (4.5)
Priemerná odchýlka bodov od plochy bola 0.4633.
Metóda najmenš́ıch štvorcov
Výpočet trval 0.0006 sekúnd. Výsledná optimálna plocha bola definovaná rovnicou:
z = 0.25x2 − 0.016y2 − 0.035x+ 3.459y + 0.068xy − 123.045 (4.6)
Priemerná odchýlka bodov od plochy bola 0.7245.
B-spline plocha




sekv1 sekv2 p q
1208 300 300 3 3
Výpočet trval 2.431 sekúnd, priemerná odchýlka bodov od plochy bola 0.0081.




Obr. 41: Metóda najmenš́ıch štvorcov
(a) (b)
Obr. 42: Aproximácia B-spline plochou
Optimálne plochy, ktoré boli vypoč́ıtané metódami RANSAC a metódou najmenš́ıch
štvorcov sa opät’ podobajú ako v predošlom pŕıpade. Metóde RANSAC výpočet trval ovel’a
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dlhšie vzhl’adom na náročneǰśı výpočet vzdialenosti bodov od plochy. Aproximácia B-
spline plochou opät’ koṕırovala vzhl’ad bodov pomocou parametrických kriviek. Výsledok
preto vyzerá najpresneǰsie.
Záver
Aproximačné metódy sa použ́ıvajú v oblasti reverzného inžinierstva, pri ktorom sa z
hotového komponentu spätne vytvára model. Jeden zo spôsobov źıskania dát z kompo-
mentu je 3D skenovanie.
Ciel’om tejto práce bolo naštudovanie aproximačných metód pre trojrozmerné dáta, ich
spracovanie v programovacom jazyku MATLAB a použitie na konkrétne dáta źıskané z
3D skenu. Práca zač́ına teoretickou čast’ou, ktorá sa zaoberá vysvetleńım prinćıpov metód
a d’alej pokračuje na spracované a poṕısané programy. Potom bolo dôležité otestovat’
programy pre rôzne vstupy a parametre. V poslednej kapitole sme metódy porovnali pre
rozdielne dáta z 3D skenu.
Všetky metódy sú použitel’né, každá má svoje výhody. RANSAC je robustná metóda,
ktorá hl’adá optimálne riešenie pomocou minimálnej vzorky dát. Avšak optimálne riešenie
je v tomto pŕıpade subjekt́ıvne. Odv́ıja sa od preddefinovaných testovaćıch kritéríı. Metóda
najmenš́ıch štvorcov nevyberá náhodne vzorku dát, ale použije všetky dáta. Tým pádom
je výsledok pre dané body vždy rovnaký. Aproximácia B-spline plochou pracuje inak ako
predošlé dve metódy. Poč́ıta v jednotlivých st́lpcoch a riadkoch bodov B-spline krivky a z
nich vytvoŕı celú plochu. Avšak riadiace body vstupujúce do výpočtu B-spline plochy mu-
sia mat’ mriežkovú štruktúru. Namerané dáta sú väčšinou neusporiadané, preto muśıme
použit’ zvolenú interpolačnú, aproximačnú alebo štatistickú metódu na úpravu bodov do
požadového tvaru.
Pred konkrétnou aproximáciou je výhodné dáta najprv analyzovat’ a na základe toho
si vybrat’ vhodnú metódu. Pokial’ dokážeme dopredu určit’ správny matematický model,
môžeme použit’ RANSAC alebo metódu najmenš́ıch štvorcov. Pokial’ je tvar zložiteǰśı,
B-spline plocha ho bude aproximovat’ presneǰsie, ale nevyhneme sa úprave dát.
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Spline [online]. In: . 2015 [cit. 2021-04-11]. Dostupné z:
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Použité symboly a skratky
× Obyčajné násobenie mat́ıc




R Množina reálnych č́ısel
β̄ Vektor β
~u Vektor u
~u× ~v Vektorový súčin dvoch vektorov
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Zoznam pŕıloh
Zdrojové kódy v jazyku MATLAB.
Nachádzajú sa v priečinku 2021 Programy Valachova Alzbeta 200982.
RANSAC
Funkcia ransac2 poč́ıta metódou RANSAC optimálnu všeobecnú rovnicu roviny
Funkcia ransac1 poč́ıta metódou RANSAC optimálnu kvadratickú plochu
Funkcia lagrangemult poč́ıta vzdialenost’ bodu od kvadratickej plochy
Súbor vstupy ransac otestuje ransac1, ransac2 na vstupoch
Metóda najmenš́ıch štvorcov
Funkcia MNC poč́ıta metódou najmenš́ıch štvorcov optimálnu všeobecnú rovnicu roviny
Funkcia KVMNC poč́ıta metódou najmenš́ıch štvorcov optimálnu kvadratickú plochu
Súbor vstupy MNC otestuje MNC, KVMNC na vstupoch
B-spline plocha
Funkcia knotvektor poč́ıta uzlový vektor, multiplicitu a index sekvencie
Funkcia deboor poč́ıta bod nachádzajúci sa na B-spline krivke
Funkcia makegrid vyrob́ı zo vstupných bodov pravidelnú mriežku
Funkcia bsplineplocha vyrob́ı z mriežky B-spline plochu
Súbor vstupy bsplineplocha otestuje funkciu bsplineplocha na vstupoch
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