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Abstract 
 
Initially this work focuses on identifying various sizes of semantic image feature building 
blocks which can be used to represent an image as a bag of semantic image features. Then a 
modified Bag-of-Visual Words (BoW) representation method is introduced which is different 
from the typical histogram-based approach. An image is converted to a document and then to a 
binary signature to have a control over retrieval speed by reducing the feature space. Furthermore 
converting an image into a document and to study how well it behaves with text processing 
techniques which simplify the CBIR has never been atempted. Therefore, this research forcuses 
on finding the best sub-image size which can be used in BoW. Sub-image is the main building 
block of this research and hence it is characterized by color, texture and shape features using 
BoW with the feature index and the index of the nearest cluster center. Then Random Indexing 
(RI) is introduced to CBIR by applying RI on the generated text file. The performance of the 
proposed approach is evaluated using three benchmark datasets for quality, speed and robustness 
which confirms that the proposed approach has a high potential to retrieve correct images which 
in turn can be extended for a large collection. System performance is compared with existing 
systems in the literature and the results prove that our approach has superior performance over 
the other systems.   
 
Keywords: Bag-of-Words; Random Indexing; Topsig. 
©Martin Science Publishing. All Rights Reserved. 
 
 
 
 
 
 
30              Chathurani N.W.U.D / International Journal of Information Science and Intelligent System           (2015) 
 
1. Introduction 
 
Developing a Content-Bases Image Retrieval (CBIR) system for general-purpose image 
databases with semantically accurate retrieval is a cumbersome due to a number of reasons such 
as large size of the database, the gap between the high-level semantic concepts required by the 
system users and the low-level visual features extracted from the images namely semantic gap 
[14]. Many researchers have addressed this problem from different points of view. Local 
representation is a simple approach that tries to achieve better retrieval performance by reducing 
the semantic gap. Local representation can be derived from the points of interest, sub-images or 
regions which are gained by decomposing full image into parts. In the literature, most region-
based approaches rely on image segmentation.  
 
However, a precise image segmentation method that can be applied to general image 
collections has not yet been found. In the absence of an accurate segmentation approach, a sliding 
window approach over location and scale has shown to be quite effective in [2]. Therefore, grid-
based CBIR approaches have been proposed [1][2][14][28] to improve retrieval performance, but 
only few studies were done in the past. Primary advantage of the grid-based approach over 
segmentation is the less computational complexity. The main building block of this research is 
image block which is derived from grid-based image decomposition. In the next step Bag of 
Visual Words (BoW) approach is used, to represent images using extracted features, from the 
image blocks. Finally the feature space is reduced using random indexing (RI) and generate 
binary image signatures. 
 
Among different techniques for local feature representations, BoW is one of the most powerful 
techniques and has shown good retrieval performance [3][5]. In the BoW approach, visual 
vocabulary is performed through grouping similar local features together. Each of these group 
has a center, and that cluster center is treated as a word. Finally a histogram is generated for each 
image by mapping sub-image features to the cluster center. Typical BoW approaches have used 
histogram by frequency of the occurrence of each word, with different variations. 
 
 Converting an image to a document using the generated visual words, achieving good 
performance from this representation and its usability to CBIR are hidden objectives that is not 
yet considered by any researchers. It is an interesting research to find out how well it cope with, 
related to BoW. If this research is supposed to adopt approaches that work well for text searching 
in the CBIR domain, it must find a representation which has an analogy with text words in image 
features.  This research looks into identifying various size of semantic image feature building 
blocks which can be used to represent an image as a bag of semantic image features. The 
complication is that while a text vocabulary is small and discrete, English has 26 letters, tens of 
thousands of words in a dictionary, and several million words in large open collections such as 
Wikipedia. Image “vocabulary” is significantly much larger and varies. The semantic gap in 
CBIR queries is much larger than text information retrieval queries. However, feature descriptors 
are required, to generate the BoW from the image blocks and they are critical for accurate 
retrieval.  
 
General images may contain all the types of images and therefore need a combination of  color, 
texture and shape features to address a general collection. Querying by color, texture, shape or 
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one of the combinations of these features has been proposed in several systems 
[1][2][3][4][5][6][7][8][9]. Significance of the feature and the computational complexity must be 
taken in to count when selecting the features. If a feature is selected which has significant 
performance in retrieval quality but has high computational cost, whole system may depend on 
that particular feature. Authors found that generic fourier descriptor has high capability in 
retrieving general images and it has properties of translational, rotational, scale invariance, 
robustness to noise and occlusion [13] but is computationally complex. Therefore it is unable to 
use in a system which need fast processing. Moreover attention must be given to dimensionality  
of the descriptors and the representation.  
 
Descriptors' dimensionality highly influences the performance  of CBIR. Therefore different 
dimension reduction techniques have been proposed and used in the literature such as latent 
semantic analysis and principal component analysis [16][17][18]. However these are 
computationally complex and relearning is needed with a new addition which is time consuming. 
RI has been used and has shown great promise as a dimensionality-reduction technique in text 
retrieval [15][16]. Compared to the other methodologies RI has low computational cost, lower 
complexity, competitive accuracy, and most importantly it is an incremental approach. RI can be 
used in image retrieval and can achieve all the benefits of it. If we consider the BoW approach, it 
is a precise representation but it suffers from curse of dimensionality. Therefore, RI can be used 
to reduce the feature space of BoW representation. 
 
BoW has been used for local image representation but not for grid-based approaches may be 
because the generated features may not be enough to use in BoW approach, where a few image 
blocks are generated from an image. In this paper authors propose a grid-based approach for 
CBIR. In this research it tries to identify various sizes of semantic image feature building blocks 
which can be used to represent an image as a bag of semantic image features. Finally the most 
suitable size is selected and used for the representation. Combination of color, texture and shape 
descriptors are used to extract features from the building blocks. Then unlike the histogram-based 
representation independent vocabularies are generated from the extracted features and converts 
the images to the documents with the help of these vocabularies using feature index, and cluster 
index. Then the generated document is converted to binary signature using RI to get rid of the 
curse of dimensionality. Finally the system tries to balance the retrieval quality and speed. Good 
performance is achieved without burdening the system and the user. 
 
The rest of the paper is organized as follows. Section 2 outlines the previous work done related 
to the proposed work and brief the difference of the proposed system with the existing ones, and 
the reasons for using proposed and selected approaches. Section 3 gives detailed exposition of the 
proposed grid-based CBIR approach. Section 4 provides details of the experiment and the 
obtained results. Conclusions are drawn from the research findings are included in Section 5. 
 
2. Previous Related Work 
 
2.1 Segmentation and Grid-based Approaches 
 
In the literature most sub-image representations are region-based and there are two categories 
which relies on automatic region segmentation, and on human perception to define regions [7][8]. 
However there are some difficulties in using image segmentation in CBIR. Objects identification 
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using automatic segmentation which is based on visual features is an open problem still in the 
research community. Therefore most of the time segmented regions are not semantically 
meaningful (ex: natural scenes) though they are computationally complex. In the second category 
users are considered to be in loop to get more accurate image segmentation by giving them an 
opportunity to select regions-of-interest. It is a burden to the users and hence infeasible for large 
datasets. As these methods create some computational problems and limitation, [14] alternative 
method has been proposed for image decomposition. In this paper authors have proposed grid-
based approach and have experimentally showed that good performance can be achieved, while 
maintain low computational cost. However different grid-based representation schemes have 
been proposed [1][2]. In these systems [2] each sub-image is compared independently to match 
with the full image which is time consuming. However in the above cases BoW approach has not 
been used for representation and these cases failed to test the appropriate size to be used.   
 
Therefore, with this motivation of testing appropriate image size, grid-based approach for 
CBIR is proposed without considering precise image segmentation. Advantage of the grid-based 
approach over segmentation is computational simplicity. It improves retrieval performance and 
reduces the noise generated from background (in global representation it is a mix of foreground 
and background information). This work is based on block (grid) based representation. Basic unit 
that used to extract features are image blocks. These image blocks are used to generate visual 
vocabularies. Features are extracted from each block to generate feature database.  
 
2.2 Feature Selection 
 
Feature Extraction is an important step and it is responsible for the quality of the retrieval 
performance in CBIR. Color, texture, shape features have been used in CBIR systems in different 
ways [2][4][5][6][9][11]. Color is an important feature and there are number of color spaces 
available to use. Texture feature is important when describing the real world images. Shape 
feature helps when dealing with objects. Therefore a combination of these features 
[2][3][4][6][7][8][9] is the best solution for better performance. Mostly a number of features have 
been used in grid-based approaches as to achieve better retrieval performance [1][2].  Therefore, 
Combination of color, texture, shape features and gist feature is used in this research.   
 
2.3 Bag of Visual Word Representation 
 
Grid-based image decomposition methods always use absolute feature vector like global image 
representation  [1][2]. However this method can be used only when the dataset is small and if 
there are small number of sub-images generated from an image. Here, a high dimensional feature 
vector is generated or independent distances of sub-images are summed together to use in 
distance measure. Another way is to use bipartite graph which map each sub-image to get 
retrieval results, [2] but computational time for image searching is very high. The bag-of-visual-
features method is largely inspired by the BoW [3] concept which has been used in text. 
Especially it is simple and has shown good performance. Therefore BoW approach has found to 
be an excellent representation of local features.  
 
In typical BoW models visual codebook is formed by clustering image features that are 
extracted from sub-images or points of the interest in the database. Similar features are gathered 
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and cluster centers are generated which are used as visual words. Feature vectors are mapped to 
those visual words and each image is represented as a histogram of visual words which keep the 
record of the occurrences of each word that appear in the image. This vector representation is 
sparse and large in dimension, It will be useful to use a dense representation to represent images 
using BoW as it will reduces the computational cost and memory requirement. Authors believe 
that this will help to improve performance. This form of image representation as a text record is 
never been covered in any related research activities.  
 
Therefore, this research work proposes a dense BoW approach which converts an image to a 
text document (sub-image is equivalent to paragraph) and study how well it perform in CBIR. 
Even though, BoW representation of images has its own advantages, it still has the curse of 
dimensionality. Most importantly  this dense text representation is not affected by that curse.   
 
2.4 Dimensionality Reduction 
 
The speed of the retrieval process can be increased by reducing the dimensions of the features. 
However there is a trade-off between retrieval quality and retrieval speed. Features encoded in a 
lower dimensional space must contain enough information to distinguish between classes of 
images and to perform well. The well-known techniques used in CBIR include wavelet transform 
(WT) [17], discrete cosine transform (DCT) [17], latent semantic analysis (LSA) [16], principal 
component analysis (PCA) [18], singular value decomposition (SVD) [18] and locality sensitive 
hashing (LSH) [16]. Most of these techniques are computationally complex and they need to be 
relearnt after including the new addition. These issues must be considered when reducing the 
dimension.  
 
RI is a promising technique to reduce the dimensionality in text retrieval [15][16]. Compared 
to other methodologies RI has low computational cost, lower complexity, competitive accuracy, 
and most importantly it is an incremental approach. Therefore in this research RI is used for 
dimensionality reduction with the Topsig [19] which is available in open source, and used to 
generate and search signatures in the proposed system. 
 
3. Proposed Work 
 
This work mainly focuses on creating an image representation based on blocks (grid) and these 
image blocks are the basic units for visual representation. Feature extraction for visual 
representation and generation of visual vocabularies are done using the generated image blocks 
from the database. The motivation of the proposed grid-based representation is to receive better 
performance in retrieval quality by reducing the influence of noise coming from mixing of 
background and foreground data while reducing the computational cost and complexity. Two 
new image decomposition methods are introduced and tested. Feature descriptors are used to 
extract image features from the blocks. A set of image features which covers color, texture, and 
shape features are used. Best suitable image descriptors are selected from the experiments. 
However, selection criteria used for the image descriptors is not described in this paper as it is not 
the main target of this research article. The motivation of using these features descriptors are to 
address heterogeneous datasets. BoW approach is used to represent the extracted features. The 
motivation of using BoW approach is to have precise representation which helps to achieve better 
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retrieval quality while maintaining low computational cost and simplicity. Furthermore it is 
suitable for large databases as it scales efficiently to large collections. Modified BoW 
representation approach is proposed which converts an image to a document. The proposed BoW 
representation is different from typical BoW approach from the presentation and method of the 
similarity measure. The descriptors' dimensionality is important and heavily influences the 
complexity of the similarity measure in retrieval. Therefore to speed up the retrieval, dimension 
of the representation must be reduced, while maintaining enough information to usefully 
distinguish between classes of images. This research uses RI to reduce the dimension and 
generate image signatures. The motivation for using signatures to represent images comes from 
the fact, that computation time quickly becomes a bottleneck when dealing with large databases 
but signature search engines can solve this problem and retrieve results from web-scale 
collections in milliseconds.  
 
This block-based method comprises five processing steps; image decomposition, low-level 
feature extraction, distance computation and vocabularies generation, image signature generation 
by reducing the representation space, finally indexing and searching. This research contributes 
mainly in two fields; identifying various sizes of semantic image feature building blocks which 
can be used to represent an image as a bag of semantic image features and proposing new grid-
based approach, introducing modified BoW representation method to convert an image to a 
document and study the behavior, as brief and they are introduced in the following section. The 
framework of the proposed grid-based CBIR approach is as shown in figure 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The framework of the proposed grid-based CBIR approach 
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3.1 Proposed Grid Representation 
 
Firstly, an appropriate method to decompose the image is devised in this research on grid-
based implementation. Different image decomposition methods are tested and from that 
experimental evaluation it is found that 3 by 3 grid framework is the best way to partition the 
images for BoW representation. Each image is divided into non overlapping sub-images as in 
figure 2.a and 2.b and generate 9 sub-images. 
 
However, this research proposes a new circular image decomposition method having the 
hypothesis that the circular image decomposition will improve the performance as this 
representation can achieve scale invariance property with the help of normalization as image 
division starts from the center of the image, if object stays in the middle. Those sub-images can 
touch bigger area than 3 by 3 grid and especially if the object stays in the middle of the images, 
all the sub-images will touch the object. Circular image decomposition is as shown in figure 2.c. 
 
                   
 
 
 
 
 
                                     (a)                                    (b)                             (c) 
Figure 2. Sub-image generation using grid-based approach (a) and (b) and circular 
decomposition approach (c) 
These are the main blocks which are used to extract features from images. The proposed image 
decomposition methods are tested on three benchmark datasets and it is described in evaluation 
section.  
 
3.2 Feature Extraction 
 
Feature extraction plays a major role in CBIR. As a single feature is not adequate to 
differentiate images, a set of descriptors are used to extract image features which covers color, 
texture, and shape features. Each sub-image is represented by a combination of low-level features 
including GIST feature. 
Color : Color is the most straightforward visual feature that used  in CBIR. Color can be 
represented in many ways. The most commonly used color descriptors are color histogram, color 
moments, color coherence vectors and color correlogram. First the three most popular descriptors 
are selected for this system. Color features are relatively robust and simple to represent. The color 
histogram is efficient and insensitive to small changes in camera view point. The color histogram 
was adopted from [20] as it achieved better retrieval results using the YCbCr color space, 
providing a closer match with human perception. First order (mean), the second order (variance), 
and the third order (skewness) moments are proven to be the effective and efficient way to 
represent color distribution and are used here. The color coherence vector is introduced to 
incorporate spatial information into the color histogram. Each pixel in a color bucket is classified 
as coherent or incoherent. Eight color components are used in this approach. 
1 2 3
4 5 6
7 8 9
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Texture : Notwithstanding the fact that texture is not well defined, it is very helpful in 
describing real world images. As for the color, well known two texture descriptors are selected. 
They are Gabor wavelet and Edge histogram descriptor. Five scales and eight orientations are 
used for the Gabor wavelet  and the rotation and scale invariance property is achieved by simple 
circular shift operation proposed in [21]. Mean and standard deviation of each filter are used as 
the feature vector. The Edge histogram descriptor effectively describes heterogeneous textures 
[22]. It captures the spatial distribution of edges and helps to extract different textures using five 
filters. 
Shape : Although the shape feature is not well defined there are several shape descriptors used 
in CBIR. The most common invariant moments are used as shape features. The invariant 
moments are compact representation on pixel distribution of a shape image. Moments are limited 
to seven by the calculation, as the use of higher order moments result in being sensitive to noise 
and hence cause hindrance to accuracy. 
GIST : The GIST descriptor describes the spatial envelope of the image and has shown good  
retrieval performance [23] in the literature. So the GIST feature is used in this approach as well. 
This system uses code developed for the SUN database [24] where grayscale with eight 
orientations and three scales are used. 
The above mentioned features are used to improve the retrieval performance of a general 
dataset. 
 
3.3 Proposed Bag of Visual Word Representation 
 
Extracted image features must be represented in a way that the proposed method can be used to 
search images. As features are extracted from the sub-images, the feature database is 
considerably large. Therefore precise representation must be selected which can be used to 
convert an image into a text document. Therefore it is necessary to adapt the BoW approach 
which can generate words from the values.  
 
It is necessary to select an appropriate multidimensional indexing algorithm to index the 
features. Clustering is a promising technique among indexing techniques. It is necessary to 
cluster the image features in order to obtain discrete representation of feature sets. K-means is 
one of the simplest and best-known unsupervised clustering algorithms that can be easily 
implemented for feature vocabulary generation. Therefore K-means is used for clustering. 
 
The process of converting the images to the documents is described in steps as follows： 
 
Step 01 : Firstly features are extracted from the sub-images. Each feature is given an index fi 
to denote it within the text representation. where fi ϵ {1,....,N} and N is the number of features 
used in the system. 
Step 02 : Generate visual vocabulary for each feature independently using feature sets using 
simple K-means. Each feature set is clustered and each centroid is given a cluster number ck 
where ck ϵ {1,....,C}. Here, C  is the vocabulary size. Each centroid is considered as a word.  
Step 03 : Find appropriate visual words from these vocabularies through codebook lookup of 
each raw sub-image feature. 
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Step 04 : Each sub-image is represented using words as  { }ki cfI _= ,  i  {1,....,ϵ N} and j  {1,......,ϵ C}, 
where fi is the feature index and ck is the index of the nearest cluster center. 
Step 05 : Finally full image is reprsented as IM_full where 
afull IIM __ = ,  a  {1,....,ϵ M}.  
Here, Ia is a sub-image representation and M is the number of sub-images in an image. 
 
This BoW representation has a different representation than a typical histogram based 
representation which counts the occurrence of each word appearing in the image. The images are 
represented symbolically, just like text, by using the codebook label of each cluster as a visual 
word to encode the feature as described in step 4 and 5. Then the images will be converted into 
documents. Sub-image can be considered as paragraph in a document and thus the full image is 
the document. By this stage the image processing is translated to the text processing. 
 
3.4 Dimensionality Reduction 
 
The descriptors' dimensionality is important and heavily influences the complexity of the 
similarity measure in retrieval, and the memory requirement. Therefore it is important to consider 
the feature dimension to improve searching speed. The BoW approach gives precise 
representation, but still deals with high-dimensionality data, which presents scalability challenges. 
Therefore, dimensionality of the representation is reduced as much as possible while keeping 
enough information to differentiate images. 
 
There are several approaches available for dimensionality reduction including RI [25], which is 
an efficient, scalable and incremental approach, based on random projection to avoid the 
computational cost for matrix factorization [19]. One prime advantage of RI is that it can work 
directly with symbolic features. For instance, RI works directly with words in the converted 
documents. Therefore, RI is used effectively in text retrieval applications to reduce the 
dimensionality of documents without significant degradation in retrieval quality. Furthermore, it 
can produce binary image signatures. The representation of objects as bit vectors lends itself to 
efficient processing, with low level bitwise operations supported on all conventional processor 
architectures. Most importantly, RI can be performed incrementally aligning with the new data 
arrival and, it is crucial for online systems. Therefore in this research, RI approach is used for 
dimensionality reduction and to create image signatures. This allows the feature vector space to 
be reduced in dimensionality without expensive factorization such as, latent semantic analysis 
(LSA) techniques. Seeding a pseudorandom number generator with the feature hash, and then 
generating a feature signature. That is used to create pseudo-random sparse ternary feature vector 
having values from {-1,0,1}. A common choice with RI is to assign the proportion of vector 
elements with each value {-1,0,+1} to be 1/6, 2/3 and 1/6 respectively. All feature vectors of the 
entire image and its sub-images, are then summed to produce a single image index vector. The 
image index vector is then squashed into a binary signature by assigning bit '1' to positive values 
and bit '0' to negative values. Similar images sharing similar features will contain similar 
signatures. 
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3.5 Indexing and Searching 
Figure 3.  Top 20 images of some queries in 1st dataset and 2nd dataset (Top left is the query 
image) 
As this research uses image signatures as the final image representation, a special indexing 
mechanism is not used.  So, image signatures are kept as a list. Signature search engines search 
millions of images in a sequential search. This approach uses a signature search-engine to search 
image signatures [19][26] which is available in open source. Therefore this approach inherits 
scalability of the signature search engine.  
As image signatures are in binary format, signatures are compared by taking the bitwise 
(Hamming) distance between them for searching. This technique can be used as a highly efficient  
replacement for a cosine similarity calculation in the original feature vector space [19].  
Top 20 retrieved results for some queries are shown in the figure 3 covering 1st dataset and 2nd 
dataset. In those images all most all are correct matches, in first 20 except one or two miss 
matches. From this, we can see even with the1024 bit signature size it has achieved good 
performance. 
 
4. Experiments 
 
4.1 Datasets 
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Table 1.  Datasets that used for the evaluation with their class names and class sizes (a) Wang 
dataset, (b) Oliva & Torralba dataset (c) MIRFlickr25000 dataset 
 
 
                    (a)                                         (b)                                                     (c)     
The Wang dataset [6]  (1st dataset) of 1000 images is used for both evaluation of the system 
and comparison. The Wang dataset of 1000 images is a subset of manually selected images from 
the Corel image database and it was previously used in CBIR as a standard dataset for evaluation 
purposes; Hence, it is convenient to re-use it during this evaluation since it provides a baseline 
for the comparison with other independently developed and tested approaches. It consists of 10 
classes with 100 images in each category and the available categories are listed in the table 1.a. 
Images are in JPEG format with the resolution of 384x256 or 256x384. 
 
For further validation Oliva and Torralba dataset [30] (2nd dataset) is used. It includes 2688 
images classified into eight categories and available categories are listed in the table 1.b. Images 
are in JPEG format with the resolution of 256x256. As these datasets are well classified, it was  
possible to quantitatively evaluate and compare the performance.  
 
MIR Flickr25000 dataset [27] is an image collection consisting of 25000 images that were 
downloaded from the social photography site Flickr.com. These images are representative of a 
generic domain and provide user tags associated to the images. This dataset has 38 labels 
including 24 pre-annotations (potential labels) and 14 regular annotations (relevant labels) with 
24 classes which are listed in table 1.c.  
 
These datasets will be addressed as 1st dataset and 2nd dataset 3rd dataset in this section. 
                   
4.2 Evaluation Measure 
 
Mean Average Precision (MAP): The most common evaluation measure in information 
retrieval is precision and it is used to evaluate the proposed grid-based CBIR approach. Precision 
is the fraction of retrieved images that are relevant to the query and it is defined as equation 1 
Potential Labels 
sky clouds water sea
river lake people portra
it
male female baby night
plant 
life
tree flower anim
als
dog bird structures sunse
t
indoor transport car 
Relevant Labels 
clouds sea lake river
night tree flower dog
bird car people baby
female male portrait 
Class 
ID 
Class 
Name  
Class 
Size 
01 Coast 
(beach)
360
02 Country 
side
410
03 Forest 328
04 Mountain 374
05 Highway 260
06 Street 292
07 City 
centre
308
08 Tall 
buildings 
356
Class 
ID 
Class 
Name  
Class 
Size 
 
 01 African 
people  
100 
02 Beach 100 
03 Buildings 100 
04 Buses 100 
05 Dinosaurs 100 
06 Elephants 100 
07 Flowers 100 
08 Horses 100 
09 Mountains
(glacier) 
100 
10 Food 100 
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{ } { }
{ }imagesRetrieved
imagesRetrievedimagesRelevant
Precision
∩=
                                     (1)
 
Where the average Precision for each class P(c) is defined as equation 2. Here, c is the class 
index ( Cc ≤≤1 ) and C is the number of classes in the dataset. (C=10 for 1st dataset and C=8 for 
2nd dataset)  
                                                     
( ) ∑
=
=
N
i
ip
N
cP
1
)(1
                                                  (2)      
 
Where p(i) is the average precision of ith query image and N is the number of images used for 
evaluation. 
Finally mean average precision (MAP) is calculated using equation 3 to calculate the overall 
precision. 
                                                            
∑
=
=
C
j
jP
C
MAP
1
)(1
                                                     (3) 
Where P(j) is the average precision of jth image class and C is the number of classed in the 
dataset. 
 
Average Normalized Modified Retrieval Rank (ANMRR) : Average Normalized Modified 
Retrieval Rank (ANMRR) [29] measure is used to counter the bias introduced by different sizes 
of ground truth sets. The ANMRR is used in MPEG-7 standardization process to quantitatively 
compare the retrieval accuracy. Ranking information is an important issue for retrieval  
performance. This ANMRR measure incorporates precision, recall measures and rank 
information. This value is defined as follows;  
 
Consider a query q 
NG(q) : The number of ground truth images for a query q.       
K(q)    : The top ranked retrieval results for query q,  
where K(q) = min(4 * NG(q), 2* max{NG(q)) as size of ground truth set is normally unequal. 
Rank(k): rank of a ground truth  image k in retrieval results. 
Rank(k) is defined as;  
                                              
( )
)(
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)(
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)(25.1
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qK
qK
krank
krankif
qK
krank
kRank >
≤
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∗=                                               (4)
 
Average rank AVR(q) of the images for query q is defined as; 
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=
=
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1
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k
kRank
qNG
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                                                     (5)
 
To minimize the influence in NG(q),a modified retrieval rank (MRR) is defined as;                 
                                                       ( ) [ ])(15.0)( qNGqAVRqMRR −−=                                              (6) 
Still the upper bound  depends on NG(q). To normalize the value, normalized modified retrieval 
rank (NMRR) is defined as; 
                                                     
( ) [ ])(15.0)(25.1
)(
qNGqK
qMRRqNMRR +−∗=                                         (7)
 
NMRR(q) has values between 0 (indicating whole ground truth found) and 1 (indicating nothing 
found) irrespective of the size of ground truth.  
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Finally consider average of NMRR of all queries using equation 8.                                   
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=
=
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q
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NQ
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1
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                                           (8) 
 
4.3 Experiments 
 
In Experiments a retrieved image is considered as correct match if and only if it is in the same 
class as query image. Each image in the database is used as a query image and top list is retrieved. 
Then using these retrieval output, precision is calculated for each class (AP of the class) and for 
the whole dataset (Mean Average Precision (MAP)) with the first 20 retrieved images and 100 
retrieved images. As all the classes have 100 images, precision, recall, and accuracy are the same 
when considering first 100 for 1st dataset 
 
As 2nd dataset has various class sizes, ANMRR measure is calculated. R-precision is calculated 
for 3rd dataset as it has large class sizes and overlapping classes. 
 
A. Indentifying Suitable Block Sizes 
 
As primary contribution is to give precise image decomposition method, precision of different 
decomposition methods are tested. Four different experiment have done as follows; 
 
Experiment 1 : Different sub-image sizes are tested. Sub-image size 16*16, 32*32, 64*64, 
and 128*128 are tested and found that 16*16 and 32* 32 (MAP = 0.575 and 0.602 respectively) 
give inferior performance than the other two. The reason may be the image size less than 64*64 
may be not enough to extract features. Sub-image size 64*64 gives the best among all. Sub-
image size 128*128 (MAP=0.599) gives inferior performance is than 64*64  (MAP = 0.654) may 
be due to lack of information to differentiate images as less data to generate vocabularies. These 
experiments conclude that image decomposition with the size of 64*64 sub-image is best to use 
in grid-based CBIR among selected sizes. 
 
Experiment 2  : As it is found that 64*64 is the best among all the tested sub-image sizes, 
overlapping sub-image generation is tested by moving a window of 64*64. It shows promising 
performance in retrieval quality  with the MAP of 0.71, which is substantially transcend that of 
the non overlapping 64*64 sized sub-images (MAP of 0.654).    
 
Experiment 3 : Without stopping at this stage grid-based image decomposition is tested. In 
this experiment images are sub divided as 2 by 2 grid, 3 by 3grid, 4 by 4 grid and 5 by 5 grid. 2 
by 2 and 4 by 4 are same as 128*128 and 64*64. Among these image partioning methods 3 by 3 
grid-based image sub-division gives the best performance in the retrieval quality by gaining MAP 
of 0.727.  
 
Experiment 4 : The proposed circular image decomposition method which is described in 
section 3 was tested. Although it achieves good performance (MAP = 0.684), it does not perform 
as expected (the authors expected to get superior performance than grid-based). But the MAP 
only inferior to the methods of image decomposing by 3 by 3 grid and 64*64 overlapping. The 
authors assume this will work images with only objects at the center as it gives superior 
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performance for some classes like faces, dinosaurs. Further experiments must be done to confirm 
the behavior. 
 
From all of the image decomposition methods, 3 by 3 grid-based image decomposition gives 
the best results (MAP = 0.727). From the results of the experiments it is concluded that image 
sub-division to 3 by 3 blocks is the best way to partition. From this we can say that sub-image 
size around 80*80 is better to be used as the sub-image size for feature extraction. It must be 
mentioned that all the images have taken to 256* 256 size during these experiments. 
 
MAP of these image portioning methods are compared on the 1st dataset and it is as shown in 
figure 4. All the image signatures are of size 16384 bits and same un optimized feature setting is 
used in this experiment, as the final target was only to find the best suitable sub-image size. 
 
Figure 4.  Mean average precision with different sub-images sizes for the 1st dataset (MAP @ 
20) 
 
B. Identifying Suitable Image Signature Size 
 
Signature size can be chosen based on the retrieval speed and quality. Higher or smaller 
signature size can be selected based on the targeted parameter of retrieval quality or speed 
respectively. Hence, a medium sized signature ensures the trade off between the retrieval quality 
and speed. Different signature sizes were tested in the early stages of this research to study the 
the behavior, for different feature setting which was not optimized. Same signature sizes are 
tested for this setting and it is shown in figure 5. To confirm it further, same test was run on the 
2nd dataset with unoptimozed (old) feature setting as well as optimized (new) feature setting and 
they are shown in red lines. 
 
Table 2 gives a detail explanation, it shows how the AP and MAP varies with the signature 
sizes on 1st dataset. As we need to maintain the retrieval quality and speed, 1024 bit signature 
size is used for all the experiments. Even 64 bit signature size achieves more than 50% (MAP = 
0.55) precision which is considerable. 4480 bits are necessary to represent a typical histogram 
and the proposed approach has achieved similar performance in quality, to the histogram-based 
results even with 1024 bit signature size (histogram-based -> MAP = 0.807 and signature-based 
with the size of 1024 bits -> MAP = 0.803). 
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From these experiments it can be concluded that variation in the performance of the retrieval 
quality with the signature size has a same pattern. Precision is increasing up to a certain signature 
size and again starts to decrease the performance. From this it can be concluded that large 
signature size will not give higher performance always because long signatures may have 
overlappings after particular length. The next subsection analyses the performance obtained 
during the experiment. For the experiment 1024 signature size is used as we need to blance the 
trade-off between retrieval quality and speed. 
 
 
Figure 5. Performance variation with the signature size for 1st and 2nd datasets with the reference 
(old representation) (MAP@20) 
 
Table 2. Average Precision (AP) of each class along with whole dataset with different signature 
size (AP for the top 20 images) for the 1st dataset   
C. System Performance 
 
Retrieval Quality : 
 
Class Signature Size (in bits) 
64 128 256 512 1024 2048 4096 8192 16384 32768 65536
Africans 0.48 0.60 0.64 0.68 0.71 0.71 0.73 0.75 0.75 0.74 0.73
Beach 0.50 0.54 0.58 0.61 0.65 0.65 0.66 0.67 0.68 0.68 0.67
Building 0.41 0.47 0.52 0.49 0.51 0.51 0.53 0.53 0.53 0.52 0.53
Bus 0.40 0.58 0.75 0.82 0.85 0.85 0.85 0.86 0.85 0.85 0.85
Dinosaur 0.80 0.98 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Elephant 0.55 0.76 0.78 0.86 0.81 0.88 0.86 0.86 0.85 0.87 0.86
Flower 0.74 0.92 0.91 0.95 0.96 0.96 0.98 0.98 0.98 0.97 0.98
Horse 0.64 0.86 0.92 0.94 0.95 0.97 0.97 0.98 0.97 0.97 0.97
Mountain 0.30 0.45 0.63 0.67 0.74 0.73 0.75 0.77 0.78 0.78 0.77
Food 0.69 0.74 0.81 0.83 0.85 0.84 0.85 0.86 0.85 0.86 0.86
Average 
Precision  
0.55 0.69 0.75 0.78 0.80 0.81 0.81 0.82 0.82 0.82 0.82
0.55 0.69 0.75 0.79 0.80 0.81 0.82 0.83 0.82 0.82 0.82
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Retrieval quality of the proposed approach is tested on all datasets. MAP@N (N is the number 
of images retrieved at a time) is calculated for the 1st and 2nd dataset starts from N=5 until N=100 
and it is shown in figure 6. MAP@100 is 0.61 and 0.64 for the 1st and 2nd dataset respectively. 
Both the datasets have achieved more than 50% accuracy in retrieval which is great as a measure.  
 
As the 2nd dataset has different class sizes, the retrieval quality depends on the class sizes. 
Therefore ANMRR measure is calculated for both the datasets and it is shown in table 3. If 
ANMRR value is near to zero, then the system has good potential to retrieve correct images 
irrespective of the size of ground truth. ANMRR = 0.1638  and 0. 2333 means that the proposed 
approach has good potential. 
 
 
Figure 6. Mean Average Precision at N for 1st and 2nd datasets (MAP@N) 
 
Table 3. ANMRR measure of the proposed approach for the two datasets 
Dataset ANMRR  
1st Dataset 0.1638 
2nd Dataset 0.2333 
 
R-Precision is calculated for the 3rd dataset and average R-precision is calculated at the end 
and it is 0.284. Here R is the number of relevant images to the topic. It can easily achieve high 
values for MAP@20 and MAP@100, as the class sizes are bigger and classes have many 
overlappings. There is more possibility to get correct images in first of the list itself. AP, 
ANMRR and R-Precision is calculated on the datasets and the results confirmed the strength of 
proposed approach to retrieve correct images. AP is calculated at first 20 and first 100 for 1st and 
2nd datasets for comparison. Retrieval quality is compared with existing grid-based and other 
local representations. Table 4 and table 5 shows the performance comparison with the existing 
systems for AP@20 and AP@100 based on the 1st dataset. Table 6 shows the performance 
comparison with an existing region-based approach for MAP@50 on the 2nd dataset. Compared 
results shows that the proposed approach has high ability to retrieve correct images as it shows 
much improved MAP over the other systems. MAP of the proposed system is the highest 
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(MAP@20 = 0.8 and MAP@100 = 0.61 for 1st dataset and MAP@50 = 0.711 for 2nd dataset) for 
all the cases. Bold values are the highest AP of each class among compared systems. 
 
Table 4. Average Precision (AP) of each 
class along with whole dataset with 
performance in the literature (AP@20) for the 
1st dataset 
 
Class  
ID 
2005 
[1] 
2007 
[2] 
2011 
[3] 
2011 
[4] 
2013 
[5] 
Grid-
based
01 0.23 0.48 0.57 0.90 0.70 0.71
02 0.23 0.34 0.58 0.38 0.28 0.65
03 0.23 0.36 0.43 0.72 0.56 0.51
04 0.23 0.61 0.93 0.49 0.84 0.85
05 0.23 0.95 0.98 1.00 0.81 1.00
06 0.23 0.48 0.58 0.39 0.58 0.81
07 0.23 0.61 0.83 0.56 0.55 0.96
08 0.23 0.74 0.68 0.87 0.87 0.95
09 0.23 0.42 0.46 0.45 0.48 0.74
10 0.23 0.50 0.53 0.87 0.66 0.85
AP 0.23 0.55 0.66 0.66 0.63 0.80
Table 5. Average Precision (AP) of each 
class along with whole dataset with 
performance in the literature (AP@100) for the 
1st dataset 
 
Class 
ID
2000 
[7]
2002 
[8]
2008 
[9]
2009 
[10] 
2012 
[11] 
Grid-
based
01 0.48 0.47 0.48 0.45 0.49 0.49
02 0.33 0.33 0.34 0.35 0.40 0.44
03 0.33 0.33 0.33 0.35 0.39 0.35
04 0.36 0.60 0.52 0.60 0.58 0.61
05 0.98 0.95 0.95 0.95 0.96 0.93
06 0.40 0.25 0.40 0.60 0.50 0.53
07 0.40 0.63 0.60 0.65 0.75 0.80
08 0.72 0.63 0.70 0.70 0.80 0.72
09 0.34 0.25 0.36 0.40 0.40 0.44
10 0.34 0.49 0.46 0.40 0.51 0.58
AP 0.47 0.49 0.51 0.55 0.55 0.59 
 
Table 6. Average Precision (AP) of each class along with whole dataset with the perform in the 
literature (AP@50 ) for the 2nd dataset 
Class ID Region-based [12] Grid-based 
01 0.84 0.60
02 0.50 0.50
03 0.76 0.84
04 0.80 0.67
05 0.62 0.74
06 0.44 0.93
07 0.38 0.66
08 0.73
AP 0.620 0.711 
 
Speed : 
 
In our computational configuration, the average time needed to extract the used features from a 
256 by 256 image is 2.3823 seconds on average, for Windows Core i5, 1.8GHz, and MATLAB 
platform for image processing. 
 
The matching speed is fast and it takes only around 2.886 milliseconds per query to search 
25000 with the 1024 bit signature size. Time needed for image search is higher with the signature 
size. It takes 9.831 milliseconds per query to search 25000 with the 16384 bit signature size.  
 
The overall system has potential to be extended for application in large-scale image databases. 
The speed at which a signature can be generated is limited by the complexity of feature extraction, 
essentially conventional image processing and not by random RI which consumes negligible 
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Brighten 20% 
Rotate 30o 
Sharpening with 15*15 Gaussian Filter 
High Saturated (20%) 
Horizontal and Vertical Flip 
Cropped 20% 
Blur with 15*15 Gaussian Filter 
Low Saturated (20%)  
Darken 20% 
amount of time, by comparison. When the query image is in the database, it only takes time to 
match. Feature extraction take place offline would not affect the performance of the system. If the 
query is new it will take 2.3823 + 0.0028 seconds for image searching. 
 
Robustness : 
                               
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. The Robustness of the proposed approach to image alternations. The first image is the 
query image and other five are the first five retrieved images 
 
Simple experiment is done to check the robustness of the proposed method by taking 10 
random images from each class from the 1st dataset. Authors need to confirm whether there is a 
huge variation in results. All these 100 images have modified with different changes;  blurring 
and sharpening with 15 by 15 Gaussian filter,  increasing and decreasing saturation by 20%, 
cropping (20%), rotating (by 30o), darkening (20%), brightening (20%) and flipping horizontal 
and vertical the images. The system is fairly robust to image alternations like blurring, sharpness 
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variations, saturation changes, horizontal and vertical flipping, changes in brightness, rotating 
and cropping in to some extent. Always the unmodified query images stays in first five images, 
and most of the time as first. As system is robust even with the grid-based approach, it can be 
concluded that it can be achieved best results with a good combination of techniques. Examples 
for each case as shown in figure 7 shows some query examples with first five matches for 
different alternations of the images. 
 
5. Conclusions and Future Work 
 
A simple grid-based and circular image decomposition methods are proposed. Grid-based 
approach is used based on the optimum size of semantic image feature building blocks which can 
be used to represent an image as a bag of semantic image features. It is identified that best 
suitable sub-image size is 80*80 in average to extract image features from 256*256 images for a 
grid-based approach. Moreover proposed a BoW representation approach to convert an image to 
a document and study the behavior and the performance by taking image processing into text 
processing. RI which is used in text retrieval is used to generate binary string which is the final 
outcome. Furthermore It is shown that how the performance and speed vary with the signature 
size. It is found that the proposed approach has good potential to retrieve correct images. 
Proposed system is validated using three general datasets  and the performance of the quality and 
speed is considerable and this can be extended to large datasets. System is reasonably robust for 
some alternation of images which is important in CBIR. The proposed system shows superior 
performance in retrieval quality relative to the existing grid-based, region-based and some other 
local approaches.  
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