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Abstract
Multiple orthogonal polynomials corresponding to two weights on [0;∞) associated with modi/ed Bessel functions
(Macdonald functions) K and K+1 were introduced in Van Assche, Yakubovich (Integral Transforms Special Funct. 9
(2000) 229–244) and recently also studied by Ben Cheikh, Douak (Meth. Appl. Anal., to appear). We obtain explicit
formulas for type I vector polynomials (An;n; Bn;n) and (An+1; n; Bn+1; n) and for type II polynomials Pn;n and Pn+1; n. We
also obtain generating functions for types I and II polynomials. c© 2001 Elsevier Science B.V. All rights reserved.
1. Multiple orthogonal polynomials for modied Bessel functions
We consider multiple orthogonal polynomials associated with modi/ed Bessel functions K, which
were /rst introduced by Van Assche and Yakubovich [6] and which were recently also studied
by Ben Cheikh and Douak [2]. The modi/ed Bessel function of the second kind K(x) (¿0)
is sometimes known as the Macdonald function, 1 especially in the Russian literature. The scaled
Macdonald function 	 is then de/ned as follows:
	(x) = 2x=2K(2
√
x); x¿ 0:
For the multiple orthogonal polynomials, we use the weight functions
d1(x) = x	(x) dx; d2(x) = x	+1(x) dx; x ∈ [0;∞); ¿− 1; ¿0:
With these weight functions, we can de/ne multiple orthogonal polynomials of types I and II. Let
n; m ∈ N, then the vector (An;m(x); Bn;m(x)) of multiple orthogonal polynomials of type I is such
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that An;m(x) is a polynomial of degree at most n; B

n;m(x) is a polynomial of degree at most m and
(An;m(x); B

n;m(x)) satis/es the orthogonality conditions∫ ∞
0
[An;m(x)	(x) + B

n;m(x)	+1(x)]x
k+ dx = 0; k = 0; 1; 2; : : : ; n+ m: (1)
We use the notation
qn;m(x) = A

n;m(x)	(x) + B

n;m(x)	+1(x);
Q2n(x) = qn;n(x);
Q2n+1(x) = qn+1; n(x):
The multiple orthogonal polynomials pn;m(x) of type II are such that p

n;m(x) is a polynomial of
degree at most n+ m that satis/es the multiple orthogonality conditions∫ ∞
0
pn;m(x)	(x)x
k+ dx = 0; k = 0; 1; 2; : : : ; n− 1; (2)
∫ ∞
0
pn;m(x)	+1(x)x
k+ dx = 0; k = 0; 1; 2; : : : ; m− 1: (3)
In [6] it was shown that the weights (	; 	+1) form an AT-system on [0;∞) [4, p. 140] (in
fact, they are very close to a Nikishin system or MT system [4, p. 142]), so that the polyno-
mials An;m(x); B

n;m(x), and p

n;m(x) have degrees exactly n; m and n+ m, respectively. Usually, the
polynomial pn;m(x) is chosen to be monic. We de/ne
P2n(x) = pn;n(x);
P2n+1(x) = pn+1; n(x):
These multiple orthogonal polynomials were introduced in [6] and solve an open problem posed by
Prudnikov [5]. The various diFerential properties of the Macdonald function imply useful diFeren-
tial properties of the multiple orthogonal polynomials, a Rodrigues formula for type I polynomials,
and explicit formulas for the recurrence coeGcients in the four-term recurrence relation of type
II polynomials [6]. Recently, type II polynomials were also studied in [2], who started with an
explicit expression of type II multiple orthogonal polynomials and found a generating function and
a third-order diFerential equation for these polynomials. In this paper, we will obtain explicit ex-
pressions for both types I and II multiple orthogonal polynomials and also a generating function for
both types of polynomials.
2. Explicit formulas for the multiple orthogonal polynomials of type I
In [6] one can /nd the following Rodrigues formula.
Theorem 1. Type I multiple orthogonal polynomials associated with Macdonald functions can be
obtained from
d2n
dx2n
(x2n+	(x)) = xqn;n−1(x);
d2n+1
dx2n+1
(x2n+1+	(x)) = xqn;n(x):
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We shall use this theorem to /nd an explicit formula for qn;n−1(x) and q

n;n(x). Using Leibniz’
formula, we obtain the formulas
qn;n(x) =
2n+1∑
k=0
(
2n+ 1
k
)
(+ k + 1)2n+1−kxk
dk
dxk
	(x);
qn;n−1(x) =
2n∑
k=0
(
2n
k
)
(+ k + 1)2n−kxk
dk
dxk
	(x);
where we used Pochhammer’s symbol (a)n = a(a + 1) : : : (a + n − 1) (with (a)0 = 1). This can be
combined as
Qn(x) =
n+1∑
k=0
(
n+ 1
k
)
(+ k + 1)n−k+1xk
dk
dxk
	(x):
We also know that 	′+1(x) =−	(x) (see [6]). Hence, the last expression is equal to
Qn(x) =
n+1∑
k=0
(
n+ 1
k
)
(+ k + 1)n−k+1(−x)k	−k(x): (4)
To /nd an expression for An;m(x) and B

n;m(x), we need a formula for 	−k(x) in terms of 	(x)
and 	+1(x). We can obtain this by using the recurrence relation of Macdonald functions:
K−1(z) = K+1(z)− 2z K(z): (5)
It is easy to see that with this property the Macdonald function K−m(z) can be written as
K−m(z) = rm(z; )K(z) + sm(z; )K+1(z) (6)
for every m ∈ N, with rm(z) and sm(z) polynomials in 1=z. We can immediately /nd that the
following holds:
r−1(z; ) = 0; s−1(z; ) = 1; (7)
r0(z; ) = 1; s0(z; ) = 0; (8)
r1(z; ) =−2z ; s1(z; ) = 1: (9)
To obtain a recurrence relation for rm(z; ) and sm(z; ), we /rst use (5), replacing  by −m, and
then use (6) to /nd
K−m−1(z) =K−m+1(z)− 2(− m)z K−m(z)
= [rm−1(z; )K(z) + sm−1(z; )K+1(z)]
− 2(− m)
z
[rm(z; )K(z) + sm(z; )K+1(z)]
=K(z)
[
rm−1(z; )− 2(− m)z rm(z; )
]
+K+1(z)
[
sm−1(z; )− 2(− m)z sm(z; )
]
:
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Comparing with (6) gives the recurrence relations
rm+1(z; ) = rm−1(z; )− 2(− m)z rm(z; ); (10)
sm+1(z; ) = sm−1(z; )− 2(− m)z sm(z; ): (11)
Note that sm(z; ) = rm−1(z;  − 1). This recurrence relation, together with the Eqs. (7)–(9), shows
also that rm(z; ) is a polynomial in 1=z with all even (odd) coeGcients equal to zero if m is odd
(even). Relation (5) is similar to the recurrence relation for Bessel functions
J−1(z) + J+1(z) =
2
z
J(z);
which leads to
J+m(z) = hm;(1=z)J(z)− hm−1; +1(1=z)J−1(z);
where hm;(x) are Lommel polynomials, which satisfy the recurrence relation
hm+1; (z) = 2z(m+ )hm;(z)− hm−1; (z); (12)
with initial conditions h0; (z)=1 and h−1; (z)=0 (see Watson [7, Sections 9:6 and 9:7] and Chihara
[3, Chapter VI:6]). A simple identi/cation of (10) and (11) and the corresponding initial conditions
with (12) shows that
rm(z; ) = imhm;−(−i=z):
Using the de/nition of the scaled Macdonald functions we get
xm	−m(x) = xm=2rm(2
√
x; )	(x) + x(m−1)=2rm−1(2
√
x; − 1)	+1(x) (13)
= imxm=2hm;−
(
1
2i
√
x
)
	(x) + im−1x(m−1)=2hm−1;−+1
(
1
2i
√
x
)
	+1(x): (14)
In [3, Chapter VI:6] Eq. (6:4) gives an explicit formula for the modi/ed Lommel polynomials
hn;(x) = ()n(2x)n 2F3

 −n2 ;−n− 12
;−n; 1− n− 
∣∣∣∣∣∣− x−2

 ; (15)
from which we /nd that
xm=2rm(2
√
x; ) = (−1)m
m=2∑
j=0
(+ j − m+ 1)m−2j(m− 2j + 1)j x
j
j!
: (16)
If we use (14) in (4), then we have expressions for An;n(x), A

n;n−1(x), B

n;n(x) and B

n;n−1(x):
An;n(x) =
2n+1∑
k=0
(
2n+ 1
k
)
(+ k + 1)2n−k+1(−
√
xi)khk;−
(
1
2
√
xi
)
; (17)
Bn;n =
2n+1∑
k=0
(
2n+ 1
k
)
(+ k + 1)2n−k+1(−1)k(
√
xi)k−1hk;−+1
(
1
2
√
xi
)
; (18)
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An;n−1(x) =
2n∑
k=0
(
2n
k
)
(+ k + 1)2n−k(−
√
xi)khk;−
(
1
2
√
xi
)
; (19)
Bn;n−1(x) =
2n∑
k=0
(
2n
k
)
(+ k + 1)2n−k(−1)k(
√
xi)k−1hk;−+1
(
1
2
√
xi
)
: (20)
If we use (16) and
(+ k + 1)2n−k+1 =
(+ 1)2n+1
(+ 1)k
;
then we obtain the following explicit formulas for An;n(x), A

n;n−1(x), B

n;n(x) and B

n;n−1(x):
An;n(x) = (+ 1)2n+1
n∑
j=0
xj
j!
2n+1∑
k=2j
(
2n+ 1
k
)
(+ j − k + 1)k−2j(k − 2j + 1)j
(+ 1)k
;
Bn;n(x) =−(+ 1)2n+1
n∑
j=0
xj
j!
2n+1∑
k=2j+1
(
2n+ 1
k
)
(+ j − k + 1)k−2j−1(k − 2j)j
(+ 1)k
;
An;n−1(x) = (+ 1)2n
n∑
j=0
xj
j!
2n∑
k=2j
(
2n
k
)
(+ j − k + 1)k−2j(k − 2j + 1)j
(+ 1)k
;
Bn;n−1(x) =−(+ 1)2n
n−1∑
j=0
xj
j!
2n∑
k=2j+1
(
2n
k
)
(+ j − k + 1)k−2j−1(k − 2j)j
(+ 1)k
:
This can be written in terms of hypergeometric functions
An;n(x) = (+ 1)2n+1
×
n∑
j=0
(
2n+ 1
2j
)
xj
(+ 1)2j
3F2
(−2(n− j)− 1; j + 1;−+ j
2j + 1; + 2j + 1
∣∣∣∣ 1
)
;
Bn;n(x) =−(+ 1)2n+1
×
n∑
j=0
(
2n+ 1
2j + 1
)
xj
(+ 1)2j+1
3F2
(−2(n− j); j + 1;−+ j + 1
2j + 2; + 2j + 2
∣∣∣∣ 1
)
;
An;n−1(x) = (+ 1)2n
n∑
j=0
(
2n
2j
)
xj
(+ 1)2j
3F2
(−2(n− j); j + 1;−+ j
2j + 1; + 2j + 1
∣∣∣∣ 1
)
;
Bn;n−1(x) =−(+ 1)2n
×
n−1∑
j=0
(
2n
2j + 1
)
xj
(+ 1)2j+1
3F2
(−2(n− j) + 1; j + 1;−+ j + 1
2j + 2; + 2j + 2
∣∣∣∣ 1
)
:
This representation makes it easy to check the degree of these polynomials. For Bn;n(x) the coeGcient
of xn is −1 since the hypergeometric function only contains one term which is 1. Similarly for
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An;n−1(x) the coeGcient of x
n is 1. For An;n(x) and B

n;n−1(x) the leading coeGcients contain a 3F2
with two terms. The coeGcient of xn in An;n(x) is
(+ 2n+ 1)(2n+ 1)
(
1− (n+ 1)(−+ n)
(2n+ 1)(2n+ + 1)
)
= 3n2 + n(2+ + 3) + + + 1;
which is strictly positive for all n ∈ N since ¿ − 1 and ¿0. The coeGcient of xn−1 in
Bn;n−1(x) is
−2n(+ 2n)
(
1− n(−+ n)
2n(+ 2n)
)
=−n(3n+ 2+ );
which is strictly negative for n¿1 since ¿− 1 and ¿0. We conclude that An;n(x), Bn;n(x), and
An;n−1(x) are polynomials of degree n and B

n;n−1(x) is of degree n− 1, as was to be expected.
3. Explicit formula for the multiple orthogonal polynomials of type II
Let an(k) (n ∈ N; 06k6n) be the coeGcients of Pn(x)
Pn(x) =
n∑
k=0
an(k)xn−k :
To /nd an explicit formula for Pn(x), we need an expression for every an(k). In [6] some of these
an(k) were computed to /nd explicit formulas for the recurrence coeGcients bn, cn and dn of the
four-term recurrence relation
xPn(x) = Pn+1(x) + bnPn(x) + cnPn−1(x) + dnPn−2(x): (21)
Explicitly, we already have the following an(k) from [6]
an(0) = 1;
an(1) =−n(+ n)(+ n+ );
an(2) =
(
n
2
)
(+ n− 1)(+ n)(+ n+ − 1)(+ n+ );
an(3) =−
(
n
3
)
(+ n− 2)(+ n− 1)(+ n)(+ n+ − 2)(+ n+ − 1)(+ n+ ):
We can see a structure in these formulas, and the following result holds.
Theorem 2. An explicit formula for the multiple polynomials of type II is given by
Pn(x) =
n∑
k=0
an(k)xn−k
with
an(k) = (−1)k
(
n
k
)
(+ 1)n(+ + 1)n
(+ 1)n−k(+ + 1)n−k
; 06k6n: (22)
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This can also be written as follows:
Pn(x) = (−1)n(+ 1)n(+ + 1)n 1F2
( −n
+ 1; + + 1
∣∣∣∣ x
)
: (23)
Proof. Expression (22) is certainly correct for n=0 and k =0, for n=1 and k =0; 1 and for n=2
and k=0; 1; 2. Suppose that (22) holds for n=0; 1; : : : ; s and k=0; 1; : : : ; n. Using recurrence relation
(21) we /nd
as+1(k + 1) = as(k + 1)− bsas(k)− csas−1(k − 1)− dsas−2(k − 2); 26k6s− 1;
as+1(s+ 1) =−bsas(s)− csas−1(s− 1)− dsas−2(s− 2):
The recurrence coeGcients bs, cs and ds are given in [6]
bs = (s+ + 1)(3s+ + 2)− (+ 1)(− 1);
cs = s(s+ )(s+ + )(3s+ 2+ );
ds = s(s− 1)(s+ − 1)(s+ )(s+ + − 1)(s+ + ):
Use expression (22) for as(k + 1), as(k), as−1(k − 1) and as−2(k − 2) and the expressions for bs, cs
and ds, then as+1(k + 1) becomes, after some simpli/cation
as+1(k + 1) = (−1)k+1
(
s+ 1
k + 1
)
(+ 1)s+1(+ + 1)s+1
(+ 1)s−k(+ + 1)s−k
; 26k6s− 1;
as+1(s+ 1) = (−1)s+1(+ 1)s+1(+ + 1)s+1:
Hence (22) holds for as+1(k), 36k6s + 1. We already know that (22) holds for as+1(k) with
k = 0; 1; 2. Therefore, the required result is proved by induction.
Observe that this explicit expression is the starting point for the investigations of Ben Cheikh and
Douak in [2].
4. Generating function for the multiple orthogonal polynomials of type I
We de/ne the generating function G(x; w) (x ∈ C\(−∞; 0]) as follows:
G(x; w) =
∞∑
n=0
Qn(x)
wn
n!
(24)
for |w|¡	, where 	 is the convergence radius of the power series. Here it is important to know
where 	(z) is analytic in the complex plane. In [1, p. 374], we /nd that K(z) is a regular function
of z throughout the complex plane cut along the negative real axis. The function za with a ∈ R can
be de/ned in the following way:
za = raeia" if z = rei"; r ¿ 0; −#¡"¡#:
The function za is then analytic on C\(−∞; 0]. This means that 	(z) (¿0) and z (¿− 1) are
analytic functions of z throughout the complex plane cut along the negative real axis.
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Theorem 3. The generating function G(x; w) de4ned in (24) is given by
G(x; w) =
1
(1− w)+1 	
(
x
1− w
)
; Re x¿0 (x = 0); |w|¡ 1
2
: (25)
If Re x¡ 0 and Im x = 0 then the series converges for |w|¡ |Im x|=(|x|+ |Im x|).
Proof. By Theorem 1, we know that
xQn(x) =
dn
dxn
x+n	(x):
This gives
xG(x; w) = x
∞∑
n=0
Qn(x)
wn
n!
=
∞∑
n=0
wn
1
n!
(
dn
dzn
z+n	(z)
)
z=x
:
Now, we can use Cauchy’s expression for the Taylor coeGcients. Let D(z0; r) = {z | |z − z0|¡r}
with r ¿ 0 and g an analytic function on D(z0; r). Then there exists exactly one power series∑∞
n=0 an(z − z0)n with convergence radius 	¿r such that
g(z) =
∞∑
n=0
an(z − z0)n
for every z ∈ D(z0; r) and
an =
1
2i
∫
'
g(w)
(w − z0)n+1 dw =
1
n!
dn
dzn
g(z)
∣∣∣∣
z=z0
;
where ' is a closed curve in D(z0; r) around z0. For every x ∈ C \ (−∞; 0] there exists a value r
such that g(z) = z+n	(z) is analytic on D = {z | |z − x|¡r}. This gives
xG(x; w) =
∞∑
n=0
wn
1
2i
∫
'
z+n	(z)
(z − x)n+1 dz
for ' a circle with radius r1¡r around x and in C\(−∞; 0]. By using ∑∞n=0 zn=1=(1−z) if |z|¡ 1
and the fact that a power series converges uniformly on closed subsets of the convergence disk, we
/nd that
xG(x; w) =
1
2i
∫
'
z	(z)
z − x − zw dz
if |zw=(z − x)|¡ 1 for every z ∈ '. Assume that |w|¡r1=(|x| + r1). If Re x¿0 and x = 0, then
we can /nd for every w ∈ C with |w|¡ 12 a value 0¡r1¡ |x| such that |w|¡r1=(|x| + r1). If
Re x¡ 0, we can /nd such a value r1 if |w|¡ |Im x|=(|x|+ |Im x|). With this choice of r1, we have
that |zw=(z − x)|¡ 1 for every z ∈ '. We now use Cauchy’s integral theorem to /nd
G(x; w) =
1
(1− w)+1	
(
x
1− w
)
whenever |x=(1−w)−x|¡r1. The latter condition is satis/ed since |wx|=|1−w|6|wx|=(1−|w|)¡r1
whenever |w|¡r1=(|x|+ r1).
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5. Generating function for the multiple orthogonal polynomials of type II
Theorem 4. The generating function:
H (x; w) =
∞∑
n=0
Pn(x)
(+ 1)n(+ + 1)n
wn
n!
is given by
H (x; w) = e−w 0F2
( −
+ 1; + + 1
∣∣∣∣ xw
)
; x; w ∈ C: (26)
Proof. We use the explicit formula (23) for the multiple polynomials of type II and obtain
H (x; w) =
∞∑
n=0
n∑
k=0
(−1)k
(
n
k
)
xn−k
(+ 1)n−k(+ + 1)n−k
wn
n!
=
∞∑
k=0
∞∑
n=k
(−1)n−k
(
n
k
)
xk
(+ 1)k(+ + 1)k
wn
n!
=
∞∑
k=0
xk
k!(+ 1)k(+ + 1)k
∞∑
n=k
(−1)n−k w
n
(n− k)!
=
∞∑
k=0
(xw)k
k!(+ 1)k(+ + 1)k
( ∞∑
l=0
(−w)l
l!
)
:
The interchange of the order of summation is allowed by Fubini’s theorem since the double sum
∞∑
k=0
(|xw|)k
k!(+ 1)k(+ + 1)k
( ∞∑
l=0
(|w|)l
l!
)
clearly converges.
This corresponds with the generating function found in [2].
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