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Abstract
Providing long-range forecasts is a fundamental challenge in time series modeling, which is
only compounded by the challenge of having to form such forecasts when a time series has never
previously been observed. The latter challenge is the time series version of the cold-start problem
seen in recommender systems which, to our knowledge, has not been addressed in previous
work. A similar problem occurs when a long range forecast is required after only observing a
small number of time points — a warm start forecast. With these aims in mind, we focus on
forecasting seasonal profiles—or baseline demand—for periods on the order of a year in three
cases: the long range case with multiple previously observed seasonal profiles, the cold start
case with no previous observed seasonal profiles, and the warm start case with only a single
partially observed profile. Classical time series approaches that perform iterated step-ahead
forecasts based on previous observations struggle to provide accurate long range predictions;
in settings with little to no observed data, such approaches are simply not applicable. Instead,
we present a straightforward framework which combines ideas from high-dimensional regression
and matrix factorization on a carefully constructed data matrix. Key to our formulation and
resulting performance is leveraging (1) repeated patterns over fixed periods of time and across
series, and (2) metadata associated with the individual series; without this additional data,
the cold-start/warm-start problems are nearly impossible to solve. We demonstrate that our
framework can accurately forecast an array of seasonal profiles on multiple large scale datasets.
1 Introduction
Large collections of time series are now commonplace in many domains. Examples include environ-
mental monitoring based on sensors at millions of locations, product demand and purchase curves
for millions of products, and web traffic over time for billions of websites. A classical challenge in the
time series domain is formulating long-range forecasts. For example, how does one forecast demand
for a product in the coming year, so as to appropriately allocate inventory?
The challenge of long-range forecasts is further compounded when having to make such a forecast
of a previously unobserved time series. For example, products on Amazon are introduced everyday
and old products are taken down, new websites are created every minute and old ones disappear, and
an autonomous vehicle detects newly seen pedestrians when they appear in its field-of-view. How
can we provide a long-range forecast of demand/activity for this new product/website/pedestrian?
We denote this problem as the cold-start forecasting problem. To our knowledge, this important
problem has not previously been directly addressed in the literature. Another related question of
interest is: how can we refine our cold-start predictions after observing a few time points? We denote
this problem variant as warm-start forecasting.
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Figure 1: Multiple seasonal profiles of Wikipedia page traffic of three entertainment TV shows over multiple
years. These time series exhibit shared seasonality across the different series and across years, which relate to
episode releases. We leverage such structure in order to provide accurate long-range forecasts.
The long-range forecasting problem has traditionally been understudied, though see [1, 2] for
recent approaches. The classical solution involves iteratively applying step-ahead predictions based
on previously observed data. Such traditional time series methods include autoregressive (AR) based
models (e.g. vector AR and seasonal AR) [3]. Unfortunately, under slight model misspecification,
iterating step-ahead forecasts to form long-range forecasts suffers from error accumulation when the
length of the forecast window increases [4]. Furthermore, these prior methods fail to both capture
relevant structure and scale to our high-dimensional settings of interest without making overly
simplistic assumptions about the relationships between series, and are simply inapplicable on the
cold/warm-start forecasting problems. In contrast to classical time series approaches, we propose a
framework and demonstrate that it can accurately perform long-range forecasts and provide reliable
cold/warm-start forecasts.
In order to produce a reliable forecast in data-scarce settings, we require that the time series
exhibit some type of structure that makes them “predictable”. Depending on the application, there
are many features of time series one might be interested in predicting. For example, [5] addressed
the challenge of predicting intermittent demand of products. There is also the challenge of predicting
a yearly trend component (e.g. growing popularity of a social media platform). Amongst the class of
unpredictable structures are spikes in activity based on an unforeseeable event (e.g., a news event).
In this paper, our emphasis is on forecasting seasonal profiles (or patterns)—also known as baseline
demand—based on patterns observed both across fixed periods of time and series. While predicting
the other types of structures are interesting problems as well, we limit our scope to seasonal profiles
only. Methods predicting other structures can use our method as a component in a combined
framework to forecast more than one of these structures.
Individual time series in a wide range of applications—such as product demand, website traffic,
and sensor recordings—exhibit similar seasonal profiles and reactions to unobserved latent trends. For
example, products related to skiing will see increases in demand during winter, and retail websites will
peak close to Christmas. When considering many such individual series (i.e., a large-scale dataset),
the result is a shared low-dimensional seasonal structure (see Figure 1 for a real-world example
of web page traffic related to TV shows). A number of authors have proposed applying matrix
factorization techniques to collections of time series [6, 7, 8, 9, 10, 11] to either provide retrospective
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analysis of shared latent structure or form short-term forecasts. However, these approaches ignore
the cold-start challenge and do not directly handle long-range forecasts.
In order to address the important cold-start challenge, we must leverage external features, which
we denote asmetadata. Without external information describing the time series, forecasting without
previously observed data is impossible. Luckily, it is now common that our large-scale time series
have such associated metadata. For example, products have descriptions and user reviews, websites
have content and network information, and sensors have locations and proximities to different points
of interest. Prediction of time series curves from features, or covariates, has traditionally been
studied in the field of functional data analysis (FDA) [12, 13]. Most uses of FDA relevant to our
approach are only developed for a very small number of covariates—however, our metadata features
are on the order of tens of thousands of dimensions. More generally, such methods struggle to scale
to the massive size of the datasets of interest to us.
We harness the above time series characteristics—i.e., seasonality and relevant metadata—to
jointly address the long-range, cold-start, and warm-start prediction challenges. In particular,
we propose a straightforward, computationally efficient framework that combines ideas of high-
dimensional regression and matrix factorization. Our approach leverages a clever re-organization of
the data matrix that amplifies the low-dimensional shared seasonality structure in the data. This
allows us to tackle prediction of new, unobserved series using both high-dimensional metadata and
shared seasonality structure, while being robust to missing data. The regression component of our
model seeks to predict entire seasonal profiles from high dimensional metadata vectors, allowing
us to form cold-start predictions in addition to long-range forecasts for previously seen items. The
matrix factorization component captures low-rank structure in the residuals unexplained by the
regression and provides strengthened predictions in settings such as warm-start. Both ingredients
leverage the shared seasonal profiles across years for a single item and across items by exploiting
common relationships between (i) the metadata features and the seasonal profiles and (ii) the mean
deviations captured in the residuals.
Within our modular framework, one can propose different regression functions to tailor the
framework to the dataset. To this end, we examine a few different regression functions motivated by
real-world scenarios. For example, when the metadata is high-dimensional, we introduce a low-rank
regression structure, and show this structure is crucial to our predictive performance. We explore
the potential benefits and shortcomings for each of our considered cases in an analysis of two large
data sets—page traffic for popular Wikipedia articles and Google flu trends for regions around the
world—that shows our straightforward approach efficiently and effectively addresses the problem of
forecasting seasonal profiles in a variety of challenging settings. To our knowledge, we report the
first known results on the novel problems of cold-start and warm-start forecasting.
2 Background
2.1 Matrix Factorization for Time Series
Let Y = [Y1, . . . , YN ] denote a matrix of time series where each column, Yi, represents a single length
T time series. Matrix factorization (MF) in this setting approximates Y with a low-rank product of
two matrices L ∈ RT×k, R ∈ Rk×N , where k denotes the latent rank of the approximation. L and R
may be computed by solving the general problem
min
L,R
‖Y − LR‖2F + λLRL(L) + λRRR(R), (1)
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Figure 2: Transformation from raw time series to our reorganized data matrix as described in Eq. (6) for
three observed time series (blue, green, red) and one previously unobserved series (orange). The years are
marked by the vertical thick dashed black lines. The solid colored lines indicate observed data points, and
the dotted lines are missing values corresponding to the series having missing observations.
where RL(L) and RR(R) are regularization terms for L and R, respectively. The columns of L
represent k latent time series features and the rows of R are the feature loadings for each series.
If entries in Y are missing, the learned latent series L and loadings R may be used to impute the
missing values. Missing data imputation using matrix factorization is referred to as collaborative
filtering [14].
Variations of Problem (1) have appeared in the literature. For example, a state-of-the-art
regularized temporal matrix factorization approach was developed in [9] where a penalty on L
encourages an autoregressive model of the latent time series factors. Smoothness of the latent factors
across time may also be enforced via a Gaussian process prior [6]. Both [7] and [10] perform non-
negative matrix factorization on Y where both L,R ≥ 0. This approach is used for interpretability
of the latent factors and factor loadings. Since our goal is prediction, we consider unrestricted L and
R matrices.
2.2 Leveraging metadata in prediction
Collaborative filtering is greatly improved by leveraging metadata [14, 15]. For example, in the
cold-start setting when a user has not rated any items, user metadata may be used to help predict
ratings. Linear regression on the user and item metadata is added to the matrix factorization
objective to obtain cold-start predictions [16, 17, 18, 15], and leads to improved performance.
In the time series context, one may have metadata or features about each series. Prediction of
entire time series curves from features has been classically studied using functional regression [12].
Here one predicts the value of time series i at time j as a linear combination of the length-m feature
vectors φi
Yji =
m∑
k=1
Wjkφki + εji, (2)
where Wjk is the kth coefficient at time j, φki the kth covariate for series i, and εji is mean zero
noise. To share information across time, the coefficients Wjk are assumed to vary smoothly. To
enforce smoothness of the regression weights Wj across time steps j we utilize a basis expansion.
In particular, we assume that each element of Wj may be written as a linear combination of basis
functions evaluated at time step j. Specifically, we have that element k of vector Wj , Wjk, is written
as
Wjk =
K∑
h=1
bh(j)Qhk, (3)
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where bh(j) is the hth smooth basis function evaluated at time point j and the Qhk are linear
combination coefficients that are constant across time. The basis weights Qhk ∀h, k fully describes
the functional regression model. Under this parameterization, Eq. (2) becomes
Yji =
m∑
k=1
K∑
h=1
bh(j)Qhkφki + εji (4)
= BᵀjQφi + εji, (5)
where the basis function weights are collected into the matrix Q and here Bj is the vector with
elements Bj = (b1(j), . . . , bK(j)).
In typical time-varying regression settings, the dimensionality of the predictors is small [12]. In
contrast, we consider time series prediction and forecasting in settings where the available metadata
is large (e.g. on the order of tens of thousands). In this setting, the number of potential regression
coefficients is also extremely large, m × T . Below, we introduce methods to deal with such high
dimensional metadata in time series prediction. Our approach marries ideas of time-varying regression
as in Eq. (2) with a matrix factorization decomposition of multiple time series as in Eq. (1), but
performed after a careful data matrix manipulation.
3 Forecasting of Seasonal Profiles
3.1 Data Re-organization
Consider a multivariate time series
[
Y1, . . . , YNˆ
]
with number of series Nˆ and total time points Tˆ , i.e.
Yi ∈ RTˆ . In order to leverage repeated patterns across fixed periods and series, we re-organize the
data matrix to treat each year of each time series as a column. Thus, we form a new data matrix
Y =
[
Y 11 , . . . , Y
n1
1 , . . . , Y
1
Nˆ
, . . . , Y
nNˆ
Nˆ
]
(6)
where Y ui denotes the u
th year of the Yi, ni denotes the number of years of data for series i. T
denotes the number of observations per year (e.g. 52 for weekly data, 365 for daily data) and N is
the number of observed years, i.e. N :=
∑Nˆ
i=1 ni. The reorganized matrix has dimensions T ×N ,
see Figure 2. We perform all modeling with this data matrix. Note that we discriminate between
the original time series Yi and the seasonal profiles (columns of Y in Eq. 6)) Y ui , u = 1, . . . , ni by
the index u. While we assume that a year is the length of a seasonal period, any relevant length can
be used.
Following our discussion on leveraging metadata, we assume that each individual time series Yi
is accompanied by a metadata vector φi ∈ Rm. When performing the data re-organization in Eq. 6,
we simply copy φi such that each seasonal profile Y ui , u = 1, . . . , ni is accompanied by the metadata
vector φi.
If each time series consists of multiple seasonal periods (i.e. ni > 1), this re-organization amplifies
the low-dimensional structure of Y . To see this, imagine that each time series Yi contains multiple
seasonal profiles of a similar structure, e.g. 5 years of skiing-related products seeing increased product
demand every winter. The seasonal structure that is repeated across seasonal profiles of a single
time series becomes a low-dimensional structure shared across columns of the re-organized data
matrix Y presented in Eq. (6), effectively encouraging it to be low-rank. Thus, even if the original
time series already shared structures across time series, then the re-organization further adds more
low-dimensional structure. Figure 2 demonstrates this with a cartoon example, while Figure 1 shows
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a real-world example that exhibits the desired structure.
3.2 Model Framework
Given a matrix Y as in Eq. (6), we develop a framework of models that leverage data-driven discovery
of low-dimensional structure via matrix factorization with various approaches for incorporating
high-dimensional metadata. More precisely, our framework consists of a multivariate regression
component f : Rm → RT which operates on a metadata vector φ ∈ Rm, and a matrix factorization
component LR, where L ∈ RT×k′ , R ∈ Rk′×N . To simplify notation, we now refer to the ith column
of Y as Yi. We model the generative process of Yi as
Yi = f(φi) + LRi + b+ εi (7)
where φi is the metadata vector for time series i, Ri is the ith column of R, b ∈ RT is an intercept
term, and εi ∼ N(0, σ2I). All parameters are learned from data (see Section 3.3). We discuss the
motivation of each component below.
3.2.1 Regression Component
The regression function f allows us to leverage high-dimensional metadata features in predicting
seasonal profiles. This allows us to not only better inform predictions in the traditional long-range
prediction challenge, but also to employ our framework in the novel cold-start setting (recall that
without a component that leverages external metadata about each individual time series, cold-start
forecasting is impossible). As our framework is quite general, there are many possible analytic forms
that can be used for f . In practice, it is best to choose a function that is well-suited to the problem
at hand. In our work, we explore a number of possible formulations for the regression term, as
outlined below:
Approach 1: Low-rank regression The simplest approach is to introduce a multivariate linear
regression. However, in our settings of interest, the metadata dimensionality is high and such an
approach does not scale well (the number of parameters for such an approach is mT , with m on the
order of tens of thousands). Thus, we introduce a low-rank multivariate linear regression described by
f(φi) = HUφi, with H ∈ RT×k, U ∈ Rk×m. Here, k is the low rank with k  T,m. The columns of
H can be interpreted as time-varying weights, while Uφi represents a low-dimensional representation
of the metadata features. This structure is not only beneficial due to computational reasons, but
also because of the low-rank regression better models the low-dimensional structure Y (which is
amplified by Eq. (6)) than a full regression. The columns of H could potentially include latent time
series representing increases in skiing-related product demand in winter and/or Christmas peaks for
retail websites. In Section 5, we show that this approach is crucial to our predictive performance.
Approach 2: Smoothly varying latent factors When the data exhibits temporal regularity
such as smoothness, we can enhance our long-range forecasts by restricting the nature of its evolution.
We achieve this by utilizing functional regression: f(φi) = BQφi where B ∈ RT×(K+3) is a B-spline
matrix consisting of K knots, resulting in K + 3 basis functions (no intercept), and Q ∈ R(K+3)×m
is a matrix of weights for each of the m functional coefficients. One can view these models as
using the smoothness assumption to fix H (in the low-rank regression described above) to a smooth
basis matrix B (note that we typically choose K  T ). Note that this approach still exploits the
assumption that Y has a low-dimensional structure.
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Approach 3: Neural network While the above two approaches are naturally motivated by
low-rank and smoothness assumptions, they both are linear functions. In order to allow for more
flexibility in the learned regression function, we introduce an arbitrary function approximator in the
form of a neural network which allows for non-linear feature-to-output mappings. However, these
models typically require large amounts of data to train [19].
Importantly, the strength of prediction from the regression component depends on how predictive
the metadata is at capturing seasonal features of the series. In particular, there must be shared
correlations between features of the metadata across series and features of the seasonal profiles.
As we see in our experiments (Section 5), this is often the case in real-world datasets. However,
when this is not the case, we further exploit the shared seasonality structure by adding a matrix
factorization component (see Section 3.2.2).
Note that, as presented, our framework makes the assumption that the baseline mean profile, as
a function of the metadata, is the same across years. This occurs since we assume φi is constant
across years u = 1, . . . ni; for applications where metadata is available at each year, this may be
relaxed to obtain changing baseline demand.
3.2.2 Matrix Factorization Component
The matrix factorization (MF) component further leverages the inherent low-dimensional shared
seasonality structure in Y by modeling the error residuals (i.e. Yi − f(φi)) as low rank. It essentially
aims to capture extra structure in the residuals that is not captured by the regression component.
For example, if the metadata cannot distinguish between skiing-related products that go on sale
before winter and those that do not, then the regression component will not be able to reliably
predict that such products will see demand increases before most other skiing-related products.
In such a case, the MF component will be able to capture this, resulting in improved prediction
performance.
The MF component allows each time series to deviate from the mean seasonal profile provided
by the regression component f(φ). Consider the TV show time series in Figure 1; one can observe
that each of the series has a common structure of weekly episode releases. However, the exact starts
and ends of each batch of episodes differs slightly, which can be modeled by the MF component.
Similar to the low-rank regression approach, the columns of L can be interpreted as latent time
series. Ri, the ith, column of R, can be interpreted as a latent factor (i.e., learned weights on the
latent time series) for Yi. Additionally, the MF structure makes our framework adept at handling
missing data [14]. We show empirical results to demonstrate this in Section 5.
Note that it is also possible to consider models that only utilize the regression component without
the matrix factorization, i.e. modeling the generating process as Yi = f(φi) + b + εi. We denote
these models as the “non-MF” models. Such a model can still provide forecasts for long-range,
cold-start, and warm-start settings. However, as we show in our experiments (Section 5), the matrix
factorization component is useful in many of the prediction challenges, especially warm-start.
3.3 Model Learning
Our goal is to learn the parameters of these models while remaining robust to missing data. Let
Ω ⊆ {(j, i), j = 1, . . . , T, i = 1, . . . , N} be the set of observed data indices of the data matrix Y
and w be the parameters of the regression function f . To fit each of these models, we compute
regularized maximum likelihood estimates of the parameters. Denoting ‖ · ‖F to be the Frobenius
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norm, this amounts to solving the optimization problem
argmin
w,L,R,b
1
2N
∑
(j,i)∈Ω
(
Yji − [f(φi)]j − LᵀjRi − bj
)2
+
λ1
2N
Rf (f) + λ2
2N
(‖L‖2F + ‖R‖2F ) ,
(8)
where Rf is a regularization function, Lᵀj is the jth row of L, and b ∈ RT is a bias. As an example,
for the low-rank regression + matrix factorization model, we use the squared Frobenius norm to
regularize H and U , resulting in the objective
argmin
H,U,L,R,b
1
2N
∑
(j,i)∈Ω
(
Yji −Hᵀj Uφi − LᵀjRi − bj
)2
+
λ1
2N
(‖H‖2F + ‖U‖2F )+ λ22N (‖L‖2F + ‖R‖2F ) .
(9)
where Hᵀj is the j
th row of H. For the non-MF models we fix Lj = 0 and Ri = 0 for all j, i. We
use mini-batch stochastic gradient descent (SGD) to learn the models. Calculating the gradient
requires O(N max{Tk′, C}) complexity, where C is the complexity of computing f(φ), e.g. for the
low-rank regression model, C = O(km+ Tk). Thus each iteration of SGD obtains O(nmax{Tk,C})
complexity where n is the size of the mini-batch. Note that although m can be on the order of
tens of thousands, if φ is sparse (as in our experiments in Section 5) with sparsity level m˜, i.e.
m˜ = |{j : [φ]j 6= 0}|, then we can replace m with m˜ in the complexity calculation.
3.4 Forming Predictions
We briefly discuss the how our framework generates forecasts below. In our framework, forecasting
is equivalent to imputing the dotted lines in Figure 2 (more detail can be found in Section 5).
Cold-start/Long-range To forecast with our framework models (Eq. (7)) on the long-range and
cold-start prediction challenges, we use the learned regression component only since the latent factors
Ri are uninformed by data and driven to zero by the optimization objective. Thus, given metadata
φi of a new time series or previously observed time series (for long-range forecasting), the forecast is
simply f(φi). This means that the forecast is fully dependent on the metadata. Recall that in the
cold-start setting, it is nearly impossible to make a reliable forecast without using metadata (unless
there are strong assumptions on the data). Prediction with non-MF models is also given by f(φi),
which utilizes the same set of parameters for making predictions, although these parameters were
learned differently (one in the presence of the MF term and the other not).
Warm-start/Missing data For the warm-start challenge, the limited number of observations
allows us to estimate the latent factor Ri of the MF component, thus we are able to forecast using
both the regression and MF components. The forecast is given by f(φi) +LRi. We show in Section 5
that this greatly improves over cold-start forecasting. We can also use both components for missing
data imputation, which we show in Section 5. For non-MF models, all predictions are made only
with the regression component.
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Table 1: Data properties
Google Flu Wikipedia
# series (Nˆ) 311 4031
# columns of Y (N) 3197 29093
period (T ) 52 365
metadata dim (m) 3356 22193
4 Datasets
We explore our framework on all four prediction challenges arising in two very different datasets:
Google Flu Trends (Flu) and Wikipedia page traffic (Wiki). The Flu dataset consists of weekly
estimates of influenza rates in 311 worldwide regions [20]. To create our Wiki dataset, we scraped
multiple years of daily page traffic data from 4031 of the most popular Wikipedia articles. A full
description of the datasets can be found in Appendix A.
For both datasets, we detrend the data using the method of [21] as we are focused on forecasting
the seasonal profiles of the time series. The metadata is curated by scraping the relevant Wikipedia
summaries—either from the geographic region’s page (Flu) or of the popular page itself (Wiki)—and
calculating TF-IDF representations of the text after standard preprocessing, resulting in sparse
metadata vectors. We standardize the time series within each dataset to put them on the same scale.
Full details of the preprocessing can be found in Appendix A. Table 1 summarizes the dimensionality
of each dataset. Note that the metadata dimensionality for Flu is much smaller than that of Wiki;
this is due to the similarity and sparsity of vocabulary used in Wikipedia page summaries for
geographic regions.
The two datasets differ significantly in structure. The Wiki data is an example of a complex
real-world dataset for which prediction is desirable but challenging in practice. The seasonal profiles
are varied, often with strong periodicity at the weekly level, but it exhibits many erratic spikes
corresponding to news events, movie releases, or other sources of transient disruption. Despite this,
our framework is still able to discover complex seasonal patterns while avoiding corruption from the
spikes, as seen in Section 5.2. The Flu dataset exhibits a simpler and smoother seasonal structure
with regions within countries and/or hemispheres sharing very similar yearly patterns.
5 Experiments
We evaluate the performance of the proposed framework on all four prediction challenges for the two
real world datasets discussed in Section 4. The experimental setups for the prediction challenges are
as follows:
1) Long-Range Forecasting: The training set includes multiple previous years and metadata.
The test set contains the final year for each series. We remove 20% of the training data
uniformly at random to simulate missing data conditions present in many real-world situations.
Our goal is to forecast this last year for all series (i.e., entire dotted blue, green, and red lines
shown in the right hand side of Figure 2).
2) Cold-Start Forecasting: The test set consists of entirely heldout time series and associated
metadata; none of the series that comprise our training set share this metadata. As above, we
also remove 20% of training data points uniformly at random. Our goal is to forecast a year
for new time series (i.e., entire dotted orange line in Figure 2) solely from metadata.
9
Google Flu Wikipedia
LR CS WS MD LR CS WS MD
avg-PY .583/.404 – – – .380/.344 – – –
k-NN – .592/.359 .512/.210 – – .259/.185 .264/.177 –
TRMF 1.15/.879 – – .220/.146 .326/.268 – – .255/.208
AR 1.29/.958 – – – 2e8/.278 – – –
MF alone – – – .432/.347 – – – .219/.193
Low-Rank Reg. .559/.370 .511/.311 .467/.227 .472/.381 .211/.157 .238/.162 .230/.156 .233/.201
MF+Low-Rank Reg. .560/.381 .521/.311 .452/.214 .358/.286 .207/.153 .237/.161 .223/.153 .210/.183
MF+Functiona Reg. .582/.411 .520/.376 .424/.194 .372/.277 .247/.190 .259/.181 .238/.168 .239/.208
MF+Neural Network .561/.375 .503/.321 .429/.243 .415/.330 .231/.182 .251/.176 .244/.173 .243/.210
Table 2: APST_MSE/APST_MAE for each model. Baselines are in red, a regression-only (non-MF)
model is in orange, and matrix factorization models are in blue. Each prediction challenge is
abbreviated by its initials (e.g. LR indicates Long-Range). The best performance in each scenario is
bolded, as well as close performers. The low-rank regression models perform quite well across all
scenarios.
3) Warm-Start Forecasting: This setting is identical to the cold-start setting except that the
first few time points of each time series in the test set are included in the training set. The MF
models are able to use that small amount of information in order to learn an initial estimate the
latent factors Ri for stronger prediction. In our experimental setup, the training set includes
the first two months (8 weeks or 60 days) of data for each time series in the test set and the
goal is to forecast the remaining 10 months.
4) Missing Data Imputation: We also evaluate the ability of our framework to impute missing
data. The test set consists of contiguous chunks of missing elements in the data matrix Y
representing, for example, sensors temporarily failing. The training set contains the remaining
observations in Y and all metadata. Our goal is to impute the missing elements (i.e., portions
of dotted lines embedded in the solid lines in the right hand side of Figure 2).
For each experiment, we run 5-fold cross validation over a grid to select the model hyperparameters.
Due to the non-convexity of some of our loss functions, we run random restarts; this computationally
intensive process leads us to perform an approximation to full grid search over hyperparameters as
described in Appendix A.
5.1 Quantitative Analysis
We evaluate our framework on both real world datasets using two error metrics. As baselines, we
compare to two models that use step-ahead forecasts (only when applicable): Temporal Regularized
Matrix Factorization (TRMF) [9], which is a state-of-the-art method for time series forecasting, and
univariate autoregressive (AR) models. We also consider the following simple baselines: for the
long-range setting, we average all past years (avg_PY); for the missing data setting, we compare
to matrix factorization alone (MF); for the cold-start and warm-start settings, we use the k nearest
neighbors (k-NN) in (Euclidean) metadata space and perform a weighted average of the associated
time series. The following is important to note when considering these baseline methods:
• As we see in Table 2, no single baseline is capable of handling all prediction scenarios of
interest.
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• Since the cold-start (or warm-start) forecasting problem has not previously been studied in
the literature, there are no additional relevant baseline methods beyond our proposed k-NN
baseline.
• Since the AR baseline cannot handle missing data, we learn this model in the fully observed data
setting (rather than 20% missing); that is, in Table 2, AR is not handicapped by the challenging
missing data structure considered by other methods. For avg_PY, and k-NN, we only average
over the observed values. TRMF and MF can naturally handle missing data.
Training details of our framework models and baselines can be found in Appendix A.
5.1.1 Evaluation Metrics
We evaluate prediction performance on two metrics, and show superiority of our proposed framework
on both. The metrics are: 1) average per series thresholded MSE (APST_MSE) and 2) average
per series thresholded MAE (APST_MAE). To calculate APST_MSE, we first calculate MSE per
series. We then calculate the mean of the per series MSE to get a metric that weights each test
series equally. Because the Wiki dataset contains many large magnitude spikes, we threshold the per
series MSE values. This allows the metric to convey information about the seasonal profile while
disregarding the irrelevant spikes. The equation for APST_MSE is:
APST_MSE
(
Ytest, Yˆ
)
=
1
N
N∑
i=1
∑T
j=1 1{|Yji| ≤ ρ}
(
Yji − Yˆji
)2
∑T
i=1 1{|Yji| ≤ ρ}
(10)
where Ytest is the test set time series and Yˆ is the predicted values. APST_MAE is calculated
in the same way, but using MAE in place of MSE, which amounts to replacing
(
Yji − Yˆji
)2
with∣∣∣Yji − Yˆji∣∣∣ in Eq. (10). For Wiki, we set ρ = 2, which restricts evaluation to observations less than
two standard deviations from the mean. The Flu dataset is much more well-behaved, thus we
evaluate using normal MSE. Note that when ρ is set to be larger than the maximum value in the
dataset, APST_MSE (APST_MAE) reduces to MSE (MAE).
Many time series prediction methods are evaluated using a percentage error metric such as
mean absolute percentage error, which requires division by the magnitude of the ground truth time
series. Such a metric is useful when predicting high magnitude time series (e.g. ad revenue for large
companies). However, in our setting, our data is zero-meaned and normalized to put each time series
on the same scale. Since many time series values are close to zero, dividing by the magnitude of the
time series will result in unstable calculations.
5.1.2 Results and Analysis
Results from our proposed framework along with baselines can be found in Table 2. We found that
in each setting except for the cold start setting on Flu, adding MF to our regression models either
aids in prediction performance or admits comparable results. Thus, we clearly see the benefits of
using MF to learn latent residual factors. We considered all regression models both with and without
MF, and the results followed exactly as in the low-rank regression case shown in Table 2. As such, to
focus our discussion on the relevant comparisons, we simply provide the remaining regression options
with MF.
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Long-range forecasts All models in our framework outperform (or are comparable to) the
baselines on both metrics. The step-ahead methods AR and TRMF perform poorly on this problem due
to error propagation. In fact, on the Wiki dataset, the AR baseline estimated a nonstationary model
that exploded APST_MSE. On both datasets, the low-rank regression models perform best. Note
that in the volatile Wiki dataset, the functional regression model suffers as the data is not smooth.
Cold-start forecasts In this setting, the step-ahead methods are not applicable. All of our
framework models perform better than (or comparable to) the k-NN baseline on both datasets. On
Flu, the neural network regression plus MF performs best on APST_MSE while the low-rank models
perform best on APST_MAE. They also perform best on Wiki for both metrics. Our framework
provides strong predictions despite never having seen any of the historical data. In Section 5.2, we
demonstrate that our framework truly does learn to forecast interesting seasonal patterns.
Warm-start forecasts All models in our framework outperform the k-NN baseline on APST_MSE.
For APST_MAE, our models outperform k-NN on Wiki, but it performs decently well on the simple
Flu dataset. The gains from adding MF to low-rank regression are apparent, and this trend was
observed over all regression choices (not shown). This speaks to the fact that MF is effectively learning
latent residual factors from the few observed time points, leading to stronger prediction. Interestingly,
functional regression plus MF performs best on Flu. This method leverages the smoothness of this
data; for warm-start, the first few observations help inform that smooth seasonal profile. For the
more volatile Wiki, low-rank plus MF performs best. Note that the APST_MSE/APST_MAE values
are lower than cold-start forecasts for all models and datasets. This shows the efficacy of using the
limited number of observations to learn an initial estimate of the latent factors of the MF component.
Missing data imputations In the smooth setting of Flu, TRMF performs very well; filling in
large contiguous blocks of missing data is tough for MF alone, but enforcing an AR regularization [9]
appears to help a lot since Flu is well-modeled by such an assumption. Indeed, TRMF was designed
specifically for such scenarios. However, Wiki does not exhibit such a simple structure and TRMF
performs worse compared to our class of models. In fact, all of our framework models outperform
TRMF on Wiki, showcasing the efficacy of our proposed framework even when the data violates the
traditional assumptions of most step-ahead forecasters. Low-rank plus MF again provides the best
performance. In fact, it is a top performer amongst our framework models on Flu as well.
Summary In addition to being able to straightforwardly handle each scenario, whereas no baseline
method can, our proposed framework models outperform the task-specific baselines in almost every
scenario on two different metrics. Interestingly, the popular class of step-ahead time series methods
struggle to provide competitive long-range forecasts, and are not immediately applicable to cold-start
and warm-start scenarios. avg-PY is a straightforward and simple alternative for forecasting the
next year of a seasonal series (again not handling cold-start and warm-start), but also does not
yield competitive performance, especially on the more challenging Wiki data. The same holds for
k-NN in the cold-start and warm-start contexts. Finally, MF alone is a go-to technique for imputing
missing values in large data matrices; however, we see gains from adding our regression components,
especially in the more structured Flu data. Overall, low-rank regression plus MF appears to be a
robust and effective method across all considered scenarios, and dominates on the complex Wiki
data by exploiting the shared seasonality structure of the data matrix Y , which is only magnified by
our clever re-organization of the data matrix as outlined in Section 3.
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Figure 3: More predictions of the low-rank plus MF model on the Wiki dataset for long-range (top)
and cold-start (bottom) challenges. The observed time series is in magenta and predictions are
overlayed in green. Best viewed in color on a computer screen.
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Figure 4: Comparison of the low-rank plus MF model and TRMF on the Wiki dataset for the long-range
prediction challenge. The observed time series is in magenta, low-rank + MF predictions are in green,
and TRMF predictions are in blue. Best viewed in color on a computer screen.
5.2 Qualitative Analysis
Since low-rank plus MF appears to be a fairly robust general purpose model, we hone in on this
model when visually examining the performance of our predictions. We show that low-rank plus MF
model is able to accurately forecast very intricate seasonal profiles over the course of an entire year
both when provided with a past history of the series, and for completely unseen series. To show
this, we plot selected time series from the Wiki test set and our associated predictions, and provide
comparisons to the state-of-the-art TRMF baseline. See the appendix for more plots.
Long-range forecasts For the long-range forecasting challenge, our model captures a variety
of interesting yearly patterns. Figures 3a displays a weekly oscillation and a summer and winter
slump. We attribute this to students visiting this article during the school year (this specific yearly
structure is common to many time series in the dataset, which is exploited by our low-rank regression
and MF components). Figure 3b shows our model capturing an interesting seasonal pattern of an
article corresponding to a TV series. Two modes of seasonality are captured: the weekly oscillation
associated with weekly episodes, and the summer dip which is due to a summer break in the TV
show. Looking at Figure 3c for “Cherry Blossom”, we see predicted increases in page traffic during
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the months of the year when cherry blossoms are in full bloom.
Cold-start forecasts In the more challenging cold-start scenario, the model still excels at learning
the common weekly oscillation with summer and winter slumps, when appropriate, as shown in
Figure 3d (the seasonal structure is similar to Figure 3a). Interestingly, we capture a slightly different
type of weekly oscillation in Figure 3e: this structure differs from Figures 3a and 3d in that the
beginning of the time series exhibits an upwards trend as opposed to an arch. This may be due to
a different set of students (perhaps in a different part of the world) visiting these webpages, thus
reflecting a different school schedule. In Figure 3f, the model predicts increases in page traffic around
days 75 to 100, which is most likely due to March Madness (annual college basketball tournament),
in which the Villanova Wildcats participate in yearly. Although our model has never seen any of
these series before, it is still capable of accurately forecasting these complex seasonal structures.
Comparison to TRMF In Figure 4, we plot comparisons of low-rank plus MF against the state-of-
the-art TRMF on the long-range challenge. We selected series from the top 10% of TRMF predictions
according to our APST_MSE metric (Eq. 10). In Figure 4a, it is clear that our model more
appropriately captures the bumps around days 100 and 160, and TRMF falsely predicts a weekly
oscillation structure. Looking closely at Figure 4b, both models capture the weekly oscillating
structure, however our model more aptly predicts the scale and yearly pattern (i.e. assumed
school schedule structure). Both models perform similarly on Figure 4c. Despite constraining our
visualization to where TRMF performs well, TRMF seems to fail at capturing essential seasonal structure,
whereas our model does not. In general, TRMF seems to capture a more limited range of seasonal
variation in comparison to our model.
6 Conclusion and Future Work
We have presented a computationally efficient forecasting framework applicable to a wide variety of
scenarios: long-range, cold-start and warm-start settings. Our framework consists of a regression
component that leverages high-dimensional metadata, and a matrix factorization term that exploits
low-rank structure arising from shared patterns across fixed periods and series. Key to the framework
is a clever re-organization of the data matrix that contributes to the low-dimensional shared
seasonality structure.
We explored different approaches to the regression component and examined the proposed
formulations on Google Flu Trends and a large, messy Wikipedia dataset. Our experiments
demonstrated that our framework excels at capturing intricate seasonal structure and can produce
accurate long-range forecasts, even for unobserved series. Such forecasts are extremely challenging
for standard time series models that perform iterated step-ahead predictions, leading to large error
accumulation, especially under model misspecification. Our framework, on the other hand, side steps
this issue by focusing prediction on the entire seasonal profile.
There are many interesting directions for future work. First, we plan to investigate how our
framework can be augmented to predict other time series features, such as trends and spikes. Both
could be partially addressed by using time-varying metadata. Second, one could leverage ideas
from trend filtering to allow for learned latent factors to exhibit varying levels of smoothness, which
would be more descriptive than our current functional regression approach. Finally, it is interesting
to explore the performance of our framework on predicting other types of multivariate functional
output data from text, such as images based on captions.
14
A Experiment Details
Cross validation For each forecasting experiment, we separately run 5-fold cross validation over a
grid in order to select the model hyperparameters. Because some of our loss functions are nonconvex,
this requires running random restarts. Since this is computationally expensive, we perform an
approximation to full grid search. We perform a two-stage cross validation where we first run
standard 5-fold cross validation over the hyperparameters in the non-matrix factorization models.
The regularization parameters for these models are a subset of the respective corresponding model
that includes matrix factorization, so we then fix those hyperparameter values in the corresponding
models with matrix factorization and cross validate over the remaining hyperparameters. Looking
at Eq. (4) in the main paper, we would first cross validate over λ1 and fix the selected value while
cross validating over λ2.
A.1 Dataset Collection Details
A.1.1 Google Flu Trends
The Flu Trends dataset consists of weekly estimates of influenza rates in 311 worldwide regions
[20]. We scraped all of the data on the existing webpage, resulting in a matrix of 311 time series of
weekly influenza rate estimates (T = 52). For each time series, we zero-mean the data and divide
by the standard deviation to standardize the scale. After reorganizing the matrix as described in
Section 3, there are 3197 observed years of data. For metadata, we scraped the summary of the
relevant Wikipedia page for each region. We removed stopwords, performed tokenization using the
Stanford CoreNLP toolkit [22], and calculated TF-IDF representations of these summaries to use as
our metadata vectors. Additionally, each word used in our feature vector must be present in at least
two articles. After preprocessing, the dimension of the feature vector is m = 3356. This matrix is
sparse with roughly 2.9% nonzero entries.
A.1.2 Wikipedia Page Traffic Dataset
For the Wikipedia dataset, we collected daily page traffic counts from 4031 Wikipedia articles from
the beginning of 2008 to the end of 2014 by querying Wiki Trends [23]. The pages were selected
by obtaining a list of the 5000 most popular pages of a given week in March 2016. We employ
the method of [21] to detrend the time series data. For each time series, we zero-mean the data
and divide by the standard deviation. For each article, we have anywhere between 1 to 7 years of
page traffic counts starting from 2008 to 2014. After reorganizing the time series data matrix as
described in Section 3 in the main paper, the total number of columns of Y is N = 29093. Each year
of article traffic has T = 365 days. Furthermore, we shifted each year to start on the first Sunday
and padded with zeros. We scraped the summary of the corresponding Wikipedia page, removed
stopwords, performed tokenization using the Stanford CoreNLP toolkit [22], and calculated TF-IDF
representations of these summaries to use as our metadata vectors. Additionally, each word used in
our feature vector must be present in at least two articles. After preprocessing, the dimension of the
features is m = 22193. This matrix is extremely sparse with roughly 0.5% nonzero entries.
A.2 Real Data Experiment Details
Neural network architecture For the neural network regression, we use a two hidden layer
network with ReLU activations. The first hidden layer has 100 nodes and the second hidden layer
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has T = 365 nodes. Finally, the output layer is a regression layer (uses the identity function as the
activation function). For simplicity we also do not regularize the weights of the neural network.
Model training: Google Flu We set k = k′ = 5 and train the models with minibatch stochastic
gradient descent (SGD). We use a minibatch size of 300 and 30,000 iterations. We individually
tuned constant step sizes for each model, although they all turned out to be close to 1e-2. We use
5-fold cross validation to select hyperparameters. For both λ1 and λ2, we select them from 10 values
evenly spread on a log scale from 0.1 to 1000. For the functional regression models, we choose the
number of (evenly spaced) knots K from 4, 8, ..., 20. After selecting hyperparameters, we trained
each final model with 50,000 iterations and 10 random restarts. We use a validation set to tune the
number of epochs the neural network regression models need.
Model training: Wikipedia Page Traffic We set k = k′ = 20 and train the models with
minibatch SGD. We use a minibatch size of 500 and 10,000 iterations. We individually tuned
constant step sizes for each model, although they all turned out to be close to 1e-1 (with the
exception that the neural network regression models used a step size of 1e-2). In this setting, since
our data is large enough, we use a single validation set to select our hyperparameters as opposed to
cross validation. For both λ1 and λ2, we select them from 10 values evenly spread on a log scale from
0.01 to 1000. We choose the number of (evenly spaced) knots K from 10, 20, . . . , 100. After selecting
hyperparameters, we trained each final model with 20,000 iterations and 10 random restarts. We
use a validation set to tune the number of epochs the neural network regression models need.
Baselines For TRMF [9], we fix latent dimension (k in our framework) to be the same as what
we set for our framework (5 for Google Flu, 20 for the Wikipedia dataset). For both TRMF and the
AR baseline, we use a lag set of {1, . . . , 5} ∪ {51, 52, 53} for the Google Flu data, and a lag set of
{1, . . . , 10}∪{63, . . . , 70}∪{363, 364, 365, 366}. The chosen lag sets allow for the step-ahead models to
learn seasonal yearly patterns. For TRMF, we run rolling cross validation to select hyperparameters,
using the code provided by [9], while for AR, we simply perform maximum likelihood under Gaussian
errors. For MF alone, we run cross validation to select the hyperparameters for regularization. For
the k-NN baseline, we compared k = 5, 10, 15, 20 and selected k = 10 due to best performance.
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