Abstract. This comment focuses on the statistical limitations of a model grading, as applied by D. Waugh and V. Eyring (2008) (WE08). The grade g is calculated for a specific diagnostic, which basically relates the difference of means of model and observational data to the standard deviation in the observational dataset. We performed Monte Carlo simulations, which show that this method has the potential to lead to large 95%-confidence intervals for the grade. Moreover, the difference between two model grades often has to be very large to become statistically significant. Since the confidence intervals were not considered in detail for all diagnostics, the grading in WE08 cannot be interpreted, without further analysis. The results of the statistical tests performed in WE08 agree with our findings. However, most of those tests are based on special cases, which implicitely assume that observations are available without any errors and that the interannual variability of the observational data and the model data are equal. Without these assumptions, the 95%-confidence intervals become even larger. Hence, the case, where we assumed perfect observations (ignored errors), provides a good estimate for an upper boundary of the threshold, below that a grade becomes statistically significant. Examples have shown that the 95%-confidence interval may even span the whole grading interval [0, 1]. Without considering confidence intervals, the grades presented in WE08 do not allow to decide whether a model result significantly deviates from reality. Neither in WE08 nor in our comment it is pointed out, which of the grades presented in WE08 inhibits such kind of significant deviation. However, our analysis of the grading method demonstrates the unacceptably Correspondence to: V. Grewe (volker.grewe@dlr.de) high potential for these grades to be insignificant. This implies that the grades given by WE08 can not be interpreted by the reader. We further show that the inclusion of confidence intervals into the grading approach is necessary, since otherwise even a perfect model may get a low grade.
Introduction
Waugh and Eyring (2008) (WE08) applied a set of performance metrics to climate-chemistry models (CCMs) aiming at quantifying their ability to reproduce key processes relevant for stratospheric ozone. These performance metrics are used to calculate a quantitative measure of performance, i.e. a grade. These grades are employed to illustrate the ability of individual models to simulate individual processes and to identify general deficiencies in modelling key processes. These grades are further applied to weight individual CCM projections of the ozone layer to derive a weighted multimodel mean projection.
There is no doubt that the general approach, i.e. the model validation and grading, provides an important contribution to scientific questions regarding stratospheric ozone. However, the approach relies on the way the grading is performed and hence requires a statistical sound definition of the grading. Although the authors have discussed some statistical considerations, these considerations do not have any implications on the grading, e.g. no confidence interval for the grading value is given. Moreover, effects like uncertainties in the observational data are not included in most of the gradings: the grading formula (details see below) includes a parameter σ obs , which is defined for some diganostics as the interannual variability and for others as an uncertainty
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V. Grewe and R. Sausen: Comment on "Quantitative performance metrics" due to the measurement. However, this does not replace the need for consideration of confidence intervals. Our results suggest that even the qualitative results, obtained in WE08 will change drastically when these effects are included in the grading.
In the next section, we are addressing the questions related to errors in model and observational data: "What statistical implications do these errors have on a model grading?" and "What statistical implications do they have on the difference of two model grades?". In Sect. 3, we define the general statistical terms, which we use. In Sect. 4, we present examples, which are aimed to clarify the shortcomings of the grading. In Sect. 5 the implications for a grading are discussed, when statistical significance levels are included in the grading approach. This illustrates the difference between the information on model performances presented in WE08 and the statistically sound information.
What is a grading?
Generally, a grading means "How well does a test object represent a certain reference value?". It consists of two parts, a test of the object against a reference value and a relation between the outcome of the test and a grade. That is exactly what the first two sentences of the abstract of Waugh and Eyring (WE08 in the following) is about: "A set of performance metrics is applied to stratospheric-resolving chemistry-climate models (CCMs) to quantify their ability to reproduce key processes relevant for stratospheric ozone. The same metrics are used to assign a quantitative measure of performance ("grade") to each model-observations ..."
So there are two basic questions: "When does a test object represent the reference value?" and "How to derive a grade from a difference between the test value and the reference value?".
It is important to separate these two questions. It is necessary to find a method dealing with either question. This is one of the main reasons, why the methodology applied in WE08 does not provide the information it was designed for.
When is a model result representing an observation?
In this case the test objects are results from climate-chemistry models and the reference value is a certain observation. The reference value itself is not precisely known, basically for four reasons:
1. uncertainties in measurement techniques, 2. uncertainties in methodology, 3. representativity for a certain region and time, and 4. representativity for a climatological value.
The first point summarizes all uncertainties associated with the measurement techniques, e.g., the precision of a measurement. The second one is more related to the processing of the measured data to derive the physical quantity, e.g., retrieval algorithms. The third one describes an uncertainty, which is related to the temporal and spatial coverage of the measurements. The sampling of data by satellite measurements might be restricted to clear sky conditions, a certain local time or a latitude-longitude-time relation. If vertical profiles or certain height information are used, these might only represent a certain height region, weighted with a kernel function, or the vertical localisation is given within an uncertainty range, only. These three types of uncertainties describe an uncertainty which is related to an observation for a certain area and time period. For simplicity reasons let us assume that the observations are given with a mean value µ obs and an uncertainty range expressed by a standard deviation σ unc obs . Note that a bias also may occur, which complicates the whole picture.
In the case of a quality assessment of climate-chemistry models a further uncertainty has to be regarded in addition, namely climate variability. Because of the interannual variability, a climatological mean value can only be determined within a confidence interval. Here we assume that this variability can be expressed by a standard deviation σ iav obs . We further assume, unless stated otherwise, that the values are Gaussian distributed, which is in many cases not correct, e.g. for Northern Hemisphere temperatures. Note that the application of t-statistics also implicitely assumes a Gaussian distribution.
To summarize, all of these uncertainties limit the accuracy to which a climatological value from any observation can be determined. The uncertainties and errors are discussed in WE08 and the grading approach includes a variability measure, which is based on either the interannual variability or a measurement uncertainty. In Fig. 5 of WE08 the uncertainty of the grade with respect to the used observational data set (ECMWF versus UKMO) has been impressively demonstrated. However, these findings are not systematically included in the grading, i.e., from a grade 0.2 it cannot be determined, whether the grade is low because the model is incorrect or the observational data are badly estimated. Figure 1 gives an illustration for the comparison of two 10 year model data sets (blue and green) and a 10 year observational data set (red). All are produced with computer generated random numbers for Gaussian distribution (black line) with expectation 0 and standard deviation 1. Note that this example neglects any uncertainties in the observational data, i.e. σ unc obs =0 and just takes into account an interannual variability.
In this example the underlying probability distribution is identical for the "model" and "observational" data. Hence model and the reality are identical, implying that the model is representing the reality perfectly. However, the 10 realisations for either "model run" and the "observations" differ.
The conclusion from this example is that from both, the observational data and the model data, the underlying probability distributions have to be estimated and compared in a statistical manner. This implies that at first a decision has to be made on the accuracy of the statements. I.e. what is the error that is tolerated in the decisions or in the uncertainty of the grade. Then the estimates for the probability distributions have to be compared and a decision can be made whether the model represents the reality or not. Note that in the example the assumed distribution is Gaussian, the estimates for the expectation (which is 0 in the example) is the sample mean value (differing from zero) and for the standard deviation the sample standard deviation of the data.
When is a model better than another?
Model grades are used and will be used to rank models. Grades condense a complex context into a single number. However, as shown in Fig. 1 , every intercomparison can only lead to a grade within a certain error range, which depends on a large number of parameters. Hence two models ( Fig. 1 ) might get two very different grades, however with errorbars that are so large that the grades themselves do not differ statistically. Therefore a grade itself is meaningless, unless an estimate for the uncertainty is given. Two model results are given (blue and green) in the example above (Fig. 1) . They are realisations (random samples) of the same random variable (X), which in this case has a normal distribution with expectation E(X)=0 and standard deviation S(X)=1 (N (0, 1)). However, their gradings differ: Model X has a grade of 0.77 and Model Y of 0.46, when applying Eq. (4) of WE08:
where µ model and µ obs are the sample mean values of the model sample and observational sample, respectively. σ obs is the sample standard deviation of the observational data and n g a factor (here: 3 as in WE08), which relates the difference of sample mean values of the observations and model data to n g times the sample standard deviation of the observational data. This metric has been applied in earlier studies (Douglass et al., 1999; Kawa et al., 1999) . Following WE08, Model Y would be better than Model X in this example, i.e. this example clearly shows the limitations of the grading methodology as applied in WE08. In the following, terms and definitions are given. These form the basis for a systematic analysis, which is performed to show that the example, given above, is not an extreme outlier, but a representative example. The methodology can also be used as a basis for analysing further grading approaches. 
Terms and definitions
In the following, X, Y , Z denote random variables representing a given diagnostic for two models "Model X" and "Model Y" and observations. We are considering N realisations of either Model X and Model Y, i.e. we have 2 samples, X 1 ,...,X N , and Y 1 ,...,Y N , and a sample Z 1 ,...,Z M for the observations with sample size M.
We assume that the random variables have normal distributions, with expectations E(X), E(Y ) and E(Z) and standard deviation S(X), S(Y ) and S(Z). To be consistent with WE08, we denote the sample means of X 1 ,...,X N , Y 1 ,...,Y N , and Z 1 ,...,Z M as µ modX , µ modY , and µ obs . Note that in this case µ is not the expectation. In analogy, the sample standard deviations are given by σ modX , σ modY , and σ obs . Further, we denote E r and S r the real expectation and real standard deviation, describing the real atmosphere. Hence a model is perfect if E(X)=E r and S(X)=S r and observations are perfect if E(Z)=E r and S(Z)=S r .
Further GX and GY denote random variables of the grading of Model X and Model Y, and GX 1 ,...,GX K and GY 1 ,...,GY K are samples of the grades of Model X and Y, respectively. The samples have a sample size K each and are calculated on the basis of samples of the random variables X, Y and Z with sample sizes N for the models and M for the observations. The sample mean values are given Table 1 . Overview on the four statistical tests performed to determine thresholds for grades. Details are described in Sect. 3. X and Y are random variables representing 2 models and, Z is the random variable representing observations, and GX and GY are the respective random variables for the model grades. E(•) and S(•) denote the expectation and standard deviation. E r and S r denote expectation and standard deviation of the reality. The threshold are calculated by inverting the given equation and the underlying pdf is calculated with Monte-Carlo simulations with the given conditions. Information on the determination of the threshold H 0 Hypothesis Threshold Equations Conditions
by µ GX and µ GY , i.e. µ GX and µ GY are the mean values of K grades of either Model X and Y with N samples of the random variables X and Y (models) and M samples of the random variable Z (observational data). Note that for one specific model run (as in WE08) the sample size K equals 1. The expectations of the random variable GX and GY are E(GX) and E(GY ).
In the following, we introduce the statistical tests, performed within this study. An overview can be found in Table 1 . A model is then statistically different from the observations, if the null hypothesis H 0 : "Model and observations have the same expectation" can be rejected and the alternative hypothesis H 1 : "Model and observations are different" can be accepted. For a model that does not differ statistically from observational data, i.e. for E(X)=E(Z) and S(X)=S(Z), we determine the threshold value g obs (p) for which the probability that GX≤g obs (p) is p, i.e. P (GX≤g obs (p))=p, where p is the probability that H 0 is erroneously rejected. (We use p=1% and 5% in the following.) As an example, we consider one realisation GX 1 of the random variable GX, e.g. as in WE08. We reject the null hypothesis and regard the model as statistically significantly different from the observations, if the grading GX 1 of Model X is smaller than g obs (p).
A model is then considered imperfect, if the null hypothesis H 0 : "Model and reality have the same expectations" is rejected and the alternative hypothesis "Model and reality have different expectations" is accepted. Hence we determine the threshold value g real (p), where P (GX<g real (p))=p.
Note that these two tests seem to be very similar, however they have different implications. They differ in the expectation and standard variation of the random variable Z, which are E(Z) and S(Z) in the first case and E r and S r in the second case. In general, observational data are erroneous, which means that E(Z) =E r or S(Z) =S r . This has an impact on the grading, which we will describe in detail below.
Two model gradings are then statistically different, if the null hypothesis H 0 : "Grade of Model X and grade of Model Y are equal" can be rejected and the alternative hypothesis H 1 : "Grades of Model X and Model Y are different" can be accepted. Hence we determine the threshold value g(p), where
The statistical tests given in WE08 (their Sect. 2.2) are special cases identical to those described above, with the assumptions E(Z)=E r and S(Z)=S r and σ modX =σ modY =σ obs . Our analysis will show that there is no disagreement between our findings and the results presented in WE08 with respect to the special cases. However, in general, the confidence intervals for the gradings are much larger than for these special cases. An inclusion of confidence levels into the grading will change the grading results drastically.
Examples

A perfect model and perfect observations
Let us assume that we have a perfect model and that we know perfectly the regarded diagnostic of the reality. Further we assume that the values of the individual years (here: N=M=10 years) have normal distributions. Since model and observations are considered to be perfect in this case, the model's and observational's expectations and standard deviations are equal: E(X)=E(Z)=E r =0 and S(X)=S(Z)=S r =1. The expectation of the grading (E(GX)) is then:
We estimate E(GX) by means of a Monte Carlo simulation. We perform K=100 000 realisations of GX. Each has random samples of X and Z with sample size N (=10). The resulting probability density function is given in Fig. 2 . The derived sample mean value for the grading is µ GX =0.87 (since K is large µ GX already converged to E(GX)) and the median is 0.88. They hence differ remarkably from 1. Calculating the p=5% (1%) percentile from the frequency distribution (Fig. 2) gives a value of g obs (p)=g real (p)=0.65 (0.5) for this case.
For illustration purpose we additionally assume an uniform distribution of the random variables X and Z, with values between −1 and +1. The resulting pdf for GX is the blue line in Fig. 2 . It only slightly differs from the Gaussian distribution.
A perfect model and imperfect observations
We know that observations have errors from measurement techniques, from analysis and due to spatial sampling or certain conditions under which the observations are derived. They also have some uncertainties related to the representativity (e.g. Lary and Aulov, 2008) .
Let us assume that (as above) the reality can be described by an expectation E r and a standard deviation S r . If we had perfect observations the sample mean value µ obs would be close to E r , for a large number of observational data (M). Let us now assume that the observational data have an error. We express this error by an offset in the expectation and standard deviation: E(Z)=E r +α×S r and S(Z)=β×S r . I.e. the observations have an error expressed by a multiple (or fraction) of the standard deviation, which is the interannual variability in the case of annual mean data.
An uncertainty in the expectation (=α) of 50% to a factor of 3 of the standard deviation is a reasonable assumption, as we will show by 2 examples in the following. For midlatitude (35 • N-60 • N) total ozone columns, the interannual variability is in the range of 5% and the differences between the various datasets (Ground-based, SBUV, NIWA, GOME) are around 2-3%, which is around 50% of the interannual standard deviation (see WMO (2006) p. 3.11) . Lary and Aulov (2008) presented distributions of HCl measurements, e.g. for January at 450 K to 590 K isentropic levels and between 49 and 61 • N. Differences between 3 measurement systems are around 0.3 ppbv, whereas the interannual variability for HALOE January values is in the order of 0.1 ppbv, which gives a factor of α=3. Figure 3 shows the mean values, 5% and 1% percentiles of the grading parameter. The coordinate (0, 1) represents the perfect observation, i.e., the example in Sect. 4.1. Clearly, the grading of the perfect model depends on the quality of the observational data. An increasing error in the expectation and hence the sample mean value leads to a reduction of the grading value. If the standard deviation in the observational data is lower than in reality, the grading value for the perfect model is also reduced. Whereas the model gets a better grading, if the standard deviation of the observation is larger than in reality. The 5% and 1% percentiles (Fig. 3 , mid and bottom) are decreasing to grading values of lower than 0.2, if either parameter has a 50% uncertainty. Hence, the case without errors in the observations or whenever error estimates are not available, gives a good estimate for an upper boundary of the threshold (=left side of the confidence interval) at which a grade becomes significantly different from that of a perfect model.
To summarize, allowing a 1% error margin means that all models with a grading of more than 0.1 have to be regarded to be perfect, for most of the observational data qualities regarded in this example.
Two identical models
Here the difference of two model gradings is investigated, i.e. we answer the question "Is Model X statistically different from Model Y?" (see also Sect. 3).
Let us first assume that we have perfect observations and two identical, but imperfect models, with expectation E(X)=E(Y )=E r +α mod ×S r and standard deviation S(X)=S(Y )=β mod ×S r .
(Both models are perfect for α mod =0 and β mod =1.) The expectation of either model grading is identical E(GX)=E(GY ) and the difference of both is 0.
In the example in Sect. 4.2, the expectation and standard deviation of the observations were overlaid with an error. Here, the same error approach is applied to the 2 models. The parameters α mod and β mod , are randomly chosen, but equal for the models. They cover a deviation of maximum 2 times S r . The parameter range is smaller than in the previous example and actually describes small values for current 9106 V. Grewe and R. Sausen: Comment on "Quantitative performance metrics" Fig. 3 . Top: mean grading, i.e. expectation of the random variable GX (=E(GX)) (top), 5%-(mid), and 1%-percentiles (bottom) for a perfect model and imperfect observations. The error in the observations is defined by an offset in the expectation (y-axes) and a multiple of the standard deviation (x-axis). The offset is a multiple of the standard deviation. α=0 and β=1 represents perfect observations. Fig. 3 . Top: mean grading, i.e. expectation of the random variable GX (=E(GX)) (top), 5%-(mid), and 1%-percentiles (bottom) for a perfect model and imperfect observations. The error in the observations is defined by an offset in the expectation (y-axes) and a multiple of the standard deviation (x-axis). The offset is a multiple of the standard deviation. α=0 and β=1 represents perfect observations.
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CCMs. For each of the 2 parameters 23 parameter settings were chosen in the given range. For each setting 10 000 iterations (=K) were calculated to estimate the probability density function of the difference in the two model grades GX and GY , which add up to more than 5 million iterations. As an illustration, Figure 1 shows one such an iteration, with N=M=10 values for the observations, and Model X and Y, each, though for perfect models. The frequency distribution of the 1% and 5% percentiles for the absolute difference in the two model grades are shown in Fig. 4 . The mean 5% and 1% percentiles of the absoute difference for all regarded parameter settings are 0.33 and 0.42 (vertical lines). However, in 5% of the parameter settings 1% (5%) of the model differences are larger than 0.65 (0.51). And in 1% of the parameter settings 1% (5%) of the differences are larger than 0.72 (0.55), defining the 1%-and 5%-percentiles.
In Fig. 4 (bottom) results are presented with inclusion of imperfect observational data. The error is analogously considered: E(Z)=E r +α obs ×S r and S(Z)=β obs ×S r . α obs ,σ obs ,α mod ,β mod are independently chosen in the range [0.5, 2]. The results are similar to those with perfect observation, except that the confidence intervals are significantly increasing. The distributions have longer tails.
This leads to the conclusion that based on their gradings, two models are not distinguishable with these assumptions, unless the difference is larger than 0.71 and 0.86 for perfect and imperfect observational data, respectively.
To summarize, these examples demonstrate that the statistical tests performed in WE08 are in agreement with our findings, however for special cases only. They give a threshold g * =0.7 for N=11, E(Z)=E r , S(Z)=S r , and σ obs =σ modX , which roughly corresponds to our value g real (p=0.05)=0.65 for N=10, E(Z)=E r , S(Z)=S r , however σ obs =σ modX .
Further they give a threshold value of 0.3 for a statistically significant difference in two model gradings at a 5% significance level, with the assumptions N = 11, E(Z)=E r , S(Z)=S r , and σ obs =σ modX =σ modY .
Our corresponding value is g real (p=0.05)=0.33 for N=10, E(Z)=E r , S(Z)=S r , however σ obs = σ modX =σ modY .
The examples further show that the values for the special cases analysed in WE08 are misleading and that an adequate inclusion of observational errors change these thresholds. Without any further analysis of the uncertainties in the observational data, it cannot be decided whether a 95% confidence interval spans 1/3 or the whole grading interval [0, 1].
Consequences for the grading
In the last section we have investigated the reliability of the grading according to WE08. In this section we show its implications on the overall grading picture, i.e. on their Figs. 2 and 4. Applying the same procedure as in the previous sections, we randomly defined 16 diagnostics and 13 models. Konf95 konf99 Fig. 4 . Probability density distribution of the the 1% (green) and 5% (red) percentile for the absolute difference of two random variables |GX−GY |, i.e. the difference in the grading of two imperfect but Fig. 4 . Probability density distribution of the the 1% (green) and 5% (red) percentile for the absolute difference of two random variables |GX−GY |, i.e. the difference in the grading of two imperfect but identical models for perfect (top) and imperfect (bottom) observations. The vertical lines show the expectation of the 1% and 5% percentiles.
We then compare two grading approaches: the first is identical to that in WE08 and the second maps this grading to a 0 to 1 scale, where 1 is defined by the 5%-percentile of the grade from WE08. Any major qualitative differences occurring between these gradings imply that the grading of WE08 is not sound. The diagnostics are based on M=N =5 to 40 years of data, the expectation and standard deviation of the observations and models vary by randomly chosen factors α, β between 0.25 and 2 and 3, respectively. Hence the models have potentially a larger error than the observations. A detailed description of the parameters is given in the supplement material.
Figure 5 (left) shows the grading matrix in analogy to WE08, but for our random models and observations. The diagnostic 1 and 4 has for all models high grades, whereas the diagnostic 13 and 16 leads to low grades for all models. For all of the diagnostics, we have calculated the 5% percentile for the expected grade of a perfect model and the given imperfect observations. Figure 5 (right) shows in black all grades, which do not differ significantly from reality. For all other grades the distance of the grade to the confidence interval is taken as a deviation from the grade 1. Therefore, Fig. 5 (right) shows the significant model grades (s-grades), where a s-grade 1 indicates a model, which is not distinguishable from reality for the respective diagnostic. And all models with a lower s-grade do differ significantly.
This changes the picture of the grading considerably. For diagnostic 1, which is characterised by high grades, the s-grades are high, but half of the models are imperfect. Whereas for diagnostic 2 many models have low grades, but since the confidence interval is large, all models are not distinguishable from reality and hence get a perfect s-grade of 1.
The quality of model 1 is similar to the other models with respect to the grade (Fig. 5, left) . However, taking into account the confidence intervals for the grades, this model becomes perfect with s-grades of 1 for all diagnostics. The qualitative difference in the grading g and statistical sound s-grade for our random models and observations implies that the grades given in Fig. 2 in WE08 are not reliable. Figure 6 shows for the diagnostic 7 the grades of all models, comparable to Fig. 4 in WE08. We chose this diagnostic, because it is one of those showing a variability among the models in the grades and s-grades. We pick out model 1 and look for a significant difference to other models. Six models (red) do not differ significantly from reality and from model 1. Although model 5 and 6 (grey) are significantly different from reality, they do not differ significantly from model 1. Only the models 3, 7, 9, 11 (green) differ significantly from model 1 and they also differ significantly from reality. Hence a ranking of the models, which is suggested for a weighting of the multi-model mean is a quite difficult task, e.g. although the s-grades differ for model 1 and 5, both models do not differ statistically significant from reality.
Conclusions
In the paper "Quantitative performance metrics for stratospheric-resolving chemistry-climate models" by Waugh and Eyring (2008) a method was introduced, which converts the outcome of a diagnostic, i.e. a comparison of climate-chemistry model data and observational data, into a grade. A grading was applied to a number of diagnostics, leading to an overall model grade, which was proposed to be used as a weighting for a multi model mean. Model performances and observational data are randomly defined, but equal for both grading interpretations. Left: Grading applied without any further statistical considerations (as in WE08). Right: Grading with inclusion of 95% confidence intervals (s-grade). I.e. a model sgrade equals 1, if the model grade is larger than the threshold (g real (p), Table 1 ) for which a model that cannot be statistically significant distinguished from reality. (See text for details). 6 . Grading of the models for diagnostic 7. Horizontal lines mark the 5% percentile for a perfect model (red) and for significant difference of either model 2-13 to model 1 (blue). Models, which do not differ significantly from reality at a 95% confidence level are marked in red. Models, which significantly differ from model 1 are marked in green. Models, which do not differ significantly from model 1, but which differ significantly from reality are marked in grey. Errorbars indicate the 95% confidence interval for the grading difference to any other model, i.e. within these errorbars two models are equal. The squares mark the s-grades.
25 Fig. 6 . Grading of the models for diagnostic 7. Horizontal lines mark the 5% percentile for a perfect model (red) and for significant difference of either model 2-13 to model 1 (blue). Models, which do not differ significantly from reality at a 95% confidence level are marked in red. Models, which significantly differ from model 1 are marked in green. Models, which do not differ significantly from model 1, but which differ significantly from reality are marked in grey. Errorbars indicate the 95% confidence interval for the grading difference to any other model, i.e. within these errorbars two models are equal. The squares mark the s-grades.
In this comment, we focus on the statistical basis for the grading, with two aspects, the statistical confidence in the grade itself, and the possibility to statistically distinguish two models with this grading. A summary is given in Table 2 . Even if perfect observations could be performed, and a perfect model is applied, an expected grading of 0.87 is obtained for a ten year dataset, the 99%-confidence interval for the model's grade is [0.5,1]. If we were not able to perform perfect observations, i.e. the observations have a bias in the order of σ obs , the interannual variability, then this confidence interval is even enlarged to almost the whole range of the grade g [0.01,1].
Two models differ statistically, if their grades differ by more than 0.33 and 0.42 for an assumed error of 5% and 1%. However, these are mean values for a range of possible imperfect observational data. In 1% of the regarded errors in observational data, a difference in the grade of more than 0.86 is needed to significantly distinguish two models. And note that no answer is yet given on how much the models differ. If a statistical significant minimum difference (e.g. 0.1, 0.2, 0.3, ...) is regarded for the difference of two models, then this requires confidence intervals for each chosen minimum difference. Hence a ranking of the models is hardly possible, and applicability for a multi-model mean is very limited.
In Fig. 2 in WE08 the grades of a number of models and diagnostics are presented. The grading does not include any uncertainty in the observational dataset for most performance metrics. The parameter σ obs in their formula describes either an interannual variability or an uncertainty due to measurements. In the first case the measurements are implicitely regarded as perfect. And hence those are comparable to the example in Sect. 4.1. This implies that all models with a grade larger than 0.5 have to be regarded to be perfect. Lower model grades indicate a significant difference to the observational data. This is a qualitative statement and a further quantification on a statistically sound basis cannot be given. Model differs significantly from reality (perfect observations) g < 0.65 g < 0.50 Model differs significantly from reality (imperfect observations) g < 0.20 g < 0.01 Two models differ significantly (perfect observations) | g| > 0.33 | g| > 0.42 Two models differ significantly in 5% of perfect observations | g| > 0.51 | g| > 0.65 Two models differ significantly in 1% of perfect observations | g| > 0.55 | g| > 0.71 Two models differ significantly in 5% of imperfect observations | g| > 0.52 | g| > 0.69 Two models differ significantly in 1% of imperfect observations | g| > 0.65 | g| > 0.86 However, the observational data have uncertainties, which should be accounted for. A thorough re-analysis of the grading would imply an estimate of the observational errors and interannual variabilities of all used observational datasets, which has not been performed. If only a 25% or 50% uncertainty with respect to the standard deviation is taken into account for the mean value and the standard deviation, then the results for the random models presented here suggest that without any further consideration of the measurement uncertainties, we cannot decide whether most of the models presented in Fig. 2 in WE08 differ on a statistical basis. There might indeed be cases where differences in grades are large enough to assume that those differences are statistically significant. But from the analysis performed so far we simply do not know. It has to be noted that observational error estimates are not available for all of the addressed parameters. Often uncertainties from retrievals or uncertainties associated with the representativity for a certain region and time are rarely addressed. An educated guess might be necessary. Omission of such uncertainties because they are not known would implicitely imply that these uncertainties are zero, which is probably more unrealistic than an educated guess.
The statistical tests, which we performed are in agreement with those performed in WE08. Their tests are however only special cases, which assume perfect observations and that the interannual variability in the observational data equals the interannual variability in the model data. The generalisation of the statistical test with the inclusion of observational errors and differing interannual variability in the observational and model data clearly shows a distinct difference in the results, e.g. grading confidence levels. Moreover the inclusion of the statistical findings into the grading approach was not performed in WE08, which limits the interpretation of the results, since it is not clear, which gradings are statistical significant or which model gradings differ statistically from each other. I.e., the results presented in Fig. 2 in WE08 , e.g., for the diagnostic Temp-Trop do not reflect the findings presented in Fig. 5c in WE08, showing the large dependency on the observational dataset.
We have not addressed the comparability of the grades for different diagnostics so far. If an observation has a very large error, i.e. little valuable information can be drawn from this observation the grade after WE08 would be large, if σ obs refers to this uncertainty. On the other hand, if there is a very accurate observation, already a rather small offset between the model and the observation may result in a low grade. A generalisation, e.g. which model bias in terms of multiple of the interannual variability is tolerable, might not work. One may decide in certain cases independently from the statistics, which deviation from the observations should be tolerated.
A further challenge, which has not been addressed so far, is the robustness of a multi-diagnostic grade. In this comment, the grading properties were investigated on the basis of one diagnostic, only. If more than one diagnostic is taken into account, the variability of the individual grades has to be combined somehow with the confidence intervals to provide an overall model grade with an uncertainty range.
The evaluation of models is an important part of model development. Multi-model approaches are the only way to address questions, which are of high importance to politics and society. Model grading helps to better understand model differences and determine specific model shortcomings. Hence a statistical sound grading is absolutely necessary. We propose a detailed verification of any further grading methodology, e.g., on the basis of Monte Carlo simulations. And we further strongly suggest not to consider a grading approach in the way it was done for any further multi-modelling study. In detail, we propose for any future grading (a) to either calculate, estimate, or rely on expert judgement for all of the errors 1-3 described in Sect. 2.1, as well as for the interannual variability; (b) to include these uncertainties in the grading approach such that if the model data cannot be statistically distinguished from reality then and only then the grade is 1; (c) to also include these uncertainties in the determination of grades lower than 1 (e.g. 1−x), such that for a given significance level, model data and reality differ significantly by at least a certain value, which corresponds to some value x in the grading.
