The paper presents conditions suitable in design giving quadratic performances to stabilizing controllers for given class of continuous-time nonlinear systems, represented by Takagi-Sugeno models. Based on extended Lyapunov function and slack matrices, the design conditions are outlined in the terms of linear matrix inequalities to possess a stable structure closest to LQ performance, if premise variables are measurable. Simulation results illustrate the design procedure and demonstrate the performances of the proposed control design method.
Introduction
Since a generic method for design of a controller valid for all types of nonlinear systems has not been developed yet, an alternative seems to be fuzzy approach which benefits from the advantages of the approximation techniques approximating nonlinear system model equations. Using the Takagi-Sugeno TS fuzzy model 1 , the nonlinear system is represented as a collection of fuzzy rules, where each rule utilizes the local dynamics by a linear system model. Since TS fuzzy models can well approximate a large class of nonlinear systems, and the TS-model-based approach can apprehend the nonlinear behavior of a system while keeping the simplicity of the linear models, by employing TS fuzzy models a control design methodology exploits fully advantage of the modern control theory, especially in the state space optimal and robust control.
The main idea of the TS-model-based controller design is to derive control rules so as to compensate each rule of a fuzzy system, determining the local feedback gains. It is known that the separate stabilization of these local modes does not ensure the stability of the overall system, and global design conditions have to be used to guarantee the global stability Mathematical Problems in Engineering 3 where q t ∈ R n , u t ∈ R r , y t ∈ R m are vectors of the state, input, and output variables, respectively, and B ∈ R n×r and C ∈ R m×n are real finite values matrices. It is assumed that a 0 0, and that a q t is bounded in associated sectors, that is, in the regions within the system will operate.
It is considered that the number of the nonlinear terms in the nonlinear part of model a q t is p, and that there exists a set of nonlinear sector functions of this properties w lj θ t , j 1, 2, . . . , k, l 1, 2, . . . , p, w lj θ t w lj θ j t ,
w lj θ t ,
2.3
where k is the number of sector functions, and
is the vector of premise variables. A premise variable represents any measurable variable and can be in a simple case a state variable. Using a TS model, the conclusion part of a single rule consists no longer of a fuzzy set but determines a function with state variables as arguments, and the corresponding function is a local function for the fuzzy region that is described by the premise part of the rule 21 . Thus, using linear functions, a system state is described locally in fuzzy regions by linear models, and at the boundaries between regions a suitable interpolation is used between the corresponding local models. Thus, given a pair of q t , u t , the final state of the systems is inferred as followsq 
where
is the ith aggregated normalized membership function satisfying conditions: 
and B is of full column rank.
Linear Quadratic Control Background
In order to build up the background of the proposed method, some basics on the continuoustime LQ control are recalled. Considering the linear model 2.1 , 2.2 , that is, a q t Aq t , the control design is possed as an optimal problem with certain combined quadratic performance on q t and u t , and the control task is formulated as follows: find the nonzero Mathematical Problems in Engineering 5 control u t defined on 0, T such that the state q t is driven to the state coordinate origin at t T , and the following performance index is minimized
where J J ∈ R n r × n r takes the form: 
Proof (compare e.g. [18] ). Since now the system 2.1 , 2.2 is linear in q t , the quadratic Lyapunov function candidate can be chosen as
and the derivative of the Lyapunov function candidate takes the form:
Mathematical Problems in Engineering respectively, where
Defining, at the time instant T , the cumulative function V T as
which, in turn, is equivalent to
then adding 2.23 to 2.14 , subtracting 2.24 from 2.14 , and setting P T Q • , the performance index 2.14 is brought to the form 2.17 , where
It is evident that with J t 
2.28
Proof (see e.g., [18] 
Basic Preliminaries
The main concern of this section is to present basic concepts of nonlinear fuzzy control design for systems represented by TS model. Presented structure is partly motivated by minimizing the number of LMIs with respect to LMI solvers limitations.
Definition 3.1. Considering the general form of 2.11 :
and using the same set of membership function, the nonlinear fuzzy state controller is defined as
If the set of aggregated normalized membership functions 2.9 satisfies 2.10 then
Proof . Considering s 1 the conditions 2.10 imply
Providing the base of mathematical induction principle the number of functions is chosen as s 2. Thus, left-hand side of 3.3 implies
and right-hand side of 3.3 specifies
Proof . Substituting 3.2 into 3.1 results iṅ
and also, owing to the symmetry in summations:
Thus, adding 3.16 , 3.17 gives
Rearranging the computation, 3.18 can be written as
respectively. Defining Lyapunov function candidate of the form:
where P ∈ R n×n is a positive definite symmetric matrix, then after evaluation the derivative of 3.20 with respect to t on a system trajectory it yieldṡ
respectively. Then 3.21 can be compactly written as
3.24
Thus, 3.24 implies 3.12 , 3.13 . This concludes the proof.
. . , s takes the form
which implies
It is evident that with H ii , H jj satisfying 3.12 also 3.27 is satisfied. 
for all i ∈ 1, 2, . . . , s and i < j ≤ s, i, j ∈ 1, 2, . . . , s and h i θ t h j θ t / 0, respectively, where
3.29
Then, the set of control law gain matrices are given as follows:
Proof. Since P is considered to be a positive definite matrix, it is obvious that P −1 is also positive definite, and premultiplying left-hand and right-hand side of 3.12 , as well as 3.13 by P −1 leads to the inequalities:
3.31
Thus, with the notation 
for h i θ t h j θ t / 0, i, j 1, 2, . . . , s, where
The set of control law gain matrices is given by 3.30 .
Proof. It Implies directly from Remark 3.4 and Proposition 3.5.
Fuzzy Controller with Quadratic Performances
The controller design is accomplished using the concept of asymptotic stability by analyzing the existence of an extended Lyapunov function. The fuzzy static output controller is designed using the concept of parallel distributed compensation, in which the fuzzy controller shares the same sets of normalized membership functions like the TS fuzzy system model. The goal is to achieve a certain level of performance using a guaranteed-cost approach results known from LQ control theory. 
. , s , and h i θ t h j θ t / 0, respectively. The set of control law gain matrices can be found directly as
K j Y j X −1 , j 1,h i θ t q •T j t Π i q • k t < 0, 4.5
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and after straightforward computation it can be obtaineḋ
4.8
Now, exploiting 3.3 , then 4.7 , 4.8 can be rewritten aṡ
Analogously to 3.23 then 4.10 can be written aṡ
Mathematical Problems in Engineering where, with H ij defined in 3.14 , it is
for all i ∈ 1, 2, . . . , s , i < j ≤ s, i, j ∈ 1, 2, . . . , s and h i θ t h j θ t / 0, respectively. Since P is a regular positive definite square matrix, then premultiplying left-hand side and right-hand side of 4.12 by P −1 give
T ii
4.13
Thus, using 3.29 and the notations 
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for all i, j ∈ 1, 2, . . . , s , h i θ t h j θ t / 0. The set of control law gain matrices is given by 4.7 .
Proof. Since B i B for all i ∈ 1, 2, . . . , s , then 4.10 implies
Thus, premultiplying the both side of 4.19 by P −1 gives
and with 3.34 and the notations 4.14 then 4.20 implies 4.18 .
Enhanced Controller with Quadratic Performance
The previous section was detailed how to find the fuzzy controller with quadratic performance ensuring the global asymptotic stability of the system. To extend the affine TS model principle by introducing the slack matrix variables into the LMIs, the system matrices are now decoupled from the equivalent Lyapunov matrix.
Stability Conditions
Theorem 5.1. The equilibrium of the system 3.1 under control 3.2 is globally asymptotically stable if there exist positive definite symmetric matrices R ∈ R r×r , P, Q, S 1 , S 2 ∈ R n×n , such that
. . , s and h i θ t h j θ t / 0, respectively, where with H ij defined in 3.14 it is
W ii Q − H T ii S 1 − S 1 H ii s l 1 K T l RK l , W ij Q − H T ij H T ji 2 S 1 − S 1 H ij H ji 2 s l 1 K T l RK l .
5.3
Proof. Since 3.1 impliesq
using arbitrary regular symmetric square matrices S 1 , S 2 ∈ R n×n it yields
Adding 5.5 , and transposition of 5.5 to 4.4 , and then inserting 3.2 givė
5.6
Then, using the notation:
after straightforward computation it can be obtaineḋ
5.10
Exploiting 3.3 , then 5.10 can be rewritten as
5.12
and using 5.12 it yieldṡ
Analogously to 3.23 and 4.11 now 5.13 can be written aṡ 
for all i, j ∈ 1, 2, . . . , s , h i θ t h j θ t / 0, where
The importance of Theorem 5.1 is that it separates P from system matrices A i , B i , that is, there are no terms containing product of P and any of them. This enables to derive design conditions with respect to natural affine properties of TS models.
Control Parameter Design
In the next theorems, a scalar δ > 0, δ ∈ R is involved in the set of LMIs. The tuning parameter δ was added in the LMIs in an attempt to obtain less conservative stability conditions than Theorems 4.1 and 4.2, respectively. This procedure of adding scalar in LMIs has been widely explored in literature see e.g., 19 .
Theorem 5.3.
The equilibrium of the system 3.1 controlled by the fuzzy controller 3.2 is globally asymptotically stable if for given δ > 0, δ ∈ R there exist positive definite symmetric matrices X, Z, Q
• ∈ R n×n , R • ∈ R r×r , and matrices Y j ∈ R r×n , such that
24 Proof. Since S 1 , S 2 are considered to be symmetric positive definite, introducing the congruence transform matrix:
5.25
and premultiplying left-hand as well as right-hand sides of 5.16 by 5.25 gives
5.26
Thus, with δ > 0, δ ∈ R and with the notations
it yields
and considering 5.22 , we have • ∈ R n×n , R • ∈ R r×r , and matrices Y j ∈ R r×n , such that
for all i, j ∈ 1, 2, . . . , s . Then, the set of control law gain matrices is given as in 3.30 .
Proof. If B i B for all i ∈ 1, 2, . . . , s then 5.18 implies
Premultiplying left-hand side and right-hand side of 5.32 by 5.25 gives
5.34
and with the notations 5.27 , 5.32 then 5.34 implies 5.31 .
Note, the forms 5.2 , 5.18 are suitable to optimize a solution with respect to LMI variables in an LMI structure. Conversely, the forms 5.21 , 5.31 behave LMI structure only if δ is a prescribed constant design parameter. In the opposite case, the design task has to be formulated as BMI problem.
Illustrative Examples
The nonlinear dynamics of the hydrostatic transmission were taken from 22 , and this MIMO model was used at first in control design and simulation.
The 
6.2
Since the variables p t ∈ 105, 300 and q 2 t ∈ 0.001, 1 are bounded on the prescribed sectors then vector of the premise variables can be chosen as follows:
Thus, the set of nonlinear sector functions: 
6.5
The transformation of nonlinear differential equations of the system into a TS fuzzy system in standard form gives
with the associations Comparing with the standard approach, presented method tends to produce the same control gain matrices if B i B for all i, which radically reduce the control structure, since the result is stabilizing linear control law with quadratic performance for the nonlinear system. Moreover, such control is robust with respect to a premise variable sensor fault. Time (s)
Figure 1: a Fault-free system state response, b faulty system state response.
Specifying simulation conditions for unforced autonomous regime and t ≥ 0 as follows:
then Figure 1 a shows the solution for constant external system signal p t and nonzero initial condition. If the second variable premise sensor fault was modeled as the step function, and the system in unforced regime was controlled by the nominal state control before, and after the sensor fault occurrence time instant t f 0.07 s, then the state responses of the system are shown in Figure 1 b . Evidently, closed-loop system stayed stable.
Using the decoupling control principe 24 , also the forced regime was simulated with the control policy:
where w t ∈ R r was the desired output vector, and W wj ∈ R r×r , j 1, . . . , s was the set of signal gain matrices. Using method given in 25 , the signal gain matrices were computed as Comparing with the standard approach, the method tends in this case also to produce the same control law gain matrices although B i / B for all i. Note that the nonlinear controller 3.2 does not apply for π/3 < |x 1 t | < π.
Define the simulation conditions for unforced regime as follows:
6.19 Figure 3 shows the solution for control of the system with nonzero initial condition. The second example was included into the paper to demonstrate more complexity of design. Moreover, functionality properties of proposed method can be verified for example, on the flexible-joint robot arm model 27 , Lorenz chaotic system model 28 , converter model 29 , and so forth.
Concluding Remarks
New approach to design of the state control with quadratic performance for a class of continuous-time TS fuzzy systems is presented in this paper. This is achieved by application of TS fuzzy model relating to multimodel approximation structure, the extended Lyapunov function, and its enhanced derivative. Presented version is derived in terms of optimization over LMI constraints using standard LMI numerical optimization procedures to manipulate the global stability of the system. The limitation of this approach is that some state variables must be measurable to construct the fuzzy controller. This is a common limitation for control system design on TS fuzzy approach.
The global quadratic stability of the closed-loop system, solved in the sense of enhanced Lyapunov function derivative, was formulated considering measurable premise variables. Since the stability conditions based on the standard form of the quadratic Lyapunov function are very conservative as a common symmetric positive definite matrix verifying all Lyapunov inequalities is required, the presented principle, naturally exploiting the affine properties of TS fuzzy models and incorporating linear quadratic performance, strictly decouples Lyapunov matrix and the system parameter matrices in the resulting LMIs and significantly reduces the conservativeness in the fuzzy control design. Such LMI-based fuzzy controller is to minimize an upper bound of the performance index.
Used technique denotes that the controller shares the same fuzzy sets with the fuzzy system in the premise parts. As the presented sufficient stability condition did not consider the membership functions of both the TS fuzzy model and the fuzzy controller, the design conditions are valid for any arbitrary membership functions set. Since there is generally no restriction on the design of the membership functions, only the structural complexity of the fuzzy controller may be increased when the membership functions of the TS fuzzy model are more complex. Thus, if it is possible to minimize the design effort and complexity with respect to given system nonlinear sectors, a compromise between complexity and error approximation criterion can be used. In opposite cases, for example, if affine fuzzy system is highly nonlinear, shift operations or diffeomorphic transformations have to be used to transform it to linear types, or staircase membership functions can be employed to approximate the continuous membership functions of the TS fuzzy model and fuzzy controller and to include the membership functions into the stability conditions 30 . However, since this kind of approach yields another structure of matrix inequality conditions, it was not employed in the paper.
