Probabilistic Boolean Networks (PBN's), which form a subclass of Markovian Genetic Regulatory Networks, have been recently introduced as a rule-based paradigm for modeling gene regulatory networks. In an earlier paper, we introduced external control into Markovian Genetic Regulatory networks. More precisely, given a Markovian genetic regulatory network whose state transition probabilities depend on an external (control) variable, a Dynamic Programming-based procedure was developed by which one could choose the sequence of control actions that minimized a given performance index over a finite number of steps. The control algorithm of that paper, however, could be implemented only when one had perfect knowledge of the states of the Markov Chain. This paper presents a control strategy that can be implemented in the imperfect information case, and makes use of the available measurements which are assumed to be probabilistically related to the states of the underlying Markov Chain.
Introduction
Probabilistic Boolean Networks (PBN's) have been recently proposed as a paradigm for studying gene regulatory networks [1] . These networks which allow the incorporation of uncertainty into the inter-gene relationships, are essentially probabilistic generalizations of the standard Boolean networks introduced by Kauffman [2] . Given a probabilistic Boolean network, the transition from one state to the next takes place in accordance with certain transition probabilities. Indeed, as shown in [1] , the states of a PBN form a homogeneous Markov chain with finite state space. Thus the PBN's form a subclass of the general class of Markovian Genetic Regulatory Networks.
One of the objectives of PBN modeling is to use the PBN to design and evaluate different approaches for affecting the evolution of the gene activity profile (GAP) of the network. To date such intervention studies have been attempted using three different approaches: (i) resetting the state of the PBN, as necessary, to a more desirable initial state and letting the network evolve from there [3] ; (ii) changing the steady-state (longrun) behaviour of the network by minimally altering its rule-based structure [4] ; and (iii) manipulating external (control) variables that alter the transition probabilities of the network and can, therefore, be used to desirably affect its dynamic evolution [5] .
In this paper, we continue with the line of research initiated in [5] . The control problem in [5] was posed in terms of minimizing a certain performance index over a finite number of time steps. The problem formulation was based on the assumption that the state of the PBN was available for observation. Such an assumption may not hold in many real world situations. For instance, in a cancer treatment application, we may be able to track the expression status of only a limited number of genes and not necessarily all the ones appearing in the PBN of interest. This may be necessitated by cost, accessibility or other considerations. Clearly, in such a case, the control algorithm of [5] cannot be implemented.
The principal objective of this paper is to present a control strategy that can be used when perfect information about the state of the Markov Chain is not available. The control strategy in this case will be based on the feedback of available measurements which, though different from the exact internal states, are probabilistically related to the latter. The problem of control of Markov Chains in the presence of imperfect state information arises in many real world problems. Therefore, it is not surprising that solutions to this problem already exist in the current control literature, e.g. [6] ; indeed, the development here is motivated by some of this earlier work. However, we do believe that this paper represents the first attempt at adapting these results to the context of Genomic Control.
The paper is organized as follows. In Section 2, we review the control problem for PBNs and recall the solution for the perfect state information case presented in [5] . In Section 3, we consider the imperfect information case and present the solution for this problem. Section 4 presents the results of applying the control strategy of this paper to a biological example while Section 5 contains some concluding remarks. Due to space limitations, all mathematical derivations are omitted. The interested reader is referred to [7] for all the relevant details.
External Control in Probabilistic Boolean Networks:
The Perfect Information Case
In this section, we provide a brief summary of the currently available results on external control in PBN's. We will only focus on those aspects that are critical to the development in this paper. For a detailed and complete exposition, the reader is referred to [5] and to [1, 3] for further details on PBN's. A probabilistic Boolean network is a formalism that has been developed for modeling the behaviour of gene regulatory networks. In such a network, each gene can take on one of two binary values, zero or one. A zero value for a gene corresponds to the case when that particular gene is not expressed and a one value indicates that the corresponding gene has been turned ON. Let us assume that we are attempting to model the relationship between ' § ' genes. Suppose that the activity level of gene '¨' at time step '© ' is denoted by , the variable As shown in [5] , the one-step evolution of the probability distribution vector in the case of such a PBN with control inputs takes place according to the equation: , the evolution of the probability distribution vector of the PBN with control now depends not only on the initial distribution vector but also on the values of the control inputs at different time steps. Furthermore, intuitively it appears that it may be possible to make the states of the network evolve in a desirable fashion by appropriately choosing the control input at each time step.
These ideas were formalized in [5] to arrive at the following finite horizon optimization problem 1 : As discussed in [5] , the consideration of such an optimization problem could be naturally motivated in the context of cancer treatment applications where one must choose between a number of alternative treatments to be applied over a finite horizon of time.
Once input from biologists/clinicians has been used to select an appropriate cost function and an appropriate treatment window, the control problem is essentially reduced to that of controlling a Markov Chain over a finite horizon. 1 In the rest of this paper, we will be denoting m 7
respectively, i.e. time dependence will be denoted by using a subscript. Since we will no longer focus attention on the individual elements of the vectors , , this will permit us to simplify the notation while avoiding any potential confusion.
The dynamic programming solution to (2.5), (2.6) is given by [6, 5] 
minimizes the right hand side of (2. through the known conditional probability measure
denote the total information that is available for control at time
can be generated recursively using the equation
Since the state Y h
is not available, it seems reasonable to replace the state feedback control (3.9) by the information feedback control 
The dynamic programming algorithm for the above problem is given by [6, 7] 
and the optimal control input is obtained from the values minimizing the right hand side of (3.17) and (3.18). Using this algorithm, we will ultimately arrive at ¡ c 
A Real World Example Based on Gene Expression Data
In this section, we apply the methodology of this paper to derive an optimal intervention strategy for a particular gene regulatory network. The network chosen as an example of how control might be applied is one developed from data collected in a study of metastatic melanoma [8] . In this expression profiling study, the abundance of messenger RNA for the gene WNT5A was found to be a highly discriminating difference between cells with properties typically associated with high metastatic competence versus those with low metastatic competence. These findings were validated and expanded in a second study [9] . In this study, experimentally increasing the levels of the Wnt5a protein secreted by a melanoma cell line via genetic engineering methods directly altered the metastatic competence of that cell as measured by the standard in vitro assays for metastasis. A further finding of interest in the current study was that an intervention that blocked the Wnt5a protein from activating its receptor, the use of an antibody that binds Wnt5a protein, could substantially reduce Wnt5a's ability to induce a metastatic phenotype. This of course suggests a study of control based on interventions that alter the contribution of the WNT5A gene's action to biological regulation, since the available data suggests that disruption of this influence could reduce the chance of a melanoma metastasizing, a desirable outcome. The methods for choosing the genes involved in a small local network that includes the activity of the WNT5A gene and the rules of interaction have been described in [10] . As discussed in that paper, the WNT5A network was obtained by studying the predictive relationship between R ® 6
genes. The expression status of each gene was quantized to one of three possible levels:
. Thus in this case, the gene activity profile at any time step is not a binary number but a ternary one. However, the PBN formulation and the associated control strategy can be developed exactly as described in Sections 2 and 3 with the only difference that now for an n-gene network, we will have A states instead of the H A states encountered earlier. In this context, it is appropriate to point out that to apply the imperfect information control algorithm of this paper, it is not necessary to actually construct a PBN; all that is required are the transition probabilities between the different states under the different controls and the probabilities of the different observations conditioned on the current state and the previous control.
A network with S ® 6
genes will have R° # ± ² states which is an intractably large number to use either for modeling or for control. Consequently, the number of genes was narrowed down to the ten most significant ones and the resulting multivariate relationship, using the best three-gene predictor for each gene, is shown in Figure 1 . These relationships were developed using the COD (Coefficient of Determination) technique [11] applied to the gene expression patterns across t & different conditions and prior biological knowledge. A detailed description of this is available in [10] .
The control objective for this
& x
-gene network is to externally down-regulate the WNT5A gene. The reason is that it is biologically known that WNT5A ceasing to be down-regulated is strongly predictive of the onset of metastasis. Controlling the 10-gene network, even for the perfect information case, would require us to design a dynamic programming based control algorithm for a system with 2
Although there is nothing conceptually difficult about doing this, it was beyond the computational limits of our software, which we are currently in the process of improving. Moreover, parallel implementation is straightforward and could accomplish processing for significantly larger networks. Accordingly, in [5] , we further narrowed down the number of genes in the network to¯by using COD analysis on the t & samples. Next, the R ² R ² matrix of transition probabilities for the Markov Chain corresponding to the dynamic evolution of the gene-activity profile of the seven gene network was determined. Using this matrix of transition probabilities, the optimal control problem for the perfect information case was posed and solved in [5] . The interested reader can consult that reference for all the necessary details and a discussion of the biological significance of the results of the perfect-information-based control action.
In this paper, we consider a 7-gene network which is a slight variation of the one considered in [5] . Since implementing the imperfect information based control is computationallly more intensive compared to the perfect information case, we developed a binary 7-gene network using COD analysis on the same experimental data. The result-ing genes along with their multivariate relationship are shown in Figure 2 . For each gene in this network, we determined their two best two-gene predictors and their corresponding COD's. Using the procedure discussed in [1] , the COD information for each of the predictors was then used to determine the H ² H ² matrix of transition probabilities for the Markov Chain corresponding to the dynamic evolution of the gene-activity profile of the seven gene network. The transition probability matrix u © 6 w , the probability distribution of the observations given the current state and the immediately prior control ( l E ), and the initial state probability distribution vector ( k ) together constitute the data needed for setting up the optimal control problem in the presence of imperfect state information. In our construction, the vector l E does not depend on the prior control input u and probabilistically relates the observation to the current state of the network. This relationship is shown in Fig. 3 and it closely mimics the behaviour of a gene MMP-3 which appears in the 10-gene network of Fig. 1 but does not appear in the 7-gene network of Fig. 2 .
The optimal control problem can now be completely specified by choosing (i) the treatment/intervention window, (ii) the terminal penalty and (iii) the types of controls and the costs associated with them. For the treatment window, we arbitrarily chose a window of length We next discuss two possible types of control actions for various initial state probability distributions.
Case1 WNT5A Controlled Directly: In this case, the control action at any given time step is to force WNT5A equal to , if necessary, and let the network evolve from there. Biologically such a control could be implemented by using a WNT5A inhibitory protein. In this case, the control variable is binary with indicating that no WNT5A inhibitory protein is used while & indicates that such an intervention has been applied. The one step cost of control is taken to be equal to the value of the control variable. Of course, whether at a given time step, such intervention takes place or not is decided by the solution to the resulting dynamic programming algorithm depending on the initial distribution k and the subsequent total information vector ¡ h
. Note that unlike the perfect information scenario considered in [5] , we are now not in a position to determine if forcible alteration of the state takes place or not. Consequently, it is reasonable to expect that WNT5A inhibition may be used, even when not absolutely necessary, thereby contributing to a possible increase in the total optimal expected cost, compared to the perfect information case.
Next we used (3.17) and (3.18) recursively to calculate the optimal controls for certain given initial state probability distributions. The net result, in each case, was a tree of control actions corresponding to each control action and subsequent observation.
Starting with
, the distribution of states in the 31 point data set, we found the optimal expected cost based on imperfect information to be
. The corresponding optimal cost using full state observation as in [5] was found to be
. The expected cost incurred by not using any control was q Q´ R
. We computed these quantities for a few different cases of initial state distributions. The relevant quantities are tabulated in Table 5 .1.
We also calculated the optimal expected costs when the initial state is deterministic. These values for all the & H ® possible initial states are shown in Fig. 4 . Note that, as expected, the optimal cost for control with imperfect information is higher than that for control with perfect state information. The cost function, however, is a somewhat subjective quantity chosen by us to mathematically capture the underlying biological objective. A more natural way to look at the performance of the control scheme would be to examine the probability of WNT5A being equal to zero at the final time step, i.e. at © ¹ ! . This quantity was computed for each (determinstic) initial state for both the uncontrolled and imperfect-information-based controlled cases. These plots are shown in Fig. 5 . From this figure, it is clear that the control strategy for each initial state is increasing the probability for WNT5A equal to zero at the terminal time point relative to the corresponding probability in the uncontrolled case. This is, indeed, a desirable outcome achieved by using control.
Case 2 WNT5A Controlled Through Pirin: In this case, the control objective is the same as in Case 1, namely to keep WNT5A at . The only difference is that this time, we use another gene, pirin, to achieve this control. The treatment window and the terminal penalties are kept exactly the same as before. The control action consists of either using a pirin inhibitor (corresponding to a control input of & ) or not employing such an inhibitor (corresponding to a control input of ). The one step cost of control is taken to be equal to the value of the control variable. As before, at any step, whether such intervention takes place or not is decided by the solution to the resulting dynamic programming algorithm. Having chosen these design parameters, we implemented the algorithm with pirin as the control.
We found that using pirin as a control is totally ineffective. The expected cost, with pirin as the control, was found to be the same as the one obtained in table 5.1 with no control. Even with full state feedback we still found that pirin was as ineffective as before (data not shown). This is in stark contrast to our results in [5] where we demonstrated the feasibility of doing full state feedback control of WNT5A through pirin. It is possible that going from a ternary setup in [5] to the binary setup here may have drastically reduced our ability to control WNT5A through pirin. This suggests that the standard control theoretic notions of controllability and observability [12] may have to be revisited in the context of Genetic Regulatory Networks to enable us to decide which genes can be used as effective controls and which ones can be used as meaningful observations. Equally important is the need to introduce causality into Genetic Regulatory Networks, an aspect that the current COD formalism does not capture. These topics, however, are beyond the scope of the current paper, and will have to be investigated in the future.
Concluding Remarks
In this paper, we have extended our earlier results on external control in Markovian genetic regulatory networks to the case where perfect information about the state of the network is not available. In such a situation, the optimal control must be designed based on the available measurements, which are assumed to be probabilistically related to the state of the genetic regulatory network.
The optimal control results presented in this paper assume known transition probabilities and pertain to a finite horizon problem of known length. Their extension to the situation where the transition probabilities and the horizon length are unknown is a topic for further investigation. 
