In this paper we present a gossip based protocol for path discovery in Mobile Ad Hoc Networks (MANETs). While in the classical gossip algorithm each node forwards a packet with the same probability, our proposal is characterized by a variable gossiping probability, which is high enough only for sustaining the spreading process towards the destination. No external location service, e.g. via GPS, is required to determine the gossip probability at each node; rather, the estimation is done from the "inside" of the network by using periodic beacons. The paper reports a simulation study and a mathematical model for better understanding the property of the directional gossip process.
Introduction
Searching a path on-demand is the key ingredient in pure reactive routing protocols, e.g. DYMO [3] , AODV [10] as well as in many other promising hybrid routing protocols, e.g. SHARP [11] , which are tailored to Mobile Ad Hoc Networks (MANETs) [4] .
If no external information could provide a "sense of direction" to the search, then it must proceed blindly and omindirectionally in the network; essentially, each node simply forwards the packet when received for the first time and discards it otherwise. This algorithm has several disadvantages: (i) packet transmissions are almost synchronized (hence the so called broadcast storm problem can arise [9] ); (ii) a node has to process many times the same packet (this consumes CPU cycles); (iii) all nodes in the network have to process the packet (in particular those in regions far away from the line between source node and destination one).
Many variants to such a flood-based searching algorithm aiming at addressing the first two points have been appeared in the literature. The introduction of a random delay before each packet transmission is a simple expedient for reducing the chances of a collision while point (ii) can be addressed by allowing only a subset of nodes to re-send packets, see [12] . The simplest form for determining such a subset is by using uniform gossip. According to such an algorithm each node rebroadcasts the packet with a gossiping probability p. In a network with N nodes the average number of active nodes is then Np. Uniform gossip in random geometric graph, a widely accepted model for MANETs, has been investigated by Krishnamachari et al. in [7] . They have numerically shown that in random geometric graphs it there exists a critical probability p c such that for a gossiping probability (slightly) lower than p c the gossip process quickly dies out, while for a (slightly) higher value the network is covered in almost always the cases. This is the characteristic threshold phenomenon predicted by the percolation theory [2] .
To the best of our knowledge the first attempt to use gossip algorithms for route discovery has been reported by Haas et al. in [5] . For large networks they show how a simple gossiping uses up to 35% fewer packets than flooding and that the performance of AODV routing relying on a gossip-based search is improved even in small networks of 150 nodes. Uniform gossip reduces the routing packets compared to pure flooding, but it cannot address point (iii). Thus, there is still room for a significant improvement.
In this paper we exploit a directional gossip algorithm to improve the efficiency of a route discovery. Roughly speaking, see Figure 1 , the macro-behavior of the proposed algorithm is driven by two gossip processes: the first has (forward) gossiping probability p F > p c and occurs into a subset of nodes which includes the ones forming a path from the source node to the destination, say subset Z; the other propagates in the opposite general direction and has (backward) gossiping probability p B < p c .
The proposed protocol assumes that any two neighbor nodes can estimate the difference of their current distance from the destination and that such an estimation is correct with a probability at least ρ. Moreover, it is assumed that nodes move independently from each other so that estimations are also independent. In its simplest form the algorithm works as follows. When a node receives a packet for the first time it rebroadcasts the packet only if the node estimates to be closer than the sending node to the destination; otherwise it discards the packet. Our directional gossip protocol is equivalent to a gossip protocol in which nodes exactly know their positions but decide to resend a packet with probability p F ≥ ρ (p B ≤ 1 − ρ) if they are closer (farther) than the sending node. Clearly, if p c > 0.5 and ρ > p c , i.e. the correctness of estimations is above the critical gossiping probability, then only the forward gossip process should survive while the other spurious transmissions die out. The key point of the algorithm is that errors in the estimations can be tolerated due to nature of the gossip process, which untimely allows to a given percentage of independent nodes to discard packets. On the other hand, such estimation errors are not high enough to sustain packet propagating "backwards" wrt the destination.
Our approach is comparable with the regional gossip protocol proposed by Li et al. in [8] . However, while such a proposal requires a location service (e.g., via GPS) our algorithm doesn't require any additional positioning device.
The proximity of a node to the destination is measured by hints, a metric computed via periodic beacons. Hints have already been exploited to directly driving packet forwarding in unicast routing with the purpose of avoiding any path discovery, see [1] for details. Differently from the previous exploitation, hints are here used to discover a path according to any canonical on-demand routing scheme.
The hint of i wrt d, h id , is 0 if i and d are one-hop neighbors and
otherwise, where ΔT id is the time elapsed since d has most recently moved out of the i's transmission range, and τ id is the dwell time, i.e. the duration of the last wireless link established between i and d. The hint metric is such that the lower the hint the lower the expected distance between i and d, see [1] .
The paper is organized as follows: in the next Section we illustrate the main idea of the proposed protocol; Section 3 describes an implementation of the proposed gossip protocol; simulation results are provided in Section 4 and concluding remarks in Section 5.
Basic idea
The simplest form of the proposed algorithm dictates that a node i rebroadcasts a packet received from a node j only if the packet is received for the first time and i estimates to be a downstream node wrt j; otherwise i discards the packet. For a given destination d, a node i is called a downstream neighbor wrt j, if i and j are neighbors and
Let us consider N 2 nodes deployed according to a regular grid topology with connectivity degree 8, see Figure 2 . Further assume that any node i can estimate its current distance from the destination, say dist(i, d), and that for any pair i and j of neighbor nodes:
(1) that is, the probability that i correctly detects whenever it is a downstream wrt j is ρ.
Let now analyze the propagation of a packet into the grid depicted in Figure 2 according to a discrete time model. The source node s is placed at the center of the grid. At time k = 0 it generates a requesting packet for a node d placed at the middle of an edge of the grid. All source's neighbors receive the packet at the beginning of time slot k = 1 and decide whenever to resend the packet or not within such a slot. Hence, at time k = 1, we observe a downstream neighbor of s sending the packet with probability ρ. Similarly, at time k = 2 a node at distance 2 from the source, which is a downstream neighbors wrt any node that sent the packet during k = 1, sends the packet with probability ρ. And so on. It should be clear that the set of nodes that send the packet with probability at least ρ form a diamond, as the one illustrated by the filled circles depicted in Figure 2 (the diamond roughly corresponds to the subset Z in Figure  1 ). In the next section we will analyze how the value of ρ affects the probability that the packet hits the destination. This value is computed approximatively in a closed form and then compared against simulation results.
An approximate analysis
To compute the hit probability for the configuration depicted in Figure 2 we can proceed as follows. Let the source and the destination be 2N points apart and let us numerate columns from left to right starting from the source and rows from the bottom to the top. Hence, the coordinates of the source node are (0, N) while the destination is node (2N, N ) . We model transmissions as being synchronous and collision free, i.e., they all successfully occur within a time slot, as described in the previous section. To simplify the analysis we assume that the reception of a packet from a node is independent from the reception of the same packet from an adjacent node. Furthermore, we only consider the case when the destination is reached within exactly 2N time slots, which is the minimum number of time slots required for a packet to reach the destination (the probability to hit the destination computed this way is lower than the one obtained by removing the constrain).
Let p i,j be the probability that at time i node (i, j) has at least received a packet, ρ the probability that a node makes a correct estimation (see Equation 1) and q = 1 − ρ. The source sends the packet at time k = 0; whence
and 0 otherwise. The expression inside a bracket represents the probability that a node doesn't send the packet. This can happen when the node has received the packet but it decides to discard it (e.g., for node (i, j) the probability of this event is qp i,j ), or when it has not received the packet (this happens with probability 1 − p i,j ). A node doesn't receive any packet if all nodes behind it do not send a packet; due to our independency assumption, the probability of this composite event is the product of the probabilities of the singular events alone. The complement to one gives the probability that at least one packet is received. Finally, the probability that the packet hits the destination is given by p 2N,N . The hit probability for N = 7 as a function of ρ, which plays the role of forwarding gossip probability, is reported in Figure 3 . We observe the typical threshold behavior of a gossip process with the transition occurring at ρ ≈ 0.6. Figure 4 shows the average number of broadcast transmissions and the percentage of covered nodes, i.e., the aver- age number of nodes that received at least one packet. These quantities are measured through simulations of a 30 × 30 grid, whose size corresponds to the value of N we used. For ρ = 0 packets are only propagated backwards wrt the destination and they cover more than half of nodes, exactly the ones behind s. We can also see how the highest coverage of the network is obtained for ρ = 0.5. In this case in fact, a packet is sent isotropically with the same probability. As the correctness increases, ρ > 0.5, the percentage of covered nodes decreases while the hit probability increases. And this can only be explained with an increase in the directionality of the spreading process towards the destination.
Increasing forward gossip probability
In general the correctness of estimations can be below the critical threshold, i.e., ρ < p c . To increase the probability that a downstream node resends a packet, namely the forward gossiping probability, we allow a node estimating to be not a downstream to send packets with probability p b , called the background probability. In so doing we have
. Hence, if ρ > 0.5, as it is clearly expected by any estimation method, and p c > 0.5 we can set p b such that p F reaches the critical value p c , while p B still remaining below the threshold 1 . In the following section we will present an implementation of the algorithm sketched above.
Implementing polarized gossip via hints
In this section we present an algorithm that exploits the idea illustrated so far. The algorithm is based on a proximity metric, dubbed a hint. Hints were introduced in [1] , where a more detailed analysis is also given. The key property of a hint is that the expected distance between two nodes i and j, given the hint h ij , decreases with the value of the hint. Hence, a low hint corresponds to a higher probability of i and j being close to each other. Hints are computed as follows. Each node i sends a heartbeat packet every ΔT s and uses a 
We propose two variants of the gossip protocol. In the first case, referred to as directional gossip with No − Lookahead, only a simple beacon message is sent. In the second variant a node i sends periodically all its hints, i.e, the values h ij for any j = i. In this case the receiving node stores the hints into a Hint Table. We call this protocol directional gossip with Lookahead.
The pseudo-code of the directional gossip protocol is reported in Figure 5 . The protocol assumes that the request packet carries two main information: the local hint computed by the sending node wrt destination (Hint) and the path accumulated so far (P ath). If the receiving node has never seen the packet, then it computes its own current local hint, Lh, as well as the best hint, h, by also considering hints received from the neighbors. If no lookahead is 1 Clearly, if ρ > pc to assure directionality it is sufficient to set p b = 0. ------------------------Figure 5 . Pseudocode of Directional Gossip.
used then such hints are the same and a zero hint means that the destination is a one-hop neighbor; in this case the node replies back to the requesting node. If Lookahead is enabled then the destination is at one hop when Lh = 0 (the node then adds its own id to the accumulated path) and at two-hops if Lh = 0 and h = 0 (in this case the id of the neighbor node which advises the zero hint is also added to the path before to reply). Please note that when both the sending and receiving nodes have no hint for a destination the packet is sent with probability one (condition in line 4).
Performance study
To asses the performance of the proposed protocol we used a custom discrete event simulator, already adopted in [1] . The simulator has the following main characteristics. Packet transmissions are governed by an ideal scheduler. More specifically, the transmission of a new packet is initiated if the channel is sensed free for a Random Assessment Delay (RAD) randomly chosen in the range [0..T] s while a packet reception event is notified when the receiving node stays within the sender's transmission range for the duration of the transmission and no collisions occurred in the meanwhile. A FIFO buffer of 20 packets in size is used at each node, packets are 1024 bytes in length, the transmission bandwidth is 11 Mbps and the transmission radius 250 m. We have simulated N = 300 nodes moving into a square shaped region of edge 2.5 km according to the Random Waypoint mobility model with zero pause time and speed chosen uniformly at random in the range [1..v] m/s [6] . We considered three scenarios: low mobility (v = 10 m/s), medium mobility (20 m/s) and high mobility (30 m/s). As far as the traffic is concerned 5 sourcedestination pairs are considered, with sources requesting a path every 10 s. The beacon interval was set to ΔT = 500 ms, while α = 1.2.
The estimated metrics are: Path Found (ratio of the number of path discovered to the number of path requests), Bcast (average number of broadcast packets sent by a node) Coverage (average number of nodes that received at least one request packet), Path length ( length of the path in number of hops). The statistical data were collected for 1500 s after a warm-up period of 500 s. The trivial cases when the source sees a zero hint for the destination are not considered.
Numerical results
The performance results of the directional protocol with no lookahead are reported in Figures 6 as a function of the background probability, p b , and different mobility degrees. Note that for p b = 1 the protocol corresponds to a f looding and hence these values can be used as a comparison with a standard network-wide search.
In general, the duration of the hint-distance correlation decreases as the speed is increased, see [1] . On the other hand, a high mobility degree allows node to frequently come in contact with each other, thus producing valid hints. This explain why the probability to find a path is higher for the low and high mobility scenarios compared to the other one. Recall that if a node has never seen the destination then it sends the requesting packet with probability one. Since nodes have more chances of coming in contact with each other as the speed is increased, the normalized number of transmissions decreases with the speed. As expected, regardless the mobility degree, the probability to find a path increases with p b . The performance results of the directional gossip with lookahead are reported in Figure 7 . Lookahead highly improves the search performance since a node receives hints Proceedings of the 26th IEEE International Conference on Distributed Computing Systems Workshops (ICDCSW'06) from any nodes 2 hops away from it. We can observe how the background probability can in this case be set to p b = 0. For example, in the high mobility scenario the path is practically always found at the cost of approximatively 20 % of nodes sending the request and 60% of nodes processing a requesting packet.
As far as the average path length is concerned, with no lookahead we approximatively measured a path one hop longer than the shortest one (results are not shown due to the lack of space). We argue that this is mainly due to the random delay in packet forwarding. For example, consider two neighbors, say B and C, having a common neighbor A. Suppose that node B has another neighbor, say D, which in turns has node E as neighbor, while C is also a neighbor of E. Depending on the actual scheduled transmissions it can happen that the packet sent by A follows the path A, B, D, E instead of A, C, E simply because B and then D send the packet before C. Hence E discards the packet received from C. The use of lookahead reduces such a possibility; the path length was found to be only slightly higher than the shortest one.
Conclusion
In this paper we have proposed a directional gossip protocol for path discovery in MANETs. We leveraged a simple proximity metric to determine the gossiping probability. The effectiveness of the algorithm has been shown through simulations. For example, up to about 80% of broadcast transmissions can be saved compared to a pure flooding, while 60% of nodes have to process a requesting packet. An important feature of the protocol is that no location service support is required. The paper also reports an analytical model for better understanding the effectiveness of the directional gossip. An interesting option to be investigated is to consider a proximity metric that also takes the signal strength into account, so that a lower estimation error can be achieved.
