Abstract -Canonical correlation analysis (CCA) is a major linear subspace approach to dimensionality reduction and has been applied to image processing, pose estimation and other fields. However, it fails to discover or reveal the nonlinear correlation relationship between two sets of features. In contrast, its kernelized nonlinear version, KCCA, can overcome such a shortcoming, but the global kernelization of CCA restrains KCCA itself from effectively discovering the local structure of the data with complex and nonlinear characteristics.
Introduction
As one of the principal subspace approaches to dimensionality reduction, canonical correlation analysis (CCA) [1] aims to find basis vector pairs, (w x , w y ), for two sets of mean-normalized variables X=[x 1 w X w Y are maximized. Initially proposed as a multivariate analysis method by Hotelling [2] , recently CCA and its variants have been widely applied to image processing [3, 4] , image analysis [5, 6, 7] , image retrieval [8] , pattern recognition [9, 10, 11] computer vision [12, 13] , text analysis and retrieval [14, 15] , regression and prediction [16, 17] , information fusion [18] , bioinformatics [19] and other fields.
However, CCA is, in nature, a linear dimensionality reduction technique, as a result, it can only reveal the linear correlation relationship between two sets of features in a global way,
and such a linear model is insufficient to evaluate the nonlinear correlation relationship between features. Let us see an example. Fig.1a and b demonstrate such a phenomenon on the artificial dataset [20] . From Fig.1a and b, we can observe that 1) the 1st pair of canonical components obtained by CCA exhibit nonlinear relationship to some extent (Fig.1a) ; in other words, the relationship between the 1st pair of canonical components can be approximately deemed to be globally linear; and 2) the linear relationship between the 2nd pair is not significant (Fig.1b) . These observations indicate that in the data possibly more complex, nonlinear relationship exists that can not be well discovered by CCA. To attack such nonlinear cases, there are generally three kinds of main approaches proposed so far, i.e.
kernel based methods [12, 15, 21] , neural networks [22, 23] and locality based methods [24] [25] [26] [27] [28] [29] [30] [31] 36] .
The kernel based CCA [12, 15] and the neural networks based CCA [22, 23] , as its nonlinear extensions to CCA, are able to deal with the nonlinear correlation problems to some extent. In kernel CCA (KCCA) [12, 15] , the data is mapped to higher (even infinite) dimensional space (referred as feature space) via implicit nonlinear mappings, , k ⋅ ⋅ corresponding to an inner product in feature space is given by Mercer's theorem (see, e.g., Ref. [21, 45] ) [12] . Prominent examples of Mercer kernels are RBF kernel x y , where bothσ and m are user specified parameters. Applying kernel trick, we can compute CCA on the mapped data without actually knowing the mappings , Φ Ψ themselves [12] . Let us experimentally evaluate the capability of kernel CCA in reveal the nonlinear correlation between features. For the same artificial dataset [20] mentioned above, the first two canonical component pairs obtained by KCCA using RBF kernels for both X and Y sets are illustrated in Fig.1c and d, respectively, where these canonical component pairs exhibit a more obvious linear relationship in the feature space.
The correlation coefficients between these pairs are 0.9627 and 0.8890, respectively, which are higher than the respective values 0.8782 and 0.6328 of CCA in the input space. All these observations indicate that between such input data sets, a nonlinear relationship indeed resides and is better discovered and revealed by KCCA with the help of the nonlinear mappings induced by the RBF kernel. However, the nonlinearity of KCCA is still in a global sense because all the data pairs are transformed by the common mappings, i.e.
( ) Φ ⋅ and ( ) Ψ ⋅ for X and Y, respectively, so the linear correlation does not necessarily holds anywhere in the feature space. In other words, the common nonlinear mapping(s) can not necessarily guarantee to transform a nonlinear problem into another linear one in the feature space. Though we can choose a stronger kernel to ensure that the significant linear correlation almost holds between the canonical component pairs in the feature space, however, too strong kernel will inevitably result in undermining the generalization ability [10] for the unseen data.
Although CCA and KCCA can also discover the low dimensional manifold to some extent where high dimensional data lies [12] ; however, neither of them takes the local structure of data into account, resulting in the challenge in the case of tackling some complex, nonlinear manifold problems. Further, the choice of both the problem-dependent kernel function and its parameter(s) is still a sticky problem and also a hot research topic [32, 33] . On the other hand, the application of neural networks to CCA [22, 23] motivates another important advance in nonlinear CCA. The nonlinear correlation can be discovered with the help of the nonlinear processing ability of the neural networks. Unfortunately, the neural networks suffer from some intrinsic problems such as long-time training, slow convergence and local minima. In summary, though both the kernel based methods and neural networks can solve some nonlinear problems, in contrast, CCA integrating locality will more likely be suitable for discovering the local structure hidden in the data. [24] , in which the global geodesic distance between two points in original space is approximated by the length of the shortest path in the graph of the local neighborhood relationship in low dimensional space. Roweis and Saul proposed locally linear embedding (LLE) [25, 36] , which assume that any one datum can be reconstructed by its local neighbors in original space and this local reconstruction relationship still holds in low dimensional space. These two approaches are both nonlinear in nature. Recently locality preserving projection (LPP) [26] , which aims at keeping the neighborhood relationship in linear dimensionality reduction process, is proposed and applied to data visualization and pattern recognition. The Laplacianface method [27] based on LPP was further developed for face recognition and significant result was achieved. Similarly, locality pursuit embedding (LPE) [28] is developed to preserve as much locality variation information as possible. In brief, for LPP and LPE, the results of the nonlinear dimensionality reduction are obtained by the linear approaches. So both LPP and LPE can be considered as the variation version of PCA. In summary, Isomap, LLE, LPP and LPE share such a characteristic that they preserve the local structure information in original data and thus can discover the low dimensional manifold structure embedded in the original high dimensional space. These locality based approaches are significant development for dimensionality reduction in recent years.
The successful applications of locality based methods to dimensionality reduction inspire us to pay more attention to the locality based methods. Generally, the global nonlinear structures are locally linear and the local structures can be aligned, and many locality based methods embody this heuristic idea [24] [25] [26] [27] [28] [29] [30] [31] . In this paper, we incorporate the local structure information into CCA and decompose the globally nonlinear problem into many locally linear ones, consequently, in each small neighborhood field the problem can be treated by linear CCA and the global problem can be solved by optimizing the combination or integration of these local sub-problems. The proposed method, named as locality preserving CCA (LPCCA, for short) takes on the following characters: 1) LPCCA is a locally linear dimensionality reduction approach, yet can yield the effect of globally nonlinear dimensionality reduction. By this approach, the local structure information is preserved and the canonical correlation is also obtained between two data sets; and 2) dimensionality reduction by LPCCA is suitable not only for training samples but also for testing samples.
The experiments of data visualization and pose estimation verify its feasibility and effectiveness. The experiment on COIL-20 dataset shows that pose estimation using LPCCA can obtain higher accuracy than those using CCA and KCCA.
The rest of this paper is organized as follows. In Section 2 both CCA and KCCA are reviewed for comparison. Section 3 is the derivation of LPCCA. The computational issue of LPCCA is discussed in Section 4. The experiments and results are given in Section 5. In Section 6 the conclusions and the future work are discussed.
Review of CCA and KCCA

CCA
Given n pairs of data * , ( 
where
, P c is a mean-normalization matrix and satisfies , T T c c c c c = = P P P P P . Note that in (1), due to the scale invariance of w x and w y , the constraint condition in (2) is usually (but not necessarily) set as it is [1] . Solving this optimization problem (2), we can obtain the following generalized eigenproblem: 
It can be proven that the eigenvector solution of (2), w x and w y , can be expressed as the linear combination of the centered samples [12] , i.e. 
where Just like the form of the objective function described in (2) for CCA, the objective function to be maximized for KCCA can be written as
Inserting the dual representations in (5) into it, the objective function can be rewritten as
where the inner products appear in the expression and thus the kernel trick [12, 21, 45] can be employed as described in the introduction. Let us define the
with the ij-th entry denoted respectively by ( )
applying the same trick to the constraint condition described in (2), thus KCCA can be reformulated as the following optimization problem:
Using the same optimization strategy as CCA [1] , we can obtain the following generalized eigenproblem of KCCA:
In general, the regularization techniques [8, 10, 12, 15, 34, 35] is employed in solving (7) to avoid the singularity problem. Once the dual solution vectors α and β have been obtained, for any one sample x, its projection in the feature space x F , which is induced by kernel K x , can be formulated as
where the kernel trick is also employed. The projection y in its feature space y F , which is induced by kernel K y , can be derived in a similar way.
Locality Preserving CCA (LPCCA)
As mentioned in the introduction, kernel based and locality based methods are two effective approaches to dealing with the nonlinear problems. In Section 2.2 we have reviewed KCCA as one of the nonlinear extension of CCA. In this section, the locality is introduced into CCA and locality based method of CCA, namely locality preserving CCA (LPCCA) is proposed as another nonlinear extension of CCA. Firstly a key equivalent description of CCA is given in Section 3.1; then in Section 3.2 we introduce locality into CCA; at last we obtain a formula description of LPCCA in Section 3.3.
An equivalent description of CCA
The optimization problem of CCA can be written in another equivalent form [37] as: 
where the objective function can be expanded as
∑∑ w x x x x w w y y y y w ( )( )
∑∑ w x x y y w It can easily be proven that (9) can be expressed as the following equivalent form: 
where the constant 1/2n has been ignored.
Introduction of locality
Note that in (11) , the canonical correlation is defined in terms of the projections of the differences between all the sample pairs. This definition holds for the simple linear canonical correlation, however, for the complex, nonlinear correlation cases mentioned in the introduction, i.e., the nonlinear low dimensional manifold embedded in the ambient space, the linear canonical correlation makes sense only in a local field. For any given one sample pair (x i , y i ), the locally linear correlation can be expressed as
where ne(i) denotes the index set for the local neighbors of x i (or y i ). The local neighbor of x i can be defined in the following two ways [26, 27, 38] :
, then we say x j is the local neighbor of x i , where ε is a user specified threshold. 
The parameters t x is generally taken as the mean square distance ( ) [26] except that in LPCCA the Laplace matrix is based on the computational result of operator on S x and/or S y . S xx , S yy and S xy are all symmetric, and S xy = S yx if we define yx
where D yx is diagonal, and its ith diagonal entry equals the sum of the entries in the ith row (or the ith column) of y x S S .
Solving the optimization problem (14) by utilizing the same optimization strategy as that of CCA [1] , we obtain
Once the basis vector pairs (w x , w y ) is obtained, the dimensionality reduction can be performed in the form of S unchanged, and we attempt to ensure that if the data points are close in the original input space, then after dimensionality reduction using LPCCA, the data points in the projection space with reduced dimensionality are still close. This will be validated by the data visualization experiment (see Section 5.1 later). The primary equation of LPCCA, (15) , is similar to those of CCA and KCCA, i.e., (3) and (7). However, the data need not be mean-normalized as in CCA and KCCA.
If all the entries of S x and S y are set to 1 (or 1/n), S xx , S yy , S xy and S yx all equal to nP c (or P c /n). Ignoring the trivial coefficient n (or 1/n), (15) degrades into (3). So LPCCA generalizes CCA, and CCA is the special case of the former.
Computational issue of LPCCA
In real applications, we often encounter such cases that a large amount of high dimensional data points correspond some underlying, varying parameter(s). For example, given a series of face images corresponding to pose parameters varying in pan and tilt, the face images, in fact, usually lie in a low dimensional nonlinear manifold embedded in the ambient space [12, [24] [25] [26] 39] . Without loss of generality, the n face images (by concatenating each column of an image to form a p dimensional vector) is taken as X set, and the corresponding n vectors of pose parameters (or else parameters) of size q are taken as Y set, in general p>>n and q<<n.
For this typical application, a direct computation using (15) , the solution of LPCCA, as described in (15), w x and w y , must lie in the subspaces respectively spanned by x 1 ,…,x n and y 1 ,…,y n , in other words, w x =X α and w y = Yβ hold simultaneously, where α and β both denote corresponding combination coefficient vectors of size n (The proof is given in Appendix. Note that both α and β do not equal to their counterparts in (4) or (5), yet we still abuse them for convenience.)
According to the dual theorem, the optimization problem of LPCCA (15) 
This is an equivalent but scale-reduced generalized eigenproblem, in which the size of two associated matrices is only q×q, as a result, it is computationally easy to obtain its eigen-pairs ( )
is generally invertible due to n<<p. Finally, we obtain the ith basis vector w.r.t. X set, w xi , as follows
Now we obtain the basis vector w x . It is worth noting that when S xx is singular, we generally substitute S xx with S xx + μ I to avoid its singularity as well as ensure the computational stability [34] , where I is the identity matrix and μ is a small non-negative number and taken as 0.001 in the following experiments.
Experiments and analysis
In this section, we design two experiments using LPCCA, namely data visualization and pose estimation. Firstly we validate the preservation of local structure information of data using data visualization experiment, and then we perform pose estimation experiment to evaluate the ability of LPCCA to prediction by comparing with that of CCA and KCCA.
Data visualization
In this experiment, we employ an artificial face image data which contains 698 face images of size 64×64. The pose parameters of face images vary in pan ranging approximately within ±75 degree, tilt ranging approximately within ±10 degree and different illumination. This data is once used in [24] to discover the intrinsic degree of freedom of dataset. In this experiment, 
Fig. 2.
The two dimensional data visualization after performing LPCCA on face image dataset. The horizontal and vertical coordinate denote the first and second feature value, respectively. The black dots denote the data points after dimensionality reduction. The face beside the circle denotes the corresponding face image associated with this data point. All these data points associated with face images are connected with their 5-nearest neighbors to build up a local neighborhood graph. In the midst of the figure, the face images corresponding to 3 circles along with their respective 5-nearest neighbors (denoted by symbol +) are given in Fig.3 . Moreover, the variation of the pan pose parameters corresponding to squared data points (along the direction of arrow in figure) is given in Fig. 6 .
From Fig. 2 we can obtain the following two observations: 1) in a relative large range (e.g. if the data points are the neighbors around some data point in reduced dimension space (see Fig. 2 , the circled data points as well as their respective 5-nearest neighbors), then these corresponding face images (as seen in Fig. 3 ) seem also to keep the neighbor relationship, i.e.
they are highly similar to each other in pose. This fact shows that LPCCA still preserves the local structure characteristic after the dimensionality reduction. From the observations 1) and 2) we can conclude that dimensionality reduction using LPCCA can not only capture the global variation of data (in [24] this global variation is referred as intrinsic dimensionality), but also preserve the local structure information. In Fig. 4 the local neighborhood relationship for all data points in low dimensional space are given. As shown in Fig.4 , some data points cluster together in some local fields and represent some local properties, e.g. in the circled field near the up-left corner in Fig. 4 , the illumination of the face images is obviously weak (see also Fig. 2) . In contrast to LPCCA, the dimensionality reduction using CCA is also performed on this face data. The two dimensional data visualization and some face images corresponding to part of data are given in Fig. 5 . In Fig. 5 we can obtain the following observations: the distribution of the data points with reduced dimensionality correspond to the successive change of pose parameters of face images. More specifically, approximately along the horizontal direction, the pose parameters vary in pan; while approximately along the vertical direction, the pose parameters vary in tilt. This phenomenon is similar to that in LPCCA and [24] . Moreover, we also investigate the similarity among the neighborhoods in reduced dimensionality space. In Fig. 6 the face images corresponding to some circled points in Fig. 5 along with their respective 5-nearest neighbors are given. Visually, there also exists similarity between the circled point and the respective 5 nearest neighbors.
Fig. 5.
The two dimensional data visualization after performing CCA on face image dataset. The horizontal and vertical coordinate denote the first and second feature value, respectively. The black dots denote the data points after dimensionality reduction. The face beside the circle denotes the corresponding face image to this data. After analysis of the characteristics of the data distribution and the local similarity in CCA and LPCCA, we now investigate the difference of the pose change incurred before and after the introduction of locality information. From discussion above, it is worth pointing out that the principal directions of pose change for LPCCA is approximately along the diagonals of the figure (see Fig.2 ), while along the horizontal axis direction of the figure for CCA (see Fig.5 ). We take representative sections along the arrows in Fig.2 and Fig.5 , respectively, and investigate difference between the pose changes in pan for the data near the sections and illustrate this difference in Fig. 7 . From Fig.7 we can obtain the following observations: 1) the pose change in pan globally in order both for CCA and LPCCA; and 2) the pose parameter corresponding to CCA locally fluctuates more heavily than LPCCA. In other words, the local structure is better preserved in LPCCA by the introduction of the locality based method, which indicates that LPCCA is possibly more suitable for pose estimation.
Fig. 7.
The variation of the pose parameter in pan for the data points near the section planes in Fig.2 and Fig. 5 , respectively. The horizontal coordinate (i.e. the image index) denotes the serial number of data point along the arrows in Fig.2 and Fig. 5 , respectively.
Pose estimation
One of the primary goals of an intelligent vision system is to recognize objects in an image and compute their poses in the three-dimensional scene. Such a recognition system has wide applications ranging from visual inspection, robot vision to autonomous navigation [40, 41] .
So pose estimation has become one of the active research topics in computer vision field [12, 40, 42] . Murase and Nayar [40] studied the applications of PCA eigenspace method to pattern recognition and pose estimation and established a framework for pose estimation. Melzer et al. [12] studied the pose estimation using KCCA and PCA and the experiment results show that the estimation accuracy using KCCA outperforms PCA. , where σ is specified according to the same strategy as that for t y (see Sec. 3.2), and the optimal result is determined by trial and error. For LPCCA, the local neighbor is defined according to k-nearest neighbor, and k ranges from 2 to 6, which indicates that for each testing sample, the training images whose corresponding poses deviating approximately ±10 ~±45 degree from that of the testing image are chosen as its local neighbors. The optimal value of k is also specified through a trial and error manner.
The mean estimation errors (means) and standard deviations (std) using CCA, KCCA and LPCCA are tabulated in Table 1 and 2 when L is set to 2 and 3, respectively.
In Table 1 , when the pose resolution is approximately 10 degree (L=2 case), KCCA only wins on subject 2, 11, 13 and 14, while LPCCA outperforms CCA and KCCA for the rest 16 subjects. In Table 2 , when the pose resolution is approximately 15 degree (L=3 case), KCCA only wins for subject 2, 3, 11, 13 and 18, while LPCCA outperforms other methods for the rest 15 subjects. Clearly speaking, when L=2, for subject 15 and 17, the errors of LPCCA are 1-2 degree lower than those of CCA and KCCA; and for subject 10, the error of KCCA, 0.73 degree, is very precise, rather, it loses to 0.48 degree, the error of LPCCA. When L=2 and 3, for subject 9 and 19, large errors and standard deviations appear for CCA and/or KCCA (similar things happen for subject 6 and 14 when L=3), however, the errors of LPCCA still remain relatively small, ranging from 2.3 to 6.5 degree. A further analysis of the large errors and the standard deviations for CCA and KCCA indicates that large estimation errors appear on a few testing samples, thus undermining the overall estimation accuracy. In contrast, this notorious phenomenon is avoided in estimation using LPCCA. The error-frequency histograms for subject 10 in the case of L=3 are shown in Fig. 9 . From   Fig.9 we can obtain the following observations: 1) large error (>2 degree) frequently occurs in CCA (Fig. 9a) , resulting in large error and standard deviation; 2) such a case becomes a bit better in KCCA ( (Fig. 9b) , where most of the errors range from 0.5 to 1.5 degree, but large error still appears, e.g. the error near 4 and 4.5 degree appears one time, respectively; and 3)
for LPCCA (Fig. 9c) , the errors that appear most frequently are near 0 and 0.5 degree (appear for 17 times and 14 times in 47 testing samples), and the maximal error is not more than 2.5 degree, which results in a rather small error and standard deviation, namely, 0.70±0.71 degree.
This comparison between the distributions of errors reveals more robust behavior brought by LPCCA.
(a) (b) (c) Fig. 9 . The error-frequency histograms for subject 10 and L=3 case respectively using (a) CCA, (b) KCCA and (c) LPCCA. The horizontal coordinate denotes estimation error in degree and the vertical coordinate denotes the frequency of occurrence.
The parametric manifolds for pose estimation obtained by CCA, KCCA and LPCCA are respectively given in Fig. 10 to vividly illustrate the distributions of the estimation errors in Fig. 9 . From Fig. 10 we can observe that 1) in the parametric manifold of CCA (Fig. 10a) , the obvious deviation of testing samples from the overall parametric manifold occurs in some patches; and the profile of the manifold looks like a simple circle; 2) such a deviation also occurs in KCCA (Fig. 10b) ; and the overall profile of the manifold is a bit more complex closed curve; and 3) the deviation mentioned above seems to be confined to some limited extent in the parametric manifold of LPCCA (Fig. 10c) ; and the overall profile of the manifold seems to be an irregular curve and more complex than that of KCCA (Fig. 10b) .
Small deviations will benefit to the stability of pose estimation, whereas the large deviation will increase the risk of the unstable prediction. Since the nature of pose estimation using all these methods is curve fitting and prediction, the large deviation should be avoided as much as possible to improve the estimation accuracy. It seems that the construction of the local manifold confines the large deviation obviously, just as fitting a complex, unknown function using piecewise low-order smooth curve to avoid undermining the generalization ability. So we can owe the improvement of the estimation performance to the following facts: 1) the introduction of the local structure of the data to CCA enables the dimensionality reduction of LPCCA to preserve the intrinsic local characteristics of the data; and 2) the construction of the local parametric manifold constrains the large deviation mentioned above. KCCA and (c) LPCCA. Circle denotes training data, and black dot the resampling data through cubic spline interpolation [12, 40] . All these discrete data points construct the parametric manifold of a subject. The cross + denotes testing data. The overlapping and junction appear in (c) due to the conjunction of the local manifold.
Conclusion and future work
When high dimensional data lies in a low dimensional manifold embedded in the ambient space, CCA and KCCA can discover the manifold structure to some extent. However, both of them are globality based approach and the local structure information hidden in the data is not taken into account. When some complex, nonlinear manifolds are encountered, CCA and KCCA will be challenged and even failed. To attack this problem, in this paper, the local structure information is introduced into CCA, so the globally nonlinear problem is decomposed into a series of locally linear sub-problems, and reversely the optimization solution to the combination of these locally linear sub-problems gives rise to basis vectors for dimensionality reduction. The experiment of data visualization suggests that the proposed method, namely LPCCA, generalize the traditional CCA, such that it can not only capture the canonical correlation between the data pairs but also preserve the local structure of the data to a better extent. The experiment of pose estimation on COIL-20 dataset suggests that LPCCA outperforms both CCA and KCCA in pose estimation.
Up to now, KCCA and its variants have been applied to pose estimation [12] , pattern recognition [9, 10] , image retrieval [8] , text analysis and retrieval [14, 15] , bioinformatics [19] and other fields. As another nonlinear extension of CCA, LPCCA will play its necessary role in these fields.
Furthermore, compared with KCCA which is globally nonlinear, although LPCCA can deal with the problem which is globally nonlinear but locally linear, it is linear dimensionality reduction in nature so that it is possible to kernelize this method to match the rigorous requirement of some nonlinear problem in real world. In fact the kernel version using linear kernel is formally given in (16) . This is just our current research topic. If B, however, is singular, we can perform eigen-decomposition on matrix B+ μ I rather on B,
where μ is a regularization parameter. Note that this operation simply shifts the eigenvalues of B but leaves its eigenvectors unchanged, so Theorem 1 still holds.
