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Wildlife surveillance is of significant interest for the protection of animals and their habi-
tats. In this study, a distributed system of unmanned aerial vehicles (UAVs) or drones
is designed for single-animal tracking in terrestrial settings. The system involves four
main components which constitute key contributions of the study. The main component
is a visual object tracking approach based on the use of a particle filter that switches be-
tween measurements from two sources: a simple and fast approach based on colour im-
age segmentation and a slower but more sophisticated method based on a deep learning
object detector, the third version of the You Only Look Once detector (YOLOv3). The
particle filter switches between the measurement sources using the structural similarity
(SSIM) index from the image-processing literature. The SSIM index is also applied in
the study for handover of tracking between a pair of drones. Some of the components
of the monitoring system have been simulated using wildlife footage recorded by drone
(obtained from an animal behaviour group). Extensive simulation tests were carried out
during the study. These demonstrate, amongst other results, that better real-time object
detection is obtained by replacing YOLOv3 by techniques such as boosting and channel
and spatial reliability tracking (CSRT). The design developed and components tested




Keywords: Animal tracking algorithm, boosting, channel and spatial reliability track-
ing (CSRT), drone, handover, multiple instance learning (MIL), particle filter, struc-




Oorhandiging in ’n verspreide stelsel van UAV’s: Toepassing op
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Die waarneming van wildslewe is van opmerklike belang vir die konservasie van diere
en hul habitatte. Hierdie studie maak gebruik van ’n verspreide stelsel wat bestaan
uit onbemande lug voertuie (UAVs), of ’drones,’ wat ontwerp is om ’n enkele dier te
agtervolg in aardse instellings. Die sisteem bestaan uit vier hoof komponente, en hier-
die komponente is die sleutel bydraers vir die studie. Die belangrikste komponent is
’n visuele voorwerpopsporings tegnologie gebaseer op deeltjiefilter wat wissel tussen
metings vanaf twee bronne: ’n eenvoudige en vinnige benadering wat gebaseer is op
kleurprintsegmentering en ’n stadiger, maar meer gesofistikeerde, metode wat geba-
seer is op ’n diep detektor vir leervoorwerpe, die derde instelling van die ’You Only
Look Once’ program (YOLOv3). Die deeltjiefilter skakel tussen die meetbronne deur
gebruik te maak van die strukturele ooreenkoms (SSIM) indeks uit die beeldverwer-
kingsliteratuur. Die SSIM-indeks word ook toegepas in die studie vir die oorhandiging
van die opsporings proses tussen hommeltuie. Sommige van die komponente van die
moniteringstelsel is gesimuleer met behulp van wild beeldmateriaal wat deur hommel-
tuie geneem is (verkry van ’n dieregedraggroep). Uitgebreide simulasietoetse is tydens
die studie uitgevoer. Dit toon onder andere aan dat beter intydse voorwerpopsporing




van kanaal- en ruimtelike betroubaarheid (CSRT). Die ontwerp wat ontwikkel is, en die
getoetste komponente, dui op ’n paar moontlike aanwysings vir die gebruik van ver-
spreide hommeltuig sisteeme om enkeldiere te monitor.
Sleutelterme: Diereopspoor algoritme, Versterking, kanaal- en ruimtelike betroubaarhei-
dsopsporing (CSRT), hommeltuig, oorhandiging, meervoudige instansie leer (MIL), deeltjie
filter, Strukturele ooreenkoms (SSIM), onbemande lugvaartuig (UAV), You Only Look
Once version 3 (YOLOv3).
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1.1 Background and Problem Statement
Over the last two centuries, several animal species have become endangered, or even
in some cases extinct, due to human activity. Some of the extinct species are the West
African black rhinoceros, the Tasmanian tiger, the Quagga that is a native South African
zebra, the Pyrenean Ibex, and the Javan tiger [1]. The development of reliable systems
for wildlife monitoring is important both for conservation and preservation efforts and
for the development of a better understanding of the interactions of animals with each
other and with their environments.
Over the years, researchers have developed tracking systems such as GPS, radio, and
satellite transmitters embedded in collars or other devices that can be placed on animals.
However, most of them present drawbacks. Firstly, it can be difficult and dangerous to
capture wild animals to fit them with such devices. In addition, the process can also be
risky for them as it generally requires anesthesia [2]. Secondly, some devices can lead to
changes in animals’ behaviour and/or threaten their survival and therefore compromise
data collected. In [3], it was noticed that slightly heavier collars compared to reference
collars, reduced the traveling rate of plains zebras by 50 % during foraging, with both
collars’ weights within the accepted norm. The researchers in [4] fitted 269 randomly
chosen caribou with either light or heavy collars and they noticed that the heavier collar
reduced by 18 % annual survival of caribou already in poor body condition.
Unmanned aerial vehicles (UAVs) or drones can offer an alternative approach which
overcomes some of these disadvantages:
• drones represent a good non-invasive alternative for wildlife monitoring and sur-
veying, subject to certain conditions on altitude (> 60m AGL), drone horizontal
1
Stellenbosch University https://scholar.sun.ac.za
Chapter 1. Introduction 2
distance (< 100m) [5], drone approach angle, colour and speed [6].
• Apart from cameras, other types of sensors such as thermal-imaging cameras can
be mounted on drones to collect additional data.
• Drones are cheaper [7] and more manoeuvrable in dense areas than other plat-
forms such as satellites and balloons.
However, drones used in such studies are typically civilian drones with limited com-
puting power and battery life. To compensate for these limitations, it is proposed here
to use several drones arranged in formation to perform single-animal tracking. The
animals under observation with the present drone formation are primarily taken to be
terrestrial animals. The formation of drones involves a fixed and virtual grid that covers
the living area of the animals under consideration. Drones are positioned at the bound-
ary between adjacent grid cells. They are grounded at their positions and do not hover
or fly. It is assumed that they can be in a Sleep mode amongst other modes which are
described in Subsection 4.1.3 of Chapter 4. Figure 1.1 illustrates a formation where there
are 9 cells and therefore 12 drones. A ground station is included in the system, primar-
ily to handle video storage and tracking initialization. It is also assumed that tracking
initialization is made by a human operator. Training strategies for machine learning
networks could be leveraged to perform tracking initialization automatically. All as-
sumptions made to facilitate the resolution of single-animal tracking with drones are
presented in Subsection 4.1.5 in Chapter 4. The present configuration has been chosen
amongst others that were proposed for reasons explained in Subsection 4.1.1 in Chapter
4. Also, drones have other drawbacks (e.g. regulations, battery charging requirement,
etc.) which are presented in Section 2.3 in Chapter 2 with potential solutions.
In this way, based on visual information, a target animal could be tracked from one
cell to another with drones relaying the tracking to each other when necessary, up to
tracking termination. At a time step, only a maximum of two drones is flying while the
other drones are grounded at their initial positions where they can be charged. Only one
drone can follow the target animal. This drone is referred to as the drone-tracker. In this
design, the relay partner of the drone-tracker is selected by the drone-tracker based on
information such as the actual cell the target is in, the drones available amongst those
responsible for that cell, their distances to the drone-tracker, their energy levels, and
their memory capacities. The selected drone is addressed as drone-partner or drone-
peer. After its selection, the drone-partner moves to the appropriate position to perform
the target relay which is simply referred to as handover in this work.
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Figure 1.1: Drone formation which involves a drone at the boundary between two adja-
cent cells. The present configuration illustrates the case where there are 12 drones, in a
3× 3 arrangement. The grid has 9 cells labelled C1,C2,. . . ,C9.
It is very important in the proposed monitoring system to estimate the target’s po-
sition in the images captured by the drone-tracker. Indeed, this is required to direct the
drone in its tracking task. The drone-tracker moves in the field during a tracking based
on the motion of the target. Simply put, the target’s trajectory is the mirror of the drone-
tracker’s trajectory. Moreover, animals’ trajectories could be reconstituted offline with
successive position estimates to be analysed for insights about the animals’ behaviour.
The study is concerned with single-animal tracking as opposed to multi-animal track-
ing. It is important to emphasize a few points which justify the utility of single-animal
tracking in wildlife monitoring.
• Single-animal tracking is relevant for animals that live in groups although some
of the members of the group considered might not always be filmed by a drone-
tracker, when the drone-tracker is following an individual of the group. For in-
stance, if one is interested in monitoring a group of elephants, the ideal target to
track would be the matriarch. On the other hand, if one is interested in the tra-
jectories of the other animals in video captured during single-animal tracking, a
given method could be employed for tracking offline.
• For solitary animals or endangered animals with only a few individuals remain-
ing, the monitoring system could be employed to track a single individual. In ad-
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dition, the behaviour of a single animal could be representative of the behaviour
of the species it belongs to.
• Single-animal tracking is more adapted to the limited on-board capacities of civil-
ian drones. One could extend the system to perform multiple-animal tracking by
centralizing computations at the GS, and by employing a latency-free and secured
communication system between drones and the GS.
The estimation of the target’s location in pixels in video frames captured by the
drone-tracker, is typically a visual object tracking (VOT) problem which is one of the
most challenging areas of computer vision (CV). VOT solutions generally involve two
components: the motion model used to predict the target’s location in the next video
frame, and the appearance model used to describe the target. Techniques used to model
the target’s appearance can be grouped into generative and discriminative methods. The
former searches the most similar regions [8] while the latter differentiates the foreground
from the background [9].
Earlier tracking algorithms use hand-crafted features such as colour and histogram
of oriented gradients (HOG) [10] to represent appearance models. However, these meth-
ods are not robust enough to handle severe changes in appearance [11] compared to
modern deep learning-based trackers [9] such as generic object tracking using regres-
sion networks (GOTURN) [12]. Deep learning-based object detectors can be included in
modern tracking algorithms since they can be employed with motion models to track
objects in successive video frames. Some examples of these detectors are: OverFeat [13],
region-based convolutional neural network (R-CNN) [14]. Yet, unlike traditional track-
ing algorithms, deep learning-based algorithms require significant computation which
might be beyond the capacity of on-board processors on some drones.
In this study, it is proposed to take advantage of both paradigms by combining them
to track animals using drones. In the proposed VOT solution, a colour segmentation
method and the third version of the You Only Look Once (YOLOv3) [15] are switched
after a change is detected in the appearance of the target animal based on the structural
similarity (SSIM) index [16], in order to provide measurements to the particle filter (PF)
algorithm [17] which is used by the drones for tracking. The PF is used to estimate
an animal’s position in video frames since the target animal is not fitted with tracking
devices. The choice of the PF compared to other estimation methods like the Kalman
filter is because the PF is not restricted in terms of non-linearity and non-Gaussian dis-
tributions [17]. The PF offers more flexibility in changing some components such as the
motion model. Additionally, the proposed VOT solution could be extended easily to
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multi-animal tracking. Yet, for this study, the Kalman filter can also be used instead of
the PF. Note also that during the development of this study the fourth version of YOLO
(YOLOv4) was released.
The proposed VOT solution is implemented and tested using primarily a dataset
of wildlife footage recorded in Kenya under appropriate permissions by an animal be-
haviour group. The reader is invited to consult Subsection 5.1.1 for details about the
dataset as well as the Acknowledgements for information about the permissions and con-
ditions for data collection. Figure 1.2 shows frames extracted from four video sequences
of this dataset. They are utilized for testing of the proposed VOT solution and the meth-
ods for the validation of the target’s identity during handover. Owing to the use of this
dataset, challenges that could arise in the field are highlighted. These are for example
the small-scale of the animals due to filming from high altitude (to mitigate wildlife dis-
turbance), the impact of filming time which can result in the presence of shadows, and
the difficulty for trackers to discriminate animals seen from above. For proof of concept,
the proposed VOT solution is tested on a video referred to as the cows video2. The results
obtained are shown in Figure 1.3. The proposed VOT solution also involves a region of
interest (ROI) where YOLOv3 looks for the target when called by the SSIM index.
1.2 Objectives of the Project
This project aims to design a system based on a formation of drones for wildlife surveil-
lance and preservation. The system is primarily intended for terrestrial mammals. More
specifically, the study aims to:
• design the drone formation,
• address the challenging task of tracking an animal in video frames and in real-time
by proposing a framework suitable for drones,
• propose a technique for two drones to relay a tracking to each other,
• propose a potential solution for directing the drone-tracker in the real-world frame
using the outputs produced by the VOT framework in video frames.
2The cows video is available at this address: https://github.com/mpatacchiola/deepgaze/tree/
master/examples/ex_particle_filter_object_tracking_video.
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(a) Sequence ob002− 01a. (b) Sequence ob002− 01b.
(c) Sequence ob003− 01. (d) Sequence ob090− 03.
Figure 1.2: Examples of video frames from the video sequences used in this study
for testing the proposed VOT solution and the methods for the verification of the tar-
get identity during the handover process. The video sequences are extracted from the
videos labelled ob002− 01, ob003− 01 and ob090− 03 of the dataset used in this work.
More details about the dataset are available in Subsection 5.1.1.
1.3 Contributions of the Study
The contributions of this study are listed below. Some of these contributions involve the
design of algorithms.
• Introduction of the drone formation which is a fixed, virtual grid where drones are
positioned at specific locations to ensure that the field of the animals to monitor is
well-covered.
• Proposal of a VOT framework which is based on the use of a PF. The latter employs
a basic motion model for updating the particles’ positions at each time step. On the
other hand, the PF can receive measurements from one of two sources. At a time
step, the measurement provider is selected based on the value of the SSIM index
between the current and the initial appearance of the target. The SSIM index was
originally designed to assess the quality of distorted images compared to reference
images. Yet, the SSIM index is utilized to compare the structural information be-
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Figure 1.3: Example of occlusion handling with the proposed VOT approach on the
cows video for a SSIM threshold of 0.6. Particles are represented in red, bounding box in
blue, and regions of interest for YOLOv3 in red. Frames are displayed from left to right
and from top to bottom starting with the 518th frame with interval 13 frames. Above
each frame is the corresponding SSIM value. These values are less than the set threshold
in most frames displayed. This justifies the call of YOLOv3 as opposed to the colour
image segmentation. YOLOv3 did not detect the cow in some of these frames. The head
and the feet of the cows are salient features for YOLOv3.
tween two images, similarly to other studies, in particular, the work of [18] which
used the SSIM measure for switching detection and tracking methods. The two
measurement providers involved in this study are primarily the colour image seg-
mentation and YOLOv3. However, during the test phase, YOLOv3 is replaced by
other trackers to better analyse the performance of the proposed tracking frame-
work. These are essentially machine learning and correlation-filter based trackers.
• Proposition of the concept of relaying a tracking from the drone-tracker to the
drone-partner by utilizing the SSIM index to ensure that the target is the same in
the field of view (FOVs) of the two drones. This step necessitates the joint-use
of the particles from the drone-tracker and the information of the drone-peer’s
FOV. Prior to handover, an algorithm is proposed for the selection of the most
suitable drone-partner amongst drone-candidates responsible for the current cell.
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Moreover, other algorithms are designed for the definition of the actions to be
taken by the two drones based on the knowledge each drone has about the other
in order to ensure the success of handover and to avoid having several drones
tracking a target simultaneously.
• Development of a method which uses the outputs of the proposed VOT frame-
work for periodic computation of the yaw and pitch for the drone-tracker’s dis-
placement during tracking when it is not hovering above the animal.
1.4 Project Outline
The rest of the thesis is organised as follows: Chapter 2 presents a brief introduction
of drones, their categorization and components. Chapter 3 provides a succinct survey
of VOT. All of the constituents of the monitoring system are presented in Chapter 4.
The main contributions of the study are presented in this chapter. Chapter 5 covers the
tests and the results for some of the components of the monitoring system and for other
well-known tracking methods. The monitoring system is not implemented as a whole.
The components tested or simulated are the proposed VOT solution, the handover com-
munication protocol, and the mechanism for the validation of the identity of the target.
Chapter 5 also presents a discussion of the results obtained. Finally, Chapter 6 concludes




This chapter reviews unmanned aerial vehicles (UAVs) or drones since they are at the
core of the proposed tracking system. Indeed, in order to develop a monitoring sys-
tem that could be implemented in real life, it is required to make design decisions that
are suitable with the characteristics of drones, how they operate, and their limitations.
Furthermore, future perspectives for drone development need to be considered.
Section 2.1 presents well-known drone classifications in terms of their weight, size,
and type. Section 2.2 describes the common hardware and software constituents avail-
able on a drone. It is important to understand the interaction between these components
to enable the visual guidance of drone-tracker. As a reminder, the drone-tracker is the
only drone pursuing the target animal at a given time step of tracking. Finally, Section
2.3 presents some drone limitations and potential solutions.
2.1 Generality
An unmanned aerial vehicle (UAV) is an aircraft able to fly without having a human
pilot on-board. It is also referred to by the terms drone, remotely piloted aircraft (RPA),
remotely operated aircraft (ROA), or unmanned aerial system (UAS). The latter under-
lines the fact that a UAV is more than an aircraft. It typically has other components
which are primarily the ground control station (GCS) or the command, control, and
communications (C3) system and the operator or the command and control link [19].
The aircraft of a UAV can fly either remotely-controlled or autonomously using a
predefined path or a given technology [19]. The proposed system is designed to fit the
latter since, in order to displace to collect data, a drone-tracker has to utilize the visual
information captured by its camera. The intended application falls into the category of
9
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wildlife monitoring which corresponds to civilian use of drones.
Other drone civilian applications are: precision agriculture where UAVs are utilized
for crop monitoring and pesticide sprinkling [20], wireless access network, remote sens-
ing, search and rescue, goods delivery/logistics, structural inspection [21], photogra-
phy, cinematography, hobby uses [22], surveillance, public safety, and civil security
[23]. However, some of the civilian applications can also be found in the military do-
main. Other drone military applications are: missile launching, bomb-dropping, and
espionage mission [22].
Regardless of their areas of applications, it is not straightforward to categorize drones
as there are several types of drones. In fact, a drone is characterized by diverse attributes
such as its size, weight, flight endurance, flight mode to name four. Tables 2.1, 2.2, 2.3
support this fact since they show three different classifications based on drones’ weight
by [24; 25; 26], respectively.
Table 2.1: Weight-based drone classification by [24].
Class Type Weight range
Class I (a) Nano drones W ≤ 200 g
Class I(b) Micro drones 200g < W ≤ 2 Kg
Class I (c) Mini drones 2Kg< W ≤ 20 Kg
Class I (d) Small drones 20 Kg < W ≤ 150 Kg
Class II Tactical drones 150 Kg < W ≤ 600 Kg
Class III MALE3/HALE4/Strike drones W> 600 Kg
3Medium Altitude, Long Endurance, 4High Altitude, Long Endurance.
Table 2.2: Weight-based drone classification by [25].
Designation Weight range
Super heavy W > 2000 Kg
Heavy 200 Kg < W ≤ 2000 Kg
Medium 50 Kg < W ≤ 200 Kg
Light 5 Kg < W ≤ 50 Kg
Micro W ≤ 5Kg
In terms of size, according to [22], drones spread in a spectrum that ranges from large
fixed-wing machine to smart dust (SD) as shown in Figure 2.1. The largest aircraft of the
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Table 2.3: Weight-based drone classification by [26].
Designation Weight range
Micro W < 2 lbs
Mini 2 lbs ≤W ≤ 30 lbs
Tactical 30 lbs ≤W ≤ 1000 lbs
Medium and high altitude 1000 lbs ≤W ≤ 30000 lbs
Heavy W > 1000 lbs
drone spectrum has wings long as 61 m and weights up to 15 t [27]. Next, are the micro
unmanned air vehicle (µUAV), the micro air vehicle (MAV), the nano air vehicle (NAV),
the pico air vehicle (PAV) [28]. The smallest machine of the drone spectrum has a size
up to 1 mm and weights a minimum of 5 mg [29].
Figure 2.1: A spectrum of drones which spans from vast fixed-wing unmanned air ve-
hicle (UAV) to smart dust (SD) based on wingspan and weight. In between these two
types of drones are: micro unmanned air vehicle (µUAV), micro air vehicle (MAV), nano
air vehicle (NAV), and pico air vehicle (PAV) [22].
Furthermore, [22] expands the drone spectrum by including all of the existing types
of UAVs. This classification is shown in Figure 2.2.
Vertical take-Off & landing (VTOL) drones hover better than horizontal take-Off &
landing (HTOL). However, they are restricted in terms of cruise speed. To have UAVs
with more capacities, hybrid models were created. The hybrid models are the tilt-rotor,
the tilt-wing, the tilt-body, and the ducted fan UAV. UAV helicopters can vertically take-
off, land, and hover. UAV helicopters are available in four types which are: single-rotor,
coaxial-rotor, tandem-rotor, and quad-rotor. The Heli-wing UAVs have rotating blades
and can fly vertically like fixed-wing drones [22].
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Figure 2.2: Different types of drones [22]. The class of MAV would be suitable for the
study because the drones in this class have the ability to hover in a fixed position and
fly in all directions [30]. Also, their small dimensions are advantageous for areas that
are difficult to access. They can be characterized by the number of motors they involve
(one to twelve motors) [31; 32].
The cyclocopters or cyclogyros utilize cycloidal rotors. Cycloidal rotors are made
of aerofoils which generate lift and thrust by rotating around a horizontal axis. The
ornithopters are UAVs that mimic the opening and closing mechanism of birds’ wings
when flying. Ornicopters and flapping-wing drones also fly like birds but the former do
not have tail rotors while the latter’s wings are light and flexible. Fixed-wing drones are
generally aircraft equipped with rigid wing, fuselage, and tail [22].
The MAV class includes a subcategory of drones which are highly manoeuvrable
since they can hover and fly in all directions [30]. Owing to these advantages and their
relatively small size and weight, they might be more suitable than all of the other types
of drones for the intended application of this study. These drones are the rotary-wing
MAVs which involve rotary blades or propellers. Depending on if they are endowed
with one, two, three, four, five, six, eight, ten, or twelve motors they are addressed
as mono-copter, twin-copter, tri-copter, quad-copter or quad-rotor, penta-copter, hexa-
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copter, octo-copter, deca-copter, and dodeca-copter, respectively [31; 32].
Bio-drones are types of drones which are animal-body based. They are primarily
found in the MAV, NAV, PAV classes. They can be taxidermy bio-drones or live bio-
drones. In both cases, animals or their bodies are used coupled with electrical compo-
nents such as sensors [22].
The UAV, µUAV, MAV, NAV categories, all have a subcategory addressed as uncon-
ventional drones which groups all of the other machines which are not included in other
subcategories [22]. Despite their great diversity, drones are often made with the same
basic components.
2.2 Components
This section focuses on the basic elements which compose a drone in terms of equipment
and programs.
2.2.1 Hardware
The following picture shows some of the most common elements available on a civilian
UAV and in particular a quadcopter since it is prevalent amongst civilian drones.
Frame: It is the aircraft’s constituent that gathers and maintains all of the other com-
ponents of a drone together. The choice of the size and material of the frame is very
important. As a matter of fact, these parameters can modify the drone’s flying perfor-
mance. The shape of a quadcopter’s frame is a "+" or an "x" [34].
Propeller: Also referred to by the term props, it is a spinning wing which enables the
production of the thrust and the torque [35] required to lift and suspend the aircraft in
the air. A propeller is generally made of injected plastic and composite [36].
One important parameter which characterizes a propeller is the blade pitch. It is
defined as the amount by which a propeller would move through a perfect medium in
a single revolution [35]. In other words, it is the distance by which a propeller can move
with a unique rotation through the air without being affected by external parameters
such as the air density.
Multirotors are equipped with two groups of propellers to cancel the counter-revolution
forces. These groups are the clockwise (CW) and the counter-clockwise (CCW) pro-
pellers. By dint of its propellers, a quadcopter can fly and have a high manoeuvrability
[35].
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Figure 2.3: Structure of a commercial UAV [33]. Props produce forces for lifting and
suspension of the aircraft in the air. They are rotated by the motors which are controlled
by the electronics speed controllers (ESCs). The Main Controller initiates and controls
the actions of the other components. The Transmitter/Receiver or Transceiver commu-
nicates commands and data with the GCS. The drone also embeds a camera. The latter
is an essential component for this study as video data are mainly processed.
Motor: The motors are responsible for the rotational movement of the propellers. The
number of Revolutions Per Minute (RPM) of an unloaded motor under a tension of one
volt is the motor’s Kv rating. The higher this parameter is for a motor, the faster the latter
turns the propeller. But the lower the motor’s Kv rating is, the higher is the propeller
torque [37]. For a quadcopter, a motor’s size depends on the overall drone weight with
its frame size [37] while its type is generally the brushless DC motor (BLDC) [35].
The performance of drone flight can be evaluated with the thrust to weight ratio
(TWR). The TWR is the quotient between the thrust of the drone’s motors and its weight.
A TWR greater than 1 is the value necessary for a drone to take off or to be able to




Electronic Speed Controller (ESC): It is the drone’s equipment that controls the mo-
tors’ speeds and rotation directions through the modification of their voltages. It is
the intermediate between the battery and the motors, while on the other hand, it con-
nects the latter to the receiver [35]. ESCs are essential components for drones which
use BLDC motors because they can provide the BLDC motors with a three-phase low
voltage power they can produce [35; 38]. Owing to the ESC, multirotor and especially
quadcopters can achieve high manoeuvrability as each of their motors can turn at a dif-
ferent speed compared to the other motors [34].
Transmitter/Receiver (Transceiver): The transmitter/receiver pair (transceiver) is cru-
cial for flying the UAV aircraft because it allows the latter to be remotely piloted by an
operator. Owing to the transceiver, commands can be sent from the ground station to
the aircraft, while telemetry and data such as video can be sent from the aircraft to the
ground station through radio signals. The radio frequencies usually used for a drone
transmitter/receiver are: 5.8 GHz, 2.4 GHz, 1.2 GHz, or 900 MHz [39].
Sensor: It is a device that can monitor a physical phenomenon and transmit its obser-
vation in the form of a signal. Sensors play important roles in flying a drone as well as
the task the drone is required for. One of the most common navigation sensors is the
inertial measurement unit (IMU). The IMU is a device that can measure an aircraft’s ori-
entation, position, and velocity. It can perform these measurements due to other sensors
it encompasses. These sensors are primarily the gyroscope, the accelerometer, and the
magnetometer.
The gyroscope measures rotational variations of aircraft around the x, y, and z di-
rections induced by forces such as the wind. In other words, the gyroscope records the
aircraft’s roll, pitch, and yaw, modified by forces that act against the aircraft. These mea-
sures are transmitted to the flight controller which utilizes them to steer the aircraft and
smooth the flight. Both the three-axis gyroscope and the six-axis gyroscope exist. The
latter differs from the former in its additional 3D accelerometer [40]. The accelerometer
is a sensor that measures an aircraft’s acceleration. Drones also involve other sensors.
Often, they are a thermal sensor to measure the temperature, a barometer for the pres-
sure to determine the drone’s altitude, a rangefinder that uses sonar or radar to measure
the drone’s altitude.
More sophisticated drones that possess obstacle avoidance technologies make use of
other types of sensors. They can include the stereoscopic sensor, the ultrasonic sensor,
and the infrared sensor. The first is employed to capture object shapes in all three di-
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mensions. The second and the third measure the distance from the drone to surrounding
objects using ultrasonic waves and infrared signals, respectively [41].
Camera: Drones often carry cameras. A camera is essentially used for applications that
involve photographic and/or cinematographic abilities. In this case, HD cameras are
more appropriate since they can record high-quality images. They are usually coupled
with three-axis gimbals to enable the camera’s tilt and diminish vibrations caused by
the drone’s motion [42].
A camera can be used for drone navigation. Indeed, a drone can be remotely piloted
by a pilot on the ground (person or a software system) based on images captured by the
first-person view (FPV) camera [42]. Furthermore, it exists the thermal imaging camera
which can also be mounted on drones [39].
GPS: Drones integrate the global positioning system (GPS), which is based on a satel-
lite navigation system for geographical position establishment [39]. It is often used for
predetermination of the waypoints a drone can follow to fly autonomously. However,
GPS suffers from privacy concerns and multipath signals or denial of services induced
by objects such as tall buildings or tunnels. Also, there is the need to regularly replace
the satellites since they have a limited lifespan and are prone to hazardous events that
happen in space and expose them to damages[43]. A similar satellite-based global sys-
tem for localization addressed as GLONASS, or global navigation satellite system is also
utilized for drone positioning. Some drones even integrate both systems [43].
Main Controller: The main controller is also addressed as flight controller [38]. It is
the primary computational unit of the drone. Indeed, the main controller initiates and
coordinates the actions of the other components. It relies primarily on the IMU. For most
commercial drones, the flight controller embeds the IMU, as well as other navigation
systems such as GPS [42].
Diverse devices and circuits can be used as flight controllers. Some that are often in-
volved are specialized microcontrollers or universal ones such as Raspberry or Arduino
boards. A flight controller choice is relative to the complexity of the task the drone has
to perform [35].
The main controller can receive commands from human operators via the receiver.
The latter is in contact with the transmitter. Programs that aim to permit drone au-
tonomous flight need to integrate this component. On the other hand, the manufactur-
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ers of drones update the firmware which can be loaded to a flight controller, primarily
using USB interfaces which also serve for drone configuration [42].
Battery: The battery supplies energy to the components of a drone. Some drones, and
in particular multirotors, generally employ Lithium polymer (LiPo) batteries which are
also largely used in other electronic devices such as smartphones, laptops, and tablets.
The two other most widely used alternatives are Nickel metal hydride (NiMH) and
Nickel Cadmium (NiCd) batteries. But they have fewer capacities, lower discharge
rates, and are heavier than LiPo batteries [44].
The selection of a type of relevant drone for an application can be difficult since
drones exist in a large variety and include diverse technologies. For guidance, the ar-
ticles [42; 45; 46] present reviews of the best civilian drones available on the market
regarding their components and capabilities.
2.2.2 Software
Drones use software to enable and optimize the capabilities of their hardware compo-
nents. The constituents of drones that software developers and manufacturers focus on
the most are the main controller, the gyroscope, the accelerometer, and the barometer
since they are the main elements required for autopilot of a drone [39]. Autopilot sys-
tems have been enhanced in recent years through multiple open-source projects like the
Dronecode Project founded by groups and companies such as the Linux Foundation, 3D
Robotics, Baidu, DroneDeploy, Intel, JDrones, Laser Navigation, and Yuneec to name a
few [47]. Table 2.4 presents some of the open-source drone projects which are used pri-
marily for autopilot but also for other functions.
The source codes of ArduPilot, MultiWii, AutoQuad, LibrePilot are all released un-
der the GPLv3 license, while Paparazzi UAV is under the GPL License. On the other
hand, Dronecode, ROS, and PX4 are all three under the BSD license. Despite the avail-
ability of such software tools, drones still have some limitations which need to be ad-
dressed.
2.3 Limitations and Potential Solutions
Drones have some challenges that hamper their use. Firstly, most drones are restricted
in terms of energy level especially when powered by batteries. Secondly, there is a lack
of regulations concerning their utilization [56]. Thirdly, drones are potential targets for
hackers. In fact, cases have been reported where drones have been used to hack and
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Table 2.4: Non-exhaustive list of open-source drone projects.
Project Description
ArduPilot It possesses both software and hardware products. The ArduPilot’s
software is advanced, full-featured, reliable, and used by more than one
million vehicles ranging from air engines to even boats and Balance-
Bots [48].
MultiWii It was initially developed for the gyroscopes and the accelerometers
of the Nintendo Wii consoles. It has been later extended to a broader
range of sensors and multirotors [49].
LibrePilot/
OpenPilot
LibrePilot was created in July 2015 from OpenPilot. One of its main ar-
eas of focus is the development of software and hardware for the con-
trol and stabilization of robots including flying drones. [50].
AutoQuad It proposes hardware and software solutions for flight stabilization, dy-
namic, and autopilot. However, a part of AutoQuad is proprietary. The
project is suitable for multicopters that have up to 14 motors. But it can
be readjusted for monocopters as well as fixed-wing aircraft. [51].
Dronecode It was initiated by the Linux Foundation that was later joined by other
members. It is a wide open-source project which develops lasting solu-
tions for drones. These solutions are flight control programs, commu-
nication system protocols, and safeness solutions, APIs for widespread
programming languages to name three [52].
Paparazzi
UAV
It was founded in 2003. It has available open-source software and hard-
ware specialized in ground stations and autopilot for a wide range of






It is a multi-purpose framework for the development of portable soft-
ware for robots [54].
PX4 It is a platform to create innovative and scalable software-based solu-
tions for drone applications, especially autopilot. PX4 is also adapted
to platforms such as underwater vehicles and boats. [55].
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take control of other drones while flying, by intrusions in their wireless communica-
tion systems [42]. Fortunately, solutions to prevent such attacks have been presented in
[57]. Fourthly, for noise-sensitive applications as is the case here, they can be difficult
to deploy since concerns about disturbances to animals exist. Short-term solutions to
this problem could be to fly a drone as high as possible and to avoid drone approaches
which could generate strong wildlife responses [58]. Camouflage could also be used to
make the drone less apparent to the animals. The study in [58] provides more guidelines
to help minimize the potential effects of UAVs on wildlife.
Fortunately, drone development is a very active field of research. Indeed, the drones’
limitations and the restrictions regarding their use could be addressed shortly. As a
matter of fact, encouraging results for such works are already available. Energy Or
Technology Inc., a Canadian company specialized in the development of PEM fuel sys-
tem demonstrated that multirotors could fly for almost four hours [59]. Furthermore,
MetaVista a South Korean Company holds the record for the longest multirotor flying
time which is 12 hours, 7 minutes, 5 seconds. They achieved this by operating a 6-litre
liquid hydrogen cylinder and Intelligent Energy’s 800 W Fuel Cell Power Module to
power the UAV [60]. Another example of promising accomplishments in drones is the
development by the German company Skysense of a charging pad which can be used
outdoors [61]. This device is particularly interesting for the deployment of the proposed
drone formation (Figure 1.1) because it can reduce human inputs and therefore increase
system autonomy. Each drone could be charged after a tracking mission once back at its
initial position.
The evolution of other technologies can be beneficial for drone development. The
technology for printing object in 3D has permitted the rapid fabrication of some drone
constituents [56]. The evolution of telecommunication systems has improved the com-
munication of commands to aircraft in terms of rate and distance [19; 62].
In conclusion, the chapter reviewed drones in terms of their diverse attributes (weight,
size, type), their hardware and software components, and some of their limitations. Due
to this review, a potential category of drones which better fits the proposed animal mon-
itoring system has been identified. It is the class of MAV drones and more specifically
the quadrotors which use electric motors. They are relatively small, light in weight, and
have some interesting manoeuvrability capabilities.
Quadrotors of the MAV class, that use electric motors are more compatible with the
results obtained by [58]. They found that fuel engines might not be adapted for wildlife
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studies which involve drones compared to electric engines because they can generate
reactions in animals. The aircraft’s size can also induce animals’ responses since animals
can associate a larger aircraft with a threat compared to a smaller one with both aircraft
flying at the same altitude. Furthermore, [58] demonstrated that animals’ reactions also
depend on their species. Indeed, terrestrial mammals are less responsive to drones,
compared to birds. Note that the study in [58] has also proposed guidelines for flying
drones in a way that reduces as much as possible wildlife disturbance.
The quadrotors offer the benefit of manoeuvrability which is required for tracking
animals since the latter’s motion can be random. Yet, this ability can affect the video
data captured. However, a quadrotor can be equipped with gimbals to help stabilize
its camera and facilitate its motion. Moreover, the components of drones operate to-
gether for drone flights. The Main Controller initiates and controls the actions of the
other components. It relies on the IMU. The ESC defines the motors’ movements and
speeds. The motors spin the propellers. The battery powers the relevant components.
The Transmitter/Receiver communicates with the GCS. They are very important be-
cause due to them, flying instructions can be sent to the aircraft while the aircraft can
send information back. They represent a potential solution in handling the challenge
of drones’ payload which prevents drones from carrying heavy computational devices
for on-board processing (which also require energy). Additionally, progress in related
fields, i.e. telecommunications, could mitigate this limitation.
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Video Object Tracking: A Literature
Review
Video object tracking (VOT) has been addressed over the years by researchers due to
the myriad of possible applications and the multiple challenges such as changes in illu-
minations and scale, occlusion, background clutter, low-resolution targets, target defor-
mation, fast motion, and motion blur to name a few [63]. In recent years, the success of
deep learning in related computer vision tasks has opened a new venue for object track-
ing [63]. This chapter reviews the VOT literature in order to appreciate the methods
available and select the ones which better suit the present work and its challenges.
Section 3.1 highlights generalities about VOT algorithms. Next, Sections 3.2 and 3.3
present categories of object detection methods and VOT techniques, respectively. The
categorization introduced by [64] is followed and extended on the one hand with deep
learning-based object detectors (Subsection 3.2.3) and on the other hand with correlation-
filter based trackers (Subsection 3.3.4) and deep learning-based tracking algorithms (Sub-
section 3.3.5). Finally, Section 3.4 discusses studies which are closely related to this
project.
3.1 Generality
Video object tracking (VOT) consists of using an algorithm to compute or estimate the
position of a given object of interest in successive video frames. It can be applied in ar-
eas such as autonomous vehicles, human-machine interactions, traffic-flow monitoring,
robotics, activity recognition, security, and surveillance [63]. This last area encompasses
wildlife monitoring which is the subject of this study.
21
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VOT systems primarily involve four components which aim to initialize the target, to
model its appearance, to estimate its motion and its position [63]. Initializing the target
consists of representing it and identifying its location in the first frame. The appearance
model represents the tracked object based on its features and the tracking framework.
The most widely used object models are a point for the centroid of the object or mul-
tiple key points, a simple geometric shape (rectangle, ellipse), the object’s contour or
its silhouette, or an articulated shape model (see Figure 3.1). On the other hand, mostly
used appearance representations are a probability density function, a template, an active
appearance model, a multiview appearance model. Some of these appearance models
are jointly used with shape models [64]. Motion estimation consists of finding a region
where the object is most likely to be in the following frames while the target positioning
goal is to precisely locate the object. The latter usually relies on maximum posterior pre-
diction or greedy search. However, the focus is generally given to the appearance and
motion model for simplification purposes [63]. Moreover, constraints such as constant
velocity or constant acceleration can also be assumed in order to simplify the tracking
problem based on prior knowledge (number and size of objects, appearance, and shape,
etc.)[64].
(a) Centroid (b) Multiple points (c) Rectangular patch





(h) Complete contour (i) Silhouette
Figure 3.1: Object representations, following [64]: the figure above is an adaptation to
the context of wildlife tracking.
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VOT is subject to multiple challenges which make it a non-trivial task. These chal-
lenges are for example the possibility of an abrupt motion, the modification of both
foreground and background patterns, as well as foreground occlusion, changes in the
scene illumination, the need for real-time processing, the presence of noise in images,
and camera motion [64]. VOT can perform single object or multiple objects tracking,
with either generative or discriminative methods and online or offline. They can also be
based on the use of a correlation filter[63].
Trackers are also characterized by the object’s features which help in representing
the object in a unique manner. Some trackers utilize a single feature but most combine
different types of features. The colour of a tracked object is commonly used. A sub-
stantial part of the proposed tracking framework relies explicitly on colour cues since
a colour image segmentation algorithm is employed. Other features which are usually
involved in tracking algorithms are the edges of the object; the most popular edge de-
tection algorithm being the Canny Edge detector [65], the optical flow which was used
by Horn and Schunck [66] as well as Lucas and Kanade [67] and the object texture [64].
Often, VOT algorithms include detection modules which serve to identify the target in
the first frame and/or in subsequent frames [64].
3.2 Object Detection Algorithms
The study in [64] classifies object detectors according to their operation mode into four
categories. The categories are the point detector, the segmentation, the background
modelling, and the supervised classifier. This categorization is extended with the class
of deep learning-based methods.
3.2.1 Point Detector
The algorithms in this category spot interest points in images which have the advantage
of being invariant to changes in illumination and camera viewpoint [64]. One of the
well-known methods in this category is the Harris detector [68]. It is based on the work
of Moravec [69]. The Harris detector finds interest points in an image I by using a
second-moment matrix M. The latter relies on first-order image derivatives Ix and Iy
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The determinant and trace of M are employed for the Harris response calculation R =
det(M)− k.tr(M)2, where k is constant. Finally, non-maximum suppression is used to
pick up the optimal values which represent the interest points. The Kanade-Lucas-
Tomasi (KLT) [70] uses the same second-moment matrix M to find potential interest
points. Their confidences are computed using minimum eigenvalues of M to eliminate
candidates with low confidence values. The final step is to eliminate candidates that are
spatially close to each other.
Unlike the Harris detector, the scale-invariant feature transform (SIFT) [71] is in-
variant to affine transformations. Its workflow is composed of four important steps.
Firstly, a set of convolved images are created using the input image with Gaussian fil-
ters at different scales. Secondly, the previous images are used to obtain the Difference
of Gaussian (DoG) images, the maxima, and minima of which are retained as points of
interest. Each point’s location is updated based on the interpolation of colour values
using neighbourhood pixels. During the third step, the potential interest points which
have low contrast and the ones located around the edges are excluded. Fourthly, orien-
tations are attributed to the rest of the candidate points using peaks in the histograms of
gradient directions in their neighbourhoods [64].
3.2.2 Segmentation
The purpose of image segmentation is to divide image pixels into clearly distinguishable
groups. One technique for segmenting an image is Mean-shift clustering in the joint
spatial and colour space [72]. The method iteratively updates a mean-shift vector until
obtaining a fixed center for a cluster. The mean-shift vector is the vector, the origin of
which is the previous cluster’s center, while its end is the current cluster’s centre.
Another technique is to employ graph cut to segment an image which is represented
by a graph G with vertices the image’s pixels. Each edge is weighted following the
similarity between the colour, the texture, or the brightness of the two pixels (vertices) it
links. The weighted edges are pruned to obtain the graph partitions which are disjoint
regions in the image [64; 73; 74].
3.2.3 Background Modelling
Some of the methods of this class use background subtraction. It can be defined as a
process that models the background in the first or initial frames and searches for changes
that represent the movement of the foreground in subsequent frames. The work of [75]
was one of the first to make use of background subtraction. They model each pixel
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intensity I(x, y) as a Gaussian, i.e. I(x, y) ∼ N (µ(x, y), ∑(x, y)) for which parameters,
the mean µ(x, y) and the covariance ∑(x, y) are derived from sequence of frames. Next,
pixels that belong to the foreground are identified using their Gaussian model. Other
methods use together with pixel colour, different features for background subtraction.
This is the case for [76], which combines texture and colour in 5× 5 local windows in
images.
Hidden Markov models (HMM) have also been employed for background mod-
elling. Indeed, [77] uses HMM primarily to classify image blocks into background and
foreground states.
Background subtraction algorithms are convenient to track objects in videos recorded
with static cameras since the background is fixed. In addition, these methods are gener-
ally efficient in terms of computational requirements [64].
3.2.4 Supervised Classifier
Some approaches which perform object detection make use of a set of manually labelled
instances to automatically learn features that are specific to the object of interest. In other
words, such algorithms approximate the mathematical function which maps the inputs
to the outputs based on learning instances. Neural Networks [78], adaptive boosting
(AdaBoost) [79], Decision Trees [80] and support vector machines (SVMs) [81] are some
of the most widely used supervised classifiers for object detection. Their principle is to
generate hypersurface to isolate object classes in a high-dimensional space [64].
3.2.5 Deep Learning Based Object Detector
Well-known deep learning-based object detectors in the state-of-the-art are: the region-
based convolutional neural network (R-CNN) [14], the fast and the faster R-CNN [82;
83], the single-shot detection (SSD) [84] and the You Only Look Once (YOLO) [85]. The
third version of YOLO, YOLOv3 [15] is described in Chapter 5 since YOLOv3 is inte-
grated as a module in the proposed tracking framework. The last two techniques han-
dle object detection as a regression problem while the former essentially rely on image
region classification.
All of the previously mentioned networks are based on CNNs which are inspired by
the operation mode of the visual cortex of mammalians. CNNs involve convolutional
layers also addressed as conv layers. They typically comprise three stages which are the
convolution operation, non-linear activation, and a pooling operation. The first stage,
i.e. the convolution operation, is described in the following equation where S(i, j) is an
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element of the feature map obtained for a two-dimensional input image I and a two-
dimensional kernel K:




I(m, n)K(i−m, j− n), (3.2.2)
or




I(i−m, j− n)K(m, n), (3.2.3)
since convolution is commutative. Note that i, j, m and n are indices of elements in
feature map S, input image I and kernel K. Also, in Equation 3.2.3, the kernel K is
flipped relative to I. The second stage is employed to fire the relevant neurons in the
feature map. An example of an activation function is the rectified linear unit (ReLU).
The third stage helps to downsample the feature map by grouping the elements which
belong to the same neighborhood by a representative statistic. One example of a pooling
method is Max-pooling which uses the element which has the highest value to represent
the other elements in the same region of the feature map [86]. For further details about
CNNs, the reader is referred to this book [86].
R-CNN has been a game-changer regarding the use of CNN for object detection as
it introduced an algorithm referred to as selective search for the generation of image
patches more likely to contain the object of interest. Selective search relies on superpix-
els to reduce considerably the number of image regions compared to sliding window
techniques. The selective search produces fewer interest regions than the sliding win-
dow technique which produces image patches at almost all of the possible locations to
find the object of interest in the input image. The feature vectors produced by CNN are
classified with SVM and optimized with bounding box regression. However, despite
the selective search, R-CNN was not efficient enough in terms of running speed [87].
The spatial pyramid pooling (SPP-net) [88] attempted to address this challenge by
first running a CNN on the entire input image instead of on each patch generated by
the selective search. Next, the locations of the image patches (generated in the initial
input with the selective search) are exploited to identify the corresponding patches in
the feature map produced by the last conv layer. This mapping is performed by the
utilization of a pooling technique. Also, to provide to the fully connected layers, fixed-
length feature vectors, SPP-net integrates spatial pyramid pooling in between the conv
layers and the fully connected layers. Spatial pyramid pooling uses a fixed number of
bins for any input image size and applies max-pooling to each bin. Note that the bins
also include features obtained from downsampled versions of the feature maps. Yet,
SPP-net is not trainable end-to-end [87].
Stellenbosch University https://scholar.sun.ac.za
27 3.3. Object Tracking Algorithms
Fast R-CNN solves SPP-net’s drawback by introducing a kind of max-pooling gra-
dient computation which is also applied to overlapping pooling regions. This has in-
creased the accuracy of Fast R-CNN in comparison to SPP-net. The running time has
also been improved by dint of the Fast R-CNN architecture which has two output branches
for classification and localization with regression. This architecture enables training
jointly the two branches.
Faster R-CNN is on average 10 times faster than Fast R-CNN. This is due to its small
CNN referred to as region proposal network (RPN) which replaces the selective search.
Additionally, Faster R-CNN introduced the concept of anchor boxes. They are generated
for each potential location of the object to manage changes in scale and aspect ratio. For
a given location, a total of 9 anchor boxes are generated based on three different scales
and three different ratios (1 : 1, 2 : 1 and 1 : 2) [87].
SSD detector network also uses anchor boxes with different aspect ratios. It learns
the off-set of a box instead of the box. Similar to SPP-net, SSD processes the entire input
image at once to produce a feature map which is next convolved with a 3× 3 kernel to
provide bounding box coordinates with their class probabilities. It also handles object
scales well due to its conv layers, which downsample the input image at different scales
[87].
3.3 Object Tracking Algorithms
This section presents methods used for object tracking. These methods can be catego-
rized into point, kernel, and silhouette trackers according to [64]. This classification is
adopted, and further extended with two categories which are the correlation-filter (CF)
based trackers and the deep learning-based trackers because both have been largely
used in recent years due to their efficiency in terms of performance and/or real-time
capabilities.
3.3.1 Point Tracking
The algorithms in this category use points to represent the object of interest and to find
the corresponding points across frames. For this purpose, these algorithms rely either
on deterministic or statistical techniques. The former track the points using heuristics
to restrict the searching region [64]. One example of a deterministic point tracker is the
Median Flow [89].
Median Flow involves the forward and backward (FB) error to detect tracking re-
liability. For a sequence of k + 1 images, S = (It, It+1, · · · , It+k), the computation of
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the FB error for a point pt relies on the forward and the backward trajectories, Tkf =
(pt, pt+1, · · · , pt+k) and Tkb = ( p̂t, p̂t+1, · · · , p̂t+k), obtained from tracking pt forward
and backward, respectively. Note that pt+k = p̂t+k. The FB error can be computed using
the following equation:
FB(Tkf |S) = distance(Tkf , Tkb ), (3.3.1)
where distance(Tkf , T
k
b ) = ‖pt − p̂t‖ is based on the Euclidean distance. For tracking
with Median Flow, k = 1. At a time step t, some points arranged in a grid fashion
inside a bounding box βt−1 (containing the object of interest) are tracked forward, then
backward with the Lucas-Kanade tracker [67; 70]. Next, each point’s error is computed
using combined the FB and the normalized cross-correlation (NCC) errors. Finally, half
of the points with minimal errors are utilized to estimate the new bounding box βt,
based on their medians in each spatial dimension [89].
To restrict point correspondence, the deterministic approaches exploit constraints on
the object and its properties. For example, the object is assumed to have not displaced
far from its previous location, to have a maximal speed or to have a direction and speed
which have not much changed from previously. Note that the same constraints can also
be defined for the statistical techniques which model the object using the state space
approach [64]. The Kalman filter and the particle filter (PF) are algorithms largely used
in this subcategory. Chapter 4 presents the PF in more details since the PF is part of the
proposed tracking framework.
3.3.2 Kernel Tracking
The object of interest can be represented with a primitive region such as a template, a
density-based appearance model or a multiview appearance model [64]. A natural way
to track an object using its template is to find, in a brute force manner, the location of the
region in a frame which matches the most the template. To reduce the computational
complexity of this approach a motion model can be used to restrict the search region [90].
While templates are generally obtained from pixel intensities or colour features, they can
be replaced by other relevant representations such as mixture models computed from
pixels in a basic geometrical shape.
One major limitation of using a simple geometric representation is the possibility of
having parts of foreground and background mixed inside the geometric shape. This can
be addressed by constraining the geometric shape to lie inside the foreground. Another
method consists of modelling colour or texture with probability density functions, in
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such a way that more importance are given to the pixels which are more likely to belong
to the foreground.
Multiview appearance models are sets of tracked object representations under var-
ious transformations. They are generally learnt offline using classifiers such as SVM.
Indeed, these methods acquire the ability to perform a binary classification of image re-
gions during training on positive and negative patches [64]. These patches are usually
extracted from the previous target’s location and its neighbourhood. The work in [91]
proposes for object tracking, an on-line version of the discrete AdaBoost [92] for feature
selection. The technique relies on weak classifiers, selectors and strong classifiers. The
first are basic classifiers able to produce weak hypotheses hweak which correspond to
features. The seconds are mechanisms which choose the best hweak based on the error
associated to them during training. The third are weighted average of selected weak
classifiers. At each iteration of the algorithm, the diversity of the weak classifiers is in-
creased by replacing the worst weak classifier with a new randomly chosen classifier.
On the other hand, to accelerate the process, all of the selectors are sequentially updated
based on the importance λ of a single learning sample and a unique pool of features.
In addition, [91] shows how important it is for tracking success to use relevant features
such as Haar-like features, orientation histograms and local binary patterns (LBP) [93]
to represent the object of interest. Techniques used to generate the weak hypotheses are
threshold and Bayesian based methods as well as nearest neighbour. But other learning
methods can also be used.
Similar to the previous tracker, MILTrack [94] uses Haar-like features to represent the
object of interest as well as a version of AdaBoost for on-line appearance model learn-
ing. Indeed, it also relies on the computation of a strong classifier from weak classifiers.
However, the optimization criterion for the selection of the best weak classifier is dif-
ferent. In addition, MILTrack trains on bags, i.e. sets of instances instead of individual
instances. The optimal weak classifier is the one which minimizes a loss function which
takes as parameters the log likelihood of bags which are expressed in terms of their in-
stances using the noisy-OR (NOR) function. This function has the merit of giving high
probability to a bag if the probability p(y|x) of one of its instance is high, with y the
unknown binary label for a patch x. For tracking, at each time step t, a bag is defined
by Xs = {x|s > ‖l(x)− l∗t−1‖}, with s, l(x) and l∗t−1 a radius in the current frame where
patches are cropped, the location for the patch x and the tracker’s location in the previ-
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Note that p(y|x) is to be learnt during training. Next, the appearance model is updated
with one positive bag Xr = {x|r > ‖l(x)− l∗t ‖} and several negative bags containing
each, a single negative instance randomly chosen from Xr,β = {x|β > ‖l(x)− l∗t ‖ > r},
with r < s and β another scalar. The set Xr,β contains image patches selected from an
annular region defined by the variables r and β.
Tracking-learning-detection (TLD) [95] has three modules as hinted by its name. The
tracking module is based on Median Flow [89]. Its errors are corrected with the detec-
tion module which also finds in frames processed so far all appearances similar to the
target. The learning module which is a semi-supervised learning method identifies the
detector’s errors in order to avoid them for subsequent tracking. For this purpose, it
trains a classifier on a set of samples firstly initialized with labelled data. Next, the
trained classifier is used on a set of unlabelled samples. The learning module integrates
two subcomponents, the P-expert and the N-expert, to identify samples (false negatives
and false positives) that have been wrongly classified and change their labels (into pos-
itive and negative) to augment the labelled set. At the following iteration, the classifier
is retrained with the new labelled dataset. P-N learning is an interesting approach as it
increases simultaneously the classifier generality and discriminability.
3.3.3 Silhouette Tracking
The shape or the contour of the tracked object can be modelled in more details. There-
fore, algorithms that employ silhouette tracking have the advantage of handling object
shape variations. They operate by either finding in the current frame a silhouette that
matches the object model in the previous frame or by evolving a shape from an initial
contour using state-space models or objective functions.
Silhouette matching can be performed on the basis of computed distances between a
given silhouette and silhouettes detected in a frame. Note that the candidate silhouettes
can be identified using background modelling as discussed in Subsection 3.2.3. Silhou-
ette matching can also be performed by determining the dominant flow vectors of pixels
inside a silhouette [96] or by using optical flow vectors computed inside silhouettes [97].
The minimization of the energy function for the shape evolution is usually achieved by
using gradient descent [98; 99] or greedy techniques [64].
3.3.4 Correlation-Filter Based Trackers
These trackers model the target’s appearance with the CF. More recent CF-based trackers
have the advantage of running in real-time because they make use of the fast Fourier
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transform (FFT) and its inverse, the inverse FFT (IFFT) to perform calculations which
are costlier in the spatial domain compared to the Fourier domain. Figure 3.2 shows the
general workflow of such trackers. Usually, the CF is initialized with the region centred
at the target’s location in the first frame. At a given time step, a patch at the target’s
position which was estimated by the tracker (at the previous time step) is extracted
from the current image. A cosine window is employed to smooth the patch. The FFT
is applied to the smoothed patch and the CF in order to produce the response map or
correlation map. Next, the confidence scores are obtained by applying the IFFT to the
response map. The use of the IFFT enables to come back to the spatial domain where the
location of the highest confidence score is selected as the new target’s position. Finally,
features are extracted to update the CF [63]. Generally, the computational complexity of
CF-based trackers can be as good as O(P log P), where P is the number of pixels in the
input. However, they face challenging situations such as the selection of representative
features for the target, the latter loss, and changes in scale since the CF size does not
change over time [63].
Two of the well-known CF-based tracking algorithms are the minimum output sum
of squared error (MOSSE) filter [101] and the kernelized correlation filter (KCF) [102].
Both methods optimize an objective function, although it is performed in the frequency
domain for MOSSE while for KCF the objective function is initially in the spatial domain.
Equations 3.3.3, 3.3.4 show these objective functions for MOSSE and KCF, respectively:
min
H∗ ∑i





(p( fi)− gi)2 + λ‖h‖2, (3.3.4)
where a sample, its label, and a filter are represented by fi, gi and h in the spatial domain
and their equivalents in the frequency domain, Fi, Gi and H, respectively. The pointwise
multiplication and the conjugate operators are represented by  and ∗. In the case of
KCF, the function p is to be learnt during training while λ is a regularization parameter.
Note that MOSSE also employs a regularization parameter for its minimizer. MOSSE
and KCF differ in many ways. For example, for training, MOSSE generates eight nega-
tive versions of the initial target patch using affine transformations at the initial iteration
while KCF performs training on a circulant matrix where rows correspond to cyclically
shifted versions of the target patch.
A more recent CF-based tracker is the discriminative correlation filter with channel
and spatial reliability (CSR-DCF) [103]. It also follows steps similar to the ones presented
in Figure 3.2. But it introduces novel concepts, the channel, and spatial reliabilities.
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Figure 3.2: General framework for the correlation-filter (CF) based trackers [100]. The CF
is initialized with a cropped image of the target in the initial frame. At a time step during
tracking, an image patch (or a specific type of feature) is extracted from the previous
target’s location. The image patch is smoothed with a cosine window, and element-wise
multiplication is performed with the CF in the Fourier domain to obtain a feature map.
The IFFT is applied to the feature map to produce the confidence map where the peak
value corresponds to the new estimated location for the target. The CF is updated with
the target’s features extracted from the new location [63].
The purpose of the spatial reliability map is to adapt the filters to object parts with the
most relevant features. The filters are optimized using the spatial reliability maps which
basically are segmentation masks. They are obtained by solving in each frame a graph-
labelling problem. The channel reliability scores are used to compute weights for the
per-channel filter responses in order to refine the object of interest localization. They
address the problem of per-channel feature dominance and are obtained by multiplying
the channel learning and detection reliabilities. The CSR-DCF uses HoG and colornames
features.
3.3.5 Deep Learning Object Tracking
Some of the methods in this category explicitly extend object detection to object track-
ing. This is the case for recurrent YOLO (ROLO). Indeed, ROLO achieves online object
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tracking by detecting with YOLO the target and saving its location across frames with
an LSTM. It is one of the simplest tracking frameworks which operates with LSTM [104].
Generic object tracking using regression networks (GOTURN) [12] is able to track
online at 100 fps on average on GPU. This is primarily due to its ability to handle object
tracking as a regression problem instead of a classification one and to the use of inten-
sive offline training. By means of offline training, GOTURN can capture specific rela-
tionships between objects’ appearances and motions. This enables in particular tracking
generic objects. The tracker is initialized with the target’s ground truth in the first frame.
In subsequent frames, a cropped region containing the target at time t− 1 is coupled to
the frame at time t to perform the tracking (Figure 3.3). Therefore, GOTURN exploits
information about the tracked object in a given frame to find it in the following frame.
This probably explains why GOTURN is able sometimes to handle occlusion. Yet, GO-
TURN can fail with long-term occlusions. In order to handle long-term occlusions or
large movements of the target, the authors suggested the use of a detection module
trained online, similarly to what is achieved with the framework of TLD [12].
Figure 3.3: GOTURN architecture. The network receives as inputs two image patches.
They are obtained by cropping a search region in the current frame and by extracting
from the previous frame a region containing the target. GOTURN learns to compare
these patches in order to find the target in the current frame [12].
Another deep learning-based tracker is the multi-domain network (MDNET) [11].
It captures a generic object representation by dint of offline training on multiple video
sequences. Additionally, MDNET employs a bounding box regression technique and
a hard negative mining strategy. The MDNET architecture (Figure 3.4) is composed of
shared layers (convolutional and fully connected layers) and K branches of domain-
specific layers which correspond to the K training videos. Each domain-specific layer
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performs a binary classification to discriminate the background from the foreground
in its video or domain. During test on a new video, the K domain-specific layers are
combined to create a unique layer which is then tuned online together with the shared
fully connected layers [11].
Figure 3.4: MDNET architecture. It is composed by the shared layers and the domain-
specific layers. The shared layers capture generic object representations during learn-
ing process. The last fully connected layers correspond to the K domains (training
sequences). They perform binary classifications. The yellow bounding boxes are the
positive samples and the blue bounding boxes are the negative samples [11].
3.4 Related Work
UAVs have already been involved in wildlife conservation through multiple studies and
projects. In fact, an inexpensive UAV called Conservation Drone was developed for sur-
veying and mapping forests and biodiversity [7], while the wildlife conservation chal-
lenge (wcUAVc) is currently in development for drone-based prevention of wildlife traf-
ficking [105]. Following the same trend, other studies have not only made use of UAVs
but also of CV techniques [2; 106] such as optical flow [107] for wildlife monitoring and
preservation.
Unlike the above-mentioned methods, some previous studies have utilized explicit
tracking algorithms such as the PF for animal tracking and have also applied the SSIM
index. Indeed, in order to update each particle’s weight, [108] used as likelihood, an
exponential function which takes as parameters the dissimilarity index [109] between
a reference region associated with the object and a region centred at a particle’s posi-
tion. However, the computational cost of their approach increases significantly with the
number of particles. To mitigate this, [110] has proposed a differential SSIM formula.
The use of a variant of the SSIM measure, the complex wavelet structural similarity
(CW-SSIM) [111], has been proven to be efficient for automatic tracking reset in an ul-
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trasound liver long sequence [112]. Furthermore, the SSIM measure has been used by
[113] to compute a binary image to represent the difference of two Landsat images.
Our work is similar to the tracking approach developed in [18]. However, the two
studies differ in these ways:
• they used the SSIM index to measure the resemblance between the current frame
and a vehicle detection frame to either track vehicles with CSRT, or to update the
vehicle detection frame and detect new objects using Faster R-CNN. In this study,
the SSIM index is utilized to evaluate the resemblance between the tracked animal,
i.e. an ROI surrounding it in a frame and a template of this animal (its initial ap-
pearance) to relay a colour segmentation approach with YOLOv3 and vice versa.
Therefore, in their case, the SSIM does not monitor the changes in the target’s ap-
pearance. Rather, it monitors the changes in the whole scene to avoid duplicated
detections and to focus on new objects. If there is a change in a particular vehicle’s
appearance the SSIM cannot tell, because it is applied to the whole frame. How-
ever, the SSIM can detect that there are no changes for all of the appearances of the
vehicles present in the scene if the traffic is static. For this project, when the SSIM
value is less than a set threshold for consecutive frames, YOLOv3 also behaves as
a tracker due to the presence of the PF, while in their case, the vehicle detection
frame is continuously updated, Faster R-CNN keeps detecting vehicles without
tracking them with CSRT.
• The PF and the anchor are employed. The anchor is the previous PF’s estimate.
The PF involves a motion model for predicting the next target’s location while the
latter helps to restrict the region for searching the target. In [18] there is no explicit
motion model. The only component which makes use of the target’s trajectory in
their tracking framework is implicitly integrated to the tracker involved in their
work, i.e. CSRT.
• The intended application aims to track animal motions which are less predictable
than on-road vehicle motions [107].
• Here, the SSIM index is also required to validate the animal identity during the
handover of a tracking.
YOLO has been involved in other VOT applications. A first example is [114], where
YOLO has been used as real-time multi basketball player detector and simple online and
realtime tracking (SORT) [115] as tracker. A second example is [116], where features of
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shallow YOLO (S-YOLO) have served to train an individual tracker based on random
ferns (RF) [117] in order to estimate the likelihood of the PF particles.
In summary, this chapter presented object detectors, VOT algorithms and works
which have common features with this study. With this succinct survey, concepts and
techniques suitable for the chosen platform, i.e. drone for wildlife monitoring, have
been identified. Examples of concepts are assumptions on the animal’s motion smooth-
ness and its speed to simplify the tracking task. The techniques selected are the PF, the
image segmentation based on colour and the YOLOv3 deep learning algorithm.
Colour image segmentation is computationally efficient as it simply replaces in the
image of interest pixels’ intensities by either 0 or 1 depending on how they compare to a
set threshold. Therefore this method is suitable for aerial robots like MAV drones which
cannot embed heavy and very fast computing devices for processing images on-board.
This also justifies the choice of YOLOv3 as YOLOv3 is one of the fastest deep learning
methods available nowadays. On the other hand, YOLOv3 is involved to correct the
colour image segmentation which can produce many false positives.
The PF framework is suitable for this study because it can estimate the target’s po-
sition from visual information since one of the key feature of this study is the unavail-
ability of wearable tracking devices. Also, it can handle noisy measurements which are
expected with the colour image segmentation as well as images from camera sensors
which are inevitably noisy. Moreover, the target’s motion is prone to abrupt changes.
The PF can handle all of these situations as it deals well with the uncertainties in obser-
vations and model when estimating the target’s position [64].
Well-known trackers implemented in OpenCV contribution version 4.1.0 were de-
scribed. Such a description of these trackers is relevant in this study because these track-
ers are used in Chapter 5 to label video sequences, to analyse how they work relative
to the proposed VOT approach and even as the second measurement provider for the
VOT solution. The trackers are Boosting, CSR-DCF (also addressed as CSRT), MIL, KCF,
GOTURN, MOSSE, median-flow and TLD. They are based on machine learning, corre-
lation filters, deep learning and heuristics. Some of them also make use of features such
as orientation histograms, Haar-like features, local binary patterns and/or colornames




This work aims to employ aerial robots with VOT algorithms in order to facilitate wildlife
preservation. A system consisting primarily of four components is proposed. The com-
ponents are a drone formation, the proposed tracking framework, the handover between
drones, and the approach to update the drone-tracker’s position. As a reminder, the
drone-tracker is the current drone following a target amongst all of the other drones in
the formation.
The first component is required because several drones are needed to compensate for
the limited battery life of a single civilian drone in the case of relatively long tracking.
Therefore, only one drone is allowed to perform tracking at a time. The formation takes
the shape of a static virtual grid where drones occupy strategic positions to ensure cov-
erage of the habitat of the animals under observation. In this work, the observed animals
are primarily taken to be terrestrial animals. Since the estimation of animal trajectories
is important both for the study of the animals’ behaviour and for the drone-tracker’s
visual guidance, a framework for VOT is designed. It is one of the main contributions of
this study. The tracking framework combines a simple and real-time tracker, the colour
image segmentation technique, with a more sophisticated but slower method, the deep
learning object detector YOLOv3, for single-animal tracking. The two techniques are
used to furnish observations to the particle filter (PF) with turns triggered by the SSIM
index between the initial and the current target’s appearance.
Furthermore, the SSIM measure is used for the validation of the target’s identity dur-
ing the relay or handover between the drone-tracker and the drone-partner (selected
beforehand by the drone-tracker). Handover permits the system to benefit from hav-
ing multiple aerial robots. Its success relies on the knowledge that the two drones have
about each other. Therefore, a communication protocol for the handover is also de-
37
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signed. It takes the form of two algorithms that describe the actions of the two drones.
The reader is invited to consider these algorithms as well as other ones. All of the al-
gorithms are presented in Appendix B for clarity. The outputs of the proposed VOT
framework are utilized to generate periodically the pitch and yaw required for the up-
date of the drone-tracker’s position, when the drone-tracker is not hovering above the
target.
Section 4.1 explains the configuration chosen for the drone formation, the reasons for
this choice, and the assumptions made, to name three. The actual VOT solution is then
developed in Section 4.2. Next, Section 4.3 presents the handover process between two
drones. Finally, Section 4.4 presents the solution designed to address the drone’s visual
guidance based on the outputs of the proposed VOT framework.
4.1 Drone Formation Configuration
For the drones to alternately collaborate to perform animal tracking, the study has in-
troduced a static formation where each drone has a particular position when not flying.
The drones would be on the ground and get scrambled when needed, as opposed to
that they hover in place. Depending on the shape of the grid that defines a formation,
the number of drones involved can change. Additionally, to simplify the complexity of
such a tracking system, several assumptions are made.
4.1.1 Configuration Choice
The general idea is to use a grid configuration to divide the area that the drones are
to monitor and navigate. The grid is composed of cells, where each cell is under the
surveillance of one or several drones to compensate for the limitation of a civilian-drone
battery. The drones primarily carry cameras to track animals and collect visual data.
The cameras are also needed to control drones displacements during tracking to avoid
the use of invasive tracking devices.
Recall that the drone formation retained for this study is the one presented in Figure
4.1. With this configuration, it is possible to monitor a region, hereby a cell, by more
than two drones. Its choice followed the process of development and analysis of other
prototype systems. These configurations are depicted in Figures 4.2 and 4.3, where there
is one drone per cell and a drone placed at the intersection of four cells, respectively. Yet,
compared to the selected configuration (Figure 4.1), they present some drawbacks.
In the configuration in Figure 4.2, there is no possibility of handing over a track
within a cell. Also, for a drone-tracker to perform handover outside its cell, there is a lack
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Figure 4.1: Drone formation that involves a drone at the boundary between two adjacent
cells. The present configuration illustrates the case where there are 12 drones, in a 3× 3
arrangement. The grid has 9 cells labelled C1,C2,. . . ,C9.
of alternatives if the initially chosen drone-partner has a breakdown. These drawbacks
are mitigated for the configuration in Figure 4.3, but the drones involved should have
Figure 4.2: Drone formation that involves a drone per cell. The present configuration
illustrates the case where there are 9 drones, in a 3× 3 arrangement. The grid has 9 cells
labelled C1,C2,. . . ,C9.
Stellenbosch University https://scholar.sun.ac.za
Chapter 4. Proposed Animal-Tracking System 40
relatively high battery lives compared to those of the other configurations. The selected
configuration (Figure 4.1) solves all of the drawbacks presented by the configurations
in Figures 4.2 and 4.3, but more drones are required. The formation includes a ground
station (GS) to handle some tasks listed in what follows.
4.1.2 Number of Drones in a Formation
The formation presented in Figure 4.1 has 12 drones dispersed on top of a 3× 3 grid (9
cells). However, depending on the grid dimensions, the number of drones varies. This
number is defined by NDrones. The purpose of this subsection is to establish and want to
establish a formula to determine NDrones in the general case of a WG × HG grid.
To have the possibility of handing over tracking in this type of formation, it is re-
quired to have NDrones ≥ 4, WG ≥ 2 and HG ≥ 2. In fact, with only one drone in a unique
cell, there is no other drone available for handover. Similarly, with either WG = 1 and
HG > 1 or WG > 1 and HG = 1, handover is not an option for the single drone respon-
sible for each of the cells at the extremities of the row-grid and column-grid formations.
In these conditions, if the interior of a row in a grid is considered, i.e. without its up-
per and lower borders, there is WG− 1 drones since each drone is placed at the common-
border of two cells. Therefore, all HG rows in the grid have HG(WG − 1) drones. By
Figure 4.3: Drone formation that involves a drone at the intersection of four cells. The
present configuration illustrates the case where there are 9 drones, in a 3× 3 arrange-
ment. The grid has 9 cells labelled C1,C2,. . . ,C9.
Stellenbosch University https://scholar.sun.ac.za
41 4.1. Drone Formation Configuration
similar reasoning, for a column in a grid without the left and right borders, there is
HG − 1 drones and then WG(HG − 1) drones for all of the columns. Hence, NDrones can
be computed as follows:
NDrones = HG(WG − 1) + WG(HG − 1) WG ≥ 2, HG ≥ 2. (4.1.1)
In the particular case of a square-grid formation i.e. HG = WG, the previous equation
becomes:
NDrones = 2HG(HG − 1) HG ≥ 2. (4.1.2)
The variable NDrones is not expressed as a function of the number of cells NCells in
a grid because it is possible to have two formations with the same NCells and different
NDrones. For example, this is the case for a 3× 4 grid formation and a 6× 2 grid formation
which have, both 12 cells but 17 and 16 drones, respectively. The previous example
shows that one might have to consider the shape of the target animals’ living area, to
decide on the grid formation to adopt.
4.1.3 Drone Modes
The condition of a drone referred to in this study as mode, can change during the track-
ing of an animal. The different modes identified for a drone are described as follows:
• Sleep This mode is the condition of a drone that is grounded at its initial position
as opposed to flying. The propellers of a drone in this mode are not spinning. Also,
a drone in this mode can communicate with either the GS or the other drones. It
can also be charged using an outdoor charging pad like the one mentioned in
Section 2.3. A practical consideration is that drone on Sleep mode can be damage
by animals. To prevent this scenario, underground stations could be constructed
depending on how feasible it would be in wildlife reserve or park.
• Track This mode defines the condition of a drone that is currently tracking an
animal. Only one drone at a time can be in this mode during the progress of a
tracking.
• Handover This mode describes the condition of a drone selected for handover. It
also corresponds to the condition of a single drone at a time.
• Upload This mode is the condition of a drone which is sending tracking videos to
the GS for storage.
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• Return This mode is attributed to a drone which is returning to its initial position
after a handover failure or after a tracking mission.
Some of these modes are exclusive compared to the others. These are the mode Track
and the mode Handover. At a time step, they cannot be taken by more than one drone in
the formation and cannot be associated with any other mode. However, a drone could
be in the mode Upload and in either the mode Sleep or the mode Return simultaneously.
4.1.4 Ground Station
A ground station (GS) is included in the system to handle some tasks during the global
tracking algorithm. These tasks are defined as follows:
• Tracking initialization A human operator can use the GS to select the initial drone-
tracker and assign it the relevant information about the animal to monitor, such as
its location.
• Videos Storage The GS also stores the tracking videos recorded during tracking
missions and uploaded by the drones.
• Tracking Termination The GS could be used to monitor tracking duration (or any
other parameter) to terminate an instance of tracking. However, this could also
be implemented with drones to reduce the GS involvement in the formation. It
would preserve the distributive aspect of the latter.
4.1.5 Model Assumptions
The monitoring system and the simulation of its components can be simplified with
some assumptions. A subject for future work would be to conduct sensitivity analysis
on the main assumptions of the system. Some of these tests would require that the
system be implemented in practice.
• It is assumed that a human operator initiates tracking using the GS to choose and
fly the first drone-tracker near the selected target. One can think of a collaborative
automatic search process to locate the initial target. An alternative would be to
involve a trained ML technique to detect the target in the first frame. However,
tracking initialization is not addressed in the present work.
• During the Sleep mode, a drone can also charge its battery using an outdoor charg-
ing pad (Section 2.3). This assumption is important because all drones need to
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have a minimal energy level to be able to communicate with either the GS to up-
load the previously-captured data or with the drone-tracker in the case of a han-
dover.
• It is assumed that drones maintain the same altitude and orientation during han-
dover. The drone-peer can make suitable data corrections relative to the infor-
mation it would receive from the drone-tracker during handover. Also, the GPS
or any other global navigation satellite system (GNSS) utilised by the drones has
enough coverage, especially during handover.
• A drone-tracker’s maximum speed is higher than the maximum speed of the ani-
mal to be tracked. This assumption is important because the drone-tracker should
be able to move rapidly in the field to maintain the target in its FOV in case the
target reaches its maximal speed.
The formation described above is not by itself sufficient to solve the tracking task. In
fact, the drone-tracker needs a VOT solution that fits its limited computational power to
be able to obtain the target’s position estimate in the video frames captured.
4.2 VOT Algorithm
This section presents the components of the proposed VOT framework. These compo-
nents are the PF, the colour image segmentation, the SSIM index, and the YOLOv3 object
detection algorithm. Note that a detailed algorithm (Algorithm 2) for the implementa-
tion of the proposed VOT framework is available in Appendix A.
4.2.1 Particle Filter
First introduced in 1993 as Bayesian bootstrap [17] and also referred to as sequential
Monte Carlo, the PF is an algorithm used to estimate a state vector of a dynamical sys-
tem which cannot be directly measured. This makes it suitable for the study since the
visual information is required to estimate the animal’s location for drone guidance. As
a reminder, the study is concerned with single-animal tracking in video frames. Note
that the Kalman filter can also be used. Yet, the use of the PF offers more flexibility for
replacing the components of the proposed VOT solution, and for the extension of the
latter to multi-animal tracking. The PF can handle multi-modal densities, which would
be expected for multi-animal tracking.
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Algorithm 1 describes the steps of the PF for the proposed VOT solution. The parti-
cles represent hypotheses of the state vector xk ∈ Rn to be estimated at each time step
k. The state vector is assumed to change over time following: xk+1 = fk(xk, sk), where
fk : Rn ×Rm → Rn is the state transition function and sk ∈ Rm a zero-mean white noise
process. Here, xk corresponds to the actual x and y coordinates of the animal in a video
frame. In other words, the target’s position is estimated in pixels in a Cartesian coordi-
nates system. Each particle is associated with a weight that represents how likely the
particle is to be the actual state vector. The weights are obtained using measurements
yk ∈ Rp which are related to the state vector via the observation equation yk = hk(xk, νk)
with hk : Rn × Rr → Rp the measurement function and νk ∈ Rr another zero-mean
white noise process [17].
Algorithm 1 Particle Filter
1. Initialization: The initial particles {xi0|i = 1, 2, · · · , N} are drawn randomly from
a PDF p0 which is a discrete uniform distribution in this work. Therefore, each
particle has an initial weight of 1/N.
2. Prediction Update: At a time step k, the particles are updated using as motion model
a random walk:
xik ← xik−1 + v∆T + ηik. (4.2.1)
In this equation, v is the speed of the target animal, ∆T is a small-time constant
between two frames and η is a zero-mean Gaussian white noise used to spread the
particles. This motion model is used because it is assumed that the animal moves
smoothly between two frames. However, this model does not capture changes in
the animal’s speed and orientation. So an area for further work would be mod-
elling the dynamics of the actual animals’ motion; zebras’ motion might differ
from cheetahs’ motion, etc.








k‖}, 1 ≤ j ≤ τ, (4.2.2)
where {cjk} is the set of the target’s potential positions while τ is its cardinality.
The elements cjk are either centroids of segmented regions when obtained from the
colour segmentation approach (Subsection 4.2.2) or bounding box centres when
Stellenbosch University https://scholar.sun.ac.za
45 4.2. VOT Algorithm
obtained from YOLOv3 (Subsection 4.2.4). The variable τ can be reduced in the
case of the colour segmentation approach with a defined threshold to exclude ex-
tremely small segmented areas. The previous estimate of the target animal’s po-
sition x̂k−1 is utilized to eliminate the other hypotheses given by any of the mea-
surement providers. It is referred to in what follows as the anchor.
The measurement yk is used to update the weights of the particles with the like-
lihood function which is defined by: wik = w
i
k−1 p(yk|xik). The following equation
shows how p is computed:
p(yk|xik) =
1
‖yk − xik + ε‖
, (4.2.3)
where ε  yk − xik. Next, the weights are normalized and the animal’s location in








4. Resampling: During this step, N particles are chosen with replacement based on
their probability wik. This step is to mitigate sample impoverishment that happens
because the set of particles loses its diversity after several iterations. The selected
particles’ weights are set to be the same, i.e. 1/N. This step is performed only if
the following condition is satisfied:





with N̂E f f an approximation of the effective sample size and NThresh a threshold
value [118; 119; 120].
5. Iteration: The algorithm is iterated by applying: k ← k + 1. Therefore, the steps
are repeated from item 2. The algorithm stops when the halting condition arises.
For example, this condition can be the animal’s arrival in a particular cell or a
running-time limitation.
4.2.2 Colour Image Segmentation
The colour image segmentation is employed to provide a measurement yk to the PF be-
cause the colour image segmentation can run easily on computationally-limited devices
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such as drones and still perform well in general. It consists of obtaining a binary image
X′ from an image source X by thresholding pixel intensity values:
X′(i, j) =
Val, if X(i, j) > thresh0, Otherwise. (4.2.6)
The variables i, j represent the pixel locations, Val is generally the maximum pixel in-
tensity value in the colour space considered and thresh is the threshold pixel intensity
value.
4.2.3 Structural Similarity Index
The SSIM index [16] is a full-reference image quality assessment metric. The term full-
reference refers to the availability of the original image (not distorted). However, this
study is concerned with using the SSIM index for change detections, in the animal ap-
pearance for the single-animal tracking algorithm and to confirm the target animal’s
identity during handover between drones (Section 4.3).
The SSIM index can better evaluate the difference between two images relative to
other metrics such as the mean squared error (MSE) or the peak signal-noise ratio (PSNR).
This is because the SSIM index utilizes the structural information from images as the ba-
sis for comparison, while the other methods rely on pixel-wise error.
The intuition behind using the SSIM measure as a change detector is that the target
animal’s appearance at a time step should still exhibit similarity with its initial appear-
ance despite changes that modify the latter. Such changes can be caused by illumination
variation or occlusion by another animal or object, to give two examples. Indeed, it
is proposed to evaluate the resemblance between the region of interest (ROI) containing
the target animal in the current frame and a template of the target animal using the SSIM
index, the simplest version of which can be computed with the following equation:
SSIM(x, y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ2x + σ2y + C2)
, (4.2.7)
where C1 = (K1L)2 and C2 = (K2L)2 with K1  1, K2  1 and L the dynamic range of
pixel intensity values (255 for 8-bit grayscale images) [16]. The coefficients C1 and C2 are
used to stabilize the SSIM index. The variable x is the reference image signal with mean
intensity µx and standard deviation σx while y is the distorted image signal with mean
intensity µy and standard deviation σy. The covariance between x and y is given by σxy.
Note that x and y are assumed to be non-negative discrete signals and that µx, σx, and
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(xi − µx)(yi − µy), (4.2.10)
where xi is the ith element of the discrete signal x and P is the total number of elements
in x.
The SSIM index can be computed in local windows in images instead of globally for
the quality maps to have locally isotropic property. It is then advisable to use an 11× 11
circular-symmetric Gaussian weighting function W = {wi|i = 1, 2, · · · , P} which has
standard deviation 1.5 samples and weights normalized [16]. The following equations



















wi(xi − µx)(yi − µy). (4.2.13)









The variable M is the number of local windows, xj and yj are the jth local window in
images X and Y, respectively [16].
For this application, the SSIM value of the relevant ROI in the current frame and the
target animal template is evaluated at each time step k of the PF. Hence, when this value
is above a certain threshold, the resemblance between the ROI containing the animal
appearance and the template is strong enough for the PF to get a reliable measurement
from a method with a low computational cost such as a colour segmentation approach.
This is of great advantage for this application as the tracking system is required to run in
real-time. However, when the SSIM measure is below the threshold value, the similarity
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between the target and the template is too weak for a colour segmentation approach to
provide effective measurements. A more robust method is then needed. YOLO is cho-
sen, in particular, YOLOv3 [15] as it performs well in real-time relative to other methods
in the same class.
4.2.4 You Only Look Once Object Detector
YOLO [85] is a deep learning-based algorithm which uses convolutional neural net-
works (CNN) to perform object detection in real-time. YOLO baseline and fast YOLO,
a lighter version, run at 45 and 155 frames per second, respectively (on a Titan X GPU),
while still maintaining good performance5. Moreover, YOLO is highly generalizable
compared to other state-of-the-art detectors such as deformable parts models (DPM)
[121] and R-CNN [14] since it better deals with unexpected inputs [85].
YOLO achieves this trade-off between speed and performance because it handles
detection as a regression problem. In fact, YOLO uses the full input image at once to
simultaneously predict bounding box coordinates and class probabilities. In contrast,
the other methods apply classification to input image patches. Additionally, by using
the entire image during the training and testing phases, YOLO implicitly captures con-
textual information such as the background compared to the other methods.
The initial version of YOLO has difficulty localizing small objects [85]. However,
YOLOv3 [15] has helped to address this challenge by predicting boxes at three differ-
ent scales (Figure 4.4). Although this has resulted in speed slow-down, YOLOv3 is still
faster than most deep learning-based object detectors. For example, YOLOv3 can pro-
cess on GPU, a single 320× 320 image at 22 ms, which is 3 times faster than SSD, with
both methods performing on par [15].
YOLOv3 is the version employed in this work. Despite the fact that it is not the best
in terms of accuracy (compared to other state-of-the-art object detectors), its capacity to
run fast in real-time is of fundamental importance for this study. Having YOLOv3 miss
detections in some frames should not affect the proposed tracking algorithm, because
other components could compensate. In fact, the PF always estimates a location for the
animal since it uses the motion model to move the particles, although the weights are
not updated without a new measurement. On the other hand, the colour segmentation
method can relay YOLOv3 when the SSIM index is above the set SSIM threshold.
As seen with the proposed VOT solution, addressing the single-drone tracking prob-
lem involves elements such as the YOLOv3 object detector and the SSIM index. The aa
5 On PASCAL VOC 2007, 63.4 mAP for YOLO baseline and 52.7 mAP for Fast YOLO [85]. The latter
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latter can also serve to evaluate the similarity between the target representations in both
FOVs of a drone-tracker and a drone-relay in order to confirm the target’s identity.
4.3 Tracking Relay Between Drones
One main contribution of this work is the tracking relay between a tracker, DroneA,
and a peer, DroneB, during handover using an image similarity evaluation to validate
the target’s identity. The SSIM index is also employed as an image similarity measure
for handover. Prior to and during handover, DroneA and the selected DroneB, activate
their GPS (or another GNSS, preferably with a small location error). This is primarily for
DroneA to start a handover process based on its position or to enable the displacement
of the selected DroneB at the specific location of the handover. Note that in practice,
due to the requirement of accuracy for drone location, differential GPS (DGPS) would
be more appropriate to the system than standard GPS.
This section firstly presents the mechanism by which DroneA selects a DroneB amongst
drone candidates. Secondly, this section describes the handover process. Thirdly, it is
addressed in this section the design of a communication protocol between DroneA and
Figure 4.4: The architecture of YOLOv3 [122]. The residual blocks are used to skip sev-
eral layers to provide further layers with earlier features. Strides are values used to
downsample the dimensions of the images.
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the current DroneB since a handover’s outcome depends on the reliability of the ex-
change of messages.
4.3.1 Drone Handover
Handover happens when DroneA is running low on energy level or when it arrives in a
cell monitored by other drones. The choice of DroneB to take over the tracking is made
by DroneA based on the proximity of available drones, their energy levels, and even
data storage capacities. This choice is made through a mechanism presented in the next
subsection. Once DroneB is selected, it joins DroneA following location information
received from the latter in a way that their fields of view (FOVs), FOVA and FOVB, align
as shown in Figure 4.5.
Figure 4.5: Drone alignment for handover.
This side-by-side drone configuration is important to the overall tracking algorithm
since to track, drones rely on visual information since the target animal is not fitted with
a tracking device. It is assumed that all of the drones in the formation are of the same
type, i.e. have the same characteristics. Also, there is the assumption that the drones
involved in a handover process maintain the same altitude and orientation during han-
dover. Indeed, DroneB would have to adjust its altitude and orientation to the altitude
and the orientation of DroneA during handover. Therefore, the position of the target in
FOVA will be shifted by a certain amount in FOVB with respect to the main axis. This
amount which should be proportional to the real distance between the drones can be
empirically determined in practice.
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The GPS signal coverage is assumed to be strong enough to allow the two drones to
come into alignment as shown in Figure 4.5. This implicitly means that the location se-
lected for handover is important. However, in case the GPS signal is not reliable during
handover, one can think of augmenting it with another signal such as radar. The han-
dover steps are described by Algorithm 3 (Appendix A). It is assumed that drones are
always able to send/receive messages, messages do not get lost and DroneB has enough
energy level to continue the handover process.
4.3.2 Partner-Drone Selection Algorithm
For a drone to be in the mode Handover, it has to be selected by the current drone-tracker
which is in the mode Track. At each time step of a track, DroneA has to check its energy
level and position in order to decide whether to continue the tracking or to call another
drone-relay. The selection of the potential DroneB is based on several parameters which
are the drones available, their energy levels, their distances to DroneA, and their capac-
ities in terms of data storage. Algorithm 4 (Appendix A) shows the steps DroneA has to
follow to choose and call another drone for a handover.
4.3.3 Drones Communication Protocol During Handover
Handover relies significantly on the messages communicated between DroneA and DroneB
since these messages acquaint each drone with the state of knowledge of the other and
therefore define what action each drone has to take next to ensure handover success or
to avoid dramatic consequences for the whole system in the case of handover failure.
This section presents a communication protocol between DroneA and DroneB for a han-
dover success in general but in particular to avoid the tracking of a target by more than
two drones if a handover fails.
This situation is closely related to the well-known Two Generals’ Problem [123; 124]
which is also addressed as the Coordinated Attack Problem or the Two Armies Problem. In
brief, the problem concerns two army generals whose only chance to overcome a com-
mon enemy is to mount a simultaneous attack. But, they need to agree on a time by
means of messengers since they are located far from each other. They can only reach
a consensus by exchanging an infinite number of messages, because the army enemy
could intercept a messenger (at any time of this infinite exchange) and avoid both army
allies to reach a consensus, exposing each of them to the risk of attacking alone. The
problem has been proven unsolvable [123; 124]. The point is the problem is about
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achieving common knowledge through asynchronous communication by distributed
processors.
The Two Generals’ Problem is related to the Byzantine Generals Problem [125] which in-
volves more than two armies and the possibility of a small number of generals to be
traitors. In the context of a distributed network of computing systems, the Byzantine
Generals Problem refers to the possibility that some of the nodes of this network send
conflicting information to the other nodes [125]. Yet, in recent years, the Byzantine Gen-
erals Problem has been addressed in practice by the Bitcoin Blockchain technology [126].
The two drones represent the army allies while the animal represents the army en-
emy (although here the goal is in the favour of the animal). There is a slight difference in
the consensus to reach between the two drones. In this study, they have to agree on the
drone which has to continue the tracking and avoid the case with both drones tracking
the target. An analogy can be established between the fact that none of the generals
is a traitor (only for the Two Generals’ Problem) because they have primarily agreed on
attacking the army enemy, and the fact that the purpose of the handover between the
two drones is the relay of the tracking of the animal from the drone-tracker to the drone-
peer. Recall that the two army allies only need to agree on the time for the attack and
similarly that the two drones only need to agree on the information transmitted to each
other during handover.
What prevents termination of the message exchange is that there is no point at which
common knowledge can be established through this asynchronous exchange, given the
possibility of message failure (capture of a messenger). Similarly, for the two drones,
there is the possibility that a handover message could be lost. There might then be no
drone-tracker if DroneA thinks that DroneB is tracking when it is not, or there could for
a time be two trackers, while DroneA tries to call another DroneB candidate for another
attempt, the previous DroneB could also be tracking the target.
One could think of a solution involving Blockchain technology for the communi-
cation of the drones during handover. However, this solution would require to set a
limit for the number of messages to exchange between the two drones, since there is still
no guarantee that a message is received after it has been sent. On the other hand, the
time that a single transaction requires in the Blockchain technology is not suitable for
the real-time requirement of this study. In addition, even if the time requirement could
be met, using this technology might require additional hardware facilities since drones’
computational capabilities are limited. The handover communication protocol relies on
an asynchronous approach that integrates realistic concepts such as the possibility of a
message being lost and the fact that message exchange cannot be infinite.
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From now on, notations are borrowed from the work of [127] which contributes to
epistemic modal logic, to formulate the problem of message exchange between DroneA
and DroneB. Let ρ represent the knowledge that encompasses all useful information
to be transmitted by DroneA to DroneB after both drones have aligned for handover.
The variable ρ stores information such as the target’s position estimate at time step k,
the corresponding particles, and weights. The variable ρ can be considered as a shared
secret in a modern and secure communication system between two ends. DroneA knows
ρ is written as KAρ using the knowledge operator, K [127]. Note that ρ is equivalent to
KAρ since DroneA is the one that has the knowledge ρ at first.
Once the two drones are aligned for handover, DroneA has to send the message
KAρ to DroneB. After the reception of this message, DroneB acknowledges DroneA by
sending back KBKAρ. Next, DroneA acknowledges DroneB by sending back the message
KAKBKAρ. DroneB can also acknowledge back with KBKAKBKAρ. This exchange could
go on forever to achieve the common knowledge of ρ in the group of the two agents,
DroneA and DroneB. However, it is not possible since for handover to be successful
this exchange has to end in order for DroneB to relay DroneA and for DroneA to enter
the mode Return. Therefore, it is decided to stop the communication between the two
drones after three exchanges, i.e. once DroneA sends KAKBKAρ as it is important for
the system that DroneB knows that DroneA received its previous message, is returning
home, and is not calling a new DroneB. It is also defined three communication levels
which correspond to the number of message types allowed.
It is not enough to constrain the number of message levels between the two drones
because in practice a message can get lost, not be successfully sent, or received due for
example to device failures. Following the previous notation, such cases correspond to
¬KAρ,¬KBKAρ, and ¬KAKBKAρ. Note that ¬KBKAρ also means that DroneB was unable
to lock its camera on the target. For these cases, it would be tricky for the drone receiver
or sender to know what action it has to take next. It is then defined a time receptive win-
dow for message reception, as well as a maximal number of tries for sending a message
if there is no response for the previous message. The former is represented by variables
∆A and ∆B for each drone, while the latter is represented by the variables nA and nB.
They have the same values, i.e. ∆A = ∆B and nA = nB, but they are differentiated rel-
ative to DroneA and DroneB to avoid confusion. Furthermore, two counters nTA and
nTB are involved in counting the number of message-sending tries. A counter ctrD is
dedicated to the maximal number nD of DroneB candidates that DroneA can call in case
of successive failures.
A new discrete-time step, k′ is introduced. It defines the steps of the handover
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communication protocol. The variable k′ is defined as follows: k′ = k + αζ with α =
0, 1, 2, 3, · · · and ζ = 1/ζ ′, ζ ′ ∈ N. It ensures that both drones have the same FOVs
when ρ is sent from DroneA to DroneB and when DroneB receives ρ from DroneA. It
is assumed that sending a message and therefore waiting for a message requires each
a time step k′ while receiving a message and taking an action like entering the mode
Return, the mode Track or calling another DroneB (while the previous DroneB is return-
ing home) are instantaneous. Hence, ∆A = ∆B = βk′ with β ∈ N. In addition, a message
emitted at a time step k′ can only be received at the following time step k′ + ζ. More
than one action can be taken at a time step by a drone if there is only one action that is
not instantaneous. In practice, ζ has to be tuned in accordance with the duration that
sending a message requires. This duration should be smaller than the time needed by a
drone to capture a single frame.
In this communication protocol, at any time step k′, the first action a drone has to take
is to check if there is a new message. Therefore, sending the first message is considered
as DroneA’s second action while waiting for the first message is DroneB’s second action.
Without DroneB’s second action, the communication has no chance to continue further
to lead to the target tracking handover. Hence, a it is imposed to DroneB tp wait for a
maximum of nA(β + 1) for the reception of a level 1 message. This permits to DroneA to
try nA times successively to send KAρ to DroneB, in order for DroneB to use ρ to find the
target in its FOV. The counters nTA and nTB are initialized to zero. They are incremented
by 1 each time the corresponding drone sends a message while they are reinitialized
each time the relevant drone receives a different message level. The counter ctrD is also
reinitialized, but it is when DroneA calls a new DroneB.
Algorithms 5 and 6 in Appendix A show the steps DroneA and DroneB have to
follow, respectively, to decide on their actions at a given time step k′ of the handover
communication protocol. The latter starts after DroneA and DroneB have aligned with
the first executions of the two algorithms. For subsequent time steps (k′), the drones’
algorithms take turns to be executed, unless there is a message arrival. This is due to the
assumption about the duration of message-sending compared to its reception which is
instantaneous and to the one about a message delivery at the time step k′ + ζ following
the one it has been emitted. Therefore, a message reception at arrival is prioritized
in this communication protocol. In these algorithms, the instruction pass means that
the communication protocol has ended for either the previous DroneA or the previous
DroneB. Section 5.3.1 presents simulations of the proposed communication protocol in
the following chapter.
Sending and receiving the level 3 message, i.e. KAKBKAρ, is determinant for the out-
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Table 4.1: Possible outcomes for the handover communication protocol based on the
sending, the reception (implicitly the loss) of a message KAKBKAρ. The actions of
DroneA and DroneB in the present table are the last ones both drones can take. There-
fore, actions like waiting for a message (KAKBKAρ) or trying to resend another type of
message have been performed.
















• DroneA enters mode
Return.
• DroneB enters mode
Track.
• DroneA enters mode
Return.
















• DroneA calls a new
DroneB or enters mode
Return.
• DroneB enters mode
Return.
come of the handover. Table 4.1 recapitulates the possible outcomes for a handover. This
table confirms that a handover cannot lead to the tracking of an animal by more than
two drones as a result of the failure of a handover communication protocol following
the non-emission, the non-reception, or the loss of a level 3 message.
As the handover is meant for tracking continuation if the previous drone-tracker is
no longer able to continue, it shows how important it is to keep tracking the target as
long as possible. Therefore, handover contributes to guaranteeing the availability of
the target’s position most of the tracking duration. It is important that an estimate of
the target’s position in video frames is available since it is needed for the update of the
drone-tracker’s position.
4.4 Animal Pose Estimation for the Inference of the Position of
the Drone-Tracker
The VOT algorithm developed in this work aims primarily to estimate the animal’s po-
sition at time step k for the guidance of the drone-tracker. Recall that the study aims to
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avoid attaching tracking devices to the target. Indeed, a method is proposed to infer (up-
date) the drone-tracker’s position in the real world using the target’s position estimates
in the video frames captured by the tracker.
Several assumptions are made for simplicity and clarity. The 3D problem is reduced
to a 2D problem by supposing that DroneA flies at a constant altitude. Note that without
this assumption, the target’s changes in scale could have been used to control DroneA’s
elevation.
Figure 4.6: Representation of the Field of View FOVA of DroneA with the animal position
estimate at time steps k and k + κ. The prescript F indicates that variables are taken to be
in video frames as opposed to the prescript W for the real world. In this representation,
a Cartesian coordinate system is defined by the origin FO, as well as two axes, (FO FX)
and (FO FY). A polar coordinate system is defined by an origin at F x̂ and a vertical
axis. The polar axis and the horizontal line passing through F x̂ divide FOVA into four
quadrants annotated I, I I, I I I and IV.
Figure 4.6 represents DroneA’s FOV between time steps k and k + κ during a track.
The variable κ is a time-periodicity for updating the drone-tracker’s position. Note that
in what follows, prescripts F and W are used to indicate that variables are taken to be
in video frames or the real world, respectively. Also, the absence of a prescript indicates
that a variable is considered in video frames. At time step k, the target’s position esti-
mate F x̂k has as abscissa F âk and ordinate
F
b̂k in the coordinate system defined by the per-
pendicular oriented lines (FO FX) and (FO FY). Similarly, at time step k + κ, the target’s
position estimate is defined by F x̂k+κ(F âk+κ,
F
b̂k+κ). However, since in image processing
the coordinate system often used has as origin the image’s top-left corner and the y-axis
Stellenbosch University https://scholar.sun.ac.za
57 4.4. Animal Pose Estimation for the Inference of the Position of the Drone-Tracker
oriented downward, one firstly need to express F x̂k(F âk,
F
b̂k) and F x̂k+κ(F âk+κ,
F
b̂k+κ) as
functions of x̂k(âk, b̂k) and x̂k+κ(âk+κ, b̂k+κ), respectively as given by the proposed VOT
solution. This is achieved with the following equations:F âk = âkF b̂k = FHeight − b̂k, (4.4.1)F âk+κ = âk+κF b̂k+κ = FHeight − b̂k+κ, (4.4.2)
where FHeight and FWidth are the FOVA’s height and width, respectively.
The variable κ can be chosen to be equal at least to 1. Such a choice will result
in the update of DroneA’s position every time step or video frames, captured by its
camera. However, updating DroneA’s position so often may be too demanding in terms
of computational and energetic resources. One can determine an upper bound for κ.
In this way, between k and k + κ, DroneA could hover above (and behind) the tracked
animal.
Define vMax as the target’s maximal speed in pixels per second. It can be empirically
determined or based on the target species’ maximal speed. The minimal amount of time
Toutk required by the target to go out of FOVA is given by
Fdk
vMax
, where Fdk is the minimal
distance the target has to travel to exit FOVA from its position F x̂k. The value of
Fdk can







b̂k, FWidth − F âk
)
. (4.4.3)
Therefore, if γ is the frames rate required by DroneA to capture images, κ’s upper bound,
κMax, is given in Equation 4.4.4 as follows:




From now, in order to ease the problem of the DroneA’s position update, the Carte-
sian coordinate system is shifted to a polar coordinate system. The latter’s has as origin
F x̂k and polar axis, the vertical line passing through F x̂k which has the same direction as
the y-axis of the previously defined Cartesian coordinate system (Figure 4.6). The an-
gular coordinate is determined clockwise (CW). The purpose here is to compute F x̂k+κ
coordinates (Fφ̂k+κ,
F
θ̂k+κ) in the polar coordinate system in order to derive the pitch
and the yaw which will permit updating of DroneA’s position in the real-world frame.
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(F âk+κ − F âk)2. (4.4.5)
The angular coordinate
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F âk+κ − F âk
)
θ ∈ (−90◦, 90◦). (4.4.7)
Note that for Equation 4.4.6, the first four lines are the cases where F x̂k+κ falls in the
boundaries defined by the vertical and horizontal segments perpendicular at F x̂k while
the following four lines correspond to the four quadrants defined by these segments and
the frame boundaries.
Given these coordinates, i.e. Fφ̂k+κ and
F
θ̂k+κ, DroneA’s pitch WΦk+κ and yaw WΘk+κ









In this equation, sΦ is a scaling factor to find a real-world equivalent to
F
φ̂k+κ while
WΦComp and WΘComp are constants to compensate the additional target’s displacement
and rotation during DroneA’s position update. Note that WΘComp should be very small
since it is an angle. Instead of always rotate CW, DroneA could also rotate counter CW
by an amount of 360◦ −WΦk+κ when WΦk+κ > 180◦.
To reduce the ranges of WΦComp and WΘComp, DroneA’s speed should be tuned to
be higher than the target’s speed. Additionally, choosing a value of κ smaller than κMax
could help DroneA to avoid losing the target after DroneA updates its position. The
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SSIM measure can also be employed to determine if the second measurement provider,
here YOLOv3 has to be called after each DroneA’s position update to avoid the target
loss. During handover, a value of κ close to 1 is desirable since handover relies on
reliable values exchange for the target’s positions.
The process above can be repeated to ensure the target’s tracking by DroneA. It
is important to mention that after every κ time steps the polar coordinate system is
updated depending on the new animal position in the video frame, in contrast to the
redefined Cartesian coordinate system of a video frame. The steps of the drone-tracker’s
position update is recapitulated in Algorithm 7 (see Appendix A).
Stopping the tracking of an animal can be reduced to stopping the tracker’s position
update. Therefore, instructions are included in Algorithm 7 (in Appendix A) to termi-
nate a tracking based on time, location, or energy level conditions although a tracking
termination can also be the consequence of a handover failure. The location condition
can easily be checked relative to the GPS coordinates of a selected halting-cell which
should be available since the formation’s grid is static.
In summary, this chapter covered all of the substantial components involved in the
formation of drones to perform animal tracking. Firstly, are presented: the formation
configuration, the relation between its static grid dimensions and its number of drones
as well as the assumptions made to simplify the problem. Secondly, it is shown how one
can use as VOT solution a PF algorithm that selects measurements from two measure-
ment providers: a colour image segmentation technique and the YOLOv3 object detec-
tor. At each time step, the relevant technique to furnish the potential object’s position
is decided based on the SSIM index value. Thirdly, the problem of drone collaboration
is addressing during tracking via the handover process. Finally, a technique that uti-
lizes the target’s position estimate to periodically update the drone-tracker’s position is
proposed. Indeed, the target’s positions in the video frames at two different time steps
are used to update the drone’s yaw and pitch. In between these two time steps, the
drone-tracker hovers. Since the system can be implemented in real life, it is important




This chapter contains the results of experiments designed to test some of the components
of the tracking system. It is worth mentioning that the system is not implemented as a
whole. The components tested and simulated are the proposed VOT solution and both
the handover communication protocol and the technique to verify if the target is well
relayed between the drone-tracker and the drone-peer.
This part of the study required a considerable amount of time. First, codes have been
written, tuned, and debugged for several versions of the proposed tracking framework
which are needed to better understand how the proposed tracking framework works
in practice. Also, programs have been coded for the simulation of the verification of
the identity of the target involved by handover. Furthermore, well-known trackers im-
plemented in the OpenCV contribution version 4.1.0 were employed. They are briefly
presented in Chapter 3. These trackers were utilized to label the video sequences of the
dataset involved in the study. The outputs of the OpenCV trackers on video sequences
were also used for performance comparison with the tracking framework and some of
them were further employed to replace YOLOv3. Program running also required some
time since averaged results for several executions per tracker were used because some
trackers involve randomness and therefore do not always produce the same track.
An analysis is performed for the results obtained from tests with both the OpenCV
trackers and the trackers which are based on the proposed VOT solution. Such analysis
is important for the interpretation of the results obtained and for the understanding of
the reasons why some of the trackers exhibited behaviours that are not necessarily ex-
pected. Finally, note that this chapter also provides qualitative results for some of the
trackers’ outputs to help the reader understand how they operate. The qualitative re-




of averaged outputs for reasons which are explained later.
Section 5.1 briefly presents the dataset, the evaluation metric, and the hardware in-
volved in this study. Section 5.2 presents the experiments and results on the dataset.
Next, Section 5.3 covers the simulations of the handover on both the communication
protocol and the validation of the target’s identity for which three techniques are pro-
posed. Finally, Section 5.4 presents a discussion of the results obtained from all of the
tests in this study.
5.1 Generalities
This section presents some tools used to perform the tests of the proposed VOT frame-
work and the handover. These tools are the dataset, the evaluation metric, and the
hardware. All of the codes used to obtain the results in this chapter are available at
this address6. For the implementation of the particle filter (PF) and the YOLOv3, the
PF module7 of the deepgaze library developed in [128] and this tutorial8 were followed,
respectively. The study involves the programming language Python and the OpenCV
library.
5.1.1 Dataset
Methods were developed and tested using a dataset9 provided by the Max Planck In-
stitute of Animal Behavior (MPI-AB). It contains footage of animals recorded in Kenya
with DJI Phantom 4 Pro drones. The main species filmed are zebra (Grevy’s and plains),
buffalo, and impala. The drones filmed throughout the day, starting at 7 AM and going
to 6:30 PM although, the majority of the flights were in the morning.
In general, the drones were flown at altitudes of 60− 70m for smaller species (impala,
gazelle) and 80 − 90m for larger species (buffalo, zebra) despite that the altitude was
adjusted slightly based on the specific situation. The drone’s speed was also adjusted,
but with the animal’s speed. The dataset was initially acquired at 60 frames per second





9 For more details about the MPI-AB dataset, the reader is referred to the information available in the
Acknowlegments (page vii).
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For testing the implementation of the proposed VOT approach, a video referred to
here as the cows video was also used. This video is available in the deepgaze library. The
video presents a challenging occlusion situation of a relatively static cow by a moving
cow that passes in front of the former and goes out of the video’s frames. The video also
contains other cows with one which has a colour similar to the targeted static cow. All
cows are grazing. The video viewpoint suggests that the filming camera was fixed. The
cows video also has a resolution of 1080p but a frame rate of 25 frames per second.
5.1.2 Evaluation Metric
To evaluate the proposed tracker on video sequences from the MPI-AB dataset, the pre-
cision plot is employed. This choice is due to the nature of the proposed VOT solution
which is a point tracker. On the other hand, the study is interested in evaluating the
reliability of the trajectories produced by the proposed tracker since the trajectories are
important both for the displacement of the drone-tracker and for the comprehension
and the interpretation of animals’ behaviours based on their trajectories.
The precision plot shows for a video sequence, the ratio of frames where the pre-
dicted animal’s centre location falls within a certain distance threshold. Note that in this
study the ground truth is obtained from some of the trackers implemented in OpenCV
contribution version 4.1.0. This error is obtained by computing the Euclidean distance
between the estimated centre location and the ground truth. In particular, the ratio of
frames with the threshold lower than 20 pixels is reported for each tracker.
For the cows video the precision plot is not used because the precision plot does not
reflect the trackers’ performance. This is due to the specificity of the occlusion case and
the cows’ scale which is more important than the scale of the animals present in the
MPI-AB dataset. For two trackers’ estimates, even if both are located on the animals,
the distance which separates these estimates is more important than the distance which
separates two trackers’ estimates for very small targets (i.e. small-scale targets). Addi-
tionally, the occlusion happens towards the end of the video. Subsection 5.2.3 explains
more on this.
5.1.3 Hardware
The results presented in this work are obtained using a computer with an Intel i7-
3632QM CPU with 2.20 GHz frequency per core and 8GB of RAM. However, during
code development, resources of the centre for High Performance Computing (CHPC) in
South Africa were also utilized.
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5.2 Tests and Results for the Proposed VOT Framework
As seen in the previous chapter, the outputs of the proposed tracking framework are
important for the operation of the formation of drones. Employing these outputs, the
drone-tracker can update its position and keep following the target to monitor the target
and to collect video data.
Here, it is presented the image preprocessing steps that were used. Next are pre-
sented the results (and their interpretation) on the MPI-AB dataset and the cows video
for the challenging VOT situation in this video.
5.2.1 Preprocessing
To prepare the frames for the colour image segmentation, the Gaussian Blur function
available in the OpenCV library was used. This function smooths images, i.e. removes
Gaussian noise from images. Note that for the sequences from the MPI-AB dataset,
colour image templates that were not necessarily extracted from the given sequence
were employed, but they were representative of the animal’s colour. Due to the ani-
mals’ size in these videos, with colour patches extracted from the images, more false
positives are observed. It could be the case because the patches do not contain enough
information about the targets’ colours. On the other hand, for colour threshold for the
segmentation, the mean value of the green channel was used instead of the mean of all
three channels’ averages. Empirically it was noticed that for the video sequences, the
former works slightly better than the latter (Figure 5.1) or similarly (Figure 5.2).
For YOLO, the image preprocessing step primarily consisted of scaling the images
using the factor 1/255 to make the range of the pixel values to lie in [0, 1]. This is because
YOLOv3 has been trained on inputs which are first scaled in the same range of values.
5.2.2 Tests and Results For the Video Sequences Extracted from the MPI-AB
Dataset
This subsection considers many practical aspects that have to be addressed in perform-
ing the experiments. Firstly, this subsection presents the video sequences, the determi-
nation of their ground truth, the introduction of the trackers which involve the PF and
the initialization of the trackers.
Furthermore this subsection groups the experiments, their results and interpretation
under smaller parts introduced by headers. The headers are: the figures for the trackers’
outputs for the video sequences, the description and interpretation of all outputs pro-
duced by the OpenCV trackers followed by the ones produced by the proposed trackers,
Stellenbosch University https://scholar.sun.ac.za
Chapter 5. Tests and Results 64
(a) (b) (c)
(d) (e) (f)
Figure 5.1: Segmentation examples for a frame (a) of the cows video and the sequence
ob002− 01a when using as colour threshold either the mean value of a colour template
(b) or the mean value of the green channel (c).
(a) (b) (c)
Figure 5.2: Examples of segmentation for a frame (a) of the sequence ob090− 03 when
it used as colour threshold either the mean value of a colour template (b) or the mean
value of the green channel (c).
the introduction of new trackers and the presentation and interpretation of their results,
the tables containing some statistics (SSIM values, frequencies for calling the second
measurement provider, etc.) for some of the trackers, the role of the SSIM index, the
frequencies associated with the particles’ resampling for the trackers which involve the
PF and the running time for the relevant trackers.
Video Sequences
The experiments were performed on four unlabelled video sequences from the MPI-AB
dataset. These are sequences of lengths 4489, 4499, 4199 and 3595 frames. The first two
sequences were taken from the video labelled ob002-01. Henceforth, they will be referred
to as sequences ob002− 01a and ob002− 01b, respectively. The two other sequences are
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extracted from the videos ob003-01 and ob090-03, respectively. As the data is obtained
under an MOU, the study did not consider utilizing online labelling software to obtain
the ground truth. Hand-labelling of data would have required a considerable amount
of time.
Ground Truth and OpenCV Trackers
To label the video sequences, the eight open-source trackers implemented in OpenCV
contribution version 4.1.0 were used. Each of them was run six times on each video se-
quence. The averaged results of the tracker (out of the eight) that visually performed the
best has been chosen as ground truth. Therefore, all of the results for a given sequence
are relative to the selected tracker. The mean of the eight trackers’ predictions could
have been used as ground truth. But it is not efficient to proceed like that, because some
of the trackers lose the target. The trackers are Boosting [91; 129], Kernelized Correla-
tion Filter (KCF) [102], Multiple Instance Learning (MIL) [94], Minimum Output Sum of
Squared Error (MOSSE) [101], the Discriminative Correlation Filter with Channel and
Spatial reliability (CSR-DCF) also referred to as the Spatial Channel and Spatial Relia-
bility Tracking (CSRT) [103], Tracking-Learning-Detection (TLD) [95], Median Flow [89]
and GOTURN [12].
All precision plots obtained on ob002− 01a are relative to MIL which was the best
amongst the eight. Except for Boosting, all of the other trackers either confused the
target with the background at some point or were unable to track the target to the end
of this frame sequence. However, in most of the frames, both Boosting and MIL were
tracking the target’s shadow. Boosting started tracking the target’s shadow from the 49th
frame while MIL started at the 121st frame. Also, for most of the remaining frames, the
target’s centre estimate was closer to the target’s actual centre for MIL than for Boosting.
For sequences ob002− 01b and ob003− 01, Boosting was retained while CSRT’s outputs
were used for the ground truth for the sequence ob090 − 03. In some of the frames,
both CSRT and Boosting happened to track the target’s back rather than its centre. This
might not affect much the results with the actual ground truth, since the targets have
small scales due to the drone’s altitude. The difference between the animal centre and
its back should only be of a few pixels. For the sequence ob002− 01a in particular, the
precision plots would be translated by a distance in pixels close to the distance between
the target and its shadow, relative to the precision plots with the actual ground truth.
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Definition of Trackers which involve the PF
Next, for each video sequence, the main tracker is compared with two other trackers
derived from the former and the seven remaining trackers of OpenCV using the preci-
sion plot. The main tracker, labelled Tracker2, is the one that relays between the colour
segmentation and YOLOv3 triggered by the SSIM values. Note that in what follows
results are also presented for two versions of Tracker2 which are referred to as Tracker2a
and Tracker2b. They differ in that for Tracker2a, YOLOv3 is called each time the SSIM
value is below a set threshold while for Tracker2b, YOLOv3 is called not only based on
the SSIM value but also if the current time step is even. This was performed to evaluate
the influence on calling YOLOv3 periodically in an attempt to reduce Tracker2’s running
time. The two other trackers (Tracker1 and Tracker3) are the PF with the colour segmen-
tation approach and the PF with YOLOv3 as measurement provider, respectively. They
are evaluated to understand how the two measurement providers work independently
compared to when they are relayed based on the SSIM index in Tracker2. The reader is
invited to consult Table 5.1 for a summary of these trackers’ components. The number
of particles for all trackers involving the PF was set arbitrarily. For the sequences from
the MPI-AB, a number of 200 particles is used, while for the cows video, the number of
particles used is 2000.
Table 5.1: Components for Tracker1, 2a, 2b, 3 which are all based on the PF. CIS and NA




Tracker1 CIS No NA
Tracker2a CIS and YOLOv3 Yes If the SSIM index is below a set
threshold.
Tracker2b CIS and YOLOv3 Yes If the SSIM index is below a set
threshold and the time step k is
even.
Tracker3 YOLOv3 No For each time step k.
Initialisations of Trackers
For each sequence, all of the eight trackers implemented in OpenCV were initialized
with the same bounding box while Tracker1, 2 and 3 were initialized with the centre of
this bounding box. The OpenCV trackers produce estimate of bounding boxes, the cen-
tres of which are considered as the trackers’ estimates for the targets’ locations. For all
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of the sequences’ frames, the bounding boxes are represented in blue, the trackers’ posi-
tions estimates in green, YOLOv3’s region of interest and the particles are represented in
red. Note that for Tracker1, 2 and 3 (as well as new trackers which are introduced later)
the bounding boxes are furnished by the measurement providers. For these methods,
a threshold of value 2N/3 was used for the step of particles resampling, following the
work performed in [130]. As a reminder, the number of particles used is N = 200. This
number was chosen arbitrarily.
Figures for the Video Sequences’ Results
All of the eleven trackers were executed six times on each sequence and the averaged
results are considered instead of the results for single running, since some of the trackers
do not produce the same track for different executions. In fact, some of the trackers
like the PF-based trackers involve randomness. However, for the sequence ob090− 03,
GOTURN’s results are not presented, because it was not possible to complete a single
execution due to a lack of RAM on the laptop used. All results are shown in Figures
5.3, 5.4, 5.5 and 5.6 for sequences ob002− 01a, ob002− 01b, ob003− 01 and ob090− 03,
respectively. For each of these figures, the first sub-figure shows all eleven trackers’
precision plots with the ratio of frames which have the location error within 20 pixels.
Indeed, the y-axis of the precision plot shows the ratio of frames where the prediction
for the target location is less than a threshold for the location error (with respect to the
ground truth). The x-axis presents different values of location error thresholds. For
example, a value of 1 on the y-axis of a precision plot, indicates for a tracker that all of
the locations predicted by this tracker for a video, are far from the actual locations by at
most the corresponding location error threshold on the x-axis. In the legends, Median
Flow is abbreviated as MF and Boosting as Boost. Note that these abbreviations are also
used in tables presented in what follows. The second sub-figure shows the successful
trackers, the third shows the latter’s tracks and the fourth shows the failed tracks.
Regarding the intended application, a tracker is considered successful if it was able
to keep tracking the target or the latter’s salient features (like a shadow) in most frames
from the beginning of a given sequence to its end. Across these sequences, Tracker1,
Boosting, CSRT and MIL performed better than the other trackers including Tracker2a,
Tracker2b and GOTURN, the only pure deep learning-based tracker considered.
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(a) Precision plots for all trackers. (b) Precision plots for successful trackers.
(c) Successful tracks. (d) Failed tracks.
Figure 5.3: Results for the sequence ob002 − 01a. The ground truth is obtained from
MIL. The tracking for Tracker1, 2a, 2b and 3 start at a location different from the others,
because the PF needs the first measurements to converge to the actual target’s loca-
tion. TLD’s tracking is not consistent primarily due to TLD’s detection module which
scans the entire frame. CSRT and Tracker3 tracked the target for more than half the total
frames.
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(a) Precision plots for all trackers. (b) Precision plots for successful trackers.
(c) Successful tracks. (d) Failed tracks.
Figure 5.4: Results for the sequence ob002 − 01b. The ground truth is obtained from
Boosting. At the end of the sequence, Tracker2a shifted the target which stopped moving
to a similar animal which was moving in a different direction. Tracker1 and CSRT seem
to benefit from the white colour of the target.
Description and Interpretation of the Results Produced by the OpenCV Trackers
To make clearer the explanations for the results produced by the OpenCV trackers, Table
5.2 provides summaries of the key features for these trackers. For more details, the
reader is referred to Chapter 3.
Boosting and MIL employ similar techniques, i.e. AdaBoost, for learning the tar-
get’s appearances online. However, here, Boosting’s tracking is more precise than MIL’s
tracking which tends to follow the target’s shadow. This can be due to several reasons
which happen successively. First, MIL drifts when the target’s motion is relatively fast
and when the target performs rotations that change its appearance. It was the case in the
sequences ob002− 01a and ob003− 01. MIL only tracks the target’s location and does
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(a) Precision plots for all trackers. (b) Precision plots for successful trackers.
(c) Successful tracks. (d) Failed tracks.
Figure 5.5: Results for the sequence ob003 − 01. The ground truth is obtained from
Boosting. MIL lost the target momentarily. MIL managed to track the target due to the
target’s shadow. Tracker2a, 2b were confused by the presence of two animals similar to
the target. Tracker1’s performance is due to the white colour of the target and the use
of the anchor which helped in eliminating the two other animals present in the target’s
vicinity.
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(a) Precision plots for all trackers. (b) Precision plots for successful trackers.
(c) Successful tracks. (d) Failed tracks.
Figure 5.6: Results for the sequence ob090 − 03. The ground truth is obtained from
CSRT. Tracker1 lost the target in a few frames before the end of the sequence, because
of the presence of an animal which resembles to the target, but it (the second animal)
has a brighter colour. Similarly, Tracker2a, 2b lost the target for the second animal. MIL
started confusing the target with the similar animal earlier than Tracker1, 2a and 2b.
not consider modifications in the scale and the pose of the target for simplicity and to
speed up tracking. Yet, MIL is expected to handle the target’s moderate rotations, as
well as changes in scale utilizing the Haar-like features [94]. The Haar-like features are
obtained by computing the difference between the sum of pixels inside neighbouring
rectangular regions at different locations of the relevant image patch. Therefore, they
rely more on pixel intensities which do not vary under moderated changes in scale or
orientation. Secondly, MIL relies on its previous estimated location to find the target in
the current frame and to sample new learning instances. Therefore, if MIL has drifted at
some point, it will hardly get back on track. Also, it is possible that the radius where the
new samples are drawn is not adapted enough to the size of the tracked animal. Thirdly,
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Table 5.2: Summary of the key features for OpenCV trackers. More details are available
in Chapter 3. The table refers to concepts such as the correlation filter (CF), the kernel-
ized correlation filter (KCF), the normalized cross-correlation (NCC) error, the discrete
Fourier transform (DFT) and its inverse, the IDFT, as well as the fast Fourier transform
(FFT) and its inverse, the IFFT.
Trackers Description
Boosting It uses Haar-like features, local binary patterns, orientation histograms,
AdaBoost, weak and strong classifiers, selectors, and single images as
learning instances.
MIL It employs Haar-like features, AdaBoost, weak and strong classifiers
and bags of images as learning instances.
CSRT It relies on CFs to model the target and it involves both the FFT and the
IFFT. It uses the channel and the spatial reliability maps, the HoG, and
the colornames features.
KCF It models the target with CFs, more specifically with KCF. It involves
the DFT and the IDFT to accelerate computations and for circulant ma-
trices for data augmentation.
MOSSE It uses CF to model the target. It involves the FFT as well as its inverse,
the IFFT to speed up calculations.
MF It utilizes the target’s keypoints, their median (of the keypoints), the
Forward-Backward error, the NCC error, and the Lucas-Kanade tracker.
TLD It exploits Median Flow for tracking, a detection module, and the P-N
experts for learning the target’s appearance.
GOTURN It uses CNN kernels. It is based on two CNNs (to compare previous and
current patches) and can track generic objects. It relies on regression.
the Haar-like features seem to easily accommodate dark and bright colours since as pre-
viously mentioned they are computed using pixels’ intensities.
Boosting also uses Haar-like features and two other features which are the orienta-
tion histograms and the local binary patterns. It could be due to the Haar-like features
that Boosting also tracked the target’s shadow in the sequence ob002− 01a. However,
the use of the other types of features has probably contributed to the stability of the
tracks produced by Boosting compared to the ones produced by MIL and by the other
trackers, especially when the target is white or light grey against a green and/or a grey
background as observed with the sequences ob002 − 01b and ob003 − 01. For the se-
quence ob090− 03 the target’s colour is light brown but closer to the background’s colour
relative to the two other sequences. However, the target’s back is whiter than the other
parts. This supports the fact that Boosting’s tracking is particularly reliable for targets
that can be discriminated well against the background.
The poor performance observed with GOTURN on these video sequences might be
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because GOTURN was not explicitly trained on the tracked animals and due to the scale
of the animals. GOTURN is not always able to track generic objects despite its strategy
of searching for the target in a region centred on the previous target location estimate,
with dimensions twice the size of the previously-estimated bounding box [12]. Indeed,
it was observed that for all of the sequences, the estimated bounding boxes tend to
grow across frames up sometimes to reach an entire frame’s size. It was the case for the
sequence ob090− 03. It seems GOTURN was not able to find the target in initial frames
and ended up tracking the content of the bounding box due to its searching strategy. It
explains why the RAM was not enough to complete the tracking of a single animal with
GOTURN on this sequence. This highlights that with GOTURN, RAM would be likely
to be a challenge in the field.
For all of the sequences, Median Flow was only able to track the very few first frames.
To take one example, for the sequence ob002 − 01b the tracker lost the target around
the 120th frame (Figure 5.7). It might either be because the target’s motion was faster
than what Median Flow can handle [89] or because it cannot find relevant keypoints to
represent the targets through all frames. Similar reasons could partially explain TLD
failure in tracking the actual targets in all sequences since Median Flow is employed as
a tracker in TLD.
However, TLD has a detection module that corrects its tracker and works simulta-
neously. It should be the reason why TLD was able to track longer than Median Flow
for the sequence ob002− 01b even if this detection module later induces the inconsistent
tracking of the target (see the fourth sub-figure in Figure 5.4). The target changes its
trajectory faster than Median Flow could follow, leaving more space in the bounding
box to the background than necessary. TLD possesses the P-N experts. They provide
training data to the detector. The detector also interacts with the P-N experts. Therefore,
the false positive patch detected by the detector due to the tracking of the background
by Median Flow (see the second last frame in the trajectories produced by TLD in Fig-
ure 5.7) might have compromised the P-N learning module. One could improve TLD
by replacing the Median Flow tracker with a method less sensitive to fast motion and
by reducing the detector’s scanning area which is a whole frame to a smaller region,
especially for applications where the presence of similar objects is expected.
Across all of the sequences, KCF only tracked the targets in initial frames. In se-
quences ob002− 01a and ob003− 01, KCF stopped producing bounding box estimates
as soon as the targets rotate while in ob002− 01b and ob090− 03 it failed after the targets
started moving. This could be because KCF can not handle changes in the object’s ori-
entation, relatively fast motion, and small-scale objects. MOSSE could not initialize the
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(a) Median Flow
(b) TLD
Figure 5.7: Examples of tracks for Median Flow and TLD, respectively, for the first
frames of the sequence ob002− 01b, i.e. the first frame to the 346th frame with an in-
terval of 13 frames. They are displayed from left to right and top to bottom. Median
Flow rapidly lost the target probably due to the speed and the scale of the target. TLD
tracked the target longer than Median Flow, but it confused sometimes the target to the
background (sub-figure in Figure 5.4) because its (TLD) detector started detecting the
background as shown by the second last frame of the sequence for TLD.
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tracking for sequences ob002− 01b and ob003− 01. It might be because MOSSE could
not capture the appearance of the type of animals present in these sequences using its
correlation filters (CFs). As a matter of fact, the targets’ appearances in the two videos
are very similar. On the other hand, MOSSE initialized and kept in the first frames the
tracking for sequences ob002 − 01a and ob090 − 03. However, it started tracking the
background in subsequent frames in the sequence ob002− 01a after the target changed
its orientation and stopped the tracking in the sequence ob090− 03 for the same reason.
KCF and MOSSE behave similarly in tracking the targets. Since they are both CF-based
object trackers, it is possible that such methods do not cope well with appearance mod-
ifications caused by abrupt changes in the target’s pose.
This highlights some of the things that a good tracker should do: deal with changes
in orientation/manoeuvrability, fast motion, and small scale. Tracker1 should be able
to handle better these challenges if the target’s colour can be well-discriminated relative
to the background. Otherwise, there is a chance that false positives would be detected
when these situations happen. Depending on how well YOLOv3 handles these situa-
tions, Tracker2, 3 could also be able to deal with such challenges. In addition, the pres-
ence of the PF in Tracker1, 2, 3 could help to mitigate the impact of these situations on
the tracking.
For the sequence ob002a, similarly to MOSSE, CSRT started tracking the background
after the target rotated although its tracking was longer. Since CSRT also relies on CF,
both trackers’ confusion between the background and the foreground might be due to
the failure by the CF to adapt to rapid changes in the target’s appearance. CSRT might
have performed better than MOSSE and KCF by dint of the HoG and colorname features
employed with concepts such as the spatial and the channel reliability maps. The CFs
in CSRT seem to model the target’s appearance quite well. Also, the CFs employed in
CSRT seem more appropriate for the target’s localisation compared to those utilised in
MOSSE and KCF.
Description and Interpretation of the Results Produced by Tracker1, 2a, 2b and 3
The plots for the trajectories show that Tracker1, 2a, 2b and 3 seem not to start at the same
position as other trackers, despite all being initialized to the same location as previously
mentioned. This is because of the involvement of the PF. In the first frames of the se-
quences, the estimated locations for the targets are not accurate because the particles
are initially randomly positioned. In order for the PF to quickly converge to locations
which are near to the actual targets’ positions, for all the sequences, the anchor in the
first sixty frames was set to be the measurements obtained at the time step k − 1. For
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further frames, there is a shift to the previous PF’s estimates as presented in the previous
chapter. It implies that if the initially provided measurements are not reliable enough
the tracking can fail. Yet, to mitigate this, one could rather concentrate on the prior. The
fact that the particles are initially dispersed in the whole initial frames, partially explains
why Tracker3 fails in most sequences compared to Tracker1 and Tracker2. Another re-
lated reason is that of the absence of a second measurement provider for Tracker3.
For Tracker2, this situation is primarily avoided by the presence of the colour im-
age segmentation approach. In fact, the latter could have provided good measurements
to the PF in such a way that YOLOv3 would have not even been involved in detec-
tion and tracking in these frames. It is even more apparent when observing Tracker2b’s
performance relative to Tracker2a. Indeed, since for Tracker2b, YOLOv3 only furnishes
measurements when the SSIM index is below the set threshold and when the current
time step is even, the colour segmentation produces more measurements than YOLO.
Yet, Tracker2 can also later lose the target due to the colour image segmentation.
YOLOv3 misses a significant number of detections. Indeed, As an example for
Tracker2a regarding the sequence ob003− 01, the SSIM index was below the set thresh-
old in 3354 frames out of 4199 frames (see in the second column, the third and the fourth
rows of Table 5.8). However, YOLOv3 was only able to perform detections in 299 frames.
Similar results are presented for the other sequences in Tables 5.4, 5.6 and 5.10. This sig-
nificant number of missed-detections by YOLOv3 can be justified for several reasons.
• Despite using YOLOv3, the network still struggles with small object detections.
• The network was not explicitly trained on the target animal for its accurate detec-
tion. Therefore, in the presence of several similar animals, it can not differentiate
between them. Yet, even if YOLOv3 was trained on the specific targets, it is possi-
ble that the network will not be able to accurately discriminate the animals since
they look very alike from high altitudes. One might consider training YOLOv3
on the species of a group of animals viewed from above instead of on a particular
animal in this group, especially if one is more interested in tracking a group of
animals than a specific animal.
• The ROI is involved in the proposed VOT solution, for the reduction of the YOLOv3’s
search region. But the ROI is too small to enable YOLOv3 to detect animals in the
corresponding small image patch. However, it is important to use the ROI and
moreover to tune its dimensions to the target’s size when using YOLOv3 in this
tracking framework because it helps YOLOv3 to focus on the target and to consid-
erably reduce YOLOv3’s running time. The reduction of YOLOv3’s running time
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is beneficial for the intended real-time application. In other words, increasing the
ROI’s dimensions results in increasing the missed detections (in presence of other
similar animals) and YOLOv3’s running time.
Figure 5.8 and 5.9 show the outputs for single runs of Tracker1, 2a, Boosting, CSRT
and MIL on a challenging tracking situation of the sequence ob003− 01. Averaged re-
sults are not considered here because one needs to refer to ROIs and bounding boxes
to qualitatively interpret Tracker1 and 2a’s outcomes (although the bounding boxes are
furnished by the measurement providers for Tracker1 and 2a). For the averaged results,
at a time step k, the bounding boxes and the ROIs do not always contain the target
even though the estimated location lies on the target. It is because, depending on the
measurement furnisher, the proposed tracking framework does not always produce the
same results since it relies on the anchor which has some uncertainty.
The challenging situation of the sequence ob003− 01 is that of an animal similar to
the target which comes into the vicinity of the target and takes an opposite direction after
both met. In addition, there is a third animal that resembles the two other animals. It
is resting in the same area. Tracker2a follows one of the three animals because YOLOv3
is unable to distinguish the target from the two other animals. In some of the frames of
Figure 5.8, one can see that the ROI (in red) contains the target and the other moving
animal. YOLOv3 randomly detected the other animal (see bounding boxes in blue).
The SSIM index kept on switching both measurement providers due to the difficulty
of distinguishing both animals since they have small scales. Next, the colour image
segmentation detected the third animal due to its brightness and the presence of the
anchor. Tracker2a got stuck tracking the third animal. In this case, the anchor seems not
to be helpful. However, it is beneficial when reliable measurements are furnished, i.e
when these measurements are sampled near the target. It is by dint of the anchor and
the foreground’s colour that Tracker1 successfully handled the sequence ob003 − 01’s
challenging situation. The anchor largely contributed to eliminating the second animal
which was farther from it than from the actual target. Boosting and CSRT were also able
to successfully track the target. MIL lost the target momentarily as it was tracking its
shadow but, MIL found the target in subsequent frames.
It is clear that the situation becomes more difficult for the trackers as altitude increas-
es/scale decreases, motion increases, etc. All of the trackers fail in these cases. Indeed,
some tests were performed on other sequences from videos of the MPI-AB dataset, such
as the sequence ob029− 01 which involves more challenging tracking situations. The
case where both foreground and background have similar colours was challenging for
the colour image segmentation which performed well overall for the four sequences.
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(a) Tracker1
0.026 0.043 0.015 0.069 0.044 0.033 0.033 0.0001
0.026 0.0368 0.109 0.035 0.0458 0.005 0.070 0.078
0.053 0.051 0.038 0.057 0.020 0.0538 0.0722 0.024
0.028 0.122 0.0521 0.0521 0.140 0.129 0.130 0.003
(b) Tracker2a
(c) Boosting
Figure 5.8: Examples of the performance of Tracker1, 2a and Boosting, respectively, for
single runs on the sequence ob003 − 01. Frames are displayed from left to right and
top to bottom with interval 49 frames, starting from the 1750th frame. For Tracker2a’s
sequence output, the relevant SSIM value is displayed above each frame. Boosting and
Tracker1 produced reliable trajectories. Tracker1 benefited from the white colour of the
target and the involvement of the anchor. For Tracker2a, YOLOv3 missed several detec-
tions primarily due to the target’s scale.
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(a) CSRT
(b) MIL
Figure 5.9: Examples of the performance of CSRT and MIL, respectively, for single runs
on the sequence ob003− 01. Frames are displayed from left to right and top to bottom
with interval 49 frames, starting from the 1750th frame. MIL tracked the target’s shadow
sometimes and lost the target momentarily.
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Introduction to New Trackers, Description and Interpretation of their Results
Following the observation that YOLOv3 misses a significant number of detections and
the hypothesis that the proposed tracking framework will work better if the second mea-
surement provider furnishes accurate measurements, more tests were carried out with
the introduction of new trackers. They are addressed as Tracker4, 5, 6 and are basically
Tracker2a with as second measurement provider either Boosting, CSRT, or MIL, respec-
tively, to replace YOLOv3. Table 5.3 summarizes these trackers’ components. However,
they do not involve the ROI. Indeed, some tests were performed with the ROI, and it
was noticed that Tracker4, 5, 6 did not perform well in presence of the ROI. For the sake
of brevity, these results are not presented here. The results for Tracker6 are also not
presented because they were inconsistent, in particular for the sequences ob002− 01a
and ob090− 03 for which more tests were performed in an attempt to assess Tracker6’s
performance.
It was observed that Tracker6 presented a non-negligible number of outliers. For
20 tests on these two sequences, Tracker6 lost the target for about 30% of the tests. It
should be because MIL’s tracking varies more from one execution to another compared
to Boosting and CSRT. In addition, the PF relies on the motion model which involves
noise and the colour image segmentation which produces several false negatives. This
suggests that the proposed tracking framework can sometimes produce outliers. The
combination of the three elements i.e. the noise in the PF’s motion model, the colour
image segmentation and MIL results in the instability of Tracker6.
Table 5.3: Components for Tracker4, 5, 6 which are all based on the PF and do not involve
ROI. CIS is the abbreviation for colour image segmentation. The second measurement
provider is called when the current SSIM value is below the set threshold.
Trackers Measurement provider(s) SSIM
Tracker4 CIS and Boosting Yes
Tracker5 CIS and CSRT Yes
Tracker6 CIS and MIL Yes
The ROI is more relevant for a deep learning detection method than a machine learn-
ing and/or a CF-based tracker. It is because Boosting and CSRT do not necessarily find
the target at the expected location since the ROI constantly changes as it is centered at
the anchor. In addition, the size of the animals degrades the location accuracy for Boost-
ing and CSRT. In presence of the ROI, these trackers tend to learn negative patches or
false positives when it is their turn to furnish the measurements. Therefore, these meth-
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ods are sensitive to the precision in the expected locations for the target. This situation
is essentially a missing data (missing frames) problem.
Other results which also provide evidence to the importance of the precision in the
target’s expected location for Boosting and CSRT (especially for small targets) are pre-
sented in Figures 5.10, 5.11, 5.12 and 5.13. Each figure corresponds to a given sequence.
The first sub-figure and the one below it are the precision plots and the correspond-
ing tracks for Tracker4, 5 when the colour image segmentation is relayed by Boosting or
CSRT without having the latter learning the target’s appearances during the former’s
turns. Boosting and CSRT are deliberately prevented from tracking the target when the
colour image segmentation is providing the actual measurement, in order to test the
robustness of Boosting and CSRT to missing data and hence the impact on Tracker4, 5.
This case resembles the problem of the precision in the target’s location with the ROI
since it is a missing data situation.
CSRT has been affected by the situation of missing data more than Boosting. Com-
pared to Boosting, CSRT behaved as YOLOv3 by missing 109 and 1649 detections on av-
erage for the sequences ob002− 01a and ob090− 03, respectively, when it could not learn
the target’s appearances during the colour image segmentation’s turns with Tracker5.
This performance is worse than that for Boosting and CSRT alone, as well as for the
cases where they (Boosting and CSRT) are integrated into the proposed framework and
they cannot continue tracking during the colour image segmentation’s turns (see the
top right sub-figure for the precision plots and the sub-figure below it for the track’s
plots for Figures 5.10, 5.11, 5.12 and 5.13). For all the sub-figures, the precision plots of
Boosting and CSRT, Tracker1 and 2a are included for comparison.
In other words, Tracker4 and 5 perform better or similarly in general compared to the
other trackers, when Boosting and CSRT can track independently of the colour image
segmentation but can only provide measurements when the SSIM index decides it. It is
more like a fusion of tracking from the colour image segmentation and either Boosting
or CSRT. The plots for the situation of missing data suggest that Tracker4 and 5 can
handle wrong and/or missing data sometimes. Indeed, for the sequence ob002− 01a,
Tracker4, 5 produced reliable trajectories despite the fact that Boosting was detecting
sometimes the background towards the end of the sequence while as mentioned before
Tracker5 missed detections in some of the frames where it was called. It is due to the
use of the last measurement when no new measurement is available at time step k and
to the utilization of the PF which takes few time steps to converge to a given location.
In general, by taking a close look at the plots corresponding to the case where the
second measurement furnisher was tracking in parallel, i.e. when there is no missing
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(a) Precision plots with missing data. (b) Precision plots without missing data.
(c) Trajectories for missing data. (d) Trajectories without missing data.
Figure 5.10: Tracker4, 5’s results for the sequence ob002− 01a when the corresponding
second measurement provider (Boosting, CSRT) is either missing data or not. For Sub-
figures (a) and (c), Boosting and CSRT are deliberately prevented from learning the tar-
get’s appearance during the turns of the colour image segmentation to assess the perfor-
mance of Tracker4, 5 when Boosting and CSRT furnish unreliable measurements some-
times. CSRT missed 109 frames on average in this case. The performance of Tracker1, 2a,
Boosting, CSRT, and the trajectories they produced are recalled for comparison with the
ones for Tracker4, 5. The ground truth is obtained from MIL. For Sub-figures (b) and (d),
Tracker5 performed better than CSRT.
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(a) Precision plots with missing data. (b) Precision plots without missing data.
(c) Trajectories for missing data. (d) Trajectories without missing data.
Figure 5.11: Tracker4, 5’s results for the sequence ob002− 01b when the corresponding
second measurement provider (Boosting, CSRT) is either missing data or not. For Sub-
figures (a) and (c), Boosting and CSRT are deliberately prevented from learning the tar-
get’s appearance during the turns of the colour image segmentation to assess the perfor-
mance of Tracker4, 5 when Boosting and CSRT furnish unreliable measurements some-
times. The performance of Tracker1, 2a, CSRT, and the trajectories they produced are
recalled for comparison with the ones for Tracker4, 5. The ground truth is obtained from
Boosting. For Sub-figures (b) and (d), Tracker4 outperforms the other trackers while
Tracker5 performed slightly better than CSRT.
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(a) Precision plots with missing data. (b) Precision plots without missing data.
(c) Trajectories for missing data. (d) Trajectories without missing data.
Figure 5.12: Tracker4, 5’s results for the sequence ob003 − 01 when the corresponding
second measurement provider (Boosting, CSRT) is either missing data or not. For Sub-
figures (a) and (c), Boosting and CSRT are deliberately prevented from learning the tar-
get’s appearance during the turns of the colour image segmentation to assess the perfor-
mance of Tracker4, 5 when Boosting and CSRT furnish unreliable measurements some-
times. The performance of Tracker1, 2a, CSRT, and the trajectories they produced are
recalled for comparison with the ones for Tracker4, 5. The ground truth is obtained from
Boosting. For Sub-figures (b) and (d), Tracker4 outperforms the other trackers while
Tracker5 performed better than CSRT.
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(a) Precision plots with missing data. (b) Precision plots without missing data.
(c) Trajectories for missing data. (d) Trajectories without missing data.
Figure 5.13: Tracker4, 5’s results for the sequence ob090 − 03 when the corresponding
second measurement provider (Boosting, CSRT) is either missing data or not. For Sub-
figures (a) and (c), Boosting and CSRT are deliberately prevented from learning the
target’s appearance during the turns of the colour image segmentation to assess the
performance of Tracker4, 5 when Boosting and CSRT furnish unreliable measurements
sometimes. CSRT missed on average 1649 detections in this case. The performance of
Tracker1, 2a, CSRT, and the trajectories they produced are recalled for comparison with
the ones for Tracker4, 5. The ground truth is obtained from CSRT. For Sub-figures (b)
and (d), Tracker5 outperforms the other trackers while Tracker4 performed similarly to
Boosting. Tracker1, 2a shifted to a similar animal in the target’s vicinity, in a few frames
before the end of the sequence.
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data (for Boosting and CSRT), Tracker4 and 5 performed better than the other track-
ers on the sequences where their second measurement provider was used to get the
ground truth. Such behaviour is expected since some of these trackers’ estimates coin-
cide with the ground truth. It shows that the proposed tracking framework works quite
well when the second provider produces accurate measurements. It demonstrates the
suitability of a precise method as the second measurement furnisher in the proposed
tracking framework (even if it might be at the cost of running-time). On the other hand,
Tracker5 performed better than CSRT alone in all of the video sequences (where CSRT is
not the reference-tracker), because it also involves the colour image segmentation. The
performance observed with both Tracker4 and 5 validates the hypothesis about the need
for a method able to accurately identify the target as the second measurement provider.
In the case where the second provider is accurate and independent of the colour
image segmentation, the latter can rely on the former. Indeed, such a second measure-
ment provider can catch up with the errors of the colour image segmentation. If the
second measurement provider interacts with the colour image segmentation by the in-
termediary of the anchor (as is the case with YOLOv3 in Tracker2), both measurement
providers can work in a complementary way and correct each other. However, they
can also induce failures in each other. In all of the cases (i.e. if the second measurement
provider tracks independently or dependently of the colour image segmentation), when
both measurement providers are prone to persistent errors, they can induce failures in
the proposed tracking framework and they can lead therefore to the inability of the latter
to recover.
Tables with Statistics (about SSIM, Running Times and Others) for some of the
Trackers
Tables 5.4, 5.6, 5.8 and 5.10 show results for trackers which are based on the proposed
tracking framework, for the sequences ob002− 01a, ob002− 01b, ob003− 01 and ob090−
03, respectively. In these tables, NS, NDS, RT, PFR, and NR are the number of frames
where the SSIM values were below the set threshold, the number of actual detections
in these frames, the total running time, the running time per frame, and the number of
times the particles have been resampled, respectively. For the trackers which have as
second measurement provider one of the OpenCV trackers, the OpenCV tracker’s name
is given in brackets as a reminder. Note that the range of values for statistics about the
SSIM index comprises between 0 and 1 instead of −1 and 1. It is because the absolute
value of the SSIM index is considered.
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SSIM Index values
The range of values for the SSIM index for the video sequences is between 0 and 0.3. One
might think that the maximal value of the SSIM index should be very close to 1. since the
initial target’s template has to match the initial animal’s appearance. However, it is not
the case here because of the precision errors that occurred when determining the initial
location. Indeed, to find the initial location for the target and the initial template, The
GNU image manipulation program (GIMP) was utilized. The imprecision in reading the
target’s location influenced the value of the SSIM in the first frame. For each sequence,
the previous statement was verified by sampling multiple patches around the initial
location and by comparing each of them to the initial template. The values were either
1. or very close to 1. as expected.
This test confirms that the SSIM index might not be appropriate to handle efficiently
change detections in the target’s appearance when the target has a small scale as is the
case for drones flying at high altitudes. However, the SSIM index is still a good basis for
relaying two measurement providers for small-scale targets.
Frequency of Particle Resampling
Tables 5.4, 5.6, 5.8 and 5.10) also report the number of times the particles were resam-
pled. For all of the sequences, resampling happened at almost every frame. Two reasons
which can explain this situation are identified. The resampling threshold of 2N/3 is too
high or the majority of the particles’ weights at a given time step have small values.
However, the latter hypothesis can be eliminated because the qualitative results show
that the particles are concentrated around the PF estimates in most frames. Also, if one
considers the frequency of the resampling itself, it means that the particles are almost
always equally likely. Therefore, it should be that the resampling threshold is not small
enough.
To verify the previous hypothesis, tests were performed for all of the trackers involv-
ing the PF with a threshold of 2N/60, apart from the ones where Boosting and CSRT do
not learn independently of the colour image segmentation (as these cases are no longer
relevant since it was established that preventing them from learning the target’s appear-
ance during the turns of the colour image segmentation is not beneficial for Tracker4
and 5). It was observed that with such a threshold, the resampling happens at least 7
times fewer and at most 6 times fewer than what was observed with 2N/3 for all the
sequences with similar performance.
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Running Times for some of the Trackers
Regarding the OpenCV trackers, TLD has the longest running time but TLD was not
able to consistently track the targets. MIL was slower than Boosting. It is probably
because MIL trains all of the weak classifiers on all the instances in a bag while Boosting
only trains on one sample.
For all of the sequences, Tracker2b’s running-time is lower than Tracker2a’s one as
expected. Recall that in Tracker2b, YOLOv3 is called not only when the SSIM index is
below the set threshold but also when the time step k is even. In Tracker2a, YOLOv3
is roughly called twice the number of times it is called in Tracker2b. The latter’s per-
formance did not degrade compared to the former due to the colour segmentation as
previously mentioned.
Since the colour segmentation is used in Tacker4, 5, these trackers’ running-times
are compromises between Tracker1’s running-time and the one of either Boosting or
CSRT. Tracker4 and Tracker5 can process 28.7 and 20.5 fps at most, respectively here.
The proposed tracking framework is suitable for real-time tracking as shown by the
running times of Tracker4, 5 when the second measurement provider is also fast. They
benefit from the speeds of the colour image segmentation, Boosting, and CSRT.
Table 5.4: Data for the trackers based on the proposed tracking framework for the se-
quence ob002− 01a. The latter sequence has 4489 frames in total. The SSIM threshold
here is 0.1. SSIM index statistics are between 0 and 1, given that the absolute value of
the SSIM index is considered here. NS, NDS, RT, PFR, and NR are the number of frames
where the SSIM values were below the set threshold, the number of actual detections
in these frames, the total running time, the running time per frame, and the number of
times the particles have been resampled, respectively.
Tracker
2a 2b 4 (Boost) 5(CSRT)
NS (frames) 2392 1109 1845 2391
NDS (frames) 633 386 1845 2391
SSIM Mean 0.099 0.103 0.106 0.100
SSIM STD 0.027 0.027 0.013 0.024
SSIM Max 0.199 0.202 0.180 0.272
SSIM Min 0.031 0.028 0.05 0.03
RT (min) 5.385 4.524 4.450 4.196
PFR (fps) 13.9 16.5 16.8 17.8
NR 4489 4487 4049 4347
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Table 5.5: Per frame and total running times for Tracker1, 3 and some of the OpenCV
trackers for the sequence ob002− 01a. RT and PFR are the total running-time and the
running time per frame, respectively.
Tracker Boost CSRT MIL
1 3
RT (min) 3.740 6.532 1.983 2.200 6.087
PFR(fps) 20 11.5 37.7 34 12.3
Table 5.6: Data for the trackers based on the proposed tracking framework for the se-
quence ob002− 01b. The latter sequence has 4499 frames in total. The SSIM threshold
here is 0.1. SSIM index statistics are between 0 and 1, given that the absolute value of
the SSIM index is considered here. NS, NDS, RT, PFR, and NR are the number of frames
where the SSIM values were below the set threshold, the number of actual detections
in these frames, the total running time, the running time per frame, and the number of
times the particles have been resampled, respectively.
Tracker
2a 2b 4 (Boost) 5(CSRT)
NS (frames) 2793 1033 2115 3155
NDS (frames) 411 240 2115 3155
SSIM Mean 0.085 0.105 0.105 0.076
SSIM STD 0.043 0.043 0.044 0.040
SSIM Max 0.242 0.307 0.294 0.270
SSIM Min 0.0002 0.005 0.003 0.0003
RT (min) 3.33 1.956 2.810 3.656
PFR (fps) 22.5 38.33 26.7 20.5
NR 4495 4497 4497 4495
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Table 5.7: Per frame and total running times for Tracker1, 3 and some of the OpenCV
trackers for the sequence ob002− 01b. RT and PFR are the total running-time and the
running time per frame, respectively.
Tracker Boost CSRT MIL
1 3
RT (min) 1.042 4.233 1.965 3.031 6.285
PFR(fps) 72 17.7 38.2 24.7 11.9
Table 5.8: Data for the trackers based on the proposed tracking framework for the se-
quence ob003− 01. The latter sequence has 4199 frames in total. The SSIM threshold
here is 0.08. SSIM index statistics are between 0 and 1, given that the absolute value of
the SSIM index is considered here. NS, NDS, RT, PFR, and NR are the number of frames
where the SSIM values were below the set threshold, the number of actual detections
in these frames, the total running time, the running time per frame, and the number of
times the particles have been resampled, respectively.
Tracker
2a 2b 4 (Boost) 5(CSRT)
NS (frames) 3354 1820 3243 3681
NDS (frames) 299 307 3243 3681
SSIM Mean 0.051 0.045 0.059 0.045
SSIM STD 0.027 0.026 0.029 0.025
SSIM Max 0.197 0.211 0.253 0.230
SSIM Min 0.002 0.001 0.002 0.0004
RT (min) 3.693 2.802 2.436 3.921
PFR (fps) 19 25 28.7 17.8
NR 4186 4187 4199 4198
Table 5.9: Per frame and total running times for Tracker1, 3 and some of the OpenCV
trackers for the sequence ob003 − 01. RT and PFR are the total running-time and the
running time per frame, respectively.
Tracker Boost CSRT MIL
1 3
RT (min) 1.461 3.982 2.436 3.129 5.852
PFR(fps) 47.9 17.6 28.7 22.4 12
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Table 5.10: Data for the trackers based on the proposed tracking framework for the
sequence ob090− 03. The latter sequence has 3595 frames in total. The SSIM threshold
here is 0.1. SSIM index statistics are between 0 and 1, given that the absolute value of
the SSIM index is considered here. NS, NDS, RT, PFR, and NR are the number of frames
where the SSIM values were below the set threshold, the number of actual detections
in these frames, the total running time, the running time per frame, and the number of
times the particles have been resampled, respectively.
Tracker
2a 2b 4 (Boost) 5(CSRT)
NS (frames) 2293 1083 2464 2278
NDS (frames) 25 18 2463 2278
SSIM Mean 0.095 0.099 0.092 0.091
SSIM STD 0.036 0.035 0.038 0.036
SSIM Max 0.242 0.253 0.242 0.24
SSIM Min 0. 0.010 0.01 0.002
RT (min) 3.06 2.497 2.570 2.980
PFR (fps) 19.6 24 23.3 20.1
NR 3589 3593 3594 3594
Table 5.11: Per frame and total running times for Tracker1, 3 and some of the OpenCV
trackers for the sequence ob090 − 03. RT and PFR are the total running-time and the
running time per frame, respectively.
Tracker Boost CSRT MIL
1 3
RT (min) 1.791 3.389 1.693 2.039 4.851
PFR(fps) 33.5 17.7 35.4 29.4 12.4
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5.2.3 A Case Study
This subsection presents the results obtained for the cows video, although the cows video
setup is different from the intended application of wildlife monitoring using drones. In-
deed, the video configuration suggests that filming was done with a static camera from
a side-view instead of at a high-altitude. Nevertheless, the cows video is used for testing
to show how the proposed VOT solution works in practice, in particular, in handling oc-
clusion. The cows video shows the occlusion of a cow (that is relatively static) by another
cow, which occludes the former in several frames. It is interesting to track the occluded
cow to get a sense of how the proposed framework works in such situations. Indeed,
it is not excluded that the target stops for a moment to rest, eat, etc. It is important to
consider this kind of situation primarily because the animal’s motion is the mirror of the
drone’s motion.
Similar to the previous section, this section is divided into sub-parts which are intro-
duced by headers. They indicate the subject in these sub-sections. These subjects are the
introduction to new trackers, the reasons why the precision plot is not utilized for the
cows video, the methodology used to manually handle performance evaluation on the
cows video, the results obtained, the interpretation of the results produced on the one
hand by the OpenCV trackers and on the other hand by the proposed VOT solution,
the results for the resampling and finally the results for some of the trackers’ speeds.
Also, note that this subsection shows a number of frame sequences that are interpreted
qualitatively.
Introduction to New Trackers
Similar to the videos in the MPI-AB dataset, tests were made for several trackers which
are the Tracker1, 2a, 2b, 3, the OpenCV trackers, and new trackers addressed as Tracker7, 8, 9
and 10. They resemble Tracker2a,2b, 4, 5, 6 in that they are the PF with two measurement
providers the colour image segmentation technique or either KCF, Median Flow, GO-
TURN or TLD, respectively, based on the SSIM index values (see Table 5.12). A number
of particles N = 2000 are employed here as the targeted cow has a size much more
important compared to the previous sequences.
Reasons for not Using the Precision Plot for the cows video
For this video, the precision plot is not a suitable performance for the following reasons:
• In this video, the animals are larger than the animals in the MPI-AB dataset. A
tracker’s estimate of the animal position can be located at any body-part of the
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Table 5.12: Components for Tracker7, 8, 9, 10 which are all based on the PF. CIS is the ab-
breviation for colour image segmentation. The second measurement provider is called
when the current SSIM value is below the set threshold.
Trackers Measurement provider(s) SSIM
Tracker7 CIS and KCF Yes
Tracker8 CIS and Median Flow Yes
Tracker9 CIS and GOTURN Yes
Tracker10 CIS and TLD Yes
latter. Given two trackers at a time step k, the distance between their respective
outputs for the animal’s location can be quite important (relative to a similar situ-
ation with the MPI-AB dataset) even if both trackers can locate the target animal.
For this reason, it is also not suitable here to select as the ground truth, the out-
puts of the most successful tracker implemented in OpenCV. Even with the actual
ground truth, the precision plot might still not be adapted although the location es-
timate errors should be less important than would be the case if the most accurate
OpenCV tracker’s outputs were selected as the ground truth.
• The occlusion happens along the x-axis, towards the end of the frames, and ap-
proximatively at half the total duration of the video sequence. Therefore, the pre-
cision plot cannot help to distinguish a tracker that shifted to the occluding animal
from a tracker which momentarily lost the target during the occlusion, especially
if it gave false positives along the y-axis. By similar reasoning, the ability of a
tracker like TLD to handle this specific occlusion cannot be captured by the pre-
cision plot if such a tracker has missed the target detection in some frames before
the occlusion.
To quantitatively evaluate the trackers’ performance on handling the occlusion in
the cows video, a manual count approach is employed. The manual count is performed
on the second half of the cows video since the occlusion does not happen in the first
frames and most trackers do not lose the target in these first frames. This sub video
sequence contains 459 frames. The reader is invited to consult Appendix B for a detailed
explanation about the methodology used to count the number of frames where a given
tracker does not loose the occluded cow. A tracker is declared successful in handling
the occlusion in the cows video if the number of frames where this tracker keeps tracking
the target is above a threshold number. The latter is obtained by counting the number
of frames the occlusion lasts in the sub video sequence.
Stellenbosch University https://scholar.sun.ac.za
Chapter 5. Tests and Results 94
Note that some of the trackers’ video outputs do not have all of the 459 cropped
frames. It is due to the OpenCV function used in Python to represent the trackers’ out-
puts on the initial video. Indeed, this function was not always able to produce all 459
frames for the trackers’ outputs. Yet, the maximal number of frames which were not
written in these video streams is 7. It would not significantly affect the results given
that for each tracker, it the ratio between their detections and their total frames that is
considered.
Results for the Manual Count for the Trackers
Tables 5.13 and 5.14 report the results for the successful and unsuccessful trackers, re-
spectively. In these tables, TD, TF, and DR are the total number of detections, the total
number of frames, and the ratio of detections, respectively.
Table 5.13: Results for the successful trackers on handling the cows video’s occlusion
case. TD, TF, and DR are the total number of detections, the total number of frames, and
the ratio of detections, respectively.
Tracker KCF MF GO-
TURN
TLD
2a 3 7 8 9 10
TD
(frames)
150 372 199 403 426 410 355 449 418 184
TF
(frames)
459 454 459 459 459 459 459 459 456 459
DR 0.327 0.819 0.434 0.878 0.928 0.893 0.773 0.978 0.917 0.401
These results are consistent with the trackers’ trajectories shown in Figure 5.14. The
left sub-figure presents the successful tracks, while the right one presents the failed
tracks. It can be observed that most of the trackers that failed followed the passing
cow, up to the moment where the latter started exiting the last frames. CSRT’s trajectory
went back to the frame’s origin when the moving cow started exiting the video. It is not
clear why it happened. Tracker1 and Tracker2b did not follow the moving cow, due to
the colour image segmentation which provided faulty measurements that were located
above the tracked cow. None of the successful trackers followed the occluding cow. Al-
though their trajectories are not regular since they were also confused by the occlusion,
it can still be seen that they are similar.
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Table 5.14: Results for the unsuccessful trackers on handling the cows video’s occlusion
case. TD, TF, and DR are the total number of detections, the total number of frames, and
the ratio of detections, respectively.




14 17 63 60 57 60
TF
(frames)
452 459 459 459 459 459
DR 0.031 0.037 0.137 0.131 0.124 0.131
(a) Successful tracks. (b) Failed tracks.
Figure 5.14: Trackers’ trajectories for the static and occluded cow in the cows video. All
trackers in the left sub-figure stayed on the target when the occlusion happened, while
apart from Tracker1 and 2b, all other trackers followed the occluding cow. CSRT’s track-
ing went back to the frame’s origin when the occluding cow started exiting the last
frames. Tracker1 and 2b started tracking a false positive located above the target. They
could not recover, primarily due to the use of the anchor.
Stellenbosch University https://scholar.sun.ac.za
Chapter 5. Tests and Results 96
Interpretation of the Results for the OpenCV Trackers
Boosting and MIL failed in handling the occlusion since they learn the target’s appear-
ance online and use samples around the previously estimated location for training back-
ground/foreground classifiers. It seems that they tend to forget the initial target’s ap-
pearance since they update their weak classifiers by using training examples extracted
from the current estimated location. This suggests that Boosting and MIL adapt rapidly
to changes in the target’s appearance. CSRT also tracked the passing cow after the occlu-
sion. It might be because of the involvement of the channel reliability maps. It is possible
that the CF did not benefit from the colour channels of the regions which contain the two
cows since CSRT normalizes the channels’ contributions. Indeed, since both cows have
similar colours, the channel which makes the difference between the cows might have
been inhibited.
In contrast, TLD was able to accurately distinguish the target from the occluding
cow. Some of the false positives observed with TLD were due to the detection of a cow
which resembles the target and which is grazing at the beginning of the frames. KCF
seems to learn good representations of objects when they are more or less static.
GOTURN and Median Flow handled the tracking well. This was unexpected given
that, the former can fail in cases of long-term occlusions [12] (which is typically the case
for the cows video) while the latter’s keypoints tend to scatter during occlusions [95].
However, it is mentioned in [12] that when GOTURN handles an occlusion it is because
the network remembered the target due to the use of the previous frame. The success of
Median Flow might be explained by the lack of motion observed with the target and
the resemblance in the two cows’ shapes. Indeed, the majority of the keypoints used by
Median Flow to detect the target should have been the same as the ones detected for the
second cow during the full occlusion.
Interpretation of the Results for the Trackers which are based on the Proposed
Tracking Framework
Tracker2a, 7, 8, 9, 10 succeeded so well because the SSIM index permits the occluding
cow to be distinguished from the initially-tracked cow. Indeed, in this case, the range of
values given by the SSIM index was between 0.48 and 0.75. The reason for such a good
range of values is related to the lack of motion of the tracked cow and its size. The latter
reduces the impact of the uncertainty around the anchor on the SSIM values compared
to that of a small target. One might improve the PF tracking framework with relay
between different measurement providers by proposing a similarity index less sensitive
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to translation-related changes and changes in scale.
In the following, frame sequences generated from Tracker1, 2a, KCF, and Tracker7 are
presented on single runs. The frames are taken at interval 13 frames, starting from the
518th frame of the cows video. Similar to Figure 5.8, outputs from single runs are used
because one needs to refer to the bounding boxes and to the ROI to interpret qualitative
results. For these trackers, the SSIM values are also displayed on top of their frames. A
value of 0.6 is also used as SSIM threshold for these tests.
For figure 5.15, Tracker1 was tracking the target while the passing cow was approach-
ing. As long as the occlusion started, it lost the target for a false positive located above
the initial target. Since Tracker1 relies on colour cues, it is possible that the proxim-
ity of the occluding cow produced a shadow which resulted in an illumination change.
Tracker1 got trapped by this false positive above the target and could not recover due to
the anchor.
Figure 5.15: Example of Tracker1 failure in handling the occlusion of the cows video.
Frames are displayed from left to right and from top to bottom starting with the 518th
frame with interval 13 frames. The SSIM index detected a change as soon as the oc-
cluding cow started passing in front of the target cow. Tracker1 started tracking a false
positive above the target and could not recover because of the anchor involvement.
In figure 5.16, it can be seen that all of the frames with the SSIM index below the value
0.6 contain a red box. It is the ROI where YOLOv3 is supposed to detect the target. Some
of these red boxes overlap with the bounding box produced by YOLOv3 while others
do not. The latter case means that YOLOv3 was not able to detect the target. This case
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could have resulted in the failure of Tracker2a primarily if the PF was not used. Indeed,
it is due to the use of the particles to estimate the target’s position that the tracking
did not fail when there was a missed detection. In addition, in the proposed tracking
framework, the last measurement is used at the current time step if no new measurement
arrives. Yet, if the missed detections persist, the only chance for the tracker to recover is
the presence of the SSIM index to call for the colour image segmentation. This suggests
that the proposed framework is robust to occasional missed detections but can fail if no
reliable measurements arrive.
0.677 0.757 0.581 0.574 0.570 0.546
0.550 0.535 0.534 0.483 0.485 0.486
0.471 0.550 0.588 0.583 0.570 0.593
0.581 0.576 0.578 0.582 0.585 0.582
Figure 5.16: Example of occlusion handling with Tracker2a on the cows video for a SSIM
threshold of 0.6. Frames are displayed from left to right and from top to bottom starting
with the 518th frame with interval 13 frames. Above each frame is the corresponding
SSIM value. These values are less than the set threshold in most frames displayed. This
justifies the call of YOLOv3. Yet, YOLOv3 is not able to detect the cow in some of these
frames. The head and the feet of the cows are salient features for YOLOv3.
The frame at the 2nd row and 6th column shows that YOLOv3 detected the passing
cow, while in the following frame it was able to get back to the initial target. It is not
clear why YOLOv3 was able to detect the targeted cow. But it is possible that the tar-
geted cow’s features were more salient than the features of the passing cow, especially
inside the ROI. Indeed, one outlier case where Tracker2a followed the passing cow was
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observed. The estimate varies from one run to another due to the noise in the motion
model. For the outlier case, the ROI might have been centered at an anchor which posi-
tion favoured the detection of the passing cow by YOLOv3 rather than the targeted cow
as observed for the currently presented example and for the averaged results presented
earlier.
Nevertheless, this example shows on the one hand the importance of the anchor in
the framework. On the other hand, it also shows that it is important to use for the second
measurement provider a method able to accurately detect the initially tracked animal
when the SSIM index signals a potential change if one is more interested in tracking a
specific animal than a group of similar animals (i.e. animals which have similar colour
and shape). YOLOv3 could be explicitly trained on the animal to monitor. Yet, YOLOv3
is trained to recognize a cow in general. It explains why YOLOv3 detects primarily the
cow’s head and feet which are salient features. It impacts YOLOv3’s location estimate
which tends not to be the animal’s center. This justifies the importance of using a method
different from the precision plot to evaluate the trackers’ performance for the cows video
and its occlusion.
The results presented in Figure 5.17, as well as the ones obtained for Tracker8, 9 and
10, support the importance of using for the second measurement provider in the pro-
posed tracking framework, a method able to accurately recognise and localize the target.
In the second last frame of this sequence, the SSIM value of 0.614 and the large bound-
ing box (due to both cows segmented as a single object) indicate that the measurement is
furnished by the colour image segmentation. In subsequent frames, KCF was called and
able to successfully find the target by dint of the latter’s discriminative features and/or
lack of motion. Figure 5.18 shows successful tracking by KCF.
Note that the occluding cow has been tracked also with some of the previous track-
ers. For clarity, results and analyses are presented in Appendix B.
Tables with Statistics (about SSIM, Running Times and Others) for some of the
Trackers for the occluded cow
Tables 5.15 and 5.16 present other results for some trackers for the cows video. For the
trackers with as the second measurement provider, one of the OpenCV trackers, the
OpenCV tracker’s name is reminded in brackets.
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Table 5.15: Data for the trackers based on the proposed tracking framework for the
cows video. The cows video has 980 frames in total. The SSIM threshold is 0.6. SSIM
index statistics are between 0 and 1, given that the absolute value of the SSIM index is
considered here. NS, NDS, RT, PFR, and NR are the number of frames where the SSIM
values were below the set threshold, the number of actual detections in these frames, the
total running time, the running time per frame, and the number of times the particles
have been resampled.
Tracker
2a 2b 7 (KCF) 8 (MF) 9 (Goturn) 10 (TLD)
NS (frames) 419 83 253 413 312 251
NDS (frames) 234 11 253 413 312 251
SSIM Mean 0.622 0.639 0.637 0.629 0.644 0.638
SSIM STD 0.061 0.038 0.041 0.049 0.052 0.042
SSIM Max 0.742 0.740 0.745 0.748 0.752 0.749
SSIM Min 0.487 0.566 0.571 0.544 0.547 0.550
RT (min) 3.159 1.184 1.044 0.79 1.688 2.99
PFR (fps) 5.2 13.8 15.7 20.7 9.7 5.5
NR 440 454 410 456 457 403
Table 5.16: Per frame and total running times for Tracker1, 3 and the OpenCV track-
ers used in Tracker7, 8, 9, 10, respectively for the cows video. RT and PFR are the total
running-time and the running time per frame, respectively.
Tracker KCF MF GOTURN TLD
1 3
RT (min) 0.433 6.37 0.440 0.264 1.168 2.412
PFR(fps) 37.7 2.6 37.1 62.8 13.9 6.8
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0.670 0.726 0.592 0.607 0.608 0.594
0.621 0.596 0.594 0.605 0.606 0.587
0.591 0.609 0.623 0.596 0.595 0.599
0.609 0.610 0.609 0.610 0.614 0.597
Figure 5.17: Example of occlusion handling with Tracker7 on the cows video for a SSIM
threshold of 0.6. Frames are displayed from left to right and from top to bottom starting
with the 518th frame with interval 13 frames, apart from the last two frames which have
interval 14 frames. Above each frame is the corresponding SSIM value. In some of the
frames, the measurements from the colour image segmentation are above the target.
But, Tracker7 did not get stuck tracking the false positive above the target because KCF
provided reliable measurements.
Results for Particle Resampling
There is resampling almost every two frames. That is half what was observed for the
sequences of the MPI-AB dataset for the threshold 2N/3. It is because the same value is
utilized as the resampling threshold. It corresponds here (for the cows video) to the value
2N/30. Tests were also repeated for the occluded cow with the trackers that involve the
PF with a threshold of 2N/600. A lower frequency of resampling is observed. It is
5 to 4 times less than the frequency observed with the threshold 2N/30 with similar
performance. This confirms that the resampling threshold was the source of such a
frequent resampling for 2N/30. It also suggests that the performance of the proposed
VOT solution might not be affected by the number of resampling, if the set threshold
enables a minimum number of resampling. It is probably due to the use of the anchor
and the two measurement providers.
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Figure 5.18: Example of occlusion handling by KCF on the cows video. Frames are dis-
played from left to right and from top to bottom starting with the 518th frame with
interval 13 frames. KCF successfully handled the occlusion.
Fastest Trackers
When tracking the relatively static cow, Tracker9 and 10 are more suitable than the other
trackers with the same framework for the cows video. But Tracker8 is faster than Tracker9
and Tracker10 due to Median Flow. Median Flow uses a basic way to represent and
track the target relative to the other trackers that involve costlier techniques in terms
of computation. Similar to the observation made for the MPI-AB sequences, Tracker8
benefited from the running speed of Median Flow.
5.3 Handover
This section firstly simulates the communication protocol designed for the handover.
Secondly, this section presents the mechanism by which DroneB verifies if it locked its
camera on the target tracked by DroneA.
5.3.1 Communication Protocol Simulations
The following tables present simulations of the proposed handover communication pro-
tocol (presented in Subsection 4.3.3 of the previous chapter) with β = 1, nA = 3, nB = 3
and therefore ∆B = k′, ∆A = k′. Recall that k′ is the time step for the handover communi-
cation protocol. It is defined by k′ = k + αζ with α = 0, 1, 2, 3, · · · and ζ = 1/ζ ′, ζ ′ ∈ N.
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For clarity, the messages KAρ, KBKAρ and KAKBKAρ are represented by 1 , 2 and
3 , respectively. The syntax "Wait 3|1 " means that DroneB is waiting for either 1 or
3 since there is no guarantee that its previous message was delivered to DroneA. The
handover communication protocol begins after both drones have aligned at a given time
step k of the target’s tracking by DroneA. The variable k′ can then be initialised with this
time step k.
Table 5.17 shows results in the case of a perfect exchange, i.e. without any message
loss or any drone inability to receive or send a message. The handover’s outcome is
positive since DroneA was able to hand the tracking to DroneB and to return home. The
whole process took only four-time steps, with regards to the chosen ∆A = ∆B = k′.
All remaining tables present cases where messages got lost at some point in the han-
dover communication protocols. Note that although the study refers only to the absence
of message as message loss, these tables are also valid in the cases of non-emission and
non-receipt of messages, because for the drone-receiver all three situations appear as a
message loss situation.
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1 1 2 Wait 1
k′ + 4ζ Pass 3 : Delivered 0 0 3 Receive 3
Track
k′ + 5ζ Pass
In Table 5.18 the first message sent at time k′ + ζ by DroneA was lost. Since no drone
knows about this fact, DroneA waited to receive DroneB’s acknowledgement while
DroneB waited to receive the first message. Conditions about the closure of DroneA’s
receptive window and the maximal number for sending a level 1 message permitted
DroneA to retry to send its message. DroneB waited for three-time steps as a result of
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the constraint about the maximal time of the receptive window for DroneA’s first mes-
sage, i.e. nA(β + 1) = 6 here. Since DroneA’s second attempt was successful and no
more messages were lost, DroneA was able to return home at the end of the handover
while DroneB continued the tracking. Hence, the first message loss did not compromise
the positive outcome of the handover although it increases the total duration by two
more steps relative to the perfect exchange presented in Table 5.17. One of them was
used by DroneA to wait for DroneB’s response while the second was for DroneA’s first
attempt. This shows the impact of both the duration of the drones’ receptive windows
and the maximum number of message-sending tries on the handover total duration.
Table 5.18: The first message got lost the first time it was sent. Handover is successful
because DroneA can try to send again its first message after waiting a certain time. The





ctrD nTA wA Message
states
wB nTB lev DroneB’s
actions
k′ = k 0 0 0 0 1
k′ + ζ Send 1 1 1 0 1 : Lost 1 0 1 Wait 1
k′ + 2ζ Wait 2 1 1 1 2 0 1 Wait 1
k′ + 3ζ Send 1 1 2 0 1 : Sent 3 0 1 Wait 1















0 2 : Delivered
3 : Sent
1 1 2 Wait 3|1
k′ + 6ζ Pass 3 : Delivered 0 0 3 Receive 3
Track
k′ + 7ζ Pass
In the scenario of the impossibility of having the first step of the handover commu-
nication protocol completed as presented in Table 5.19, the total duration is eight-time
steps. The first six-time steps correspond to the total waiting time of DroneB. This sug-
gests that the number of DroneA’s tries should be carefully tuned. However, it also
gives more chances to DroneA to be relayed. Although the protocol’s outcome was not
positive in this case for the first DroneB candidate, the availability of the possibility for
calling another DroneB could result in the handover success.
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Table 5.19: The first message got lost three times successively. Handover did not lead
to success yet, i.e. with the first DroneB candidate. DroneB waited for a total of






ctrD nTA wA Message
states
wB nTB lev DroneB’s
actions
k′ = k 0 0 0 0 1
k′ + ζ Send 1 1 1 0 1 : Lost 1 0 1 Wait 1
k′ + 2ζ Wait 2 1 1 1 2 0 1 Wait 1
k′ + 3ζ Send 1 1 2 0 1 : Lost 3 0 1 Wait 1
k′ + 4ζ Wait 2 1 2 1 4 0 1 Wait 1
k′ + 5ζ Send 1 1 3 0 1 : Lost 5 0 1 Wait 1
k′ + 6ζ Wait 2 1 3 1 6 0 1 Wait 1
k′ + 7ζ Call New
DroneB
2 0 0 Return
k′ + 8ζ Pass Pass
The case shown in Table 5.20 demonstrates that the loss of DroneB’s response hardly
results in the handover failure due to the fact that DroneB can also send messages nB
times at most. The last case considered, i.e. Table 5.21, confirms that it is not enough that
both drones exchange level 1 and level 2 messages, because it is important that the third
message is delivered to DroneB. Indeed, it is necessary that DroneB has the confirmation
that DroneA is returning home and is not calling another DroneB candidate.
5.3.2 Simulation of the Method for the Target Identity Validation
The mechanism for the validation of the identity of the target during handover (steps
11 − 15 of Algorithm 3) is simulated for all the video sequences, under the assump-
tion that the drones involved have the same altitude and the same orientation. These
assumptions are realistic because one can employ the drones’ GPS (or another global
localization system) to correct the drone-peer’s position relative to the drone-tracker’s
one. As a reminder, the location where the handover happens in the field should be
selected carefully by the drone-tracker to promote the strength of the GPS signal. This
choice could be achieved by the drone-tracker based on information received from sen-
sors able to detect surrounding obstacles (trees for example). The two drones’ orien-
tations for handover could be preset. It is important that these conditions are met for
the relay of the tracking because the drone-tracker and the drone-peer only rely on the
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Table 5.20: The second and third messages got lost. The handover was successful be-





ctrD nTA wA Message
states
wB nTB lev DroneB’s
actions
k′ = k 0 0 0 0 1
k′ + ζ Send 1 1 1 0 1 : Sent 1 0 1 Wait 1








k′ + 3ζ Send 1 1 2 0 1 : Lost 1 1 2 Wait 3|1
k′ + 4ζ Wait 2 1 2 1 2 : Sent 0 2 2 Send 2





0 2 : Delivered
3 : Sent
1 2 2 Wait 3|1
k′ + 6ζ Pass 3 : Delivered 0 0 3 Receive 3
Track
k′ + 7ζ Pass
Table 5.21: DroneA’s last message got lost. The handover was not successful because






ctrD nTA wA Message
states
wB nTB lev DroneB’s
actions
k′ = k 0 0 0 0 1
k′ + ζ Send 1 1 1 0 1 : Sent 1 0 1 Wait 1













0 2 : Delivered
3 : Lost
1 1 2 Wait 3|1
k′ + 4ζ Pass 0 2 2 Send 2
k′ + 5ζ 1 2 2 Wait 3|1
k′ + 6ζ 0 3 2 Send 2
k′ + 7ζ 1 3 2 Wait 3|1
k′ + 8ζ Return
k′ + 9ζ Pass
Stellenbosch University https://scholar.sun.ac.za
107 5.3. Handover
information that they capture with their cameras since no tracking devices are attached
to the target.
The study considered that FOVA during a handover is the 200th frame for sequences
ob002− 01a, ob002− 01b and the cows video, the 1000th frame for the sequence ob003−
01, the 600th frame for the sequence ob090− 03. Before selecting these specific frames,
it was ensured that the target’s location estimate was reliable as the outputs produced
by Tracker2a are used. In Algorithm 3, there is a step which permits DroneA to send the
relevant information to DroneB, only if there is a minimal similarity between the initial
template and the current target’s appearance.
In order to derive FOVB, all of the pixels in x and y directions have to be translated
by tx and ty, respectively. In the ideal scenario depicted in Figure 4.5, tx is proportional
to the real distance separating the two drones along the horizontal axis while ty is zero
as the drones alignment is perfect along the vertical axis. However, for the simulations
to better reflect real-life scenarios, all of the pixels are instead translated by tx′ = tx + γ
and ty′ = ty + γ where γ is zero-mean Gaussian white noise since the drones’ FOVs are
not always stable during a flight. Figure 5.19 shows a simulation of both drones’ FOVs
for the sequence ob002− 01b.
(a) DroneA’s FOV. (b) DroneB’s FOV.
Figure 5.19: FOVs simulated for both drones for the sequence ob002− 01b at k = 200.
The original images are cropped for more clarity. DroneA has a better perspective of the
left side of the scene because it is at the left of DroneB (see Figure 4.5). Similarly, DroneB
has more information on the right side of the scene. A simple way to understand both
drone’s FOVs operation is to make an analogy with how human-eyes work.
Furthermore, note that tx and γ can be empirically determined for real-world appli-
cations. Three methods have been tested to compute the SSIM index to be compared
to a threshold value in order to determine the success of the handover. Indeed, the ob-
jective is to identify the most suitable approach amongst the three that provide the best
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location for the target in the field of view of the drone-peer. This location corresponds
to the initial anchor of DroneB’s tracking (if the handover is successful).




k) is translated using the computed trans-
lation factors tx and ty, with in addition a noisy component also drawn from γ, to




k ), as shown in the following equation:ai′k ← aik + tx + γik,xbi′k ← bik + ty + γik,y with xik(aik, bik). (5.3.1)
In this equation, the variables γik,x and γ
i
k,y drawn from γ are added to the particles’
components. Once again, it is because the drones’ FOVs are not perfectly stable
and the exact value of the noise, that add to the computed distance (from tx, ty)
between the elements in the FOVs of the two drones is not known. Next, DroneB
computes an estimate of the animal’s centre location using DroneA’s translated














An ROI surrounding this estimated location can then be extracted from FOVB and
compared to the ROI (with same dimensions) around the animal in FOVA with the
SSIM index.
• For the second method, similar to the first method, the positions of the translated
particles are computed (Equation 5.3.1). Next, the SSIM measure is determined





k ). The centre of the ROI which produces the highest SSIM value can then
be used to update the estimate of the tracked animal’s position in FOVB.
• The third method follows the same steps as the previous, except that the parti-




k ). They are generated by adding Gaussian
white-noise γ′ to the estimate of the animal’s location as shown in the following
equation: ai′′k ← â′k + γi′k,xbi′′k ← b̂′k + γi′k,y with x̂′k(â′k, b̂′k). (5.3.3)
Note that the indices x and y in γi′k,x and γ
i′
k,y indicate the directions in which the latter
are applied. The animal’s location is also estimated similarly to what is performed for
the first method (see Equation 5.3.2).
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For the MPI-AB sequences, results for 100 tests per method, tx = 200 pixels, ty = 10
pixels, γ ∼ N (0, 62), γ′ ∼ N (0, 82) and a m × m window for the ROI are reported in
the following tables, where the time corresponds to the running time of a single test.
Table 5.22 shows results for the MPI-AB sequences for the three methods with the same
number of particles which is the initial number (200) used by DroneA to track the animal
up to the handover. Table 5.23 only shows results for different values of the number of
particles (NP) for the third method. Tables 5.24 and 5.25 contain results for the cows video
in the same conditions apart from the number of tests which is 20 as a more important
number of particles (2000) is used here.
Note that Figures 5.20 and 5.21 also show some graphical examples for the three
methods for sequence ob002− 01b. The examples selected are representative of the av-
erage behaviour for a given method.
The first method performs worse compared to the others (see Tables 5.22 and 5.24). It
is because of the uncertainty which adds to the computed distance between elements in
the two drones’ FOVs. Apart from the cows video, for this method, the SSIM index lies in
a small range of values similar to the ranges observed for the tests of the VOT solution
on the sequences ob002− 01a, ob002− 01b, ob003− 01 and ob090− 03. It confirms that
the SSIM index is sensitive to pixel precision, i.e. to the translation in the positions of
animals to compare, especially when they have a small scale.
The second and third methods perform similarly at an equal number of particles
since they both make use of multiple hypotheses drawn around the PF estimate. The
same reasoning explains why with more particles when using the third method, the
SSIM index also increases (Tables 5.23 and 5.25). However, the gain in performance
negatively affects the running time, especially in the case of the cows video. One good
compromise would be to use the third method with a relatively high number of particles
for small targets and to use the second method for medium/large scale targets. Yet, the
use of the first method is not excluded for targets that have a large scale.
5.4 Discussion
The results for the proposed tracking framework on the MPI-AB dataset show that
YOLOv3 is not convenient as the second measurement provider when the animals ap-
pear small from high altitudes because YOLOv3 misses detections. It was the case for
most of the frames where YOLOv3 was called. This problem is worsened by the use of
the ROI. Yet, the ROI is important here because it is meant to further reduce YOLO’s
running time and to mitigate its inability to accurately distinguish the background from
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Table 5.22: SSIM index statistics for 100 tests and 200 particles for the three methods
(MTD). The range of values for the SSIM index is between -1 and 1.
ob002-01a ob002-01b ob003-01 ob090-03
MTD 1 2 3 1 2 3 1 2 3 1 2 3
Mean 0.21 0.58 0.64 0.14 0.62 0.70 0.04 0.57 0.59 0.35 0.77 0.73
STD 0.01 0.21 0.22 0.02 0.20 0.17 0.01 0.23 0.23 0.04 0.14 0.13
Max 0.24 0.97 0.97 0.17 0.83 0.83 0.08 0.97 0.97 0.42 0.99 0.99
Min 0.19 0.26 0.28 0.10 0.23 0.24 0.02 0.25 0.24 0.28 0.45 0.44
Time(s) .007 0.9 0.93 .005 0.6 0.6 .005 0.6 0.6 .005 1. 1.
Table 5.23: SSIM index statistics for 100 tests for Method 3 with a different number of
particles. The range of values for the SSIM index is between -1 and 1.
ob002-01a ob002-01b ob003-01 ob090-03
NP 400 600 800 400 600 800 400 600 800 400 600 800
Mean 0.75 0.80 0.85 0.78 0.82 0.82 0.70 0.75 0.81 0.86 0.89 0.89
STD 0.20 0.17 0.14 0.10 0.02 0.05 0.21 0.18 0.17 0.12 0.10 0.10
Max 0.97 0.97 0.97 0.83 0.83 0.83 0.97 0.97 0.97 0.99 0.99 0.99
Min 0.28 0.31 0.56 0.46 0.75 0.48 0.32 0.28 0.40 0.56 0.72 0.72
Time(s) 1.8 2.7 3.7 1.2 1.9 2.4 1.2 1.9 2.5 1.3 1.9 2.5
Table 5.24: SSIM statistics for 20 tests and 2000 particles for the three methods (MTD).
The range of values for the SSIM index is between -1 and 1.
cows video
MTD 1 2 3
Mean 0.75 0.986 0.993
STD 0.03 0.01 0.004
Max 0.80 0.994 0.994
Min 0.71 0.953 0.98
Time (s) 0.03 50 49.9
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Table 5.25: SSIM statistics for 20 tests for Method 3 with a different number of particles.
The range of values for the SSIM index is between -1 and 1.
cows video
NP 4000 6000 8000
Mean 0.994 0.994 0.994
STD 0. 0. 0.
Max 0.994 0.994 0.994
Min 0.994 0.994 0.994
Time (s) 99.6 149.3 201.2
(a) DroneA’s FOV. (b) DroneB’s FOV with the 1st method.
SSIM = 0.148.
(c) DroneB’s FOV with the 2nd method.
SSIM ∈ [0.017, 0.590].
(d) DroneB’s FOV with the 3rd method.
SSIM ∈ [0.040, 0.668].
Figure 5.20: DroneA’s FOV and DroneB’s FOV for the sequence ob002− 01b at k = 200
for the three methods with N = 200 particles which are represented in red. For a sub-
figure, the white ROI contains a particle (also in white) that is the less likely animal’s
location. The green particle (which has an ROI also in green) corresponds to the most
likely location.
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(a) DroneA’s FOV. (b) DroneB’s FOV with N = 400 particles.
SSIM ∈ [0.040, 0.847].
(c) DroneB’s FOV with N = 600 particles.
SSIM ∈ [0.017, 0.902].
(d) DroneB’s FOV with N = 800 particles.
SSIM ∈ [0.044, 0.902].
Figure 5.21: DroneA’s FOV and DroneB’s FOV for the sequence ob002− 01b at k = 200
for the third method. N = 400, 600, 800 particles which are represented in red. For a
sub-figure, the white ROI contains a particle (also in white) that is the less likely animal’s
location. The green particle (which has an ROI also in green) corresponds to the most
likely location.
the foreground. The ROI acts like blinkers and helps YOLOv3 to focus on a small patch
containing the target. In addition, YOLOv3 is unable to recognize the target when other
animals come into the vicinity of the latter despite the use of the ROI. It is because
YOLOv3 was not explicitly trained to recognize the target.
But, it might not help much to train YOLOv3 on the specific targets given their scale,
unless the tracking framework is used to track a group of animals with similar features
instead of a specific animal. It is generally the case for group of animals from the same
species. For a human observer, it is also difficult to differentiate the animals from a high
altitude, especially when they resemble to each others. One element which helps the
human observer is that the latter has prior information of the target’s trajectory. It is also
one of the reasons why Boosting and CSRT were able to learn the target’s appearance
from such an altitude. Amongst the other reasons are the involvement by these methods
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of specific features such as the orientation histograms, the Haar-like features and the
channel and spatial reliability scores to model the target.
The results that support the importance of the target’s previous trajectory for Boost-
ing, CSRT and hence for Tracker4, 5, are those of the first sub-figure of Figures 5.10,
5.11, 5.12 and 5.13. In these cases, the performance of Tracker4 and Tracker5 were af-
fected negatively because, Boosting and CSRT could not always provide reliable mea-
surements to the PF in Tracker4 and Tracker5 since Boosting and CSRT were deliberately
prevented from learning the target’s appearance when the colour image segmentation
was called by the SSIM index. Recall that this was performed to assess the robustness
of Boosting and CSRT to missing data (missing frames) and hence the robustness of
Tracker4, 5 to missing/uncertain measurements from the second measurement provider.
CSRT missed detections in the video sequences ob002− 01a and ob090− 03. The drop
in performance for Boosting and CSRT in case of missing data, also shows why the
ROI is not suitable in the proposed tracking framework when the second measurement
provider is a kernel or a correlation-filter based tracker. Indeed, the use of the ROI in-
duces imprecision in the locations where Boosting and CSRT expect to find the target,
because the ROI is centered at the anchor which is uncertain.
For the above mentioned sub-figures (i.e. the first sub-figure of Figures 5.10, 5.11,
5.12 and 5.13), Tracker5 shows average performance, primarily because of the presence
of the SSIM index and the colour segmentation technique. But, it is also due to the
use of the previous measurement available and the PF when no new measurements are
provided. In fact, without counting CSRT’s number of detections in Tracker5’s results
(when CSRT cannot learn independently of the colour segmentation), one would not
have known that most of the measurements were provided by the colour image seg-
mentation.
Apart from in video ob090− 03, Tracker1 performs quite well. However, it is better
to consider using the proposed tracking framework because of the difficulty of Tracker1
when the foreground and background are similar and when there are many false posi-
tives in frames following the use of the colour segmentation. Ensemble techniques are
more beneficial for tracking since different types of challenges can be observed for a
video sequence and handled by a tracker more adapted to that challenge than the oth-
ers in the ensemble. As a matter of fact, a given method can only outperform others
on a given class of challenges. No Free Lunch Theorems (NFLTs) state that given a set
of problems, an algorithm can only perform well on a subset while its performance de-
teriorates on the remaining problems [131; 132]. The second sub-figure of Figure 5.13
illustrates this fact for Tracker4 and 5 relative to Tracker1. Boosting also performed quite
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well for the sequences in the MPI-AB dataset. But Boosting could not handle the occlu-
sion case in the cows video (when the target was the cow with limited movements).
One can recommend Tracker4, 5 (with no missing data for Boosting and CSRT) for
targets viewed from high altitude. Tracker9 could be more suitable with drones’ footage
recorded at a relatively low altitude and for targets that move slowly. Also (with Tracker9),
GOTURN might require to be trained. For small targets with fast motions, KCF and Me-
dian Flow might not be adapted.
The results on the sequences from the MPI-AB dataset show that MIL’s tracking is
less precise than the ones for Boosting, CSRT, and some of the proposed trackers. But
MIL performed better than the other OpenCV trackers. MIL tends to track the target’s
shadow. YOLOv3 also detects sometimes the target with its shadow. This suggests that
the time of the day can impact the outcome of tracking. Furthermore, the daylight might
influence the measurements of the colour image segmentation. To mitigate such influ-
ence, the frames captured by the drones could be preprocessed to remove the animals’
shadows and adjust the illumination in the frames. One has to be aware of such chal-
lenges in the field.
Tracker2’s framework and all of the other trackers which are based on the proposed
tracking framework can handle intermittent missing and/or wrong data even if the lat-
ter can lead to location estimates which are less precise (i.e. which are close to the tar-
get’s boundaries). Yet, they are sensitive to persistent wrong measurements (even with
in between reliable measurements). When they handle missing measurements, it is pos-
sible due to the use of the previous measurement if no new observation is available and
to the PF’s convergence. Their inability to recover when they lose the target is aggra-
vated by the presence of the anchor. Indeed, for Tracker2, all measurements are sampled
around the anchor while for the others, the CIS keeps producing observations around
the anchor.
With the MPI-AB video sequences, it was observed that the SSIM index is not adapted
enough when used in the proposed VOT solution. It is not suitable for the tracking of
animals in video frames captured by drones at high altitudes. The ranges of SSIM values
observed with the MPI-AB videos compared to the cows video supports this observation
even though the targeted cow also barely moves. It is also evidenced by the sensitivity
of the SSIM index to pixel errors for small image patches observed with the validation
of the target’s identity during a handover when applying the first method. Moreover, it
was observed that the second and the third method were more relevant for the confirma-
tion of the target’s identity during a handover because both methods involve multiple
hypotheses where one can find the target in FOVB.
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One can improve the proposed tracking framework, in particular for small objects,
by replacing the SSIM index with a method more sensitive to the target’s changes in
appearance. In this case, a detection module able to accurately detect the target is still
required to correct the colour image segmentation. Indeed, when the similarity measure
signals a change in appearance, the detector can bring the colour image segmentation
back on the target after successive detections. This was the initial idea. Recall that suc-
cessive detections will be needed because of the PF’s convergence. Indeed, the PF needs
more than one accurate measurement for the majority of the particles to displace to a
certain location especially if this location is relatively far from the PF’s actual position.
It is the principle by which the PF can handle occasional imprecise or missing measure-
ments. As mentioned before, the requirement of accurate initial measurements can be
helped by restricting the area where the particles are initially generated. One might not
need to use the PF if both the similarity index and the second measurement provider
have very good performance.
For targets that frequently move or undergo different appearance changes, one can
update the initial template periodically. But, instead of changing the template to a patch
extracted in initial frames, a pool of templates containing multiple appearances of the
target can be employed. For example, one can generate several templates by periodically
rotating the initial template to capture changes in the pose and moreover scale some of
these templates to represent changes in the scale. The former way of updating is not
recommended because there is the risk that the new template would be taken when the
target’s appearance has completely changed (for example due to occlusion). Regarding
the approach of a set of templates, at the template update time, the current appearance
of the target could be compared to all of the templates in the pool and the one with the
highest similarity could be selected as the new template. The range of SSIM index could
benefit from having such a set of templates.
Furthermore, one can associate a subset of templates to a given OpenCV tracker (or
any other tracker) in such a way that the most suitable tracker would be selected as the
measurement provider, allowing more than two providers for the PF. For example, if the
selected template represents a reduction in scale, a tracker like Boosting can be called
while if the change is the augmentation in scale, a method like KCF can rather be used.
However, since these methods tend to not accurately represent the target when there is
missing data, one might limit their number to three or four for applications intended
to run in real-time. A different ensemble approach could be employed rather than the
tracking framework proposed with the trackers that performed the best in this study for
tracking offline. Such an ensemble approach could exploit at a time step, the median of
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the trackers’ outputs.
The anchor is important in the proposed framework because the similarity measure
depends on it as well as the location where the colour image segmentation can pick the
next measurement and even the second provider if the latter is a detection module. It
is at the location of the anchor that the relevant image patch is selected for comparison
to the target’s template. If the similarity measure is reliable the latter can help to correct
the anchor. If not, the only chance for the anchor to not lead to the tracking failure is the
presence of a second reliable measurement provider.
It was observed from the results that the scale of the target can be a challenge for
the proposed VOT solution but especially for the SSIM index. A way to mitigate this
when deploying the system in the real world would be to employ cameras with zooming
features. It will help to increase the target’s size on drones’ footage without decreasing
the latter’s altitude. Yet, there is a risk of losing information in the images.
Regarding the handover communication protocol, the results of the simulations have
shown that a handover hardly fails. This is primarily due to the possibility that the
communication protocol offers in terms of maximum attempt numbers for sending a
level 1 or a level 2 message, calling a new DroneB candidate, and stopping the exchange
after a level 3 message is sent by DroneA as seen with Table 4.1. With Table 4.1, one
can see that if a handover fails, with this communication protocol, the worst that could
happen is that the tracking stops. Hence, it is not possible to have more than two drones
involved in a handover if the handover fails.
The communication protocol also involves the time step k′ and the variable β. In
practice, the former can be selected with regards to the time required to send a message
from DroneA to DroneB while β can be adjusted to the time required to check for the
target to be relayed between the two drones using one of the three methods presented
earlier. These methods have their pros and cons. One would have to consider the scale of
the target to select the appropriate method. Indeed, the first method was only adequate
for an animal with a large scale, while the second and the third method better fit small
to medium-scale targets.
In practice, it is possible that the duration of the calculations involved in the step for
the verification of the target’s identity influence the tracking once the new drone-tracker
takes over, in particular with the second and the third method. Yet, in order to prevent
this, several recommendations can be used. For the third method, a higher value could
be used for the factor γ′ for spreading the particles to reduce the superposition of the
particles. On the other hand, DroneA could assist DroneB in speeding the calculations
required by the second and the third method. For example, the new particles’ positions
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in DroneB’s FOV could be computed by DroneA before message-sending to DroneB or
the computations could be parallelized on both drones. The calculation of the SSIM
index for the image patches could be performed in ascending order. Indeed, the first
particles that would be considered would be the one close to the re-calculated PF esti-
mate. In this way, the computations could be stopped just after finding the first particle
with a SSIM index above the threshold value for the SSIM index. Additionally, as long
as the handover is successful, the anchor can help DroneB to keep tracking the target
while a trained detection module or a learning method could be used to readjust the
PF location estimate in DroneB’s FOV. In the latter case, the new drone-tracker could
benefit from the target’s appearance learnt by the former drone-trackers.
In summary, the proposed tracking framework’s performance is unsatisfactory when
YOLOv3 is used for the second measurement provider, especially with small-scale tar-
gets. It is because YOLOv3 misses a significant number of detections for several reasons.
The target and therefore the adaptive ROI have small sizes which do not facilitate the
detection task for YOLOv3. The latter is also not explicitly trained on the animal to track.
The results with Tracker2b, in particular, show that the proposed framework can handle
occasional missing data and faulty measurements due to the use of the previous mea-
surement and to the ability of the PF to converge relatively slowly to the measurements.
However, in the case of persistent missing or faulty measurements (even if reliable mea-
surements arrive in between), the PF might not recover because of the presence of the
anchor. If it is expected that the first measurement provider, here the colour image seg-
mentation, produces a non-negligible number of faulty measurements, it is better to use
as a second measurement provider a robust detection module.
The other alternative is the use of the second provider, a method that is able to learn
the target’s appearance continuously. When the animal has a small size, it is preferable
to use Boosting or CSRT. Boosting is more relevant for cases where a fast running time
is required and the target is easily distinguishable from the background. CSRT can be
used for a target with more complex appearances if a slower running time can be tol-
erated. MIL took longer than Boosting and CSRT alone, but it performed better than
the other trackers implemented in version 4.1.0 of OpenCV contribution for small-scale
animals. However, when MIL is used as the second measurement provider, the pro-
posed VOT solution produces a non-negligible number of outliers. Therefore Tracker6
is not recommended. For medium-size animals, especially for handling occlusion with
slow animals, the results show that the previous trend reverses with KCF, Median Flow,
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GOTURN, and TLD the best choices. When using one of the trackers in OpenCV as
the second measurement provider, the proposed tracking solution is more suitable for
real-time applications than when using YOLOv3.
The SSIM index is not adapted to handle change detection in the case of small- scale
animals. But it can be used to regularly change the two PF measurement providers.
On the other hand, it is suitable for the handover, especially in presence of multiple
particles either when considering the PF at the current time step or when generating new
particles around the current PF’s location estimate. Note that some recommendations
were made for reducing the computation time required by the second and the third
method for real-life implementation. Moreover, the handover communication protocol
ensures the tracking continuation or stoppage and prevents there being more than two
drones involved in a handover.
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Conclusion and Future Work
This project is about the development of a tracking system involving a formation of
drones which collaborate in animal monitoring. The system is characterized by several
components which are the key contributions of this study. These components are: the
formation itself, the proposed VOT framework, the handover and the solution for the
guidance of a drone-tracker based on the information available in the images captured
by the drone-tracker during tracking. Several algorithms have being developed at the
constituent-level for the system operation. The system primarily targets terrestrial ani-
mals.
The grid formation involves specific locations where the drones are placed. This en-
sures coverage of the field to monitor and the distribution of the tracking task amongst
the drones. It also mitigates the impact of their energy level limitations. At a given
time step, a drone is employed to track the target and to collect visual data. Further-
more, having such a distributed monitoring system can be beneficial for the respect of
countries’ regulations regarding foreign drone flights for parks and reserves which are
shared between countries. Indeed, each country can have its drones flying only in its ter-
ritories, but still contribute to a tracking using the handover which would happen at the
common borders of these countries. Beyond animal monitoring applications, the pro-
posed tracking system could also be adapted to the surveillance and the management
of territories which are shared amongst countries.
The system uses as VOT solution the PF with two measurement providers which
are decided at a time step based on the value of the SSIM index between the initial
template for the target and an image patch centered at the anchor. The latter is the
previous location estimated. However, the SSIM index is not adapted in this tracking
framework when the target’s scale is small. But, its use is not prohibited if one of the
119
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two measurement providers is a reliable detection system or a good target appearance
learning method. During the conception of the framework, the deep learning detection
module selected was YOLO, more specifically YOLOv3 as it is one of the fastest object
detectors with a good accuracy.
Yet, the tests have revealed that YOLOv3 is not adapted for the accurate detection
of animals which are filmed by a drone flying at a high altitude. It might be due to the
use of the ROI which is inevitable in the proposed tracking framework when a deep
learning-based object detector is involved as second measurement furnisher. Indeed,
since YOLOv3 was not explicitly trained on the animals, the ROI was employed to re-
duce the searching region where the target could be located. In addition, using the ROI
helps to reduce YOLOv3’s running time. Such reduction of YOLOv3’s running time is
important because the proposed tracking framework is intended to run in real-time. It
is also possible that YOLOv3 fits the proposed framework if YOLOv3 is given the ability
to accurately discriminate the target through training.
To overcome this shortcoming, tests were performed with some of the trackers im-
plemented in OpenCV contribution version 4.1.0. These were primarily Boosting CSRT
and MIL, for the MPI-AB dataset and KCF, Median Flow, GOTURN and TLD for the
cows video. The tests show that the proposed tracking framework works when the sec-
ond measurement provider can accurately differentiate the foreground from the back-
ground even with nearly random SSIM values. Note that the proposed tracker is slightly
adapted to the second measurement provider when it is a method that learns the target’s
appearance. Indeed, such a measurement provider is required to run in parallel when
the colour image segmentation furnishes measurements and it does not require the ROI.
The tests with Tracker6 which involves MIL as second measurement furnisher were
inconclusive. Tracker6 was able to track the target for some tests while not for others.
It seems it is because the tracking produced by MIL are not always precise with targets
which have small resolution. Also, the PF’s motion model involves noise and the colour
image segmentation produces a considerable number of false positives. Indeed, the
proposed VOT solution may produce outliers even with a reliable second measurement
provider. Yet, much more tests is required to verify this hypothesis. On the other hand,
the motion model’s noise can also be investigated to assess its impact on the proposed
tracking framework, especially for Tracker6.
The tests on the MPI-AB dataset shown that a tracking can be affected by the condi-
tions in the field, in particular the daylight ambience. Indeed, most trackers which did
not fail for the sequence ob002− 01a tracked the target’s shadow. Image preprocessing




The importance of accurately tracking a particular animal varies in function of the
intended application. For example, if the aim of using the system in practice is only
to monitor a group of animals of the same species, it would not matter that the pro-
posed VOT solution (or any other suitable tracker) switches between animals of the
same group (with similar colours and shapes). Note that if one were to use a specific
motion model, this behaviour of the proposed VOT solution might not be desirable be-
cause the motion model might not be adapted to the new target. The drone-tracker
will still be following the group of animals that the initial target belongs to. Therefore,
YOLOv3 could be trained on the species instead of a singular animal while Boosting and
CSRT would even be more adapted as they better discriminate a particular animal than
YOLOv3. This is more realistic for long-term tracking.
The framework is suitable for real-time tracking. It reaches a speed of 28.7 f ps for
Tracker4 on a sequence from the MPI-AB dataset and 20.7 f ps for Tracker8 on the cows video
(on a Core-i7 computer with 2.2GHz frequency per core and 8GB of RAM). The proposed
framework also presents other advantages. It can deal well with occasional missing data
and wrong measurements due to the repetition of the previous measurement and to the
PF which needs more than one time step to converge to a given location. It also has other
features such as the motion model which could be further tuned as a basic one is utilized
here. However, the framework also employs the anchor which is two-sided. When the
tracking is accurate, the anchor is beneficial. But when it is not, the anchor can induce
the failure of the whole tracking framework. It is why an accurate detection module is
more relevant. Such a detection module can scan a more important and growing region
(increase the ROI’s size) near the anchor compared to learning trackers. Furthermore,
the resampling threshold is not critical for the proposed VOT solution when it permits
a minimal number of resampling. It should be because of the utilization of the anchor
and the availability of two sources of measurements.
Following the realisation of certain conditions, the current drone relays its tracking to
the most suitable drone. The handover relies on the communication protocol designed
to ensure its success or the tracking termination in case of a failure. Simulations have
been performed to show how the drones in a handover utilize the knowledge of their
drone-partner for their next action. On the other hand, during a handover, the identity
of the target can be validated with the value of the SSIM index between regions which
are centered at the target’s estimated location in the drones’ FOVs. The drones’FOVs
were simulated using frames available in the video sequences involved by this study.
Indeed, data from two drone viewpoints were not available. This would be something
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one could explore further, given suitable real-world data. The results obtained from the
simulated drones’ FOVs, have revealed that it is better to compare the patch in FOVA
to multiple patches in FOVB, and to select the location of the patch that produces the
highest SSIM value to update the target’s position in FOVB. In addition, it is better
to use the transmitted particles when their number is high. It is typically the case for
medium-size animals or to generate more new particles when the initially used number
of particles is small, as can be observed with small-size animals. Note that the first
method is not excluded for an animal viewed at a large scale.
Yet, in practice, for the second and the third method, a relatively high number of par-
ticles could delay the computation of the most likely position for the target in DroneB’s
FOV. Several practical solutions were proposed to mitigate delays in handover induced
by computations required by the second and the third methods. Amongst these rec-
ommendations are the increase of the spreading factor γ′ for the particles when the
third method is used and the parallelization of the calculations at this stage on both
drones’ hardware for the two methods. In addition, just after the success of the han-
dover, the anchor would help the new drone-tracker to keep tracking the target. If a tar-
get’s appearance learning technique is used as the second measurement furnisher, the
new drone-tracker could also benefit from all of the information gathered by the former
drone-trackers regarding the target’s appearance which would be better discriminated.
The handover implies at a time step, the involvement of a drone-peer selected from
the formation. Indeed, information about the handover frequency and the specific drones
which are often involved, could provide insights about animals’ behaviour. If for some
tracks, the drones of a particular cell are often activated, it might be because the cell
contains elements (for example, water points and tree types) which are appealing to the
targets. On the contrary, if drones of a particular cell are not often used, it could be ex-
plained by the presence of threat or source of discomfort for the animals (for example,
predator, poachers and lack of trees). For the system maintenance, drones which would
be used less often could replace others which might be unavailable for a given reason.
The drone-tracker makes use of the outputs of the proposed tracking framework to
follow the animal because there are no tracking devices on the target. These outputs are
taken in between two time steps and are used to calculate the new yaw and pitch for
the drone-tracker’s position update. In between the two time steps, the drone-tracker
hovers above the animal. The frequency at which a drone-tracker updates its position
during a track, could advise on the target’s state, i.e. if the latter is running away from a
danger (such as a predator or a poacher), resting or harmed and unable to move.
As stated at the outset, monitoring of wildlife involving no contact, is important for
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animal welfare, so methods such as non-intrusive aerial monitoring are sought. This
study aims to make contributions in this area. The extent to which the methods de-
veloped met the goals are now summarized. The monitoring system relies on a grid
formation which enables the distribution of the tracking amongst several drones. At a
time step, a drone-tracker follows the target animal based only on what it films. A real-
time tracking algorithm which makes use of the images captured by the drone-tracker
is proposed to estimate the target’s location. The method is based on the PF which uses
two measurement providers which are switched based on the values of the SSIM index
between the initial and the current appearance of the target. The outputs obtained from
the proposed VOT solution are then used to compute the relevant yaw and pitch which
are required to update the position of the drone-tracker. When the drone-tracker is run-
ning out of energy or when it arrives in a cell under the surveillance of other drones
in the formation, it can select the most suitable one, to relay to the selected drone, the
animal tracking via the handover. The handover exploits a communication protocol
and a method to verify if the relevant animal is relayed from the drone-tracker to the
drone-partner. These components together represent the contribution of the study for
wildlife monitoring which is important for wildlife conservation. The proposed mon-
itoring system is formulated as a state estimation problem distributed amongst recent
technological development, drones, and involves mathematical techniques such as the
PF, the SSIM index and machine learning techniques.
Future work could be to replace the colour segmentation technique by an approach
better able to distinguish animals from backgrounds with a similar colour, to train YOLOv3
on the specific dataset and to test other versions of the SSIM index or to design a new
image similarity evaluation technique. On the other hand, it could be interesting to em-
ploy a set of templates with several representations of the target to periodically update
the single initial template used in this study. Moreover, one could allocate a subset of
templates to a specific algorithm able to handle the VOT challenge represented by this
subset to allow more than two measurement providers with the PF. A promising ensem-
ble technique for tracking offline could involve the trackers which performed the best
in this study in such a way that, at a time step, the ensemble prediction would be the







This appendix presents algorithms designed for this study and refer to in Chapter 4.
These are algorithms for the implementation of the VOT solution (Algorithm 2), the
handover between two drones (Algorithm 3), the selection of the drone-partner by the
drone-peer (Algorithm 4), the actions of the two drones involved in the handover dur-
ing communication (Algorithm 5 and 6) and the update of the drone-tracker’s position
(Algorithm 7). Each algorithm is associated with a table that contains the definition of
the variables involved.
A.1 Algorithm for VOT Solution Implementation
A.2 Algorithm for Animal Tracking Handover between Two
Drones
A.3 Algorithm for the Selection of the Drone-Partner by the
Drone-Peer
A.4 Algorithms for the Actions of the Two Drones Involved in
the Handover Communication Protocol
A.5 Algorithm for the Drone-Tracker’s Position Update
125
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Algorithm 2 Proposed VOT solution.
Require: The target’s template and the position in the first frame, FWidth and FHeight, the
threshold for change detection chgTresh ∈ [0, 1] based on the SSIM index, the number
of particles N.
Require: The AreaTresh to reduce the colour image segmentation candidates and colour
the colour threshold, the target’s speed components vx, vy and the standard devia-
tion std for the motion model, the number of time steps anchorshi f t where the anchor
(which is the previous PF estimate for the target’s location) is equal to the measure-
ments.
Require: The yoloWeights, the yoloCon f ig, the yoloClasses, the ROI’s dimensions
ROIw, ROIh, the dimensions blobx, bloby to resize the ROI, the yoloCon f idence for de-
tections, the Non-maximum suppression method’s confidence nms.
Ensure: The target’s position estimate x̂k(âk, b̂k) at each time step k.
1: Initialization of k to 1, anchor, AreaThresh, N, std, chgThresh, Measx, Measy, BB, yoloNet,
particles, particlesWeights. . Measx, Measy are for storing measurements from the
YOLO or the colour image segmentation.
2: while TRUE do
3: Capture the current f rame.
4: if there is no new f rame then
5: break
6: end if












Computation of BB’s dimensions around anchor.
9: Use ROIssim to obtain a f rameCrop.
10: if templatex > 3 & templatey > 3 then . SSIM index cannot be computed for
images with dimensions smaller than 3× 3.
11: ssim = SSIM( f rameCrop, template) . Equation 4.2.7 and 4.2.14
12: else
13: ssim = 0
14: end if
15: ssim = abs(ssim) . Absolute value of ssim.
16: if ssim > chgThresh then . Check if there is a potential change in the target’s











18: Use ROI to extract f rameROI from f rame.
19: f rameROI preprocessing. . Scaling and resizing to dimensions (blobx, bloby).
20: Get outputs (predictions) from the three yoloNet’s output layers. . Figure 4.4
21: Create empty lists: classes, con f idences, boxes, yoloCenters, distances.
22: for det in outputs do
23: scores = det[5]
24: classId = arg max(scores)
25: con f = scores[classId]
26: if con f > yoloCon f idence then
27: centerx, centery = det[0] ∗ blobx, det[1] ∗ bloby . YOLO’s BB outputs are
normalized between [0,1].
Stellenbosch University https://scholar.sun.ac.za
127 A.5. Algorithm for the Drone-Tracker’s Position Update
Algorithm 2 Proposed VOT solution (cont...).
28: w, h = det[2] ∗ blobx, det[3] ∗ bloby






30: boxes.append([x, y, w, h])
31: con f idences.append(con f )
32: classes.append(classId)




of the coordinates in the video frames’ coordinate system using their equivalents in
the ROI’s coordinate system.




36: indnms = NMS(boxes, con f idences, yoloCon f , nms) . Use the
Non-maximum suppression method to reduce candidates.
37: for each centre in yoloCenters do
38: distances.append(‖anchor, centre‖) . Equation 4.2.2
39: index = arg min(distances)
40: indexyolo = indnms[index]
41: BBx = boxes[indexyolo]x + anchorx −
width
2
42: BBy = boxes[indexyolo]y + anchory −
height
2
43: BBw, BBh = boxes[indexyolo]w, boxes[indexyolo]h





49: Measx, Measy, BB = imageSegmentation( f rame, colour, anchor, AreaThresh) .
colour is the colour threshold (Equation 4.2.6) while anchor is used to select the best
candidate segmented region (Equation 4.2.2).
50: end if
51: Update the particlesWeights based on Measx, Measy.
52: Estimate x̂k(âk, b̂k) from the particles and their weights. . Equation 4.2.4
53: if the resampling condition is satisfied then . Equation 4.2.5.
54: Resample the particles.
55: Attribute to all particlesWeights the value 1/N.
56: end if
57: if k > anchorshi f t then . For the first time steps, the anchor is set to the first
measurements for the PF convergence to the target’s position.
58: anchor = âk, b̂k
59: else
60: anchor = Measx, Measy
61: end if
62: k = k + 1 . This time step update is also valid for all of the other algorithms
presented in this chapter since they can run in parallel.
63: end while
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Table A.1: Definition of variables used in Algorithm 2. The following abbreviations are
employed: colour image segmentation (CIS), region of interest (ROI).
Variables Definitions
anchor Previous estimate for target’s position
anchorshi f t Number of initial time-steps where the anchor is equal to the mea-
surement
AreaTresh Area threshold to eliminate small regions segmented by CIS
blobx Width for YOLOv3’s input
bloby Height for YOLOv3’s input
BB bounding box defined by top left corner coordinates and width
and height
chgTresh SSIM index threshold for change detection in the target’s appear-
ance
colour Colour threshold
f rame Current video frame
FWidth Video frame’s width
FHeight Video frame’s height
Measx Abscissa of measurement at time step k
Measy Ordinate of measurement at time step k
nms Confidence threshold for Non-maximum suppression
N Number of particles
outputs YOLOv3’s predictions
particles Set of particles
particlesWeights Weights of particles
ROIh ROI’s height
ROIssim ROI centered at anchor for comparison with template using SSIM
index
ROIw ROI’s width
ssim Absolute value of SSIM index between target’s initial and current
appearance
std Standard deviation of the zero-mean Gaussian white noise used
in the PF’s motion model
template Image patch containing the initial appearance of the target
vx Constant speed along x-axis
vy Constant speed along y-axis
yoloClasses Classes for YOLOv3
yoloCon f ig Configuration parameters of YOLOv3
yoloCon f idence Confidence score threshold for YOLOv3’s detections
yoloNet YOLOv3 network (three outputs layers)
yoloWeights Weights from trained YOLOv3
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Algorithm 3 Handover.
Require: The time step k (which is updated in Algorithm 2), the threshold EThresh for
the drone energy level, the maximal number of attempts nA ≥ 1 if the target identi-
fication fails, the maximal number of drones nD ≥ 1 if DroneA needs to call another
DroneB candidate, The minimum acceptable SSIM value for the ROIs comparison
ssimThresh ∈ [0, 1].
Require: The target’s template from the first frame, the threshold for change detection
chgTresh ∈ [0, 1] (used in Algorithm 2. Yet, another threshold could be set).
Require: The number of particles N, the particles and their weights {(xik, wik)|i =
1, 2, · · · , N}, the corresponding target’s position estimate x̂k (in FOVA), the distances
δx and δy for shifting the transmitted particles’ positions in FOVB.
Ensure: success is TRUE or nTA > nA.
1: Initialization: success = FALSE, ctrD = 1 .
2: while EnergyDroneA ≥ EThresh & success = FALSE do
3: if ctrD ≤ nD then
4: DroneA selects a new DroneB. . Algorithm 4
5: ctrD = ctrD + 1
6: nTA = 0
7: else
8: Go to 30 . Continue the tracking up to the allocated energy level
termination.
9: end if
10: while nTA ≤ nA & success = FALSE do
11: Get the current x̂k, {(xik, wik)|i = 1, 2, · · · , N}.
12: Extract the ROIA around x̂k in FOVA.
13: if |ssim(ROIA, template)| ≥ chgTresh then . Check if DroneA is still locked
on the initial target.
14: Use δx, δy, x̂k and {(xik, wik)|i = 1, 2, · · · , N} to extract ROIB from FOVB.
15: if |ssim(ROIA, ROIB)| ≥ ssimThresh then . The target is successfully
identified by DroneB.
16: DroneB and DroneA acknowledge each others. . Section 4.3.3 gives
further details in the opposite case.
17: DroneA enters the mode Return.
18: DroneB becomes the new DroneA.
19: DroneA enters the mode Track.
20: success = TRUE
21: end if
22: nTA = nTA + 1
23: else
24: nTA = nTA + 1
25: end if
26: end while
27: if success = FALSE then
28: DroneB enters the mode Return.
29: end if
30: if EnergyDroneA < EThresh then
31: DroneA quits the mode Track.
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Table A.2: Definition of variables used in Algorithm 3. The following abbreviations are
employed: region of interest (ROI), field of view (FOV).
Variables Definitions
chgTresh SSIM index threshold for change detection in the target’s appear-
ance
ctrD Counter of number of successive DroneB candidates
EnergyDroneA Current battery life for DroneA
EThresh Threshold for DroneA’s battery life
nA Number of attempts
nD Maximal number of drones that DroneA can try to handover a
tracking to if attempts fail successively
nTA Counter for DroneA’s attempts to handover a tracking
N Number of particles
ROIA ROI in DroneA’s FOV
ROIB ROI in DroneB’s FOV
ssimThresh Threshold for SSIM index to confirm (or not) the target’s identity
success Boolean variable for the handover state (successful or unsuccess-
ful)
template Image patch containing the initial appearance of the target
δx Value to shift particles transmitted by DroneA to DroneB in x di-
rection
δy Value to shift particles transmitted by DroneB to DroneB in y di-
rection
Table A.3: Definition of variables used in Algorithm 4.
Variables Definitions
Join Boolean variable for the two drones’ alignment (successful or un-
successful)
k Join Interval of time steps for checking on the alignment of DroneA
and DroneB for a handover
LB Set of drones for the current cell
W
AXk DroneA’s position in the real world
W
BXk DroneB’s position in the real world
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Algorithm 4 Peer-drone selection.
Require: The time step k (which is updated in Algorithm 2), the periodicity k Join for
checking on both drones alignment for the handover. . Alignment in Figure 4.5.
Ensure: The best candidate DroneB selection and displacement near DroneA.
1: DroneA activates its GPS (if it was not activated). . It can be another global
positioning system.
2: Get DroneA’s current position WAXk in the real world.
3: Use WAXk to identify the current cell.
4: From the current cell get the set LB (#LB < 5) of DroneB candidates. . These are the
drones in Sleep modes which are responsible for the current cell. LB should contain
at least 1 element.
5: if #LB > 1 then
6: Remove from LB the drone candidate with the lowest energy level.
7: end if
8: if #LB > 1 then
9: Remove from LB the farthest drone from DroneA.
10: end if
11: if #LB > 1 then
12: Remove from LB the drone which has the lowest disk space.
13: end if
14: Select as DroneB the remaining drone in LB.
15: DroneB changes its Sleep state to Handover state.
16: DroneB activates its GPS.
17: Join = FALSE
18: while Join = FALSE do
19: if k mod k Join = 0 then
20: Get DroneA’s current position WAXk.
21: Get DroneB’s current position WBXk.
22: if WAXk similar to
W
BXk then . If both drones are near to each other (Figure
4.5).
23: Join = TRUE
24: else
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Algorithm 5 DroneA’s actions during a handover communication protocol.
Require: The time step k (which is updated in Algorithm 2), β ≥ 1, nA ≥ 1 and nD ≥ 1,
ζ = 1/ζ ′, ζ ′ ∈ N.
Ensure: DroneA takes at least one action at each time step k′.
1: Initialization: nTA = 0, wA = 0, k′ = k.
2: if there is a new message then
3: Receive the message.
4: nTA = 0
5: waitA = 0
6: end if
7: if it is the second action then
8: Send KAρ.
9: nTA = nTA + 1
10: if there is no variable ctrD then
11: Create temporary variable ctrD.
12: ctrD = 1
13: end if
14: else if the previous action was to receive a message then
15: Send KAKBKAρ.
16: Destroy temporary variable ctrD.
17: Enter the mode Return.
18: else if the previous action was to send or to wait for a message then
19: if wA < β− 1 then
20: wait for message KBkAρ.
21: wA = wA + 1
22: else
23: if nTA < nA then
24: wA = 0
25: Send KAρ.
26: nTA = nTA + 1
27: else
28: if ctrD ≤ nD then
29: Select and call a new DroneB.
30: ctrD = ctrD + 1
31: nTA = 0









41: k′ = k′ + ζ . ζ =
1
ζ ′
, ζ ′ ∈ N. ζ is used to discretize the time step k.
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Algorithm 6 DroneB’s actions during a handover communication protocol.
Require: The time step k (which is updated in Algorithm 2), β ≥ 1, nB ≥ 1, nA ≥ 1,ζ =
1/ζ ′, ζ ′ ∈ N.
Ensure: DroneB takes at least one action at each time step k′.
1: Initialization: nTB = 0, wB = 0, lev = 1(lev ∈ {1, 2, 3}).
2: if there is a new message then
3: Receive the message.
4: nTB = 0
5: wB = 0
6: if message is KAρ then
7: lev = 2
8: else
9: lev = 3
10: end if
11: end if
12: if it is the second action then
13: wait for the first message kAρ.
14: wB = wB + 1
15: else if the previous action was to receive a message then
16: if lev = 2 then
17: Send KBKAρ.
18: nTB = nTB + 1
19: else
20: Enter the mode Track.
21: end if
22: else if the previous action was to send or to wait for a message then
23: if lev = 1 then
24: if wB < nA(β + 1) then
25: wait for a message KAρ.
26: wB = wB + 1
27: else
28: Enter the mode Return.
29: end if
30: else if lev = 2 then
31: if wB < β then
32: wait for a message.
33: wB = wB + 1
34: else
35: if nTB < nB then
36: Send KBKAρ.
37: nTB = nTB + 1
38: wB = 0
39: else









49: k′ = k′ + ζ . Only if not completed previously by DroneA.
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Algorithm 7 Drone-tracker (DroneA) visual guidance.
Require: The time step k (which is updated in Algorithm 2), constants used in the equa-
tions involved in this algorithm, i.e. FHeight, FWidth, vMax, γ, ΦComp and ΘComp.
Require: The maximum number of time steps kStop, the minimal energy level EStop to
return home and the stopping-cell’s boundaries GPS coordinates CellStop.
Ensure: DroneA’s position update and global tracking algorithm stoppage.
1: DroneA activates its GPS (if it was not activated).
2: while TRUE do . While DroneA is in the Track mode.
3: Get x̂k(âk, b̂k) from the proposed tracking framework. . Algorithm 2
4: Calculate and store F x̂k(F âk,
F
b̂k) from x̂k(âk, b̂k). . Equations 4.4.1 and 4.4.2
5: Compute κMax. . Equation 4.4.4
6: if it is a handover process then





9: κ = κMax
10: end if
11: if k mod κ = 0 then
12: Get x̂k(âk, b̂k).
13: Compute F x̂k(F âk,
F
b̂k) from x̂k(âk, b̂k).
14: Find Fφk,
Fθk using F x̂k−κ and F x̂k. . Equations 4.4.5, 4.4.6 and 4.4.7
15: Calculate WΦk, WΘk from Fφk,
Fθk. . Equation 4.4.8




20: Get DroneA’s current position WAXk in the real world.
21: if k > kStop OR EnergyDroneA < EStop OR (WAXk within CellStop) then
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Table A.4: Definition of variables used in Algorithm 5.
Variables Definitions
ctrD Counter of number of successive DroneB candidates
k′ Time step in handover communication protocol
nA Maximal number of attempts for message sending by DroneA
nD Maximal number of drones that DroneA can try to handover a
tracking to if attempts fail successively
nTA DroneA’s messages counter at a given level of communication
(amongst the three levels of communication)
wA Counter for a message waiting time
β Variable to define size of the time-receptive window of a message
ζ Discrete value to increment time step k′
Table A.5: Definition of variables used in Algorithm 6.
Variables Definitions
k′ Time step in handover communication protocol
lev Current level of communication
nB Maximal number of attempts for message sending by DroneB
nTB DroneB’s messages counter at a given level of communication
(amongst the three levels of communication)
wB Counter for a message waiting time
β Variable to define size of the time-receptive window of a message
ζ Discrete value to increment time step k′
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Table A.6: Definition of variables used in Algorithm 7. The symbol * indicates that the
variable does not appear explicitly in Algorithm 7 and is required for the computation
of another variable.
Variables Definitions
CellStop Coordinates of limits of the cell where tracking instance could be
stopped
EStop Minimal battery life for DroneA to stop tracking
FHeight Frame height
FWidth Frame width
kStop Total duration of tracking
vMax Animal’s maximal speed in video frame
F x̂k(F âk,
F
b̂k) Outputs of VOT solution converted in a given Cartesian coordi-
nate system in video frame
W
AXk DroneA’s current position in the real world
γ* Zero-mean Gaussian white noise
κ Number of frames between two updates of DroneA’s position
κHandover Maximal number of frames between two updates of DroneA’s po-
sition during a handover process
κMax Maximal number of frames between two updates of DroneA’s po-
sition
Fθk Angle by which the target rotated in video frames during kappa
ΘComp* Constant value to add to the updated value for DroneA’s yaw
WΘk Yaw for DroneA’s position update
Fφk Distance travelled by the target in video frames during kappa
WΦk Pitch for DroneA’s position update
ΦComp* Constant value to add to the updated value for DroneA’s pitch
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Appendix B
Extension of the Case Study for the
VOT Solution
This appendix presents more details about the application of the proposed VOT solu-
tion to the cows video. As mentioned in Subsection 5.1.1, this video is available in the
deepgaze library. The video presents a challenging occlusion situation. As a reminder,
this video was used for testing and to illustrate features of the proposed VOT solution,
although it uses a different setup than that intended for the application.
B.1 Manual Count of Images (without Occlusion) for the
Trackers Outputs
To quantitatively evaluate the trackers’ performance on the cows video in particular on
handling the occlusion situation, the number of frames where each tracker misses de-
tections after the beginning of the occlusion was manually determined. The first frames
are not used because the tracked animal barely moves as it is grazing. Therefore, all the
trackers tracked the targeted cow up to the beginning of the occlusion, even if TLD was
given from time to time false positives due to its detection module and Tracker3 tracked
another cow in some of the first frames.
A tracker’s estimate was considered as a detection if it falls on the initially tracked
animal’s body. For this reason, all of the trackers have a minimal number of missed de-
tections since the target was fully occluded at some point by the passing cow. Also, an
estimate located outside and near the contour of the target was considered as a detec-
tion, if this estimate fell inside a bounding box that partially contains the target. These
estimates have to be considered because they are provided by trackers that produce
137
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bounding boxes which also contain the background.
To mitigate the human-error factor in this process, a specific methodology was em-
ployed. For each tracker, it was first produced and represent on the entire cows video,
the averaged of the results for six runs. From the latter were extracted the occlusion’s se-
quence which starts around the 522th frame. Next, a folder was created for each tracker.
A tracker’s folder gathered images obtained by cropping all of the frames of its video
sequence’s outputs to have a better view of the occlusion compared to if whole frames
were considered. The content of each folder was browsed to visually identified images
where the target was not detected. Next, the images identified were placed in a sub-
folder. The contents of each folder and subfolder were re-evaluated to identify missed
classifications which were corrected when found. The final stage was to determine the
number of successful detections. This number corresponds to the length of a tracker’s
folder minus one (for the subfolder).
A similar process was employed to find the number of frames without occlusion
in the sub video sequence. Here it was considered, the dual of the frames where the
passing cow seemed to touch the target, up to the frame where both cows separated.
A total of 136 frames was found where there was no occlusion. Since the sub video
sequence has a length of 459 frames, the ratio of frames with no occlusions is 0.296. This
number was utilized as a threshold to identify the trackers which were able to handle
the occlusion. Indeed, all the trackers with their ratio above this value are the successful
trackers.
B.2 Tests and Interpretation of the Results for Tracking the
Passing Cow
some tests were performed with the passing cow to better understand how the proposed
tracking framework works. The results are briefly interpreted. MOSSE and KCF have
shifted the tracking to the static cow after the occlusion. It seems, their CFs were not able
to discriminate between the two cows here. Median-Flow and GOTURN started track-
ing other cows in the scene, even before the occlusion while TLD was detecting many
false positives. Boosting, CSRT and MIL handled well the occlusion although CSRT
was more confused since its bounding box became larger after the occlusion. The three
of them started tracking the background when the target was out of view. Apart from
MOSSE which did not perform well here also, the trend has reversed for the trackers.
The trackers which were able to handle the occlusion when the static cow was the target
are not able to here. Some of these trackers failed in tracking even before the occlusion
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occurred. The trackers which failed when the static cow was the target, succeeded for
the passing cow. Therefore, the trackers are sensitive to the target’s motion and the type
of occlusion.
Similar to Boosting, CSRT, and MIL, Tracker1, 2a, 2b were able to follow the passing
cow up to the moment it went out of view. Figure B.1 shows how Tracker2a handled
the occlusion. Indeed, the fact that the SSIM value was above the set threshold of 0.6
during the occlusion, has only permitted the colour image segmentation to furnish the
measurements. The anchor helped here to eliminate the false positives generated by
the colour image segmentation. It also explains why Tracker1 was successful. Tracker3
failed and tracked another cow from the beginning of the video.
0.702 0.695 0.709 0.722 0.686 0.704
0.684 0.660 0.677 0.671 0.672 0.676
0.665 0.659 0.648 0.707 0.697 0.663
0.651 0.670 0.663 0.700 0.652 0.609
Figure B.1: Example of Tracker2a’s tracking for the passing cow in the cows video for an
SSIM threshold of 0.6. Frames are displayed from left to right and from top to bottom
starting with the 518th frame with interval 13 frames. Above each frame is the corre-
sponding SSIM value. The SSIM values were all above the set threshold. Due to these
values, only the colour image segmentation furnished measurements that were reliable.
Tracker4 tracked the passing cow similarly to Boosting. Tracker5, 6 tracked up to
after the occlusion. However, they ended up losing the passing cow before the latter
started exiting the frames. Around the 838th and 839th frames, the SSIM index value
slightly dropped allowing CSRT and Boosting to provide the measurements. A change
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was also detected by the SSIM index for the same frames in some of the videos in the
averaged results of Tracker2a (the presence of the ROIs and the bounding boxes). Since
it was only two measurements all the three trackers continued tracking the passing cow.
Yet they were weakened. Their estimates were closer to the animal boundaries than to
its center. Note that prior to the 838th frame, the measurements furnished by the colour
segmentation were also weak because the latter was segmenting the two cows like the
case that is presented in Figure 5.16.
At the 842th frame, CSRT provided almost all of the remaining measurements for
Tacker5 and they were faulty. For Tracker6, MIL has misled the colour image segmen-
tation which has continued to provide weak measurements from the 840th frame. MIL
took over at the 853th frame and both gave wrong measurements. This shows that when
the second measurement provider gives wrong measurements, it can negatively impact
the colour segmentation and further lead to the loss of the target. It is not clear why MIL
was unable to accurately represent the target’s appearance after the occlusion as it did
when it was alone since it can also learn independently in Tracker6 the target’s appear-
ance. But it might be because MIL involves randomness which leads to different tracks
for different executions. For Tracker2a, after the 840th frame, the colour segmentation
was able to accurately segment the passing cow. This confirms the influence of MIL on
the colour segmentation in Tracker6 and the need for at least one reliable provider.
A smaller threshold of value 0.5 is employed with Tracker5 and 6. The slight change
detected at the 838th frame when the SSIM index was 0.6 was no longer detected. The
colour image segmentation completed successfully the tracking of the passing cow for
Tracker5 and 6, but with a longer running time (compared to Tracker1, 2a, 2b, CSRT, and
MIL) since CSRT and MIL were learning in parallel. Once again, it evidences the need
for a reliable similarity metric, in particular, one which is less data-dependent.
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