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Abstract—We consider a monitoring application where sensors
periodically report data to a common receiver in a time division
multiplex fashion. The sensors are constrained by the limited and
unpredictable energy availability provided by Energy Harvesting
(EH), and by the channel impairments. To maximize the quality
of the reported data, the packets transmitted contain newly
generated data blocks together with up to r − 1 previously
unsuccessfully delivered ones, where r is a design parameter;
such blocks are compressed, concatenated and encoded with a
channel code. The scheme applies lossy compression, such that
the fidelity of the individual blocks is traded with the reliability
provided by the channel code. We show that the proposed
strategy outperforms the one in which retransmissions are not
allowed. We also investigate the tradeoff between the value of r,
the compression and coding rates, under the constraints of the
energy availability, and, once r has been decided, use a Markov
Decision Process (MDP) to optimize the compression/coding
rates. Finally, we implement a reinforcement learning algorithm,
through which devices can learn the optimal transmission policy
without knowing a priori the statistics of the EH process, and
show that it indeed reaches the performance obtained via MDP.
I. INTRODUCTION
IN the last few years, Wireless Sensor Networks (WSNs)and their evolution into the Internet of Things (IoT) have
spurred some significant research efforts [2]. A major chal-
lenge in such IoT applications is to ensure uninterrupted
service with minimal device maintenance, driven by the need
to minimize the operational expenses. A typical periodically-
reporting device is battery-driven, but expected to operate for
long periods without human intervention: in particular, the
industry aims to achieve a minimum of 10 years of battery
lifetime [3]–[5].
Energy harvesting is a promising technique through which
sensors can scavenge energy from the environment and replen-
ish their batteries, thereby fostering self-sustainability of the
devices and, thus, of the IoT application. Ideally, EH could
guarantee infinite lifetime; however, its intermittent nature
requires the use of flexible protocols able to adapt to a
stochastic energy availability. A general overview of recent
advances in wireless communications with EH is presented
in [6], while [7] discusses the challenges of designing an
intelligent EH communication system and presents a general
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mathematical model that can be adapted to some specific
contexts.
In this work, we study how to combine an efficient energy
utilization with Quality of Service (QoS) requirements, in
terms of quality of the reported data. We consider a monitoring
system where multiple sensor nodes report their readings to
a common receiver in a single-hop access network. Given
the predictability of the reporting patterns, the devices access
the channel according to a Time-Division Multiple Access
(TDMA) scheme. Each device aims at using its available
energy in such a way to optimize the reconstruction fidelity,
which depends on the distortion introduced by lossy compres-
sion and on the channel impairments. To this end, we develop
a joint source-channel coding mechanism, which comprises
transmission of new data, possible retransmission of previously
unsuccessfully received data, and lossy compression. Specif-
ically, each transmitted packet contains a newly generated
data block and up to r − 1 previous data blocks that were
not successfully received, all of them compressed so as to
fit the fixed frame size; the retransmission mechanism will
be thoroughly explained in Section IV. The compression is
lossy and affects data quality, but on the other hand reduces
the volume of information bits to send over the channel,
allowing the use of more redundancy to combat the channel
impairments. The selection of the optimal operating strategy
in terms of the tradeoff between selection of compression
rate and channel coding rate is constrained by the energy
availability and statistics of the EH process, and, at the same
time, driven by the target minimization of the distortion of the
reported data. In the paper, we investigate the impact of the
value of r on the distortion, and once r has been decided, use
a MDP to study the tradeoff between the compression and the
channel coding rates. MDPs are often employed to derived
energy management policies, as they represent an appealing
solution to optimize some long-term utilities in the presence
of stochastic EH [8].
Moreover, in the paper we implement a Reinforcement
Learning (RL) algorithm, namely R-learning [9], through
which a device can learn the optimal transmission policy
through a trial-and-error discovery process and, thus, over-
come the need to know the statistics of the network and
the energy dynamics in advance. In particular, RL algorithms
are commonly used to solve problems that are modeled as
MDPs [10] and several works in the literature use them in
energy management problems in the presence of EH, cf. [11],
[12]. We also note that more sophisticated approaches, like
deep learning algorithms, cannot be pursued because they have
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2too demanding resource and computation requirements that the
simple IoT devices could not bear.
The key contributions of this work are summarized as
follows:
• We set up a transmission problem where energy con-
sumption and data quality are balanced. We consider both
lossy compression and the impairments due to transmis-
sion over a fading channel, and propose an exhaustive
parametric model of the energy dynamics of a device.
• We jointly consider source and channel coding, account-
ing for realistic rate-distortion curves that match those of
practical data compression algorithms, and characterize
the outage probability that affects the transmission of
short packets over a fading channel.
• Driven by the convexity of the distortion function, we
introduce a hybrid retransmission mechanism where pre-
viously lost packets are sent along with the new one.
Although this implies choosing a larger compression ratio
so that all packets can fit in the same slot, the long-
term average distortion is improved. Further, by fixing the
maximum number of retransmissions allowed, latency is
limited.
• We implemented an RL algorithm that learns from expe-
rience by trial-and-error and gradually converges to the
optimal policy determined through the MDP.
• We evaluate numerically the improvement brought by the
retransmission scheme, as well as the role that various
system variables play in determining the performance.
A preliminary version of the work presented in this paper,
focused on the MDP solution to the problem of joint selection
of compression and channel-coding ratio, appeared in [1]. This
paper presents its substantial extension, where the retransmis-
sion mechanism and the RL algorithm constitute the two main
novel contributions.
The rest of the paper is structured as follows. We conclude
this section with an account of the related work. Section II
describes the communication model, i.e., how data is processed
and transmitted, while Section III focuses on the energy
consumption and EH profiles. In Section IV we present our
energy- and QoS-aware retransmission scheme. The optimiza-
tion problem is defined in Section V and optimally solved
in Section VI; Section VII shows the numerical evaluation.
In Section VIII we discuss how nodes can learn the optimal
policy. Finally, the conclusions are drawn in Section IX.
Related work
Investigating the effects of packet losses on data distortion
is not a new topic. However, many works limit their studies
to Gaussian data sources or neglect the energy limitations,
cf. [13], [14]. A common approach is to use the distortion
exponent as the performance metric [15], [16], but this is
meaningful only for the high Signal-to-Noise Ratio (SNR)
regime. Since the SNR is generally low in IoT scenarios,
and especially in EH-powered nodes, we do not make use
of the distortion exponent, but rather consider a distortion
metric that accounts for compression and channel outages
and that is affected also by the energy availability. Another
beaten path is that of layered transmission schemes, where
the source is coded in superimposed layers, like in [17].
Each layer successively refines the data description and is
transmitted with a larger coding rate, thus the transmission is
less robust to failures. This practice is often used in multimedia
applications [18], but is not very meaningful in other contexts.
Several works focus on the minimization of data distortion
in the presence of energy limitations and/or EH. For example,
[19] analyses the tradeoff between the energy required by
quantization and transmission in the presence of EH, but
neglects the effect of packet losses on the data quality at
the receiver. A similar problem is treated in [20], where
the sensor nodes jointly perform source-channel coding and
balance energy between processing and transmission in such
a way to guarantee a minimum average distortion and, at
the same time, maintain the data queue stable. Also [21]
proposes a joint source-channel coding scheme for Gaussian
and binary sources. The authors derive lower bounds on the
distortion achievable when the energy buffer may have some
leakage. In [22], the sensor nodes can tune their duty cycle and
information generation rate with the objective of guaranteeing
energy self-sufficiency to a multi-hop network.
Two works that bear similarities with ours are [23] and [24].
In [23], the goal is to maximize the long-term average quality
of the transmitted packets by adapting the degree of lossy
compression and the transmission power. Power control is
used to maintain the packet error probability below a chosen
threshold, depending on the state of the channel. Like in our
work, the optimal transmission strategy is determined through
a MDP. In [24], the reconstruction of time-correlated sources
in a point-to-point communication is formulated as a convex
optimization problem and solved with an iterative algorithm.
The node has to decide on the transmission power and rate
and is subject to EH constraints.
It is difficult to find works that deal with retransmissions in
conjunction with data processing outside of the multimedia
networks. Retransmissions in IoT constrained networks are
considered, e.g., in [25], which addresses the problem of trans-
mit power control in the presence of EH when a sensor node
makes use of an Automatic Repeat Request (ARQ) protocol
and retransmits the lost packets. Differently from us, they
assume that some Channel State Information (CSI) is available
at the nodes, and, further, they do not consider data processing.
In [26], sensor nodes implement an energy-aware hop-by-hop
retransmission mechanism where only packets carrying critical
information are ensured to be retransmitted. This differs from
our scheme, where packets are not differentiated according to
priorities but can be compressed at the source.
The retransmissions are also often investigated in terms of
cooperative retransmissions, where devices collaborate with
each other, cf. [27], [28]. However, in this work we do not
to consider cooperation among nodes, as we are interested
in scenarios where the devices are unaware of the presence
of the others and of the resources they have available, and
communicate solely with the gateway, e.g., as in a LoRa
network [29].
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Figure 1: Block diagram of a device. The blue labels indicate the energy flows, while the orange labels are related to the data reporting.
II. COMMUNICATION MODEL
We assume a single-hop, star topology network, comprising
a multitude of IoT devices that periodically monitor some
phenomena of interest and report data to a common receiver.
This data collector is assumed to be connected to the energy
grid, whereas the sensor nodes are battery-powered, but also
endowed with energy harvesting capabilities.
The predictability of the traffic pattern makes TDMA a good
choice for transmission scheduling among the devices. Since
in this case the devices do not interfere with each other, we
focus just on a single device, with the aim to find its optimal
transmission strategy. The corresponding model is represented
in Fig. 1. A device is endowed with a circuitry to scavenge
energy from the environment; this energy is stored in a buffer
of finite size and used by the node to generate, process,
and send data to the common receiver through a Rayleigh-
fading channel. In this section, we describe the joint source-
channel coding scheme, while in Section III we discuss the
energy harvesting aspects. For the sake of simplicity, we focus
on the case when no retransmissions are allowed, while the
extension that takes into account retransmissions is discussed
in Section IV.
A. Compression at the source
A device is capable of compressing in a lossy fashion the
time series generated through sensing the environment, as
described next. Between two consecutive reporting events, a
sensor node collects a block of readings1, where each block
has a constant size of L0 bits and is independent of the
previous ones. The device compresses the generated block
by selecting a compression level k, where k ∈ {0, . . . ,m},
and produces a compressed block of size L bits. When
k = 0, the size of the compressed block is L = 0, i.e.,
no packet is transmitted, and when k = m, the size of the
compressed block is L = L0, i.e., no compression takes place.
We define the compression ratio as the ratio between the
size of the compressed block and that of the original one:
L/L0 =k/m∈ [0, 1]. Lossy compression makes it possible to
trade some accuracy in the data representation using a lower
compression ratio with additional error-correction redundancy,
and consequently have an increased robustness to channel im-
pairments, as will be explained in Section II-B. The distortion
metric we employ is defined as the maximum absolute error
between the original and the compressed signal normalized
to the amplitude range of the signal in the considered time
window; it has been used on real data series in, e.g., [30].
1We will refer to blocks of readings as data blocks, to distinguish them
from the packets sent over the communication channel after processing
The compression ratio-distortion curve is signal- and
algorithm-dependent. We consider an automatic sensor pro-
filing approach where a device dynamically decides upon
the compression algorithm to use depending on the type of
signal it generates and the corresponding distortion. We use
the following expression for the distortion introduced by lossy
compression, that was derived in our previous work [31]:
D(k) =
{
b
((
k
m
)−a − 1) if k ≥ 1
Dfull if k = 0
(1)
where b>0, 0< a<1. The choice k = 0 entails that the packet
is discarded (due to energy restrictions) and the corresponding
distortion is equal to the maximum value Dfull , 1. Eq. (1)
shows that the distortion is a convex and decreasing function
of the compression ratio k/m.
B. Data transmission
Each IoT node transmits during its dedicated time slot,
whose duration T defines the maximum number of bits that
can be sent S = T/Tb, with Tb being the (fixed) bit duration.
It is reasonable to assume that L0 ≤ S, i.e., a device may avoid
compressing a packet. After compression, there are L ≤ L0
information bits and the corresponding coding rate is R=L/S.
Depending on R and the actual channel conditions, the packet
may not be correctly received with an outage probability
Pout(R).
We envisage the presence of an acknowledgment mecha-
nism, so that the receiver sends feedback to the transmitter;
however, no channel state estimation is performed, and con-
sequently the transmission power Ptx is kept constant. The
communication channel is affected by block Rayleigh fading;
when the channel is in a deep fade the packet is lost and an
outage occurs.
Because the packets sent by IoT devices are likely to be
short, we exploit the recent results of finite-length information
theory that adapt the classical concepts of channel capacity to
the case of short data packets [32]. In particular, the results
of [33] legitimate the use of the quantity log2(1 + γ) to
represent the maximum rate even in the finite-length regime,
where γ is the SNR at the receiver, given by:
γ =
|H|2Ptx
A2 (d/d0)ηN
, |H|2 γ¯. (2)
H is the channel gain coefficient that represents fading (as-
sumed to be constant over the packet duration in the quasi-
static scenario), and γ¯ is the expected SNR at the receiver,
that depends on the transmission power Ptx, the noise power
N , and the term A2 (d/d0)η that accounts for path loss.
The latter depends on the path-loss exponent η, the distance
4between transmitter and receiver d, and a path-loss coefficient
A = 4pid0f0/c, where f0 is the transmission frequency, c the
speed of light, and d0 a reference distance for the antenna far
field [34]. Thus, the outage probability can be approximated
as:
Pout(R) = Pr ( log2 (1 + γ) < R) . (3)
As we consider Rayleigh fading, H follows a complex
Gaussian distribution with zero mean and unit variance. In
this case, the outage probability becomes:
Pout(R) = 1− e−(2R−1)/γ¯ , (4)
which is non-decreasing in R (and thus in k, since L =
k/mL0), and initially convex and then concave. Clearly, the
farther the device from the receiver, the larger the outage
probability, since γ¯ decreases with distance. If a packet gets
lost, the block of readings contained in it can be compressed
and transmitted again along with the subsequently generated
blocks, as described in Section IV. After r failed transmission
attempts, the block is considered outdated and discarded.
III. MODEL OF ENERGY DYNAMICS
The energy dynamics of the devices strongly influence the
system performance, and both data processing and transmis-
sion policies should dynamically adapt to the resource avail-
ability. Designing such an energy-aware framework requires
to accurately model the energy inflow and consumption.
A. Energy consumption
In the following, we describe a parameterized model that
tries to capture all the major sources of energy expenditure:
communication, data acquisition, processing, and circuitry. We
are not interested in the energy spent for packet reception
because the data collector does not have energy constraints.
Data processing. In [35], the energy consumed by process-
ing algorithms is evaluated by mapping the number and type
of arithmetic instructions into the corresponding energy drain:
Ep(k) =
{
E0 L0Np(k) if 1 ≤ k ≤ m− 1
0 if k = 0,m
(5)
where E0 is the energy consumption per CPU cycle (which
depends on the micro-controller unit), and Np(k) is the
number of clock cycles required by the compression algorithm
per uncompressed bit of the input signal (and depends on the
compression ratio). If the packet is not compressed (k = m)
or is discarded (k = 0), no energy is consumed.
We assume that the devices employ the Lightweight Tem-
poral Compression (LTC) algorithm, which is a widely used
lightweight compression techniques for wireless sensors. In
this case, the function Np(k) is increasing and concave in
k [35]:
Np(k) = αp
k
m
+ βp, 1 ≤ k ≤ m− 1, (6)
with αp, βp > 0. Notice that the more compressed the packet,
the less the energy spent. This seemingly counterintuitive fact
is due to implementation details and we refer the reader to [35]
for explanation. Finally, we do not account for the contribution
of channel encoding, because it is typically negligible [36].
Transmission. The energy cost of a wireless transmission
with power Ptx for a period of length T can be modeled as:
Etx =
T Ptx
ηA
, (7)
where ηA ∈ (0, 1] is a constant that models the efficiency of
the antenna’s power amplifier.
Sensing and circuitry. We assume that the periodical sens-
ing drains a constant amount of energy βs in the window
between two transmission slots. Also the energy required
for switching between idle and active mode and maintaining
synchronization with the receiver can be represented with a
constant term βc. Finally, we need to account for the additional
energy spent by the circuitry during a transmission, Ec T ,
where Ec is a circuitry power. Hence:
Ec(k) = βs + βc + Ec T · χ{k>0}, (8)
where χ{k>0} is the indicator function equal to 1 if k>0 and
to zero otherwise (recall that the packet is dropped if k = 0).
B. Energy harvesting and battery dynamics
The sensor nodes are not connected to the energy grid,
but are provided with some energy-scavenging circuitry and
can collect energy from the environment. We assume that the
energy supply is time-correlated (e.g., solar power); for this
case, there exist models in the literature that have been built
and validated against real data. In particular, both [37] and [38]
proved that a time-correlated energy supply can be accurately
described through a stochastic Markov process, where each
possible state entails a different distribution of the energy
income. When dealing with energy harvesting, the model is
generally discrete, i.e., the energy inflow is quantized.
Accordingly, we track the dynamics of the source through
an X-state Markov Chain (MC): the source is in state x ∈
X = {0, . . . , X − 1} and scavenges e ∈ {0, . . . , E} quanta of
energy from the environment, according to some probability
mass function. Our framework is general and can accomodate
any assumptions about the number of states of the harvesting
process and the harvesting statistics in each state. However, to
obtain some representative results, in this paper we consider
a 2-state MC (X = 2). In particular, x = 0 represents a
low energy state (e.g., night) during which no energy can be
harvested (e = 0); when x = 1, the source is in a high energy
state (e.g., day) and the energy income follows a truncated
discrete normal distribution, e ∼ N (µ, σ2) in the discrete
interval {1, . . . E} (analogous to [23] and [37]).
We assume that the battery of a node has a finite size B.
The temporal evolution of the battery can be modeled as:
b′ = min {b+ e− u,B} , (b+ e− u)† , (9)
where b and b′ respectively represent the current and next
battery level, and u is the energy used in the current slot,
which depends on processing, transmission and circuitry, as
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Figure 2: The retransmission mechanism: encoding procedure.
given in Eqs. (5), (7) and (8). Due to the energy causality
principle, it is:
u ≤ b. (10)
An overly aggressive or conservative energy management
could either deplete the battery (b = 0) or fail to use the
excess energy and waste it (b = B). These situations need to
be prevented by designing a scheme that dynamically adapts to
the randomness of the energy inflow, so as to ensure acceptable
performance on a long-term horizon.
IV. ENERGY-AWARE (RE)TRANSMISSION SCHEME
Here, we extend the joint source-channel coding scheme
described in Section II to account for packet retransmissions.
The acknowledgment feedback allows the transmitter (i.e.,
the reporting device) to know whether a packet has been
correctly received at its intended destination. When an outage
occurs, the packet is lost and needs to be retransmitted.
However, if a simple ARQ protocol is employed, the delay for
sending newly generated data blocks will increase, depending
on the number of the devices participating in the TDMA
scheduling as well as on the number of allowed retransmis-
sions, and can potentially become unbounded. Consequently,
it may happen that the newly generated data blocks will
become outdated, without having a chance to be transmitted.
To prevent this, we consider a retransmission scheme in which
nodes send their new data blocks together with the previously
lost data blocks (if any) in the same time slot, as explained
further.
Suppose that the transmission of a data block fails; in the
successive time slot, the device will try to send the new block
together with the previously lost one. Thus, the device has to
compress and transmit two blocks of original size L0 each
within the S channel uses available. If this transmission also
fails, in the next slot the sensor node will process and transmit
the new block and the two that were previously lost. In general,
if the last q transmissions failed, the sensor node has to process
q + 1 blocks of L0 bits each and send them together. We
assume that a maximum number r of transmission attempts
can be made for each piece of data, where the value of r is
dictated by the application, e.g., because of latency or QoS
considerations.
Recall that data blocks are of a fixed size L0 and are
assumed to be independent of each other. Because of the
independence assumption, when multiple data blocks are sent
in the same time slot, the information they contain is not fused
or processed jointly, but the compression is done separately
for each of them. For the sake of fairness, we treat the data
blocks in the same way, i.e., we apply to them the same
compression ratios and obtain q compressed blocks of size
L, where q = r+1. These are then joined in a single block of
Pout(k1*)
q = 3q = 2q = 1
Pout(k2*)
Pout(k3*)
1-Pout(k3*)
1-Pout(k1*)
1-Pout(k2*)
Figure 3: Structure of the MC that models the dynamics of the
backlog state q for r = 3.
size q L, which is then encoded, producing a packet of size S,
and transmitted. Thus, the same distortion is introduced at the
source for all data blocks placed in the same packet, but then
they are treated as a single entity which is sent over the channel
and subject to a certain outage probability that depends on the
coding rate R = qL/S. Fig. 2 shows the encoding mechanism
when a single block (on the left) or two blocks (on the right)
are transmitted in the same slot.
Fig. 3 shows the evolution of the data queue, which behaves
like a success-runs MC. If the data queue in a certain slot
has size q and the transmitted packet is lost, the queue state
becomes q′ = min{q+1, r}, otherwise the new queue state is
q′=1. We denote as ∆q(k) the distortion at the receiver when
the queue state is q and the chosen compression ratio is k. Such
distortion depends on the reception outcome: in case of failure
(NACK), the distortion at the receiver is set to ∆q(k) = Dfull,
even though the data blocks could be retransmitted; instead
in case of successful transmission (ACK), we sum all the
distortions of the q blocks that have been compressed with
the same ratio k/m, but we also subtract all the penalties that
were obtained for the previous packet losses we accounted for,
since the blocks were eventually successful. Thus, in this latter
case, it is ∆q(k) = Dack(q, k) with:
Dack(q, k) = q D(k)− (q − 1)Dfull. (11)
We denote as k?q the optimal value of k (i.e., the one that
determines the optimal source-channel coding scheme to use)
when q packets share the same time slot; in Section VI-A we
explain how to determine it.
Energy consumption. Suppose that the data queue state is
q. Between two consecutive slots, the node consumes energy
to process and transmit all q data blocks. However, the energy
required by transmission and circuitry does not depend on q,
because the duration of the transmission is always T , i.e., S
bits, see Eqs. (7) and (8). Hence, the energy consumed by the
node when there are q data blocks in the queue and it uses a
compression ratio equal to k/m is:
q Ep(k) + Etx · χ{k>0} + Ec(k). (12)
The optimization described in Section VI-A determines the
optimal source-coding scheme, i.e., the value k?q , and the
corresponding energy consumption is obtained by substituting
k = k?q in Eq. (12).
V. PROBLEM FORMULATION
Here, we mathematically define the objective of our opti-
mization problem and describe the structure of the MDP, while
the solution technique is explained in Section VI.
6A. The optimization objective
Our objective is to maintain for each node an energy-neutral
operation mode while minimizing the long-term average dis-
tortion at the receiver, which depends on the outcomes of
the transmissions, as explained in the previous section. If we
consider q data blocks of size L0 that are compressed with
the same compression ratio k/m and encoded jointly at rate
R = qL(k)/S, the expected distortion at the receiver is:
E[∆q(k)] = qD(k)
(
1− Pout
(
q
L(k)
S
))
+ qDfull Pout
(
q
L(k)
S
)
, (13)
where Pout(·) is the outage probability as given in Eq. (3),
qD(k) and qDfull are the distortions obtained when the packet
is acknowledged or lost, respectively.
In other words, if the packet is successfully received, its
distortion corresponds to that introduced at the source for
all initial q blocks of measurements, otherwise we account
for the maximum distortion level for all packets, as if they
had not even been sent. We are interested in the expected
distortion at the receiver, thus we weight the two cases with
their probabilities. Notice that the distortion at the source
D(k) decreases as k increases, whereas the outage probability
decreases for smaller coding ratios, i.e., as k decreases. This
implies a tradeoff between the distortion introduced by the
lossy compression and the probability that the transmitted
packet will be successfully received, through the choice of
the value of k.
To minimize E[∆q(k)] and guarantee self-sufficiency of the
network, it is necessary to (i) decide on k, and (ii) in each slot,
allocate the energy consumption based on the current battery
level, the dynamics of the energy source, and the energy con-
sumption profile, in such a way to prevent energy outages (that
disrupt the communication) and battery overflows (that waste
energy). We formulate the problem by means of an MDP,
where the actions correspond to the energy to use operations
while the costs are represented by the expected distortion at
the receiver. By doing so, the energy self-sufficiency of the
node is ensured and the QoS is optimized.
B. The Markov Decision Process
The MDP is defined by the tuple
(S, U , P, c(·)), where S
denotes the system state space, U is the action set space, P
is the set of transition probabilities of the system state space
and c(·) is the associated cost function for taking an action.
System state space S , X × B × Q, where X = {0, 1}
represents the set of energy source states, B = {0, . . . , B}
the set of energy buffer states, and Q = {1, . . . , r} the set of
backlog states, i.e., the number of waiting packets. Notice that
we need to keep track of the data queue size, unlike in our
previous work [1] where it was always one.
Action set space U , {0, . . . , B}. In each slot, the device
observes the current system state s ∈ S and decides how much
energy u ∈ Us ⊆ U to use to process and transmit the data it
collected. In accordance with (10), this quantity cannot exceed
the battery level, i.e., Us = {0, . . . , b}.
Transition probabilities P govern the system dynamics.
The probability of going from state s = (x, b, q) to s′ =
(x′, b′, q′) with action u is:
Pr(s′|s, u) = px(x′|x) · pe(e|x) · pq(q′|q, u)
· δ
(
b′ − (b+ e− u)†
) (14)
where px(x′|x) is obtained from the transition probability
matrix of the MC that models the source state, pe(e|x) is the
mass distribution function of the energy inflow in state x (see
Section III-B), and pq(q′|q, u) represents the probability that
the backlog size goes from q to q′ when action u is taken. The
last term δ(·) is equal to 1 if its argument is zero, and zero
otherwise, and ensures that the transitions between states are
consistent with the dynamics of the battery level, see Eq. (9).
Cost function c(·). When the sensor node is in state s =
(x, b, q) and selects action u, it implicitly decides upon the
source-channel coding scheme that minimizes E[∆q(k)], i.e.,
it decides the optimal number k?q of information bits to send
over the channel per data block, given the available energy u.
The transition from state s to state s′ when action u is taken
entails a cost:
c(s, u, s′) =
{
Dack(q, k
?
q ) if q
′ = 1
Dfull otherwise
(15)
and therefore the cost of choosing action u in state s is:
c˜(s, u) =
∑
s′∈S
Pr(s′|s, u) c(s, u, s′). (16)
Notice that the cost only depends on the data queue component
q of the state, while the battery level b affects the set of
admissible actions.
When retransmissions are not allowed (r = 1), the backlog
state is always q = q′ = 1, whatever the outcome of the
transmission is. In this case, the MC of Fig. 3 reduces to a
single state, and Eq. (15) is no longer meaningful, thus when
r = 1 we set c(s, u, s′) ≡ c˜(s, u) ≡ E[∆1(k?1)].
VI. OPTIMAL POLICY
The optimal policy is the one that, based on the statistics
of the energy harvesting process and the current battery level,
decides how much energy to use in order to guarantee the
lowest average distortion at the receiver. We first discuss how
to determine the optimal source-channel coding scheme, hence
k?q for each possible backlog state q ≤ r, and then describe
how to solve the MDP optimally.
A. Rate-distortion tradeoff
In [1], we proved that for the case q = 1 the expected
distortion at the receiver given in Eq. (13) exhibits a unique
point of minimum k?1,R when D(k) and Pout(k) are charac-
terized as in Eqs. (1) and (4), respectively. An example of this
is shown in Fig. 4. This is still valid when retransmissions
are introduced, as can be inferred by looking at Eq. (13).
The q packets are compressed separately but with the same
compression ratio, which cannot exceed m/q, hence D(k) is
truncated for q > 1. Instead, the outage probability maintains
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Figure 4: Example of location of k?R, which is the point of minimum
of Eq. (13), for q = 1.
the same shape since the packets are encoded together. Hence,
there exists an optimal point k?q,R, whose value depends on the
number of packets q that are sent in the same time slot and
that minimizes the expected distortion at the receiver. If the
device uses k < k?q,R, the packet will go through the channel
with a higher probability but its distortion will be larger; on
the other hand, if k > k?q,R, the distortion will be smaller, but
it is more likely that the packet will be lost.
If the amount of energy allocated u allows it, the device
will choose the optimal coding scheme corresponding to k?q,R,
otherwise it simply selects the maximum possible k dictated
by the energy constraint, because E[∆q(k)] is decreasing if
k ≤ k?q,R, which is due to how k?q,R is defined. The energy
consumption, see Eq. (12), is non-increasing in k, and we
denote as k?q,E(u) the largest value of k that solves q Ep(k) +
Etx · χ{k>0} + Ec(k) ≤ u for a given q, see Eq. (12). Then,
when the backlog state is q, the device will choose the source-
channel coding scheme corresponding to:
k?q = min{k?q,R, k?q,E(u)}. (17)
Such value clearly depends on the energy u that the node de-
cides to employ, but we omit denoting this explicitly in favor of
a lighter notation. In [1] we showed that the expected distortion
at the receiver is convex for k ≤ k?q,R and, consequently, is a
convex non-increasing function of u.
The choice of how much energy to use when in state s =
(x, b, q) uniquely determines the joint source-channel coding
scheme (i.e., the number of transmitted information bits per
data block) that leads to the smallest expected distortion at the
receiver. For further details, we refer the reader to [1].
B. Solving the MDP
When the sensor device is in a certain state, it selects
the action to take according to a policy pi : S → U . The
corresponding long-term average cost is:
Jpi(s) = lim
M→+∞
1
M
Es
[
M−1∑
m=0
c˜(sm, um)
∣∣∣∣∣s0 = s
]
, (18)
where the initial state s0 is given. Notice that each decision
affects all subsequent decisions.
We want to determine the optimal policy pi?, i.e., the set
of rules that maps each system state into the optimal action
with respect to the average cost criterion. The MDP defined
in Section V-B has unichain structure and bounded costs,
implying that Eq. (18) does not depend on the initial state:
Jpi(s) ≡ Jpi, ∀s ∈ S. (19)
Hence, we can restrict our search to Markov policies only [39].
To determine pi?, we used the Relative Value Iteration
Algorithm (RVIA), which is a variant of the well-known
Value Iteration algorithm for average long-term problems and
provably converges [40]. To understand why it works, we first
define the n-step value-function by induction as:
vn(s) = min
u∈Us
{
c˜(s, u) +
∑
s′∈S
Pr(s′|s, u)vn−1(s′)
}
, (20)
where v0(s) is arbitrarily defined, e.g., v0(·) = 0. Function
vn(s) represents the minimum expected n-step cost that can be
achieved from an initial state s, because it sums the immediate
cost c˜(s, u) obtained in the initial state with the expected
optimal cost obtained in the n − 1 subsequent slots (through
vn−1(·) and then recursively). Based on this, the optimal
policy pi? is such that Jpi
?
(s) = limn→∞ vn(s)/n, and as
n grows the dependence on s fades (Jpi
?
(s) ≡ Jpi? ).
RVIA leverages on this and defines two functions J and Q
that are alternatively updated starting from an initial estimate
J0(·) until convergence:
Qj(s, u) = c˜(s, u) +
∑
s′∈S
Pr(s′|s, u) Jj−1(s′) (21)
Jj(s) = min
u∈Us
Qj(s, u), (22)
with j being the iteration index. The convergence crite-
rion is chosen as the span seminorm operator sp(w) ,
max(w) − min(w), because it guarantees that (22) is a
contraction mapping [40]. RVIA is stopped at iteration l, when
sp(Jl+1(s)−Jl(s)) ≤ t for a chosen threshold t. The optimal
policy dictates the action u?(s) to take in each state s:
u?(s) = argmin
u∈Us
Ql(s, u), (23)
and entails the following average long-term cost:
C? =
∑
s∈S
ρs c˜(s, u
?(s)) (24)
where ρs is the steady state probability of state s induced
by the optimal policy (the MDP reduces to a MC when the
actions to take in each state are deterministic).
C. The effects of retransmitting
When a transmission slot is used for multiple packets
combined together, these packets will be more compressed
and have a larger distortion than when a slot is reserved to
a single packet. However, the convexity of D(·) suggests that
combining packets improves the average long-term distortion.
This is formalized in the following result:
Theorem 1. For any value r of the maximum number of
transmission attempts that can be dedicated to each packet
such that k?r,R > 0, when the energy constraints are neglected,
8i.e., k?r = k
?
r,R and k
?
1 = k
?
1,R, the retransmission mechanism
described in Section IV achieves a lower average long-term
distortion compared to the base case where packets can be
sent only once.
Proof. See Appendix A.
Notice that, if k?r = 0, there would clearly be no gain
in using the retransmission scheme as packets are simply
discarded; this is unlikely to happen, especially if r < m.
Theorem 1 proves that the combined retransmission scheme
leads to enhanced performance in terms of QoS in the absence
of energy constraints. We now discuss what happens when
these constraints come into play. The maximum compression
ratio allowed by the allocated energy is k?E(u)/m, which
depends on the energy allocation u and on the backlog state q
through Eq. (12). Unless k?q = 0, the only contribution to the
energy consumption that depends on q is the energy due to
processing. Since qEP (k) increases with q, see Eq. (5), it is
k?q,E(u) ≤ k?1,E(u), i.e., given the amount of energy available,
fitting more packets into a single slot is more expensive than
processing a single packet. The actual relation between k?q and
k?1 is not clear, because it highly depends on the energy the
node allocates. If k?q,E(u) ≥ k?q,R, then k?q = k?q,R and the
improvement stated by Theorem 1 holds (whatever k?1 is). If
instead k?q,E(u) < k
?
q,R, i.e., k
?
q = k
?
q,E , there is a simple rela-
tion between the average distortion obtained with and without
the retransmission scheme and, according to the actual values
of k?q and k
?
1 , it may be better to use the retransmission scheme
or the single-transmission one2. Anyway, k?q,E(u) depends on
the energy that the node decides to use in the considered
time slot, and it is up to the MDP to manage it in such a
way to obtain the lowest average distortion which, as shown
in Theorem 1, is smaller when the retransmission scheme is
adopted. In practice, the retransmission mechanism coupled
with an intelligent energy management scheme achieves a
better QoS, i.e., lower distortion.
As stated in Theorem 1, the retransmission scheme brings
enhancements with respect to the single transmission one.
However, this improvement is not proportional to the value of
r, but rather depends on the particular shapes of the distortion
and outage probability functions, and on how large r is. In
particular, this is formalized as follows:
Theorem 2. Consider an integer r > 2. The long-term
average distortion achieved when using the retransmission
scheme with r may be lower than that obtained with r − 1.
Proof. See Appendix B.
In the proof, we showed that the probability of having
worse performance with r rather than r − 1 increases as r
becomes larger. Hence, r should be kept reasonably small.
This is an intuitive result, since increasing r implies reserving
fewer transmitted bits per data block in case of retransmission,
thereby introducing a larger compression and, consequently,
2Following the rasoning of Appendix A, if k?q ≥ k?1/q, then the retransmis-
sion scheme leads to some improvement, otherwise nothing can be inferred,
in general, because the performance depends on the particular shape of E[∆]
in the two cases.
distortion at the source. A deeper understanding of how
the average distortion changes as r increases is given in
Appendix B.
There are two additional factors that need to be taken into
account in the design of the retransmission scheme.
• Latency: the information contained in a packet may lose
significance as latency increases. In this case, sending a
data block long after it has been originated may even be
disadvantageous: receiving it brings no benefit to the final
application, and, at the same time, reduces the quality of
the other data blocks that are transmitted along with it, as
it occupies part of the bits available for the transmission.
• QoS: the final application may dictate a minimum QoS
threshold, i.e., a maximum distortion that can be tolerated
on the received information. When data blocks are trans-
mitted together, they are compressed more and have a
larger distortion, which may violate the QoS constraints.
Thus, the choice of r should be guided by the specific
application constraints and by the values of k?r and D(k
?
r ).
VII. NUMERICAL EVALUATION
In the following, we show how the average long-term cost
C? is affected by the system parameters and compare the
performance obtained with the single-transmission scheme
(i.e., r = 1), and the retransmission scheme with r = 2.
We also evaluate the average distortion obtained when an
energy-unaware greedy scheme is adopted. This greedy policy
is myopic and does not optimize the energy consumption
according to the expected future availability; i.e., when in state
(x, b, q), the node uses all the energy it has in the battery,
unless it is more than u?q , i.e., the energy needed to achieve
k?q,R. Hence, u = min(b, u
?
q).
We investigated the role of the system parameters by
running RVIA for the chosen system configurations. In all
cases, the original packet size is L0 = 500 bits and the nodes
can decide among m = 30 different compression ratios. The
parameters of the distortion curve of Eq. (1) have been derived
from [30]; in particular, we set a = 0.35 and b = 19.9. Notice
that with these choices of a, b and m, the granularity of the
compression ratio (i.e., 1/m) is such that D(1) < Dfull, which
guarantees that the distortion function is decreasing.
The considered transmission power is Ptx = 25 mW,
the transmission frequency is f0 = 868.3 MHz, the used
bandwidth is W = 125 kHz, and the overall noise power
spectral density N0 = −167 dBm/Hz. The path loss exponent
is 3.5 and Rayleigh fading is modeled as an exponential
random variable with unit mean. The battery dynamics of
Eq. (9) assumes that the energy is quantized. Consistently,
all the terms of energy consumption, i.e., Eqs. (5), (7), (8),
have been mapped into quanta (we ensured an appropriate
granularity for this purpose). In our numerical evaluation, the
energy due to processing (see also [35]) is of the same order
of magnitude of that needed for a transmission, whereas the
circuitry contribution is smaller. We remark that, according
to Eq. (12), a packet cannot be sent if the available energy
is below a certain threshold. We also denote as emax the
maximum energy consumption demanded by the processing
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Figure 5: Average long-term distortion as a function of the distance
d for B¯ = 0.6 (top) and B¯ = 0.8 (bottom) when µ¯ = 1.
and transmission of a (single) packet, and introduce the
normalized quantities µ = µ/emax, and B = B/emax.
In the energy harvesting process, the probability that the
source goes from the bad to the good state is 3 times greater
than that of the opposite transition. In the bad state (x = 0),
e = 0 quanta of energy arrive with probability 1, otherwise
the energy inflow follows a Gaussian distribution with mean
µ and variance 10.
Fig. 5 shows the average long-term cost as a function of the
distance from the receiver when µ¯ = 1 and for two different
values of the battery size, namely B¯ = 0.6 and B¯ = 0.8.
Clearly, when the node is farther from its receiver, the path
loss component increases, thereby leading to a larger outage
probability. To guarantee that its measurements do not get lost
in the transmission, the node will use a stronger coding rate,
thus the compression ratio needs to be smaller and a larger
distortion is introduced at the source. In both cases, the battery
size is quite small and such that the node’s readings generally
have to be compressed because the energy stored is not
enough to send them as they are. This clearly impinges on the
distortion that can be achieved on average. What is interesting
to note is the behavior of the retransmission policy when
B¯ = 0.6 (Fig. 5, top). As discussed in Section VI-C, the energy
required to send two or more packets together is larger than
that needed for a single one, since it requires to spend more
energy for processing. In this case, the battery size is very
small, and the node cannot store enough energy to transmit
two packets together. In the end, the node will decide to almost
always discard the packets, or compress them a lot to be more
robust against failures. This result corroborates the impact of
the energy availability on the performance. Also, because of
the small battery size, the optimal single-transmission policy
performs similarly to the greedy one. When instead B is large
enough, the retransmission mechanism leads to improvements
with respect to the single-transmission one, as depicted in
Fig. 5, bottom.
Fig. 6 shows the performance as a function of the average
energy income during the good source state, µ. The distance
d = 100 m d = 200 m
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Figure 6: Average long-term distortion as a function of the average
energy income during the “good” state µ¯ for B¯ = 0.6 (top), B¯ = 0.8
and B¯ = 2 (bottom) and for d = 100 m (left) and d = 200 m (right).
of the node is fixed to 100 m for the figures on the left, and
200 m for those on the right. The normalized battery size
is B¯ = 0.6, 0.8, and 2 for the figures on the top, middle,
and bottom, respectively. Intuitively, the more the energy that
can be harvested (large µ), the lower the average distortion,
because the node can choose the optimal point in the rate
distortion tradeoff (see Sec. VI-A) more often. However, after
a certain value of µ, the distortion curve tends to remain
constant because (i) the battery size is too small and part of the
incoming energy needs to be discarded, and (ii) the optimal k?
is already achievable and the exceess energy is not useful. As
already seen in Fig. 5, if the battery size is too small compared
to the minimum energy required to send q = 1, . . . , r packets,
the node will never transmit them, and this effect sharpens with
the distance. Fig. 5 also shows that, when the node is closer to
the receiver and there is enough energy available (second and
third plots on the left), the single-transmission optimal policy
behaves similarly to the retransmission one, as the outage
probability is low; otherwise, its performance becomes closer
to that of the greedy policy and the improvement obtained
with the retransmission scheme becomes more significant (see
plots on the right).
The effect of the maximum number of retransmissions on
the distortion as a function of distance is shown in Fig. 7 for
B¯ = 1 and µ¯ = 1. As r increases, the gain obtained becomes
smaller: if many packets are sent together in a single slot, the
distortion introduced by the lossy compression is large, and
this reduces the benefit of retransmitting. If r becomes too
large, the number of channel uses available for each packet
is so small that the compression ratio that is required is too
large and this affects the dynamics of the MDP and thus of
the system performance.
Finally, Fig. 8 shows the packet loss probability as a
function of µ for different values of r and B¯ = 1, where
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values of r when B¯ = 1 and d = 200m.
this probability accounts for both the packets lost in the
communication and those discarded at the source. Again, it
can be observed how the benefits of the retransmission scheme
fade as r increases. The gain obtained over the greedy policy
by the Value Iteration algorithm is more significant when
energy is scarce (small µ), for both the single-transmission
scheme (r = 1) and the retransmission mechanism (r > 1).
VIII. A LEARNING APPROACH
The policies found with the RVIA are optimal and have a
threshold structure, cf. [1], which implies limited storage re-
quirements and low implementation complexity. However, this
approach requires the knowledge of the statistics of the MDP,
which means that the dynamics of the EH process and the
average channel gain need to be known, but this information
may not be available with enough accuracy. A natural way
to determine the optimal policy when the knowledge about
the environment is uncertain or limited is to interact with it
and learn based on the feedback received. This approach is
commonly referred to as reinforcement learning [10] and is
usually applied to scenarios where the environment is modeled
through an MDP, which is the case in this paper. In particular,
in this paper we exploit the R-learning algorithm, which is
the counterpart of the well-known Q-learning algorithm for the
average case rather than for discounted optimization problems.
Algorithm 1 R-learning algorithm
1: Initialize ρ and QL(s, u) ∀s, u
2: while true do
3: s← current state
4: Choose action u ∈ Us using ε-greedy policy
5: Observe next state s′ and reward R
6: δ ← R− ρ+ maxwQL(s′, w)−QL(s, u)
7: QL(s, u)← QL(s, u) + αδ
8: if QL(s, u) = maxwQL(s, w) then
9: ρ← ρ+ βδ
A. R-learning
R-learning is an RL algorithm introduced by Schwartz in
1993 [9] for average-reward maximization problems. Notice
that it can be promptly adapted to our model by using the
negatives of the costs. The basic gist of R-learning is to learn
the value of each admissible action for all possible states
through exploration. As discussed in Section VI-B, in the long
run the average cost, see Eq. (18), is the same regardless of
the initial state. However, there is a transient, and it is this
transient that defines the value of a state-action pair:
qpi(s, u) =
∞∑
k=1
E [Rn+k − Jpi|sn = s, un = u] , (25)
where Rn = −c(sn, un, sn+1) is the reward obtained in slot
n; notice that the next state sn+1 depends on action un and on
the environment. The function qpi represents the value relative
to the average reward under the current policy. The essential
approach of RL algorithms is exploration vs exploitation: in a
state, an agent can choose the action that leads to the highest
reward based on current information (exploitation), or keep
trying new actions, hoping that they bring even higher rewards
(exploration).
Similarly to Q-learning, R-learning maintains (i) a behavior
policy that simulates experience and dictates the action to
choose, (ii) an estimation policy pi which is the one involved
in the policy iteration process and is the policy that is being
learned, (iii) an action-value function QL that approximates
qpi , and (iv) an estimated average reward ρ that approximates
Jpi . Notice that, in order to learn the estimation policy pi, the
device has to use an additional policy (the behavior one), that
dictates what to do during the learning process. We chose to
use an ε-greedy policy as behavior policy: when in state s,
the node chooses a random action u ∈ Us with probability ε,
otherwise it selects the action with the highest QL value, i.e.,
the current best action.
The complete algorithm is given in Algorithm 1 [10]. The
scalars α and β are step-size hyperparameters. During the
learning process, the node continuously updates the QL values
of all state-action pairs and, at each iteration, chooses either
the action corresponding to the highest QL value or a random
one, according to the ε-greedy policy. After some iterations,
the result of maxu∈Us Q
L(s, u) will converge and the node
learns that the best action to take in state s is:
uL(s) = max
u∈Us
QL(s, u). (26)
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a function of the number of learning iterations, and comparison with
the corresponding optimal cost. Here, ρ = 5 and β = 0.01.
Hence the policy learned by the device coincides with the
0-greedy one, and in each state s ∈ S the action to take is
deterministic and given by (26).
The convergence of the learning algorithm is demonstrated
in Fig. 9, which shows the average long-term cost of Eq. (24)
as the node is learning the policy. The simulation parameters
in this case are r = 2, B¯ = 0.8, µ¯ = 0.7, and d = 200 m.
Fig. 9 shows the average long-term cost obtained with the
policy learned by the learning algorithm vs the number of
iterations of the learning phase. The blue line represents the
distortion obtained with the optimal policy of Section VI.
The hyperparameters of the learning algorithm were optimized
by performing an exhaustive search and selecting the combi-
nations that performed best in the training phase. Both the
exploration rate ε and the learning rate α were chosen to be
decreasing during the learning process. It is a reasonable and
common practice that, as the learning proceeds and the QL-
values converge, ε decreases. This happens because initially
the device has no knowledge about the environment and makes
random moves to maximally explore the state space, so that
all possible states can eventually be visited, and the long-
term QL-value of every state-action pair can be determined.
Then, it converges to a small exploration rate and exploits the
accumulated knowledge [10].
IX. CONCLUSIONS
In this paper, we proposed and analyzed a joint retrans-
mission, compression and channel-coding scheme for energy-
constrained sensors that access the channel in a TDMA
fashion. The goal is to enable the sensors to be energetically
self-sufficient and, at the same time, to minimize the long-
term average distortion of the data they report to the receiver.
The proposed scheme foresees that the data blocks that were
not successfully reported are retransmitted along with the
newly generated blocks, where the compression is performed
separately for all blocks, while the channel-coding procedure
is performed for all blocks jointly. The problem has been
formulated by means of an MDP, and the optimal policy was
derived with a variant of the Value Iteration algorithm. We
also proposed the use of a learning approach to determine the
policy during the operation of the system.
Both the analytical investigation and the numeral evaluation
showed that the retransmission scheme ensures an improved
average quality of the received information with respect to
the simpler single-transmission scheme, unless the energy
available to the node is very scarce (because either the battery
size is too small or the energy inflow is insufficient). In this
case, the retransmission scheme demands too much energy
and the node cannot afford it. When the energy is scarce, a
more flexible scheme that decides whether or not to retransmit
a packet may improve the performance. For instance, if a
packet is lost and the battery charge is low, then the node
should opt for transmitting only the new readings and give
up on those that were lost, so as to preserve some energy.
The gain introduced by the retransmission scheme becomes
more significant as the probability of outage increases. As
the maximum number of transmission attempts that can be
dedicated to a packet increases, the performance improvement
tends to fade, while also affecting latency. We also validated
the effectiveness of machine learning algorithms, which can
be extremely powerful when the information available to the
node is imprecise or incomplete, and achieve a performance
very close to that of the optimal policies.
In this work, it was assumed that a node can retransmit
its lost packets only in the time slots dedicated to the sensor
device. An interesting alternative consists in considering some
shared time slots, where the devices can send their lost data
in a random fashion, i.e., contending for the channel. A study
of this scheme is part of our future work.
In our further work, we also intend to adopt a realistic model
for the battery consumption, which in practice is not linear,
unlike commonly assumed, but depends on the current battery
level. Another extension is the investigation of how the actual
performance changes when the knowledge about the average
channel state is imperfect. Finally, it would be interesting to
generalize the model to other compression techniques, possibly
with different energy consumption characteristics.
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APPENDIX A
PROOF OF THEOREM 1
We compare the case in which a packet that is not received
cannot be retransmitted (r = 1) with that in which a data
block that was lost can be combined together with the next
data blocks and retransmitted for at most r > 1 times.
The proof leverages on the fact that the distortion function
is convex and decreasing. We will denote Dfull as D(0). By
assumption, we neglect the energy constraints, i.e., k?r = k
?
r,R
and k?1 = k
?
1,R, see Eq. (17).
Step 1. First of all, we prove that k?r ≥ k?1/r.
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1,R/2. The tilde
notation indicates that the function is scaled from [0,m] to [0,m/2].
When r > 1 and r−1 consecutive transmissions failed, the lost
r− 1 data blocks are retransmitted in the successive time slot
along with the most recently generated data block. In this case,
the device selects k?r ∈ [0,m/r] as the optimal point in the
rate-distortion tradeoff. According to our assumption, k?r =
k?r,R, which is the point of minimum of function E[∆r(k)],
see Eq. (13). The outage probability depends on the coding
rate R = rL(k)/S and scales with r, i.e., it maintains the
same shape regardless of r because k cannot exceed m/r. The
outage probability is represented with a dashed line in Fig. 10
for k ∈ [0,m/r] with r = 2. If the distortion introduced at
the source also scaled with r, it would be k?r = k
?
1/r; instead,
it only depends on L(k) and is truncated to D(m/r). Since
D(k) is a decreasing function of the compression ratio, the
effective distortion in the interval [0,m/r] (light dotted line
in Fig. 10) is larger than the one that would be obtained by
scaling the original distortion in [0,m] to the new range (dark
dotted line in Fig. 10). This means that the point of minimum
of E[∆r(k)] is shifted right with respect to that obtained when
simply scaling both the outage probability and the distortion
functions from [0,m] to [0,m/r]. Then:
k?r ≥ k?1/r. (27)
An example of this can be seen in Fig. 10: the light and dark
flat curves show E[∆2(k)] and the scaled version of E[∆1(k)],
respectively, and the markers identify their minima.
Step 2. We show that (r − 1)D(0) +D(k?1) ≥ r D(k?r ).
As a first step, focus on r = 2. The convexity of D(k) implies
that:
D(x1) +D(x2) ≥ (28)
D (λx1 + (1− λ)x2) +D ((1− λ)x1 + λx2) , (29)
for any λ ∈ [0, 1]. In particular, given that D(k) is a decreasing
function of k, for x1 < x2 and λ ≥ 1/2, we also have:
D(x1) +D(x2) ≥ (30)
2D (λx1 + (1− λ)x2) , 2D (x3) , (31)
This implies that, if we choose x1 = 0 and x2 = k?1 , the
previous inequality is satisfied for all points x3 ≥ k?1/2, and
in particular for k?2 .
This can be extended to a generic value of r by repeatedly
applying the convexity property of Eq. (29) for r − 1 times
and choosing λ = 1/r, 1/(r− 1), . . . until λ=1/2 in the last
step. This process leads to:
(r − 1)D(x1) +D(x2) ≥ rD
(
r − 1
r
x1 +
1
r
x2
)
. (32)
If we choose x1 = 0 and x2 = k?1 , and exploit Eq. (27), we
have that (r − 1)D(0) +D(k?1) ≥ r D(k?r ).
Step 3. Finally, we show that the retransmission scheme
leads to lower average distortion.
After r consecutive transmissions, the data generated in the
first slot has been either successfully sent or discarded, and the
window of the packets involved in the processing-transmission
mechanism moves forward. This means that focusing on r
transmissions suffices to encompass all possible situations.
There can be 2r possible outcomes, each with a corresponding
QoS cost. The costs obtained in the two scenarios (retrans-
missions or single-transmission) differ only when a successful
transmission follows q < r consecutive failed transmissions:
in this case, if no retransmission mechanism is considered,
the total cost is given by qD(0) + D(k?1), otherwise it is
(q+1)D(k?q+1) (see Section IV). We focused on the case q =
r−1 and proved that r D(k?r ) ≥ (r−1)D(0)+D(k?1). All other
cases can be straightforwardly traced back to some r′ < r and
the same result holds. In practice, in all possible combinations
of ACK/NACK in r transmission attempts, the distortion
obtained when the retransmission mechanism is adopted is not
larger than that achieved in the single-transmission scenario.
This completes the proof of the theorem.
APPENDIX B
PROOF OF THEOREM 2
The distortion function D(k) is convex and decreasing
in k ∈ {0, . . . ,m}. We want to compare the performance
obtained by the retransmission scheme with r > 2 (case A)
and with r− 1 (case B) maximum number of retransmissions
allowed.
As in the proof of Theorem 1, we neglect any energy
constraint, so k?r = k
?
r,R and k
?
r−1 = k
?
r−1,R. If we consider
r consecutive transmissions, the only difference between the
two cases is obtained when a successful transmission follows
r − 1 failed attempts. The corresponding distortions are,
respectively:
DA = rD(k?r ) (33)
DB = (r − 1)D(k?r−1) +D(0). (34)
Since 0 ≤ k?r ≤ k?r−1, it is D(0) ≥ D(k?r ) ≥ D(k?r−1). We
want to show that DA is not always lower than DB , but under
some circumstances it can be higher.
If k?r−1 > k
?
r = 0, then D
A = rD(0) > (r − 1)D(k?r−1) +
D(0) = DB . Vice versa, if k?r−1 = k
?
r > 0, then D
A < DB .
This is more likely to happen when r gets closer to m, which
represents the maximum value that k can take. And, if r > m,
it surely is k?q = k
?
q−1 for some q ≤ r.
This suffices to prove the theorem, but in addition we want
to understand what happens if 0 < k?r < k
?
r−1. We introduce
the coefficient µ , (r − 1)/r, so that we compare DA/r =
D(k?r ) and D
B/r = µD(k?r−1) + (1−µ)D(0). Let kV be the
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Figure 11: Determination of kV , see Eq. (35). The red part of the
curve represents distortion levels that are larger than DB/r, the
orange one is related to distortion levels that are smaller. If k?r falls
to the right of kV , then choosing r − 1 rather than r improves the
performance.
point such that D(kV ) = DB/r, as represented in Fig. 11.
By applying the definition of distortion given in Eq. (1), we
have:
kV =
(
µ(k?r−1)
−a + (1− µ)b+Dfull
bma
)−1/a
. (35)
The distortion is a decreasing function, hence D(k) >
D(kV ) = D
B/r for all k < kV . This implies that:
DA > DB if k?r < kV
DA = DB if k?r = kV
DA < DB if k?r > kV
(36)
Determining when k?r < kV is a challenging task, hampered
by the fact that there is no closed-form expression for the rela-
tionship between r and k?r , see Section VI-A and [1]. However,
as r increases, there is a higher probability that DA is larger
than DB . In particular, let K− , {k ∈ N : 0 < k < kV }
and K , {k ∈ N : 0 < k < k?r−1}. As r increases,
µ = (r − 1)/r → 1, and kV gets closer to k?r−1 (from the
left). Hence, the ratio |K−|/|K| → 1 and the probability that
k?r falls in K− rather than in K \ K− increases.
In practice, for small values of r, in general it holds that
kV < k
?
r < k
?
r−1, and increasing r leads to lower distortion at
the receiver. But, as r increases, kV gets very close to k?r−1
and it is more unlikely that k?r falls in between these two
values, thus increasing r brings no benefit.
A curious behavior appears as r gets closer to m, because
the probability that kr = kr−1 becomes higher. In this case,
it may happen that (i) k?r < kV and therefore it is better to
select r−1 rather than r, but (ii) k?r+1 = k?r and therefore also
r+ 1 is a better choice than r. Therefore, it may happen that
both decreasing and increasing r lead to a better performance
(nevertheless, there is a single optimal choice). Although in
general the retransmission mechanism is effective, selecting
the appropriate value of r is not trivial, because the attainable
gain is not proportional to r, but also depends on some system
parameters such as the discretization of the compression ratio
(hence, m) and the energy availability. This goes beyond the
scope of the work.
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