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Abstract. The aim of this work is to investigate the hardness of the discrete logarithm problem
in fields GF(pn) where n is a small integer greater than 1. Though less studied than the small
characteristic case or the prime field case, the difficulty of this problem is at the heart of security
evaluations for torus-based and pairing-based cryptography. The best known method for solving this
problem is the Number Field Sieve (NFS). A key ingredient in this algorithm is the ability to find
good polynomials that define the extension fields used in NFS. We design two new methods for this
task, modifying the asymptotic complexity and paving the way for record-breaking computations.
We exemplify these results with the computation of discrete logarithms over a field GF(p2) whose
cardinality is 180 digits (595 bits) long.
1 Introduction
The security of cryptographic protocols relies on hard problems like integer factorization or
discrete logarithm (DLP) computations in a finite group. The difficulty of the latter depends
on the chosen group. While no subexponential methods for DLP instances are known for some
groups (including elliptic curves), finite fields are vulnerable to variants of the Number Field
Sieve (NFS) algorithm.
Getting more insight about the theoretical and the practical behaviour of NFS for non-prime
fields is important in cryptography. Indeed, although cryptosystems based on discrete logarithms
in non-prime finite fields are not as widely deployed as for prime fields, they can be found in two
areas: torus-based and pairing-based cryptography.
Torus-based cryptography, and in particular its most popular avatars LUC [32], XTR [21]
and CEILIDH [29], provides an efficient way to build a cryptosystem working in a subgroup
of the multiplicative group of a finite field Fpn where n > 1 is a small integer. The size of the
considered prime-order subgroup must be large enough to resist Pollard’s rho attacks, and pn
must be large enough to resist NFS attacks.
In pairing-based cryptography, the security relies on the difficulty of the discrete logarithm
problem in elliptic curves, and in finite fields of the form Fqn , where n is small (mostly n ≤ 20).
The table [12, Tab. 1.1] lists the available choices of elliptic curve and finite field sizes to balance
the security on both sides. Due to recent progress in attacks on discrete logarithms in finite
fields of small characteristic, it is also common to assume that q is prime, so that NFS is also to
be considered as an attack to be resisted.
Expressing the complexity of subexponential methods is done using the L-function. If
α ∈ [0, 1] and c > 0 are two constants, we set
LQ(α, c) = exp
(
(c+ o(1))(logQ)α(log logQ)1−α
)
,
and simply write LQ(α) if the constant c is not made explicit.
It was proven in [17] that the complexity of DLP in the medium an large characteristic case is
LQ(1/3, c). This ended proving that the complexity of DLP for every finite field of cardinality Q
is LQ(1/3, c). The constant c depends on the size of the characteristic p with respect to Q. It is
customary to write p = LQ(α, c) and to classify the different cases as follows: p is said to be small
if α < 1/3, medium if 1/3 < α < 2/3 and large if 2/3 < α. In this article, we target non-small
characteristic finite fields, for which the state-of-art algorithm is the Number Field Sieve (NFS)
and where the quasi polynomial time algorithm [5] does not apply. Schirokauer [30] studied
the family of fields Fpn for which n is constant when p goes to infinity, and obtained the same
complexity as in the prime case LQ(1/3,
3
√
64/9). The variants of the algorithm by Joux, Lercier,
Smart and Vercauteren [17] have complexity LQ(1/3,
3
√
64/9) for fields of large characteristic, and
LQ(1/3,
3
√
128/9) in medium characteristic. A Coppersmith-like variant [2] has a complexity of
LQ(1/3,
3
√
(92 + 26
√
13)/27) in large characteristic, and LQ(1/3,
3
√
213/36) in medium characteristic.
The situation is more complex in the boundary case, i.e. when p = LQ(2/3), having a complexity
LQ(1/3, c) with c varying between 16/9 and
3
√
213/36 [2]. Finally, if the characteristic p has a
special form, i.e. can be written as p = P (m), for an integer m ≈ p1/degP and a polynomial
P ∈ Z[x] of small degree and with small coefficients, then a faster variant of NFS is available [18].
In practice, the boundary between the medium and large characteristic cases is determined
by direct timing of each variant of NFS, for each pair (blog pc, n). A series of record computations
were realized using the medium characteristic variant [16, Table 8.], but to our knowledge no
computations have been done in non-prime fields using the large characteristic variant of NFS.
In this article, we propose two new methods to select polynomials for NFS in the context of
discrete logarithms in non-prime finite fields: the Generalized Joux–Lercier (GJL) method and
the Conjugation (Conj) method.
We prove the following result in Section 4.
Theorem 1. Let FQ, with Q = pn be a finite field of characteristic p. Assuming the usual
heuristics on smoothness of algebraic numbers, made in the analysis of the Number Field Sieve
algorithm, we get the following time complexities for computing a discrete logarithm in FQ,
depending on the polynomial selection method and the size of p compared to Q:
1. (Large prime case). Assuming p ≥ LQ
(
2/3, 3
√
8/3
)
, NFS with the Generalized Joux–Lercier
method has complexity
LQ
(
1/3, 3
√
64/9
)
.
2. (Medium prime case). Assuming p = LQ(α) for 1/3 < α < 2/3, NFS with the Conjugation
method has complexity
LQ
(
1/3, 3
√
96/9
)
.
3. (Boundary case). Assuming p = LQ(2/3, 12
1/3)1+o(1), NFS with the Conjugation method has
complexity
LQ
(
1/3, 3
√
48/9
)
.
This improves on the previously known complexities in the medium characteristic case, and
in the boundary case where p is around LQ(2/3).
When the characteristic is large, we improved on the known method of the polynomial
selection (Proposition 5), but our gain is hidden in the 1 + o(1) exponent of the complexity
formula. It led us to do a more precise analysis for sizes around the limit of what seems feasible
with current and near future technology, and for extension degrees between 2 and 6. This suggests
that our polynomial selection methods behave better than expected for small extension degrees.
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In order to illustrate this, we implemented our methods and ran a discrete logarithm
computation in a finite field of the form Fp2 , where p has 90 decimal digits. With the Conjugation
method, we were able to perform this in a time that is smaller than what is needed to factor an
integer of 180 decimal digits.
Outline. The paper is organized as follows. In Section 2 we make a short presentation of the
number field sieve. In Section 3 we present two new methods of polynomial selection for NFS. We
measure their asymptotic complexity, thus proving Theorem 1, and derive non-asymptotic cost
estimates for small degree extensions in Section 4. After discussing some further improvements
in Section 5, we detail a record computation in Fp2 obtained with our algorithm in Section 6.
2 Sketch of the number field sieve
Let us sketch the variant of NFS, the state-of-art algorithm used to compute discrete logarithms
in any finite field Fpn with non-small characteristic.
In the first stage, called polynomial selection, two polynomials f, g in Z[x] are constructed
(we assume that deg f ≥ deg g), such that their reductions modulo p have a common irreducible
factor ϕ ∈ Fp[x] which is irreducible of degree n. This polynomial ϕ defines Fpn over Fp, and
does not impact the complexity of NFS. We will use it in the final part of the algorithm, the
individual logarithm stage (see below), to embed the input element, whose discrete logarithm is
requested, into our representation Fpn = Fp[x]/〈ϕ〉.
Essentially, we impose no additional comdition on f and g. During this presentation we
will consider the number fields of f and g, meaning that the two polynomials are irreducible,
but everything works the same if we replace them by their irreducible factors over Z which
are divisible by ϕ modulo p. Far more important is the fact that we do not make the classical
assumption that f and g are monic. Indeed, the NFS algorithm can be modified to work with
non-monic polynomials by adding factors of the leading coefficient to the factor base and by
implementing carefully the decompostion of algebraic numbers into prime ideals. This was known
in the folklore of NFS for a long time now and was also written more or less explicitly in the
literature of NFS [20,17] where non-monic polynomials are used. A recent description of this
technicalities is made in Section 6.5 of [3]. CADO-NFS accepts non-monic polynomials as an
input, which allowed us to do experiments with our polynomials.
Let α and β be algebraic numbers such that f(α) = 0 and g(β) = 0 and let m be a root of
ϕ in Fpn , allowing us to write Fpn = Fp(m). Let Kf and Kg be the number fields associated
with f and g respectively, and Of and Og their rings of integers. In the algorithm, we consider
elements of Z(α) and Z(β) as polynomials in α and β respectively, which are in general not
integers. However, the only denominators that can occur are divisors of the leading coefficients
of the polynomials f and g that we denote respectively by l(f) and l(g).
For the second stage of NFS, called relation collection or sieving, a smoothness bound B is
chosen and we consider the two factor bases
Ff =
{
prime ideals q in Of of norm less than B
or above prime factors of l(f)
}
,
Fg =
{
prime ideals q in Og of norm less than B
or above prime factors of l(g)
}
.
An integer is B-smooth if all its prime factors are less than B. For any polynomial φ(x) ∈ Z[x],
the algebraic number φ(α) (resp. φ(β)) in Kf (resp. Kg) is B-smooth if Res(f, φ) (resp. Res(g, φ))
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is the product of a B-smooth integer and of a product of factors of l(f) (resp. l(g)). In that case,
due to the equation
N (φ(α)) = ±l(f)− deg φ Res(f, φ),
the fractional ideal φ(α)Of decomposes into a product of ideals of Ff , with positive or negative
exponents.
In the sieve stage, one collects #Ff + #Fg polynomials φ(x) ∈ Z[x] with coprime coefficients
and degree at most t− 1, for a parameter t ≥ 2 to be chosen, such that Res(f, φ) and Res(g, φ)
are B-smooth. Since both φ(α) and φ(β) are B-smooth, we get relations of the form:{
φ(α)Of =
∏
q∈Ff q
valq(φ(α))
φ(β)Og =
∏
r∈Fg r
valr(φ(β)).
Each relation allows us to write a linear equation among the (virtual) logarithms of the ideals in
the factor base. In this article we hush up the technical details related to virtual logarithms and
Schirokauer maps, but the reader can find a detailed description in [31,17,4].
The norm of φ(α) (resp. of φ(β)) is the product of the norms of the ideals in the right hand
side and will be bounded by the size of the finite field (pn)max(deg f,deg g) (this is a very crude
estimate; refining it is the heart of the complexity analysis of Section 4); therefore the number
of ideals involved in a relation is less than log2(p
n)O(1). One can also remark that the ideals that
can occur in a relation have degrees that are at most equal to the degree of φ, that is t − 1.
Therefore, it makes sense to include in Ff and Fg only the ideals of degree at most t− 1 (for a
theoretical analysis of NFS one can maintain the variant without restrictions on the degree of
the ideals in the factor base).
In order to estimate the probability that a random polynomial φ with given degree and size of
coefficients gives a relation, we make the common heuristic that the integer Res(φ, f) · Res(φ, g)
has the same probability of B-smoothness as a random integer of the same size. Therefore,
reducing the expected size of this product of norms is the main criterion when selecting the
polynomials f and g.
In the linear algebra stage, we consider the homogeneous linear system obtained after the
sieve. We make the usual heuristic that this system has a space of solutions of dimension one.
Since the system is sparse (at most (log2(p
n))O(1) non-zero entries per row), an iterative algorithm
like (block) Wiedemann [33,9] is used to compute a non-zero solution in quasi-quadratic time.
This gives the (virtual) logarithms of all the factor base elements.
In principle, the coefficient ring of the matrix is Z/(pn − 1)Z, but it is enough to solve it
modulo each prime divisor ` of pn−1 and then to recombine the results using the Pohlig–Hellman
algorithm [27]. Since one can use Pollard’s method [28] for small primes `, we can suppose that
` is larger than Lpn(1/3). Since ` is large, we may assume that ` is coprime to Disc(f), Disc(g),
the class numbers of Kf and Kg, and the orders of the roots of unity in Kf and Kg. These
assumptions greatly simplify the theory, but again, we do not elaborate on the mathematical
aspects of the algorithm since the improvements that we discuss in this article do not affect
them.
In the last stage of the algorithm, called individual logarithm, the discrete logarithm of any
element z =
∑n−1
i=0 zim
i of Fpn in the finite field is computed. For this, we associate z with the
algebraic number z =
∑n−1
i=0 ziα
i in Kf and check whether the corresponding principal ideal
factors into prime ideals of norms bounded by a second bound B′ larger than B. We also ask the
prime ideals to be of degree at most t− 1. If z does not satisfy these smoothness assumptions,
then we replace z by ze for a randomly chosen integer e and try again. This allows us to obtain a
linear equation similar to those of the linear system, in which one of the unknowns is log z. The
second step of the individual logarithm stage consists in obtaining relations between a prime
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ideal and prime ideals of smaller norm, until all the ideals involved are in Ff or Fg. This allows
us to backtrack and obtain log z.
3 New methods for selecting polynomials
In this section, we propose two new methods to select the polynomials f and g, in the case
of finite fields that are low degree extensions of prime fields. For any polynomial g, we denote
by ||g||∞ the maximum absolute value of its coefficients. The first method is an extension to
non-prime fields of the method used by Joux and Lercier [15] for Fp. In the second one, we use
rational reconstruction and the existence of some square roots in Fp.
All the constructions that follow use either LLL reduction [22] or simple rational reconstruction
(also known as the continued fraction method), see for example [8]. It allows us to write any
residue a modulo a prime p as
a ≡ u/v mod p
with u, v ≤ c√p for some constant c. If one computes the rational reconstruction using LLL in
dimension two, then one can show that it always succeeds if c is a large enough explicit constant.
In practice we might want two different rational reconstructions a ≡ u1/v1 ≡ u2/v2 mod p. In
this case we cannot make any proof on the size of u2 and v2, but they can be small.
For ease of reading, f is supposed to have degree greater than or equal to that of g.
Although the polynomial ϕ(x) that defines Fpn as Fp[X]/〈ϕ(x)〉 does not occur explicitly in the
computations, we sometimes give it along with the pair (f, g).
3.1 State of the art
Joux, Lercier, Smart and Vercauteren [17] introduced two methods of polynomial selection in
non-prime fields which are the only option for their respective range of application: medium
characteristic and, respectively, large characteristic finite fields.
JLSV1. In Algorithm 1 we recall the method introduced in [17, §2.3]. This method is best
suited to the medium characteristic case. It produces two polynomials f and g of the same
degree n, which have coefficients of size O(
√
p) each.
Algorithm 1: Polynomial selection with the first method in [17] (JLSV1)
Input: p prime and n integer
Output: f, g, ϕ with f, g ∈ Z[x] irreducible and ϕ = gcd(f mod p, g mod p) in Fp[x] irreducible of
degree n
1 Select f1(x), f0(x), two polynomials with small integer coefficients, deg f1 < deg f0 = n ;
2 repeat
3 choose a ≥ d√pe;
4 until f = f0 + af1 is irreducible in Fp[x];
5 (u, v)← a rational reconstruction of a modulo p ;
6 g ← vf0 + uf1 ;
7 return (f, g, ϕ = g mod p)
Example 1. Take p = 1000001447, n = 4, and a = 44723 ≥ d√pe. One has f = (x4 − 6x2 + 1)−
44723(x3 − x) and g = 22360(x4 − 6x2 + 1)− 4833(x3 − x) with u/v = 4833/22360 a rational
reconstruction of a modulo p.
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JLSV2. In Algorithm 2 we reproduce the method described in [17, §3.2]. We denote by LLL(M)
the matrix obtained by applying the LLL algorithm to the rows of a matrix M with integer
coefficients.
Algorithm 2: Polynomial selection with the second method in [17] (JLSV2)
Input: p prime, n integer and D ≥ n integer
Output: f, g, ϕ with f, g ∈ Z[x] irreducible and ϕ = gcd(f mod p, g mod p) in Fp[x] irreducible of
degree n
1 Choose some monic polynomial g0(x) of degree n with small integer coefficients ;
2 Choose an integer W ≈ p1/(D+1), but slightly larger, and set g(x) = g0(x+W ) = c0 + c1x+ · · ·+ xn ;
3 Reduce the rows of the following matrix using LLL
M =

p
. . .
p
c0 c1 · · · 1
. . .
. . .
. . .
c0 c1 · · · 1

degϕ = nD + 1− n
, to get LLL(M) =

f0 f1 · · · fD
∗
 .
4 return (f = fDx
D + · · ·+ f0, g, ϕ = g mod p)
Proposition 1. The coefficients of the polynomial f in Algorithm 2 have approximate size
Q1/(D+1).
Proof. By construction, |c0| ≈ Wn ≈ Q1/(D+1). Since c was chosen so that cn = 1, we get
det(M) = pn. The first row of LLL(M) gives a polynomial f of degree at most D which is
divisible by g modulo p. The coefficients of f are of approximate size (detM)1/(D+1). It is
= pn/(D+1) = Q1/(D+1) if we assume that the dimension D + 1 stays small.
We can have deg(f) = D for any value of D ≥ n. We may want to take D = n for some
real-life cases, so that f and g are of degree n; moreover we take ϕ ≡ g mod p. We give such an
example here.
Example 2. Consider again the case of p = 1000001447 and n = 4 this time. We take g0 to be a
polynomial of degree four and small coefficients, for example g0 = x
4 + x3 + x2 + x+ 1. We use
W0 = 64 ≥ p1/(D+1) and we set
g = g0(x+W0) = x
4 + 257x3 + 24769x2 + 1060993x+ 17043521.
We construct the lattice of integer polynomials of degree at most 4 which are divisible by g
modulo p. Since D = n we are here in a particular case where the lattice corresponds to the line
of multiples of g by elements of Fp. We obtain
f = 7791770x4 + 2481996x3 − 5928141x2 + 1465261x+ 3462017 .
Note that f and g have coefficients of size p4/5 = Q1/5.
3.2 The generalized Joux–Lercier (GJL) method
Joux and Lercier proposed a method in [15] to select polynomials in the context of prime fields.
In Algorithm 3 we generalize5 their method so that it applies to any finite field.
5 Recently, (February 2015), D. Matyukhin informed us that he proposed the same polynomial selection method
for his algorithm of discrete logarithm [23], published in Russian.
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Algorithm 3: Polynomial selection with the generalized Joux–Lercier method (GJL)
Input: p prime, n integer and d ≥ n integer
Output: f, g, ϕ with f, g ∈ Z[x] irreducible and ϕ = gcd(f mod p, g mod p) in Fp[x] irreducible of
degree n
1 Choose a polynomial f(x) of degree d+ 1 with small integer coefficients which has a monic irreducible
factor ϕ(x) = ϕ0 + ϕ1x+ · · ·+ xn of degree n modulo p ;
2 Reduce the following matrix using LLL
M =

p
. . .
p
ϕ0 ϕ1 · · · 1
. . .
. . .
. . .
ϕ0 ϕ1 · · · 1

degϕ = nd+ 1− n
to get LLL(M) =

g0 g1 · · · gd
∗
 .
3 return (f, g = g0 + g1x+ · · ·+ gdxd, ϕ)
In the prime field case, where n = 1, GJL goes as follows. One starts with a polynomial f of
degree d+ 1 with small coefficients such that f admits a factor ϕ of degree one, or equivalently
a root m modulo p. Then, a matrix M is constructed whose rows correspond to the lattice of
polynomials in Z[x] of degree at most d, that also admit m as a root modulo p. We reduce this
matrix with LLL and obtain g from the first row of LLL(M). Note that one can transform M
into M ′ in Equation (1) by linear combinations on the rows. Hence, LLL(M) = LLL(M ′), so
GJL and the original method of Joux–Lercier obtain the same polynomial g.
M =

p 0 · · · 0
−m 1 0 0
...
. . .
. . . 0
0 · · · −m 1
 , M ′ =

p 0 · · · 0
−m 1 0 0
...
. . .
. . . 0
−md · · · 0 1
 , (1)
The following result is proved in the same way as Proposition 1.
Proposition 2. The coefficients of the polynomial g in Algorithm 3 have approximate size
Q1/(d+1).
Remark 1. By considering a smaller matrix, it is possible to produce a polynomial g whose
degree is smaller than d = deg f − 1. This does not seem to be a good idea. Indeed, the size of
the coefficients of g would be the same as the coefficients of a polynomial obtained starting with
a polynomial f with coefficients of the same size but of a smaller degree (d or less).
Example 3. We keep p = 1000001447 and n = 4 (see Ex. 2). We choose d = n = 4, f =
x5 + x4 − 7x3 + 4x2 + x+ 1 of degree 5. Then f factors modulo p and has a degree four factor
ϕ = x4 + 234892989x3 + 208762833x2 + 670387270x+ 109760434. We construct the lattice of
polynomials of degree at most 4 which are divisible by ϕ modulo p. Reducing it, we obtain
g = 8117108x4 + 1234709x3 + 9836008x2 − 1577146x+ 7720480 .
The polynomial f has coefficients of size O(1); g of size O(p4/5). More precisely, log2 p = 30 and
log2 ||g||∞ = 24 = 4/5 log2 p.
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3.3 The Conjugation method
Roughly speaking, the aim of polynomial selection is to produce two polynomials f, g such that
the norm of f , resp. g evaluated at some algebraic integer a − bα (or φ(α)) is minimal, with
respect to the size of a and b (see Sec. 2). This means, the degrees of f and g need to stay small
but also the size of their coefficients. The previous method GJL was focused on minimizing the
degrees of both f and g to e.g. n and n+ 1. Here we set f with a higher degree: 2n instead of
n + 1, so that the size of the coefficients of g is always O(
√
p). We cannot achieve a so small
coefficient size for g with the GJL method. We show in Sec. 4.4 that despite the higher degree of
f , this method is better in practice than any other one when n = 2, 3 and p is more than 660
bits, and in particular for cryptographic sizes.
Let us give the idea of our method. We first carefully select f of degree 2n, irreducible over
Z, and so that it factors into two irreducible conjugate polynomials ϕ and ϕ over some quadratic
extension of Q. If we can embed this quadratic extension in Fp, we end up with two irreducible
factors of f modulo p. Because of our judicious choice of f with two conjugate factors, we obtain
g whose coefficients have size O(
√
p) using rational reconstruction. We give a first example in
Ex. 4 to clarify what we have in mind; we write a second example (Ex. 5) from a different point
of view, and then give the general construction in Algorithm 4.
Example 4. We target Fp4 with p = 1000010633 and n = 4. We try integers a = −2,−3, . . . until
a is a square but not a fourth power in Fp. We find a = −9. We set f = x8− a = x8 + 9 which is
irreducible over Z. Observe that by construction, f has two degree 4 conjugate irreducible factors
f = (x4−√a)(x4+√a). We set ϕ = x4−√a which, due to the choice of a, belongs to Fp[x] and is
irreducible. We continue by computing a rational reconstruction (u, v) of
√
a modulo p: u · v−1 ≡√
a mod p; here u = −58281 and v = 24952. Finally we set g = vx4 − u = 24952x4 + 58281 of
norm ||g||∞ ∼
√
p. Note that we respect the condition ϕ = gcd(f mod p, g mod p).
In the previous example, the prime p was given and we searched for a parameter a, or
equivalently for a polynomial f = x8 − a. It turns out that some polynomials f have very good
sieving properties and we would like to use them for many primes p. In this case, we can reverse
the process and start with a given f , while expecting to succeed in only a fraction of the cases.
Example 5. We want to use f = x4 + 1. We target Fp2 for p ≡ 7 mod 8 prime. Note that
f(x) = (x2 +
√
2x + 1)(x2 − √2x + 1) over Q(√2). Since 2 is a square modulo p, we take
ϕ = x2 +
√
2x + 1 ∈ Fp[x] and note that ϕ is a factor of f modulo p. Now, by rational
reconstruction of
√
2 in Fp, we can obtain two integers u, v ∈ Z such that uv ≡
√
2 mod p, and
u and v have size similar to
√
p. We define g = vx2 + ux+ v. Then f and g share a common
irreducible factor of degree 2 modulo p, and satisfy the degree and size properties given in
Prop. 3.
Although the technique in the second example is more interesting in practice, it is the
construction in the first example that can be made general, as given in Algorithm 4. Under
reasonable assumptions, this algorithm terminates and finds pairs of polynomials f and g with
the claimed degree and size properties for any extension field Fpn .
Proposition 3. The polynomials (f, g) returned by Algorithm 4 satisfy the following properties
1. f and g have integer coefficients and degrees 2n and n respectively;
2. the coefficients of f have size O(1) and the coefficients of g are bounded by O(
√
p);
3. f and g have a common irreducible factor ϕ of degree n over Fp.
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Algorithm 4: Polynomial selection with the Conjugation method (Conj)
Input: p prime and n integer
Output: f, g, ϕ with f, g ∈ Z[x] irreducible and ϕ = gcd(f mod p, g mod p) in Fp[x] irreducible of
degree n
1 repeat
2 Select g1(x), g0(x), two polynomials with small integer coefficients, deg g1 < deg g0 = n ;
3 Select µ(x) a quadratic, monic, irreducible polynomial over Z with small coefficients ;
4 until µ(x) has a root λ in Fp and ϕ = g0 + λg1 is irreducible in Fp[x];
5 (u, v)← a rational reconstruction of λ ;
6 f ← ResY (µ(Y ), g0(x) + Y g1(x)) ;
7 g ← vg0 + ug1 ;
8 return (f, g, ϕ)
Proof. The polynomial f is the resultant of two bivariate polynomials with integer coefficients.
Using classical properties of the resultant, f can be seen as the product of the polynomial
g0(x) + Y g1(x) evaluated in Y at the two roots of µ(Y ), therefore its degree is 2n. Since all the
coefficients of the polynomials involved in the definition of f have size O(1), and the degree n is
assumed to be “small”, then the coefficients of f are also O(1). For the size of the coefficients of
g, it follows from the output of the rational reconstruction of λ in Fp, which is expected to have
sizes in O(
√
p). The polynomials f and g are suitable for NFS in Fpn , because both are divisible
by ϕ = g0 + λg1 modulo p, and by construction ϕ is irreducible of degree n.
In the example above (Ex. 5), for Fp2 with p ≡ 7 mod 8, Algorithm 4 was applied with g1 = x,
g0 = x
2 + 1 and µ = x2 − 2. One can check that f = ResY (Y 2 − 2, (x2 + 1) + Y x) = x4 + 1.
In the following section, an asymptotic analysis shows that there are cases where this
Conjugation method is more interesting than JLSV1 and that GJL is competitive with JLSV2;
furthermore, the new methods are also well-suited for small degree extensions that can be reached
with current implementations.
4 Complexity analysis
In this section we prove Theorem 1 that we stated in the Introduction.
4.1 Preliminaries
As introduced in Section 2, the parameter t denotes the number of terms of the polynomials in
the sieving domain, i.e. deg φ = t− 1, and B is the smoothness bound. We call E the square root
of the number of sieved polynomials, i.e. the coefficients of φ belong to the interval [−E2/t, E2/t].
Kalkbrener’s bound [19, Corollary 2] states that, for any polynomials f and φ,
|Res(f, φ)| ≤ κ(deg f,deg φ)||f ||deg φ∞ ||φ||deg f∞ ,
where κ(n,m) =
(
n+m
n
)(
n+m−1
n
)
. For two polynomials f and g we write κ(f, g) for κ(deg f, deg g).
Hence, we obtain a bound on the product of the norms:
|Res(f, φ) Res(g, φ)| ≤ κ(f, φ)κ(g, φ)||φ||deg f+deg g∞ (||f ||∞||g||∞)deg φ. (2)
A simple upper bound for κ(n,m) is (n+m)!:
|Res(f, φ) Res(g, φ)| ≤
≤ (deg f + deg φ)!(deg g + deg φ)!(||f ||∞||g||∞)t||φ||deg f+deg g∞
≤ (deg f + t− 1)!(deg g + t− 1)!(||f ||∞||g||∞)t−1E2(deg f+deg g)/t.
9
In what follows we respect make sure that the degrees of our polynomials satisfy: deg f +
deg g + t = O(1) max
(
(logQ)1/3, n
)
. Writing p = LQ(α) with α > 1/3, we obtain n =
O(1)(logQ)1−α/(log logQ)1−α. Then, we have (deg f+t−1)!(deg g+t−1)! = LQ(max(1−α, 1/3)),
whereas our estimates for the right hand side will have a size LQ(2/3). This allows us to use the
estimation
max
φ in sieving domain
|Res(f, φ) Res(g, φ)| ≈ (||f ||∞||g||∞)t−1E2(deg f+deg g)/t. (3)
Since the number of sieved polynomials is E2, the cost of the sieve is E2+o(1). Independently
of the choice of the polynomials f and g, the cardinality of the factor base is B1+o(1), and using
the (block) Wiedemann algorithm [33,9], the cost of the linear algebra is B2+o(1). Hence, we set
E = B and, since we expect an algorithm of complexity LQ(1/3), the two are equal to LQ(1/3, β)
E = B = LQ(1/3, β)
for a constant β to be found.
We make the common heuristic that the product of the resultants of the polynomials φ in
the sieving domain with f and g has the same probability to be B-smooth as a random integer
of the same size; we denote this probability by P. Since the cost of the sieve is BP−1 and, at
the same time E2+o(1), we find the equation
B = P−1. (4)
4.2 The generalized Joux–Lercier method
We are now ready to prove the first part of Theorem 1. Using GJL, one constructs two polynomials
f and g such that, for a parameter d ≥ n, we have deg f = d+ 1, deg g = d, ||g||∞ ≈ Q1/(d+1)
and ||f ||∞ of size O(1).
The GJL polynomials have the same degree and coefficient size as those obtained in [15] for
prime fields. Hence, we make the same choices for parameter t, i.e. we sieve on linear polynomials.
Also, we take d of roughly the same size, i.e. d = δ ((logQ)/(log logQ))1/3, which we inject in
Equation (3):
maxφ (|Res(f, φ) Res(g, φ)|) ≈ ||f ||∞||g||∞Edeg f+deg g,
≈ Q1/(d+1)E2d+1.
With the L-notation, we obtain
|Res(f, φ) Res(g, φ)| ≤ LQ
(
2/3, 2δβ +
1
δ
)
.
Using the Canfield–Erdo¨s–Pomerance theorem [7], we obtain
P = 1/LQ
(
1/3,
2δ
3
+
1
3βδ
)
.
The equality P−1 = B imposes
β =
2δ
3
+
1
3βδ
.
The optimal value of δ is the one which minimizes the expression on the right hand side, so we
take δ =
√
2/β and we obtain β = 2/3
√
2/β, or equivalently β = 3
√
8/9. Since the complexity
of NFS is (E2 +B2)1+o(1) = LQ(1/3, 2β), we obtain the complexity given in Theorem 1.
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The range of application of GJL is determined by the condition n ≤ d. This is true for all fields
of large characteristic. In the boundary case, since d = δ/2
(
logQ
log logQ
)1/3
with δ =
√
2/β = 3
√
3,
the GJL method applies only to those fields Fpn such that
p ≥ LQ
(
2/3, 3
√
8/3
)
.
This concludes the proof of the first part of Theorem 1.
4.3 The Conjugation method
Recall that the Conjugation method allows us to construct two polynomials f and g such that
deg f = 2n, deg g = n, ||g||∞ ≈ Q1/(2n) and ||f ||∞ = O(1). When introduced in Equation (3),
these values give
|Res(φ, f) Res(φ, g)| ≤
(
E6n/tQ(t−1)/2n
)1+o(1)
. (5)
We study first the case of medium characteristic and then the boundary case between medium
and large characteristic.
The case of medium characteristic. The Conj polynomials are similar to the ones in [17]
obtained using JLSV1, so we choose parameters of the same type as in [17] and set
t = ctn
(
logQ
log logQ
)−1/3
.
Using E = B = LQ(1/3, β) in Equation (5), the product of the two resultants has norm
LQ(2/3, 6β/ct + ct/2). Due to the Canfield–Erdo¨s–Pomerance theorem, the probability that a
polynomial φ in the sieving domain has B-smooth resultants is
P = 1/LQ
(
1/3,
2
ct
+
ct
6β
)
.
We choose ct = 2
√
3β in order to optimize this probability:
P = 1/LQ
(
1/3, 2/
√
3β
)
.
From the condition P−1 = B, we have β = 3√4/3, and we obtain the second result in Theorem 1.
The boundary case. For every constant cp > 0, we consider the family of finite fields Fpn
such that
p = Lpn(2/3, cp)
1+o(1).
We will take parameter t (Section 2) to be a constant in this analysis. Then the probability
that a polynomial φ in the sieving domain has B-smooth resultants is
P = 1/LQ
(
1/3,
2
cpt
+
cp(t− 1)
6β
)
.
The condition P−1 = B leads to 2cpt+
cp(t−1)
6β = β, or equivalently to β =
1
cpt
+
√
1
(cpt)2
+ 16cp(t− 1).
This completes the proof of the following result.
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Proposition 4. When logQ goes to infinity and p satisfies the condition p = LQ(2/3, cp), the
complexity of NFS with the Conjugation method is:
LQ
(
1/3,
2
cpt
+
√
4
(cpt)2
+
2
3
cp(t− 1)
)
.
In Figure 1 we have plotted the complexities of Proposition 4, together with GJL and the
Multiple number field sieve variant of [2].6 There are some ranges of the parameter cp where the
Conjugation method is the fastest and a range where the GJL method is optimal. The best case
for NFS with Conjugation polynomials corresponds to cp = 12
1/3 ≈ 2.29 and t = 2. In this case
we get the third result in Theorem 1.
cp
c
−
0
−
1
−
2
−
3
−
4
−
5
−
6
−1.7 −
1.8−
−
1.9−
−
2−
−
2.1−
−
2.2−
[
t = 2
t = 3
t = 2
t = 3
t→∞
GJL
Conj
multiple-field
JLSV1
Fig. 1. The complexity of NFS for fields Fpn with p = Lpn(2/3, cp) is Lpn(1/3, c).
4.4 Non-asymptotic comparisons for small extension degrees
Let us make a practical (as opposed to asymptotic) analysis of the four methods in our arsenal:
– the methods of Joux, Lercier, Smart and Vercauteren: JLSV1 and JLSV2.
– the generalized Joux–Lercier method, GJL; to indicate the value of the parameter d we
sometimes write GJL-(d+ 1, d).
– the Conjugation method, Conj.
We do not include Schirokauer’s variant in our study since it is very different in nature,
requiring to sieve on polynomials with coefficients in small degree extensions of Q.
The complexity analysis that was presented earlier in this section gives hints, but does not
allow us to choose the best method. For example, if one wants to compute discrete logarithms in
finite fields FQ of constant bitsize, i.e. log2Q ≈ const, then JLSV1 and Conj are competitive
when p is smaller (medium prime case), whereas JLSV2 and GJL are better when p is larger
(large characteristic case). Also, we expect the choice t = 2 to be optimal when p is large, whereas
we might consider sieving on non-linear polynomials, i.e. t ≥ 3, for smaller values of p.
Table 1 summarizes the properties of the polynomials obtained with each method.
6 Thanks to Ce´cile Pierrot who pointed to us that this figure was inexact in an earlier variant of the manuscript.
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Table 1. Summary of the sizes of the norms product corresponding to various methods. Here FQ, Q = pn, is the
target field, d and D are parameters in the polynomial selection stage and E is the sieve parameter.
method deg f deg g ||f ||∞ ||g||∞ product of norms
Conj 2n n O(1) Q1/(2n) E6n/tQ(t−1)/(2n)
GJL d+ 1 d ≥ n O(1) Q1/(d+1) E2(2d+1)/tQ(t−1)/(d+1)
JLSV1 n n Q
1/(2n) Q1/(2n) E4n/tQ(t−1)/n
JLSV2 D ≥ n n Q1/(D+1) Q1/(D+1) E2(D+n)/tQ2(t−1)/(D+1)
Although JLSV2 was the state-of-art for the non-prime fields of large characteristic, it is now
beaten either by GJL or by JLSV1:
Proposition 5. Let n, t,D be integers with n, t ≥ 2 and D ≥ n, and let E and Q be positive
real numbers. Then the quantity (En+D)2/t(Q2/(D+1))t−1 is either larger than (E2n)2/t(Q1/n)t−1
or we can select d ≥ n so that it is larger than (E2d+1)2/t(Q1/(d+1))t−1.
Proof. Case D ≥ 2n. We set d = bD/2c and we use GJL with this parameter. On the one hand
we have 2(bD/2c+ 1) ≥ D + 1, so (Q2/(D+1))t−1 ≥ (Q1/(d+1))t−1. On the other hand, we have
n+D ≥ 1 + (D + 1) ≥ 1 + (2bD/2c+ 1), so (En+D)2/t ≥ (E2d+1)2/t.
Case n ≤ D ≤ 2n− 1. On the one hand we have D + n ≥ 2n, so (En+D)2/t ≥ (E2n)2/t. On
the other hand, 2/(D + 1) ≥ 1/n, so (Q2/(D+1))t−1 ≥ (Q1/n)t−1.
In order to compare the remaining candidates we need to plug numerical values into Equa-
tion (2). The parameter E is hard to determine, and depends on the polynomials which are used.
For example, better polynomials allow us to sieve less and hence to use a smaller value of E.
Luckily, the difference between the various values of E are not very large and, when one method
is considerably better than another, an approximate value of E is enough for the comparison.
Another bias we are aware of is that for norm products of similar sizes, a method that provides
norms that are well-balanced should be better than if the norm on one side is much larger than
the norm on the other side. Therefore, when the differences between methods are small, we
cannot decide by looking only at the size of the norm product. Table 2 lists the values of E
with respect to the cardinality Q of the target field, obtained from the default parameters of the
CADO factoring software [1] up to log10Q = 220 and extrapolated afterwards. But these values
should not be taken too seriously in order to derive security parameters. The goal is only to
investigate the relative performances of the various methods of polynomial selection for sizes
where it is currently too costly to do experiments.
Table 2. Practical values of E for Q from 100 to 300 decimal digits(dd).
Q(dd) 100 120 140 160 180 200 220 240 260 280 300
Q(bits) 333 399 466 532 598 665 731 798 864 931 997
E(bits) 20.9 22.7 24.3 25.8 27.2 28.5 29.7 30.9 31.9 33.0 34.0
We considered several values of parameters d and t = deg φ+ 1. As the asymptotic analysis
predicts for the case of large characteristic (small degree), our results showed that the choice
t = 2 is optimal for n = 2, 3, 4, 5. Since, in addition, the comparison goes in a similar manner for
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each value of parameter t, we focus on the case t = 2. We make an exception to this rule for
n = 6, where the choice t = 3 is optimal for some ranges of log10Q.
In Table 3 we expand the formula of Equation (3) for t = 2 and n = 2, 3, 4, 5, 6. Note also
that we list several values for the parameter d of GJL since it cannot be fixed by asymptotic
arguments. Using the remark that the quotient logQ/ logE belongs to the interval [15, 30], we
discard some choices, and mark them with an ⊗. For example, JLSV1 beats GJL-(3, 2) only
when logQ/ logE ≤ 6, which is outside of our range of interest.
Table 3. Size of the product of norms for various methods and associated parameters, when one sieves on
linear polynomials (t = 2). We discard (⊗) the methods which offer sizes of norms product which are clearly not
competitive compared to some other one, assuming that 15 ≤ logQ/ logE ≤ 30 (Tab. 2)
n method (deg g,deg f) ||f ||∞ ||g||∞ Edeg f+deg g||f ||∞||g||∞ discard
GJL−(3, 2) (3, 2)
O(1)
Q1/3 E5Q1/3
2 GJL−(4, 3) (4, 3) Q1/4 E7Q1/4 ⊗
Conj (4, 2) Q1/4 E6Q1/4
JLSV1 (2, 2) Q
1/4 Q1/4 E4Q1/2 ⊗
n method (deg f,deg g) ||f ||∞ ||g||∞ Edeg f+deg g||f ||∞||g||∞ discard
GJL−(4, 3) (4, 3)
O(1)
Q1/4 E7Q1/4
3 GJL−(5, 4) (5, 4) Q1/5 E9Q1/5 ⊗
Conj (6, 3) Q1/6 E9Q1/6
JLSV1 (3, 3) Q
1/6 Q1/6 E6Q1/3 ⊗
n method (deg f,deg g) ||f ||∞ ||g||∞ Edeg f+deg g||f ||∞||g||∞ discard
GJL−(5, 4) (5, 4)
O(1)
Q1/5 E9Q1/5
4 GJL−(6, 5) (6, 5) Q1/6 E11Q1/6 ⊗
Conj (8, 4) Q1/8 E12Q1/8 ⊗
JLSV1 (4, 4) Q
1/8 Q1/8 E8Q1/4
n method (deg f,deg g) ||f ||∞ ||g||∞ Edeg f+deg g||f ||∞||g||∞ discard
GJL−(6, 5) (6, 5)
O(1)
Q1/6 E11Q1/6
5 GJL−(7, 6) (7, 6) Q1/7 E13Q1/7 ⊗
Conj (10, 5) Q1/10 E15Q1/10 ⊗
JLSV1 (5, 5) Q
1/10 Q1/10 E10Q1/5
n method (deg f,deg g) ||f ||∞ ||g||∞ Edeg f+deg g||f ||∞||g||∞ discard
GJL−(7, 6) (7, 6)
O(1)
Q1/7 E13Q1/7
6 GJL−(8, 7) (8, 7) Q1/8 E15Q1/8 ⊗
Conj (12, 6) Q1/12 E18Q1/12 ⊗
JLSV1 (6, 6) Q
1/12 Q1/12 E12Q1/6
4.5 Final results
The case n = 2. We draw the curves corresponding to the results in Table 3, since t = 2 is
optimal in this case. From Figure 2, the best choice is to use Conj polynomials.
The case n = 3. Again, it is optimal to sieve on linear polynomials. For smaller values, i.e.
Q of less than 220 decimal digits, we use GJL-(4, 3) polynomials, whereas for larger fields we
switch to Conj, as exemplified in Figure 3.
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(4, 2) Conj, t = 2
(3, 2) GJL, t = 2
(4, 3) GJL, t = 2
(2, 2) JLSV1, t = 2
(4, 3) JLSV2, t = 2
Fig. 2. Polynomials for Fp2 .
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(6, 3) Conj, t = 2
(4, 3) GJL, t = 2
(3, 3) JLSV1, t = 2
(5, 4) JLSV2, t = 2
Fig. 3. Polynomials for Fp3 .
The case n = 4. We sieve on linear polynomials as before (t = 2). Here JLSV1 and GJL−(5, 4)
offer similar polynomials, see Figure 4.
The case n = 5. Several methods give polynomials with a norm product of roughly the same
size: Conj with t = 3 and t = 4, GJL−(6, 5) with t = 2 and t = 3 and, finally JLSV1 with t = 2.
All this is demonstrated in Figure 5.
The case n = 6. When Q is less than 180 decimal digits, the choice is between GJL−(7, 6)
with t = 3 and Conj with t = 4. When Q is larger than 260 decimal digits, the best two methods
are Conj with t = 4 and JLSV1 with t = 2. Between the two ranges, one needs to consider the
three methods listed before. See Figure 6.
15
384 448 512 576 640 704 768 832 896 960
100 120 140 160 180 200 220 240 260 280 300
200
300
400
500
Q (bits)
Q (dd)
lo
g
2
(p
ro
d
u
ct
o
f
n
o
rm
s)
(8, 4) Conj, t = 3
(5, 4) GJL, t = 2
(4, 4) JLSV1, t = 2
(6, 5) JLSV2, t = 2
Fig. 4. Polynomials for Fp4 .
5 Additional improvements
5.1 Improving the root properties
In both GJL and Conjugation methods, it is possible to obtain more than one polynomial g for a
given f by taking another choice for the rational reconstruction, or another vector in the reduced
lattice. Hence, we can assume that one has obtained two distinct reduced polynomials g1 and
g2 ∈ Z[x] such that ϕ divides both g1 and g2 in Fp[x]. Any linear combination g = λ1g1 + λ2g2
for small integers λ1 and λ2 is then suitable for running the NFS algorithm.
The Murphy E value as explained in [25, Sec. 5.2.1, Eq. 5.7 p. 86] is a good criterion to
choose between all these g polynomials. In our experiments we searched for g = λ1g1 + λ2g2
with |λi| < 200 and such that E(f, g) is maximal. In practice we obtain g with α(g) ≤ −1.5 and
E(f, g) improved by 2% up to 30 %.
5.2 Coppersmith’s multiple-field variant
In [10], Coppersmith introduced a variant of NFS in which more than two polynomials are used.
This can be applied to essentially all polynomial selection methods and in particular to the ones
mentioned in this article. The base-m method, which applies only to prime fields, was analyzed
by Matyukhin [24]. Recently, it was shown that JLSV1 and JLSV2 can successfully be adapted
to use multiple fields, as demonstrated by [2].
Another important example is the Conjugation method. In Sec. 5.1, we noted that the
same polynomial f can be paired with any of the two polynomials g1 and g2, and that we
have gcd(f mod p, g1 mod p, g2 mod p) = ϕ. This fact can be used to derive a multiple-field
variant. It was remarked and analyzed in [26] and results in a complexity of LQ(1/3, c) with
c =
(
8(9 + 4
√
6)/15
)1/3 ≈ 2.156, in the medium characteristic case.
We have also analyzed a multiple-field variant of the Generalized Joux–Lercier method. This
provides only a marginal improvement in the theoretical complexity and is not competitive with
other methods [2], and therefore we do not include this analysis here.
5.3 Taking advantage of automorphisms
Joux, Lercier, Smart and Vercauteren [17, Section 4.3] proposed to speed up computations in
NFS using number field automorphisms. Given a field K and an irreducible polynomial f ∈ K[x]
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Fig. 5. Polynomials for Fp5 .
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Fig. 6. Polynomials for Fp6 .
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without multiple roots, a K-automorphism is a rational fraction A ∈ K(x) such that, for some
rational fraction D(x) ∈ K(x), we have f(A(x)) = D(x)f(x). Using the language of Galois
theory, a K-automorphism is an automorphism of the extension (K[x]/〈f〉) /K. Hence, the
automorphisms form a group whose order divides deg f .
It is possible to push further the idea in [17] so that one can use automorphisms of both
polynomials f and g. An example is given in our record computation described in Section 6
where we used two reciprocal polynomials: this saves a factor of two in the sieve and a factor of
four in the linear algebra.
When a method to select polynomials gives the choice of the first polynomial f , we can select
f in the family of our preference, making possible for example to have automorphisms. The only
obstacle is that we cannot find polynomials with an automorphism of order n, as required by
the results in [17] if deg f is not a multiple of n.
But in fact some methods allow us to have automorphisms for both polynomials. Indeed,
the literature, e.g. [11], offers examples of polynomials g0, g1 ∈ Q[x] and rational fractions
A(x) ∈ Q(x) such that, for any number field K and any parameter a ∈ K, the polynomial
g0 + ag1 admits A as a K-automorphism:
∃Da(x) ∈ K(x), g0(A(x)) + ag1(A(x)) = Da(x) (g0(x) + ag1(x)) .
Example 6. For g0 = x
3 − 3x− 1 and g1 = x2 + x, the rational fraction A = −(1 + 1/x) is an
automorphism, for any value of parameter a. Indeed, g0(A(x)) + ag1(A(x)) is (x
3 + ax2 + (a−
3)x− 1 = (g0(x) + ag1(x))/x3, so D(x) = 1/x3.
We do not study the question of finding such families. Let us instead make a list of the cases
where one or both polynomials can admit automorphisms.
– JLSV1 allows both polynomials to be in a family of type g0 + ag1, with g0 and g1 fixed; we
can have automorphisms on both sides.
– JLSV2 allows g to be selected with good properties; since deg g = n, g can have Q-
automorphisms of order n.
– GJL allows f to be selected in the family of our choice; when deg f is divisible by n, f can
have Q-automorphisms of order n.
– Conj allows us to have Q-automorphisms for both polynomials, for the values of n where
families as above can be found. On the one hand, g is chosen in the family {g0 + ag1}, of
automorphism A(x). On the other hand, let ω be an algebraic number, root of an irreducible
degree two polynomial µ ∈ Q[x], such that f = (g0 + ωg1)(g0 + ωg1). Let Dω ∈ Q(ω)(x) be
such that g0(A(x)) + ωg1(A(x)) = Dω(x)(g0(x) + ωg1(x)). Then, by conjugation in Q(ω) we
have g0(A(x)) + ωg1(A(x)) = Dω(x)(g0(x) + ωg1(x)). When we multiply, we get
f(A(x)) = (g0(A(x)) + ωg1(A(x))) · (g0(A(x)) + ωg1(A(x)))
= (Dω(x)(g0(x) + ωg1(x))) ·
(
Dω(x)(g0(x) + ωg1(x))
)
=
(
Dω(x)Dω(x)
)
f(x).
By noting that Dω(x)Dω(x) belongs to Q(x), we conclude that A is a Q-automorphism for
f .
6 Record computations
6.1 Setup
In order to test how our ideas perform in practice, we did several medium-sized practical
experiments in fields of the form Fp2 . We have decided to choose a prime number p of 90 decimal
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digits so that Fp2 has size 180 digits, the current record-size for Fp. This corresponds to a 600-bit
field. To demonstrate that our approach is not specific to a particular form of the prime, we took
the first 90 decimal digits of pi. Our prime number p is the next prime such that p ≡ 7 mod 8
and both p+ 1 and p− 1 have a large prime factor: p = bpi · 1089c+ 14905741.
p = 3141592653589793238462643383279502884197169399375105820974\
94459230781640628620899877709223
` = 3926990816987241548078304229099378605246461749218882276218\
6807403847705078577612484713653
p− 1 = 6 · h0 with h0 a 89 digit prime
p+ 1 = 8 · `
We solved the discrete logarithm problem in the order ` subgroup. We imposed p to be
congruent to −1 modulo 8, so that the polynomial f(x) = x4 + 1 could be used. The Conjugation
method yields a polynomial g of degree 2 and negative discriminant:
f = x4 + 1
g = 448225077249286433565160965828828303618362474 x2
− 296061099084763680469275137306557962657824623 x
+ 448225077249286433565160965828828303618362474 .
Since p is 90 digits long, the coefficients of g have 45 digits. The polynomials f and g have the
irreducible factor
ϕ = t2 + 10778151309582301866698988310224439480941229764389534\
9097410632508049455376698784691699593 t+ 1
in common modulo p, and Fp2 will be taken as Fp[X]/〈ϕ〉.
This choice of polynomials has several practical advantages. Both f and g are reciprocal
polynomials, so that x 7→ 1/x is an automorphism in the sense of Subsection 5.3. This provides
a speed-up by a factor of 2 for the relation collection and a factor of 4 in the linear algebra, as
explained below. Furthermore, the polynomial f corresponds to a number field Kf with unit
rank 1, and a fundamental unit is given by the fundamental unit of the subfield Q(
√
2). By
construction, 2 is a square modulo p, so that
√
2 belongs to Fp. Then, the image in Fp2 of the
fundamental unit of Kf is actually in Fp and its discrete logarithm is 0 modulo `. Since the
polynomial g corresponds to a number field with unit rank 0, we do not need Schirokauer maps
for this case. Generalizations of this interesting fact will be explained elsewhere.
6.2 Collecting relations
The relation collection step was then done using the sieving software of CADO-NFS [1]. More
precisely, we used the special-q technique for ideals q on the g-side, since it produces norms that
are larger than on the f -side. We sieved all the special-qs between 120, 000, 000 and 160, 000, 000,
keeping only one in each pair of conjugates under the action x 7→ 1/x. Indeed, if φ = a− bx gives
a relation for a special-q, then b− ax yields a relation for the conjugate ideal of this special-q.
In total, we computed about 34M relations.
The main parameters in the sieve were the following: we sieved all primes below 80M on the
f -side, and below 120M on the g-side, and we allowed two large primes less than 229 on each
side. The search space for each special-q was set to 215 × 214 (the parameter I in CADO-NFS
was set to 15).
The total CPU time for this relation collection step is equivalent to 157 days on one core of
an Intel Xeon E5-2650 at 2 GHz. This was run in parallel on a few nodes, each with 16 cores, so
that the elapsed time for this step was a few days, and could easily be made arbitrary small
with enough nodes.
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6.3 Linear algebra
The filtering step was run as usual, but we modified it to take into account the Galois action
on the ideals: we selected a representative ideal in each orbit under the action x 7→ 1/x, and
rewrote all the relations in terms of these representatives only. Indeed, it can be shown that
the corresponding virtual logarithms are opposite modulo `; this amounts just to keep track of
sign-change, that has to be reminded when combining two relations during the filtering, and
when preparing the sparse matrix for the sparse linear algebra step. Since we keep only half
of the columns in the matrix, and assuming a quadratic cost for the linear algebra step, the
x 7→ 1/x automorphism saves a factor of 4, as claimed. The output of the filtering step was a
matrix with about 2.7M rows and columns, having on average 86 non-zero entries per row.
Thanks to our choice of f and g, it was not necessary to add columns with Schirokauer maps.
We used Jeljeli’s implementation of Block Wiedemann’s algorithm for GPUs [13,14]. We used
two sequences in parallel, on two independent NVidia GTX 680 graphic cards. The total running
time for this step is equivalent to around 18.2 days on a single NVidia GTX 680 graphic card.
At the end of the linear algebra we know the virtual logarithms of almost all prime ideals of
degree one above primes of at most 28 bits, and of some of those above primes of 29 bits. At
this point we could test that the logs on the f -side were correct.
6.4 Computing individual logarithms
The last step is that of computing some individual logarithms. We used G = t+ 2 as a generator
for Fp2 and the following “random” element:
s = b(pi(2298)/8)ct+ b(γ · 2298)c.
We started by looking for an integer e such that z = se, seen as an element of the number field
of f , is smooth. After a few dozen of core-hours, we found a value of e such that z = z1/z2
with z1 and z2 splitting completely into prime ideals of at most 65 bits. With the lattice-sieving
software of CADO-NFS, we then performed a “special-q descent” for each of these prime ideals.
The total time for descending all the prime ideals was a few minutes. Finally, we found
logG s ≡ 2762142436179128043003373492683066054037581738194144186101\
9832278568318885392430499058012 mod `.
7 Conclusions
The present article contains new estimates for the complexity of solving DLP over non-prime
finite fields. We have discovered several places in the (log p, n) plane where more methods battle
to be the best ones. We have also analyzed the complexity of sieving on a domain of non-linear
polynomials, and this shows the way for more algorithmic problems, so that this could be a
routine problem for subsequent records.
From a practical point of view, we have demonstrated that a clever use of algebraic properties
of fields occurring in DLP computations, such as finding polynomials defining number fields
with automorphisms and/or Galois properties, gives a significant practical speed-up. This study
will be continued elsewhere.
We gather some figures for the factorization of an 180 decimal digit composite number;
the time needed for solving DLP on Fp with p of 180 decimal digits taken from [6] and our
computations for Fp2 with p of 90 decimal digits.
Considering the relation collection phase only, we see that for the same object size, a DLP
over Fp2 is much easier than the corresponding factoring of an integer. This tends to contradict
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Table 4. Comparison of running time for integer factorization (NFS-IF), discrete logarithm in prime field
(NFS-DL(p)) and in quadratic field (NFS-DL(p2)) of same global size 180 dd.
Algorithm relation collection linear algebra total
NFS-IF 5 years 5.5 months 5.5 years
NFS-DL(p) 50 years 80 years 130 years
NFS-DL(p2) 157 days 18 days (GPU) 0.5 years
the usual rule-of-thumb: The discrete logarithm problem in large characteristic finite fields is at
least as hard as factoring an integer of the same size as the cardinality of the finite field.
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