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Введение
В предлагаемом учебном пособии рассматриваются при-
меры задач управления, не обладающих устойчивостью по
результату при ослаблении системы ограничений, а также
примеры некоторых абстрактных задач с аналогичным свой-
ством. Говоря о результате, достигаемом при решении той
или иной задачи управления, можно, с одной стороны, иметь
в виду значения какого–либо функционала качества, с дру-
гой — точку соответствующей области достижимости (ОД)
или некоторого аналога ОД. Таким аналогом может быть, на-
пример, пучок траекторий, отвечающих допустимым управ-
лениям. В настоящем пособии основное внимание уделяется
задачам второго типа, т. е. задачам о достижимости. Эти за-
дачи обладают наглядностью и легко могут быть включены
в класс более общих задач, которые представляют интерес и
для других разделов прикладной математики (математиче-
ское программирование, вариационное исчисление). Так или
иначе, на идейном уровне мы нередко сталкиваемся с вари-
антами следующей весьма общей задачи.
Пусть имеется множество E; E 6= ;, элементы которого мы
можем использовать в качестве конкретных решений. Каждо-
му такому решению единственным образом сопоставлен эле-
мент некоторого другого множества H; являющийся резуль-
татом нашего выбора и называемый далее оценкой действия,
осуществляемого упомянутым решением (в качестве послед-
него может, в частности, использоваться управление, подава-
емое на вход соответствующей динамической системы; оцен-
кой действия данного управления может служить траектория
системы или, в других случаях, значение этой траектории в
последний момент времени). Во многих случаях выбор реше-
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ния стесняется тем или иным дополнительным ограничением
e 2 E0; (0.1)
где E0  E (E0   подмножество E). Тогда множество дости-
жимых оценок (термин «оценка» здесь и ниже понимается не
вполне традиционно: под оценкой будем понимать результат
в виде элемента H; получающегося при действии соответству-
ющего решения), который имеет вид
H0 = fh(e) : e 2 E0g; (0.2)
где h   оператор, сопоставляющий каждому решению отве-
чающую ему оценку и действующий из E в H: Тогда H0  H:
Во многих практических задачах оказывается важным рас-
смотрение случаев, когда условие (0.1) соблюдается в той или
иной степени приближенно, т. е. вместо (0.1) допускается ис-
пользование условий вида
e 2 eE0; (0.3)
где eE0   подмножество E; для которого E0  eE0; и при этомeE0 «близко» к E0: Сама степень близости может оцениваться
по-разному. Так, например, множество E0 может задаваться
неравенством
f (e)  0; (0.4)
где f   вещественнозначная функция на E; иными словами,
этот случай соответствует предположению о том, что
E0 = f
 1(] 1; 0]) = fe 2 Ej f (e)  0g:
Для определения eE0 в данном случае можно принять со-
глашение eE0 = fe 2 E j f (e)  "g; (0.5)
5
где "; " > 0; есть «малое» число. В других конкретных зада-
чах ослабление ограничения
E0 ! eE0 (0.6)
может иметь иной характер. Так или иначе при переходе к
(0.3) мы вместо H0 получаем следующее множество достижи-
мых (в новом смысле) оценок:eH0 = fh(e) : e 2 eE0g:
При этом, конечно, H0  eH0; но возможен случай, когда при
очень малом возмущении (0.6) eH0 «близким» к H0 множеством
не является (так, например, в частном случае (0.5) возможна
ситуация, когда при очень малых значениях "; " > 0; множе-
ства H0 и eH0 существенно различаются).
1 Абстрактная задача о достижимости
Пусть имеется непустое множество E, элементы которого
играют роль решений или управлений, в зависимости от кон-
кретного содержания задачи. Имеется, кроме того, непустое
множество H, элементы которого будут исполнять роль оце-
нок или результатов действия конкретных решений. Наконец,
имеется отображение
h : E ! H; (1.1)
сопоставляющее каждому решению e 2 E соответствующую
оценку h(e) 2 H, т. е. результат действия обычного решения
e. Выбор последнего может быть стеснен ограничением в виде
условия e 2 E0, где E0 — подмножество (п/м) E. Тогда образ
h1(E0)
4
= fh(e) : e 2 E0g (1.2)
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(здесь и ниже 4= — равенство по определению) может рас-
сматриваться в качестве аналога ОД в теории управления: в
конкретных задачах управления E — множество в функцио-
нальном пространстве, элементы E — программные управле-
ния, H — конечномерное арифметическое пространство, h —
оператор системы, сопоставляющий программному управле-
нию терминальное состояние исследуемой системы.
Возвращаясь к общей постановке, отметим, что по цело-
му ряду причин ограничение, определяемое множеством E0,
нередко соблюдается лишь приближенно. Мы рассматриваем
далее только те случаи, когда допускается ослабление огра-
ничений, что соответствует замене
E0 ! eE0;
где eE0 — п/м E, для которого E0  eE0. При таком ослаблении
ограничений (1.2) заменяется множеством
h1( eE0) = fh(e) : e 2 eE0g (1.3)
(каждое из множеств (1.2), (1.3) содержится вH). Если мы по
какой–то причине не можем выбрать одно определенное мно-
жество eE0 (а это нередкий случай), то часто рассматривают
семейство таковых, допуская возможность неограниченного
приближения к E0 в том или ином смысле. Можно предполо-
жить, что у нас имеется непустое семейство E п/м E; каждый
элемент (а это множество) которого может использоваться в
качестве eE0.
Пример 1. Пусть имеется некоторое метрическое про-
странство (X; ); X 6= ;, в котором выделено непустое за-
мкнутое множество Y; Y  X: Имеется отображение
s : E ! X;
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в терминах которого определяется E0:
E0 = s
 1(Y ): (1.4)
В (1.4) определено множество допустимых элементов на-
шей задачи. Если " 2 ]0;1[, то наряду с Y можно рассмат-
ривать открытую "–окрестность
O"(Y; )
4
= fx 2 X j 9y 2 Y : (x; y) < "g: (1.5)
Для ситуации, когда конкретный выбор числа " затруд-
нителен, естественно рассматривать всю совокупность "–
окрестностей (1.5). Это означает фактически, что семейство
E определено условием
E 4= fs 1(O"(Y; )) : " 2 ]0;1[g: (1.6)
Такое определение позволяет далее рассматривать вопрос
об ужесточении ослабленных ограничений путем последова-
тельного уменьшения "; " > 0: В случае, когда семейство E
определяется посредством (1.6), речь идет о следующих огра-
ничениях: при " 2 ]0;1[ требуется выбрать e 2 E так, чтобы
9y 2 Y : (s(e); y) < ";
параметр точности "; " > 0; следует при этом устремлять
к нулю, так что по существу обсуждается ситуация, когда
"  0: 2
Обсудим еще один вариант семейства E ; имея в виду слу-
чай, типичный для задач математического программирова-
ния.
Пример 2. Полагаем, что заданы натуральное число n и
функции
f1 : E ! R; :::; fn : E ! R:
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Полагаем, что множество E0; определяющее ограничения
исходной задачи, имеет вид
E0 = fe 2 E j f1(e)  0; :::; fn(e)  0g: (1.7)
Замечание. Можно истолковать данное ограничение в тер-
минах предыдущего примера, полагая, что X есть n мерное
арифметическое пространство:
Y = f(x1; :::; xn) 2 X j x1  0; :::; xn  0g;
а s действует по следующему правилу:
s(e) = (f1(e); :::; fn(e));
где f1; :::; fn – вещественнозначные (в/з) функции на E и e 2
E: Тогда E0 снова имеет вид (1.4).
Типичный для задач математического программирования
вариант ослабленных ограничений имеет вид
f1(e)   "; :::; fn(e)   "; (1.8)
где " 2 ]0;1[: Системе (1.8) отвечает следующее множество
допустимых элементовeE(")0 4= fe 2 E j f1(e)   "; :::; fn(e)   "g; (1.9)
где " > 0: Можно, конечно, распространить (1.9) и на случай
" = 0; полагая, что (при " = 0) eE(")0 = E0; однако нам это
не потребуется. Располагая множествами (1.9) при всех " 2
]0;1[; можно ввести соответствующее семейство E п/м E: А
именно: полагаем, что
E 4= f eE(")0 j " 2 ]0;1[g: (1.10)
На содержательном уровне использование такого семей-
ства E (1.10) соответствует работе с ограничениями (1.8) при
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" > 0 и "  0: Сейчас мы рассмотрим один конкретный
простейший, вариант задачи математического программиро-
вания, связанный с заменой E0 семейством E (1.10) (в связи с
использованием расширений вида (1.8) в задачах математи-
ческого программирования отметим работы [2, 3]).
Итак, пусть E = [0; 1[= f 2 R j 0   < 1g (R– здесь и
ниже вещественная прямая), n = 1, а функцию f1 : E ! R
определяем условием
f1(e)
4
= 4

e  1
2
2
  1 8e 2 E: (1.11)
Тогда E0 = f0g (задача совместна). Мы полагаем для просто-
ты, что H = R, а h : E ! R действует по правилу
h(e) = 1  e 8e 2 E: (1.12)
Тогда, согласно (1.2), h1(E0) = f1g: Если же мы обратимся
к условиям вида (1.8), то в нашем случае все сведется к ис-
следованию неравенств f1(e)   " при " 2 ]0;1[: При этом
(1.9) принимает видeE(")0 = fe 2 E j f1(e)   "g; (1.13)
и тогда данное множество содержит точки, сколь угодно
близкие к 1, для которых значение функции h также мож-
но реализовать сколь угодно близким к 0. Иными словами
(см. (1.3)), множество
h1( eE(")0 ) = fh(e) : e 2 eE(")0 g
таково, что (при " > 0) оно содержит некоторый полуинтер-
вал ]0; "]: Сама точка 0 2 H недостижима на значениях h, но,
как мы видим, она реализуема с любой степенью точности
при замене E0 множеством eE(")0 ; где " > 0 и (это естествен-
но требовать с точки зрения базового неравенства f1(e)  0)
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"  0: Имея в виду эти соображения, можно, с практиче-
ской точки зрения, полагать естественной замену одноэле-
ментного множества h1(E0) = f1g двухэлементным множе-
ством f0; 1g = f0gSf1g: В связи с добавлением к h1(E0) точ-
ки 0 заметим, что при " > 0 упомянутая точка 0 непремен-
но содержится в замыкании множества h1( eE(")0 ) (это свойство
позднее будет возникать и в более общих случаях).
Отметим на содержательном уровне одну естественную
возможность, связываемую обычно с процедурами расшире-
ния. Дело в том, что наше множество E; рассматриваемое
как п/м R с обычной топологией R; порождаемой метрикой-
модулем, не является компактным (оно не замкнуто, а в
хаусдорфовом пространстве (R; R), компактные множества
автоматически замкнуты). Точнее, нам «не хватает» точки
t = 1; т. к. 1 =2 E: Между тем, эта точка оказывает в
некотором смысле влияние на достигаемый результат, когда
h1(E0) = f1g «заменяется» двоеточием f0; 1g; которое с прак-
тической точки зрения для нас более предпочтительно.
Можно отметить, однако, что отрезок K 4= [0; 1]; для ко-
торого E  K; уже обладает упомянутой компактностью и,
что самое главное, содержит точку t = 1: На самом деле,
K — наименьшее компактное множество, содержащее E; оно
получается замыканием данного множества E: Говорят еще,
что E всюду плотно в K относительно R: Грубо говоря, K –
это почти то же самое, что и E: На это множество легко рас-
пространяются (продолжаются) функции f1 и h: мы просто
определяем bf1 : K ! R; bh : K ! R
посредством следующих условий:
( bf1(x) 4= f1(x) 8x 2 E) & ( bf1(1) 4= 0); (1.14)
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(bh(x) 4= h(x) 8x 2 E) & (bh(1) 4= 0): (1.15)
В (1.14) и (1.15) определены две непрерывные функции на
отрезке K = [0; 1]; отличающемся от E всего одним элемен-
том — числом 1. В этих новых терминах можно ввести стан-
дартные ограничения на выбор y 2 K:bf1(y)  0: (1.16)
Тогда допустимыми (в смысле (1.16)) будут уже два элемента
K; а именно: точка 0 и точка 1. Соответственно, множество
допустимых в смысле (1.16) элементовbK 4= fy 2 Kj bf1(y)  0g
(прообраз [0;1[ при отображении bf1) есть двоеточие bK =
= f0; 1g; а тогда образ данного множества при действии bh
совпадает с нужным множеством f0; 1g:bh1( bK) = f0; 1g:
Итак, f0; 1g есть «множество достижимости» в подправ-
ленной задаче, состоящей в поиске всевозможных значенийbh при стандартном ограничении (1.16) на выбор аргумента
этой функции. Данная стандартная задача может рассматри-
ваться в качестве корректного расширения исходной. В этой
связи поиск практически интересного аналога f0; 1g одноэле-
ментного «множества достижимости» bh1(E0) = f1g можно
представить себе следующим образом (излишним в настоя-
щем простейшем примере, но полезным в более сложных слу-
чаях).
Вместо поиска bh1(E0) мы строим новую задачу (расшире-
ние исходной), определяемую в терминах K; bf1 и bh: В этой
задаче рассматриваем точное ограничение (1.16) на выбор
y 2 K; определяя «допустимое множество» bK и его образ
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bh1( bK): Все точки последнего (т. е. 0 и 1) допускают сколь
угодно точное приближение значениями h(e) в условиях, ко-
гда выбор e реализуется с высокой, но все же конечной степе-
нью точности (см. (1.13)). Иными словами, здесь bh1( bK) как
раз и определяет множество вещественных чисел, «достижи-
мых» при исчезающе малом ослаблении ограничений исход-
ной задачи; bh1( bK) определяет, таким образом, искомое, прак-
тически интересное качество. 2
Мы видели в последнем примере, что скачок достигаемо-
го качества возможен уже в очень простой «конечномерной»
задаче (этот вывод, вероятно, был бы более весомым, если
вместо задачи о достижимости мы рассматривали бы экс-
тремальную задачу: минимизировать значение h (1.12) при
точном и приближенном соблюдении ограничения f1(e)  0
на выбор e 2 E; где E = [0; 1[; эту трансформацию задачи
мы предоставляем читателю). Однако понятно, что постанов-
ки, интересные для приложений, являются более сложными.
В частности, нередко это касается ситуации, когда E – мно-
жество в бесконечномерном пространстве, что типично для
задач теории управления. В этом разделе мы рассмотрим
несколько простейших примеров неустойчивых (при ослаб-
лении ограничений) задач управления.
Сейчас сосредоточимся на некоторых задачах программно-
го управления скалярной системой
_x = u; juj = 1: (1.17)
Мы рассматриваем данную простейшую систему на проме-
жутке [0; 1]; фиксируем ее начальное условие (н. у.) x(0) = 0
и рассматриваем u в качестве управляющего параметра, ко-
торый можно изменять на промежутке I 4= [0; 1[ (данное со-
глашение будем выдерживать до конца настоящего раздела).
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Предположим здесь, что функции u( ) = U;
U : I ! f 1; 1g; (1.18)
которые только и могут использоваться в (1.17), кусочно-
постоянны (к.-п.) и непрерывны справа (н.спр.). Тогда воз-
можные постановки задач управления системой (1.17) можно
связать с действием (двухпозиционного) тумблера или пере-
ключателя. Определим U как множество всех к.-п. и н.спр.
функций (1.18). Итак, U — множество допустимых программ-
ных управлений. Каждое из этих управлений u 2 U порож-
дает траекторию
t!
Z t
o
U()d : [0; 1]! R; (1.19)
которую условимся обозначать здесь через
'U = ('U(t); 0  t  1):
Разумеется, (1.19) — непрерывная, а стало быть, и равно-
мерно непрерывная функция на [0; 1].
Введем в рассмотрение вариант т. н. фазовых ограничений,
полагая, что выбор U 2 U стеснен требованием
j'U(t)j  0: (1.20)
Иными словами (см. (1.19)), программное управление U 2 U
должно быть таким, чтоZ t
0
U()d = 0 8t 2 [0; 1]: (1.21)
Для осуществления (1.21) в классе к.-п. и н.спр. функций
требуется, чтобы U(t)  0: Такого управления в множестве U
нет. Следовательно, соблюдение условия (1.20) в нашем слу-
чае невозможно.
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С другой стороны, при " > 0 условие
j'U(t)j < " 8t 2 [0; 1]
уже реализуемо в классе U . Для этого, например, можно с
учетом (1.19) построить управление U" 2 U ; достаточно ча-
сто переключающееся с  1 на +1 через равные промежутки
времени длиной h = h": При этом реализуется «пилообраз-
ная» траектория (см. рис.(1)).
Рис. 1: Скользящий режим как предельно реализуемая траектория
Мы получаем при этом равномерное разбиение отрезка
[0; 1]; на каждом шаге которого отклонение формируемой тра-
ектории от нуля не будет превосходить "; если только
h < ":
Мы получаем теперь возможность сформировать последо-
вательность управлений (Uk)1k=1 по вышеупомянутому «ре-
цепту», для которой
('
(t)
Uk
)1k=1  0:
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Итак, последовательность настоящих траекторий сходится
равномерно к функции O; тождественно равной нулю, кото-
рая траекторией не является. Возникает естественный вопрос
о том, как относится к упомянутой функцииO,O(t)  0:Ока-
зывается, путем несложного преобразования системы ее мож-
но превратить в траекторию.
В самом деле, имея в виду очень частые переключения
вышеупомянутого типа через равные промежутки времени,
можно представить себе некоторый идеальный режим, при
котором допустимые мгновенные управления  1 и +1 «ра-
ботают» одновременно с весами 12: Вообще, если U–решение
'U = ('U(t); 0  t  1) определяется из уравнения
_'U(t) = U(t); 0  t < 1; (1.22)
то можно представить более общий способ воздействия, при
котором выбор вышеупомянутых значений  1, 1 осуществля-
ется с весами p(t)  0 и q(t)  0:
p(t) + q(t) = 1:
Соответственно, соотношение (1.22) заменится следующим
_x(t) = ( 1)  p(t) + 1  q(t); 0  t < 1; (1.23)
x(0) = 0: Здесь зависимость
t! (p(t); q(t)) : [0; 1[! S; (1.24)
где S 4= f(x; y) 2 [0;1[  [0;1[ j x+y = 1g выступает в роли
некоторого обобщенного управления. Разумеется, функции
p = p() = (p(t); 0  t < 1); (1.25)
q = q() = (q(t); 0  t < 1) (1.26)
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должны допускать последующее интегрирование (в более об-
щих случаях имеет смысл потребовать их измеримость и об-
ратиться к использованию интеграла Лебега). Такому усло-
вию отвечает вариант
p(t)  1
2
; q(t)  1
2
; (1.27)
для которого в (1.23) как раз и реализуется решение в виде
функции, тождественно равной нулю. Заметим, что «восста-
новление в правах траектории» упомянутой функции можно
осуществить и по-другому, с формальной точки зрения: за-
менить (1.17) т. н. дифференциальным включением
_x 2 [ 1; 1]; x(0) = 0;
решение которого будем трактовать в виде требования
j _x(t)j  1:
Однако мы, имея в виду и другие возможные примеры,
будем использовать все же вариант (1.23), (1.24), интерпре-
тирируя (1.24) как обобщенное управление. Сейчас отметим
только, что аналогом (1.19) для уравнения (1.23) является
следующая функция
t!
Z t
0
(q( )  p( ))d : [0; 1]! R; (1.28)
где в целях сохранения «римановского» представления пола-
гается, что функции (1.25) и (1.26) к.-п. и н.спр. Кстати, в
случае (1.27) мы сразу получаем из (1.28) желаемую «нуле-
вую» функцию.
Сейчас мы рассмотрим на содержательном уровне при-
мер использования функций, подобных «нулевой» функции
предыдущего примера, в простейшей задаче оптимального
управления.
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Пример 3. Рассмотрим несколько иной вариант систе-
мы (1.17), а именно, предположим, что на промежутке [0; 1]
управляемые движения определяются уравнением
_x = u; juj  1; (1.29)
причем начальные условия характеризуются равенством
x(0) = 0: В качестве множества возможных программных
управлений в системе (1.29) будем использовать множество
U всех к.-п. и н.спр. функций
U : IU ! [ 1; 1]:
При U 2 U в системе реализуется траектория (1.19), ко-
торую мы, как и ранее, обозначаем через 'U : Полагаем, что
каждое управление U 2 U оценивается значением
(U)
4
=
Z 1
0
[('U(t))
2   (U(t))2]dt; (1.30)
в данном построении мы, по-существу, следуем источнику [7,
c. 281, 282]. Полагаем, что выбор U 2 U стеснен ограничением
'U(t)  0: (1.31)
С точки зрения ограничений (1.31) (фазовые ограничения)
наша задача является совместной: в ней имеется ровно одно
допустимое управление U0 2 U; U0(t)  0: Поэтому в задаче
минимизации значений  при ограничениях (1.31) управление
U0 оптимально и доставляет результат, равный нулю.
С другой стороны, в упомянутой задаче минимизации  с
ограничениями (1.31) представляет интерес следующий гипо-
тетический режим: управление по модулю тождественно рав-
но единице, а траектория, порожденная этим управлением,
нулевая. Данный режим, однако, нереализуем. Можно, впро-
чем, попытаться реализовать такой режим приближенно. Для
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этого условие (1.31) заменяем, при выбранном " 2 ]0;1[; сле-
дующим: управление U0 2 U должно быть таким, что
j'U(t)j < " 8t 2 [0; 1]: (1.32)
Тогда у нас появляется возможность сформировать управ-
ление U" 2 U (см. предыдущий пример), для которого:
1. при U = U" будет выполнено (1.32),
2. управление U" тождественно равно 1
jU"(t)j  1: (1.33)
Отметим здесь же, что U  U: Конкретный способ постро-
ения U" 2 U – прямоугольная «пила» (с достаточно частыми
переключениями с  1 на +1) — был указан ранее. С учетом
(1.30), (1.32) и (1.33) получаем, что
(U") < "
2   1: (1.34)
Поскольку выбор "; " > 0; был произвольным, установле-
но, что
8 2 ]0;1[ 8 2 ]0;1[ 9U; 2 U : ((U;) <   1) &
& (j'U;(t)j <  8t 2 [0; 1]): (1.35)
Итак, замена ограничения вида (1.31) ограничением вида
(1.32) приводит к ощутимому скачку достигаемого качества,
т. к. мы располагаем управлениями U 2 U; соблюдающими
фазовые ограничения (1.31) с высокой степенью точности и
такими, что (U)   1:
Вопрос к разделу 1
Почему прием, связанный с заменой системы (1.17) диф-
ференциальным включением с выпуклой правой частью, «не
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помогает»в примере 3, где геометрические ограничения на
выбор управления априори задаются в виде выпуклого ком-
пакта?
Упражнения к разделу 1
1. Рассмотреть варианты ограничений, подобные (1.7), но
отличающиеся знаком неравенств. Указать конкретные вари-
анты ослабления данных ограничений и структуру множеств
допустимых элементов для ослабленных ограничений.
2. Рассмотреть по аналогии с (1.7) случай ограничений,
задаваемых равенствами, и конкретный вариант ослабления
данных ограничений.
2 Пример задачи управления с геометрическими
ограничениями
В настоящем разделе мы рассмотрим пример, приведен-
ный в [11], где было показано, что при несовместной системе
ограничений на выбор программного управления при ослаб-
лении этих ограничений возникает телесная ОД, и более того,
предел таких ОД также является телесным множеством.
Итак, рассмотрим систему
_x1 = jx2j + u1; _x2 = u2; (2.1)
функционирующую на отрезке [0; 1] при нулевых н. у.:
x1(0) = x2(0) = 0:
Полагаем, что на выбор управляющего вектора u = (u1; u2)
накладываются следующие ограничения:
0  u1  1; ju2j = 1: (2.2)
Разумеется, (2.2) можно свести к традиционному для клас-
сической теории управления варианту геометрических огра-
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ничений
u 2 P; (2.3)
систематическое изучение которых было начато
Л. С. Понтрягиным. При этом множество P (см. (2.3)),
соответствующее (2.2), имеет вид
P = [0; 1] f 1; 1g: (2.4)
Через U обозначаем в настоящем разделе множество всех
к.-п. и н.спр. функций
U : I ! P;
где I 4= [0; 1[: Каждой функции U 2 U сопоставляем ее ком-
поненты U1 и U2;
U1 : I ! [0; 1]; U2 : I ! f 1; 1g;
для которых U(t) = (U1(t); U2(t)) 8t 2 I: Заметим, что каж-
дое программное управление U 2 U порождает траекторию
'U = ('U(t) 2 RR; 0  t  1);
у которой компоненты 'U;1 и 'U;2;
'U;1 : [0; 1]! R; 'U;2 : [0; 1]! R;
определяющие 'U посредством условий
'U(t) = ('U;1(t); 'U;2(t)) 8t 2 [0; 1];
имеют следующую структуру:
'U;2(t) =
Z t
0
U2( )d 8t 2 [0; 1]; (2.5)
'U;1(t) =
Z t
0
j'U;2( )jd +
Z t
0
U1( )d 8t 2 [0; 1]: (2.6)
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Как и в [11], полагаем, что имеется следующее промежу-
точное условие на выбор U 2 U :
'U;1

1
2

 0: (2.7)
Нас интересует ОД в момент t = 1 при условии (2.7),
т. е. множество векторов 'U(1) при переборе всевозможных
U 2 U ; удовлетворяющих (2.7). Из (2.5)–(2.7) следует, что
упомянутая ОД пуста, т. е. совпадает с ;:
Рассмотрим теперь систему (2.1), действующую на отрез-
ке [0; 1] при нулевых начальных условиях c дополнительным
ограничением
x1

1
2

= 0

&

x2

1
2

= 0

: (2.8)
Появление этого дополнительного условия можно связать с
некоторым асимптотическим режимом управления, нереали-
зуемым в исходной системе (2.1), (2.1). Упомянутый режим
создается, строго говоря, посредством некоторого обобщен-
ного управления (см. [7, глава III],[12], [13, глава IV]). Од-
нако в рассматриваемом случае системы (2.1), линейной по
управлению, эффект расширения можно связать с овыпукле-
нием множества P; что соответствует замене второго условия
в (2.2) неравенством
ju2j  1: (2.9)
В этом случае (2.8) реализуемо. Так, например, можно вы-
брать программное управление
U0 : [0; 1[ ! co(P ); (2.10)
где co(P ) – выпуклая оболочка P (т. е. co(P ) = [0; 1] [ 1; 1]),
для которого U0;1(t) = 0 и U0;2(t) = 0 при всех t 2 [0; 12[; на
промежутке [12; 1[ можно выбирать «любым» (имеется в виду
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управление со значениями в co(P )). В частности, мы можем
ограничиться тем частным случаем, когда
U0(t) = v 8 2 [1
2
; 1[; (2.11)
где v 2 co(P ):
Итак, мы можем сейчас для простоты ограничиться случа-
ем управлений (2.10), которые зануляются на [0; 12[ и имеют
вид (2.11) на [12; 1[: При этом каждое такое управление, одно-
значно определяемое константой v; соблюдает условие (2.8) и
позволяет реализовать в качестве терминального состояния
плоский вектор, являющийся терминальным состоянием си-
стемы
_x
(v)
1 = jx(v)2 j + v1; _x(v)2 = v2; (2.12)
(здесь, разумеется, v = (v1; v2); v1 2 [0; 1]; v2 2 [ 1; 1]), стар-
тующей из позиции (0; 0) в момент t = 12: Терминальное со-
стояние системы (2.12) имеет следующий вид:
x
(v)
2 (1) =
v2
2
; x
(v)
1 (1) =
v1
2
+
jv2j
8
: (2.13)
Считая (хотя и бездоказательно), что любой выбор кон-
стант v1; v2 со свойствами 0  v1  1; jv2j  1 возможен в
нашей обобщенной задаче, мы получаем в виде множества
V
4
=

v1
2
+
jv2j
8
;
v2
2

: v1 2 [0; 1]; v2 2 [ 1; 1]

(2.14)
оценку снизу ОД в обобщенной задаче. Осталось выяснить,
какое отношение эта задача имеет к исходной. Напомним, что
в этой исходной задаче ОД есть пустое множество, в то время
как (2.14) – непустое и, более того (см. [11]), телесное множе-
ство. Итак, в обобщенной задаче даже на оценочном уровне,
связанном с постоянством управлений на [12; 1[ мы имеем су-
щественное расхождение с исходной задачей в смысле ОД.
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Однако если мы ослабим неравенство (2.7), т. е. рассмотрим
при " > 0 ограничение
'U;1

1
2

< " (2.15)
на выбор U 2 U ; то связь с обобщенной задачей немедленно
обнаружится.
Рис. 2: Область достижимости в обобщенной задаче
Приведем пример построения области достижимости с ис-
пользованием методов, разработанных А. Ю. Горновым и его
учениками в Институте динамики систем и теории управ-
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ления СО РАН (см. рис.(2)). Данное построение выполнено
А. Ю. Горновым.
Вопрос к разделу 2
Почему в обобщенной задаче удается обеспечить точное
соблюдение промежуточного условия в классе постоянных
управлений вида (2.10), в то время как в исходной задаче это-
го нельзя было добиться даже в классе кусочно-постоянных и
непрерывных справа программных управлений? (Желатель-
но показать, что и в классе измеримых по Лебегу программ-
ных управлений также нельзя обеспечить соблюдение усло-
вия (2.7), если значения этих управлений лежат в множестве
(2.4)).
Упражнение к разделу 2
Показать, как именно реализуются точки множества V
(2.14) при ослаблении промежуточного условия в виде (2.15).
3 Некоторые примеры, связанные с использованием
разрывных зависимостей в системе условий
В разделе 1 был рассмотрен простейший пример задачи
математического программирования, не обладающей устой-
чивостью при ослаблении ограничений. Причина, по которой
в данной задаче (см. (1.11)–(1.13)) отсутствует устойчивость,
связана с некомпактностью множества E (напомним, что в
данном примере E = [0; 1[); в то время как функции, исполь-
зуемые в постановке задачи, были равномерно непрерывны-
ми на E: Сейчас мы рассмотрим некоторые примеры «хо-
рошо устроенных» множеств E; для которых, тем не менее,
эффект неустойчивости все-таки имеет место; здесь, однако,
будет существенным наличие разрывных зависимостей в си-
стеме условий.
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Пусть (в настоящем разделе) E = [0; 1]: Рассмотрим две
функции на множестве E: Значение функции
f0 : E ! R
будем максимизировать, а функция
f1 : E ! R
будет определять ограничение на выбор аргумента — точки
множества E: Полагаем при этом, что
f0(x)
4
= 1  x 8x 2 E: (3.1)
Функцию f1 определяем посредством следующих условий
f1(x)
4
= x 8x 2

0;
1
2

&
&

f1(x)
4
= x  1
2
8x 2

1
2
; 1

: (3.2)
Полагаем, что на выбор точки x из множества E наклады-
вается ограничение
1
2
 f1(x): (3.3)
Тогда множество E0 раздела 1 определяем как множество
всех значений x 2 E; для которых выполнено (3.3):
E0
4
= fx 2 E j 1
2
 f1(x)g:
С учетом (3.2) непосредственно проверяется, что E0 есть
одноэлементное множество, содержащее единицу: E0 = f1g:
Значение f0(1); однако, «мало», а именно:
f0(1) = 0: (3.4)
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Таким образом, максимизация значений f0 при ограниче-
ниях (3.3) приводит к точке глобального минимума f0; име-
ется в виду задача
f0(x)! max; x 2 E; 1
2
 f1(x): (3.5)
Однако такое (правильное в принципе) решение задачи
(3.5) не представляет, по-видимому, никакого интереса. Де-
ло в том, в частности, что сколь угодно малая деформация
ограничения (3.3) приводит к скачкообразному улучшению
достигаемого качества. В самом деле, пусть " 2 ]0;1[ и вме-
сто (3.3) рассматривается ограничение
1
2
  "  f1(x): (3.6)
Тогда множество допустимых, при условии (3.6), элементов
E; а точнее, множество
E0["]
4
= fx 2 E j 1
2
  "  f1(x)g
уже не исчерпывается точкой e = 1: Ограничиваясь сейчас
практически интересным случаем " < 12; отметим, что спра-
ведлива, в частности, следующая оценка
1
2
  "; 1
2

 E0["]; (3.7)
а тогда на значениях функции f0 из полуинтервала в левой
части (3.7) достигается сколь угодно точное приближение к
значению 12; точнее
1
2 + " есть значение (экстремум) задачи
f0(x)! sup; x 2 E; 1
2
  "  f1(x): (3.8)
Итак, мы получили в виде 12 ощутимый скачок экстремума
(в лучшую сторону), что делает целесообразным обращение
к задачам вида (3.8).
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Заметим, что подобного рода свойства могут естественным
образом возникать уже в простейших задачах управления.
Рассмотрим материальную точку
_x1(t) = x2(t); _x2(t) = b(t)u(t) (3.9)
на промежутке [0; 1] при нулевых начальных условиях x1(0) =
x2(0) = 0: Функцию b = b(); определенную на полуинтервале
[0; 1[ полагаем к.-п., н. спр. и имеющей одно переключение;
а именно, пусть
b(t)
4
= 0 8t 2

0;
1
2

&

b(t)
4
= 1 8t 2

1
2
; 1

: (3.10)
Предположим, что выбор управления u = u() допускается
в пределах множества U всех неотрицательных к.-п. и н. спр.
(в/з) функций на полуинтервале [0; 1[; для каждой из кото-
рых Z 1
0
u(t)dt = 1 (3.11)
(в виде (3.11) имеем вариант импульсного ограничения).
Рассмотрим сначала одно нереализуемое условие:
1  x2

1
2

(3.12)
(ни при каком управлении u 2 U на траектории нашей си-
стемы (3.9) невозможно обеспечить выполнение неравенства
(3.12)). Можно, однако, попытаться осуществить ослаблен-
ный аналог (3.12) для момента времени, сколь угодно близко-
го к t = 12; а именно: можно попытаться преобразовать (3.12)
к требованию
9t 2

1
2
;
1
2
+ "

: 1  x2(t): (3.13)
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Для более точной постановки вопроса сопоставим каждо-
му управлению u 2 U траекторию, стартующую из нулевого
начального состояния, компоненты которой суть
'u;1(t) =
Z t
0
(t   )b( )u( )d;
'u;2(t) =
Z t
0
b( )u( )d ;
здесь t 2 [0; 1]: Если " 2 ]0; 12[; то полагаем, что
U
(")
@
4
= fu 2 U j 9t 2

1
2
;
1
2
+ "

: 1  'u;2(t)g: (3.14)
В (3.14) введено некоторое ослабленное промежуточное
условие на координату. Тогда
G
(")
@
4
= f'u;1(1) : u 2 U (")@ g (3.15)
есть ОД по координате при данном промежуточном условии.
Заметим, что (3.14) всякий раз является непустым (при
" 2 ]0; 12[) множеством. Для проверки этого заметим, что при
t 2 ]12; 1[
'u;2(t) =
Z t
1
2
u( )d: (3.16)
Полагаем при " 2 ]0; 12[; что u" 2 U определяется условиями
(u"(t)
4
= 0 8t 2 [0; 1
2
[) & (u"(t)
4
=
1
"
8t 2 [1
2
;
1
2
+ "[) &
& (u"(t)
4
= 0 8t 2 [1
2
+ "; 1[): (3.17)
Из (3.16) и (3.17) получаем, что справедливо свойство: при
" 2 ]0; 12[
'u";2(
1
2
+ ") =
Z 1
2+"
1
2
u"(t)dt =
1
"
 " = 1;
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это означает, что u" 2 U (")@ : Таким образом, установлено, что
U
(")
@ 6= ; 8" 2 ]0;
1
2
[: (3.18)
В дополнение к (3.18) заметим, что при "1 2 ]0; 12[ и
"2 2 ]0; 12[
("1  "2)) (U ("1)@  U ("2)@ ): (3.19)
Отметим, что (см. (3.17)) при " 2 ]0; 12[ определены значения
'u;1(1); u 2 U (")@ :
В частности, при " 2 ]0; 12[ имеем, что
'u";1(1) =
Z 1
0
(1   )b( )u"( )d = 1
"
Z 1
2+"
1
2
(1  t)dt =
=
1
"
 1
2

1
2
+
1
2
  "

 " = 1
2
  "
2
=
1  "
2
: (3.20)
Ясно, что при малых значениях "; " > 0; величина (3.20)
будет близка к 12: Из (3.20) вытекает, что число
1
2 является
своеобразным элементом притяжения значений координаты
материальной точки в последний момент времени при неогра-
ниченном ужесточении ослабленных ограничений.
Теперь рассмотрим при условии
e" 2 0; 1
2

(3.21)
действие произвольных управлений из U (e")@ :
Пусть eu 2 U (e")@ ; т. е. eu 2 U; и при этом для некоторого
момента
 2

1
2
;
1
2
+ e" (3.22)
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выполняется следующее неравенство
1 
Z 
0
eu( )b( )d = Z 
1
2
eu( )d (3.23)
(мы учли (3.10)). С другой стороны, из (3.11) следует, чтоZ 
1
2
eu( )d  Z 1
0
eu( )d = 1: (3.24)
Поэтому, учитывая (3.23), получаем очевидное равенствоZ 
1
2
eu( )d = 1; (3.25)
последнее означает, с учетом (3.24) и аддитивности интегра-
ла, что Z 1
2
0
eu( )d = Z 1

eu( )d = 0:
Поскольку eu = eu() есть неотрицательная к.-п. и н. спр. в/з
функция, имеем из последней цепочки неравенств, что
(eu(t) = 0 8t 2 [0; 1
2
[) & (eu(t) = 0 8t 2 [; 1[): (3.26)
Из (3.10), (3.26) cледует с очевидностью, что
'eu;1(1) =
Z 1
0
(1   )b( )eu( )d = Z 1
1
2
(1   )eu( )d =
=
Z 
1
2
(1   )eu( )d: (3.27)
Из (3.25), (3.27) получаем, как следствие, цепочку оценок
'eu;1(1)  1
2
Z 
1
2
eu( )d = 1
2
: (3.28)
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С другой стороны, из (3.25), (3.27) следует неравенство
(1  )
Z 
1
2
eu( )d = 1    1
2
  e":
С учетом (3.28) мы получаем включение
'eu;1(1) 2

1
2
  e"; 1
2

:
Поскольку выбор eu был произвольным, установлено
(см. (3.15)), что
G
(e")
@ 

1
2
  e"; 1
2

: (3.29)
Заметим, что (3.29) хорошо согласуется с (3.20), поскольку
1
2
  e" < 1
2
  e"
2
= 'ue";1(1) < 12;
где ue" 2 U (e")@ ; и стало быть, справедливо включение
'ue";1(1) 2 G(e")@ : (3.30)
Из (3.30) следует, в частности, что
G
(e")
@
\ 1
2
  e"; 1
2

6= ;: (3.31)
Поскольку выбор e" был произвольным (см. (3.21)), установ-
лено, что
G
(")
@
\1
2
  "; 1
2

6= ; 8" 2 ]0; 1
2
[: (3.32)
Это означает, в частности, что при  2 ]0; 12[ имеет место
следующее свойство
G
()
@
\1
2
  "; 1
2
+ "

6= ; 8" 2 ]0;1[: (3.33)
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В самом деле, при " 2 [;1[ справедливо вложение
1
2   ; 12
  12   "; 12 + ", и с учетом (3.32) имеем с очевид-
ностью
; 6= G()@
\1
2
  ; 1
2

 G()@
\1
2
  "; 1
2
+ "

:
Тем самым установлено (поскольку выбор " был произволь-
ным в пределах [;1[), что
G
()
@
\1
2
  "; 1
2
+ "

6= ; 8" 2 [;1[: (3.34)
Пусть теперь  2 ]0; [: Тогда, в частности,  2 ]0; 12[, и при
этом 
1
2
;
1
2
+ 



1
2
;
1
2
+ 

:
Поэтому, согласно (3.14), мы имеем:
U
()
@ = fu 2 U j 9t 2

1
2
;
1
2
+ 

: 1  'u;2(t)g 
 fu 2 U j 9t 2

1
2
;
1
2
+ 

: 1  'u;2(t)g = U ()@ : (3.35)
Из (3.15) и (3.35) вытекает очевидное вложение
G
()
@  G()@ : (3.36)
Согласно (3.32), получаем следующее положение:
G
()
@
\1
2
  ; 1
2

6= :
С учетом (3.36) и последнего свойства получаем, что
; 6= G()@
\1
2
  ; 1
2

 G()@
\1
2
  ; 1
2
+ 

:
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В результате имеем свойство G()@
T
1
2   ; 12 + 
 6= ;: По-
скольку выбор  был произвольным, имеем, что
G
()
@
\1
2
  "; 1
2
+ "

6= ; 8" 2 ]0; [: (3.37)
Из (3.34), (3.37) вытекает требуемое свойство (3.33); в свою
очередь, из (3.33) следует, что
1
2
2 G()@ ; (3.38)
где (здесь и ниже) черта сверху обозначает замыкание в смыс-
ле обычной jj – топологииR:Поскольку  2 ]0; 12[ выбиралось
произвольно, имеем, что
1
2
2 G(")@ 8" 2 ]0;
1
2
[:
Иными словами, справедливо следующее включение
1
2
2
\
"2]0;12 [
G
(")
@ : (3.39)
Из (3.39) следует тот уже упоминавшийся факт, что точка
1
2 есть элемент притяжения и, следовательно,
1
2


\
"2]0;12 [
G
(")
@ : (3.40)
В левой части используется одноэлементное множество, со-
держащее точку 12: Выберем теперь произвольно
x 2
\
"2]0;12 [
G
(")
@ : (3.41)
Из (3.41) вытекает с очевидностью, что
G
(")
@ \ ]x   ; x + [ 6= ; 8" 2

0;
1
2

8 2 ]0;1[: (3.42)
34
Пусть "0 2 ]0; 12[: Из (3.41) следует, что x 2 G("0)@ : В свою
очередь, из (3.42) вытекают следующие свойства:
G
("0)
@ \ ]x   ; x + [ 6= ; 8 2 ]0;1[:
В частности, G("0)@ \ ]x   "0; x + "0[ 6= ;: С учетом этого
выберем и зафиксируем точку
x 2 G("0)@ \ ]x   "0; x + "0[: (3.43)
Учитывая (3.15), можно указать управление u 2 U ("0)@ , для
которого
x = 'u;1(1) =
Z 1
0
(1   )b( )u( )d =
=
Z 1
1
2
(1   )u( )d: (3.44)
Согласно (3.14), имеем при этом, что u 2 U и для некоторого
момента t 2 12; 12 + "0 справедливо следующее неравенство:
1  'u;2(t): (3.45)
Вместе с тем, по определению UZ 1
0
u(t)dt = 1: (3.46)
Напомним здесь же, что с учетом (3.10) имеет место
'u;2(t
) =
Z t
0
b( )u( )d =
Z t
1
2
u( )d 
Z 1
0
u( )d = 1:
Учитывая (3.45), мы получаем, чтоZ t
1
2
u( )d =
Z 1
0
u( )d = 1: (3.47)
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Из этой цепочки равенств следует, что
(u(t) = 0 8t 2 [0; 1
2
[) & (u(t) = 0 8t 2 [t; 1[): (3.48)
С учетом (3.44) и (3.48) мы получаем:
x =
Z t
1
2
(1   )u( )d =
Z t
1
2
u( )d  
Z t
1
2
u( )d =
= 1 
Z t
1
2
u( )d: (3.49)
Оценим последнее слагаемое в (3.49). Учиывая (3.47),
Z t
1
2
u( )d   1
2
 =

Z t
1
2
u( )d   1
2
Z t
1
2
u( )d
 =
=
Z t
1
2

   1
2

u( )d 

Z t
1
2

t   1
2

u( )d  "0
Z t
1
2
u( )d = "0: (3.50)
Тогда, как следствие, получаем из (3.49),(3.50), чтоx   12
 =
12  
Z t
1
2
u( )d
  "0 (3.51)
Поскольку выбор "0 был произвольным, установлено, чтоx   12
  " 8" 2 0; 12

:
Это означает, что справедливо равенствоx   12
 = 0;
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а тогда x = 12 и, как следствие,
x 2

1
2

:
Поскольку выбор x (3.41) был произвольным, установле-
но, что \
"2]0;12 [
G
(")
@ 

1
2

;
и с учетом (3.40) мы получаем равенство\
"2]0;12 [
G
(")
@ =

1
2

: (3.52)
Выражение (3.52) характеризует совокупность элементов
притяжения или, точнее, множество притяжения [8, §2.5], ко-
торое является своеобразным заменителем ОД; последняя яв-
ляется в рассматриваемом примере пустым множеством. Та-
ким образом, с практической точки зрения наша задача «сов-
местна», и возможности достижимости терминальных состо-
яний в ней исчерпываются точкой 12 (имеется в виду дости-
жимость с любой наперед выбранной степенью точности).
Рассмотрим другой пример управления материальной точ-
кой (3.9), следуя на идейном уровне [14, c. 1106–1111] и пола-
гая, что функция b = b() в (3.9) тождественно равна единице.
Итак, мы рассматриваем систему
_x1(t) = x2(t); _x2(t) = u(t): (3.53)
Cистема (3.53) рассматривается на промежутке [0; 1] при
нулевых начальных условиях. Мы полагаем, что в (3.53)
u = u() есть функция на полуинтервале [0; 1[; для которой
u(t) = u1(t) + u2(t) 8t 2 [0; 1[; (3.54)
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где u1 = u1() есть неотрицательная к.-п. н.спр. в/з функция
на [0; 1[; а u2 = u2() – к.-п. н.спр. в/з функция на [0; 1[; для
которой Z 1
0
ju2(t)jdt  1: (3.55)
Свойство (3.54) можно кратко записать в виде
u = u1 + u2; (3.56)
что и будет использоваться в дальнейшем. Каждое управле-
ние (3.56) само является к.-п. и н.спр. в/з функцией на по-
луинтервале [0; 1]: Мы полагаем, что эта функция (см. (3.56))
может быть реализована при любом выборе u1; u2 в рамках
условий, оговоренных выше. В случае системы (3.53) компо-
ненты траектории имеют следующий вид:
'u;1(t) =
Z t
0
(t   )u( )d; (3.57)
'u;2(t) =
Z t
0
u( )d; (3.58)
где t 2 [0; 1]: Мы рассматриваем случай, когда имеется одно
промежуточное условие
'u;1

1
2

  1
2
: (3.59)
Из (3.59) вытекает следующее эквивалентное представле-
ние упомянутого ограниченияZ 1
2
0

1
2
  

u( )d   1
2
:
Данному представлению соответствует множество допусти-
мых (в точном смысле) управлений. Для его точного опреде-
ления потребуется ввести некоторые обозначения.
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Условимся через U1 обозначать множество всех неотрица-
тельных к.-п. и н.спр. в/з функций на [0; 1[: Кроме того, через
U2 будем обозначать множество всех к.-п. н.спр. в/з функций
u = u() на [0; 1[; для каждой из которыхZ 1
0
ju(t)jdt  1
(в (3.55) вместо u = u() использовалось u2 = u2()). Тогда
определяем U в виде множества всех функций
u1 + u2; u1 2 U1; u2 2 U2
(иными словами, U = U1  U2; где  используется для по-
строения алгебраической суммы двух непустых множеств в
линейном пространстве в/з функций на [0; 1[). Тогда
U@
4
= fu 2 U j
Z 1
2
0
(
1
2
  t)u(t)dt   1
2
g (3.60)
есть множество допустимых (с точки зрения соблюдения
условия (3.59)) программных управлений. Можно проверить,
что условие (3.59) приводит к несовместной задаче, т. е.
U@ = ;: (3.61)
В самом деле, выберем и зафиксируем произвольное про-
граммное управление u 2 U: Тогда
'u;1

1
2

=
Z 1
2
0

1
2
  t

u(t)dt; (3.62)
'u;2

1
2

=
Z 1
2
0
u(t)dt: (3.63)
С учетом представления множества U подберем u1 2 U1 и
u2 2 U2 так, что при этом
u = u1 + u2:
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Управление u1 не отрицательно, а потому
0 
Z 1
2
0

1
2
  t

u1(t)dt: (3.64)
С другой стороны, управление u2 таково, чтоZ 1
0
ju2(t)jdt  1: (3.65)
При этом, согласно (3.62) и (3.64), получаем с учетом выше-
упомянутого представления u; что
'u;1

1
2

=
Z 1
2
0

1
2
  t

u1(t)dt +
Z 1
2
0

1
2
  t

u2(t)dt 

Z 1
2
0

1
2
  t

u2(t)dt: (3.66)
С другой стороны, учитывая (3.65), мы получаем, что
Z 1
2
0

1
2
  t

u2(t)dt
 
Z 1
2
0

1
2
  t

ju2(t)jdt 
 1
2
Z 1
2
0
ju2(t)jdt  1
2
Z 1
0
ju2(t)jdt  1
2
: (3.67)
Более того, нетрудно показать, что на самом деле
Z 1
2
0

1
2
  t

u2(t)dt
 < 12: (3.68)
Действительно, допустим противное:
1
2


Z 1
2
0

1
2
  t

u2(t)dt
 :
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Тогда, с учетом (3.67), мы имеем следующее равенство:
Z 1
2
0

1
2
  t

u2(t)dt
 = 12: (3.69)
Из (3.67) и (3.69) вытекает, в частности, следующее равен-
ство: Z 1
2
0
ju2(t)jdt = 1: (3.70)
Кроме того, из (3.66) и (3.67) вытекает равенствоZ 1
2
0

1
2
  t

ju2(t)jdt = 1
2
:
С учетом (3.70) имеем, что справедливо, в частности,Z 1
2
0

1
2
  t

ju2(t)jdt = 1
2
Z 1
2
0
ju2(t)jdt:
Как следствие получаем теперь, чтоZ 1
2
0
tju2(t)jdt = 0: (3.71)
Заметим, что, поскольку u2 2 U2; функция-модуль ju2j;
определяемая как
t! ju2(t)j : [0; 1[ ! [0;1[;
является к.-п. и н.спр. Из (3.71) вытекает очевидное свойство
u2(t) = 0 8t 2

0;
1
2

:
(доказательство последнего свойства предоставляем читате-
лю). Тогда (3.69) не может иметь места. Полученное проти-
воречие доказывает неравенство (3.68), откуда, в частности,
следует, что
 1
2
<
Z 1
2
0

1
2
  t

u2(t)dt: (3.72)
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Тогда из (3.64) и (3.72) тем более имеем по выбору u1 и u2
оценку
 1
2
<
Z 1
2
0

1
2
  t

u1(t)dt +
Z 1
2
0

1
2
  t

u2(t)dt =
=
Z 1
2
0

1
2
  t

u(t)dt = 'u;1

1
2

:
Следовательно, условие (3.59) нарушается при u = u: По-
скольку выбор u был произвольным, установлено, что u =2
U@ 8u 2 U: Иными словами, справедливо (3.61). Таким об-
разом, наша задача является несовместной.
Рассмотрим теперь релаксации ограничений упомянутой
задачи, полагая сначала, что при " 2 ]0;1[
U
(")
@;2
4
=
(
u 2 U2 j
Z 1
2
0

1
2
  t

u(t)dt  "  1
2
)
: (3.73)
Из (3.73), с учетом (3.57), извлекается следующее представ-
ление множеств U (")@;2; " 2 ]0;1[: Именно,
U
(")
@;2 =

u 2 U2 j 'u;1

1
2

 "  1
2

8" 2 ]0;1[:
Покажем, что каждое из множеств (3.73) не пусто. В самом
деле, пусть  2 ]0;1[: Тогда, согласно (3.73),
U
()
@;2
4
= fu 2 U2 j
Z 1
2
0

1
2
  t

u(t)dt     1
2
g: (3.74)
Рассмотрим одну простейшую конструкцию импульсного
управления, фиксируя
 2

0;
1
2

: (3.75)
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Рассмотрим теперь функцию u : [0; 1[ ! R по следующе-
му правилу:
(u(t)
4
=  1

8t 2 [0; [) & (u(t) 4= 0 8t 2 [; 1[): (3.76)
С учетом (3.75) мы получаем, чтоZ 1
2
0

1
2
  t

u(t)dt =  1

Z 
0

1
2
  t

dt =  1

Z 1
2
1
2 
d =
=  1

 
2
2
j121
2 
=  1

 
1
8
  1
2

1
2
  
2!
=
=   1
8
+
1
8
  
2
+

2
=  1
2
+

2
: (3.77)
Если теперь, в дополнение к (3.76), потребовать, чтобы вы-
полнялось неравенство
  2;
то из (3.77) мы получаем следующую оценку:Z 1
2
0

1
2
  t

u(t)   1
2
+ :
Учитывая условие (3.76), мы получаем, что при
 2

0; inf

1
2
; 2

непременно имеет место (см. (3.74)) включение
u 2 U ()@;2 : (3.78)
Таким образом установлено, что U ()@;2 6= ;: Поскольку и вы-
бор  был произвольным, имеем требуемое свойство непусто-
ты всех множеств (3.73):
U
(")
@;2 6= ; 8" 2 ]0;1[: (3.79)
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Заметим, что для нашей задачи важно установить суще-
ствование "–допустимых управлений из U: С учетом этого
полагаем, что
U
(")
@
4
= fu 2 U j
Z 1
2
0

1
2
  t

u(t)dt  "  1
2
g 8" 2 ]0;1[:
(3.80)
Поскольку функция O : [0; 1[ ! R; тождественно равная
нулю, содержится в U1; то при eu 2 U2eu = O + eu 2 U:
Тогда из (3.73) и (3.80) следуют очевидные вложения
U
(")
@;2  U (")@ 8" 2 ]0;1[: (3.81)
С учетом (3.79) мы получаем следующее свойство «асимп-
тотической совместности»:
U
(")
@ 6= ; 8" 2 ]0;1[: (3.82)
Соотношение (3.82) показывает, что при сколь угодно ма-
лом ослаблении условия (3.59) мы располагаем уже допусти-
мыми (в «новом» смысле) управлениями. Более того, при
рассмотрении вопроса о непустоте множества (3.73) мы скон-
струировали управляющую функцию (3.76), которая являет-
ся элементом множества (3.74). Поскольку в данном рассуж-
дении выбор параметра  был произвольным (требовалось
только, чтобы выполнялось неравенство  > 0), конструкцию
на основе (3.76) можно распространить на все случаи выбора
параметра точности. Мы полагаем снова, что при всяком зна-
чении  (3.75) функция u 2 U2 определяется правилом (3.76).
Повторяя рассуждения, приводящие к свойству (3.78), мы мо-
жем убедиться в том, что 8" 2 ]0;1[ 8 2 0; inf  12; 2"	
u 2 U (");2 : (3.83)
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С учетом (3.83) условимся о следующем выборе зависимо-
сти
 : ]0;1[ ! ]0;1[;
именно, мы полагаем, что
(")
4
=
"
2
8" 2

0;
1
2

&

(")
4
=
1
4
8" 2

1
2
;1

:
Тогда, как легко видеть, справедливо свойство
(") 2

0; inf

1
2
; 2"

8" 2 ]0;1[: (3.84)
В самом деле, если " 2 0; 12, то, согласно определению,
(") =
"
2
 1
4
<
1
2
; (3.85)
и поскольку при этом (") < 2" (см. (3.85)), то в данном
случае
0 < (") < inf

1
2
; 2"

: (3.86)
Если же " 2 12;1 ; то (") = 14 < " < 2"; а тогда снова
выполнено (3.86).
Итак, (3.86) выполнено во всех возможных случаях
" 2 ]0;1[. Таким образом, установлено (3.84), а тогда
u(") 2 U (")@;2 8" 2 ]0;1[: (3.87)
Теперь, после решения вопросов, связанных с совместно-
стью при точном и ослабленных ограничениях, мы рассмот-
рим проблему достижимости по скорости, также имея в виду
точное и приближенное соблюдение ограничений. С этой це-
лью введем следующие множества:
(G@
4
= f'u;2(1) : u 2 U@g &
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& (G
(")
@
4
= f'u;2(1) : u 2 U (")@ g 8" 2]0;1[): (3.88)
Из (3.61) и (3.88) следует, что справедливо равенство
G@ = ;;
что естественно, поскольку допустимые в смысле точных
ограничений управления отсутствуют. С другой стороны,
G
(")
@ 6= ; 8" 2 ]0;1[:
В самом деле, это непосредственно следует из (3.82) и
(3.88). При этом, кстати, согласно (3.81) и (3.87),
u(") 2 U (")@ 8" 2 ]0;1[: (3.89)
Также, по определению управлений u;  2 ]0;1[; име-
ем следующее очевидное свойство. Именно, (см.(3.76)) при
" 2]0;1[
'u(");2(1) =
Z 1
0
u(")(t)dt =
Z (")
0
u(")(t)dt =
=   1
(")
 (") =  1; (3.90)
где 'u(");2(1) 2 G(")@ в силу (3.88) и (3.89).
Мы показали, что
 1 2 G(")@ 8" 2 ]0;1[: (3.91)
С учетом (3.91) мы получаем, что
[ 1;1[  G(")@ 8" 2 ]0;1[: (3.92)
В самом деле, выберем произвольно "0 2 ]0;1[ и
 2 [ 1;1[; тогда  1  ; а потому 0   + 1. Напомним,
что ("0) 2 ]0;1[ и, согласно (3.87),
u("0) 2 U ("0)@;2 (3.93)
46
(заметим, что, согласно (3.89), u("0) 2 U ("0)@ ; но для нас сейчас
более существенно (3.93)). Согласно (3.74), u("0) 2 U2 и при
этом Z 1
2
0

1
2
  t

u("0)(t)dt  "0  
1
2
: (3.94)
С учетом (3.90) мы получаем равенствоZ 1
0
u("0)(t)dt =  1: (3.95)
Пусть теперь u 2 U1 определяется следующим условием:
u(t)
4
= 0 8t 2

0;
1
2

&

u(t)
4
= 2( + 1) 8t 2

1
2
; 1

:
Тогда u0
4
= u + u("0) 2 U , и при этом, согласно (3.94),Z 1
2
0

1
2
  t

u0(t)dt =
Z 1
2
0

1
2
  t

u("0)(t)dt  "0  
1
2
:
С учетом (3.80) получаем очевидное включение
u0 2 U ("0)@ ;
означающее, что u0 является "0 — допустимым управлением.
В этом случае, согласно (3.88),
'u0;2(1) =
Z 1
0
u0(t)dt 2 G("0)@ : (3.96)
С другой стороны, по определению u0 имеем (см. (3.95))
цепочку равенств:
'u0;2(1) =
Z 1
0
u(t)dt +
Z 1
0
u("0)(t)dt =
Z 1
0
u(t)dt   1 =
=
Z 1
1
2
u(t)dt   1 = 2( + 1)  1
2
  1 =  + 1  1 = ;
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откуда, с учетом (3.96), реализуется включение
 2 G("0)@ :
Поскольку выбор  был произвольным, установлено вло-
жение
[ 1;1[  G("0)@ : (3.97)
Выберем произвольно z^ 2 G("0)@ , после чего подберем с уче-
том (3.88) управление
u^ 2 U ("0)@ ;
для которого справедливо равенство
z^ = 'u^;2(1): (3.98)
С учетом (3.80) получаем, что u^ 2 U , и при этомZ 1
2
0

1
2
  t

u^(t)dt  "0   1
2
:
По определению U имеем, что
u^ = u^1 + u^2;
где u^1 2 U1 и u^2 2 U2: Тогда, в частности, 0  u^1(t) 8t 2
[0; 1[; а u^2 : [0; 1[ ! R обладает следующим свойством:Z 1
0
ju^2(t)jdt  1:
Поскольку при этом справедливо неравенствоZ 1
0
u^2(t)dt
  Z 1
0
ju^2(t)jdt;
то, в частности,
 1 
Z 1
0
u^2(t)dt: (3.99)
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'u^;2(1) =
Z 1
0
u^(t)dt =
Z 1
0
u^1(t)dt +
Z 1
0
u^2(t)dt 

Z 1
0
u^2(t)dt   1
(мы учли свойство неотрицательности u^1). С учетом (3.98)
имеем включение
z^ 2 [ 1;1[:
Поскольку выбор z^ был произвольным, установлено вло-
жение
G
("0)
@  [ 1;1[:
С учетом (3.97) получаем следующее равенство
G
("0)
@ = [ 1;1[:
Поскольку и выбор "0 был произвольным, установлено, что
G
(")
@ = [ 1;1[ 8" 2 ]0;1[: (3.100)
Поэтому пересечение замыканий множеств (3.100) в смысле
обычной j  j–топологии вешественной прямой есть полубеско-
нечный промежуток [ 1;1[; т. е.\
" 2 ]0;1[
G
(")
@ = [ 1;1[: (3.101)
В то же время исходная задача о достижимости в нашем
случае несовместна (см. (3.61)). Мы получили, при перехо-
де к задачам с ослабленными ограничениями, «бесконечный»
скачок достижимого множества: пустая обычная ОД системы
(3.53) скачком меняется до множества (3.101).
Вопрос к разделу 3
Можно ли в первом примере раздела 3 изменить функцию
f1 в одной точке ее области определения с тем, чтобы значе-
ние 12 достигалось на значениях f0 точно? Как это сделать?
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Упражнение к разделу 3
Пусть рассматривается материальная точка _x1(t) = x2(t),
_x2(t) = u(t) на промежутке [0; 1]; x1(0) = x2(0) = 0: Рассмот-
рим задачу на максимум x1(1) в классе U всех неотрицатель-
ных к.-п. и н. спр. в/з функций u() на [0; 1[; для которых
выполнено (3.11).
Показать, что данная задача не имеет решения.
4 К вопросу о совокупности неустойчивых задач
управления при переборе параметров в пределах
непустого множества
Отметим, что рассмотренные ранее примеры касались яв-
ления, связанного со скачкообразным расширением наших
возможностей при исчезающе малом ослаблении условий.
Конкретная возможность реализации упомянутого «скачка»
нередко связана с фиксацией того или иного параметра; при
сколь угодно малом изменении последнего упомянутая воз-
можность может в ряде случаев исчезать. Обсудим один при-
мер такого рода, следуя [9]. Рассмотрим систему (3.53) (мате-
риальную точку) на промежутке [0; 1]: Сначала мы приведем
основные положения [9], опуская соответствующие подробно-
сти (см. также [10]).
Полагаем начальные условия системы (3.53) нулевыми
x1(0) = x2(0) = 0; (4.1)
а действующее на систему скалярное программное управле-
ние – неотрицательным (напомним, что ранее мы предпо-
лагали действующее в системе (3.53) управление к.-п. и н.
спр.). Мы полагаем, кроме того, что задано следующее крае-
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вое условие на координату материальной точки (3.53):
x1(1) = a; (4.2)
где a 2 [0; 1]: Кроме того, мы предполагаем, что выполнено
условие (3.55), которое в рассматриваемом случае неотрица-
тельных управлений сводится к требованиюZ 1
0
u(t)dt  1: (4.3)
Таким образом, рассматривается материальная точка с им-
пульсным ограничением (4.3) и краевым условием (4.2). Со-
гласно (4.1), наша система в начальный момент t = 0 по-
коится в нуле. Неотрицательность программного управления
в системе (3.53) означает содержательно, что используется
нереверсируемый двигатель.
Будем конструировать ОД по скорости (т. е. по второй ко-
ординате в (3.53)) при наличии вышеупомянутых ограниче-
ний; кроме того, будем рассматривать ослабление краевого
условия (4.2), т. е. замену (4.2) неравенством
jx1(1)  aj < "; (4.4)
где " 2 ]0;1[: Для того чтобы исключить субъективизм в
выборе параметра " в (4.4), будем конструировать множество
притяжения, которое в настоящем разделе будет введено до-
статочно строго (впрочем, данное множество в идейном от-
ношении подобно (3.52)).
Полагаем в дальнейшем, что F есть по определению множе-
ство всех неотрицательных в/з функций u = u() = (u(t); 0 
t < 1) на промежутке [0; 1[ = f 2 R j (0  ) & ( < 1)g; для
каждой из которых выполнено (4.3). Элементы множества F
можно рассматривать в качестве программных управлений.
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Если u 2 F; то, с учетом (4.1), компоненты траектории си-
стемы (3.53) имеют вид (3.57), (3.58). Для всех наших целей
будет существенным только (терминальное) состояние систе-
мы в последний момент времени: если u 2 F; то
'u;1(1) =
Z 1
0
(1  t)u(t)dt; (4.5)
'u;2(1) =
Z 1
0
u(t)dt: (4.6)
В виде 'u(1) = ('u;1(1); 'u;2(1)) имеем состояние управля-
емой системы (3.53) в последний момент времени. Условие
(4.2) преобразуется в силу (4.5) к требованиюZ 1
0
(1  t)u(t)dt = a: (4.7)
Поэтому множество всех допустимых программных управле-
ний (имеется в виду допустимость в смысле (4.2), (4.3)) имеет
вид
F@[a]
4
= fu 2 F j
Z 1
0
(1  t)u(t)dt = ag: (4.8)
С учетом (4.6) и (4.7) мы можем рассматривать множество
G@[a]
4
=
Z 1
0
u(t)dt : u 2 F@[a]

(4.9)
как область достижимости по скорости при точном соблюде-
нии условий (4.2), (4.3). Условие (4.3) возмущаться не будет.
Что же касается условия (4.2), то мы будем рассматривать
его ослабленные аналоги в виде условия (4.4), где параметр
"; " > 0; может быть различным. Тогда полагаем
F
(")
@ [a]
4
= fu 2 Fj
Z 1
0
(1  t)u(t)dt  a
 < "g 8" 2 ]0;1[:
(4.10)
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Считаем, что при " 2 ]0;1[ программные управления
u 2 F (")@ [a]; и только они допустимы в смысле соблюдения
условия (4.4). Эти управления формируют новую ОД:
G
(")
@ [a]
4
=
Z 1
0
u(t)dt : u 2 F (")@ [a]

8" 2 ]0;1[: (4.11)
Каждое множество (4.11) содержит ОД (4.9). Для целей
«исключения» параметра " из конструкции (4.11) полагаем,
что
(AS)[a]
4
=
\
"2]0;1[
G
(")
@ [a] (4.12)
(напомним, что черта сверху означает операцию замыкания
в смысле обычной j  j–топологии вещественной прямой R).
Ясно, что
G@[a]  (AS)[a]: (4.13)
Вложение (4.13) следует из (4.12) и ранее упомянутых свойств
ОД (4.11). Тогда [9]
(AS)[a] = [a; 1] = G@[a] 8a 2 ]0; 1[; (4.14)
свойство (4.14) можно содержательно интерпретировать как
устойчивость ОД при замене (4.2) на (4.3) в случае малых
"; " > 0. Кроме того, из [9] следует, что
(G@[0] = f0g) & ((AS)[0] = [0; 1]): (4.15)
Мы видим, что случай a = 0 соответствует ощутимой
неустойчивости в вопросах построения ОД (в левой части
(4.12) имеем одноэлементное множество, а в правой – конти-
нуум [0; 1]): Итак, при переходе от a  0 к случаю a = 0 мы
имеем скачок ОД. При этом, увеличивая a сколь угодно ма-
ло в сравнении с нулем, мы «отстраиваемся» от неустойчиво-
сти. Эту возможность можно переформулировать в несколько
иных терминах.
53
Рассмотрим систему (3.53) в условиях, когда начальные ко-
ординаты (первая компонента фазового вектора в начальный
момент времени и скорость) могут быть малыми положитель-
ными числами.
Зафиксируем a0 2 ]0; 1[: Кроме того, заменим (4.1) услови-
ями
x1(0) = x
0
1; x2(0) = x
0
2; (4.16)
где x01 2 ]0;1[ и x02 2]0;1[: Тогда рассмотрим значение
x01 + x
0
2 2 ]0;1[;
с помощью которого определяем новое краевое условие
x1(1) = a0; (4.17)
где, как уже отмечалось, a0 2 ]0;1[; при этом значение x1(1)
всякий раз соответствует траектории с начальным условием
(4.16). Иными словами, сохраняя ограничение (4.3) на выбор
(неотрицательного) программного управления, будем рас-
сматривать ОД по скорости при начальных условиях (4.16) и
краевом условии (4.17). В этом случае
F@(x
0
1; x
0
2)
4
= fu 2 F j (x01 + x02) +
Z 1
0
(1  t)u(t)dt = a0g (4.18)
есть множество всех допустимых программных управлений.
Значения x01 и x02 можно будет, в принципе, менять, но толь-
ко так, чтобы
x01 + x
0
2  a0: (4.19)
Заметим при этом, что множество всех неотрицательных по-
компонентно векторов (x01; x02); удовлетворяющих (4.19), име-
ет мощность континуума, т. к. a0 > 0; это множество содер-
жит нулевой вектор.
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Согласно (4.8), определено множество F@[a0   (x01 + x02)];
более того, из (4.18) вытекает, что
F@(x
0
1; x
0
2) = F@[a0   (x01 + x02)]: (4.20)
Соответственно, мы имеем в виде множества
G@(x
0
1; x
0
2)
4
= fx02 +
Z 1
0
u(t)dt : u 2 F@(x01; x02)g =
= fx02 +
Z 1
0
u(t)dt : u 2 F@[a0   (x01 + x02)]g =
= fx02 + y : y 2 G@[a0   (x01 + x02)]g: (4.21)
Теперь, действуя по аналогии с (4.10), мы введем при
" 2 ]0;1[ множество всех "–допустимых (в смысле (4.17))
программных управлений:
F@(x
0
1; x
0
2; ")
4
=
4
= fu 2 Fj
 (x01 + x02) + Z 1
0
(1  t)u(t)dt  a0
 < "g =
= fu 2 Fj
Z 1
0
(1  t)u(t)dt  (a0   (x01 + x02))
 < "g =
= F
(")
@ [a0   (x01 + x02)]; (4.22)
Как следствие (см. (4.10)) при " 2 ]0;1[ мы в виде множества
G@(x
0
1; x
0
2; ")
4
= fx02 +
Z 1
0
u(t)dt : u 2 F@(x01; x02; ")g =
= fx02 +
Z 1
0
u(t)dt : u 2 F(")@ [a0   (x01 + x02)]g
(см. (4.22)) получаем сдвиг множества, подобного (4.11), от-
куда, с учетом (4.11), вытекает равенство
G@(x
0
1; x
0
2; ") = fx02 + y : y 2 G(")@ [a0   (x01 + x02)]g: (4.23)
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Для того чтобы исключить субъективность в выборе ",
" > 0, мы, как и в (4.12), введем множество притяжения.
А именно: полагаем, что
(AS)[x01;x
0
2]
4
=
\
"2]0;1[
G@(x01; x
0
2; "): (4.24)
Фиксируем произвольные значения x01 2 ]0;1[ и
x02 2 ]0;1[, для которых
a0   (x01 + x02) 2 [0; 1[: (4.25)
В связи с (4.24) отметим одно простое представление за-
мыканий множеств (4.23):
G@(x01; x
0
2; ") =
= fx02 + y : y 2 G(")@ [a0   (x01 + x02)]g 8" 2 ]0;1[: (4.26)
Свойство (4.26) является простейшим вариантом весьма
общего положения теории топологических векторных про-
странств: замыкание множества, полученного сдвигом на x0
другого множества, есть сдвиг замыкания последнего. В це-
лях полноты изложения приведем соответствующее рассуж-
дение в следующем замечании.
Замечание 4.1
Фиксируем " 2 ]0;1[: Для краткости полагаем, что


4
= fx02 + y : y 2 G(")@ [a0   (x01 + x02)]g: (4.27)
Кроме того, используем (4.23). Нам требуется установить
равенство
G@(x01; x
0
2; ") = 
: (4.28)
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Пусть x 2 G@(x01; x02; "): Тогда можно указать последова-
тельность
(x(k) )k2N : N! G@(x01; x02; ") (4.29)
(здесь и ниже N 4= f1; 2; :::g); для которой
(x(k) )k2N ! x: (4.30)
С учетом (4.23) имеем очевидное свойство
x(k)   x02 2 G(")@ [a0   (x01 + x02)] 8k 2 N: (4.31)
Из (4.30) вытекает свойство сходимости (x(k)  x02)k2N ! y;
где y
4
= x   x02: С учетом (4.31) имеем из этого последнего
свойства включение
y 2 G(")@ [a0   (x01 + x02)];
а тогда x = x02 + y 2 
, согласно (4.27), чем и завершается
обоснование вложения:
G@(x01; x
0
2; ")  
: (4.32)
Пусть w 2 
: С учетом (4.27) получаем, что ~w 4= w   x02 2
G
(")
@ [a0   (x01 + x02)], и тогда можно указать последователь-
ность
(zk)k2N : N! G(")@ [a0   (x01 + x02)];
для которой имеет место сходимость
(zk)k2N ! ~w: (4.33)
В этом случае, согласно (4.23), справедлива система включе-
ний
x02 + zk 2 G@(x01; x02; ") 8k 2 N: (4.34)
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При этом x02 + ~w = w; а потому из (4.33) следует сходимость
(x02+ zk)k2N ! w: С учетом (4.34) получаем следующее вклю-
чение
w 2 G@(x01; x02; "):
Поскольку выбор w был произвольным, установлено вложе-
ние

  G@(x01; x02; ");
откуда, с учетом (4.32), вытекает (4.28), и следовательно (см.
(4.27)), требуемое равенство:
G@(x01; x
0
2; ") = fx02 + y : y 2 G(")@ [a0   (x01 + x02)]g:
Поскольку выбор " был произвольным, свойство (4.26)
установлено. 2
Предложение 4.1 Справедливо равенство
(AS)[x01;x
0
2] = fx02 + y : y 2 (AS)[a0   (x01 + x02)]g: (4.35)
Доказательство. Обозначим для краткости множество в
правой части (4.35) через : Требуется установить равенство
(AS)[x01;x
0
2] = : (4.36)
Пусть x 2 (AS)[x01;x02]: Тогда x 2 R удовлетворяет, в силу
(4.24), системе включений
x 2 G@(x01; x02; ") 8" 2 ]0;1[: (4.37)
Из (4.26) и (4.37) вытекает, что
x   x02 2 G(")@ [a0   (x01 + x02)] 8" 2 ]0;1[:
Поэтому, согласно (4.12), имеем включение x   x02 2
2 (AS)[a0   (x01 + x02)], и тогда
x = x02 + (x
   x02) 2 ;
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чем завершается проверка вложения
(AS)[x01;x
0
2]  : (4.38)
Выберем произвольное число  2 : Тогда, по определению
множества , мы имеем
   x02 2 (AS)[a0   (x01 + x02)]: (4.39)
Из (4.12) и (4.39) вытекает система включений
   x02 2 G(")@ [a0   (x01 + x02)] 8" 2 ]0;1[:
Тогда, с учетом (4.26), мы получаем
 2 G@(x01; x02; ") 8" 2 ]0;1[:
Иными словами, установлено следующее включение
 2
\
"2]0;1[
G@(x01; x
0
2; "):
С учетом (4.24) получаем включение  2 (AS)[x01;x02]: По-
скольку выбор  был произвольным, установлено вложение
  (AS)[x01;x02];
из которого, с учетом (4.38), вытекает требуемое неравенство
(AS)[x01;x
0
2] = :
Используя определение множества ; мы получаем равенство
(4.35). 2
Введем в рассмотрение множество X всех упорядоченных
пар (x1; x2) 2 ]0;1[  ]0;1[; для каждой из которых
a0   (x1 + x2) 2 [0; 1[: (4.40)
Поскольку в предыдущих построениях выбор x01 и x02 был
произвольным, с соблюдением условия (4.25), мы можем ис-
пользовать конструкцию (4.24) при замене x01 ! x1 и x02 ! x2
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в случае (x1; x2) 2 X : определено множество (AS)[x1;x2] (при
упомянутой замене определены также множества G@(x1; x2; ")
при " 2 ]0;1[): Кроме того, с учетом (4.40), определено (см.
(4.12)) множество (AS)[a0  (x1+x2)]; где (x1; x2) 2 X: Нако-
нец, согласно предложению (4.1), имеем систему
(AS)[x1;x2] =
= fx2 + y : y 2 (AS)[a0 (x1 + x2)]g 8(x1; x2) 2 X: (4.41)
Напомним теперь, что при (x1; x2) 2 X мы, согласно (4.9) и
(4.40), можем определить множествоG@[a0 (x1+x2)]; причем,
используя (4.21), мы, с одной стороны, определяем
G@(x1; x2) = fx2 +
Z 1
0
u(t)dt : u 2 F@(x1; x2)g
(«точная» ОД для случая начальных условий, определяемых
вектором (x1; x2)), а с другой — (также см. (4.21)) имеем ра-
венство
G@(x1; x2) = fx2 + y : y 2 G@[a0   (x1 + x2)]g: (4.42)
Согласно (4.14), (4.41) и (4.42), мы имеем следующее поло-
жение: если (x1; x2) 2 X и при этом
0 < a0   (x1 + x2); (4.43)
то справедливо равенство
(AS)[x1;x2] = fx2 + y : y 2 G@[a0   (x1 + x2)]: (4.44)
Теперь, используя свойство, подобное (4.21), мы имеем
(в случае (4.43)) представление
(AS)[x1;x2] = G@(x1; x2); (4.45)
имеющее смысл устойчивости задачи о построении ОД по ско-
рости.
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Замечание 4.2
При обосновании (4.45) используется тот факт, что при
(x1; x2) 2 X
G@(x1; x2) = fx2 + y : y 2 G@[a0   (x1 + x2)]g =
= fx2 + y : y 2 G@[a0   (x1 + x2)]g; (4.46)
вытекающее, в свою очередь, из равенства
G@(x1; x2) = fx2 + y : y 2 G@[a0   (x1 + x2)]g
(последнее вытекает из (4.21) при замене x01 ! x1; x02 ! x2):
Доказательство (4.46) фактически повторяет аналогичное
доказательство в замечании 4.1. 2
Возвращаясь к (4.45), выделим для отдельного рассмотре-
ния ситуацию, когда (x1; x2) 2 X обладает свойством
a0   (x1 + x2) = 0: (4.47)
Тогда, согласно (4.15) и (4.41), имеет место цепочка равенств
(AS)[x1;x2] = fx2 + y : y 2 (AS)[0]g = [x2; x2 + 1]: (4.48)
С другой стороны, при условии (4.47), из (4.15) и (4.46)
следует, что
G@(x1; x2) = fx2 + y : y 2 G@[0]g =
= fx2 + y : y 2 f0gg = fx2g: (4.49)
Из (4.48), (4.49) вытекает (в случае (4.47), в частности),
что задача о построении ОД по скорости не обладает устой-
чивостью при ослаблении краевого условия (4.17). Заметим,
что (4.47) реализуется в следующих двух случаях: 1) x1 = 0,
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x2 = a0; 2) x1 = a0, x2 = 0. Рассмотрим теперь «малые» на-
рушения условия (4.47), а именно: вариант (x1; x2) 2 X; для
которого
a0   (x1 + x2) > 0: (4.50)
По определению X это означает, в частности, что
a0   (x1 + x2) 2 ]0; 1[: (4.51)
В этом случае, согласно (4.14), имеем равенство
(AS)[a0   (x1 + x2)] = [a0   (x1 + x2); 1] =
= G@[a0   (x1 + x2)]: (4.52)
Из (4.41) и (4.52) мы получаем, что (в случае (4.50))
(AS)[x1;x2] = fx2 + y : y 2 [a0   (x1 + x2); 1]g =
= [a0   x1; x2 + 1]: (4.53)
С другой стороны, из (4.46) и (4.52) извлекается цепочка ра-
венств
G@(x1; x2) = fx2+y : y 2 [a0  (x1+x2); 1]g = [a0 x1; x2+1]:
С учетом (4.53) получаем, что в рассматриваемом случае
(4.51) справедливо равенство
(AS)[x1;x2] = G@(x1; x2); (4.54)
характеризующее на содержательном уровне свойство устой-
чивости. Сравнивая (4.48), (4.49) (в случае (4.47)) и (4.54),
установленное при условии (4.50), мы можем указать есте-
ственную возможность «отстроиться» от неустойчивого (хотя
и полезного для нас) режима путем сколь угодно малой де-
формации начальных условий. Так, например, выбирая пер-
воначально (x1; x2) 2 X с соблюдением условия (4.47), мы
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можем, учитывая строгую положительность a0; уменьшить
упомянутые значения x1 и x2 (не покидая при этом множе-
ство X) и добиться тем самым реализации (4.51). В резуль-
тате «неустойчивая» ситуация превратится в «устойчивую».
Рассмотрим простейший пример задачи управления, в ко-
тором, имея первоначально «неустойчивую» ситуацию, ника-
кой малой деформацией начальных условий нельзя добить-
ся «устойчивого» режима. Рассмотрим скалярную систему
(1.17), т. е.
_x = u; (4.55)
где juj = 1; характеризующую движение безинерционной точ-
ки. Напомним, что движение этой точки рассматривается на
отрезке [0; 1]: Однако, в отличие от раздела 1, допустим воз-
можность использования ненулевых начальных условий, т. е.
рассмотрим (1.17) в случаях, когда
x(0) = x; (4.56)
где x 2 R: Используем (в качестве множества программных
управлений) множество U раздела 1. Если фиксировано x 2
R, и начальное условие имеет вид (4.56), то при всяком выборе
U 2 U реализуется траектория '(; x; U) = = ('(t; x; U); t 2
[0; 1]) вида
t! x +
Z t
0
U( )d : [0; 1]! R: (4.57)
Предположим, что заданы «нестационарные» фазовые
ограничения
'(t; x; U) = 0 8t 2

1
3
;
2
3

: (4.58)
При этих условиях рассмотрим ОД системы (1.17) в момент
t = 1: Заметим, что условие (4.58) не может быть выполнено
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ни при каком выборе x; поскольку геометрическое ограниче-
ние на выбор U(t) невыпукло, и каждое управление U 2 U
таково, что при t 2 [13; 23] (U(t) =  1) _ _(U(t) = 1): По-
этому задача о построении ОД в момент t = 1 несовместна
по ограничениям, т. е. ОД при точном соблюдении условий
(4.58) является пустым множеством.
Можно, однако, обратиться (как и в предыдущем примере)
к естественной процедуре ослабления ограничений, а именно:
выбираем число " 2 ]0;1[ и вместо (4.58) рассматриваем фа-
зовые ограничения вида
j'(t; x; U)j < " 8t 2

1
3
;
2
3

: (4.59)
Разумеется, (4.59) следует рассматривать как условие на
выбор U 2 U : Легко видеть, что при
x 2

 1
3
;
1
3

(4.60)
всегда найдется U 2 U ; для которого (4.59) выполнено, т. е.
U@["] 4=

U 2 Uj j'(t; x; U)j < " 8t 2

1
3
;
2
3

6= ;: (4.61)
Обозначение U@["] используется в смысле (4.61) при всяком
" 2 ]0;1[: Наконец, ОД при "–ослаблении ограничений имеет
вид
G@["]
4
= f'(1; x; U) : U 2 U@["]g: (4.62)
Однако сейчас значение "; " > 0; зафиксируем и проверим
свойство непустоты множества в левой части (4.61), полагая,
что x удовлетворяет (4.60). В этом случае
x 2

 1
3
; 0

_

x 2

0;
1
3

: (4.63)
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Оба случая, упомянутых в (4.63), рассмотрим отдельно.
1) Пусть x 2  13; 0 : Тогда формируем вариант управ-
ления U 2 U@["], состоящий из четырех фрагментов: сначала
выбираем управление, равное 1, затем некоторое время дей-
ствуем управлением, равным  1, после чего (на отрезке [13; 23[)
включаем режим скольжения, при котором часто и через рав-
ные промежутки времени переключаем управление с  1 на
1, и наконец включаем произвольное управление на проме-
жутке [23; 1[ со значениями в f 1; 1g: Мы допускаем при этом
вырожденный случай, когда промежуток постоянства фор-
мируемого управления может совпадать с ; (имеется в ви-
ду второй фрагмент, соответствующий действию управления,
равного  1).
Итак, пусть U 2 U определяется следующим условием:
U+
4
= 1 8t 2 I:
Напомним, что (см. раздел 1) I = [0; 1[: Тогда
'(t; x; U+) = x + t 8t 2 [0; 1]: (4.64)
Введем в рассмотрение момент t+ 2 R; для которого
x + t+ =
1
3
  t+:
Тогда для данного момента t+ имеем равенство
t+ =
1
6
  x
2
;
откуда следует, по выбору x; что t+ 2 [16; 13]: При этом x+
4
=
4
= '(t+; x; U+) =
1
3   t+: Рассмотрим дальнейшее движение
из позиции (t+; x+) под действием управления U  2 U ; для
которого
U (t)
4
=  1 8t 2 I:
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Точнее, рассмотрим функцию '  вида t ! x+   (t   t+) :
[t+; 1[ ! R; легко заметить, что
' (t) = x+ + t+   t = 1
3
  t 2

0;
1
3

8t 2

t+;
1
3

:
Рассмотрим далее склейку '+ функций '(; x; U+) и ' ;
осуществляемую в момент t+: Итак, полагаем, что '+ :
[0; 1]! R определяется по следующему правилу:
('+(t)
4
= '(t; x; U+) 8t 2 [0; t+[) &
&('+(t)
4
= ' (t) 8t 2 [t+; 1]): (4.65)
С функцией '+ можно связать действие управления
U + : I ! R;
определяемого правилом:
(U + (t)
4
= U+(t) 8t 2 [0; t+[) &
& (U + (t)
4
= U (t) 8t 2 [t+; 1[): (4.66)
Тогда U + 2 U , и определена траектория '(; x; U + ); для ко-
торой
'(t; x; U + ) = x +
Z t
0
U + ( )d 8t 2 [0; 1]: (4.67)
Из (4.66), (4.67) вытекает (см. (4.65)), что '(t; x; U + ) =
'(t; x; U+) = '+(t) при t 2 [0; t+] (мы учитываем совпаде-
ние на [0; t+[ управлений U+ и U + ; вытекающее из (4.65)). В
частности,
x+ = '(t+; x; U
 
+ ): (4.68)
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Если же t 2 ]t+; 1]; то из (4.66), (4.67) и (4.68) имеем следую-
щую цепочку равенств
'(t; x; U + ) = x +
Z t+
0
U + ( )d +
Z t
t+
U + ( )d =
= '(t+; x; U
 
+ ) +
Z t
t+
U + ( )d = x+ +
Z t
t+
U + ( )d =
= x+ +
Z t
t+
U ( )d = x+   (t  t+) = ' (t);
откуда, с учетом (4.65), получаем совпадение
'(t; x; U + ) = '+(t):
Поскольку в последнем случае выбор t был произвольным,
получили свойство
'+() = '(; x; U
 
+ ) 8 2 [0; 1]:
Иными словами, имеем совпадение
'+ = '(; x; U + ); (4.69)
характеризующее '+ как траекторию системы (1.17). Заме-
тим, что (4.69) следует на самом деле из «обычного» полу-
группового свойства, которое мы сейчас, на данном элемен-
тарном уровне, не используем. При этом, согласно (4.65),
'+

1
3

= ' 

1
3

=
1
3
  1
3
= 0: (4.70)
Дальнейшее построение требуемой траектории можно осу-
ществить, учитывая (4.70), в режиме часто переключающих-
ся управляющих воздействий на промежутке

1
3;
2
3

: Для это-
го мы зафиксируем параметр " 2 ]0;1[ и подберем такую
к.-п. и н.спр. в/з функцию
U
(")
#" :

1
3
;
2
3

! f 1; 1g;
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для которой 
Z t
1
3
U
(")
#" ( )d
 < " 8t 2

1
3
;
2
3

: (4.71)
Упомянутую функцию U (")#" можно, конечно, выбрать с со-
блюдением условия (4.71) различными способами.
Например, при k 2 N 4= f1; 2; :::g можно ввести
hk
4
=
1
6k
;
после чего определить значения t(k)j
4
= 13 +2hkj 8j 2 0; k; мы
полагаем при этом, что k выбирается так, чтобы hk < ": При
этих условиях для каждого s 2 1; k на промежутке [t(k)s 1; t(k)s [
мы считаем, что
(U
(")
#" ( )
4
= 1 8 2 [t(k)s 1; t(k)s 1 + hk[) &
& (U
(")
#" ( )
4
=  1 8 2 [t(k)s 1 + hk; t(k)s [):
Тогда получающаяся функция '(")#" вида
t!
Z t
1
3
U
(")
#" ( )d :

1
3
;
2
3

! R (4.72)
имеет вид «треугольной пилы» , а именно, при всяком s 2 1; k
('
(")
#" (t) = t   t(k)s 1 8t 2 [t(k)s 1; t(k)s 1 + hk]) &
& ('
(")
#" (t) = hk   (t   t(k)s 1   hk) 8t 2 [t(k)s 1 + hk; t(k)s ]):
При этом, конечно, j'(")#" (t)j < " 8t 2 [13; 23]:
Теперь мы построим два варианта склеенного управления,
получая всякий раз функцию из U :
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1.1. Введем в рассмотрение функцию U" : I ! f 1; 1g
посредством следуюшего правила:
U"(t)
4
= U + (t) 8t 2

0;
1
3

&
&

U"(t)
4
= U
(")
#" (t)8t 2

1
3
;
2
3

&
&

U"(t)
4
=  1 8t 2

2
3
; 1

: (4.73)
Ясно, что U" 2 U : При этом
'(t; x; U") = '(t; x; U
 
+ ) 8t 2

0;
1
3

(см. (4.67), (4.73)). Далее, из (4.67), (4.69), (4.70), (4.72) и
(4.73) имеем, при t 2 [13; 23],
'(t; x; U") = x +
Z t
0
U"( )d = x +
Z 1
3
0
U"( )d +
Z t
1
3
U"( )d =
= x +
Z 1
3
0
U + ( )d +
Z t
1
3
U
(")
#" ( )d =
= '

1
3
; x; U +

+
Z t
1
3
U
(")
#" ( )d = '+

1
3

+
Z t
1
3
U
(")
#" ( )d =
=
Z t
1
3
U
(")
#" ( )d = '
(")
#" (t):
При этом получаем (см. (4.71)) по свойствам '(")#" оценку
j'(t; x; U")j < ": (4.74)
Заметим в этой связи, что
t
(k)
k =
1
3
+ 2  1
6k
 k = 2
3
;
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и при этом имеет место следующая цепочка равенств
'

2
3
; x; U"

= '
(")
#"

2
3

= '
(")
#" (t
(k)
k ) = hk   (t(k)k   t(k)k 1  hk) =
= hk   (2hk   hk) = 0: (4.75)
Тогда, согласно (4.73) и (4.75), имеем при t 2 [23; 1]
'(t; x; U") = x +
Z t
0
U"( )d =
= x +
Z 2
3
0
U"( )d +
Z t
2
3
U"( )d =
= '

2
3
; x; U"

 

t  2
3

=  

t  2
3

;
В частности, имеем равенство
'(1; x; U") =  1
3
: (4.76)
При этом, согласно (4.61) и (4.74), U" 2 U@["]; и тогда из
(4.62) и (4.76) получаем включение
 1
3
2 G@["]: (4.77)
1.2. Введем в рассмотрение функцию
U
(") : I ! f 1; 1g
по следующему правилу:
U
(") 4= U + (t) 8t 2

0;
1
3

&
&

U
(") 4= U (")#" (t) 8t 2

1
3
;
2
3

&

U
(") 4= 1 8t 2

2
3
; 1

:
(4.78)
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Тогда U"(t) = U(")(t) при t 2 [0; 23[ (см. (4.73), (4.78)), а потому
'(t; x; U") = '(t; x; U
(")) 8t 2

0;
2
3

: (4.79)
Из (4.74) и (4.79) следует, конечно, что
j'(t; x; U("))j < " 8t 2

1
3
;
2
3

: (4.80)
Это означает (см. (4.61), (4.80)), что U(") 2 U@["]; и тогда
'(1; x; U(")) 2 G@["] (4.81)
(см. (4.62)). При этом, однако, справедлива следующая це-
почка равенств (см. (4.75), (4.79)):
'(1; x; U(")) = x +
Z 1
0
U
(")( )d = x +
Z 2
3
0
U
(")( )d +
+
Z 1
2
3
U
(")( )d = '

2
3
; x; U(")

+
Z 1
2
3
U
(")( )d =
= '

2
3
; x; U"

+
1
3
= 0 +
1
3
=
1
3
;
а потому (см. (4.81))
1
3
2 G@["]: (4.82)
Из (4.77) и (4.82) следуют включения
 1
3
2 G@["]

&

1
3
2 G@["]

: (4.83)
Выберем теперь произвольную точку
z 2

 1
3
;
1
3

: (4.84)
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4
=
z + 13
2
3
=
3
2

z +
1
3

=
3
2
z +
1
2
2 ]0; 1[;

4
=
1
3   z
2
3
=
3
2

1
3
  z

=
1
2
  3
2
z 2 ]0; 1[;
 +  =

3
2
z +
1
2

+

1
2
  3
2
z

= 1:
Рассмотрим теперь программное управление U 2 U ;
U : I ! f 1; 1g;
по следующему правилу:
U(t)
4
= U"(t) 8t 2

0;
2
3

&
&

U(t)
4
=  1 8t 2

2
3
;
2
3
+

3

&
&

U(t)
4
= 1 8t 2

2
3
+

3
; 1

: (4.85)
Тогда
'(t; x; U) = '(t; x; U") 8t 2

0;
2
3

: (4.86)
Поэтому (см. (4.74), (4.86)) имеем, в частности, свойство
j'(t; x; U)j < " 8t 2

1
3
;
2
3

: (4.87)
С учетом (4.61) и (4.87) получаем включение
U 2 U@["]:
Как следствие, имеем из (4.62) включение
'(1; x; U) 2 G@["]: (4.88)
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Из (4.75) и (4.86) имеем, однако, цепочку равенств:
'(1; x; U) = x +
Z 1
0
U(t)dt = x +
Z 2
3
0
U(t)dt +
Z 1
2
3
U(t)dt =
= '(
2
3
; x; U) +
Z 1
2
3
U(t)dt = '

2
3
; x; U"

+
Z 1
2
3
U(t)dt =
=
Z 1
2
3
U(t)dt =
Z 2
3+

3
2
3
U(t)dt +
Z 1
2
3+

3
U(t)dt = ( 1)  
3
+
+ 1 

1  2
3
  
3

= ( 1)  
3
+
1
3
  
3
=
=
1
3
  2
3
 =
1
3
  1
3
+ z = z:
Поэтому (см. (4.88)) z 2 G@["]:
Коль скоро выбор z был произвольным (см. (4.84)), уста-
новлено, что 
 1
3
;
1
3

 G@["]:
Учитывая (4.83), мы получаем вложение
 1
3
;
1
3

 G@["]: (4.89)
2) Пусть теперь x 2]0; 13]: Тогда можно воспроизве-
сти схему формирования программных управлений, анало-
гичную разобранной в случае 1) (предлагаем читателю про-
делать это в подробном варианте самостоятельно). Наметим
лишь ее основные этапы.
В данном случае первый этап сводится к построению по-
стоянного управления, равного  1, на полуинтервале [0; t [;
где t  2 ]0; 13] есть некоторый характерный момент времени,
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играющий ту же роль, что и t+ в случае 1) (конкретное опре-
деление t  в терминах x сейчас не рассматриваем).
Второй этап сводится к выбору постоянного управления,
равного 1 и действующего на промежутке [t ; 13[; это управ-
ление приводит траекторию в момент 13 в точку 0. Как и в слу-
чае 1), данный этап формирования соответствующего фраг-
мента управления может вырождаться, что отвечает (воз-
можному) случаю t  = 13:
Затем начинается (с момента 13) этап скольжения, когда
формируемое управление часто переключается с  1 на 1.
Данное управление можно, как и в случае 1), выбрать та-
ким, что формируемая траектория будет принимать в момент
t = 23 нулевое значение (возможны и другие варианты сколь-
жения, обеспечивающие соблюдение фазовых ограничений на
промежутке [13;
2
3]) (мы ограничимся сейчас упомянутым «ну-
левым» случаем). Наконец, мы можем выбирать произволь-
ное управление со значениями в f 1; 1g на полуинтервале
[23; 1[. Так формируется ОД G@["] (параметр " характеризует
точность соблюдения фазовых ограничений на участке сколь-
жения, т. е. на [13;
2
3]): При этом оказывается справедливым
вложение (4.89).
Таким образом, при x 2  13; 13 справедлива оценка полу-
чающейся ОД G@["], определенная в (4.89) (заметим, что само
начальное состояние x; при котором строится ОДG@["]; " > 0;
является параметром, который мы не выделяли специально
в (4.62)).
Отметим, что (4.89) можно дополнить легкопроверяемой
верхней оценкой
G@["] 

 

1
3
+ "

;
1
3
+ "

: (4.90)
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Дело в том, что при всяком выборе U 2 U@["] в силу (4.59)'23; x; U
 < " (4.91)
и при этом справедлива цепочка равенств
'(1; x; U) = x +
Z 1
0
U(t)dt = x +
Z 2
3
0
U(t)dt +
Z 1
2
3
U(t)dt =
= '(
2
3
; x; U) +
Z 1
2
3
U(t)dt:
С учетом (4.91) и неравенства
Z 1
2
3
U(t)dt
 
Z 1
2
3
jU(t)jdt = 1
3
мы получаем включение
'(1; x; U) 2

 

1
3
+ "

;
1
3
+ "

:
Поскольку выбор U был произвольным, имеем из послед-
него включения оценку (4.90). В итоге (см. (4.89), (4.90))
 1
3
;
1
3

 G@["] 

 

1
3
+ "

;
1
3
+ "

: (4.92)
Заметим, что (при фиксированном x (4.60)) выбор "; " > 0;
какими-либо условиями не стеснялся. Данное значение " яв-
ляется, в некоторой степени, субъективным. В то же время
имеет смысл обратиться к объективной характеристике свой-
ства достижимости в условиях приближенного соблюдения
фазовых ограничений. Это связано с введением множества
притяжения. Данное множество в идейном отношении подоб-
но построенному для случая управления материальной точ-
кой (см. предыдущий пример). Однако для полноты изложе-
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ния мы рассмотрим построение данного множества и в слу-
чае рассматриваемого примера, считая фиксированным пара-
метр x (4.60), являющийся начальным состоянием системы.
Напомним, что (4.92) относится к общему случаю x (4.60)) и
что параметр точности "; " > 0; никакими дополнительны-
ми условиями не ограничивался. Поэтому множество (4.62)
оценивается посредством (4.92) при любом " 2 ]0;1[:
Чтобы «избавиться» от получающейся несущественной за-
висимости от "; введем, как и ранее, множество
(AS)[x] 4=
\
"2]0;1[
G@["]: (4.93)
Тогда из (4.92) и (4.93) сразу следует, что
(AS)[x] =

 1
3
;
1
3

: (4.94)
Изменяя x в пределах
 13; 13, мы всякий раз получаем
равенство (4.94); стало быть, множество (4.93) может рас-
сматриваться как универсальное (в этих пределах) множе-
ство притяжения. В то же время (точная) ОД, соответствую-
щая фазовым ограничениям (4.58), пуста при всяком выборе
x 2 R и, в частности, при всяком выборе (4.60). Это показыва-
ет, что, рассматривая, например, случай x = 0 как базовый,
мы, в отличие от предыдущего примера, не можем «отстро-
иться» от неустойчивости (несовпадение точной ОД и множе-
ства (4.93)) путем малой вариации начального состояния.
Вопрос к разделу 4
Как будут выглядеть «обычные» ОД, отвечающие точному
соблюдению ограничений (4.58), в случае, когда выбор мгно-
венного управления в системе (4.55) стеснен выпуклым огра-
ничением juj  1? Рассмотреть все случаи, упомянутые в
(4.60)).
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Упражнение к разделу 4
Рассмотреть случай задачи о достижимости для управля-
емой системы (4.55) в условиях, когда можно изменять не
только начальное состояние (см. (4.60)), но и начальный мо-
мент времени. То есть рассматривается система (4.55) при
условиях, что juj = 1; а начальная позиция (t; x) такова, что
jxj  1
3
  t; t 2

0;
1
3

:
Рассматриваются траектории вида
t 7 ! x +
Z t
t
U( )d : [t; 1]! R:
Фазовое ограничение по-прежнему определяется посред-
ством (4.58). Ослабление условия (4.58) определяется, как и
прежде: при " 2 ]0;1[ требуется такой выбор U 2 U ; что
выполняется x + Z t
t
U( )d
 < " 8t 2 13; 23

:
Требуется проверить свойство, подобное (4.94): МП явля-
ется одним и тем же при разных начальных позициях (t; x)
упомянутого типа.
5 Несеквенциальные элементы притяжения
Заметим, что в (4.93) (а также в аналогичных выражени-
ях для множеств притяжения в других примерах) использо-
валось представление в терминах операции замыкания, ко-
торая играет важную роль в общей топологии. Связь дан-
ной, топологической по своей сути, конструкции с естествен-
ным представлением элементов притяжения, реализуемых в
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условиях «нарастающей точности» соблюдения ослабленных
ограничений, дано, в частности, в [8, (2.5.1)], где, однако, спо-
собы асимптотической реализации решений связываются с
действием обобщенных последовательностей или направлен-
ностей (можно было бы использовать фильтры; см., напри-
мер, [15, (2.2)].
Последовательностей обычных решений (управлений) мо-
жет оказаться недостаточно. С одной стороны, это может
быть связано с тем, что сама операция замыкания может не
описываться в терминах сходящихся последовательностей с
элементами из соответствующего множества (требуются бо-
лее общие представления с использованием «несеквенциаль-
ных» вариантов предельного перехода). С другой стороны,
семейство множеств, определяющее «асимптотические огра-
ничения», может оказаться слишком «большим» , а тогда,
даже при «хорошей» топологии, могут возникать несеквенци-
альные элементы притяжения (это обстоятельство было про-
иллюстрировано на примере в [16], куда мы и отсылаем заин-
тересованного читателя). Мы ограничимся здесь ситуацией
первого типа.
Это потребует, однако, введения некоторых сведений из об-
щей топологии (см. в этой связи [4, 5, 6]).
Элементы теории множеств и общей топологии. В
дальнейшем термин «семейство» понимается как множество,
все элементы которого сами являются множествами. Если a
и b – объекты, то через fa; bg обозначаем множество, содер-
жащее a; b и не содержащее никаких других элементов. Тогда
fxg 4= fx;xg есть, при всяком выборе x; одноэлементное мно-
жество, содержащее x: Кроме того, для любых объектов u и v
полагаем, следуя [1], что (u; v) 4= ffug; fu; vgg; получая упо-
рядоченную пару с первым элементом u и вторым элементом
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v (заметим в этой связи, что каждое множество есть объект).
Если z – какая-либо упорядоченная пара, т. е. z = (p;q); где
p и q – объекты, то через pr1(z) и pr2(z) обозначаем первый
и второй элементы z:
(pr1(z) = p) & (pr2(z) = q):
Следует иметь в виду, что объекты pr1(z) и pr2(z) од-
нозначно определяются условием z = (pr1(z); pr2(z)): Че-
рез P(X) условимся обозначать семейство всех п/м множе-
ства X; а через P 0(X) – семейство всех непустых п/м X :
P 0(X) 4= P(X)nf;g: Тогда, в частности, для всякого мно-
жества A в виде P(P(A)) (через P 0(P(A))) мы получаем се-
мейство всех (всех непустых) подсемейств P(A): Среди та-
ких подсемейств требуется зачастую выделить специальные
в том или ином отношении. В частности, нас будут интересо-
вать топологии, т. е. семейства открытых п/м того или иного
множества.
В целях сокращения обозначений зафиксируем, до тех пор,
пока не будет оговорено противное, непустое множество Y:
Тогда полагаем, что
[Y ]
4
= fL 2 P 0(P(Y ))j (; 2 L) &
& (Y 2 L) & (A \B 2 L 8A 2 L 8B 2 L)g: (5.1)
Элементы семейства (5.1) условимся называть -системами
п/м Y с «нулем» (пустое множество) и «единицей» (множе-
ство Y ); см. [17, c.14]. Частными случаями -систем упомяну-
того типа являются полуалгебры, алгебры и -алгебры п/м
Y: Кроме того, вариантами -систем являются топологии:
(top)[Y ]
4
= f 2 [Y ]j
[
G2G
G 2  8G 2 P 0( )g (5.2)
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есть семейство всех топологий множества Y: Если
 2 (top)[Y ]; то пара
(Y;  ) (5.3)
называется топологическим пространством (ТП). Очень важ-
ным является понятие окрестности точки в ТП (5.3).
Здесь мы будем следовать подходу [4]. Сначала введем при
 2 (top)[Y ] и y 2 Y (предваряющее) семейство
N 0 (y)
4
= fG 2  j y 2 Gg 2 P 0( );
в терминах которого в [4] определяется семейство (а точнее,
фильтр) всех окрестностей y в ТП (Y;  ):
N(y)
4
= fS 2 P(Y ) j 9G 2 N 0 (y) :
G  Sg 2 P 0(P 0(Y )) (5.4)
(заметим, что множества – элементы семейства (5.4) – непре-
менно являются непустыми множествами); ясно, что
N 0 (y)  N (y)  P
0
(Y ):
Во многих случаях оказывается возможным использовать
не все окрестности точки, а только некоторые. С этим есте-
ственно связать понятие локальной базы или фундаменталь-
ной системы окрестностей: если  2 (top)[Y ] и y 2 Y; то
(y  loc)[ ] 4= fB 2 P(N (y)) j 8S 2 N (y) 9B 2 B : B  Sg
есть семейство всех локальных баз ТП (5.3) в точке y; ясно,
что
8S 2 N (y) 9B 2 B : B  S:
В терминах окрестностей из семейства (5.4) можно опреде-
лить замыкание п/м Y в смысле любой топологии из множе-
ства (5.2):
cl(M;  )
4
= fy 2 Y jM\S 6= ; 8S 2 N(y)g 8M 2 P(Y ): (5.5)
80
В (5.5) приведено одно из эквивалентных определений опера-
ции замыкания в ТП. 2
Рассмотрим вспомогательный пример естественного топо-
логического пространства (ТП) и множества в этом ТП, для
которого замыкание не допускает исчерпывающего описания
в классе сходящихся последовательностей; требуются, стало
быть, «несеквенциальные» пределы, формализуемые в тер-
минах сходимости по Мору-Смиту [6, глава 2] или сходимости
фильтров [4, глава I].
Рассмотрим отрезок I 4= [0; 1] и множество RI всех в/з
функций на I: Мы будем оснащать RI т. н. топологией по-
точечной сходимости, которая, строго говоря, определяется
тихоновским произведением [6, 4, 5] экземпляров веществен-
ной прямой R с обычной j  j-топологией R:
Можно сказать и так: RI оснащается топологией тихонов-
ской степени ТП (R; R) при использовании I в качестве ин-
дексного множества. Важно отметить, что точками (элемен-
тами) конструируемого ТП будут функции из I в R: Заме-
тим здесь же, что сходимость последовательностей в RI с то-
пологией упомянутого ТП (секвенциальная сходимость) есть
обычная поточечная сходимость, изучаемая в курсе матема-
тического анализа. Через I обозначим семейство всех непу-
стых конечных подмножеств I:
Условимся о некоторых обозначениях. Если f 2 RI ; K 2 I
и " 2 ]0;1[; то полагаем, что
N(f;K; ")
4
= fg 2 RI j jf (x)  g(x)j < " 8x 2 Kg: (5.6)
Мы стремимся далее к построению ТП, для которого мно-
жества вида (5.6) определяли бы некоторое базовое семейство
окрестностей при выборе любой функции f 2 RI : Оказывает-
ся, это можно сделать, полагая
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I(R) 4= fG 2 P(RI)j 8f 2 G 9K 2 I
9" 2 ]0;1[ : N(f;K; ")  Gg: (5.7)
и получая при этом топологию множества RI ; получающееся
ТП
(RI ;
I(R)) (5.8)
как раз и можно интерпретировать как вышеупомянутую ти-
хоновскую степень (R; R): Разумеется, при выборе произволь-
ной функции f 2 RI мы вправе рассматривать семейство все-
возможных окрестностей f в ТП (5.8); речь идет о семействе
всех таких множеств H 2 P(RI) (т. е подмножеств RI), что
9G 2 
I(R) : (f 2 G) & (G  H);
имеются в виду окрестности в смысле [4, глава 1]. Упомя-
нутое семейство есть N
I(R)(f ): Можно, однако, поступить
экономнее, определяя при f 2 RI семейство N[f ] всех мно-
жеств N(f;K; "); K 2 I; " 2 ]0;1[: Это семейство яв-
ляется локальной базой ТП (5.8) в точке f или фундамен-
тальной системой окрестностей. Это означает, что, во-первых,
N[f ]  N
I(R)(f ) (на самом деле,
N[f ]  N 0
I(R)(f );
и читателю рекомендуется проверить упомянутое вложение)
и, во-вторых,
8A 2 N
I(R)(f ) 9B 2 N[f ] : B  A: (5.9)
С учетом (5.9) легко проверяется следующее представление
операции замыкания: если M 2 P(RI) (или, что то же самое,
M есть подмножество RI), то
cl(M;
I(R)) = ff 2 RI j B \M 6= ; 8B 2 N[f ]g =
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= ff 2 RI j N(f;K; ") \M 6= ; 8K 2 I 8" 2 ]0;1[g: (5.10)
Напомним, что I – несчетное множество. Это обстоятель-
ство существенно для последующих построений. Заметим,
что в ТП (5.8) может быть введено обычное понятие секвен-
циальной сходимости, а именно (здесь и ниже    !m;1 4= fj 2
Nj m  jg 8m 2 N) если:
(fi)i2N : N! RI
и f 2 RI ; то
((fi)i2N

I(R) ! f ) def() (8H 2 N
I(R)(f )
9n 2 N : fj 2 H 8j 2   !n;1): (5.11)
Посредством (5.11) определяется операция секвенциально-
го замыкания: еслиM 2 P(RI); то (seq  cl)[M ;
I(R)] есть по
определению множество всех f 2 RI ; для каждого из которых
можно указать последовательность
(fi)i2N : N !M;
для которой имеет место сходимость
(fi)i2N

I(R) ! f:
Легко увидеть, что
(seq  cl)[M;
I(R)]  cl(M;
I(R))
(см. (5.10)). Читателю рекомендуется проверить последнее
свойство самостоятельно.
Мы рассмотрим конкретный пример множестваM , для ко-
торого
(seq  cl)[M ;
I(R)] 6= cl(M;
I(R)): (5.12)
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Пример. Пусть  2 ]0;1[: Напомним, что в наших построе-
ниях I есть семейство всех непустых конечных подмножеств
множества I: Введем в рассмотрение в качествеM следующее
множество-прообраз
M
4
= ff 2 RI j f 1(] 1; [) 2 I [ f;gg (5.13)
(M есть множество всех функций f : I ! R, таких, что
множество
fx 2 I j f (x) < g
конечно). Покажем теперь, что функция O 2 RI ; для которой
O  0; принадлежит замыканию M; но не его секвенциально-
му замыканию. Итак, мы хотим показать, что
O 2 cl(M;
I(R)) n (seq  cl)[M;
I(R)]: (5.14)
Покажем сначала, что O 2 cl(M;
I(R)): Пусть K 2 I и
 2]0;1[: Рассмотрим множество
N(O; K; ) = fg 2 RI j jg(x)j <  8x 2 Kg: (5.15)
Введем в рассмотрение ' 2 RI ; для которой
('(x)
4
= 0 8x 2 K) & ('(x) 4=  8x 2 I n K): (5.16)
Тогда ' 1(] 1; [) = K 2 I: Это означает, в силу (5.13), что
' 2 M: С другой стороны, в силу строгой положительности
числа ; ' 2 N(O; K; ): Стало быть,
N(O; K; ) \M 6= ;:
Поскольку выбор K и  был произвольным, установлено, что
N(O; K; ") \M 6= ; 8K 2 I 8" 2 ]0;1[:
С учетом (5.10) получаем требуемое включение
O 2 cl(M;
I(R)): (5.17)
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Покажем, что O =2 (seq  cl)[M ;
I(R)]: Допустим против-
ное:
O 2 (seq   cl)[M ;
I(R)]: (5.18)
Тогда можно указать последовательность
('i)i2N : N!M; (5.19)
для которой имеет место сходимость
('i)i2N

I(R) ! O: (5.20)
В силу (5.19) получаем свойство
Kj
4
= ' 1j (] 1; [) 2 I [ f;g 8j 2 N: (5.21)
В этом случае объединение всех множеств Ki; i 2 N; не более
чем счетно, а значит,
I n
 [
i2N
Ki
!
6= ; (5.22)
(напомним, что I несчетно). Выберем произвольно (см. (5.22))
t 2 I n
 [
i2N
Ki
!
; (5.23)
после чего рассмотрим окрестность
N(O; ftg; ) 2 N[O]: (5.24)
При этом ftg 2 I и  2 ]0;1[: Из (5.20) и (5.24) вытекает,
что при некотором n 2 N
'j 2 N(O; ftg; ) 8j 2   !n;1:
В частности, 'n 2 N(O; ftg; ): С учетом (5.6) получаем, что
j'n(t)j <  и, тем более,
'n(t) < : (5.25)
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С учетом (5.21) имеем включение t 2 Kn; что противоречит
(5.23). Полученное при условии (5.18) противоречие опровер-
гает (5.18); следовательно,
O =2 (seq   cl)[M ;
I(R)];
откуда с учетом (5.17), получаем требуемое свойство (5.14),
из которого следует (5.12). Свойство (5.12) означает, что за-
мыканиеM в ТП (5.8) не описывается в терминах сходящихся
последовательностей в M: Заметим, что число ;  > 0; ис-
пользуемое в (5.13), может быть сколь угодно велико. Таким
образом, в рассматриваемом примере замыкание множества
M не исчерпывается пределами сходящихся последователь-
ностей со значениями в M.
В примерах, рассмотренных ранее, мы конструировали
множества притяжения в терминах пересечения замыка-
ний образов подмножеств пространства обычных управлений
(см., в частности, (4.93)). Данную конструкцию можно есте-
ственным образом распространить на случай множеств при-
тяжения в ТП. Последнее будем в настоящем разделе отож-
дествлять с (5.8). Зафиксируем в дальнейшем произвольное
отображение (оператор)
' : E ! RI ; (5.26)
где E – некоторое фиксированное непустое множество. Сле-
довательно, для каждого элемента e 2 E мы располагаем
функцией
'(e) : I ! R: (5.27)
Это позволяет определить значения '(e)(t) 2 R при t 2 I: С
учетом (5.27) определяются образы подмножеств E при дей-
ствии '; а именно:
'1(A) = f'(x) : x 2 Ag 2 P(RI) 8A 2 P(E): (5.28)
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В (5.28) мы используем обозначение образа множества с
единицей в верхнем индексе с тем, чтобы отличать данное
понятие от образа точки множества E: Действуя теперь по
аналогии с (4.93), мы можем (несколько более общим обра-
зом) ввести множества
(as)[E ] 4=
\
A2E
cl('1(A);
I(R)) 2 P(RI) (5.29)
для всякого непустого семейства E подмножеств E, т. е. для
E 2 P 0(P(E)): Множества вида (5.29) используются в общей
топологии при некоторых дополнительных предположениях
относительно E (имеется в виду случай, когда E – база филь-
тра E [4, глава I]; тогда семейство
f'1(A) : A 2 Eg (5.30)
есть база фильтра множества RI ; а (5.29) есть, таким обра-
зом, [4, глава I], множество точек прикосновения базы (5.30)).
Однако сейчас мы будем рассматривать множества (5.29) с
несколько иных позиций (см. (4.93)); именуем далее (5.29)
множеством притяжения в RI ; рассматривая EI в качестве
ограничений асимптотического характера. При этом «разум-
ный» вариант семейства E 2 P 0(P(E)) имеет смысл связать
с условием
81 2 E 82 2 E 93 2 E : 3  1 \ 2; (5.31)
имеющим смысл своеобразной уточняемости относительно
«тонкости» множеств (на самом деле, в (5.31) сформулиро-
вано требование направленности семейства E в смысле по-
рядка, двойственного к вложению). Заметим, что семейство
E 2 P 0(P(E)); удовлетворяющее (5.31) и дополнительному
условию ; =2 E ; называется базой фильтра множества E: Во
всяком случае, множества вида (5.29) мы будем использовать
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лишь при условии (5.31). Это связано с представлением [8,
(2.5.1)], где условие, подобное (5.31), предполагалось выпол-
ненным. Само появление семейства E в конструкциях на осно-
ве (5.29) может быть связано с ослаблением некоторых стан-
дартных ограничений вида
x 2 E; (5.32)
где E 2 P(E) (разумеется, в (5.32) речь идет о выборе x 2 E).
Точнее, речь идет о «замене» E таким семейством E , для ко-
торого
E =
\
A2E
A: (5.33)
При этом условие (5.32) размывается до серии условий вида
x 2 A; A 2 E : (5.34)
Переходя от (5.33) к (5.34), мы приобретаем новые
(в сравнении с (5.33)) возможности, что, собственно говоря,
и реализуется в (5.29), поскольку достаточно часто
cl('1(E);
I(R)) 6= (as)[E ]: (5.35)
Примеры ситуаций, удовлетворяющих (5.35), подробно об-
суждались в предыдущих разделах без привлечения понятий
общей топологии. Напомним только, что возможна ситуация,
когда множество в левой части (5.35) пусто, в то время как
множество (as)[E ] таковым не является (см., в частности, при-
мер раздела 2).
Ниже рассмотрим один конкретный модельный при-
мер ситуации, в которой имеются элементы множества
(as)[E ]; нереализуемые посредством приближенных решений-
последовательностей, подобных в идейном отношении [7, гла-
ва III]. Однако предварительно мы, ограничиваясь секвен-
циальными конструкциями (имеются в виду приближенные
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решения-последовательности), рассмотрим на содержатель-
ном уровне одно возможное представление элементов (as)[E ]:
Мы ограничиваемся сейчас, как уже отмечалось, использова-
нием секвенциальной сходимости (см. (5.11)); последующие
построения будут касаться своеобразного развития ситуаций
вида (5.12). Введем, в дополнение к (5.29), секвенциальное
множество притяжения. Для этого при E 2 P 0(P(E)) полага-
ем, что
(seq   as)[E ] 4= ff 2 RI j 9(ei)i2N 2 EN : (8A 2 E 9n 2 N :
ej 2 A 8j 2   !n;1) & (('(ei))i2N 

I(R) ! f )g: (5.36)
Содержательный смысл множества (5.36) является достаточ-
но простым: мы выделяем в RI всевозможные функции f; для
каждой из которых можно подобрать последовательность
(ei)i2N : N! E; (5.37)
которая «с нарастающей точностью» соблюдает ограничения
в виде множеств семейства E и, вместе с тем, переводится
отображением ' в последовательность, поточечно сходящую-
ся к f: Легко увидеть, что
(seq as)[E ]  (as)[E ] 8E 2 P 0(P(E)): (5.38)
Это связано с тем, что секвенциальное замыкание п/м RI
содержится в его замыкании (см. в этой связи (5.10)).
Замечание 5.1
Проверим (5.38); заметим при этом, что в (5.36) и в (5.38)
условие (5.31) выполненным не предполагается. Выберем про-
извольно E 2 P 0(P(E)) и
 2 (seq as)[E ]: (5.39)
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Тогда  2 RI , и для некоторой последовательности (5.37) вы-
полнены условия
(8A 2 E 9n 2 N : ej 2 A 8j 2   !n;1) & (('(ei))i2N 

I(R) !  ):
(5.40)
Выберем произвольно множество A 2 E : Тогда из первого
положения в (5.40) следует, что для некоторого n 2 N имеет
место свойство
ej 2 A 8j 2   !n;1: (5.41)
Из (5.41) следует, конечно (см. (5.28)), что '(ej) 2 '1(A) при
j 2   !n;1: Пусть K 2 I и " 2 ]0;1[: Рассмотрим множество
N( ;K; ") = fg 2 RI j j (x)  g(x)j < " 8x 2 Kg;
являющееся окрестностью  : N( ;K; ") 2 N
I(R)( ) (учи-
тываем, что N[ ] – локальная база ТП (5.8) в точке  ). Из
(5.11) и второго положения в (5.40) следует, что
'(ej) 2 N( ;K; ") 8j 2   !n;1; (5.42)
где n 2 N:
Теперь имеем два натуральных числа n и n; из которых
выбираем наибольшее

4
= sup(fn; ng) 2 N:
Тогда, при j 2   !;1 с одной стороны,
'(ej) 2 '1(A);
а с другой, '(ej) 2 N( ;K; "): В частности,
'(e) 2 '1(A) \N( ;K; "):
Тогда '1(A)\N( ;K; ") 6= ;: Поскольку K и " выбирались
произвольно, согласно (5.10), имеем включение
 2 cl('1(A;
I(R)): (5.43)
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Поскольку множество A выбиралось произвольно, из (5.43)
следует (см. (5.29)) включение  2 (as)[E ]; что с учетом про-
извольного выбора (5.39) означает справедливость вложения
(seq as)[E ]  (as)[E ]: (5.44)
Тем самым (5.38) доказано. 2
Напомним, что (5.44) справедливо, в частности, в случае,
когда E 2 P 0(P(E)) удовлетворяет (5.31), т. е. когда непустое
семейство E направлено отношением, двойственным к вложе-
нию.
Рассмотрим пример, когда в (5.44) отсутствует равенство
и в случае направленного семейства E ; в этом построении мы
ориентируемся на [15]. Будем рассматривать формирование
функций из RI в виде суммы
u + v = (u() + v()); (5.45)
индекс  2 I: Здесь u 2 RI есть строго отрицательная
функция-константа, а v 2 RI обладает свойством
(jv(t)j  1 8t 2 I) & (f 2 Ij v() 6= 0g 2 I): (5.46)
Таким образом, возможная реализация u + v (5.45) имеет
вид
t!  + v(t) : I ! R; (5.47)
где v соответствует (5.46), а  2 ] 1; 0[: Из (5.47) видно, что
объектом нашего выбора является всякий раз упорядоченная
пара (; v); где  < 0; а v 2 V :
V
4
= fev 2 RI j (jev(t)j  1 8t 2 I) &
& (f 2 I j ev() 6= 0g 2 I)g; (5.48)
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Каждую упорядоченную пару вышеупомянутого типа рас-
сматриваем как возможное решение. Это означает фактиче-
ски, что в качестве E далее рассматривается декартово про-
изведение ] 1; 0[  V; т. е. в последующем построении
E = ] 1; 0[  V: (5.49)
Из (5.48) и (5.49) следует, конечно, что E 6= ;: Опреде-
ляем теперь функцию ' (5.26): каждой упорядоченной паре
(; v) 2 E сопоставляем в виде '(; v) 2 RI функцию (5.47),
т. е.
'(; v) = ( + v(t))t2I 2 RI :
Иными словами, в рассматриваемом сейчас случае ' есть
отображение
(; v)! ( + v(t))t2I : E ! RI :
Введем теперь в рассмотрение непустое семейство п/м E
(5.49), следуя [15, c.269], а именно: предположим, что E есть
def семейство всех множеств ]c; 0[  V; c 2 ]  1; 0[: Иными
словами,
E 4= f]c; 0[  V : c 2 ] 1; 0[g: (5.50)
При этом, конечно, E 2 P 0(P 0(E)): Очевидно, что в нашем
случае выполнено условие (5.31). Это означает, что E есть ба-
за фильтра [4, глава 1]. Заметим, что упомянутое свойство
(5.31) (применительно к нашему случаю (5.50) делает содер-
жательным [8, (2.5.1)] понятие as[E ] (5.28) в том смысле, что
(5.28) можно рассматривать как (несеквенциальное) множе-
ство притяжения).
Кроме того, определено секвенциальное множество притя-
жения (5.35), причем справедливо (5.36). Покажем, что в на-
стоящем примере
(as)[E ]n(seq  as)[E ] 6= ;: (5.51)
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Для этого введем в рассмотрение функцию-константу w 2 RI ;
для которой
w(t)
4
= 1 8t 2 I: (5.52)
Заметим, что w есть элемент множества в левой части (5.51).
Для этого мы сначала покажем, что
w 2 (as)[E ]: (5.53)
Воспользуемся соотношением (5.29). Пусть P 2 E : Тогда
(см. (5.50)) P имеет вид
P = ]p; 0[  V; (5.54)
где p 2 ] 1; 0[: Покажем, что
w 2 cl('1(P );
I(R)); (5.55)
где, согласно (5.18), справедливо равенство
'1(P ) = f'(x) : x 2 Pg:
С учетом (5.54) мы получаем равенство
'1(P ) = f'(; v) :  2 ]p; 0[; v 2 V g =
= f( + v(t))t2I :  2 ]p; 0[; v 2 V g: (5.56)
Заметим, что '1(P ) есть п/м RI ; т. е. '1(P ) 2 P(RI); а
потому, согласно (5.10),
cl('1(P );
I(R)) = ff 2 RI j N(f;K; ") \ '1(P ) 6= ;
8K 2 I 8" 2 ]0;1[g: (5.57)
В связи с (5.57) напомним, что (см.(5.6))
N(w;K; ") = fg 2 RI j jw(x)  g(x)j < " 8x 2 Kg
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8K 2 I 8" 2 ]0;1[: (5.58)
Имея в виду (5.57), выберем и зафиксируем K0 2 I и
"0 2 ]0;1[; получая, согласно (5.58), равенство
N(w;K0; "0) = fg 2 RI j jw(x) g(x)j < "0 8x 2 K0g: (5.59)
Заметим, что 0
4
= inf(f p; "0g) 2 ]0;1[: Функция v0 2 RI ;
для которой
(v0(t)
4
= 1 8t 2 K0) & (v0(t) 4= 0 8t 2 InK0); (5.60)
непременно содержится во множестве V (5.48), т. е.
v0 2 V; (5.61)
поскольку K0 2 I: Введем теперь в рассмотрение функцию
w0 2 RI ; для которой
w0(t)
4
= v0(t)  0
2
8t 2 I:
Тогда по определению ', поскольку
 0
2
; v0

2 E;
согласно (5.49) и (5.61), справедливо следующее равенство
'

 0
2
; v0

= w0: (5.62)
При этом 02 < 0   p; т. е.
p <  0
2
< 0:
С учетом (5.54) и (5.61) мы получаем, что
 0
2
; v0

2 P;
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а потому, согласно (5.56) и (5.62),
w0 2 '1(P ): (5.63)
С другой стороны, имеем при t 2 K0 следующую цепочку
(см. (5.52), (5.60)):
jw(t) w0(t)j = jw(t)   v0(t) + 0
2
j  jw(t)   v0(t)j + 0
2
=
=
0
2
< 0  "0:
Поэтому, согласно (5.59), w0 2 N(w;K0; "0); а тогда (см.
(5.63))
w0 2 '1(P ) \N(w;K0; "0):
В частности, '1(P ) \ N(w;K0; "0) 6= ;: Поскольку выбор
K0 и "0 был произвольным, установлено, что
'1(P ) \N(w;K; ") 6= ; 8K 2 I 8" 2 ]0;1[:
С учетом (5.57) получаем теперь включение (5.55), т. е.
w 2 cl('1(P );
I(R)):
Поскольку выбор P был произвольным, установлено свой-
ство
w 2 cl('1(A);
I(R)) 8A 2 E :
С учетом (5.29) получаем требуемое включение (5.53), т. е.
w 2 (as)[E ]:
Покажем, что w =2 (seq as)[E ]: В самом деле, допустим
противное:
w 2 (seq as)[E ]: (5.64)
Это означает, согласно (5.36), что для некоторой последова-
тельности
(ei)i2N : N! E (5.65)
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выполняются следующие два условия:
(8A 2 E 9n 2 N : ej 2 A 8j 2   !n;1) &
& (('(ei))i2N

I(R) ! w): (5.66)
В этой связи мы используем рассуждение, подобное применя-
емому ранее в примере о несовпадении операций замыкания
и секвенциального замыкания. Заметим, что при k 2 N в виде
ek реализуется упорядоченная пара – элемент E; т. е.
ek 2 ] 1; 0[  V;
что означает справедливость двух включений:
(pr1(ek) 2 ] 1; 0[) & (pr2(ek) 2 V ):
Следовательно, pr1(ek) < 0; а pr2(ek) есть в/з функция на
I; для которой
(jpr2(ek)(t)j  1 8t 2 I) & (f 2 I j pr2(ek)() 6= 0g 2 I):
С учетом упомянутых соображений введем две последо-
вательности, являющиеся компонентами последовательности
(5.65). Итак, полагаем, что
([k])
4
= pr1(ek)) & (v[k]
4
= pr2(ek)) 8k 2 N: (5.67)
Тогда имеем с очевидностью, что
([k])k2N : N! ] 1; 0[; (5.68)
(v[k])k2N : N! V: (5.69)
Разумеется, при k 2 N имеем из (5.67)–(5.69), что [k] есть
отрицательное число, v[k] 2 V и при этом
ek = ([k]; v[k]):
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Используя последнюю конкретизацию отображения '; по-
лучаем, что
'(ek) = '([k]; v[k]) = ([k] + v[k](t))t2I 2 RI : (5.70)
Тогда '(ek)(et) = [k] + v[k](et) при et 2 I: В силу строгой отри-
цательности [k] имеем, однако, что
'(ek)(t) < v[k](t) 8k 2 N 8t 2 I:
При этом, конечно, имеем из рассуждений, связанных с
(5.70), что
'(ej)(t) = [j] + v[j](t) 8j 2 N 8t 2 I: (5.71)
С учетом (5.48) и (5.69) мы получаем, что
Ks
4
= ft 2 Ij v[s](t) 6= 0g 2 I 8s 2 N: (5.72)
В этом случае, согласно известным свойствам не более чем
счетных множеств, имеем, что
K
4
=
[
i2N
Ki
есть не более чем счетное п/м I; а тогда (поскольку множе-
ство I несчетно)
InK 6= ;:
Выберем произвольно t 2 InK: Тогда, в частности,
t =2 Ks 8s 2 N: Последнее означает, что v[s](t) = 0 8s 2 N:
Следовательно, согласно (5.71), '(ej)(t) = [j] 8j 2 N: По-
этому
'(ej)(t) < 0 8j 2 N: (5.73)
Вместе с тем,
N(w; ftg; 1) = fg 2 RI j jw(t)   g(t)j < 1g =
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= fg 2 RI j jg(t)   1j < 1g  g 1(]0;1[): (5.74)
Тогда, согласно (5.73) и (5.74),
'(ej) =2 N(w; ftg; 1) 8j 2 N: (5.75)
С другой стороны, N(w; ftg; 1) 2 N
I(
R)
(w); а потому, со-
гласно второму положению в (5.66),
9m 2 N : '(ej) 2 N(w; ftg; 1) 8j 2    !m;1:
Последнее противоречит (5.75). Полученное при условии
(5.64) противоречие показывает, что само (5.64) невозможно
и стало быть,
w =2 (seq as)[E ]:
Как следствие, w 2 (as)[E ]n(seq as)[E ]:
Итак, (5.51) доказано.
Вопрос к разделу 5
Пусть конструкция (5.6)–(5.8) рассматривыается для аб-
страктных множеств I (имеется в виду, что I – непустое мно-
жество, а RI – множество всех в/з функций на I). Для каких
множеств I ТП (5.8) оказывается метризуемым, т. е. когда
топология (5.7) порождается некоторой метрикой на RI?
Упражнение к разделу 5
Постройте пример задачи об асимптотической достижимо-
сти, для которой (5.38) превращается в равенство (ограни-
читься случаем, когда I – непустое конечное множество); по-
добные условия см. в [14].
Заключение
В пособии рассмотрены примеры неустойчивых задач о до-
стижимости, для которых исследуются элементы притяже-
98
ния, реализуемые (в пределе) в схемах с «исчезающе ма-
лым» ослаблением ограничений. Наряду с задачами управ-
ления приведены примеры постановок «статических» задач о
достижимости, где вопрос о достижимости естественно свя-
зать с выбором параметра точности. В частности, показано,
что это обстоятельство существенно в задачах, постановки
которых включают разрывные зависимости.
Наконец, в заключительной части пособия рассмотрены
некоторые вопросы, связанные с реализацией элементов при-
тяжения в топологии поточечной сходимости.
Решения, соблюдающие ограничения «на грани фола»,
представляют не только теоретический, но и серьезный прак-
тический интерес, что наглядно было проиллюстрировано на
примерах данного пособия, которое таким образом, обознача-
ет достаточно актуальную проблему. Построение таких реше-
ний требует специальных методов. Эти методы построены в
целом ряде ранее опубликованных работ и, в частности, в [7]–
[16], куда мы и отсылаем заинтересованного читателя.
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