Abstract-In this paper, adaptive control is studied for a class of discrete-time nonlinear systems in strict-feedback form. The systems are with unknown control gains and are proceeded by hysteresis. Prandtl-Ishlinskii (PI) model is used to describe the hysteresis. The control design is based on the predicted future states and discrete Nussbaum gain is employed in the parameter update law to deal with the unknown control directions. All the closed-loop signals are guaranteed to be bounded and the output tracking error is made to be within a neighborhood around zero ultimately. The effectiveness of the proposed control law is demonstrated in the simulation.
stepping design. This method was further developed in [7] , [8] for multi-input and multi-output (MIMO) systems.
On the other hand, control design for system with hysteresis input has received much attention in the adaptive control literature, because hysteresis phenomenon occurs in a wide range of physical systems and devices. But it is not a easy task to control systems with input of hysteresis nonlinearities [10] , [11] . The existence of hysteresis in input can result in undesirable inaccuracies or oscillations, which damages the closed-loop control system's performance and can even lead to instability [10] . To control systems with hysteresis, an inverse operator was constructed to eliminate the effects of the hysteresis in [10] . In addition, various models have been proposed to describe the hysteresis, such as Preisach model [12] , Prandtl-Ishlinskii (PI) model [13] , and Krasnosel'skiiPokrovskii model [14] . In recent years, PI model has been extensively used to study in the adaptive control literature [11] , [13] , [15] , [16] , in which the control directions are assumed to be known. One recent attempt to control system in continuous-time with unknown control directions using PI model has been made in [17] . However, due to some inherent difficulties in discrete-time models many controls designed for continuous-time systems may be not suitable for discretetime systems, and in most cases, adaptive control design for discrete-time systems is much more difficult.
In this paper, we are going to study adaptive control of a class of discrete-time parameter-strict-feedback nonlinear systems with unknown control directions and proceeded by hysteresis. PI model is used to described hysteresis and discrete Nussbaum gain is exploited to deal with unknown control gains.
The main contributions of the paper lie in: (i) Adaptive control is developed for a class of strictfeedback systems with unknown control gains and proceeded by hysteresis. (ii) To tackle the difficulty caused by hysteresis input, Prandtl-Ishlinskii (PI) model is exploited in the adaptive control design. (iii) Combined with deadzone method, discrete Nussbaum gain is utilized in the presence of external disturbance and hysteresis. Throughout this paper, the following notations are used.
• · denotes the Euclidean norm of vectors and induced norm of matrices.
• (ˆ) and (˜) denote the estimate of parameters and estimation error, respectively.
• N + denotes the set of all nonnegative integers.
II. PROBLEM FORMULATION AND PRELIMINARIES

A. System Representation
Consider a class of strict-feedback nonlinear discrete-time systems in the following form:
T are system states, Θ i ∈ R pi and g i ∈ R, i = 1, 2, . . . , n, are unknown system parameters (p i 's are positive integers),
are known vector-valued functions. The control objective is to make the output y(k) track a bounded reference trajectory y d (k) and to guarantee the boundedness of all the closedloop signals.
The hysteresis is denoted by the operator u(k) = H[v](k), where v(k) is the input and u(k) is the output of the hysteresis, which is represented by discrete-time PrandtlIshlinskii (PI) model as follows [16] :
where p(r) is an unknown density function satisfying p(r) ≥ 0 with ∞ 0 rp(r)dr < ∞, and E r (·) is called as stop operator. When the value r is large enough, the density function p(r) will vanishes, i.e., there exists a constant R such that p(r) = 0, ∀r > R, and thus the integral 
and L i are the Lipschitz coefficients. The control gains g i = 0. In addition, the external disturbance is bounded by a constantd, i.e., |d 0 (k)| ≤d.
B. Useful Definitions and Lemmas
Definition 2.1: [18] Let x 1 (k) and x 2 (k) be two discretetime scalar or vector signals, ∀k ∈ N + .
• We denote
Lemma 2.1:
Under Assumptions 2.1, the states and input of system (1) satisfȳ
is a discrete Nussbaum gain if and only if it satisfies the following two properties:
with some positive constants δ 1 and δ 2 .
where
as follows:
In this paper, for adaptive control of system (1), the discrete Nussbaum gain N (x(k)) proposed in [20] is exploited, which requires the sequence x(k) to satisfy
be a positive definite function defined ∀k, N (x(k)) be a discrete Nussbaum gain, and θ be a nonzero constant. If the following inequality holds, ∀k
where c 1 , c 2 and c 3 are some constants, k 1 is a positive integer, then V (k), x(k) and
C. Future States Prediction
Future states prediction proposed in [4] is employed here to facilitate the control design.
Then, the prediction laws of the one-step ahead future states ξ i (k + 1), are given aŝ
T ∈ R pi+1 . The j-step ahead future states ξ i (k+j), j = 2, 3, . . . , n−1, are predicted aŝ
for i = 1, 2, . . . , n − j, wherê
The parameter estimates are obtained bȳ
for i = 1, 2, . . . , n − 1. Remark 2.1: The parameter update law (8) is presented at the (k + 1)-th step whenξ n (k + 1) are all available. The control input u(k) is designed at the k-th step and only depends onΘ i (j), j ≤ k.
Lemma 2.3: [4] The parameter estimatesΘ i (k) (i = 1, 2, . . . , n − 1) in (8) are bounded and the estimate errors
III. ADAPTIVE CONTROL DESIGN
A. System Transformation
Let us rewrite system (1) as
and then we combine the n equations above together by iterative substitution and consider hysteresis behavior (2), thus we obtain
B. Control and Parameter Estimation
Using the predicted future states, the future states dependent function Φ(k + n − 1) in (11) can be estimated aŝ
DenoteΘ f g (k) andĝ I (k) as the estimates of g −1 Θ f and g −1 , respectively. Using the predicted functionΦ(k + n − 1|k), let us define
be the practical input range to the hysteresis operator, which is a strict subset of [−R, R], and the saturation output of
, in which these notations are borrowed from [16] . v * (k) is derived as follows [16] .
otherwise, following the algorithm proposed in [16] (Section C), it can be obtained a v * (k) such that
whereμ is an assigned admissible error,p(r, k) is the estimate of p(r) defined in (17) and it is nonnegative. In this paper, the adaptive control input is considered as
Substituting the adaptive control (14) into the n-step predictor (10) and subtracting y d (k + n) on both hand sides, it follows that the error dynamics is given by
whereΘ f g (k),p(r, k), µ(k) and β(k) are defined as
The parameters estimates in the control law are updated by the following adaptation law
where z(0) = ψ(0) = 0 and ǫ(k) is introduced as an augmented error and γ > 0 is the tuning rate to be specified by the designer. It should be mentioned that the requirement on sequence x(k) in the definition of discrete Nussbaum gain in (5) is satisfied by the sequence x(k) defined in (17) . Remark 3.1: It can be shown later that using the discrete Nussbaum gain, there is no need to know the sign of control gain g in (10) and it can be guaranteed that the estimatê p(r, k) is nonnegative, such that the algorithm solving for v * (k) from (13) proposed in [16] can be applied.
Proof: According to (17), we can see that |p ′ (r, k)| = |p(r, k)| whenp ′ (r, k) ≥ 0. Now, considering the case that p ′ (k) < 0 and noting that p(r) > 0 defined in (2), thus we have
In summary, we always have |p
2 (r, k)dr. This completes the proof.
C. Stability Analysis Theorem 3.1: Consider the adaptive closed-loop system consisting of system (1) under Assumption 2.1, states prediction laws defined in (7) with parameter estimation law (8) , control law (14) and parameter adaptation law (17) . If there exists an integer
, then all the signals in the closed-loop system are bounded and G(k) = 1 + |N (x(k))| will converge to a constant. Denote C = lim k→∞ G(k), then the tracking error satisfies lim k→∞ sup |e(k)| < Cλ γ , where γ and λ are the tuning factor and the threshold value specified by the designer.
Proof: In the proof, it is supposed that |u [16] . Substituting the error dynamics (15) into the augmented error ǫ(k), it can be obtained that
Choose a positive definite function V (k) as
From the adaptation law (17) , it is clear that
Considering (17), (18), (20) , and using Lemma 3.1, it can be obtained that the difference equation of V (k) is given by
Noting that
and taking summation on both hand sides of (21) results in
where c 2 = V (−1) and c 3 = c 2 + 2γ 2 c1 are some finite constants.
Applying Lemma 2.2 to (22) gives the boundedness of V (k) and x(k) and N (x(k)) thus the boundedness of
(r, k)dr, and G(k). Considering that z(k) is an nondecreasing sequence satisfying 0 ≤ z(k) ≤ x(k), thus the boundedness of x(k) means that z(k) and ψ(k) are bounded. The boundedness of z(k) further implies
Noting that e(k) = y(k) − y d (k), we have y(k) = O[e(k)] because the reference signal y d (k) is bounded. Using the Lipschitz condition of function Φ i (·), i = 1, 2, . . . , n and Lemma 2.1, it follows Φ(k − 1) = O[e(k)], where Φ(k − 1) is defined in (11) . According to the definition of β(k) in (16), the boundedness ofΘ f g (k), and Lemma 2.3, it is clear that
Then, from the boundedness of N (x(k)), ψ(k), and G(k), it can be seen that ǫ(k) ∼ e(k). Therefore, we can conclude that D(k) in (17) satisfies
. According to the definition of a(k) in (17) , the following two cases need to be considered:
, thus applying the Key Technical Lemma [21] to (23) gives lim k→∞ a(k)ǫ(k) = 0. Let us define a time interval as Z 1 = {k|a(k) = 1} and suppose that Z 1 is an infinite set. Then, we have
which conflicts with |ǫ(k)| ≥ λ, for a(k) = 1. Therefore, Z 1 must be a finite set and then, we have
According to the discussions for the above two cases, we have lim k→∞ a(k) = 0 and lim k→∞ sup{|ǫ(k)|} ≤ λ, which implies N (x(k)) will converge to a constant ultimately and thus let denote lim k→∞ G(k) = C. Noting that
gives lim β(k) = 0 and using the boundedness of N (x(k)) and ψ(k), thus it can be derived from the definition of ǫ(k) in (17) that
This implies the boundedness of y(k). From Lemma 2.1, it is clear that the boundedness of u(k) and ξ i (k), i = 1, 2 . . . , n is guaranteed. This completes the proof of the boundedness of all the signals in the closed-loop system and the tracking error satisfying lim k→∞ sup |e(k)| < Cλ γ .
IV. SIMULATION RESULTS
The following second order nonlinear plant is used for simulation. Figure 3 illustrates the boundedness of the control input u(k), the estimated parametersĝ I (k),Θ f g (k), andp(r, k). Fig. 4 demonstrates the discrete Nussbaum gain N (x(k)) and the sequences x(k) and β(k). As illustrated in Fig. 4 , to detect the control direction, the discrete Nussbaum gain adapts by searching alternately in the two directions: when the control gain g is negative, the sign of N (x(k)) changes from positive to negative and remains so for good; when the control gain is positive, the sign of N (x(k)) keeps positive without any switch. V. CONCLUSION This paper has developed adaptive control for a class of strict-feedback discrete-time nonlinear systems with unknown control gains and hysteresis input. Based on the future states prediction, adaptive control has been designed with the discrete Nassbaum gain employed to tackle the unknown control directions problem. Under the proposed adaptive control law, all the signals in the closed-loop system are globally bounded and the output tracking error is made to be within a neighborhood around zero ultimately.
