Abstract. Given a rational matrix G with complex coefficients and a domain Γ in the closed complex plane, both arbitrary, we develop a complete theory of coprime factorizations of G over Γ, with denominators of McMillan degree as small as possible. The main tool is a general pole displacement theorem which gives conditions for an invertible rational matrix to dislocate by multiplication a part of the poles of G. We apply this result to obtain the parametrized class of all coprime factorizations over Γ with denominators of minimal McMillan degree n b -the number of poles of G outside Γ. Specific choices of the parameters and of Γ allow us to determine coprime factorizations, as for instance, with polynomial, proper, or stable factors. Further, we consider the case in which the denominator has a certain symmetry, namely it is J all-pass with respect either to the imaginary axis or to the unit circle. We give necessary and sufficient solvability conditions for the problem of coprime factorization with J all-pass denominator of McMillan degree n b and, when a solution exists, we give a construction of the class of coprime factors. When no such solution exists, we discuss the existence of, and give solutions to, coprime factorizations with J all-pass denominators of minimal McMillan degree (> n b ). All the developments are carried out in terms of descriptor realizations associated with rational matrices, leading to explicit and computationally efficient formulas.
Introduction.
Let G be an arbitrary rational matrix (possible improper) and Γ be a given domain of the closed complex plane. A left coprime factorization (LCF) over Γ of G is a fractional representation of the form G = M −1 N , with N and M rational matrices having poles only in Γ and satisfying MU + NV = I for certain rational matrices U and V with all poles in Γ. Analogously, a factorization in the form G = NM −1 , with N and M having poles only in Γ and satisfying UM + V N = I for certain rational matrices U and V with poles in Γ, is called a right coprime factorization over Γ.
In this paper we develop a complete theory of LCFs over Γ with denominators M of smallest possible McMillan degree (see the precise definition below). For brevity, we call such factorizations of minimal degree, and define the degree of the factorization to be the McMillan degree of the denominator M . We address only LCFs since all results for right coprime factorizations follow by duality.
Apparently, the theory of minimal degree coprime factorizations has not been previously considered as such in the literature, although it is crucial to solving various problems encountered in the theory of linear systems and networks [29, 32] , to canonical and noncanonical spectral factorizations of unstable rational matrices [6, 11, 4, 5] , to several conjugation-based approaches to nonstandard H ∞ control problems [30, 31] , and it brings important numerical advantages as for instance in computing coprime factorizations with denominators which are polynomial, proper, stable, all-pass, or J lossless. The only noticeable exception is [2] , where coprime factorizations are addressed with another requirement of minimality, namely, the sum of the McMillan degrees of the denominator and nominator to be as small as possible. However, even in the case treated in [2] in which the matrix to be factored is square and of full rank over rationals this sum minimality leads to combinatorial problems over an infinite set which have little interest from an algorithmic viewpoint as well as for the type of applications that we have mentioned above.
Our main tool in the derivations, which is also of independent interest, is a general pole displacement theorem which gives a characterization in terms of realizations for an invertible rational matrix M to cancel in the product MG all poles of G in Γ. An important feature of our result is the possibility of coping with domains containing infinity, without using conformal mapping techniques. In particular, we show that the minimal degree of an LCF over Γ is n b , where n b is the number of poles of G outside Γ, and give a description in terms of realizations of all factors solving the minimal degree LCF over Γ. It turns out that the basic ingredient in computing LCFs of minimal degree lies in the solution of a generalized eigenvalue assignment problem of order n b .
We develop also a theory of minimal degree LCFs with the additional requirement that the denominator has a certain symmetry. We consider here two cases, in which the denominator is J all-pass, either with respect to the imaginary axis or to the unit circle, and the domain Γ is adequately chosen to reflect the respective symmetry. We study first LCFs with J all-pass denominator of degree n b , which we call the canonical case, and give necessary and sufficient solvability conditions. When solutions exist we give a parameterized description of the factors in terms of associated realizations. When such canonical solutions do not exist, we discuss the solution of noncanonical LCFs with J all-pass denominators of McMillan degree as small as possible (> n b ). The computation of factors in the canonical case relies on solving a generalized Lyapunov equation of order n b . In the noncanonical case, the rank r of the solution of the same Lyapunov equation allows us to determine the minimal degree of the factorization as 2n b − r. The noncanonical factors can then be constructed by embedding the solution of this Lyapunov equation of order n b into a (2n b − r)-order Lyapunov equation with nonsingular solution. The noncanonical case treated here has important connections with the noncanonical Wiener-Hopf and J spectral factorizations as discussed in [6] for proper and invertible rational matrices. Another connected work is [31] , which in contrast to our results is restricted to the canonical case with J lossless denominator with respect to the imaginary axis, and involves the solution of a Riccati equation of order equal to the McMillan degree of G.
For an extensive treatment of related topics in factorization theory of rational matrices we refer to the excellent collections of papers [4, 6, 11] for the regular case, and to [19, 20, 3] for the nonregular and nonsquare cases.
The paper is organized as follows. The main definitions and notation used throughout the paper are presented in a preliminary section together with a brief discussion on various descriptor realizations of rational matrices. In section 3 we obtain formulas for an invertible factor that dislocates by left multiplication certain prescribed poles of a given rational matrix. In section 4 we give a parameterization of the class of factors that solve the minimal degree LCF over Γ. Section 5 is devoted to the theory of minimal degree LCFs with J all-pass denominators with respect to the imaginary axis. In section 6 we develop the analogous results in the case in which the denominator is J all-pass with respect to the unit circle. Several numerical examples are presented in section 7 together with a discussion of appropriate computational methods. Some conclusions summarize the main aspects of the proposed theory and provide hints to possible applications and extensions. We defer to an appendix the characterization in terms of realizations of an arbitrary J all-pass rational matrix.
Preliminaries.

Basic notation.
We start with some notation and definitions. For a matrix A we denote by A T and A * its transpose and its conjugate transpose, respectively, and, if A is invertible, by A −T and A − * its transposed inverse and its conjugated transposed inverse, respectively.
By C, C − , C + , C 0 , and R we denote the complex plane, the open left half plane, the open right half plane, the imaginary axis, and the real axis, respectively, and let C := C ∪ {∞} be the closed complex plane, and
Here the overbar denotes closure. By D we denote the open unit disk, and D c = C \ D stands for the exterior of the closed unit disk containing the infinity.
Consider the disjoint partition of the closed complex plane into a "good" region Γ g and a "bad" region Γ b as
A frequent interpretation of Γ g in system theory is related to the standard stability concept, that is, for linear continuous-time systems Γ g = C − , while for linear discrete-time systems Γ g = D (or, sometimes, their closures). However, we use also other interpretations, as for instance Γ g = {∞} to obtain coprime factorizations with polynomial factors. When dealing with LCFs of rational matrices with real coefficients, we assume that Γ g is symmetric with respect to the imaginary axis, that is, if λ ∈ Γ g then λ ∈ Γ g . This is in particular true for all the aforementioned examples of Γ g and guarantees that the resulting factors of the LCF have real coefficients as well.
Rational matrices.
Throughout the paper we consider matrices with coefficients in the field F, where F denotes either R or C. We view a p × m rational matrix G(λ) as a matrix whose entries are rational functions with coefficients in F and of the complex variable λ. Alternatively, we shall assimilate the rational matrix G(λ) with the transfer-function matrix (TFM) of a linear time-invariant continuous-time or discrete-time descriptor system, and λ is either s or z, the complex variables appearing in the Laplace-or Z-transform, respectively, according to the type of system. We denote by G ∼ the adjoint of G, where
, respectively. Let J be a signature matrix, i.e., a matrix satisfying J = J * = J −1 . We say that the rational matrix G is J all-pass with respect to the imaginary axis if G ∼ JG = J, where G ∼ denotes the adjoint in continuous time. Accordingly, we say that G is J all-pass with respect to the unit circle if G ∼ JG = J, where G ∼ denotes now the adjoint in discrete time.
Structural elements of rational matrices.
For an arbitrary rational matrix we recall now several structural elements that play an important role in the sequel: normal rank, finite and infinite poles and zeros, and their orders. It is easy to realize that G(λ) has constant rank for all but a finite number of points λ ∈ C for which it has smaller rank. The normal rank of G is by definition the rank of G(λ) for almost all λ ∈ C. A rational matrix which is square (say p × p) and has full normal rank p is called nonsingular; otherwise it is called singular. Clearly, a nonsingular rational matrix has an inverse which is a rational matrix as well.
In this paper, a particular focus is on the poles and zeros of a rational matrix, defined now. For an arbitrary p × m rational matrix G of normal rank r there always exists a p × p polynomial matrix U (λ) with det U (λ) = 1 and an m × m polynomial matrix V (λ) with det V (λ) = 1 that bring G to the so-called Smith-McMillan form
where
and the polynomials i (λ), η i (λ) are pairwise coprime for i = 1, . . . , r and satisfy the divisibility properties
The polynomials i (λ) and η i (λ) are uniquely defined by G(λ) and are called elementary divisors of G. Define
Then the n z (n p ) roots of z(λ) (p(λ)) are by definition the finite zeros (poles) of G and their multiplicities are by definition the multiplicities of the roots of z(λ) (p(λ)).
The orders of the zero (pole) λ 0 of G are by definition the nonzero multiplicities of λ 0 as a root of i (λ) (η i (λ)) for i = 1, . . . , r. We say that ∞ is a zero (pole) of G if 0 is a zero (pole) of the rational matrix G(λ) = G( By definition, the McMillan degree of G-denoted δ(G)-is the sum of the orders of all its poles (finite and infinite). Once a partition (2.1) is fixed, we have δ(G) = n b + n g , where n g denotes the number of "good" poles in Γ g and n b denotes the number of "bad" poles in Γ b (counting multiplicities).
A rational matrix G which is J all-pass with respect to the imaginary axis features a pole-zero symmetry with respect to the imaginary axis. Precisely, if {λ 1 , λ 2 , . . . , λ n } is the union of poles of G, then {−λ 1 , −λ 2 , . . . , −λ n } is the union of zeros of G. A similar property holds for a rational matrix G which is J all-pass with respect to the unit circle where now the pole-zero symmetry is with respect to the unit circle.
Descriptor realizations of rational matrices.
Standard descriptor realizations of rational matrices. It is well known (see, for example, [28, 27] ) that any p × m rational matrix G(λ) with coefficients in F (even improper or polynomial) has a descriptor realization of the form
, and the so-called pole pencil A − λE is regular , i.e., it is square and det(A − λE) ≡ 0. The dimension n of the square matrices A and E is called the order of the realization (2.2). We use Λ(A−λE) to denote the union of generalized eigenvalues of the regular pencil A − λE (finite and infinite, multiplicities counting). Occasionally, we shall also use the more compact notation G = (A − λE, B, C, D) to denote (2.2). The descriptor realization (2.2) of G is called minimal if its order is as small as possible among all realizations of this kind. Well-known criteria for minimality of a descriptor realization (2.2) are (see [27] )
The conditions of minimality (2.3) are usually known as finite and infinite controllability, finite and infinite observability, and absence of nondynamic modes, respectively. For a minimal descriptor realization (2.2) of order n we have δ(G) = rank E ≤ n.
The principal inconvenience of realizations of the form (2.2) is that their minimal possible order is greater than the McMillan degree of G unless G is proper, and this brings important technical difficulties in factorization problems in which the McMillan degree plays a paramount role. A remedy to this is to use a generalization of (2.2) in which either the B or the C matrix is replaced by a matrix pencil, as explained in the next section.
Alternative descriptor realizations. Any rational p × m matrix G has a realization
and for any fixed α, β ∈ F, not both zero, there exists a realization [12, 13, 14] for various problems related to factorizations of rational matrix functions.
All realizations (2.2), (2.4), and (2.5) are formally contained in the following general realization of a rational matrix due to Rosenbrock [21] :
where T (λ), U (λ), V (λ), and W (λ) are matrix polynomials, with T (λ) square and invertible. It is easy to see that
where Q and Z are constant invertible matrices and X and Y are arbitrary constant matrices, defines an equivalent realization in the form
(See also [21] for a more general case.) This type of transformation performed on a realization is called equivalence, and if in addition X = 0 and Y = 0 it is called state-space equivalence.
We call realizations of the type (2.4) or (2.5) minimal if the dimension of the square matrices A and E (also called the order of the realization) is as small as possible among all realizations of the respective kind. It can be easily shown that any rational matrix G(λ) has a minimal realization of type (2.4) of order equal to δ(G). For any fixed α and β, not both zero, and such that α β is not a pole of G there also exists a minimal realization of type (2.5) of order equal to δ(G). The condition imposed on α β is needed only for writing down minimal realizations (2.5) which have order equal to δ(G). More precisely, even if α β is a pole of G we can still write a realization (2.5) but the minimal order will necessarily be greater than δ(G). This is exactly what is happening for realizations (2.2) which are obtained from (2.5) for α = 1 and β = 0 and for which the minimal order is necessarily greater than δ(G), provided α β = ∞ is a pole of G. Notice that for (2.5) we can always freely choose α and β such as to ensure that α β is not a pole of G. For the rest of the paper, if not otherwise stated, we assume this choice implicitly. The nice feature of (2.4) and (2.5) that their minimal order equals the McMillan degree of G recommends them for the kind of problems treated in this paper.
It is relatively straightforward to show that the criteria of minimality for a descriptor realization of type (2.4) are
while for realizations of type (2.5) similar conditions result by simply replacing (a) and (b) in (2.7) with 
An additional nice feature of realizations (2.5) is revealed in the appendix, where we show that an appropriate choice of α and β leads to nice formulas in case of rational matrices featuring certain symmetries.
Conversions between the representations (2.2), (2.4), and (2.5) are straightforward. Here we only show how to obtain from an nth-order realization (2.2) a realization of the form (2.4) of order equal to rank E. We can always determine two invertible (even unitary) matrices Q and Z such that
where the invertible matrix A n ∈ R κ×κ contains the so-called infinite nondynamic modes, and rank E d E dn = rank E. By using a general transformation as in (2.6) we get an equivalent realization of the type (2.4) in the form
which has order equal to rank E. Provided (2.2) is minimal, the realization (2.11) is minimal as well.
All the above stated features of realizations (2.4) and (2.5), although not well known, follow by standard arguments from the realization theory [21, 27] , and therefore we do not give detailed proofs here.
Structural elements in terms of realizations.
The following result adapted from [21] and [28] will be instrumental in subsequent discussion.
Theorem 2.1. Let G(λ) be an arbitrary rational matrix with a realization (2.4) (or (2.5)).
Poles. The poles of G(λ) are among the generalized eigenvalues of the pole pencil A − λE. If the realization (2.4) is minimal (or if α β is not a pole of G(λ), and (2.5) is minimal), then the poles of G(λ) are exactly the generalized eigenvalues of A − λE, and the orders of the poles are pairwise equal to the multiplicities of the generalized eigenvalues of A − λE.
Zeros. The zeros of G(λ) are among the zeros of the system pencil associated with (2.4),
or of the system pencil associated with (2.5),
For a careful discussion of the delicate notions of pole and zero at infinity of a rational matrix and connection with the realization theory we refer to [28] .
Separated realizations.
As a methodological question, throughout the paper we assume that the rational matrix G is given by a minimal descriptor realization (2.2), as this type of realization is most frequently used in the literature to represent arbitrary (possibly improper) rational matrices. The solutions M and N to the LCF G = M −1 N will be given directly by minimal realizations of the type (2.4) or (2.5) of order equal to their respective McMillan degree. Furthermore, once a partition (2.1) is fixed, we assume that G is given by a separated realization with respect to (2.1), namely,
that is, all infinite nondynamic modes are included in A g − λE g . Starting with an arbitrary minimal realization (2.2) it is always possible to arrive to a separated realization by first determining a realization as in (2.10) and further making a spectral decomposition of the pencil A d − λE d with respect to the partition (2.1). Furthermore, if the realization to start with has real coefficients, and Γ g is symmetric, we can always determine a separated realization with real coefficients as well.
Basic pole displacement result.
In this section we solve the general pole displacement problem (PDP) formulated below.
PDP: Given a p × m rational matrix G and a disjoint partition C = Γ g ∪ Γ b , both arbitrary, determine an invertible p × p rational matrix M with all poles in Γ g which cancels by left multiplication all poles of G located in Γ b , i.e., such that
The following theorem gives an answer to the PDP in terms of descriptor realizations of G and M . It is a rich extension of Theorem 3.1 and Lemma 4.1 in [24] and can be viewed also as an extension to the nonsquare case of the results in [10] .
Theorem 3.1. Given a rational matrix G(λ) and a disjoint partition C = Γ g ∪Γ b , both arbitrary, let n b be the number of poles of G in Γ b . Assume that (2.14) is a minimal descriptor realization of G separated with respect to the given partition and satisfying the condition (2.15). Then the class of solutions to the PDP is given by
where the realization (3.1) is minimal and satisfies the following:
holds for certain injective matrices X and Y .
The minimal McMillan degree of a solution to the PDP is n b . Before proceeding with the proof, we make the following remark.
Remark 3.2. Using Theorem 3.1, it is easy to see that by an appropriate equivalence transformation, each solution M (λ) of the PDP has a minimal realization
where (3.3) follows directly from (3.2). Then it can be rapidly checked that M −1 (λ) has a realization of the form
This fact shows the connections of our result with the "spectral triples" discussed in [10] for an invertible and proper G(λ) and will be instrumental in obtaining solutions to the noncanonical problems in sections 5 and 6.
Proof. Before proceeding with the proof we make several preparations. Using conversion formulas as for getting from (2.10) to (2.11), we can put (2.14) in the form
This conversion is necessary so as to enforce (3.7) and can be skipped if ∞ ∈ Γ g . Using (3.5) and (3.1) we can write a realization of
Assume that X and Y are two matrices that satisfy the generalized Sylvester equation
and let X and Y be the unique solutions that satisfy the generalized Sylvester equation
Note that X and Y always exist due to (3.7). Define
By using the transformation matrices (3.11) we obtain an equivalent realization in the form
where from the minimality of G(λ) and from (3.6) we have
We show first that if M (λ) is given by the minimal realization (3.1) satisfying the respective conditions in the statement, then it is a solution to the PDP. Notice first
2) shows that (3.9) is satisfied and let X and Y be the unique solutions to (3.10). We perform an equivalence transformation with Q and Z defined by (3.11) to get to (3.12) . From (3.2) we also get that the entry .12) is zero. Thus, after removing the unobservable part we get
which clearly has all its poles in Γ g . Thus M(λ) has canceled by left multiplication all poles of G(λ) located in Γ b and thus it is a solution to the PDP.
Conversely, now let M (λ) be a solution to the PDP and let (3.1) be a minimal realization of it, with D x invertible. From minimality it follows that Λ(A x − λE x ) ⊂ Γ g . Hence Λ(A x −λE x )∩Λ(A b −λE b ) = ∅ and thus there exist unique matrices X and Y to satisfy the generalized Sylvester equation (3.9) . For similar reasons, the equation (3.10) has unique solutions X and Y . Define Q and Z as in (3.11) and perform an equivalence transformation to get (3.12). Since M (λ) is a solution to the PDP it follows that N (λ) has no poles in Γ b . However, (3.12) shows that this is possible only if
has no poles in Γ b . Since (3.13) holds, it follows by standard minimality arguments that (3.15) has no poles in Γ b only if D x C b + C x X = 0. Combining this with (3.9) we obtain
It only remains to show that X and Y are injective. Since M (λ) is invertible, the leftmost pencil in (3.16) is regular. Thus, there exists λ = λ 0 for which the rightmost and leftmost pencils in (3.16) are invertible, from which it follows that
We show that X is injective and the injectiveness of Y follows then from (3.17) . Let V = KerX. Since D x is invertible, we get from (3.16) that
But (3.17) and (3.18) show that dim V = dim Ker[ (3.20) where only equality can take place, since, in general, for a regular pencil A b − λE b and an arbitrary space V we have dim(
and thus V is a deflating subspace (see [23] ) of the pencil A b −λE b contained in Ker C b . However, this is possible only if V = 0 [22] because (3.5) is a minimal realization of G(λ) and thus
It follows that X and Y are both injective, and thus any solution to the PDP satisfies the requirements in the statement. Finally, from the injectiveness of X it follows that δ(M ) ≥ n b .
Minimal degree coprime factorization.
For a given rational matrix G(λ) and a domain Γ g , both arbitrary, we characterize now the class of LCFs over Γ g having minimal degree which we show to be n b . Recall that n b is the number of poles of G(λ) in Γ b . For our proofs, we need the following result on the solution in a particular form to the generalized eigenvalue assignment problem.
Lemma 4.1. Let A − λE be a regular pencil, with A, E ∈ F n×n , B ∈ F n×m ; let Γ ⊂ C be a set of n elements (not necessarily distinct and assumed to be symmetric if F = R); and let α, β ∈ F, not both zero, such that
Then there exists a matrix F ∈ F m×n such that
Proof. To reduce (4.2) to a standard eigenvalue assignment problem we use the conformal mapping λ = (αz + β)/(βz − α). Under this mapping Γ changes to Γ z , which will contain only finite points. Define A z − zE z := αA + βE − z(βA − αE) and
With the transformed data we have reduced (4.2) to
with E z invertible. From assumption (4.1a), for z = α β , and (4.1b), for z = α β , we get
Thus (4.3) is a standard eigenvalue assignment problem for the controllable pair
z B z ) and the set Γ z , and has always a solution F which is the solution of the original problem (4.2) as well. If F = R, and Γ is symmetric, then Γ z will be symmetric as well, and F can be chosen with elements in R.
Theorem 4.2. Given a rational matrix G(λ) and a disjoint partition C = Γ g ∪Γ b , both arbitrary, let n b be the number of poles of G in Γ b . Assume that (2.14) is a minimal descriptor realization of G separated with respect to the given partition and satisfying condition (2.15). Then we have the following:
The class of solutions to the minimal degree LCF problem
where W is an arbitrary invertible matrix, K is any matrix that solves the generalized eigenvalue assignment problem 
Incidentally, it is easy to see that (4.6) is a minimal realization. From Theorem 2.1 we have that the zeros of [ N (λ) M (λ) ] are among the zeros (including infinity) of the system pencil associated with the above realization and given by
which is strictly equivalent to (see [8] for the definition of strict equivalence for matrix pencils) For the case of real coefficients, we can start with a separated realization for G having real elements. Then we choose α and β real, and since Γ g is symmetric it follows from Lemma 4.1 that the feedback matrix K can be chosen with real elements as well.
Notice from the above theorem that the class of all solutions depends essentially only on the pair (C b , A b − λE b ) that is unique (up to an equivalence transformation) for a given G(λ).
LCF with J all-pass denominator with respect to the imaginary axis.
In this section we solve the minimal degree LCF with the additional requirement on the denominator to have a certain symmetry, namely we consider here the case in which the denominator is J all-pass with respect to the imaginary axis. To reflect this symmetry accordingly, we take throughout this section the disjoint partition C = Γ g ∪ Γ b defined by
However, due to the additional requirement on the denominator to be J all-pass it is not always possible to solve the LCF over Γ g with minimal degree n b . When this is possible, we call the factorization canonical ; otherwise we call it noncanonical. Notice that for both of the choices in (5.1), Γ b is an open set while Γ g is a closed one. This will be instrumental for the solution in the noncanonical case.
The following result that will prove useful later gives a characterization of proper J all-pass rational matrices in terms of minimal realizations. It is a particular case (with α = 1, β = 0) of the general theorem Theorem A.1 given in the appendix.
Corollary 5.1. Let M (s) be a proper square invertible rational matrix, having a minimal realization
Then M is J all-pass with respect to the imaginary axis if and only if D * JD = J and there exists an invertible Hermitian matrix X such that 
has an invertible Hermitian solution X. In this case, the class of all solutions is given by
and W is any J unitary matrix satisfying For the case of real coefficients, we can start with a separated realization for G having real elements, and it will follow from (5.2) that X is real and symmetric.
If in the statement of the above theorem we add the condition X > 0 or X < 0 we obtain the solution to the LCF with J lossless or J expansive denominator, respectively (see [16] ). Notice that for the chosen partition (5.1) equation (5.2) always has a unique solution, and thus the above theorem is an effective tool for checking the existence of, and computing the solutions to, the LCF with J all-pass denominator or, as a particular case, with J lossless denominator. We do not elaborate further in this direction.
For J = I, the above theorem provides the solution of an important particular case: LCF with all-pass denominator M (s), (i.e., M * (−s)M (s) = I). In this case, (5.2) has always a sign definite (positive or negative) solution. If we take Γ b = C + , then we obtain the well known results for the LCF with inner denominator.
The noncanonical case.
We study now LCFs with J all-pass denominator in the noncanonical case, i.e., when there is no solution with a J all-pass denominator of minimal McMillan degree n b . This case is considerably more intricate than the canonical case. The idea is to introduce additional poles and zeros in M (s) such that it could simultaneously be J all-pass and solve the LCF problem for G(s). At the same time, we want to keep the McMillan degree of M as small as possible. It turns out that the additional poles/zeros can be taken only on the imaginary axis (including infinity) since the pole-zero symmetry featured by a J all-pass factor implies with necessity that all additional poles will be reflected into symmetric additional zeros that will be also zeros of the compound matrix [N (s) M (s)].
Before stating our main result we construct a particular separated realization of G which facilitates the subsequent developments. Let G(s) be an arbitrary rational matrix given by a minimal realization (2.14) separated with respect to Γ g ∪ Γ b and satisfying (2.15), and let n b be the number of poles of G in Γ b . Then the generalized Lyapunov equation
has a unique Hermitian solution X, and let r := rank(X). Let
be a spectral decomposition of X where Σ r is diagonal and nonsingular and U is unitary. Further, let
be an RQ decomposition of U * E b , where Q is unitary; E 11 and E 22 are lower triangular, square, and invertible; and the partition in (5.9) corresponds to the partition in (5.8). With (5.8) and (5.9) it is easy to see that
is another realization of G separated with respect to Γ g ∪Γ b which we call balanced with respect to the Lyapunov equation (5.7). Thus we may assume from the beginning that for the separated realization (2.14) we have E b lower triangular and the corresponding Lyapunov equation (5.7) has a diagonal solution. We are now ready for our main result.
Theorem 5.3. Given an arbitrary rational matrix G(s) and a disjoint partition
C = Γ g ∪ Γ b defined by (5.1), let n b be the number of poles of G in Γ b . Assume that (2.
14) is a minimal descriptor realization of G, separated with respect to the given partition and satisfying condition (2.15). Let r := rank(X), where X is the unique Hermitian solution to the Lyapunov equation
A * b XE b + E * b XA b − C * b JC b = 0. (5.11)
Then the minimal degree of the LCF with J all-pass denominator is 2n b − r.
Proof. Without restricting the generality, we may assume from the beginning that the realization (2.14) is balanced with respect to the Lyapunov equation (5.11). Further, as E b is invertible we could, as a first simplifying step in the whole proof, reduce (5.11) to a standard Lyapunov equation with E b = I. However, we prefer not to invert E b as far as possible as this will bring benefits in terms of the reliability of the associated numerical algorithms.
The proof is quite lengthy and we divide it in several steps: we show first that any solution G = M 
According to the partition of the right-hand side of (5.13), X can be written in the partitioned form
where it follows that X is the unique solution to (5.11) . Since X M is invertible and the rank of X is r, it follows from (5. 
The realization (2.14) of G is minimal and thus controllable, from which it follows that the only zeros of [N (s) M (s)] are given by Λ(A x −sE x ) which should be included in Γ g since N and M are coprime over Γ g . Thus we proved that the coprimeness of N and M over Γ g implies that (5.17) holds.
Construction of a minimal solution. We show now that the LCF with J allpass denominator has a solution For the sake of clarity we assume first that the additional poles/zeros Λ(A x −sE x ) are placed in finite locations on C 0 . The case with poles at infinity follows analogously, although the formulas become more intricate.
Placing additional poles/zeros in finite locations on C 0 . In this case we can take for M −1 a realization (5.13) with α = 1, β = 0, i.e.,
The key idea of the construction is to embed the Lyapunov equation (5.11) into a larger Lyapunov equation (5.14) with an invertible solution X M as in (5.15) and where the matrices A x , E x , A bx , E bx , B x1 , B x2 , C x have to be determined. We can simply take E bx = 0, E x = I n b −r in case of placing additional poles/zeros at finite locations. We choose further
where we have taken into account that the realization (2.14) is balanced with respect to (5.11) and we have partitioned
conformably with (5.8). The matrices A x1 , A x2 , A x , C x remain to be determined as to satisfy (5.14). We use (5.22) to write (5.14) componentwise as
where the rest of equations are transpose conjugated versions of the ones above. Equations (5.23a), (5.23b) and (5.23c) are automatically fulfilled due to (5.11). Before showing how the remaining equations can be satisfied, we prove that the pair (C 2 , A 22 − sE 22 ) is observable. Indeed, since the pair (C b , A b − sE b ) is observable, the standard PHB observability tests shows that
where we have replaced Alternatively, we may compute C x as to solve a generalized eigenvalue assignment problem for the controllable pair (−A * 22 +sE * 22 , −C * 2 J) with the benefit of not inverting E * 22 . Finally, we choose A x1 as the unique solution of (5.23d) and A x2 as any solution to (5.23f). With all these choices it results that (5.14) is satisfied.
We take D M to be any J unitary matrix and define
We get from Corollary 5.1 that M −1 given in (5.21) is J all-pass. It follows that M has all its poles in Γ g , is J all-pass, and has McMillan degree less than or equal to 2n b − r, and a realization is given by 27) where
We can check successively that N has all poles in Γ g , and that N and M are coprime over Γ g . The details are skipped since the argument is identical as in the first part of the proof for showing that the additional poles of M −1 should be placed on C 0 . Thus N and M define a solution to the LCF with J all-pass denominator, having degree less than or equal to 2n b − r. This together with (5.12) shows that the minimal degree 2n b − r is attained and concludes the proof. Placing additional poles/zeros arbitrary on C 0 . We show that this case can be reduced to the case of finite poles/zeros. Indeed, we chose a realization for M (s) of the form (5.13), where we take α ∈ R and β ∈ C 0 such that α β is neither an eigenvalue of A b − sE b nor a desired location of additional poles/zeros. A characterization of J all-pass rational matrices with a realization centered at α β is given in Theorem A.1 in the appendix. Thus we have again to embed a Lyapunov equation (5.11) into a larger Lyapunov equation (5.14) but where now E M will be singular if we would like to place additional poles/zeros at infinity. To this end we transform the Lyapunov equation (5.14) into the equivalent Lyapunov equation
where the coefficients to be determined are
with E M invertible. Thus we apply exactly the same procedure as for finite poles/zeros but now we determine the coefficients of the equation (5.29) instead of (5.14). Finally, the coefficients of (5.14) follow immediately from (5.30). The only precaution is with respect to the locations in which the additional poles/zeros have to be placed which are mapped by a bilinear transformations moving ∞ into the finite point α β ∈ C 0 . The rest of the argument is identical and is therefore not repeated.
The proof of Theorem 5.3 also gives a procedure to compute solutions of minimal McMillan degree. Moreover, the result below shows that from (5.21) one can get the class of all solutions. Proof. Most of the proof is already contained in the proof of Theorem 5.3. We have only to prove that any solution may be obtained by the procedure given in the statement. Let G = M −1 N be a solution to the LCF with J all-pass denominator M of minimal degree 2n b − r, and proper. Let G be given by a separated realization (2.14) balanced with respect to the Lyapunov equation (5.11). Then M −1 is given by a realization (5.21), and (5.14) is satisfied for an invertible Hermitian matrix X M as in (5.15) , where X has the form in the right-hand side of (5.8). We show that by equivalence state-space transformations on (5.21) we obtain a realization for which the corresponding Lyapunov equation (5.14) has all the intervening matrices of the form depicted in (5.22) , and this will end the proof.
Writing X M in partitioned form we get
]. Since the matrix X M is square and invertible, and has dimension 2n b − r we get that X 2 is invertible, and thus we can write
(5.31) Further, let
where the block upper triangular structure in the right-hand side follows from the block upper triangular structure of both E M and U
we get that (5.14) can be written equivalently as
where the intervening matrices with "hat" have the same block structure as their counterparts in (5.22) . It follows that the corresponding equations (5.23a)-(5.23f) are satisfied from where the conclusion is immediate.
The class of all solutions, including the case of improper M , is obtained from (5.18) and (5.19) , where the unknown coefficients are obtained by first using the transformation (5.30) to reduce the problem to the case of a proper M . We do not elaborate further in this direction.
Remark 5. (5.15) , from which X > 0 which contradicts our assumption.
LCF with J all-pass denominators with respect to the unit circle.
In this section we give the discrete-time version of the results presented in section 6. More precisely, we solve the minimal degree LCF problem with the additional requirement that the denominator have another type of symmetry, namely, that it be J all-pass with respect to the unit circle. Throughout this section we take the disjoint partition C = Γ g ∪ Γ b defined by
Similarly as for the symmetry discussed in the previous section, it is not always possible to solve the LCF over Γ g with minimal degree n b . Again, when this is possible, we call the factorization canonical, otherwise we call it noncanonical.
Since our theory encompasses the cases in which M (z) has to cancel a pole of G at ∞ or at 0, it follows that M (z) or M −1 (z) could, in general, be improper. Therefore, to achieve the full generality we have to use for M (z) a descriptor representation of type (2.5), with singular E. The following result gives a characterization of J allpass rational matrices (possible improper) without poles at 1 in terms of associated realizations. It is a particular case for α = β = 1 of the general theorem Theorem A.2 given in the appendix.
Corollary 6.1. Let M (z) be a square invertible rational matrix, without poles at 1, having a minimal realization 
Then M is J all-pass with respect to the unit circle if and only if D * JD = J and there exists an invertible Hermitian matrix X such that
has an invertible Hermitian solution X. In this case the class of all solutions is given by If in the statement of the above theorem we add the condition X > 0 or X < 0, we obtain the solution to the LCF with J lossless or J expansive denominator, respectively. Notice that for the chosen partition (6.1) equation (6.2) has always a unique solution, and thus the above theorem is an effective tool for checking the existence of, and for computing solutions to, the LCF with J all-pass denominator or, as a particular case, with J lossless denominator.
For J = I, the above theorem provides the solution of an important particular case: LCF with all-pass denominator M (z), (i.e., M * (1/z)M (z) = I). In this case, (6.2) has always a sign definite (positive or negative) solution. If we take Γ b = D c , then we obtain the LCF with inner denominator.
The noncanonical case.
We give now solvability conditions in the noncanonical case. Proof. The proof is almost identical to the proof of Theorem 5.3. The key is to first transform (6.2) into the equivalent equation
Since E b is invertible and (6.5) is of the form (5.11) we may use further a technique similar to that in the proof of Theorem 5.3. We note that the role of ∞ in placing additional poles/zeros in the proof of Theorem 5.3 is played in this case by 1.
A remark similar to Remark 5.5 holds in this case as well.
Numerical aspects and examples.
In this section we comment briefly on the numerical algorithms that are recommended for the methods proposed so far, and give several numerical examples.
Numerical aspects.
Separated realizations as used in this paper can always be obtained by starting with an arbitrary realization (2.2) and performing unitary state-space equivalence transformations. If ∞ ∈ Γ b then the preliminary transformation depicted in (2.10) is needed as to enforce further condition (2.15). The unitary matrices Q and Z in (2.10) can be obtained by a row compression of E followed by a column compression of A. The row/column compressions can be achieved by using any rank revealing procedure [7] based on unitary transformations. Further, we can arrive at (2.14) satisfying (2.15) by performing a spectral decomposition of the regular pencil A d − λE d (or A − λE if the preliminary step is skipped). The spectral decomposition of a regular pencil can be achieved by unitary transformations using the QZ algorithm [17] followed by a reordering of the generalized eigenvalues [23] .
For solving the generalized eigenvalue assignment problem in Lemma 4.1 we can adapt almost all existing algorithms for pole assignment. (See [18] for a collection of such algorithms.)
For solving generalized Lyapunov equations (5.11) or Stein equations (6.2) one can use the algorithms proposed in [9] . Once the solution is computed, the balanced form can be obtained by solving a symmetric eigenvalue problem for X [15] . Again, we can rely solely on unitary transformations.
Numerical examples.
Example 1. Minimal degree factorization with proper factors. Consider the improper rational matrix
having finite poles at λ 1 = 1 and λ 2 = 0 and two poles at infinity, and let Γ g = C − . A minimal order descriptor realization for G in the form (2.14) is given by
To compute a minimal degree LCF over Γ g we use Theorem 4.2 and first determine a matrix K such that 
, where E z is nonsingular. By using a pole assignment algorithm for generalized eigenvalues, we determine
which fulfills (7.1). Using (4.4) and (4.5), we get the following solution to the minimal degree LCF over Γ g :
where the minimal degree of the LCF is clearly 4. Example 2. Minimal degree coprime factorization with J all-pass denominator with respect to the imaginary axis. Consider the TFM of a continuous-time system
where γ 1 , γ 2 ∈ R are two parameters, and let Γ b = C + . It is easy to check that G has two unstable finite poles at s 1 = 1 and s 2 = 2. A minimal order realization for G in the form (2.14) is given by
With J = [ 
The matrix redundancy. As an example, the solution of a full-order Riccati equation (order equal to the McMillan degree of the rational matrix to be factored) that is usually employed in such factorizations (see for example [16] , [31] ) is completely avoided. Instead, we solve a Lyapunov equation of lower dimension with the benefits of increased numerical accuracy and computational efficiency. The approach taken in this paper also gives ground for extensions to LCFs with denominators satisfying other symmetries, as for example with respect to the real line, or with respect to a certain contour in the complex plane. The theory presented here has been already applied as a preliminary step to the computation of the most general inner-outer, spectral, and J lossless factorizations and it is a promising step toward computing the more general J spectral factorizations, either canonical or noncanonical.
Appendix. In this appendix we give a characterization in terms of associated realizations for an arbitrary J all-pass rational matrix, with respect to either the imaginary axis or the unit circle. In this context we see the importance of centered realizations of the type (2.5) for which a suitable choice of α and β provides very handy formulas. A suitable choice means that α and β are such that α β is on the contour with respect to which the symmetry is defined (either the imaginary axis or the unit circle). This choice guarantees, for a given rational matrix M with a minimal realization centered at α β , that its adjoint M ∼ has a minimal realization centered at α β which can be simply expressed in terms of the realization of M . This is especially important when working with TFMs of discrete-time systems as it avoids the intricacies related to the feature that ∞ is the symmetrized value of 0.
We start with the case in which the symmetry occurs with respect to the imaginary axis.
Theorem A. (A.14)
