ABSTRACT Knowledge acquisition is the process of extracting useful knowledge from data sets to analyze data in areas of data mining and knowledge discovery. Most current knowledge acquisition work mainly focuses on static data. However, due to the dynamic characteristics of data, the objects grow at an unprecedented rate in real-world data sets. The incremental objects with a dynamic environment significantly affect knowledge updating. To maintain the effectiveness of knowledge from the dynamic data, it is necessary to update the knowledge timely. So far, there are relatively few studies on knowledge acquisition for the data with missing feature values, i.e., incomplete data. To handle with this issue, an incremental updating manner of the accuracy matrix and coverage matrix are first proposed on the basis of the computations of the tolerance classes in incomplete data, which plays an important role in the knowledge acquisition process. Then, an incremental knowledge acquisition algorithm is proposed when some new objects added to the data with missing values. Finally, some numerical experiments are conducted to evaluate the efficiency of the proposed algorithm.
I. INTRODUCTION
As one of data analysis techniques, rough sets-based methods have been successfully applied in data mining and knowledge discovery during last decades [1] - [3] , and particularly useful for rule acquisition [4] and feature selection [5] . Rough set theory introduced by Pawlak [6] , [7] is a knowledge acquisition tool that can be used to help induce logical patterns hidden in big data. This knowledge can then be presented to the decision-maker as convenient decision rules. Its strength lies in its ability to deal with imperfect data and to classify. Knowledge hidden in information systems may be unraveled and expressed in the form of decision rules [8] , [29] - [34] . The extracted rules can be used for making predictions in different domains. Often, the knowledge acquisition algorithms established on Pawlak's rough set model assumed that all feature values are complete.
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However, missing data in real-world applications often appears [10] - [16] , [21] , [22] . For example, in the warning management system of citys traffic, it may arise out of the problem of information transmission and congestion, the fault of sensor, or errors made by the human. The classical rough set theory based on the equivalence relation cannot handle effectively such situation. The main reason is that the equivalence relation is limited in dealing with the missing feature values. One possible way to solve this problem is to fill up the feature values, but it may cause information loss [9] . Another feasible way to overcome this shortcoming is to extend the classical rough set theory [10] - [12] . A pioneering work on dealing with incomplete data was proposed by Kryszkiewicz [11] by defining a tolerance relation. In the tolerance-rough set, a tolerance relation characterizes the relationship between two objects instead of the equivalence relation used in the classical rough set. To date, many research results have been obtained in the field of tolerance-rough set [13] , [14] . Note that the extended rough set is beneficial to the implementation of knowledge acquisition for incomplete data [15] , [30] . For example, Leung et al. [15] used the lower and upper approximations to form the mining of certain and association rules in static incomplete data sets. Wu et al. [30] proposed a rough set approach to knowledge discovery in incomplete multi-scale decision tables from the perspective of granular computing. Knowledge acquisition in incomplete data is of interest because such datasets are frequently encountered in the real world. However, with the rapid growth of data sets in real-world applications, an object set in the incomplete data may change with time when new information arrives. The fast increase of objects in the data with missing values brings a new challenge to quickly extract useful information with data mining techniques. Therefore, this paper mainly focuses on this issue of knowledge acquisition in dynamic incomplete data with the arrival of new objects.
At present, the knowledge acquisition approaches based on rough set theory have received much attention. Li et al. [16] proposed an approach for extracting non-redundant approximate decision rules from an incomplete decision context. In addition, Shao et al. [17] formulated an approach to extract ''if-then'' rule from formal decision contexts by using formal concept analysis. Shi et al. [18] employed rough sets and association rule mining to generate knowledge which describes the relationship between the critical form features and the corresponding KANSEI adjectives. Feng et al. [2] proposed a vague-rough set approach for extracting knowledge in a vague decision information system. Du et al. [19] proposed a neighborhood covering reduction based approach to extract rules from numerical data. Tan et al. [20] proposed a fast approach to knowledge acquisition in covering information systems using matrix operations. Prado et al. [22] proposed a knowledge acquisition method in fuzzy-rule-based systems with particle-swarm optimization. Dai et al. [23] proposed a rough set approach for rule induction based on classification consistency rate in inconsistent data. Li et al. [24] investigated the relationship between multi-granulation rough sets and concept lattices via rule acquisition. Zhang et al. [25] presented parallel largescale rough set based methods for knowledge acquisition using MapReduce. Zhang et al. [28] proposed a confidencepreserved attribute reduction approach to extract compact decision rules from an interval-valued decision system.
To mine knowledge from very large data sets based on rough sets, incremental techniques are employed to improve the computational efficiency. Liu et al. [26] gave an incremental model and approach as well as its algorithm for inducing interesting knowledge when the object set varies over time in the complete information system. Fan et al. [27] proposed an incremental rule-extraction algorithm based on the previous rule-extraction algorithm when a new object is added to an information system. As an efficient data analysis's technique, the incremental approaches have become one of the hot topics on knowledge acquisition from the dynamic data sets. Applying the incremental method, it is unnecessary to recompute the new knowledge from the beginning, which only update the new knowledge by partially modifying the original knowledge, such that the computational efficiency is improved. Therefore, this paper utilizes the incremental strategy to extract useful knowledge from data with missing values based on incremental objects.
The main contributions of this paper are summarized as follows: (1) Upon the arrival of new objects, the accuracy matrix and coverage matrix are incrementally computed without re-scanning the dynamic system. (2) An incremental knowledge acquisition algorithm is proposed to update the interesting knowledge when some new objects add into the data with missing values, rather than to compute the whole new system from scratch. (3) The time efficiency of the proposed algorithms against the non-incremental algorithm is validated on different UCI data sets. This paper is organized as follows. In Section 2, we review some basic concepts referred in this paper. In Section 3, the computation of tolerance classes in incomplete data is presented, which will be used in a later subsection. In Section 4, the incremental computations of the accuracy matrix and coverage matrix for data with missing values at the arrival of new objects are analyzed. On this basis, an incremental knowledge acquisition algorithm is developed to update the interesting knowledge. Experimental analysis is given in Section 5. The paper ends with conclusions in Section 6.
II. PRELIMINARIES
In this section, we firstly review some basic concepts such as incomplete decision system and tolerance relation [11] , [15] . Then we introduce some necessary concepts of knowledge acquisition, such as accuracy and coverage of rules [26] , [27] .
Data sets are usually given as the form of tables, we call a data table as an information system, formulated as IS = < U , A, V , f >, where,
(1) U is a set of nonempty and finite objects, called the universe;
(2) A is a set of features characterizing the objects; (3) V is the union of feature domains, i.e., V = ∪ a∈A V a , where V a is the value set of feature a, called the domain of a; (4) f : U × A → V is an information function, which assigns feature values to objects such as ∀a ∈ A, x ∈ U , and f (x, a) ∈ V a , where f (x, a) denotes the value of feature a for object x.
Each subset of features B ⊆ A determines a binary indiscernibility relation IND(B) on U as follows: If the feature set is divided into condition feature set C and decision feature set D, the information system is called a decision system. If there exist x ∈ U and a ∈ A such that f (x, a) is equal to a missing value (a null or unknown value, denoted as ''*''), i.e., * ∈ V a , then the information system is an incomplete information system (IIS). Otherwise, it is a complete information system (CIS). If * / ∈ V D but * ∈ V C , then the decision system is an incomplete decision system (IDS).
Generally speaking, the data with missing values is represented as an incomplete decision system. Given an incomplete information system IIS =< U , C ∪ D, V , f >, for ∀B ⊆ C, a tolerance relation between objects that are possibly indiscernible in terms of B is defined by
Obviously, TR(B) is reflexive and symmetric but not transitive. It can be easily shown that TR(B) = ∩ a∈B TR({a}). The tolerance class of object x with reference to a feature set B is denoted as T B (x) = {y|(x, y) ∈ TR(B)}. Let U /TR(B) denote the family set {T B (x)|x ∈ U }, which is the classification induced by B. For X ⊆ U , the lower and upper approximation of X with respect to B can be defined as
For the decision rule
is the descriptions of object x i under the decision feature set D.
The remarkable rules extracted from the incomplete decision system are the interesting knowledge. Because accuracy and coverage are the two statistical measures for rule induction [26] , [27] , we focus on the accuracy and coverage as two important factors to describe the interesting knowledge in this paper.
Definition 2:
The accuracy, and coverage of γ x i are defined respectively by:
Then the accuracy matrix of the incomplete decision system is constructed by, Acc(D|U ), as shown at the bottom of this page, and the coverage matrix of the incomplete decision system is constructed by, Cov(D|U ), as shown at the bottom of this page.
By this definition, we can easily obtain the value range of the accuracy and the coverage of γ x i , respectively.
According to two measures of rule quality, the interesting knowledge can be considered as follows if the association rule satisfies both a minimum threshold. Such threshold can be set by users or domain experts.
Since the accuracy and coverage factors of rule induction are two statistical measures, a classification error parameter [26] , [27] is used to obtain the accuracy value, we get α = 1 − β. From Definition 3, the interesting knowledge can be generated with high accuracy and high coverage from the incomplete decision system.
III. COMPUTATION OF TOLERANCE CLASSES FOR DATA WITH MISSING VALUES
In this section, we introduce the computation of tolerance classes [33] for the incomplete decision system to classify objects in the knowledge acquisition process.
The classical method of computing tolerance classes has to compare the feature values of objects by pairwise under the whole condition feature set. The time complexity is O(|U | 2 |C|), where U is the number of objects from a given universe and C is the number of conditional features in the
incomplete decision system. As a result, it is often timeconsuming to use this method to satisfy the requirement for large volumes of data. In order to enhance the time efficiency, we just first compute all the blocks (elementary sets) for the objects containing no missing feature values under each condition feature, then the tolerance class of each object is the residual object set through sequentially minus some blocks that from the whole set of objects.
In what follows, an example is given to illustrate this computation with a small incomplete decision system shown in Table 1 . An incomplete decision system from [11] , [13] is shown in Table 1 , where U = {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 }. For convenience, in the sequel, P,M ,S and X will stand for Price, Mileage, Size, Max-speed, respectively. C = {P, M , S, X } and D = {Acceleration}. By the method of [33] , the elementary sets of each condition feature are computed as 5 }, then, the tolerance classes of each object are computed as follows:
IV. THE NON-INCREMENTAL KNOWLEDGE ACQUISITION APPROACH FOR DATA WITH MISSING VALUES AT THE ARRIVAL OF NEW OBJECTS
In practice, data processing tools have been developed rapidly in recent years. Thus the incomplete decision systems may increase quickly in objects with time in real-life applications. Suppose that many objects are added to the system, the general (non-incremental) algorithm needs to compute the accuracy matrix and coverage matrix repeatedly on the incomplete decision system, which may be inefficient. Given a dynamic incomplete decision system, the non-incremental knowledge acquisition approach updates the knowledge from the scratch. The detailed process procedure is presented in Algorithm 1, which is denoted by Algorithm NKAC. 
for j = 1 to n do 7) recompute the accuracy matrix
and the coverage matrix
From Algorithm NKAC, it treats the dynamic data by the adding objects as absolutely new data without using any incremental strategy and directly compute the interesting knowledge, which does not take into consideration the previous results thus may be time-consuming. When confronting a new adding object, Steps 3-4 are to compute the tolerance classes and decision classes respectively, the results will be prerequisite for computing the accuracy and coverage of each object. Steps 5-7 are to compute the accuracy matrix and coverage matrix from the scratch. Steps 8-10 are to update the interesting knowledge by Definition 3. In what follows, an illustrative example is employed to analyze the knowledge acquisition process by the algorithm NKAC.
We illustrate the proposed algorithm NKAC using the incomplete decision system shown in Table 1, Table 1 is taken as the original incomplete decision system. Now, a new object x 7 is added into the system, where x 7 = {High, High, Full, High, Excellent} is added into the system. Suppose α = 0.6, β = 0.4, the new knowledge acquisition process is shown as follows.
As that in Example 1 for Table 1 , let
Compute the tolerance classes by Theorem 1 as follows:
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Then, the new accuracy matrix and new coverage matrix are recomputed as follows:
By the new accuracy matrix and new coverage matrix, one can obtain:
we can find out the interesting knowledge as follows:
V. INCREMENTAL KNOWLEDGE ACQUISITION ALGORITHM FOR DATA WITH MISSING VALUES AT THE ARRIVAL OF NEW OBJECTS
The above analysis shows that recalculating the interesting knowledge is not a wise method when confronting the dynamic incomplete data with new adding objects, since it needs to compute repeatedly and consume a large amount of computational time, while incremental methods attracted by many scholars are efficient to deal with such data because they can directly run the computation by using the previous results [5] , [26] . In this section, we first analyze the incremental computation of accuracy and coverage of each object to acquire new knowledge when new objects are added into the incomplete data. Then we give an illustrative example to explain this incremental manner. Finally, we design an incremental knowledge acquisition algorithm for inducing interesting knowledge.
To describe a dynamic incomplete data, we denote an incomplete decision system at time
is a decision class. At time t + 1, some objects are added into the system, the original incomplete decision system IDS will become IDS =< U , C ∪ D, V , f >. At time t, we denote the accuracy and coverage of each object as Acc (t) 
In a similar way, the accuracy and coverage will become Acc (t+1) (D j |T C (x i )) and
A. INCREMENTAL COMPUTATIONS OF THE NEW ACCURACY MATRIX AND COVERAGE MATRIX
Since the adding of multiple objects can be regarded as the composition of a single object, we only consider the case of a single adding object. In the following, the calculation process for the new accuracy and coverage of each object is introduced when adding a new object x into the incomplete decision system at time t + 1. On the basis of the updated accuracy matrix and coverage matrix, the interesting knowledge can be easily induced. There are four cases with regard to the classification of x on C and D as follows. The flowchart of the incremental updating of accuracy matrix and coverage matrix is shown in Fig.1 .
If a new object x satisfying Case 1 is added into the system, i.e., T C (x m+1 ) = {x} and D n+1 = {x}, modify the last row of accuracy matrix, and the last column of coverage matrix needs to be updated; if a new object is in Case 2, i.e., T C (x m+1 ) = {x} and D q = D q ∪ {x}, update the last row of accuracy matrix, and modify the changed column and last row of coverage matrix; if a new object satisfying Case 3 is added, i.e., T C (x p ) = T C (x p ) ∪ {x} and D n+1 = {x}, the last row, changed row and last column of accuracy matrix, the last row and column of coverage matrix all need to be updated; when the new object is in Case 4, i.e., T C (x p ) = T C (x p ) ∪ {x} and D q = D q ∪ {x}, the changed column and last row of accuracy matrix, and the changed column and last row of coverage matrix all need to be modified.
Case 1: Forming a new tolerance class and a new decision class.
In this case,
The new accuracy matrix is updated by, Acc (t+1) (D|U ), as shown at the bottom of this page, and the new coverage matrix is updated by, Cov (t+1) (D|U ), as shown at the bottom of this page.
Let Table 1 be the original incomplete decision system, a new object x = {High, Low, Compact, High, VeryGood} is added into the system. The updating computations of the new accuracy matrix and coverage matrix are shown as follows.
As Table 1 shown, the classification induced by C is U /TR(C) = {T C (x 1 ), T C (x 2 ), . . . , T C (x 6 ), where
By Definition 2, the accuracy matrix and the coverage matrix at time t are computed, respectively, as follows.
When the new object x is added into the system, it forms a new tolerance class T C (x 7 ) = {x} and a new decision class D 4 = {x}. As analyzed above, we only need to compute the last row and the last column of two matrices
. The computations of accuracy and coverage for other objects are unchanged. Therefore, the new accuracy matrix and the coverage matrix at time t + 1 are shown, respectively,
as follows.
Case 2: Only forming a new tolerance class.
Let Table 1 be the original incomplete decision system, a new object x = {High, Low, Compact, High, Excellent} is added into the system. The updating computations of the new accuracy and coverage for each object are shown as follows.
When the new object x is added into the system, it only forms a new tolerance class T C (x 7 ) = {x}, and the changed decision class D 3 = {x, x 5 }. As analyzed above, we need to compute the accuracy of the new object Acc (t+1) (D 3 |T C (x 7 )) = 1, Acc (t+1) (D k |T C (x 7 )) = 0 (k = 1, 2). The computations of accuracy for other objects are unchanged. In addition, the coverage of the new object
The computations of coverage for other objects are unchanged.
The new accuracy matrix and the coverage matrix at time t + 1 are shown, respectively, as follows.
Case 3: Only forming a new decision class. In this case, U /TR(B) = {T C (x 1 ), T C (x 2 ), . . . , T C (x p ), . . . ,
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The new accuracy matrix is updated by
and the new coverage matrix is updated by Table 1 be the original incomplete decision system, a new object x = {High, High, Full, High, VeryGood} is added into the system. The updating computations of the new accuracy and coverage for each object are shown as follows.
When the new object x is added into the system, it only forms a new tolerance class D 4 = [x] D = {x}, the changed tolerance class T C (x 4 ) = {x, x 4 , x 5 }, T C (x 5 ) = {x, x 4 , x 5 , x 6 } and T C (x 7 ) = {x, x 4 , x 5 }. As analyzed above, we need to compute the accuracy of the new object
The computations of accuracy for other objects are unchanged. In addition, the coverage of the new object 1, 2, 3, 6 ). The computations of accuracy and coverage for other objects are unchanged.
The new accuracy matrix and the coverage matrix at time t + 1 are shown, respectively, as follows. 
Case 4: Neither generating a new tolerance class nor a new decision class.
In this case, U /TR(C)
and
The new accuracy matrix is updated by, Acc (t+1) (D|U ), as shown at the top of this page, and the new coverage matrix is updated by, Cov (t+1) (D|U ), as shown at the top of this page.
Let Table 1 be the original incomplete decision system, a new object x = {High, High, Full, High, Excellent} is added into the system. The updating computations of the new accuracy and coverage for each object are shown as follows.
When the new object x is added into the system, the changed tolerance class T C (x 4 ) = {x, x 4 , x 5 }, T C (x 5 ) = {x, x 4 , x 5 , x 6 } and T C (x 7 ) = {x, x 4 , x 5 }, and the changed decision class D 3 = {x, x 5 }. As analyzed above, we need to compute the accuracy of the new object
The computations of accuracy for other objects are unchanged. In addition, the coverage of the new object
The computations of accuracy and coverage for other objects are unchanged. The new accuracy matrix and the coverage matrix at time t + 1 are shown, respectively, as follows.
Based on the aforementioned results, the new accuracy matrix and coverage matrix can be obtained by computing the changed tolerance class. If adding a new object, the key problem of computing the new accuracy matrix and coverage matrix is to update the tolerance class according to four kinds of cases. Cases (1)-(4) presents four updating formulas of the accuracy matrix and coverage matrix, which plays in important role in the knowledge acquisition process. 
B. INCREMENTAL KNOWLEDGE ACQUISITION ALGORITHM FOR DATA WITH MISSING VALUES AT THE ARRIVAL OF NEW OBJECTS
In the following, based on the incremental computations of the new accuracy matrix and coverage matrix for the incremental objects in incomplete data, we will develop an incremental knowledge acquisition algorithm to acquire the new interesting knowledge. The flowchart of the proposed knowledge acquisition algorithm is shown in Fig.2 .
According to Fig.2 , the detailed description of the knowledge acquisition algorithm is given as follows. The proposed algorithm IKAC is mainly made up of three parts: 1) compute the tolerance classes and decision classes of the original incomplete decision system; 2) incrementally update the new accuracy matrix and new coverage matrix according to the discussed four cases; 3) induce the interesting knowledge according to two measures. The intelligence of the proposed knowledge acquisition algorithm mainly stems from the updating computations of the new accuracy matrix and new coverage matrix. The updating strategy of the accuracy matrix and coverage matrix directly affect the computational efficiency of the knowledge acquisition.
As Algorithm IKAC shown, it mainly includes the following process: Steps 2-3 are to compute the tolerance classes and decision classes of the original incomplete decision system, respectively; Steps 5-16 are to determine the new object is in which case, are to update the new accuracy matrix and new coverage matrix incrementally according to the discussed four cases in the above subsection 5.1. Steps [17] [18] [19] are to induce the interesting knowledge at time t + 1. according to two parameters α and β. When a new object adds into the incomplete decision system, it can be known that we only need to compute the changed tolerance classes for updating the local computations of the new accuracy matrix and coverage matrix which is more efficient than that of computing two matrices from the scratch. Therefore, this incremental updating knowledge acquisition algorithm is an effective way to maintain knowledge dynamically, to avoid unnecessary computations by utilizing the previous results. 
obtain a new tolerance class T C (x m+1 ) = {x} and a new decision class else // x ∈ T C (x i ) == true 13) if x ∈ D j == false then 14) obtain the changed tolerance class obtain the changed tolerance class for j = 1 to n + 1 do 19) if
We illustrate the proposed algorithm IKAC using the incomplete decision system shown in Table 1, Table 1 is taken as the original incomplete decision system. Now, a new object x is added into the system, where x = {High, High, Full, High, Excellent} is added into the system. Suppose α = 0.6, β = 0.4, the new knowledge acquisition process is shown as follows. The original accuracy matrix and coverage matrix are shown as follows:
As that in Example 1 for Table 1 , the tolerance classes and decision classes of the original incomplete decision system are shown as follows:
) and x ∈ D j == true (j = 3), one can obtain that the changed tolerance class T C (x 4 ) = {x, x 4 , x 5 }, T C (x 5 ) = {x, x 4 , x 5 , x 6 } and T C (x 7 ) = {x, x 4 , x 5 }, and the changed decision class D 3 = {x, x 5 }. Do Case 4, we only need to update the last and changed row of the original accuracy matrix, and the last row and changed column of the original coverage matrix. Then, the new accuracy matrix and new coverage matrix are updated as follows:
VI. EXPERIMENTAL ANALYSIS
To test the performance of the proposed knowledge acquisition algorithm, we conduct some experiments on a PC with Windows 7, Intel (R) Core(TM) Duo CPU 2.93 GHz and 4GB memory. Algorithms are coded in C++ and the software being used is Microsoft Visual Studio 2017.
It is obvious that different thresholds of accuracy and coverage lead to different knowledge acquired. Generally speaking, if thresholds vary, the acquired interesting knowledge also change. Such thresholds can be set by users or domain experts [26] , [27] , [30] . As the conclusions obtained in [26] , the accuracy value of interesting knowledge is no less than 0.5, α is in [0.5, 1]. In the following, the parameters used for defining the interesting knowledge are fixed as follows:
We perform the experiments on eight real UCI data sets, which are downloaded from UCI Repository of machine learning databases in [35] . The characteristics of eight data sets are described in Table 2 . For the complete data sets, we randomly change 5% of the known features values from each original data set into missing values to create incomplete data sets. For the numerical features, we use the data tool Rosetta (http://www.lcb.uu.se/tools/rosetta/index.php) to discretize them. For each data set shown in Table 2 , 60% of the objects are taken as the original incomplete data sets, and the remaining 40% of the objects are taken as adding objects.
In what follows, to show the efficiency of the proposed algorithm, we choose the non-incremental knowledge acquisition algorithm NKAC as the reference algorithm. For the non-incremental algorithm NKAC, we view the dynamic incomplete data with the variation of object set as absolutely new data without using the incremental strategy. The accuracy matrix and the coverage matrix is computed from the scratch. The main difference between the incremental algorithm and non-incremental algorithm is the computations of accuracy matrix and coverage matrix. When new objects are added into the incomplete data set, the knowledge acquisition algorithms NKAC and IKAC can induce the interesting knowledge from the dynamic data set. Table 3 records the computational time of two algorithms NKAC and IKAC for inducing the interesting knowledge. The computational time is expressed as seconds. All the results reported in Table 3 establish the fact that the computational time of two algorithms increases as the size of data sets increases. However, the proposed algorithm IKAC has less time than NKAC to extract the interesting knowledge. For example, for the Car data set, NKAC takes 514.0812s to extract the decision rules. In contrast, IKAC takes about 73.2940s to find the decision rules. In addition, take the Chess kr-vs-kp data set as an example, IKAC needs 264.8136s to find the interesting knowledge, while the algorithm NKAC use more than ten times than that of IKAC. The similar behaviors also hold for other data sets. The advantage of IKAC over NKAC is clear, particularly for large-scale data sets. This is expected since the proposed algorithm uses the original data results upon the arrival of new objects. The nonincremental attribute reduction algorithm NKAC has to be run from scratch when new objects arrive so that it is often computationally time consuming and even for data sets with large objects.
In addition, to validate the computational efficiency of the proposed algorithm, for each data set shown in Table 6 , 60% of the objects are selected as the original incomplete data sets, and the remaining 40% of the objects are divided into eight parts of equal size. The first part is regarded as the first incremental dataset arriving, the combination of the first incremental object set and the second part is viewed as the second incremental object set, the combination of the second incremental object set and the third part is viewed as the third incremental object set, . . . ., and the combinative of all eight parts is viewed as the eighth incremental object set. With the increase of data size, the experimental results of two knowledge acquisition algorithms are shown in Fig.3 . This figure displays more detailed change trend of two algorithms in the computational time with the increasing size of the data set. In Fig.3 , the x-coordinate pertains to the ith incremental data set arriving, while the y-coordinate concerns the computational time. The computational time is expressed in seconds.
From Fig.3 , we can see that the computational time of two algorithms increases as the increasing size of data sets. However, Algorithm IKAC is faster than NKAC on knowledge updating in all eight data sets. Take the data set Credit as an example, the computational time of Algorithm IKAC is about 14.8s at the fourth data set, while NKAC takes about 88.5s to extract the rule at the fourth data set. The main reason attributed to the fact that IKAC can induce the interesting knowledge at a time. The accuracy matrix and coverage matrix in the algorithm IKAC avoid recalculating from the scratch, which only compute the changed tolerance classes using the previous results. However, NKAC retrains the dynamic data set as a new one, which needs to be executed repeatedly to induce the interesting knowledge. The effect is more obvious for large-scale data sets. For another example, for the data set Vehicle, NKAC takes about 448s to extract the rules for finding the knowledge at the third data set, while IKAC takes about 53.2s to induce the interesting knowledge. On the whole, the experimental results indicate that in comparison with the non-incremental algorithm NKAC, the proposed algorithm IKAC can induce the interesting knowledge in much shorter time from data with missing values at the arrival of new objects, especially for massive data sets.
Based on the aforementioned experimental results, we can conclude that the proposed algorithm gives an efficient way to knowledge acquisition from data with missing values at the arrival of new objects.
VII. CONCLUSION
Knowledge acquisition is to extract useful knowledge from the solicited domain so as to construct a knowledge-based system. However, knowledge acquisition from the data with missing values is a challenging problem, especially for dynamic environment. In this paper, we first give a fast approach for computing tolerance classes in the incomplete data, which play an important role in the knowledge acquisition process. Then, we develop an incremental knowledge acquisition algorithm to update the original knowledge when a single object adds into the incomplete decision system. Applying this algorithm, the new knowledge can be quickly obtained, not recomputing the knowledge from the very beginning, such that the computational efficiency is improved. Finally, experimental results demonstrate the effectiveness of the proposed algorithm. Our future research work will focus on the proposed algorithm can be extended to other generalized granular computing models.
