Abstract. Spatial and temporal characteristics of extreme temperature events in northeastern Spain have been investigated. The analysis is based on long-term, high-quality, and homogenous daily maximum and minimum temperature of 128 observatories spanning the period from 1960 to 2006. A total of 21 indices were used to assess changes in both the cold and hot tails of the daily temperature distributions. The presence of trends in temperature extremes was assessed by means of the Mann-Kendall test. However, the autocorrelation function (ACF) and a bootstrap methodology were used to account for the influence of serial correlation and cross-correlation on the trend assessment. In general, the observed changes are more prevalent in hot extremes than in cold extremes. This finding can largely be linked to the increase found in the mean maximum temperature during the last few decades. The results indicate a significant increase in the frequency and intensity of most of the hot temperature extremes. An increase in warm nights (TN90p: 3.3 days decade −1 ), warm days (TX90p: 2.7 days decade −1 ), tropical nights (TR20: 0.6 days decade −1 ) and the annual high maximum temperature (TXx: 0.27 • C decade −1 ) was detected in the 47-yr period. In contrast, most of the indices related to cold temperature extremes (e.g. cold days (TX10p), cold nights (TN10p), very cold days (TN1p), and frost days (FD0)) demonstrated a decreasing but statistically insignificant trend. Although there is no evidence of a longterm trend in cold extremes, significant interdecadal variations were noted. Almost no significant trends in temperature variability indices (e.g. diurnal temperature range (DTR) and growing season length (GSL)) are detected. Spatially, the coastal areas along the Mediterranean Sea and the Cantabrian Correspondence to: A. El Kenawy (kenawy@ipe.csic.es) Sea experienced stronger warming compared with mainland areas. Given that only few earlier studies analyzed observed changes in temperature extremes at fine spatial resolution across the Iberian Peninsula, the results of this work can improve our understanding of climatology of temperature extremes. Also, these findings can have different hydrological, ecological and agricultural implications (e.g. crop yields, energy consumption, land use planning and water resources management).
Introduction
During the second half of the 20th century, the globally averaged 2 m air temperature increased by 0.6 • C (Folland et al., 2001 ). However, this warming was not spatially or temporally uniform. Typically, climate change detection is associated more often with the analysis of changes in extreme events than with changes in the mean (Katz and Brown, 1992) . Extreme temperature events can impact many aspects of human life including: mortality, comfort, ecology, agriculture, and hydrology (Schindler, 1997; Ciais et al., 2005; Garcia-Herrera et al., 2005; Patz et al., 2005) . For instance, the unusual summer heat wave of 2003 had a significant influence on numerous European communities (Christopher and Gerd, 2003; Luterbacher et al., 2004) . Accordingly, the characterization of climate extremes can provide invaluable information for impact assessment studies, particularly those related to hydrological and environmental modeling.
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A. El Kenawy et al.: Recent trends in daily temperature extremes over northeastern Spain Moberg and Jones, 2005; Vincent et al., 2005; Alexander et al., 2006; Moberg et al., 2006; Brown et al., 2008) . These studies have analyzed temperature extremes at different spatial scales, ranging from the regional to the global. In general, most of the findings revealed a significant upward (downward) trend in the duration and frequency of hot (cold) extremes. For instance, Alexander et al. (2006) noted a global significant decrease in cold temperature extremes throughout the second half of the 20th century. Frich et al. (2002) also found positive trends in hot extremes at a broader spatial scale including: Europe, the USA, China, Canada and Australia. Nonetheless, the characteristics of temperature extremes are still incompletely understood at the regional scale, due to the lack of high-quality daily resolution data with a reasonable spatial coverage.
Over the last few decades, many studies have put a great deal of effort into exploring the behavior of temperature extremes in the Mediterranean region (e.g. Maheras et al., 1999; Della-Marta et al., 2007; Kuglitsch et al., 2010) . However, little research on the variability of temperature extremes is available for the Iberian Peninsula. While numerous studies were conducted to trace spatial and temporal patterns of precipitation extremes in Iberia (e.g. Martin-Vide, 2004; Begueria-Portugues and Vicente Serrano, 2006; Costa and Soares; 2009; López-Moreno et al., 2010) , there are very few assessments of trends in temperature extremes, especially at fine spatial resolution (e.g. Prieto et al., 2004; Brunet et al., 2007b; Bermejo and Ancell, 2009; Rodriguez-Puebla et al., 2010) . Among these studies, Brunet et al. (2007b) assessed variability of temperature extremes in Spain over the course of the 20th century. They reported evidence of larger changes in high temperature extremes than in low temperature extremes. Based on daily data from 26 observatories coupled with a gridded dataset, Rodriguez-Puebla et al. (2010) has recently investigated spatial and temporal changes in warm days and cold nights across the Iberian Peninsula during . At the regional scale, Miro et al. (2006) , as an example, reported a significant increase in the frequency of warm and extreme temperature days in Valencia from 1958 to 2003. In this context, few studies have analyzed changes in daily temperature extremes in the study domain. Among these works, Lana and Burgueño (1996) examined the spatial distribution of extreme minimum temperature in Catalonia (NE Spain) during the cold season (December-March). More recently, Burgueño et al. (2002) analyzed daily temperature extremes at the Fabra station (Barcelona). However, most of these studies employed a coarse dataset in terms of spatial coverage. Thus, we still believe that a more detailed analysis of temperature extremes is still demanded for NE Spain. From both spatial and temporal perspectives, our dataset can provide a more reliable analysis of temperature extremes. In particular, this dataset can enhance the grid resolution of any climatic study to verify future simulations of extreme events under different scenarios. The main goal of the present study is to analyze trends in daily maximum and minimum temperature in northeastern Spain using 21 extreme temperature indices. The spatial and temporal variability of these indices are examined using daily temperature data from 128 observatories covering the period from 1960 to 2006. This dataset represents the most complete record and the densest network of daily temperature observatories in the study area. Therefore, this work aims to reveal novel information about the variability of extreme temperatures in the Iberian Peninsula and can therefore contribute to better understanding of the impact of climate change on it. Moreover, the gained results can be placed in a larger climate context, providing insights into the long-term behavior of temperature extremes in the Mediterranean region and southwestern Europe.
Data and methods

Study area
The study area is an 18-province region located in NE Spain (Fig. 1) . Geographically, it is situated between the latitudes of 39 • 43 N and 43 • 29 N, and the longitudes of 05 • 01 W and 03 • 17 E, with an area of about 159 424 km 2 . The study region is characterized by its complex physiography. As depicted in Fig. 1 , the Ebro valley is a unique physiographical unit enclosed by mountainous belts; the Catalan coastal range, the Cantabrian range, and the Pyrenees being the most well-known. The terrain complexity leads to diverse climatic regimes with dominance of continental conditions in the central regions. The climate is particularly affected by maritime influences from the Mediterranean Sea in the East and the Cantabrian Sea in the Northwest.
Data description
Changes in temperature extremes were analyzed using daily temperature time series from 128 observatories spanning the period 1960-2006. The original dataset was provided by the Spanish Meteorological Agency (Agencia Estatal de Meteorologia). In addition to data availability, the quality and homogeneity of the temperature time series are prerequisites for detailed attribution of extreme events. Therefore, a newly compiled, quality-controlled, and homogeneity-tested dataset was recently developed from the original dataset. Quality control is needed to assure the reliability of climate data. Therefore, the raw data were subjected to several quality control checks. First, the data were screened for any erroneous data that resulted from archiving, transcription or digitizing processes (e.g. T min ≥ T max , non-existent dates). Each independent time series was then checked carefully for external consistency following Stepanek et al. (2009) . This procedure helped eliminate outliers that notably differed from nearby observatories while valid records of temperature extremes are maintained. Also, homogenous time series are essential to assess changes in temperature extremes. In fact, inhomogenities can make the data unrepresentative of the real climate variations and lead to invalid conclusions. Accordingly, the temperature series were tested for presence of inhomogeneities. To accomplish this task, a well-defined monthly reference series was created for each testable series using the best correlated data from neighboring sites following the methodology of Peterson and Easterling (1994) . Then, three relative homogeneity tests were applied to identify all possible breakpoints in the series, including: the Standard Normal Homogeneity Test (SNHT) for a single break (Alexandersson 1986) , the Easterling and Peterson two-phase regression technique (Easterling and Peterson, 1995) , and the Vincent method (Vincent, 1998) . Testing homogeneity was conducted for monthly, seasonal and annual time series at the 95 % confidence level using AnClim software (Stepanek, 2004) . When a statistically significant breakpoint was identified, a correction model was applied to adjust the detected breaks. A monthly correction factor based on the combined results of all homogeneity tests was computed and then interpolated to daily data following the approach of Sheng and Zwiers (1998) . At this end, the final dataset was relatively homogenous and free from the effects of non-climatic factors (e.g. changes in locations, instruments, observers, observing practices, and surrounding environments). A more complete description of the development of this dataset is given by El . Given that the analysis of extreme events is very sensitive to the presence of missing values in the series, our analysis was restricted to those stations with non-missing data between 1960 and 2006. Figure 1 shows the spatial distribution of temperature observatories used in this study. As illustrated, the stations have a reasonable spatial coverage, and therefore they can adequately the capture regional variability of temperature extremes in the study domain.
Definition of temperature indices
Climate change may affect extreme temperatures in different ways (e.g. frequency, intensity, persistence). Thus, there is no unique definition of an extreme event as several definitions have been proposed and applied in recent works (e.g. Alexander et al., 2006; IPCC, 2007) . Accordingly, it is beneficial to apply various indices to obtain a broad and more reliable picture of temperature behavior in the study area. In this work, a set of 21 indices were used to examine spatial and temporal variability of temperature extremes. Table 1 provides a detailed description of these indices grouped into three main categories. All these indices were calculated on an annual basis for each independent time series during the 47-yr period . As indicated in Table 1, the indices were defined in different ways, varying from a certain fixed threshold (e.g. summer days (SU25) and tropical nights (TR20)) to a percentile-based threshold (e.g. very cold days (TN1p), warm days (TX90p), and cold days (TX10p)). In general, the percentile-based indicators are defined as days passing the warmest/coldest long-term percentiles. In this work, the percentiles were computed at each site for the entire period from 1 January 1960 to 31 December 2006 to account for cold and hot temperatures. This is a commonly used method to determine extreme values in climatology Trenberth et al., 2007; IPCC, 2007) . These definitions are objective, site-independent, and facilitate direct comparisons between different regions (Choi et al., 2009) . Our study area is a typical case, whereby complex terrain and diverse climates are evident. For instance, an exploratory screening of the 90th percentile of maximum temperature calculated from 1 January 1960 to 31 December 2006 revealed considerable spatial differences. The values varied from 20 • C at Port del Comte (Lleida) to 34.8 • C at Salto de Zorita (Guadalajara). On the other hand, we also used indices based on the number of days per years that exceeded certain widely used thresholds of temperature extremes. This is the case for the summer days (SU25: T max > 25 • C), tropical nights (TR20: T min > 20 • C), frost days (FD, T min < 0 • C), and ice days (ID: T max < 0 • C). Calculation of temperature indices in this way is considered a straightforward and appropriate approach for climate impact assessment, particularly at fine spatial scales. These definitions can be more valuable when the defined thresholds have physical, hydrological or biological meaning (Politano, 2008) . Lastly, some other indices were used to analyze the relationship between maximum and minimum temperature. This group of indices includes, as examples, intra-annual extreme temperature range (Intr), diurnal temperature range (DTR), and standard deviation of the daily mean (Stdev). As an example, the Stdev index is used Maximum value of monthly maximum temperature.
• C Annual low maximum (TX n ) Minimum value of monthly maximum temperature.
• C
Variability extremes
Temperature sums (T sums )
Intra-annual extreme temperature range (Intr) Difference between the highest TX and the lowest TN in the year.
• C Diurnal temperature range (DTR) Monthly mean difference between TX and TN.
• C Standard deviation of T mean (Stdev) Standard deviation of daily mean temperature from the T mean normal.
• C Growing season length (GSL) Annual count of days between the first span of at least 6 days with T mean >5 • C. and first span after 1 July of 6 days with T mean < 5 • C. days as a measure of the departure from the mean condition. It is generally assumed that Stdev values tend to be higher during warm years. Therefore, it can be a good indicator of temperature interannual variability under a global warming scenario. In practice, all the selected indices are relevant to the Spanish context. They encompass the most important aspects of temperature extremes including: intensity, frequency, and variability. In addition, they summarize characteristics of both moderate weather events (e.g. SU25, TX90p, and TN10p) and extremely severe events (e.g. TX99p and TN1p). Also, these indicators have been validated by the World Meteorological Organization (WMO, 2009), the European Climate Assessment (ECA) (http://eca.knmi.nl/), and the European project of Statistical and Regional dynamical Downscaling of Extremes (STARDEX EU) for extreme temperature research (http://www.cru.uea.ac.uk/projects/stardex/).
Trends calculation
The linear trend in the derived temperature indices was computed using the ordinary least squares (OLS) method. The significance of the trend was assessed using the Mann-Kendall's tau test at the 95 % significance level (p-value < 0.05). The Mann-Kendall statistic is a rank-based nonparametric test, which is advantageous compared to parametric tests such as Pearson's correlation coefficient. This is mainly because it is robust to outliers and does not assume an underlying probability distribution of the data series (Moberg et al., 2006) . As a result, this statistic has been widely used in climatological and hydrological applications (e.g. Zhang et al., 2005; Choi et al., 2009) . It is worthwhile indicating that the trend assessment was conducted for each individual observatory in the period . In addition, the trend was also calculated for the regional series obtained for the whole region for each particular index. The rationale behind this procedure was to test whether the detected trend in temperature extremes at each station occurred due to local conditions or revealed a large-scale spatial coherence. In this regard, the regional series were created on the basis of a weighted average of all values in the temperature observatories across the study area. The weight was a function of the surface represented by each observatory according to the Thiessen polygon method (Jones and Hulme, 1996) . This approach controls the bias that can be yielded from averaging regions with a higher spatial density of observing stations.
Assessment of uncertainty in trends calculation
Previous studies dealing with changes in climate extremes have investigated the possible sources of uncertainty in trend assessment (e.g. serial correlation, cross-correlation, data inhomogenities, and the period of investigation) (Caussinus and Mestre, 2004; Moberg and Jones, 2005; Zhang et al., 2005) . In the following section, we address the possible influence of serial correlation and spatial autocorrelation on trend assessment. These issues have been extensively discussed in many climatological (e.g. Zhang et al., 2005; Vincent et al., 2010) and hydrological (e.g. Yue and Wang, 2004) applications.
Serial correlation
Typical time series data are usually statistically dependent due to the existence of non-random components, such as persistence, cycles or trends (WMO, 1966) . The Mann-Kendall statistic is not robust against serial correlation, which often occurs in climatic time series, in that a positive serial correlation in a time series can incorrectly increase the probability of rejecting the null hypothesis (H 0 ) of no trend (Yue and Wang, 2002) . The autocorrelation function (ACF) has been used to eliminate the effects of serial correlation prior to trend assessment. Box and Jenkins (p. 33, 1970) suggested use of the ACF when the number of values (n) is at least 50 and the number of lags is at most n/4. When the lag-1 correlation coefficient was significant at the 95 % level (p < 0.05), the presence of serial correlation was verified and removed from the detrended series prior to performing the trend analysis following the approach described by Burn and Cunderlik (2004) .
Cross-correlation
The presence of cross-correlation in climatological datasets can likely influence the accuracy of trends assessment (Lettenmaier at al., 1994) , as it increases the probability of detecting a trend in the time series while there is no trend (Douglas et al., 2000) . Further discussion of possible impacts of crosscorrelation on trend assessment can be found in Lettenmaier at al. (1994) and Damowski and Bougadis (2003) . In the literature, numerous bootstrap resampling schemes have been developed to account for spatial correlation in climatological datasets (Lettenmaier at al., 1994; Douglas et al., 2000) . In this work, a bootstrap resampling procedure was applied to evaluate the significance of trends at both the global and local levels. The rationale behind this procedure was to determine whether local changes or trends observed at individual observatories are related to the global (field) trend obtained for the whole region. This procedure is summarized in the following steps:
1. A set of 10 3 Monte Carlo simulations with a length of 47-yr was generated for each time series at random from the observed data . Following Kundzewick and Robson (2000), the simulated time series were extracted from the original dataset by replacement with equal probability.
2. The statistical significance of each time series in the original and the simulated datasets was assessed using the Mann-Kendall statistic. The percentage of the trends that are significant at each α % level was defined. Then, the global significance level was computed as the arithmetic mean of the local significance levels at the individual observatories for each index.
3. The probability of obtaining a trend in the resampled series was compared with the original data for each index. Then, the cumulative distribution function (cdf) was used to compare between the observed and the simulated datasets at specific levels of statistical significance. Douglas et al. (2000) applied a similar approach to define the global significance for low flow rates of streams in the USA.
Results
Randomness testing
The presence of serial correlation in time series can affect the ability of the Mann-Kendall's test to correctly assess the significance of trends. In our study, the ACF results confirm that a majority of the stations do not show significant serial correlation at the lag-1. A large proportion of the time series is serially independent and does not exhibit short-term persistence. Figure 2 illustrates an example of the TX10p time series for the observatory of the Barcelona Airport. As presented, the lag-1 serial correlation coefficient was insignificant at p < 0.05. This suggests that the series is free from serial correlation. Given that temperature series show low persistence at the annual time scale with respect to a monthly or seasonal time scale, the observed lack of serial correlation in our time series can be expected. In a few cases, however, the time series showed significant serial correlation. In such cases, the prewhitening procedure ) was used to limit the effect of serial correlation before applying the trend test. One obvious example corresponding to the WD time series in Amurrio observatory (Alava) is given in Fig. 3 . The time series presented a significant lag-1 serial correlation coefficient (Fig. 3a) , since more than 5 % of the sample autocorrelations exceeded the upper confidence limit. To eliminate the serial correlation, the pre-whitening procedure was applied and the Mann-Kendall test was undertaken for the pre-whitened series. Figure 3b depicts the lag correlations after removing the effect of the serial correlation.
To account for the possible impact of cross-correlation on trend assessment, the cumulative probability distribution functions (cdf) of both the Monte Carlo simulations and the observed series against different statistical significance levels are plotted in Fig. 4 . Overall, the results indicate that the influence of regional cross-correlation on trend assessment had negligible impact. A comparison of the field significance of the observed and resampled data confirms that the empirical probability distribution of the observed data is smaller than that of the simulated data at a p-value of 0.025, and larger at a p-value of 0.975. This simply implies that the observed data are statistically significant at p-value < 0.05. In addition, the total number of series with significant trends at the 95 % confidence level was generally larger than those obtained from the 10 3 Monte Carlo runs. This suggests that the observed trends in the temperature extremes are greater than the number of the trends that are expected to occur by chance. The pattern of the obtained trends at the individual observatories is thus independent of climate noise and does reflect a global trend. Overall, it can be concluded that the local trends obtained from the original dataset are very consistent with those observed at the global scale. Taking this finding together with the serial correlation results, it can be implied that statistical significance of trend estimates can be used with more confidence.
Spatial and temporal variability of temperature extremes
This section gives an overview of trend results for each of the investigated indices. upward trend in 47.7 and 73.4 % of the observatories, respectively. In contrast, warmest day (WD), very hot days (TX99p), and summer days (SU25) reached the significance level only in 28.9, 39.8, and 43.8 % of the observatories, respectively. This finding demonstrates that the cold tail of temperature distribution during the summer months increased more rapidly than the hot tail. Table 2 also indicates that more observatories (46.1 %) showed statistically significant trends in the annual high maximum temperature (TXx) with respect to the annual low maximum temperature (TXn) (32 %). This implies more increase in maximum temperature in summer than in winter over the period from 1960 to 2006. The results of a cross-tabulation analysis to explore relationships among pairs of hot temperature indices in terms of their temporal evolution are given in Table 3 . As presented, the trend direction (sign) for most of the frequency indices showed a relatively high agreement between the signs of the trends. For instance, warm days (TX90p) exhibited the same direction of trends of summer days (SU25), very hot days (TX99p) and tropical nights (TR20) in 76.6, 74.2 and 61.7 % of observatories respectively. The same behavior has also been confirmed between intensity indices (e.g. TXx and WD). Figure 5 shows the spatial patterns of hot temperature trends. While most of the observatories in the study domain showed an upward tendency, considerable regional differences are revealed. The coastal areas along the Cantabrian Sea and the Mediterranean Sea mainly exhibited the largest warming, whereas many of the continental areas showed insignificant trends. This spatial structure of the trends is evident for indices related to both day-time hot extremes (e.g. TX90p, WD, SU25, and TX99p) and night-time hot extremes (TN90p and TR20). Nevertheless, a pattern of positive trends in night-time extremes was also found over the Ebro valley, which is not shown for day-time extremes. Figure 6a -c reveals differences in the temporal evolution of warm nights (TN90p) at three different observatories. As illustrated, there was a very strong upward trend at Bilbao Airport observatory along the Cantabrian Sea (7.3 days decade −1 ) and Blanes observatory on the Mediterranean Sea (6.57 days decade −1 ). In contrast, the mainland observatory of Zaragoza Airport experienced less warming (3.29 days decade −1 ). This reveals considerable spatial differences in the behavior of hot extremes. Figure 7 illustrates the regional series of each hot extreme index. In agreement with the upward tendency exhibited for most of the indices at the station-based level, an increasing trend in the regional series of warm days (TX90p), warm nights (TN90p), very hot days (TX99p), and tropical nights (TR20) can also be expected. in Fig. 7 , the regional series suggest an upward tendency for 1960-2006, statistically significant for most of the indices. The strongest warming was mainly pertinent to warm nights (TN90p) and warm days (TX90p). The regional trends indicate that the warm days (TX90p) and warm nights (TN90p) increased significantly by 0.74 (2.7 days decade −1 ) and 0.91 % (3.3 days decade −1 ), respectively. In contrast, tropical nights (TR20) and summer days (SU25) showed less warming, with a rate of 0.61 and 2.2 days decade −1 , respectively. As illustrated in Fig. 7 , most of the warming trends in TX90p, TN90p, TX99p, and TR20 occurred during the last two decades with an unusual peak in 2003. However, a gradual increasing trend was observed for TXx and TXn from 1960 to 2006. Table 2 shows the trend results of the cold temperature indices. In general, it is evident that most of indices corresponding to frequency of cold extremes showed negative trends, though statistically insignificant in most observatories. For instance, 85.9, 85.2 and 74.2 % of the observatories exhibited a declining tendency in cold days (TX10p), ice days (ID0), cold nights (TN10P), and frost days (FD0), respectively. By contrast, the indices corresponding to the intensity of cold extremes, including the coldest night (CN) and the annual low minimum temperature (TNn) showed statistically significant trends in fewer observatories. Among all indices, the annual high minimum temperature (TNx) was the only index that indicated a significant trend (p < 0.05) across much of the study domain (69.5 % of the observatories). This implies that trends in the probability distribution of the cold tail of temperature are more linked to the trends in the intensity of temperature than to the frequency of cold events. As indicated in Table 2 , the number of observatories that experienced a downward tendency in the daytime cold indices (e.g. TX10p and ID0) was generally larger than those of night-time indices (e.g. TN10p, FD0, and CN). Nonetheless, the decrease in the night-time indices reached the statistical significance level (p < 0.05) in more observatories compared with day-time indices. For instance, cold nights (TN10p) and frost days (FD0) were statistically significant in 25.8 and 27.3 % of observatories respectively, while cold days (TX10p) and ice days (ID0) reached the confidence level in only 19.5 and 16.4 % of observatories, respectively. This finding indicates more warming in the cold tail of winter temperature than in the hot tail over the period from 1960 to 2006. Table 4 presents the association in the sign (direction) of the trend for each pair of cold temperature indices. As shown, there was a high level of consistency in the temporal evolution of the frequency indices, as revealed by coincidences in the sign of the trends. For instance, 84.4 % of the observatories showed the same sign (direction) of changes in cold nights (TN10p) and frost days (FD0). Similarly, there was a high level of agreement (82.8 % of the observatories) between the direction of trends in very cold days (TN1p), and both cold nights (TN10p) and cold days (TX10p). This suggests strong temporal consistency between indicators of the frequency of cold temperature. This high consistency also implies that variability in the frequency of cold extremes can be attributed to large-scale physical processes more than local conditions (e.g. topography). As indicated in Table 2 , the annual low minimum temperature (TNn) showed higher agreement with frequency indices, as compared with the annual high minimum temperature (TNx). This clearly confirms our previous finding regarding the rapid increase in the cold tail of temperature distribution during the cold season. Figure 8 depicts the spatial distribution of the trends in cold extreme indices. In general, there were no marked spatial patterns across the study domain as trends are not evident in specific regions. However, there is a slight tendency to locate negative trends in inland observatories for cold days (TX10p), frost days (FD0) and very cold days (TN1p). By contrast, coldest night (CN) and the annual low minimum (TNn) revealed a spatial structure, whereby coastal observatories eastward showed rapid warming. In the same sense, the annual high minimum (TNx) showed a broad and spatially consistent pattern of positive trends, although this warming was markedly less evident in the southern and south-central portions of the study area. Figure 9 illustrates the temporal evolution and trends in the regional series of cold temperature indices. Over the period from 1960 to 2006, the regionally weighted occurrence of cold days (TX10p), cold nights (TN10p), very cold days (TN1p), frost days (FD0) and ice days (ID0) decreased by 1.2, 0.8, 0.11, 1.35 and 0.19 days decade −1 . Exceptionally, the annual high minimum temperature (TNx) showed a statistically significant uptrend (0.3 • C decade −1 ). The low temporal variability of most of the cold indices at the regional scale agrees well with those observed at the individual sites. However, a visual inspection of the temporal evolution of these indices clearly reveals a multidecadal character. Temporarily, the inter-decadal variability of the cold indices is more apparent compared with the long-term changes. As shown in Fig. 10 , a decadal comparison of the frequency of cold extremes over the period from 1960 to 2006 indicates that there were more colder events during the 1960s and 1970s (e.g. TX10p and ID0). However, they had markedly been less frequent during the last two decades. This high decadal variability could decrease the ability of the trend test to detect a long-term statistically significant linear trend over the period 1960-2006.
Changes in hot extremes
Changes in cold extremes
Changes in variability extremes
A summary of the Mann-Kendall results regarding trends in variability indices is given in Table 2 . In general, no trends were evident in most of the temperature variability indices (p < 0.05). Nevertheless, most of the observatories exhibited a clear upward tendency in indices of temperature sums (T sums ) (93.8 %), the standard deviation of mean temperature (Stdev) (72.7 %), and the growing season length (GSL) (67.1 %). The tendency in the diurnal temperature range (DTR) was mixed between positive (49.2 %) and negative (50.8 %). Among all indices, temperature sums (T sums ) was the only indicator which showed a statistically significant trend (p < 0.05) in almost half of the observatories (46.9 %). Tables 3 and 4 extremes. For instance, the signs of the trends in the Interannual extreme temperature range (Intr) matched those of ice days (ID0), very cold days (TN1p), coldest night (CN), cold days (TX10p) and cold nights (TN10p) in 71.1, 68, 66.4, 65.5 and 62.5 % of observatories, respectively. Contrarily, this coincides with the trends of warm nights (TN90p), tropical nights (TR20) and warm days (TX90p) only in 29.7, 47.7 and 50 % of observatories, respectively. These results suggest that the behavior of variability indices in the study area is associated more with changes in the low tail of temperature distribution than in the hot tail. As expected, temperature sums (T sums ) exhibited similar temporal patterns to hot extremes including: warm days (TX90p) and summer days (SU25) (71.9 %), the annual high maximum temperature (TXx) (68 %), and very hot days (TX99p) (65.6 %). Figure 11 illustrates the spatial distribution of variability indices. Overall, the indices seem to be spatially independent, suggesting a very low spatial variability across the study area. However, some local differences can also be highlighted. For instance, most of the significant upward trends in the growing season length (GSL) tend to be located in the northeastern portions (Catalonia) and the highly elevated areas (e.g. the Pyrenees). Also, mainland observatories showed more significant trends in the diurnal temperature range (DTR) compared with coastal regions. Figure 12 shows the temporal evolution and trends in the regional series of variability indices. All indices have no trends at the regional scale (p < 0.05). For instance, the regional series of the diurnal temperature range (DTR) experienced very weak warming during the period 1960-2006 (0.02 • C per decade). Also, the length of the growing season (GSL) showed insignificant increase by 0.33 days during the 47-yr. The only exception corresponds to temperature sums (T sums ) which indicated a clear statistically significant uptrend (118.8 • C decade −1 ). In general, the overall insignificant trend observed for most of the regional series comes in agreement with the results obtained for the individual observatories.
Discussion
Changes in hot extremes
The results indicate an overall upward tendency in the frequency and intensity of hot extremes across much of the study area. This upward trend is generally compatible with previous findings (Frich et al., 2002; Klein Tank and Können; 2003; Alexander et al., 2006; IPCC, 2007) . According to Alexander et al. (2006) , there have been considerable changes in hot temperature extremes in the globe. As an example, more than 70 % of the land-area observatories have shown statistically significant uptrend in warm nights over the period . For the Mediterranean region, numerous studies have assessed the impact of climate change on temperature extremes (e.g. Klein Tank and Können, 2003; Kostopoulou and Jones; Diffenbaugh et al., 2007; Hertig et al., 2010) . Among them, Klein Tank and Können (2003) been confirmed by Kostopoulou and Jones (2005) for the Eastern Mediterranean and by Politano (2008) and Hertig et al. (2010) for the Western Mediterranean. For the Iberian Peninsula, there has been a limited number of studies that examined the behavior of hot extremes. Brunet et al. (2007b) suggested evidence of larger changes in high temperature extremes in Spain from 1955 to 2006 . Similarly, Della-Marta et al. (2007 pointed out that the temperature of Western Europe, including Iberia, has become more extreme, with the increase being more confined to summer.
The increase in frequency and severity of hot temperature extremes can be linked mainly to the rapid warming in maximum temperature compared with minimum temperature. In their study covering all of Spain, Brunet et al. (2007b) found higher rates of change in maximum temperature rather than in minimum temperature over the period 1850-2005 (0.11 • versus 0.08 • C decade −1 ). The same finding has recently been confirmed by El Kenawy et al. (2011) for the study area. According to this study, the most remarkable warming in daily mean temperature from 1960 to 2006 occurred during hot seasons: spring (0.66 • C decade −1 ) and summer (0.41
Spatially, there is a roughly contrasting coastal-continental pattern of hot extremes, whereby the trends were more pronounced along the Mediterranean Sea and the Cantabrian Sea while warming was less evident in mainland areas. This Given the notable increase in the frequency and severity of hot temperature events, which could have significant implications for hydrology, ecology and agriculture, this kind of research could provide a concrete base for a better understanding of the spatial and temporal variability of hot extremes at this sub-regional scale, as induced by variability in these driving forces. In the same context, our findings showed more warming in hot extremes close to the coasts. This result comes in contrast to the simulations of some global climate models (GCMs), which documented less warming near the coasts compared to continental areas (IPCC, 2007) . Thus, it is also important to assess the impact of closed water bodies on hot extremes by means of simulations from different atmosphere-ocean climate models.
Changes in cold extremes
The Mann-Kendall results confirm that most of the cold temperature extremes showed a decreasing but statistically insignificant trend (p < 0.05). The only exception corresponds to the annual high minimum temperature (TNx), which showed an upward trend of 0.3 • C per decade at the regional scale. The uptrend in TNx can be linked to the increase in day-night temperature during the summer season, which has been confirmed at both the regional (Zhang et al., 2005) and the global scales (Frich et al., 2002) . A number of studies worldwide showed little change in cold extremes. For example, New et al. (2006) pointed out that indices related to the minimum temperature for southern Africa were less warming compared with those of maximum temperature. In the study domain maximum temperature has increased faster than minimum temperature over the whole period 1960 -2006 (El Kenawy et al., 2011 , which suggests lower variance in the cold tail of temperature distribution. However, our findings are still in contrast with other studies. In central and south Asia, Klein Tank et al. (2006), as an example, reported that most cold temperature indices exhibited significant warming in the period from 1961 to 2000. Also, Moberg et al. (2006) gave consistent conclusions in their study of trends in daily temperature extremes in Europe. Similarly, Brunet et al. (2007b) reported a decrease in cold temperature extremes in recent decades across much of Spain. In this context, it is worthwhile indicating that the occurrence of cold temperature extremes showed a clear decadal variation in the study area. Cold events were more frequent during the 1960s and 1970s. This situation has been reversed from the late 1970s onwards, due to the rapid warming in minimum temperature in the last two decades (El Kenawy et al., 2011) . This observation agrees well with the results of Bermejo and Ancell (2009) , who reported a significant increase in minimum temperature across Spain after 1980. Accordingly, it is important to seek out the driving forces that can describe the interdecadal variability of cold extremes. This can include certain physical factors such as atmospheric circulation and sea surface temperature.
Changes in variability extremes
Similar to cold extremes, trends in variability extremes were less prevalent, since insignificant trends were noted for most of indices, with the exception of temperature sums (T sums ). For instance, the growing season length (GSL) has significantly increased in only 14.8 % of observatories. This finding compares well with Alexander et al. (2006) , who indicated that around 16.8 of land observatories worldwide have experienced significant positive trends in the growing season length (GSL). In the study area, the less temporal variability of most of the indices can largely be explained by the inconsistence changes in maximum and minimum temperature over the past few decades. The evolution of the diurnal temperature range (DTR) is a clear example that summarizes the asymmetric evolution of both maximum and minimum temperature. As noted by many studies (Dai et al., 1997; Easterling et al., 2000) , the globe has experienced a general negative trend in diurnal temperature range (DTR) that is largely a consequence of the rapid increase in minimum temperatures rather than maximum temperatures. However, this trend has not been confirmed in certain regions worldwide, such as the British Isles (Horton, 1995) , Italy (Brunetti et al., 2000) , and South Africa (Kruger and Shongwe, 2004) . In this work, the trends in DTR were mixed between positive (49.2 %) and negative (50.8 %), insignificant in 71.9 % of observatories. This behavior is mostly due to the rapid warming of maximum temperature in recent decades, which is inconsistent with changes in minimum temperature over the same period. Other regions in the Iberian Peninsula including the central Ebro valley (Abaurrea et al., 2001) , mainland Spain (Folland et al., 2001) , and the whole Spain (Brunet et al., 2007a) have also experienced positive DTR. However, it may be noteworthy that the findings of different studies on DTR variability must cautiously be taken into account given that the results at the annual scale may vary considerably from those obtained at the seasonal scale. Also, the results can vary greatly according to the period of investigation. The evolution of the Intra-annual extreme temperature range (Intr) index can also be explained by the asymmetric evolution of very hot days (TX99p) and very cold days (TN1p) indices. Although these two indices summarize the evolution of the most extreme events in terms of their frequency, they can, to some extent, provide a good indication of the variability in the Intra-annual extreme temperature range (Intr). The relationship between trends in both TX99p and TN1p is given in Fig. 13 , which are not linearly wellfitted (R = 0.01). This weak dependence between the two indices can be seen in the context that the frequency of very hot days (TX99P) showed a strong uptrend, more highlighted over the last few decades (Fig. 7) . In contrast, the decrease in the frequency of very cold days (TN1p) did not occur at the same rate (Fig. 9) .
Summary and conclusion
Characterization of extreme temperature events is important for studies of climate change, hydrological modeling and simulation, and agriculture. Using a 47-yr daily dataset of maximum and minimum temperature from 128 meteorological observatories, the spatial and temporal variability of temperature extremes were analyzed in northeastern Spain over the period . The trends were assessed by means of the Mann-Kendall statistic after the removal of the significant lag-1 serial correlation using a prewhitening procedure.
The trend analysis of extreme events suggests that there has been an increase in the frequency and intensity of hot extremes (e.g. TX90p, TN90p, TR20 and TXx) rather than in cold extremes (e.g.TN10P, FD0, ID0 and TNn). The indices with significant trends were less for cold events than for hot events, suggesting an obvious shift toward more hot extremes in the study area. This upward trend in hot extremes has been more pronounced over the last two decades, corresponding to the rapid warming in the mean maximum temperature. On the other hand, most of the cold extremes exhibited a downward tendency, significant in few indices (e.g. TNx and TNn). Changes in cold extremes were largely related to the magnitude (e.g. CN, TNx, and TNn) rather than to the frequency of cold events (e.g. TX10p, TN10p, ID0, and FD0). Similar to cold extremes, no evidence of trends was exhibited for most of the temperature variability indices (e.g. DTR and Intr). Overall, the study area seems to be more sensitive to global warming during the warm season, while it shows less sensitivity to this warming during the cold season.
A comparison of the trends in hot and cold temperature extremes indicates that the impact of climate change on temperature is mainly accompanied by a higher shift in the hot tail rather than in the cold tail. The major changes in temperature extremes in NE Spain are focused on the frequency and intensity of hot extremes. This finding fits well with the results of Klein Tank and Können (2003) for Europe, Politano (2008) There is a lack of long-term studies on extreme temperature events in specific regions in the Iberian Peninsula. Given the high spatial and temporal scales of our dataset, the present study represents a significant contribution to the understanding of the spatial and temporal changes of temperature extremes. The findings of this work can thus be useful for various applications in hydrology, ecology and agriculture. Given that the coastal areas showed stronger and more significant increase in indices related to maximum temperature, future research should investigate the influence of the SST and atmospheric circulation on the frequency, intensity, and persistency of high frequency temperature changes.
