In this paper we investigate an automatic method to segment labeled speech. The method needs an initial estimation of the segmentation which is provided by an alignment based on HMM. Afterwards, the boundaries are refined moving the frontier frames to the segment which is more similar to the speech frame.
INTRODUCTION
Many speech processing problems require the labeling of a large amount of speech. For instance, the analysis of speed! sounds, perhaps in different contexts, requires a tedious work of collecting samples of the sounds. Speech segmentation is also important in speech recognizers Although actual techniques do not require an explicit segmentation, it is accepted that faster training and better results are achieved if the modeling techniques are initialized with some segmentation of the speech. 'This is specially important for the methods which require time cmsuming procedures for training, for instance, methods based on conwrionist models. Furthm~rc, the boundary labels can be ised to evaluate the recognition systems. The performance of the ! ; p a s is usually measured aligning the tecognized transcription with the reference transcription. However, frequently, specially when the error rate is high as for acoustic-phonetic decoding, the illignment count as corrects some e m s of the recognizer. More coherent results are obtained if temporal information is used when comparing the reference and the wt. Finally, Segmentation of speech is also important in speech synthesis. There, a large riumber of units has to be segmented to buil a dictionary of subword units. This last case is the main motivation of this work.
In all the above mentioned problems, an orthographic annotation af the speech is available. Some works have appeared which find, not only the boundaries of the units, but In this paper we propose a refinement of the segments based on the homogeneity of the speech segments. The hypothesis is that the speech frames of an acoustic phone have to be more similar to that phone than to the context phones. This hypothesis is more feasible for some sounds (as vowels) than for others (as plosive sounds), therefore, we pretended to apply the method only to some phonetic classes. However, as it w i l l be shown on the results, it is not easy to determine which phonetic classes should be avoided. This idea was applied successfully to image segmentation [6], but there, as the regions where not known U priori, a component of the model was defined to prevent oversegmentation.
The paper is organized as follows: next section presents the general segmentation scheme. Afterwards, the criterion to be used to measure the homogeneity of the segments is proposed. Section 4 presents some results with the TlMlT database. As the database has been hand labeled, reliable evaluation can be performed. Finally, section 5 analyzes the results for a Spanish database. In this results a standard phonetic transcription is used. 
SEGMENTATION ALGORITHM
As it was stated on the introduction, first, a initial estimation of the boundaries is estimated. Afterwards, a procedure correct the boundaries position based on a homogeneity Criterion.
The initial estimation is obtained using the Viterbi algorithm: given a set of HMM, one for each phonetic unit, the utterances to be segmented an mapped against a network composed by a HMM sequence. The HMM sequence is created frcnn the phonetic transcription of the sentence which we assume it is known. The Viterbi algorithm finds the best path on the network. The backmcking of the path gives the initial segmentation.
If several transcriptions were allowed, the network would be slightly more complicated and the backtracking would produce, not only the segmentation, but also the most probable transcription given the utterance.
The corrective procedure is presented in figure 1 . It is applied independently to each utterance to be segmented. For each segment of the utterance, a model is estimated. If one particular phonetic unit appears n times on the utterance then n models are estimated for that unit. The join probability of the utterance given the models is computed and taken as reference. Then, for each boundary, the hypotheses of moving the boundary one frame to the left or one frame to the right is analyzed for each movement, the join probability is computed and, if the value is higher than the reference, the boundary is moved and the models and the probability reference is actualized. The algorithm is iterated until no movement produces an increase on the join probability.
THE HOMOGENEITY CRITERION
In last section an algorithm has been presented which estimate the boundaries between phones using local models of the segments. The first idea vJas to use a single Gaussian pdf to model the feature vector (12 mel-cepst" coefficients). However, four variants have been tried to avoid estimation problems on the covariance mamx in those segments with few data:
1. GAU: the covariance matrix of the models is assumed to be diagonal. For each segment the mean and the Covariance are estimated from the data of that segment.
2. MAB: the covariance is estimated using the data of the whole utterance.
3. LIG: the covariance mamx of the model is assumed to be the identity matrix weighted by a factor. This approximation implies that the models have spherical symmetry.
4. EUC the covariance mamx of the models is assumed to be the identity. This approximation implies that the models have spherical symmetry with the same ratio for all the models. In fact, this model is computed using the Euclidean distance.
F.&e that using Gaussian pdf to characterize the segments, the models can be adapted very easily each time that a hypothesis is considered. This makes negligible the computational cost of the algorithm.
As it was mentioned in the introduction, the algorithm assumes that phones are stationaries, which is far from being true for some sounds. In order to cope with this limitation, the algorithm has been modified so that the homogeneity Criterion depends on the type of sound. Particularly, the acoustic labels of the TIME have 
EVALUATION USING THE TIMIT

DATABASE
The first evaluation of the algorithm has been performed using the TIME It can be seen how all the methods reduce the error with respect to the use of only HMM. The best results are obtained using the Euclidean distance to the mean of the segment. In this case, the error is reduced around a 30%. Therefore, the use of generic speaker independent HMM for the first step of the algorithm does not degrades the performance.
EVALUATION USING A SPANISH
DATABASE
CONCLUSIONS
In this paper a method has been proposed to segment the speech. The method considers the segments of segmented speech as homogeneous regions. Therefore, a homogeneity criterion is applied to refine the frontiers of the regions. The method needs an initial estimation of the boundaries which is provided using a HMM based segmentation scheme. Different proposals are med to define the homogeneity criterion; in fact the criterion is the assumption that the cesptra coefficients of the segments can be properly characterized by a Gaussian pdf and the different variations is the assumptions assumed to estimate the parameters of the pdf to cope with sparse data. The results show how the method reduces 30% the n-mber of boundaries whose placement error is larger than 20 ms. Some additional experiments show how the method is in some way independent of the exact of the initialization (as far as it is sufficiently enough). Thus, the results are similar if speaker dependent or speaker independent HMM are used to the produce the first initialization.
