Abstract-With continued scaling into the sub-90-nm regime, the role of process, voltage, and temperature (PVT) variations on the performance of VLSI circuits has become extremely important. These variations can cause the delay and the leakage of the chip to vary significantly from their expected values, thereby affecting the yield. Circuit designers have proposed the use of threshold voltage modulation techniques to pull back the chip to the nominal operational region. One such scheme, known as adaptive body bias (ABB), has become extremely effective in ensuring optimal performance or leakage savings. Our work provides a means to efficiently compute the body bias voltages required for ensuring high performance operation in gigascale systems. We provide a computer-aided design (CAD) perspective for determining the exact amount of bias voltages that can compensate both temperature and process variations. Mathematical models for delay and leakage based on minimal tester measurements are built, and a nonlinear optimization problem is formulated to ensure highest frequency operation under all conditions, and thereby minimize the overall circuit leakage. Three different algorithms are presented and their accuracies and runtimes are compared. The algorithms have been applied to a wide range of process and temperature corners, for a 65-and 45-nm technology node-based process. A suitable implementation mechanism has also been outlined. Index Terms-Adaptive body bias (ABB), circuit optimization, delay, leakage, process variations, temperature variations.
speed of the circuit. Further, elevated temperatures also lead to an increase in the leakage current.
Thus, the effect of on-chip variations has resulted in a large number of dies failing to meet the frequency-leakage requirements during testing, thereby decreasing the yield significantly. This has heightened the need for post-silicon tuning in order to salvage the dies, and ensure that transistor scaling remains economically viable. While the effects of process parametric variations require a one-time compensation as soon as the chip is fabricated, thermal variations are dependent on the operating environment and hence require a runtime compensation. A typical means of achieving post-silicon tuning to compensate for variations in circuits is through threshold voltage modulation.
Body biasing, as a means of threshold voltage modulation provides an effective knob to alter the delay and leakage of the circuit. Traditionally, it has been used in two different operational scenarios [3] . The first, known as static body biasing uses reverse body biasing when the microprocessor is in a stand-by state. This procedure is aimed at reducing the subthreshold leakage current. Algorithms to determine the optimal configuration that achieves the lowest leakage in the presence of latency constraints, have been described in [4] [5] [6] [7] [8] . Such schemes have been used in low-power and embedded systems, where leakage power minimization is the main objective. The second scheme, known as adaptive body bias (ABB), involves recovering dies impacted by process variations through post-silicon tuning. Adaptive body bias is a dynamic control technique, used to tighten the distribution of the maximum operational frequency and the maximum leakage power, in the presence of within-die (WID) variations. It was first proposed by Wann et al. in [9] and was further explored by Kuroda [10] during the design of a digital signal processor (DSP). The main goal of this scheme is to ensure that maximum number of dies operate in the highest frequency bin, thereby increasing the yield of the fabrication process [11] , [12] . The focus of our paper is such high performance systems, whose frequency of operation is desired to be maintained at the highest value.
Bidirectional ABB has been shown to reduce the impact of die-to-die (D2D) and WID parameter variations on microprocessor frequency and leakage in [2] and [11] [12] [13] [14] . Typically, devices that are slow but do not leak too much can be forward body biased (FBB) to improve the speed, whereas devices that are fast and leaky can be reverse body biased (RBB) to meet the leakage budget. The work in [11] and [15] performs process variation-based ABB, and divides the die into a set of WID-variational regions. In each region, test structures that are replicas of the critical path, are built. The delay and leakage values of these test structures are measured, and are used to determine the exact body bias values that are required to counter process variations at room temperature. The application of a WID-ABB technique for one-time compensation during the test phase, in [11] , shows that 100% of the dies can be salvaged, while 99% of them operate at frequencies within the fastest bin.
Traditionally, ABB has been used only to compensate for process variations [11] , [13] , [14] . However, on-chip temperature changes can also significantly vary the delay and leakage of nanometer-scale devices, thereby necessitating the mitigation of the effects of these thermal variations as well. Only a limited amount of work so far has addressed this problem, such as [16] , which focuses purely on temperature effects. In this paper, we apply a combination of temperature-based ABB, and a process-based ABB to permit the circuit to recover from changes due to both temperature and process variations. In order to be able to adaptively body bias all of our dies at all operating temperatures, we utilize an efficient self-adjusting mechanism that can sense the operating temperature, and thereby dynamically regulate the voltages that must be applied to the body of the devices to meet the performance constraints.
There are two kinds of control systems to select the body bias voltages, namely a lookup table-based system [8] and a critical path replica-based system [3] , [11] . A detailed explanation of these control systems is presented in the next section. Our work assumes a lookup table-based control system, where the body bias voltages must be precomputed, so that they can be written into such a lookup table, so as to be able to compensate for both one-time (process) variations as well as runtime (thermal) variations. In order to populate the lookup table, this control scheme involves applying different body bias voltages to the circuit under test (CUT), measuring the delay and the leakage, and thereby choosing the most optimal configuration that meets the requirements. Expectedly, if there is a fine-grained distribution of body bias voltages, such enumeration schemes lead to a large amount of time spent on a tester, and hence may not prove to be cost effective.
Thus, the main purpose of our work is to be able to efficiently determine the exact amount of bias required to achieve process and temperature compensation, and populate the lookup table, such that the time spent on the tester is minimized. We propose two methods to compute the final body bias values, namely the process and temperature adaptive body bias (PTABB) algorithm and the process adaptive body bias-temperature adaptive body bias (PABB-TABB) algorithm. Both these methods use mathematical models to express the delay and leakage as functions of the nMOS and the pMOS transistor body bias voltages. A two variable nonlinear programming problem (NLPP) is formulated and an optimizer is used to determine the configuration that meets the delay requirement, and thereby minimizes the overall leakage.
While the PTABB algorithm involves measuring the delay and leakage at sample points for each individual die or WID-variational region, at each compensating temperature, the PABB-TABB algorithm involves measurements only at the nominal operating temperature. The PABB-TABB algorithm splits the original problem into two sub-problems, namely compensating for process variations at nominal temperature (PABB), and compensating for thermal variations under ideal process conditions (TABB). The final set of bias voltages is simply a combination of the PABB and TABB voltages. Thus, this scheme minimizes the number of tester measurements, and eliminates the need to test at each operating temperature.
The body bias voltages obtained using these two methods are compared against the golden results, determined by enumerating over the entire search space. The enumeration algorithm is suitably designed keeping in view of the nature of the solution, to reduce the overall runtime by pruning unnecessary computations. The PTABB and PABB-TABB algorithms are applied to different ISCAS'85 combinational benchmarks, at various temperature and process corners. The results demonstrate the ability of the PTABB and the PABB-TABB algorithms to closely predict the body bias voltages. Accuracy and tester time tradeoffs between the various approaches are also explored. An architectural implementation for this scheme is also elaborated.
The rest of this paper is organized as follows. Section II elaborates the necessity of a lookup table-based control system, and outlines the problem statement of populating the lookup table with the least amount of tester cost. We also provide a generic implementation architecture for this scheme. Section III presents the enumeration algorithm, the PTABB algorithm as well as the PABB-TABB algorithm. Section IV presents the results for ISCAS'85 benchmarks synthesized on 65-and 45-nm PTM technologies [17] . Inferences drawn from this work are presented in Section V.
II. BODY BIAS CONTROL SYSTEMS
In this section, we provide an overview of the body bias control mechanism, and define the problem statement. Our circuit block in consideration is a high performance digital VLSI system, whose frequency of operation we wish to maintain at a constant value, under all operating conditions. Process parameter variations can alter the delay of the various gates in the circuit, and hence can affect the overall operational frequency of the system. Similarly, an increase in the on-chip temperature can cause a reduction in the mobility of the electrons and the holes, and an increase in the subthreshold current, on account of reduction in the threshold voltage . The delay of the circuit increases if the effect of mobility dominates and this phenomenon is known as negative temperature dependence. The opposite effect, known as positive temperature dependence [18] , [19] is seen in low-voltage operations, especially in the sub-90-nm technologies due to the reduction in with increasing temperature, and a subsequent increase in subthreshold current, that drives the gates faster. However, an increase in the subthreshold current implies larger leakage. Our algorithm applies to both these cases, which require different kinds of threshold voltage compensation, namely FBB to increase the speed of the circuit, or RBB to decrease the leakage current, respectively.
Thus, our key idea is to ensure that we counter the effect of process and temperature variations on the delay and the leakage of the circuit by body biasing our devices. Our experimental setup assumes that the foundry is capable of supporting a triple well process, enabling us to bias both the N-well and the P-well, but the algorithm can be easily modified for any other process. Further, we assume that the target frequency of operation is determined by simulating the circuit at the nominal temperature (say, 50 C, for example), and ideal process conditions. The body bias pair, denoted by , when applied to the body of the nMOS and the pMOS 1 transistors, respectively, meets the delay requirement and minimizes the overall circuit leakage. The range of operating temperatures, and the extent of process variations, over which we are able to successfully bias the wells, each depends on the minimum and maximum limits imposed on the body bias voltages themselves, due to device physics restrictions. Additionally, the maximum amount of body bias is also constrained by the permissible leakage budget of the circuit block, since FBB reduces the delay at the expense of an increase in the leakage. The exact resolution of bias voltages is primarily determined by constraints on generating and routing these voltages to every biasable well in the circuit.
A. Overview of the Control Systems
As stated in Section I, the control mechanism necessary to ensure that the requisite voltages are selected can either be built using a critical path replica based control system or a lookup table-based control system. The hardware on-chip control setup, as built in [3] and [11] , requires a test structure in the form of critical path replicas, which is expected to accurately reflect the behavior of the entire circuit, and the impact on delay and leakage due to on-chip variations. The control circuit consists of a delay monitor, phase comparator, decoder, digital-analog converter (DAC), and such other precision hardware to automatically select the bias pair . Although such schemes are self-adapting, and require minimal post-silicon testing, a few sample critical path replicas might be unable to reflect the exact nature of process and thermal variations on the actual circuit, which consists of millions of paths. Experimental results in [11] indicate that a minimum of 14 critical path replicas per test-chip are required to accurately determine the die frequency of microprocessors, for a 130-nm-based process. The increased impact of process variations in sub-100-nm technologies is likely to require a larger number of critical path replicas to be fabricated per test-chip to ensure a high level of confidence in the frequency measurements for a 65-or a 45-nm-based design. This may lead to a substantial area overhead. Further, if the test circuits are large, they measure their own variations, which may not be the same as that of the actual circuit. Thus, the additional area overhead imposed by the number of critical path replicas and their inaccuracies, coupled with the need for process, voltage, and temperature (PVT) invariant hardware, call for better control mechanisms.
A viable alternative to the critical path replica based control system is the lookup table-based control system. In this case, every block is equipped with a lookup table [3] , [16] that can store the bias values . These are the precomputed optimal values that can compensate for thermal and process parametric variations. Each entry in the lookup table corresponds to a different temperature point. These entries are calibrated offline through post-silicon measurements, with the aid of an efficient algorithm, i.e., using software. The lookup table is assumed to be built using a simple ROM like structure, and is populated 1 The actual voltage applied to the body of the PMOS transistors is (V 0 v ), where V is the supply voltage. during post-silicon testing. When the circuit is in operation, the entries in the lookup table are keyed based on the operating temperature, which is measured by a temperature sensor, as shown in [16] . The output of the table is fed to the body bias network to generate and route the appropriate voltages, thereby providing runtime compensation.
The lookup table-based control system eliminates the various issues associated with using critical path replicas as test structures, to capture the effect of process and thermal variations, on the entire chip. Since the body bias voltages are already precomputed, they may be immediately applied to the entire chip, to compensate for on-chip temperature variations, without affecting the runtime operation. An overall architectural implementation of this control scheme is explained in Section II-B.
Further, the effect of voltage variations, as well as aging, can be incorporated by adding appropriate sensors, and introducing an additional entry, i.e., supply voltage , along with and , to the lookup table. The algorithms can be modified accordingly, to determine the optimal body bias and supply voltage configuration, to overcome the effects of process and thermal variations, and temporal degradation. A practical example of a system that compensates for PVT variations, as well as aging, is seen in a 90-nm-based design in [20] .
B. Implementation
In this subsection, we provide a circuit implementation overview for the lookup table control scheme-based body bias compensation network. Considering WID-variations, and assuming that both the N-well and the P-well can be body biased, we propose an implementation as shown in Fig. 1 . The chip is partitioned into several WID-variational regions, each of which must be compensated independently. Our implementation assumes a central body bias network capable of generating the requisite voltage to each block. Alternatively, each block may have its own body bias generation and distribution network. Each WID-variational region is equipped with a temperature sensor that is capable of tracking variations in on-chip operating temperature. The temperature sensor references a ROM, that stores the values for each compensating temperature, in the form of a lookup table. The output of the lookup table feeds the central (or local) body bias generator, and accordingly generates the required voltages. These voltages are then routed to the corresponding N-and P-wells. The nMOS and pMOS body bias voltages may be applied by external sources during testing. Once the final voltages are determined, and the lookup table has been populated, the switches can be closed and the requisite voltages required for compensation are supplied from the on-chip body bias generation network.
C. Problem Statement
While the lookup table-based control circuit described previously has minimal area overhead, the key to this approach lies in the efficiency of the software that generates the voltage values that must be written into this table. Unless this procedure is carefully devised, it could lead to a large amount of tester time, especially for a batch processing unit, such as manufacturing of microprocessors or application-specific integrated circuits (ASICs), where the test time and time to market are extremely crucial. Thus, the crux of the problem lies in developing an efficient way of calculating the body bias voltages that can compensate for process and temperature variations, using minimal tester measurements. Our work tackles this problem, and we devise two different algorithms to determine the body bias voltages in order to populate the lookup table using minimum number of tester measurements. The performance of these algorithms is compared with a slower enumeration procedure that is always guaranteed to yield the optimal solution, if it exists.
III. ALGORITHMS FOR PTABB
In this section, we explain the enumeration procedure, and the mathematically assisted ABB algorithms, namely the PTABB and the PABB-TABB algorithms for determining the body bias voltages, in order to populate the lookup table.
A. Enumeration

Algorithm 1: Enumeration
1:
Leakage budget for the circuit 2:
Set of temperatures at which we are compensating for variations 3: There is one entry in the look-up table 4: Simulate the circuit with zero body bias at (nominal temperature), with ideal process parametric variables to obtain its delay . 5: for each do 6:
{On-chip temperature of the CUT 7:
Apply to the CUT. 8:
Measure the best-case delay 9: if then 10:
Maximum FBB cannot meet delay; reduce the target frequency of operation.
11:
Choose target delay , s.t.
12: end if 13: 14: is the minimum resolution of bias that can be applied. The task of enumeration is to traverse through the entire search space and find the optimal solution, i.e., the solution that meets the delay requirement, and thereby has minimal leakage. However, since it is infeasible to find the delay and leakage over all possible values of and , we discretize the voltage levels and perform the enumeration over a limited set of values. Further, such a discretization is essential, since the body bias generation network is itself capable of generating only fixed number of voltage levels. The maximum amount of FBB that can be applied is restricted by the diode turn on voltage of the source-substrate junction and is process-dependent.
A method for determining the values of the optimal bias pair points is shown in Algorithm 1. We wish to operate the circuit at the highest possible frequency, and hence the desired delay of the circuit under test (CUT), is predetermined by a simulation at the nominal temperature, under ideal process conditions. The delay of the circuit under the influence of process and temperature variations is now measured on the tester, with the N-well and the P-well forward biased to the maximum extent, i.e., and . This is the minimum delay of the circuit achievable using body bias. This step is performed to ensure that the delay of the circuit with maximum FBB is less than or equal to . If the maximum applicable bias fails to meet the target delay, i.e., if the effects of process and temperature variations on the delay are so drastic, that they cannot be negated by applying maximum FBB, the operational frequency of the circuit block must be reduced. Otherwise, we set this as our initial solution and seek solutions better than within the search space, since has a high leakage overhead. Each of the bias pair points is applied to the CUT, and the delay and leakage values are measured. Since the delay increases monotonically with decreasing body bias, if a bias pair does not satisfy the delay requirement, all bias pairs with and fail to meet the delay requirement and hence can be directly eliminated. Thus, the search space can be effectively pruned during runtime. Eventually, the bias pair point that meets the delay requirement, and has the minimum leakage, is chosen as the optimal solution. If the leakage of the block exceeds the allocated leakage budget, then it implies that the amount of FBB required to meet the delay specifications causes the leakage to go beyond permissible limits, and the final solution is infeasible. Hence, we must decrease the target frequency such that lower amount of FBB can meet the delay, and thereby the leakage budget as well. The exact amount by which the target delay must be increased may be determined iteratively.
It can be seen that if there are different voltage levels for both and , the runtime is given by the time taken to iterate through the loops in lines 15 and 16, and is hence of the order . If there are different temperature compensatory points, then the run time expressed in terms of the total number of tester measurements that must be performed per WID-variational block, is of the order . The granularity of the body bias voltages, and the number of temperature compensatory points depend on the exact nature of the circuit, and the extent of variations that can be tolerated. Thus, while enumeration is guaranteed to yield the correct solution, the cost incurred in terms of the number of tester measurements required to populate the lookup table is extremely high, making it an expensive proposition if and are large. However, it must be noted that the runtime is actually dependent on the nature of the solution. If process variations have caused the devices to become slower, and if we are determining the bias values at some (assuming negative temperature dependence), then it is possible that the solution lies close to , and hence the procedure converges to the final solution in only a few iterations of the loops in lines 15 and 16.
B. Mathematically Assisted ABB Algorithms
While the enumeration algorithm is very accurate, a large number of delay and leakage measurements may be required before obtaining the final solution, and the cost incurred in testing may be extremely high. Hence, we seek algorithms which have a lower runtime as compared with the enumeration procedure. In this subsection, we explore two such efficient algorithms that can reduce the runtime of the body-bias voltage selection process, without much loss in accuracy. Our algorithms are based on a simple nonlinear programming problem (NLPP) formulation that requires the tester measurements for delay and leakage at fewer sample points only (in comparison with the enumeration algorithm).
The mathematically assisted ABB algorithms are based on models for the delay and leakage of the circuit as a function of the body bias voltages and . We use polynomial best fit curves to realize these models. Simulation results show that second-order polynomials in both and provide a reasonably accurate model of the delay and the logarithm of the leakage. Thus, we have the expressions (1) (2) where and are the delay and leakage values at the given operating temperature, and process conditions, without any body bias. Note that the coefficients in and can be obtained by simulating the circuit at well-spaced sample points. The desired accuracy for these curve-fitted expressions determines the number of points chosen to obtain the best-fit curve, although a minimum of nine points is required to uniquely determine the nine and the unknowns. These terms can be easily computed by using polynomial curve-fitting techniques.
In order to evaluate the accuracy of the model with respect to actual data, the delay and leakage values computed using the model in (1)- (2) with nine sample points, are compared with the values from SPICE-based simulations, over different and values. The results indicate that on average, the delay and the leakage (logarithm of the leakage) computed using the model fall within 2%-3% of the actual values obtained through simulations. Further, the models preserve the monotonicity of the delay and the leakage curves, with respect to increasing body bias values.
The NLPP can now be formulated as minimize
subject to (4) where is the desired delay constraint on the circuit under all operating conditions. The above problem can be easily solved using a standard nonlinear optimizer to obtain the final values of . We now present two different algorithms using the previous framework to determine the body bias voltages for process and temperature compensation.
1) PTABB Algorithm:
The PTABB algorithm solves the problem of optimal voltage selection by assuming a continuous search space in . However, since the final solution can take only a finite number of values (multiples of ), we propose a heuristic to discretize the results obtained. In the PTABB approach, the delay and the leakage values are measured at different well-spaced points along the grid, and the coefficients in (1) and (2) are computed. The NLPP is then solved and the final body bias pair is determined. The process is repeated for each compensating temperature. The procedure is described in Algorithm 2. The algorithm is similar to the enumeration procedure described in Algorithm 1, except that the doubly nested for loops and subsequent computations in lines 15-34 of Algorithm 1 are replaced by simple measurements (lines 13-18 of Algorithm 2), followed by solving a two-variable NLPP to determine the optimal configuration. Note that the outermost for loop that runs for each is exactly identical to that in Algorithm 1. The delay and leakage of these three points are compared and the best solution is chosen. As seen from the results in the next section, the above heuristic gives accurate solutions.
It is clear from the algorithm that a minimum of nine tester measurements are required for characterizing the delay and the leakage models. In general, the number of tester measurements is equal to , where is the number of sample values at which we are measuring the delay and leakage. Thus, the runtime for the entire process is of the order , where is the number of temperature points at which we are compensating for variations. Since is generally less than , the runtime of the PTABB algorithm is better than that of the enumeration procedure. 2 However, unlike the enumeration procedure, which rapidly computes the final solution if it lies close to , the runtime of the PTABB algorithm is always fixed, since each circuit block requires the same number of tester measurements to characterize the delay and the leakage functions.
2) PABB-TABB Algorithm: Although the PTABB algorithm significantly improves the runtime, it requires a minimum of nine measurements at each compensating temperature. Besides, it may be time consuming to test the CUT at each of the different temperature values. Hence, in order to further reduce the time spent on the tester, we propose the PABB-TABB algorithm. The algorithm is based on the key observation that the effects of process and temperature variations on the circuit delay can be orthogonalized.
Decoupling Process and Temperature Variations:
The delay of a gate can be expressed as the time taken to charge or discharge its capacitive load, and is given by (5) where can be written as (6) using the alpha-power law model. Note that is a function of temperature given by
Further, is given by where (8) 2 If n is comparable with m, there may not be much savings obtainable with using PTABB algorithm. However, using a resolution of merely three or four different values for v =v in the body bias generation network is rather unlikely, and hence m can be assumed to be smaller than n.
The term in the previous equation is given by
where (9) In (5)- (9), the symbols have their usual meanings [21] . Note that while the operating temperature affects the mobility term in (7) , and the term in , random fluctuations during deposition affect the dopant concentration , and changes in device geometry due to proximity effects in photolithography [1] affect and . Thus, it can be seen that process variations and thermal variations impact different parameters, and hence their effects are uncorrelated. In other words, if the process parameters are represented as a lumped vector , and temperature by , then the delay of the circuit can be represented by the function , where the elements of , and are independent variables. Applying a Taylor series approximation about the point , which corresponds to the ideal process and nominal operating temperature case, we can write (10) Further, assuming a locally linear approximation around the vicinity of , the delay at any other point is given by (11) The previous equation can be restated as (12) where is the increase in the delay around the nominal value the increase in the delay due to process variations only, and the increase in the delay due to thermal variations only. Note that the above approximation is valid since the range of delay values that can be compensated by ABB is not very large, and hence such an approximation does not lead to a significant loss of accuracy. We will support this by showing the results obtained through simulations on a ring oscillator.
Ring Oscillator Simulations: The validity of the above approximation is shown using Monte Carlo simulations performed on an 11-stage ring oscillator at various temperature and process corners, for a 65-nm technology [17] . The results are shown in Fig. 2 from 0.064 to 0.066 um ( 0.065 um), and from 30 C to 70 C ( 50 C). The percentage error in estimating the delay using (12) is computed with respect to the actual delay values without this approximation, and the data is grouped into different percentage bins. The number of simulation points lying in each bin is plotted in the graph. As seen from the figure, the error in evaluated using the approximation in (12) as against the actual simulation results, (i.e., ) ranges between 1.36%, thus supporting the validity of the approximation in (12) .
PABB-TABB Computations:
The decoupling of delay into process and temperature-dependent components enables us to consider the effect of process and temperature variations independently of each other, compensate for them separately, and finally merge the values. In other words, we can treat the given problem as the following two independent sub-problems:
• compensation for process variations (PABB) at nominal operating temperature; • compensation for temperature variations (TABB) at ideal process conditions. For a given WID-variational block, and for a certain temperature, each of these compensations provide one pair of body bias values that can be represented as and , respectively. The final body bias voltages that can compensate for process as well as temperature variations can be computed using the following equation: (13) The proof of this equation is provided in the Appendix.
Summary of the Algorithm: Based on the previous discussion, the PABB-TABB algorithm can be outlined as follows.
We split the original problem of finding the body bias pair at every compensating temperature point for each WID-variational region into two independent problems, namely temperature compensation at ideal process conditions (TABB) and process compensation at nominal operating temperature (PABB). Note that TABB involves deterministic simulations and can hence be performed at design time, prior to manufacturing. While the nonlinear programming approach as outlined in Section III-B1 can also be applied to the TABB case, the body bias voltages can simply be computed using the enumeration algorithm 3 as outlined in Section III-A, for better accuracy at the expense of larger simulation times.
Algorithm 3: PABB-TABB
1:
{Set of temperatures at which we are compensating for variations 3: Simulate circuit with zero body bias at (nominal temperature) and ideal process conditions to obtain its delay . 4: At the nominal temperature , measure the delay , and leakage of the CUT on the tester. 5: Apply maximum body bias to the CUT. For the TABB scheme, we perform one set of simulations at each compensating temperature, in order to characterize the delay and the leakage polynomials in (1)-(2). This step can be performed before fabrication, since it is performed on a "nominal design," i.e., assuming no process variations, to precompute the values of . While the TABB scheme does not require any tester measurements, the PABB approach involves one set of tester measurements, i.e., a minimum of nine measurements, at the nominal temperature to characterize the delay and leakage functions in (1) and (2), respectively. The voltages can be computed by following the same method as outlined in Section III-B1, with . The final voltages for each temperature are computed by adding the TABB voltages with the PABB voltages. Note that this process of adding the individual voltages is physically valid only if the final voltages lie within the bounds imposed by device physics restrictions, (i.e., and ). Hence, if the addition causes the voltages to exceed the upper or the lower limits, a legalization procedure is necessary to ensure that the final voltages are valid. The legalization procedure formulates an NLPP with additional constraints, and forces the final voltages to lie within the limits.
The NLPP is formulated as follows:
minimize (14) subject to (15) where and are the delay and leakage values from (1) and (2) considering temperature variations only while and are the delay and leakage values from (1) and (2) with process variations only. The limits , and are determined by the process technology used. The legalization procedure is a heuristic, and is mostly applied when compensating at high temperatures for the slow process corner, or at low temperatures for the fast process corner. The procedure is necessary because in most cases the optimal solution has RBB for nMOS in order to minimize the leakage, and FBB for pMOS to restore the speed. Hence, for extreme process and temperature corners, the summing in (13) may cause the voltages to exceed the limits. The complete algorithm is outlined in Algorithm 3. The final solution must still be discretized, and the same heuristic as that used for the PTABB case can be used here.
Time Complexity of PABB-TABB Algorithm:
The key aspect of the PABB-TABB algorithm is that it requires only one set of tester measurements at the nominal temperature, since the temperature compensatory terms are precomputed, during the design stage itself. Thus, the runtime of the algorithm is , where is the number of different (or ) points at which we are measuring the delay and leakage, since we require only one set of measurements at the nominal temperature for process compensation. If we choose as three, then the runtime is practically a constant. The results of the PABB-TABB algorithm, as explained in Section IV-C show that the method is accurate in terms of determining the optimal body bias voltages, and thus provides a good runtime/accuracy tradeoff.
A summary of the three algorithms described previously is presented in Table I .
C. Temperature-Leakage Feedback in Circuits
Traditionally, the delay of a logic gate increases with temperature due to the reduction in the mobilities of the electrons and the holes. The leakage of the circuit also increases at higher temperatures due to the increase in the subthreshold conduction upon a decrease in the threshold voltage. Since the speed of the circuit decreases at higher temperatures, our control scheme requires the application of FBB to restore performance. This causes an increase in leakage, which can further increase the on-chip temperature, thereby leading to the possibility of a positive feedback loop culminating in thermal runaway.
However, it must be noted that a reasonably good nominal design will not be at the edge of the strong temperature-leakage feedback point, and certainly not close to thermal runaway due to process and temperature variations. Hence, the control scheme presented in this paper is justified for a high performance system. However, if the design is constrained by power, reverse body bias may be applied at higher temperatures to recover leakage, at the expense of a reduction in speed. Under such schemes, our algorithms determine the least amount of reverse body bias, sufficient to ensure that the leakage is within budget, thereby still maximizing performance.
Further, with technology scaling, and the rising impact of subthreshold conduction, the decrease in with temperature may dominate the decrease in the mobility of devices, and therefore lead to a trend, where the circuits run at higher speeds, at increasing temperatures. This scenario is known as positive temperature dependence or inverted temperature dependence [22] [23] [24] . Under such circumstances, at higher temperatures, reverse body bias may be applied, without loss in performance, thereby ensuring that the leakage is within the budget. Similarly, at lower temperatures, forward body bias may be applied to speed up the circuits. At lower temperatures, since the nominal leakage is significantly lower than the budget, the overhead due to forward body bias still does not cause the leakage to exceed the budget. This control mechanism is particularly desirable, since it leads to a negative feedback at higher temperatures.
Thus, while the exact nature of entries in the lookup table depends on the temperature dependence of the circuit, the delay of the circuit at any given temperature is a monotonically decreasing function of and (within the limits of operation). Hence, the optimal body bias selection algorithms work independently of positive or negative temperature dependence of the circuit. For circuits that show negative temperature dependence, as we shall see from the results in Section IV, the amount of body bias required to compensate for temperature variations increases with temperature.
IV. SIMULATION RESULTS
In this section, we test the enumeration, PTABB, and PABB-TABB algorithms by performing a series of simulations to determine the optimal body bias voltages, which are written into the lookup table. Our experimental setup assumes that the test-chip consists of ten different ISCAS'85 combinational benchmarks of various sizes. Further, the chip is partitioned such that each of these benchmarks is placed in a separate WID-variational region. Each of the ten WID-variational regions is equipped with a look-up table, and a temperature sensor, as shown in Fig. 1 . Simulations are performed on these combinational benchmarks, synthesized using SiS [25] , on PTM [17] 65-and 45-nm technologies. We have chosen 50 C as the nominal operating temperature, and the supply voltage as 1 V, for both the technologies. We further assume that the range of body bias voltages that can be applied to the bodies of the nMOS and pMOS devices is 0.4 to 0.4 V. In order to demonstrate the ability of the algorithms to compensate for temperature variations, the benchmarks are simulated at 35 C, 50 C, and 65 C. Similarly, the impact of process variations is simulated by altering the of both the nMOS and the pMOS devices, and of all transistors, as shown in Table II . The effect of process variations is simulated by choosing the parameters for the "fast" and "slow" process corners as follows: 1) 1.5% variation in and over the nominal values for 65-nm technology, and 2% variation for 45-nm technology ; TABLE III  STRUCTURE OF OUR LOOKUP TABLE 2) 1 nm variation is for both 65-and 45-nm technologies. Our goal is to determine the final body bias voltages using the algorithms described in the previous section. These voltages can then be written into the lookup table, which in our case consists of three rows and three columns as shown in Table III .
Based on the values in Table II As it will be seen from the results in Table V , ABB is capable of meeting the delay requirement for each of these cases. The optimal solutions for the extreme cases [(Slow, 65) and (Fast, 35)] both lie within the limits of permissible body bias voltages. This ensures that our region of operation is well defined, and guarantees a feasible solution at all simulation points. Thus, ABB can recover up to 13% variations in delay for 65-nm technology, and up to 16% variations in delay for 45-nm technology.
For each of the benchmark circuits, the optimal solution that meets the delay requirement and minimizes the leakage at the given process and temperature corner, is first determined using the enumeration algorithm (Algorithm 1) from Section III-A, with 0.05 V. This represents the globally optimal solution, which we call the "golden" solution. In order to determine the coefficients of delay and leakage in (1) and (2) for the PTABB algorithm (Algorithm 2), the delay and leakage values are measured at nine different points, such that and , respectively. The coefficients are determined by performing second degree polynomial interpolation. The NLPP, and the final values are snapped using the heuristic presented in Section III-B1.
In order to determine the body bias voltages using the PABB-TABB algorithm, the process compensating values are first determined by using the NLPP formulation as outlined in (3). The delay and leakage values are measured at nine well-spaced points as indicated above, at the nominal temperature, for the given process corner. The NLPP is solved to obtain . Similarly, the delay and leakage values are measured at the nominal process corner, at each temperature, and the NLPP is solved to determine the bias pair
. The values are then added using (13) , and a legalization procedure (Algorithm 3) is called if either of the voltages is 0.4 V or 0.4 V. The bias values are then snapped using the heuristic in Section III-B1.
Ten different benchmarks of varying sizes are thus simulated and the optimal body bias values are computed. The average and values returned by each of the algorithms is tabulated in Table IV for both 65-and 45-nm technologies. It can be seen that for most cases, the average values returned by these algorithms closely match the golden solutions returned by enumeration. Over the range of operating temperatures considered, the benchmark circuits show negative temperature dependence. Hence, with increasing temperature, the amount of body bias required to compensate for temperature variations, at a given process corner, increases with temperature, as can be seen from Table IV .
The complete set of results for the largest benchmark C6288 is shown in Table V for both 65-and 45-nm technologies. The data in the rows titled Nominal represents the delay and the leakage at the ideal temperature and process conditions, and is hence the same across all columns for a given technology. The entries in the rows titled NBB indicate the delay and the leakage at the given operating corner for the zero body bias case. Either the delay or the leakage is greater than its corresponding nominal value, implying that there is a need for compensation to ensure optimal performance. The rows titled Enumeration tabulate the delay, leakage, and returned by the enumeration algorithm. Each of these values represents the "golden" solution, i.e., the body bias pair, when applied to the circuit, meets the target delay, with the lowest leakage value. The rows titled PTABB compute the solution using the PTABB algorithm, while the rows titled PTABB Snapped return the and values after the grid snapping heuristic. The solution is back-annotated to compute the corresponding delay and leakage, by performing simulations (using a timing-leakage analyzer). The rows titled PABB-TABB show the optimal solution obtained as a sum of the PABB and TABB bias values using (13) . The values are snapped using the grid snapping heuristic, and the results are shown in the rows titled PABB-TABB Snapped. The delay and the leakage for this case is also computed using simulations, after back-annotating the solution obtained using the PABB-TABB algorithm.
Ideally, we would expect the and values for the PTABB and the PABB-TABB algorithms, after snapping, to match with the golden results obtained by enumeration. However, in some cases, the values do not match exactly, resulting in higher, or lower body biases, and thereby causing the delay or leakage to vary from the results obtained through enumeration, as can be seen from Table V . In a few cases, the leakage returned by the PTABB and PABB-TABB snapped algorithms is less than that obtained by the enumeration algorithm. However, the delay for such cases (after back-annotating), is higher than the target delay . These are attributable to errors in the interpolated delay and leakage values computed using the expressions in (1) and (2) . The error in the leakage values returned 
by each of the schemes as opposed to the leakage returned by enumeration is calculated, and the values are averaged for the ten benchmarks, over all process and temperature corners. While PTABB shows an average of 7% mismatch in leakage numbers for both 65 nm and 45 nm technology, PABB-TABB shows 12% mismatch for 65 nm technology and 14% mismatch for 45 nm technology. Nevertheless, in most cases, the values returned by PTABB and PABB-TABB algorithm are such that their delay and leakage values are only slightly higher or lower than the globally optimal solution returned by the enumeration algorithm, and hence these solutions may be considered as locally optimal. As an example, if enumeration returns a value , then PTABB/PABB-TABB algorithms after snapping might return a value ( 0.05 V, 0.05 V), whose delay and leakage values are almost identical with that of the enumeration solution.
In order to evaluate the accuracy of the two algorithms, the values obtained using these algorithms after snapping are back-annotated to measure the delay and the leakage values of the respective benchmarks using our timing-leakage analyzer. The error in the delay values between this grid-snapped solution and the globally optimal solution computed using the enumeration algorithm is calculated for the benchmarks at all simulation points. The results are shown in Table VI for both 65-and 45-nm technologies. We have used the error in delays as a metric to determine the accuracy of the algorithms, since an inaccurate estimate of the body bias values reflects as an inaccurate measure of the delay of the circuit.
The results from Table VI show that the most of the solutions fall within 2% of the desired target delay , thereby showing that the values computed by the two algorithms, when back-annotated, return "almost" optimal solutions. It can be observed that the results indicate a better match for 65-nm technology as opposed to 45-nm technology, since the impact of process variations increases with technology scaling. Further, the absolute error in the delay and leakage values computed through back-annotated simulations as against the enumeration results is calculated.
A comparison of the runtimes for each of the algorithms, computed over all benchmarks, is provided in Table VII . The runtime is computed as the number of tester measurements required for the algorithm to obtain the optimal solution, for a given WID-variational region. While the worst case runtime of the enumeration scheme is of order , the average runtime from our simulations, computed across all benchmarks, over the eight different process temperature corners, is reported in the table. Each of these eight cases requires body-bias compensation of a different nature, and hence, the runtime of the enumeration algorithm varies in each case. The runtime for PABB-TABB Snapped includes the three measurements per compensatory temperature, required for the grid snapping heuristic, and is hence given by . However, for the PTABB Snapped case, the delay-leakage model in (1) and (2) can itself be used for computing the snapped values, and hence the runtime is simply . Although the error in the delay and leakage values computed using the solutions returned by the PABB-TABB algorithm after snapping, is higher than that for the PTABB algorithm, its runtime is the smallest among the three methods, thereby providing a reasonable accuracy/runtime tradeoff. Further, if the number of temperature points chosen to compensate for thermal variations is higher than three (in our case), and if the overhead in testing at each temperature is considered in the runtime analysis, the tradeoff may be more economically viable.
V. CONCLUSION
While the effects of process and temperature variations in the sub-90-nm technologies continue to significantly thwart the yield of the fabrication process, post-silicon tuning methods have evolved to tighten the distribution of the delay and the leakage of these chips. ABB provides a viable tuning mechanism to ensure optimal performance or leakage savings as desired. While the implementation of the ABB control system can either be achieved using a critical path replica or with lookup table based methods, the look-up table method calls for optimization to reduce the amount of time spent on the tester. Two different algorithms, namely the PTABB algorithm and the PABB-TABB algorithm are proposed to provide reasonable accuracy/runtime tradeoffs as against a simple enumeration scheme to solve the problem of optimal body-bias voltage selection. The results, obtained through thorough simulations over a wide range of data demonstrate the ability of ABB to meet the performance constraints, and also show the accuracy of our schemes over 65-and 45-nm PTM technologies. Accuracy and tester time tradeoffs for the algorithms developed by us are discussed, and an implementation overview is also provided.
APPENDIX
In this section, we provide a proof to (13) that is used to compute the PTABB body bias voltages as a function of the individual PABB and TABB voltages.
Theorem 1: The optimal body bias voltages for process and temperature compensation can be computed as the sum of the voltages obtained by compensating for process and temperature variations independently of each other, i.e., (16) We first prove the previous theorem by showing that the body bias that meets the delay for the PTABB case can be expressed as the sum of the body biases that meet the delays for the PABB and the TABB cases, respectively.
Proof: Neglecting the effect of second order terms in (1), i.e., using a first-order Taylor series approximation, we can rewrite the expression as (17) For the PTABB case, we can write (18) where is the delay without any body bias, and is the target delay (same as ), while is the final solution. Similarly, the delays for the PABB and the TABB cases can be represented as (19) Note that simulation results have shown that the coefficients of delay for the PABB, TABB, and PTABB cases are almost similar and hence we use the same constants and . Rearranging the terms in (18) and (19), we have Using binomial expansion for the fractional expressions, and neglecting higher order terms, the previous equations can be simplified as Substituting the previous terms in (12), we have (20) Neglecting the quadratic terms involving the product of and , since and are both 1, we have (21) Hence (16) is proved. We now prove that the body bias voltage pair that minimizes the leakage of the circuit, under the delay constraint also satisfies the above equation. The proof is as follows.
Proof: As stated in the previous part of the proof, the delay of the circuit as a function of and can be written as (22) Neglecting the second order effects of the quadratic term obtained by the product of and , we can write the previous equation as (23) Thus, we can express in terms of as (24) Similarly, neglecting the second order effects in (2), i.e., using a Taylor series expansion, the leakage of the circuit can be written as (25) Expressing in terms of using (24) Simulation results have shown that using in the LHS of the above equation closely matches the value of the RHS, for various process and temperature corners. Hence, we conclude that can be determined using (13) . Similarly, it can be shown that . Thus, the optimal bias pair that meets the delay requirement and minimizes the circuit leakage can be computed using (13) .
