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1. INTRODUCTION 
Application of classical control theoretical methods depends on the availability of well defined 
models of the plants. In large-scale control problems due to the comple.xity, heterogeneity 
and time-dependent behavior of the system to be controlled, classical control theory has only 
limited use. New research directions in intelligent control pursue a different approach and 
introduce an extended interpretation of the most fundamental concepts of control theory. 
A conceptual framework for these efforts is formalized in the semantic control theory [l]. 
Key elements of this theory are the following concepts: 
(1) Semantic Model (SM): is a family of formal models together with rules specifying 
transitions among them. 
(2) Semantic State (S): is a particular instance of the SM together with its Q state and 
a G goal. 
The operation of a semantic control system include the following steps: (1) identification 
of the current semantic state, (2) selection of a goal, and (3) design of a classical control 
system which corresponds to the the result of (1) and (2). 
2. PROBLEM STATEL~ENT 
The critical problem in the implementation of semantic controllers is (3); i.e. the au- 
tomated/ semi-automated design of the control system. This step should include: (1) the 
derivation of the formal model of the appropriate control system, (2) generation/modification 
of the executable code of the controller, and (3) execution of the new control law without 
interrupting the system operation. 
While conventional adaptive control systems limit the adaptation to the adjustment of 
certain parameters of the controller, semantic controllers may require the change of the 
control law, i.e. the structure of the control system. Therefore, semantic controllers are 
structurally adaptive systems as defined in [2]. The formal definition of the adaptation 
mechanism in semantic controllers is the following: 
Definition 1: The formal model of the controller is a tuple C(a) =< F,a >, where F is 
the structure of the controller and a is a vector collecting the parameters of the structure. 
With this, the adaptation mechanism can be defined as the G : S, + Ct mapping between 
the semantic state of the plant and the formal model of the most appropriate controller in 
the time instance t. The computation model defined for semantic controllers must satisfy 
the following requirements: 
(1) Operation of semantic controllers is based on the explicit representation of the re- 
lationships between the semantic state of the plant and the formal model of the 
controller. Consequently, extensive application of hybrid (qualitative/quantitative) 
modeling techniques is required. 






The semantic state of the plant must be updated and effects of state changes must 
be mapped into changes in the formal model of the controller. This mapping - that 
we will call model interpretation - is required to be dynamic and restartable. 
Implementation of semantic control is more than selecting the most appropriate con- 
trol law: the real-time control system has to be modified during its operation. There- 
fore, the computation model must provide an ezecu2ion environmenl which support 
the dynamic reconfiguration of the processing system implementing the controller. 
3. COMPUTATION MODEL 
The components of the computation model and programming environment (>Xultigraph 
Architecture) which has been designed and implemented for creating semantic control sys- 
tems is shown in Figure 1. 
input x ,LGZZ2-l D”tpUt Y 
MODELING (S. ‘2): 
- qu~nllt~tivo 
- qualit~tire 
Additional Input 1 1 
FIG. 1: THE MULTIGRAPH CO~CIPUTATION SIODEL 
3.1 Modeling. Construction of the semantic model of the plants and the processing systems 
controlling them is a hard problem. The main difficulty is not so much the complexity of 
the individual modeling aspects but most importantly the representation of the interu&ons 
among them. In our experience, the models to be defined and used in semantic controllers 
are represented in terms of combinations of elements that form a variety of structures. 
Accordingly, the most desirable feature of a high-level programming environment developed 
for model building is the support for managing structural complexity. This capability is 
typically not present in most of the current programming environments that have been 
built for procedural languages and which support primarily algorithmic programming. A 
fully graphic programming environment which has been developed for multiple-aspect model 
building is a main component of the Multigraph Architecture [3]. 
3.2 Model interpretation. The G : St + Ct adaptation mechanism maps a new semantic 
state to a relevant control system. In a real-time environment this task is apparently very 
close to the problem of automatic programming, where an executable program is generated 
from the symbolic specification of a problem. However, the research in that field focuses 
mainly on methodologies for generating programs from specifications without particular 
consideration of the nature of the computational model used in the execution environment. 
If we consider the task of program generation as a mapping between the specifications and 
the executable program, it is evident that the complexity of this mapping largely depends 
on the characteristics of the execution environment. 
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In the Multigraph Architecture, an intermediate level of abstraction, the execution &XC- 
2ure has been introduced. This structure is defined in terms of the Multigraph Computa- 
tional Model (MCM), h’ h w ic is a graph model of computations. 
Definition 2: The execution structure is a directed bipartite graph defined by a four-tuple: 
MCM =< A, D, C, U(A), V(A), W(D), E(A) > 
where 
(1) A is a set of actor nodes: 
A = {al,az,...a,} 
which perform transformations on data streams by running an application module 
on them, 
(2) D is a set of data nodes: 
D = {dl,d2,...dm} 
which store the data produced by the actor nodes in the streams associated with 
them, 
(3) C is a set of connections between opposite node types: 
C(T) = {(ai,k7 dj,l)Il 
where ei,k is the k-th port of actornode ai, and dj,l is the I-th port of datanode dj, 
(4) U(A) is th e module assignment, which specifies the elementary computation units 
executed by the actor nodes in the graph, 
(5) V(A) and IV(D) are the node control mode functions, which determine the triggering 
conditions of the actor nodes and the data propagation modes of the data nodes 
respectively, 
(6) E(A) is th e execution environment assignment, which assigns the actor nodes to the 
set of P processing resources (tasks or processors) where the elementary computations 
can be executed. 
The task of the model interpreters (or program generators) is to transform the semantic 
state of the plant to the execution structure of the control system. This transformation is 
decomposed into two phases: (1) the G : St --+ Ct adaptation process, which associates state 
changes with changes in the control law, and (2) the B : Ct + MCMl mapping between 
the model of the selected controller and its execution structure. 
3.3 Execution environment. 
It is important to realize that the execution structure of the controller is only an ab- 
straction which describes the topology of the processing system in terms of a network of 
elementary computation units. This topology has to be transformed into program execu- 
tion, i.e. an execution schedule is to be derived. The execution environment generates the 
execution schedule from the abstract definition of the execution structure. 
Definition 3: The Qt execution schedule is an activation sequence of the elementary 
computations on the P resources so as to perform the Ct computation based on the definition 
of its MCMt execution structure. 
With this definition, the < Qt, P, U > triple represents the actual execution of C,. The 
execution control can be defined as the 
mapping between the execution structure and its actual esecution. It can be seen that T 
defines the scheduler of the execution environment which generates the execution schedule of 
the elementary computations by using the definition of ~\1C:\4~. Because of the requirement 
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for dynamic reconfiguration (the MCMI execution structure may change during system 
operation), the Thas to be implemented as a dynamic scheduler. The actual form of the 
scheduler depends on the V(A) node control mode function. If the the availability of all 
of the data at the input ports of the actornodes is defined as triggering condition, T will 
implement a data-flow scheduler, and the execution environment will be a macr-dataflow 
system. 
The method described above has several advantages: 
(1) The complexity of the model interpreters can be tuned by the level of the elementary 
computations. 
(2) A large part of the complexity of the executable programs is concentrated in their 
control structure. Because the T dynamic scheduler controls the program execution 
by using the definition of the execution structure, the model interpreters do not have 
to generate the explicit control mechanism. 
(3) Because the structure of the executable programs is defined in the form of a graph 
model representing dependences among the computational units, the execution envi- 
ronment can take advantage of parallel architectures. 
4. EXPERIENCES 
The Multigraph Architecture has been applied to a variety of application problems, in- 
cluding process control [3], and instrument control [4]. These applications have shown that 
semantic control has significant advantages over conventional controllers, and they imple- 
mentation is feasible by using advanced computing methods. 
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