Routing is a key issue in wireless ad-hoc networks. The goal of an efficient routing strategy is to set up routes so that the overall quality of communications will be the best possible. While the Open Systems Interconnection (OSI) reference model advocates for a clear separation of routing, access, and physical layers, in this paper we show that in scenarios with faded communications, cross-layer interactions have to be carefully considered. More precisely, we compare the performance of the Ad-hoc On-demand Distance Vector (AODV) routing algorithm with that of one of its physical layer-oriented variants, denoted as AODVϕ . It will be clearly shown that no single routing strategy is always optimal and that an intelligent adaptation should be performed.
Introduction
A wireless ad-hoc network consists of a large number of autonomous mobile nodes connected to each other directly and without the need for pre-existing configuration parameters or centralized infrastructures [1, 2] . From an architectural point of view, a Mobile Ad-Hoc Network (MANET) is formed as a multi-hop architecture due to the limited transmission range of wireless transceivers and node mobility. Therefore, routing plays an important role in the operation of such networks: each node has to act as both router and host.
While the Open Systems Interconnection (OSI) reference model advocates for a clear separation of the routing, access, and physical layers, this distinction is seldom guaranteed in several future generation wireless network architectures [3] . In fact, the physical layer is very variable and its characteristics profoundly influences the performance of MANETs. Therefore, its interaction with the upper layers often leads to unexpected and undesirable effects. This paper analyzes the existing cross-layer interactions between the physical layer and the routing strategy.
The goal of a routing algorithm is to find the best route according to a proper cost function. For instance, possible strategies include shortest-path routing [4] , energy-aware routing [5, 6, 7] , highest stability routing [8] , or least-congested route selection [8] . Meanwhile, these approaches typically do not take into account the cross-layer interactions suggested in [9, 10, 3] , which clearly highlight the impact that physical layer has on routing efficiency. In particular, the bit error rate (BER) at the end of a multi-hop route may, under certain conditions, represent a good indicator of the physical layer status [11, 12] . Also, it has been recently shown that the expected transmission (ETX) count of a path, defined as the expected total number of packet transmissions (including retransmissions) required to successfully deliver a packet along that path, is a good indicator of the routing quality [13] . The impact of the cross-layer interactions has received a significant attention in the last years. The interaction between the physical and the application layers (and, more precisely, VoIP and video throughput) has been quantified in [14] . The impact of the interference on throughput [15] and connectivity [16] has also been highlighted.
In the following, we consider a regular network topology, in the sense that every receiver has the same number of nearest neighbors and the same distance to any of these nearest neighbors. In reality, the distances will more likely be non-homogeneous and distributed around an average value. The impact of the topology is out of the scope of this paper and can be found in [17] . Also, we consider a simple slotted asynchronous random access scheme, such that, in each timeslot, every node transmits with a given probability q (obviously proportional to the traffic load). The assumption of a simple Bernoulli transmission model, which is supported by the analyses presented in [18] and [19, p. 278] can be considered simpler than other channelization schemes (such as time/frequency division multiple access) but it will allow to derive a lower bound on the performance of communication networks with more sophisticated MAC protocols under use.
The Log-Normal Fading Link Model
We assume a narrowband log-normal block fading (i.e., shadowing or slow fading) channel [20] . This model is implemented in the NS-2 simulator and will be used later for a simulation-based investigation of cross-layer interactions. In the log-normal fading model, the ratio of transmit-to-receive power X P t /P 0 is assumed to have the following log-normal distribution:
where µ is the path loss attenuation (dimension: [dB] ) that can be based on an analytical model or empirical measurements and σ is the standard deviation of X (dimension: [dB] ). Most empirical studies support a standard deviation σ = 4 − 16 dB. Alternatively (and in the model implemented by the NS-2), the path loss can be treated separately from the slow fading by letting µ = 0 and setting
where P 0 is the received power (dimension: [W]), P t is the transmit power (dimension: [W]), n is the path loss exponent (adimensional). A transmission on the considered link is successful if and only if the signal-to-noise and interference ratio (SINR) at the receiver, denoted as SINR, is above a pre-defined threshold Θ. This threshold value depends, among other factors, on the receiver characteristics, the modulation and coding scheme, etc. [21] . The SINR can then be written as SINR P 0 /N + P int where N is the background noise power and P int is the total interference power at the receiver, given by the sum of the received powers from all the undesired transmitters. In large and/or dense networks, the transmission is only limited by the interference and it can be assumed that N P int . The total interference in a scenario with j interfering neighbors is
..j are log-normally distributed and represent the independent fading processes associated with the links originating at the interfering nodes. The probability of successful link transmission in the presence of j interferers is
By introducing the new r.v.
where f XY (j) (x, y) is the joint probability density function of X and
In the case of the log-normal fading, Y (j) corresponds to the sum of log-normal random variables with the same parameters. Following the approach proposed in [22, 23] , Y (j) can be approximated as a log-normal random variable with parameters
. Finally, the probability of successful link transmission becomes
A closed-form expression of P (j) s cannot be derived and its integral expression must be numerically evaluated. In Fig. 1 , P (j) s is shown, as a function of the log-normal fading power σ, for various values of the number of interferers j. In all cases, ξ = 10 dB, and this corresponds to keeping the SINR threshold fixed. The figure suggests that the presence of lognormal shadowing improves the connectivity properties of the network, as predicted by the results in [24, 25] . Furthermore, the link probability of success is monotonically increasing in the lognormal spread σ so that it can be concluded that, even though the presence of a deep fades impacts the received power on the link, it has globally a beneficial impact on the link SINR.
Let us now considerer a link surrounded by N possible interfering neighbors, each of them having a probability q of transmitting a packet at a given time. In that case, the total interference is:
..N is a sequence of stochastically independent Bernoulli distributed random variables with P {Λ i = 1} = q and P {Λ i = 0} = 1−q. The probability that j nodes among the N nodes interfere at the same moment is thus a binomial r.v. with parameters q and N : P {j interferers|q, N} = N j q j (1 − q) N −j and the total probability of link success in the presence of N neighbors is
where P (j) s is given by (2). In Fig. 2 , the link probability of success is presented as a function of the amount of active interfering nodes N and the probability of transmission q. The variable ξ is set to 10 dB. It can be observed that, even if the amount of interferers increases, the link probability of success decreases to a non-zero value. This is unlike in the fast fading (i.e., Rayleigh fading) scenario where the link probability of success rapidly decreases to P s = 0 as q increases [17] .
Simulation-Based Analysis
Section 4 will present the key results of a simulation-based analysis of the crosslayer interactions between the physical layer and the routing. In order to perform this analysis, we compaired the Ad-hoc On-demand Distance Vector (AODV) routing algorithm and on one of its possible physical layer-oriented variants, denoted as AODVϕ .
The AODV routing protocol belongs to the class of on-demand routing strategies [26, 27] : a route is created at the time a source needs to reach a destination. In order to locate the destination node, the source broadcasts a route request (RREQ) message all over the network. Each time an intermediate node is solicited, it adds an entry in its routing tables and builds a reverse path to the source. This flooding operation stops when the messages reach the destination or when a node has already the destination in its routing table. A unicast route reply (RREP) message is sent along the reverse path leading to the source. At that moment, the route is formed and kept in cache. When a link breaks, due to mobility or bad propagation conditions, a new route discovery is triggered [28] . Finally, for each destination the route lengths are regularly computed and only the shortest route is kept, i.e., the one with smallest hop count.
The AODVϕ routing algorithm is a variant of the AODV routing protocol. It implements the relaying strategy by selecting the closest possible neighbour as the next hop when constructing the routes. Only the RREQ messages of AODV are suitably modified and the remaining of the AODV protocol is kept as-is. Finally, two performance metrics have been chosen in order to evaluate the performance of the routing protocols of interest: (i) the route throughput (also referred to as packet delivery fraction) that is is defined as the ratio between the packets that successfully reach their destinations and the total number of generated packets, and (ii) the normalized routing load that is the ratio between the number of routing messages and the number of correctly delivered packets. The other reference values for the simulation parameters are presented in Table 1 .
Interaction between Physical Layer and Routing Protocol

Route Throughput
In Fig. 3 the throughput is shown as a function of the fading spread σ, for two possible values of n and considering both the AODV and AODVϕ protocols. It can be observed that, when the fading power increases, the performance of the AODV protocol, in terms of route throughput, decreases significantly. This is an undesirable side effect of the longest hop routing strategy: in fact, when the hops are as long as the maximum transmission distance, the received power is the lowest possible. Therefore, in the presence of strong fading, it is more likely that the link SINR will fall under the minimum threshold value and an outage will occur. On the other hand, by combining expressions (1) and the definition of the SINR, one can see that since the AODVϕ protocol chooses shorter hop lengths than the AODV protocol, the corresponding SINR will be significantly higher and the outage event will occur less likely. From the results in Fig. 3 , it can also be observed that, when the path loss exponent is high, the fading power (represented by the spread σ) plays little or no role.
It is interesting to note that an alternative analysis of the impact of the fading is carried out in [17] in the case of small-scale block fading (or Rayleigh fading). The authors find that the expression of the probability of successful link transmission depends only on (i) the path loss coefficient, (ii) the transmit power, and (iii) the network topology. Therefore, one can conclude that crosslayering between physical layer and routing protocol is limited to scenarios with large-scale fading (and not in scenarios with Rayleigh fading only).
Normalized Routing Load
In Fig. 4 , the normalized routing load is shown as a function of the fading spread, considering the two routing strategies of interest and two possible values for the pathloss exponent n. It can be seen that, in the case of a limited attenuation (strong line-of-sight), the normalized routing load required by the AODVϕ protocol is high since the routes contain a significant number of relaying nodes and this requires a substantial amount of control messages to create and maintain them. When the attenuation increases, the normalized routing load required by the AODV protocol increases significantly and exceeds the load observed with AODVϕ protocol. This is due to the extended amount of route repairs triggered by the fragile long hops selected by the AODV protocol and the increasing lengths of the routes. Note that a positive feature of the AODVϕ protocol Node mobility has also a clear impact of the performance of the two routing protocols (note that, according to the simulation parameters shown in Table 1 , the pause time is one tenth of the simulation time). Indeed, when the attenuation is high (i.e., when the transmission distance is low) the probability that a nodes leaves the coverage zone of an emitter is important, which explains the poor performance of AODV in presence of strong attenuation. On the other hand, in the initial phase of the AODVϕ protocol, the closest neighbours is picked up as the next hop. Therefore, it remains longer in the connectivity zone. The rate at which route reconstructions is triggered remains low.
Conclusions
In this paper, we have investigated the possible cross-layer interactions between the physical layer, medium access control, and the routing strategy. First, we have shown that for a noiseless wireless ad-hoc network, it is reasonable to adapt the routing strategy with respect to the propagation conditions. More precisely, a shortest-hops strategy is preferred when the attenuation raises above a certain level. This strategy has shown to be less sensitive to the intensity of the fading. On the opposite, classical approaches (i.e., the AODV protocol) give better results when the attenuation is limited. Recent work has shown that a reasonable estimation for the value of the attenuation factor can be easily measured by the nodes [29] . Therefore, the routing strategy should be selected according to the detected value of the attenuation factor.
