Stochastic noise on gradients is now a common feature in machine learning. It complicates the design of optimization algorithms, and its effect can be unintuitive: We show that in some settings, particularly those of low signal-to-noise ratio, it can be helpful to discard all but the signs of stochastic gradient elements. In fact, we argue that three popular existing methods already approximate this very paradigm. We devise novel stochastic optimization algorithms that explicitly follow stochastic sign estimates while appropriately accounting for their uncertainty. These methods favorably compare to the state of the art on a number of benchmark problems.
Introduction
Many prominent machine learning models pose empirical risk minimization problems of the form
where θ ∈ R d is a vector of parameters, D := {x 1 , . . . , x M } the training set, and ℓ(θ; x) is a loss quantifying how well parameter vector θ fits example x (possibly including regularization terms).
Computing the exact gradient in each step of an iterative optimization algorithm becomes expensive for large M . Instead, one randomly draws a mini-batch B ⊂ {1, . . . , M } of size |B| ≪ M from the full set, and computes a stochastic gradient g(θ) as an approximation to the "true gradient" ∇L(θ),
We briefly note some relevant stochastic properties of g(θ). If B is drawn uniformly with replacement, then the individual, independently drawn, ∇ℓ i (θ) = ∇ℓ(θ; x i ) have expectation E[∇ℓ i (θ)] = ∇L(θ) ∈ R d and a d × d covariance matrix Σ(θ) := cov [∇ℓ i (θ)] = M −1 M i=1 (∇ℓ i (θ) − ∇L(θ))(∇ℓ i (θ) − ∇L(θ)) T . The stochastic gradient g(θ) is also an unbiased estimator of ∇L(θ) and its covariance R(θ) := cov[g(θ)] = Σ(θ)/|B| scales linearly with the batch size. This also holds approximately for sampling without replacement if |B| ≪ M . Since g(θ) is the average of independent ∇ℓ i (θ), by the Central Limit Theorem, g(θ) is approximately normally distributed: g(θ) ∼ N (∇L(θ), R(θ)) .
(
We will denote as r(θ) = var[g(θ)] = diag(R(θ)) ∈ R d the vector of variances of g's elements.
Overview
The basic stochastic optimization algorithm is stochastic gradient descent (SGD) [18] , which updates θ t+1 = θ t − α t g(θ t ), using a step size (learning rate) α t ∈ R + . Popular variants of SGD include momentum methods [13] , ADAGRAD [6] , RMSPROP [19] , ADADELTA [20] , and ADAM [8] .
In this work, we investigate stochastic optimization algorithms which ignore gradient magnitude and base their update only on information about the element-wise sign 1 of the gradient. We define a stochastic sign estimate (SSE) to be a vector of binary random variables s(θ) ∈ {−1, 1} d , such that s(θ) i equals the sign of ∇L(θ) i with "success probability" ρ i := P[s(θ) i = sign(∇L(θ) i )]. Given a stochastic gradient g(θ), one easily obtains an SSE by taking its sign: s(θ) = sign(g(θ)). The success probability of this SSE can be computed in closed form due to the Gaussian assumption (3) and reads (Lemma 1 in supplements)
While this-reducing a floating point number to a single bit-may seem wasteful at first sight, it will turn out to have benefits in certain circumstances, and a relation to the stochastic optimizers listed above. Since there are other ways of obtaining an SSE (cf. §4), we will keep the theoretical analysis general, simply requiring an SSE with given ρ i , and only specialize to s(θ) = sign(g(θ)) where needed.
Our contributions are as follows:
• Under simplifying assumptions, we investigate under which circumstances it is favorable to follow stochastic sign estimates instead of stochastic gradients. • We show that three existing stochastic optimization methods can be seen as approximately using sign updates, combined with an element-wise "damping" that accounts for the stochasticity of the sign estimates. • Using an empirical estimate for r(θ), we disentangle these two intertwined aspects and devise a novel family of stochastic optimizers that explicitly follow stochastic sign estimates while appropriately accounting for their uncertainty.
Related work The idea of using the sign of the gradient as the principal source of the update direction has been around for a while. The RPROP algorithm [17] ignores the magnitude of the gradient and dynamically adapts the per-element magnitude of the update based on observed sign changes. This method used to be popular for full-batch training of neural networks, but has declined in popularity since mini-batch training became the norm; its adaptive scheme is not robust to noise. RMSPROP (unpublished, but explained in [19] ) was introduced as a "mini-batch version" of RPROP. We discuss in which sense RMSPROP and other methods approximately implement sign updates in Section 3. Finally, Ramdas and Singh [16] proposed a coordinate descent algorithm that uses stochastic sign information in combination with an active learning line search.
Notation For readability, we will occasionally omit θ and write L = L(θ), ∇L = ∇L(θ), g = g(θ), etc. For sequences {θ t } t we write ∇L t , g t , etc. To distinguish, we use indices i, j for elements of vectors, e.g. ∇L i = ∇L(θ) i , and double-indices where needed (∇L t,i = ∇L(θ t ) i ). Crucially, all multiplications, divisions, squares and square-roots on vectors are to be understood element-wise.
Why Follow the Signs?
Are there circumstances in which an update step along stochastic sign estimates might be superior to stochastic gradient descent? To gain intuition for this question, consider the following analysis. Let z be some (stochastic) update direction, and assume L is twice continuously differentiable and convex, with (positive definite) Hessian H(θ). Up to second order, the expected loss after the update is
For the sake of this analysis, assume that the step size α has the locally optimal value, found by minimizing (5) wrt. to α, and given by α * = ∇L T E[z]/E[z T Hz]. In expectation, the "improvement" in function value from the update θ ← θ − α * z is then
We will compare two different choices for z, using I(z) as a comparison metric. First, a stochastic gradient g ∼ N (∇L, R) and, secondly, a stochastic sign estimate with success probabilities ρ i .
The corresponding improvement reads
For the stochastic sign estimate it is E[s i ] = (2ρ i − 1) sign(∇L i ) and, thus,
To tackle the denominator, we use an orthonormal basis of eigenvectors v k of H with positive real eigenvalues λ k -which exists since H is positive definite-and write it as
. Thus, the improvement of this binary update is, and can be bounded below by,
The expressions (7) and (8) for the improvements of the two competitors are not immediately intuitive, so we examine and compare them in a way that separates geometric and stochastic effects.
Geometric Effects
We consider the noise-free case, R = 0 and ρ i = 1 for all i, and compare
Consider the improvement of g first. Suppose that the function is locally well approximated by the second-order Taylor expansion. Then ∇L ≈ H(θ −θ) + b for someθ and b (e.g., Eq. (6.12) in [15] ). If we write θ −θ = k µ k v k in the eigenbasis of H,
The denominator of I(g) has a cubic dependence on the eigenvalues of H, which becomes a serious disadvantage if these eigenvalues are large. This dependence of SGD on the conditioning is well-known in the optimization literature [15, Thms. 3.3 & 3.4] . For neural networks, Chaudhari et al. [4] recently examined the eigenspectrum of the Hessian of the loss function at its minimum, and found it to have a very long positive tail, suggesting that this might indeed be a practically relevant problem.
The improvement for s does not have such a strong dependence on the eigenvalues, since it does not have terms where H and ∇L interact. Specifically, the eigenvalues contribute linearly to the numerator (in ∇L 1 ) and the denominator of I(s) in (9) . However, the denominator depends on the 1-norms v k 2 1 of the eigenvectors. These relate to the orientation of the eigenbasis of H. If it is axis-aligned, then v k 1 = v k 2 = 1. It is intuitive that this is the best case for the sign update, which is intrinsically axis-aligned. The 1-norm is bounded from above by v k 1 ≤ √ d v k 2 = √ d. A simple derivation, left out for space, reveals that a randomly rotated vector v with v 2 = 1 will in expectation have v 1 = 2d/π ≈ 0.8 √ d, suggesting that the sign update will have difficulties with arbitrarily oriented eigenbases.
In summary, SGD is sensitive to the eigenspectrum (which the SSE direction is to a lesser extent) whereas SSE is sensitive to the orientation of the eigenvectors (which SGD is not). There is empirical evidence that the eigenspectrum can be pathological in practical problems [4] .
Stochastic Effects
Under some simplifying assumptions, the stochastic and geometric aspects of Eqs. (7) and (8) separate multiplicatively, providing insight into the noise-sensitivity of the two updates. Specifically, we will assume that r ii = η 2 ∇L 2 i , i.e., the same relative variance η 2 = r ii /∇L 2 i for each gradient element. This assumption guarantees E[g T Hg] ≥ (1 + η 2 ) c ∇L T H∇L with a constant c that depends only on geometry and not on noise (details in §A.1 in the supplements) and yields
For the sign update, we specialize to the case s = sign(g), which has 2ρ i − 1 = erf(1/( √ 2η) for all i due to Eq. (4). Thus, Eq. (8) simplifies to
Ignoring the "geometry parts" of these two expressions (which include some bounds for both methods) we compare the two factors related to the noise,
Figure 2 depicts these two terms (among others) as a function of η. It is evident that (1 + η 2 ) −1 drops much faster as η grows-the expected improvement from a single SGD step is more sensitive to noise than that of binary update steps.
In this analysis we bounded the total stochastic effect on SGD in terms of the diagonal elements of R. However, stochasticity (R) and geometry (H) interact in the term E[g T Hg]. Vaguely speaking, stochasticity is particularly disadvantageous if it is unfavorably distributed over the eigendirections of H. We formalize this notion in Lemma 2 in the supplements. For a sign update, these effects can be bounded as seen in (8).
Empirical Analysis on Artificial Quadratic Problems
We put these theoretical findings to a first practical test on artificially generated quadratic stochastic optimization problems, where all relevant quantities are known analytically, and controllable. To control eigenspectrum and -basis, we specify a diagonal matrix Λ of eigenvalues and generate a Hessian H by (a) drawing a rotation matrix R at random [5] , and choosing H = RΛR T , or (b) simply setting H = Λ. We then simulate a quadratic stochastic optimization problem with this Hessian by considering ℓ(θ,
if we ignore terms that do not depend on θ. To compute a stochastic gradient we simply draw x from this distribution and compute g = ∇ℓ(θ, x) = H(θ − x). We compare SGD to the SSE s = sign(H(θ − x)) and each method uses its optimal step size from above. We produce 100dimensional problems with two different choices for the eigenspectrum. First, we generate a wellconditioned problem by drawing the eigenvalues uniformly from [0.1, 1.1]. Secondly, we imitate a structured eigenspectrum similar to the one reported for neural networks in [4] by uniformly drawing 90% of the eigenvalues from [0, 1] and 10% from [0, 60] leading to an ill-conditioned problem. With the two choices for the eigenbasis, this amounts to four different Hessians, which we consider at noise levels σ ∈ {0, 0.1, 4.0}. Figure 1 shows the results, which confirm our theoretical findings. On the well-conditioned, noisefree problem, gradient descent vastly outperforms sign updates. Surprisingly, adding even a little noise, reduced the difference in performance drastically. In the high noise regime, SSE catches up to SGD. The orientation of the eigenbasis had little effect on the performance of SSE in the wellconditioned case. On the ill-conditioned problem, the methods work roughly equally well when the eigenbasis is randomly rotated. As predicted, SSE benefits drastically from an axis-aligned eigenbasis, where it clearly outperforms SGD. The relative difference in performance grows when noise is added.
3 Existing Methods are Following the Signs RMSPROP [19] , ADADELTA [20] and ADAM [8] are three popular methods for stochastic optimization. They all keep a running average of squared gradients, Steps axis-aligned Figure 1 : Performance of stochastic gradients (SGD) and stochastic sign estimates (SSE) on quadratic toy problems as described in §2.3. Rows correspond to different QPs: an eigenvalue histogram is given, each is used with a randomly rotated and an axis-aligned eigenbasis. Columns show different noise levels. Each subplot depicts the evolution of the (log) objective function value.
and their update directions include (element-wise) divisions by
These methods are often motivated by the notion that v t approximates the non-central second moment E[g 2 t ] of the stochastic gradient. The underlying assumption is that the change in ∇L is small over the effective horizon of the moving averages, which justifies aggregating gradient information from different locations in parameter space. If we adopt this view and recall Eq.
As both g t and m t can be seen as approximations to ∇L t , all three methods approximate the fraction
That is, the sign of the gradient, with per-element damping factors based on the "noise-to-signal ratios" r t /∇L 2 t . This ratio is an uncertainty estimate about the sign of the stochastic gradient (cf. Eq. 4). The damping factors (1 + r t /∇L 2 t ) −1/2 have an intuitive interpretation: For exact observations, r t,i = 0, the factor will be 1. If r t,i /∇L 2 t,i grows for an element i, the step in this coordinate direction will be shortened, and can even approach 0 if r t,i ≫ ∇L 2 t,i , i.e. if a stochastic gradient gives almost no information about the sign of the true gradient. This notion will be expanded in the next section.
Method
Section 2 established that a stochastic sign update can outperform a stochastic gradient update under certain conditions. Section 3 demonstrated that popular existing methods approximate sign updates, damped by an uncertainty estimate. The practical success of these existing algorithms suggests the conditions outlined in Section 2 may indeed be a realistic characterization of tasks like deep learning. To now devise explicit stochastic sign optimizers, we first establish the necessary components in §4.1- §4.3 and put the pieces together in §4.4.
Practical Sign Estimators
The obvious way to estimate sign(∇L t ) is to literally take the sign of a stochastic gradient, s t = sign(g t ), whose success probabilities we have already established in Eq. (4).
Just as for stochastic gradients themselves, a moving average may make stochastic sign estimates more robust: s t = sign(m t ) with m t = µm t−1 + (1 − µ)g t . The resulting success probability is essentially unknown: A moving average of gradients reduces the variance of the gradient estimate, but also introduces bias, since it aggregates over several steps during which the true gradient changes. We note in passing that unbiasedness is somewhat pointless to require for binary estimates: The distribution of an SSE is fully characterized by the success probabilities ρ i , and E[s i ] = sign(∇L i ) only holds in the noise-free case, where ρ i = 1.
In the experiments, we assumed the success probabilities of s t = sign(m t ) to be characterized by the noise-to-signal ratios η t = √ r t /|m t |. In this context, another perhaps helpful note is that the sign of a running average of gradients coincides with the sign of a momentum term p t = µp t−1 + g t . See §A.2 in the supplements.
Can one do better than simply taking the sign of stochastic gradients or a moving average thereof?
We have experimented with more involved inference routines, in particular also hidden Markov models. Unfortunately, none of these were successful in terms of optimization performance. For completeness, and to aid future research in this direction, we include some results in §D of the supplements.
Estimating Stochastic Gradient Variance
For element-wise damping, first mentioned in Section 3 and to be expanded on below, we require an estimate for the signal-to-noise ratio of the gradient elements (and thus the success probabilities ρ of the SSE). We argued that existing methods implicitly construct such an estimate using a moving average of squared gradients. Several recent papers [11, 2, 12] have pointed out that an explicit, local estimate of the gradient variance r(θ) can be obtained from a single mini-batch evaluation viâ
A practical implementation of this estimator for neural networks is outlined in [2] . The computational overhead of computing this variance estimate is approximately 25% per mini-batch evaluation in a straight-forward implementation but can in principle be reduced. Using this variance estimate, the noise-to-signal ratios for the two sign estimates in the preceding section can be approximated as η t ≈ √r t /|g t | and η t ≈ √r t /|m t |, respectively.
Element-Wise Damping
The insights in §3 suggest that sign updates can benefit from element-wise damping to account for the uncertainty in the SSE. One particular such damping factor can be motivated by extending the analysis of Section 2. If we use an SSE as the update direction but allow for element-wise "learning rates" β ∈ R d , the expected improvement from such a step, assuming a diagonal Hessian,
Of course, both h i and |∇L i | are inaccessible (in fact, using both quantities would turn the update into a Newton step), but this suggests damping with a factor (2ρ i − 1).
Given an explicit SSE, and an estimate of the gradient variance, we can equip a stochastic sign optimizer with this, or any other element-wise damping factor. We have experimented with four different damping strategies (see also Figure 2 ). This includes (2ρ i − 1) = erf(1/( √ 2η i )) motivated above as well as (1 + η 2 i ) −1/2 , which the methods described in §3 implicitly use, but also a deliberately more aggressive damping by taking the square of these two. Although here written as functions of η i for simplicity, these damping factors should be thought of as a function of ρ i in order to be compatible with any stochastic sign estimate, as we will explain in the next section.
A Family of Stochastic Sign Optimizers
We define a family of stochastic optimization methods that we call SODAS, for Stochastic Optimization using DAmped Signs. Its members explicitly (in contrast to the methods of §3) use sign updates, Figure 2 : Different damping factors as a function of η i = √ r ii /|∇L i |. Here, erf(1/( √ 2η i )) corresponds to 2ρ i − 1, with ρ i the success probability of the SSE that is the sign of a stochastic gradient with noise-to-signal ratio η i , (Eq. 4). and account for the uncertainty in the stochastic sign estimates. Members of the family are specified by (a) the stochastic sign estimate and (b) a damping strategy that defines element-wise damping factors as a function of ρ i to adapt for the SSE's uncertainty. Given these, the meta-algorithm reads:
Algorithm 1 SODAS meta-algorithm Require: initial value θ 0 , step size α, number of steps T 1: for t = 1, . . . , T do 2:
Get sign estimate with (approximate) success probabilities s t , ρ t = sse(θ t )
3:
Compute damping factors γ t = damping_strategy(ρ t )
4:
Update θ t+1 = θ t − α γ t · s t 5: end for
The preceding sections 4.1 and 4.3 outlined some options for both components. Importantly, this spectrum of choices is only accessible when sign update and damping are separated through an explicit estimate of the gradient variance ( §4.2). The updates of the methods discussed in Section 3 implicitly mix up these two aspects, precluding some of the choices above.
We experimented with various methods from this family and have found many of them to work well in practice. Various results can be found in §C of the supplements. Here, we include a thorough empirical evaluation of one particular such method. It uses the sign of a moving average of gradients and damps with factors (1 + η 2 t,i ) −1 (without a square-root). Algorithm 2 provides pseudo-code.
Algorithm 2 A prototype member of the SODAS family
Require: initial value θ 0 , step size α, averaging constant µ ∈ (0, 1], number of steps T 1: Initialize m 0 = 0,r 0 = 0 2: for t = 1, . . . , T do 3:
Evaluate stochastic gradient and variance estimate (Eq. 17) g t ,r t
4:
Feed gradient into moving average m t = µm t−1 + (1 − µ)g t
5:
Take sign s t = sign(m t )
6:
Feed variance into moving averager t = µr t−1 + (1 − µ)r t
7:
Compute damping factors γ t = (1 +r t /m 2 t ) −1
8:
Update θ t+1 = θ t − α γ t · s t 9: end for Note that it is not necessary to include a constant ε in the fractionr t /m 2 t . If m t,i = 0 the update in this direction will be zero due to s t,i = sign(m t,i ) = 0. The algorithm thus has two hyperparameters: the step size α and the averaging constant µ.
Experiments
We compare the method in Alg. 2 to SGD, ADAM, RMSPROP, and ADADELTA (all in standard Ten-sorFlow [1] implementation) on four different problems: logistic regression on MNIST [10] , and training convolutional neural networks (CNN) on the SVHN [14] as well as CIFAR-10 and CIFAR-100 [9] datasets. The CNN architectures we used have two to three convolution layers and two to three fully-connected layers, ReLU activation function, and are trained with cross-entropy loss and L 2 regularization. All experiments used a mini-batch size of 128. We evaluated test accuracy (on the full test set) and training accuracy (on 10k training examples) at a constant interval and report these two curves. Learning rates were tuned for each optimizer separately, by first finding the maximal stable learning rate by trial and error, then searching downwards over two orders of magnitude. We report results for the best learning rates in terms of maximal test accuracy reached. A detailed description of the CNN architectures and the experimental set-up has been moved to the supplements ( §B).
The results depicted in Figure 3 show that, across this spectrum of empirical tasks, the SODAS method described in Algorithm 2 performs at least competitive to all the state-of-the-art (and widely used) stochastic optimization methods. In particular, it often is among the best, or even the best performing method in terms of test accuracy. When interpreting these results it is important to recall that the SODAS optimizer has only two hyper-parameters (Alg. 2), while some competitors have more (e.g. four for ADAM). While these additional free parameters often have relatively robust default settings, it is still of practical value that our method frees the user from such decisions.
An especially interesting result emerges for the comparably challenging CIFAR-100 data set: The SODAS method increases the training loss towards the end, but simultaneously improves test accuracy. Several recent papers [3, 4, 7] have noted that a bias away from the training-set minimum, toward "wide valley" or "high entropy" regions is a desirable property and favors good generalization performance. For slightly different parameter settings, both RMSPROP and ADAM could be observed to behave qualitatively similarly in our experiments, albeit resulting in lower test accuracy (which is not surprising in light of the connections made in §3). In this experiment, SGD is the best algorithm in terms of train loss, but also the worst in test accuracy. Although our analysis above has little bearing on this aspect, these results add to a growing body of literature suggesting that training deep networks is not purely an optimization task in the classic sense of finding the lowest possible train loss.
Conclusion
We motivated why stochastic sign updates can be competitive with stochastic gradient descent in certain settings and pointed out that existing methods approximate such updates. Our experiments demonstrate that explicit stochastic sign updates work equally well or better than these methods for the training of neural networks. These insights open up a promising new direction for the design of stochastic optimization algorithms. A particularly interesting question for future research is that of better ways of inferring the sign of the gradient from a se-quence of noisy observations. A TensorFlow implementation of our method(s) is available at github.com/ProbabilisticNumerics/sodas.
Supplementary Material
A Mathematical Details Omitted from the Main Paper
A.1 A Bound on E[g T Hg]
We want to show that, for g ∼ N (∇L, R) with r ii = η 2 ∇L 2 i , there is a constant c > 0, independent of R, for which
Recall from the main text that
First, note that the statement holds with equality and c = 1 if H is a diagonal matrix, since i,j h ij r ij = η 2 i h ii ∇L 2 i = η 2 ∇L T H∇L in that case. In general, we have
Note that this is a crude bound, which is only tight in the peculiar case where g is an eigenvector of H with eigenvalue λ min and ∇L is an eigenvector of H with eigenvalue λ max . However, for our analysis merely requires a multiplicative separation of the noise-dependent terms.
A.2 Miscellaneous
Proof. Let Φ be the CDF of the normal distribution. If µ < 0, then
If µ > 0, then
where the last step used the anti-symmetry of the error function. Proof. E[ε] = 0 obvious. We can write ε T Hε = i,j λ i ξ i ξ j due to the decomposition of ε in the eigenbasis of H. Since the ξ i are independent, we have E[ξ i ξ j ] = τ 2 i δ ij . Taking the expectation yields
The Sign of a Momentum Term Iterating the recursive update equations
with the same µ ∈ (0, 1], backwards yields
If we initialize m 0 = p 0 , then both expressions have the same sign, since 1 − µ ≥ 0.
B Description of Experiments B.1 Architectures
MNIST On MNIST we train a standard (un-regularized) logistic regressor with 784 weights (the number of pixels in one gray-scale digit image) and a single bias.
SVHN We train a convolutional neural network (CNN) with two convolutional layers, both using 64 filters of size 5×5 followed by max-pooling over 3×3 areas with stride 2. Two fully-connected layers with 256 and 128 units follow. We use ReLU activation function for all layers. The output layer has 10 units for the 10 classes of SVHN with softmax activation. We use the cross-entropy loss function and apply L 2 -regularization on all parameters. During training we perform some standard data augmentation operations (random cropping of sub-images, left-right mirroring, color distortion) on the input images.
CIFAR-10
We crop the CIFAR-10 images to 24×24 pixels and train a CNN that has two convolutional layers, each with 64 filters of size 5×5 and subsequent max-pooling over 3×3 windows with stride 2. We use two fully-connected layers with 384 and 192 units, respectively. We use ReLU activation function for all layers. The output layer has 10 units for the 10 classes of CIFAR-10 with softmax activation. We use the cross-entropy loss function and apply L 2 -regularization on all parameters. During training we perform some standard data augmentation operations (random cropping of sub-images, left-right mirroring, color distortion) on the input images.
CIFAR-100
We expand the architecture used for CIFAR-100 by using the full 32×32 images, adding a third conv layer (64 filters of size 5 × 5), and using three fully-connected layers with 512 and 256 units. The output layer now has 100 units for the 100 classes of the dataset.
B.2 Hyper-Parameters and Learning Rates
Learning rates for each optimizer have been tuned by first finding the maximal stable learning rate by trial and error and then searching downwards over two orders of magnitude with learning rates 6 · 10 m , 3 · 10 m , and 1 · 10 m for order of magnitude m. We evaluated test accuracy (on the full test set) and training accuracy (on 10k training examples) at a constant interval and selected the best-performing learning rate for each method in terms of maximally reached test accuracy.
For other hyper-parameters we used standard choices for all optimizers. The hyper-parameters µ, ν and ε in our notation introduced in the main paper we used are:
• RMSPROP: µ = 0.9, ε = 10 −8 ,
• ADADELTA: µ = ν = 0.9, ε = 10 −8 • ADAM: µ = 0.9, ν = 0.999, ε = 10 −8 .
For our method(s), we have found µ = 0.9 to be a good standard choice and used it for all experiments reported in the main paper and here. 
C Additional Experimental Results
On the SVHN and CIFAR-10 problems, we experimented with other members of the SODAS family. All of them used as sign estimates the sign of a running average of gradients, but differ in their damping strategy, see options (a)-(b) in the pseudo-code in Algorithm 1.
Algorithm 1 Three members of the SODAS family
Evaluate stochastic gradient and variance estimate g t ,r t
4:
5:
6:
7:
Compute damping factors 8:
11:
Update θ t+1 = θ t − α γ t · s t 12: end for Note that it is not necessary to include a constant ε in the fractions|m t |/ √ 2r t or r t /m 2 t . For damping options (a) and (b), ifr t,i = 0, we will have γ t,i = 1 as desired, since erf(∞) evaluates to 1. For damping option (c), if m t,i = 0 the update in this direction will be zero due to s t,i = sign(m t,i ) = 0. The algorithm thus has two hyper-parameters: the step size α and the averaging constant µ. Figure 4 shows results compared to SGD and ADAM. The experimental set-up is as described in Section B.
D Hidden Markov Model for the Sign of the Gradient
For completeness and to aid future research in this direction, we present one of our alternative approaches for inferring the sign of the gradient from a sequence of noisy gradient observations. This was not (yet) successful in terms of optimizer performance.
In a probabilistic numerics approach, we adopt a probabilistic model for the deterministic but unknown process that determines s t := sign(∇L t ) ∈ {−1, 1} d , the sign of the true gradient at θ t . For simplicity, we derive the equations for a one-dimensional problem (θ t , ∇L t ∈ R s t ∈ {−1, 1}; the results trivially generalize to higher dimensions if we assume that the processes for individual gradient elements are independent. We model s t as a first-order binary Markov chain with time-invariant symmetric transition probability p(s t | s t−1 ) = p stay if s t = s t−1 , 1 − p stay if s t = −s t−1 .
We treat p stay as a user parameter, similar in significance to the smoothing constant µ used to maintain moving averages of gradients in other optimizers. We make "noisy" observationss t = sign(g t ), characterized by
where c t denotes the confidence of the observation, which we can approximate as explained in the main paper (it is the success probability of the SSE sign(g t )). Equations (27) and (28) constitute a Hidden Markov Model (HMM), and we are interested in the filtering distributions p(s t |s 0:t ) of the sign of the gradient given all past observations, where we use the notations 0:t = (s 0 , . . . ,s t ).
As an intermediate step, we also need the predictive distribution p(s t |s 0:t−1 ). With a binary state, the distributions are fully characterized by the probabilities π t := p(s t = 1 |s 0:t ) and π − t := p(s t = 1 |s 0:t−1 ), respectively. These probabilities can be computed iteratively via the update equations (proof below) π − t = p stay π t−1 + (1 − p stay )(1 − π t−1 ),
.
The probability π t induces a stochastic sign estimateŝ t with success probability ρ t according tô
Proof of HMM Update Equations (29) -(31). For the prediction step, we condition on s t−1 , apply the Markov property p(s t = 1 | s t−1 ,s 0:t−1 ) = p(s t = 1 | s t−1 ) and integrate (which is a sum over the two states in this binary case):
π − t = p(s t = 1 |s 0:t−1 ) = p(s t = 1 | s t−1 )p(s t−1 |s 0:t−1 )ds t−1 = p(s t = 1 | s t−1 = 1)p(s t−1 = 1 |s 0:t−1 ) + p(s t = 1 | s t−1 = −1)p(s t−1 = −1 |s 0:t−1 ) = p stay π t−1 + (1 − p stay )(1 − π t−1 ).
For the update step apply Bayes' rule and get π t = p(s t = 1 |s 0:t ) = p(s t | s t = 1)p(s t = 1 |s 0:t−1 ) Z t = ctπ − t Zt ifs t = 1,
where Z t is the normalizing constant Z t = p(s t | s t )p(s t |s 0:t−1 )ds t = p(s t | s t = 1)p(s t = 1 |s 0:t−1 ) + p(s t | s t = −1)p(s t = −1 |s 0:t−1 )
If we definec t = c t ifs t = 1 1 − c t ifs t = −1 (36) the overall update simply reads
