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Abstract
We consider the Cauchy problem for the damped wave equation
utt −u+ ut = |u|ρ−1u, (t, x) ∈ R+ × RN
and the heat equation
φt −φ = |φ|ρ−1φ, (t, x) ∈ R+ × RN .
If the data is small and slowly decays likely c1(1 + |x|)−kN , 0 < k  1, then the critical exponent is ρc(k) = 1 + 2kN for the
semilinear heat equation. In this paper it is shown that in the supercritical case there exists a unique time global solution to the
Cauchy problem for the semilinear heat equation in any dimensional space RN , whose asymptotic profile is given by
Φ0(t, x) =
∫
RN
e−
|x−y|2
4t
(4πt)N/2
c1
(1 + |y|2)kN/2 dy
provided that the data φ0 satisfies lim|x|→∞〈x〉kNφ0(x) = c1 ( = 0). Even in the semilinear damped wave equation in the super-
critical case a time global solution u with the data (u,ut )(0, x) = (u0, u1)(x) is shown in low dimensional spaces RN , N = 1,2,3,
to have the same asymptotic profile Φ0(t, x) provided that lim|x|→∞〈x〉kN (u0 + u1)(x) = c1 ( = 0). Those proofs are given by
elementary estimates on the explicit formulas of solutions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we have concerned with asymptotic behavior of solutions to the Cauchy problem for the semilinear
damped wave equation
* Corresponding author.
E-mail addresses: narazaki@ss.u-tokai.ac.jp (T. Narazaki), kenji@waseda.jp (K. Nishihara).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.05.068
804 T. Narazaki, K. Nishihara / J. Math. Anal. Appl. 338 (2008) 803–819{
utt −u+ ut = |u|ρ−1u, (t, x) ∈ (0,∞)× RN,
(u,ut )(0, x) = (u0, u1)(x), x ∈ RN,
(1.1)
with ρ > 1. It has been recognized that the solution to (1.1) behaves as that to the corresponding semilinear heat
equation{
φt −φ = |φ|ρ−1φ, (t, x) ∈ (0,∞)× RN,
φ(0, x) = φ0(x), x ∈ RN.
(1.2)
For small data φ0 in L1(RN), global existence, asymptotic profile of solutions and blow-up within a finite time,
estimates on the blow-up time for (1.2) are well-known in Fujita [4], Hayakawa [5] and the survey papers Levine [15],
Deng and Levine [3] and references therein. Those for (1.1) are also known in [6–8,12,13,18,20,21,24,25], etc. and
references therein. Roughly speaking, if ρ is bigger than the Fujita exponent ρF := 1 + 2/N , then a time-global
solution exists and behaves as θ0G(t, x) (θ0 constant) with the Gauss kernel
G(t, x) = (4πt)−N/2e− |x|
2
4t , |x|2 = x21 + · · · + x2N.
While, if ρ  ρF , then the solution blows up within a finite time.
In this paper, we consider the initial data not necessarily in L1(RN), that is,
u0(x), u1(x),φ0(x) = O
(〈x〉−kN ) as |x| → ∞ (1.3)
with
0 < k  1, (1.4)
where 〈x〉 = (1 + |x|2)1/2. If k = 0 formally, then the data is a constant and the equation becomes the ordinary
differential equation. Hence the solution blows up, and we can expect that the critical exponent depends on k. In fact,
for (1.2) with (1.3), (1.4) Lee and Ni [14] showed that the critical exponent ρc(k) is
ρc(k) = 1 + 2
kN
(1.5)
and that, if ρ < ρc(k) or ρ = ρc(1), and φ0(x)  0, then the solution φ(t, x) blows up within a finite time and the
life-span is also estimated, while, if ρ  ρc(k) except for ρ = ρc(1) and φ0(x) is suitably small, then the solution
globally exists. The asymptotic profile is not given. We note that if k > 1, then the data is in L1(RN) and the new
exponent ρc(k) is continuated to the Fujita exponent at k = 1. The proof in [14] is by the comparison principle, which
may not be available for the damped wave equation. See also Cazenave and Weissler [1].
Thus, our first aim is to obtain the asymptotic profile of the solution φ(t, x) in the supercritical case
ρ > ρc(k), (1.6)
whose proof is not by the comparison principle. The solution φ to (1.2) is defined by that of the integral equation
φ(t, x) =
∫
RN
G(t, x − y)φ0(y) dy +
t∫
0
∫
RN
G(t − τ, x − y)|φ|ρ−1φ(τ, y) dy dτ
=: (PN(t)φ0)(x)+
t∫
0
(
PN(t − τ)|φ|ρ−1φ(τ, ·)
)
(x) dτ (1.7)
and the solution space Y k∞ is defined by
Y k∞ =
{
φ ∈ C([0,∞);B0,kN ); ‖φ‖Y k∞ := sup[0,∞)
{
ak(t)
∥∥φ(t, ·)∥∥B0 + bk(t)∥∥φ(t, ·)∥∥B0,kN }< ∞}, (1.8)
where
Bm = {f ∈ Cm; ∂αx f ∈ L∞ (0 |α|m)},
Bm,l = {f ∈ Bm; 〈x〉l∣∣∂αx f ∣∣ ∈ L∞ (0 |α|m)}
T. Narazaki, K. Nishihara / J. Math. Anal. Appl. 338 (2008) 803–819 805and
ak(t) =
{
(1 + t)kN/2 (0 < k < 1),
(1 + t)N/2/ log(2 + t) (k = 1), bk(t) =
{
1 (0 < k < 1),
1/ log(2 + t) (k = 1). (1.9)
Then our first theorem is the following.
Theorem 1.1.
(i) (Global Existence) Suppose that the data φ0 ∈ B0,kN (0 < k  1) is sufficiently small. Then there exists a unique
solution φ to (1.2) in Y k∞.
(ii) The function
Φ0(t, x) =
∫
RN
G(t, x − y) c1〈y〉kN dy, c1 = 0 (1.10)
satisfies for some positive constant C1 independent of t
C−11  ak(t)
∥∥Φ0(t, ·)∥∥B0  C1. (1.11)
(iii) (Asymptotic Profile) If the data φ0 in (i) satisfies
lim|x|→∞〈x〉
kNφ0(x) = c1 (= 0), (1.12)
then the solution obtained in (i) satisfies
lim
t→∞ak(t)
∥∥φ(t, ·)−Φ0(t, ·)∥∥B0 = 0. (1.13)
From Theorem 1.1 Φ0(t, x) is an asymptotic profile of the time global solution φ(t, x). We note that the profile
is depending only on the data, not on the semilinear term. It is interesting to compare with the profile θ0G(t, x) for
L1-data, where
θ0 =
∫
RN
φ0(x) dx +
∞∫
0
∫
RN
|φ|ρ−1φ(t, x) dx dt. (1.14)
The proof is given by elementary estimates on the explicit formula (1.7), not by the comparison principle. Hence,
similar way will be available for the damped wave equation. By SN(t)g, denote a solution to the Cauchy problem
(1.1) with data (u0, u1)(x) = (0, g)(x). Then the solution u to (1.1) satisfies the integral equation
u(t, ·) = SN(t)(u0 + u1)+ ∂t
(
SN(t)u0
)+ t∫
0
SN(t − τ)|u|ρ−1u(τ, ·) dτ. (1.15)
SN(t)g is decomposed to the sum of wave part and parabolic part of the form
SN(t)g = e−t/2WN(t)g + J0N(t)g, (1.16)
where
W1(t)g = 12
∫
|z|t
g(x + z) dz (D’Alembert formula),
W2(t)g = 12π
∫
|z|t
g(x + z)√
t2 − |z|2 dz (Poisson formula),
W3(t)g = t4π
∫
2
g(x + tω) dω (Kirchhoff formula) (1.17)
S
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J01(t)g = e
−t/2
2
∫
|z|t
(
I0
(√
t2 − |z|2
2
)
− 1
)
g(x + z) dz,
J02(t)g = e
−t/2
2π
∫
|z|t
cosh
√
t2−|z|2
2 − 1√
t2 − |z|2 g(x + z) dz,
J03(t)g = e
−t/2
4π
∫
|z|t
I1(
√
t2−|z|2
2 )
2
√
t2 − |z|2 g(x + z) dz. (1.18)
Here, Iν is the modified Bessel function of order ν given by
Iν(y) =
∞∑
m=0
1
m!(m+ ν + 1)
(
y
2
)2m+ν
(1.19)
with the Gamma function , and S2 = {ω = (ω1,ω2,ω3); |ω| =
√
ω21 +ω22 +ω23 = 1} with its surface element dω.
The formula of SN(t)g is referred in Courant and Hilbert [2]. The decompositions are proposed in Marcati and
Nishihara [16] (N = 1), Ikehata, Nishihara and Zhao [10] (N = 2) and Nishihara [20] (N = 3). In the case N = 2
see Hosono and Ogawa [9]. In general dimensional space see Narazaki [18]. Lp–Lq estimate (1  q  p ∞) on
J0N(t)g with N = 1,2,3 were given by∥∥J0N(t)g∥∥Lp  C(1 + t)−N2 ( 1q − 1p )‖g‖Lq (t  0),∥∥(J0N(t)− PN(t))g∥∥Lp Ct−N2 ( 1q − 1p )−1‖g‖Lq (t > 0). (1.20)
For the basic estimate on SN(t)g see Matsumura [17].
If we define a weak solution to (1.1) by the solution to (1.15) with (1.16), then we can easily conjectured that
similar result for (1.1) to Theorem 1.1 holds, since the parabolic part is near to the solution of heat equation and wave
part decays fast. In fact, our second theorem is the following.
Theorem 1.2. Let N = 1,2 or 3. Suppose that
u0 ∈ B[N2 ],kN , u1 ∈ B0,kN (1.21)
are small. Then a unique weak solution u ∈ Y k∞ (0 < k  1) to (1.1) exists. Moreover, if
lim|x|→∞〈x〉
kN (u0 + u1)(x) = c1 (= 0), (1.22)
then it follows that
lim
t→∞ak(t)
∥∥u(t, ·)−Φ0(t, ·)∥∥B0 = 0, (1.23)
where Φ0(t, x) is defined by (1.10).
It will be worth why we have treated only the cases N = 1,2,3. Different from the parabolic equation, we have
not the smoothing effect for the damped wave equation. The regularity problem may happen in the wave part. In fact,
when N  4, WN(t)g includes the derivatives of g. For example,
S4(t)g = e
−t/2
4π2t
∂t
t∫
0
r3 dr√
t2 − r2
∫
S3
g(x + rω)dω + e
−t/2
4π2t
∂t
t∫
0
(cosh
√
t2−r2
2 − 1)r3 dr√
t2 − r2
∫
S3
g(x + rω)dω
= e−t/2W4(t)g + J04(t)g
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W4(t)g = 14π2
t∫
0
r dr√
t2 − r2
∫
S3
(
2g(x + rω)+ r∇g(x + rω) ·ω)dω
(cf. [10,22,23]). Hence, to obtain a solution to (1.15) we need more consideration, in particular, on the solution space.
Our problem in higher dimensional space will be considered in the forthcoming paper. The semilinear damped wave
equation in the critical and subcritical cases should be investigated, which will be also considered in the forthcoming
papers. Here we refer Ikehata and Ohta [11], where they showed that for Lm-data (1  m  2), not necessarily L1-
data, the critical exponent is 1 + 2m
N
for (DW).
The content of this paper is as follows. The basic estimates for the heat equation and Theorem 1.1 is proved
in Section 2, which becomes a study on the damped wave equation. In Section 3 Theorem 1.2 will be shown by
assuming the basic estimates (Lemma 3.1) on WN(t)g, J0N(t), etc. In the final section Lemma 3.1 will be proved
using the explicit formulas (1.17)–(1.18).
Here and after, by C(a, b, . . .), Ca,b,... or c(a, b, . . .), ca,b,... we denote several positive constants depending on
a, b, . . . . Without confusions, we denote them simply by C,c, whose quantities are changed line to line. Also, the
integrand RN is often abbreviated.
2. Semilinear heat equation
The solution φ to (1.2) is defined by (1.7). The linear part
(
PN(t)φ0
)
(x) =
∫
RN
G(t, x − y)φ0(y) dy (2.1)
is estimated as follows.
Lemma 2.1.
(i) When φ0 ∈ B0,kN (0 < k  1), it follows that for any x ∈ RN and t > 0(
ak(t)+ bk(t)〈x〉kN
)∣∣(PN(t)φ0)(x)∣∣ C‖φ0‖B0,kN . (2.2)
Both ak and bk are defined in (1.9).
(ii) Moreover, if φ0 satisfies φ0(x) c0|x|−kN , |x|R, for some positive constants c0,R, then for any fixed constant
A> 0 there exist some constants t0 > 0 and C > 0 such that for |x|A, t  t0
〈x〉kN (PN(t)φ0)(x) C−1c0ak(t)−1. (2.3a)
In other words, for t  t0∥∥PN(t)φ0∥∥B0 C−1c0ak(t)−1. (2.3b)
Proof. For 0 < t  1 clearly |(PN(t)φ0)(x)| ‖φ0‖B0  ‖φ0‖B0,kN . For t  1
∣∣(PN(t)φ0)(x)∣∣ (4πt)−N2 ∫
RN
e−
|x−y|2
4t · 〈y〉
kN |φ0(y)|
〈y〉kN dy
 C‖φ0‖B0,kN t−
kN
2
( ∫
| x√ −z|1
+
∫
| x√ −z|1
)
e−
|z|2
4
(
1
t
+
∣∣∣∣ x√t − z
∣∣∣∣2
)− kN2
dzt t
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kN
2
( ∫
| x√
t
−z|1
(
1
t
+
∣∣∣∣ x√t − z
∣∣∣∣2
)− kN2
dz +
∫
RN
e−
|z|2
4 dz
)
 C‖φ0‖B0,kN t−
kN
2
( 1∫
0
(
1
t
+ r2
)− kN2
rN−1 dr + 1
)
.
When k < 1, the last integral is clearly bounded. When k = 1, it is estimated by
1∫
0
(
1
t
+ r2
)− 12
dr =
[
log
(
r +
√
1
t
+ r2
)]1
0
 C log(t + 2).
Hence we have
ak(t)
∣∣(PN(t)φ0)(x)∣∣ C‖φ0‖B0,kN . (2.4)
Since 〈x〉C(〈x − y〉 + 〈y〉),
〈x〉kN ∣∣(PN(t)φ0)(x)∣∣ Ct−N2 ∫
RN
e−
|x−y|2
4t
(〈x − y〉kN + 〈y〉kN )∣∣φ0(y)∣∣dy
 C‖φ0‖B0,kN
( ∫
RN
e−
|z|2
4
〈√tz〉kN
〈x − √tz〉kN dz + 1
)
.
When 0 < t  1, the last integral is estimated by
∫
e−
|z|2
4 〈z〉kN dz  C. When t  1, since 〈√tz〉  √t〈z〉 and
〈x − √tz〉 = √t
√
1
t
+ | x√
t
− z|2, the last integral is estimated by
( ∫
| x√
t
−z|1
+
∫
| x√
t
−z|1
)( √
1 + |z|2√
1
t
+ | x√
t
− z|2
)kN
dz
 C
1∫
0
sup
|z|0
(
e−
|z|2
4 〈z〉kN ) ·(1
t
+ r2
)− kN2
rN−1 dr +
∫
RN
e−
|z|2
4 |z|kN dz
 Cbk(t)−1.
Hence we have
bk(t)〈x〉kN
∣∣(PN(t)φ0)(x)∣∣ C‖φ0‖B0,kN . (2.5)
By (2.4)–(2.5) we have shown (i).
(ii) We set
〈x〉kN (PN(t)φ0)(x) = 〈x〉kN( ∫
|y|R
+
∫
|y|R
)
G(t, x − y)φ0(y) dy
=: φ1(t, x)+ φ2(t, x).
For φ1 it is easy to show∣∣φ1(t, x)∣∣ C(A,R,φ0)(1 + t)−N2 (t  0).
For φ2, since C〈x〉 〈y〉/〈x − y〉,
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∫
|y|R
G(t, x − y)〈x − y〉−kN dy
 C−1c0t−
kN
2
∫
| x√
t
−z| R√
t
e−
|z|2
4
dz
( 1
t
+ |z|2)kN/2
→ C−1c0ak(t)−1 as t → ∞.
Since φ1 decays faster than ak(t)−1, (2.3) holds when t  t0 for some constant t0 > 0. 
To show the small data global existence of solutions to (1.7) we use the following lemma.
Lemma 2.2. If φ ∈ Y k∞(0 < k  1), then it follows that
‖φN‖Y k∞  C‖φ‖
ρ
Y k∞
, (2.6)
where φN is the semilinear part of (1.7)
φN(t, x) =
t∫
0
(
PN(t − τ)|φ|ρ−1φ(τ, ·)
)
(x) dτ. (2.7)
Proof. First let 0 < k < 1. When ρ  2, by Lemma 2.1,
∣∣φN(t, x)∣∣ C
t∫
0
(1 + t − τ)− kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,kN dτ
 C‖φ‖ρ
Y k∞
t∫
0
(1 + t − τ)− kN2 (1 + τ)− (ρ−1)kN2 dτ
 C(1 + t)− kN2 ‖φ‖ρ
Y k∞
by ρ > ρc(k), (2.8)
and
〈x〉kN ∣∣φN(t, x)∣∣C
t∫
0
∥∥|φ|ρ(τ, ·)∥∥B0,kN dτ C‖φ‖ρY k∞
t∫
0
(1 + τ)− (ρ−1)kN2 dτ C‖φ‖ρ
Y k∞
. (2.9)
Hence we have (2.6). When 1 < ρ < 2, the estimates are delicate a little bit:
∣∣φN(t, x)∣∣ C
( t/2∫
0
(1 + t − τ)− kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,kN dτ +
t∫
t/2
(1 + t − τ)− (ρ−1)kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,(ρ−1)kN dτ
)
 C‖φ‖ρ
Y k∞
( t/2∫
0
(1 + t − τ)− kN2 (1 + τ)− (ρ−1)kN2 dτ +
t∫
t/2
(1 + t − τ)− (ρ−1)kN2 (1 + τ)− kN2 dτ
)
 C(1 + t)− kN2 ‖φ‖ρ
Y k∞
. (2.10)
The estimate (2.9) is available for 1 < ρ < 2. Hence we also have (2.6).
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∣∣φN(t, x)∣∣C
t∫
0
(1 + t − τ)−N2 log(2 + t − τ)∥∥|φ|ρ(τ, ·)∥∥B0,N dτ
C‖φ‖ρ
Y 1∞
t∫
0
(1 + t − τ)−N2 log(2 + t − τ) · (1 + τ)− (ρ−1)N2 (log(2 + τ))ρ dτ
C‖φ‖ρ
Y 1∞
(1 + t)−N2 log(2 + t) by ρ > ρc(1), (2.11)
and
〈x〉N ∣∣φN(t, x)∣∣ C
t∫
0
log(2 + t − τ)∥∥|φ|ρ(τ, ·)∥∥B0,N dτ
 C‖φ‖ρ
Y 1∞
t∫
0
log(2 + t − τ) · (1 + τ)− (ρ−1)N2 (log(2 + τ))ρ dτ
 C‖φ‖ρ
Y 1∞
log(2 + t). (2.12)
Thus (2.11) and (2.12) imply (2.6). When 1 < ρ < 2, estimates are similar to (2.9)–(2.12) and omitted. 
Proof of Theorem 1.1. Once we have Lemma 2.2, then the iteration {φ(n)}∞n=0 ⊂ Y k∞ defined by
φ(0)(t, ·) = PN(t)φ0, φ(n+1)(t, ·) = φ(0)(t, ·)+
t∫
0
PN(t − τ)
∣∣φ(n)∣∣ρ−1φ(n)(τ, ·) dτ
is shown to be a Cauchy sequence by a standard way if φ0 ∈ B0,kN is small. This proves (i). Part (ii) follows from
Lemma 2.1(ii).
Finally, when φ ∈ Y k∞ is a small solution, we claim
lim
t→∞ak(t)
∥∥φN(t, ·)∥∥B0 = 0, (2.13)
lim
t→∞ak(t)
∥∥PN(t)φ0 −Φ0(t, ·)∥∥B0 = 0, (2.14)
which show (iii).
It is similar to (2.8)–(2.12) how to prove (2.13). First, let 0 < k < 1. When ρ > 2, we choose a small constant δ > 0
as
(1 + δ)kN <N, (ρ − 1 − δ)kN > (1 + δ)kN, ρ > 1 + 2
kN
+ δ. (2.15)
Then we have
∣∣φN(t, x)∣∣C
t∫
0
(1 + t − τ)− (1+δ)kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,(1+δ)kN dτ
C‖φ‖ρ
Y k∞
t∫
0
(1 + t − τ)− (1+δ)kN2 (1 + τ)− (ρ−1−δ)kN2 dτ
C(1 + t)− (1+δ)kN2 by (2.15). (2.16)
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(1 + δ)kN <N, ρ > 1 + 2
kN
+ δ, (2.17)
then, since (ρ − 1 − δ)kN < kN ,
∣∣φN(t, x)∣∣ C
( t/2∫
0
(1 + t − τ)− (1+δ)kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,(1+δ)kN dτ
+
t∫
t/2
(1 + t − τ)− (ρ−1−δ)kN2 ∥∥|φ|ρ(τ, ·)∥∥B0,(ρ−1−δ)kN dτ
)
 C‖φ‖ρ
Y k∞
( t/2∫
0
(1 + t − τ)− (1+δ)kN2 (1 + τ)− (ρ−1−δ)kN2 dτ
+
t∫
t/2
(1 + t − τ)− (ρ−1−δ)kN2 (1 + τ)− (1+δ)kN2 dτ
)
 C(1 + t)− (1+δ)kN2 by (2.17). (2.18)
Next, let k = 1. When ρ > 2, we choose δ > 0 as
ρ > 1 + 2
N
+ 2δ, (ρ − 1 − 2δ)N >N, (2.19)
then
〈y〉(1+δ)N |φ|ρ(τ, y) (〈y〉N |φ|)1+δ|φ|ρ−1−δ
 C(1 + τ)− (ρ−1−δ)N2 (log(2 + τ))ρ‖φ‖ρ
Y 1∞
 C(1 + τ)− (ρ−1−2δ)N2
and 〈y〉−(1+δ)N ∈ L1 ∩L∞(RNy ). Hence
∣∣φN(t, x)∣∣ C
t∫
0
PN(t − τ)
(〈·〉−(1+δ)N · 〈·〉(1+δ)N |φ|ρ(τ, ·))dτ
 C
t∫
0
(1 + τ)− (ρ−1−2δ)N2 PN(t − τ)〈·〉−(1+δ)N dτ
 C
t∫
0
(1 + t − τ)−N2 (1 + τ)− (ρ−1−2δ)N2 dτ
 C(1 + t)− (1+δ)N2 , (2.20)
because PN(t) is linear, its kernel is positive, and |PN(t)g|  C(1 + t) N2 ‖g‖L1∩L∞ . When 1 < ρ  2, we choose
δ > 0 as
ρ > 1 + 2
N
+ 2δ. (2.21)
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∣∣φN(t, x)∣∣C
( t/2∫
0
(1 + τ)− (ρ−1−2δ)N2 PN(t − τ)〈·〉−(1+δ)N dτ
+
t∫
t/2
(1 + t − τ)− (ρ−1−δ)N2 ∥∥|φ|ρ(τ, ·)∥∥B0,(ρ−1−δ)N dτ
)
C
( t/2∫
0
(1 + t − τ)−N2 (1 + τ)− (ρ−1−2δ)kN2 dτ +
t∫
t/2
(1 + t − τ)− (ρ−1−δ)N2 (1 + τ)−N2 dτ
)
C(1 + t)−N2 by (2.21). (2.22)
Thus, by (2.15)–(2.22) we have (2.13).
Next, we show (2.14). By (1.12), for any ε > 0 there is a constant R = R(ε) > 0 such that∣∣〈y〉kNφ0(y)− c1∣∣ ε or ∣∣φ0(y)− c1〈y〉−kN ∣∣ ε〈y〉kN if |x|R.
Hence∣∣φ(0)(t, x)−Φ0(t, x)∣∣ ∫
|y|R
G(t, x − y)∣∣φ0(y)− c1〈y〉−kN ∣∣dy + ∫
|y|R
G(t, x − y) ε dy〈y〉kN
 C(R)(1 + t)−N2 + εCak(t)−1.
Since limt→∞ ak(t)(1 + t)−N/2 = 0,
lim sup
t→∞
ak(t)
∣∣φ(0)(t, x)−Φ0(t, x)∣∣ εC.
Therefore we have (2.14) because ε can be chosen arbitrarily small.
Thus we have completed the proof of Theorem 1.1. 
3. Damped wave equation
A weak solution to (1.1) is defined by the solution of the integral equation
u(t, ·) = SN(t)(u0 + u1)+ ∂t
(
SN(t)u0
)+ t∫
0
SN(t − τ)|u|ρ−1u(τ, ·) dτ (3.1)
with (1.16). The t-derivative of SN(t) is
∂t
(
SN(t)g
)= e−t/2(−1
2
WN(t)g + ∂t
(
WN(t)g
))+ ∂t(J0N(t)g).
When N = 1,2, we put J1N(t) = ∂t (J0N(t)g). When N = 3, since I1(y)/y|y=0 = 12
∂t
(
J03(t)g
) = e−t/2 t
8
W3(t)g +
∫
|z|t
∂t
[
e−t/2I1(
√
t2−|z|2
2 )
8π
√
t2 − |z|2
]
g(x + z) dz
=: e−t/2 t
8
W3(t)g + J13(t)g.
Hence
∂t
(
SN(t)g
)= e−t/2W˜N(t)g + J1N(t)g, (3.2)
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W˜N(t)g =
{
− 12WN(t)g + ∂t (WN(t)g) (N = 1,2),
(− 12 + t8 )WN(t)g + ∂t (WN(t)g) (N = 3).
(3.3)
In the result, (3.1) is rewritten as
u(t, ·) = (e−t/2WN(t)+ J0N(t))(u0 + u1)+ (e−t/2W˜N(t)+ J1N(t))u0
+
t∫
0
(
e−(t−τ)/2WN(t − τ)+ J0N(t − τ)︸ ︷︷ ︸
SN (t−τ)
)|u|ρ−1u(τ, ·) dτ. (3.4)
Thus we need similar estimates to (2.2) or (1.19), which play a key role in the proof for the damped wave equation.
Lemma 3.1. Let N = 1,2,3. Assume g ∈ B0,kN or g ∈ B[N2 ],kN (0 < k  1). Then the following estimates hold:(
ak(t)+ bk(t)〈x〉kN
)∣∣e−t/2(WN(t)g)(x)∣∣Ce−t/4‖g‖B0,kN , (3.5a)(
ak(t)+ bk(t)〈x〉kN
)∣∣e−t/2(W˜N(t)g)(x)∣∣Ce−t/4‖g‖
B[
N
2 ],kN
, (3.5b)
(
ak(t)+ bk(t)〈x〉kN
)∣∣(J0N(t)g − PN(t)g)(x)∣∣ C(1 + t)−1‖g‖B0,kN , (3.6a)(
ak(t)+ bk(t)〈x〉kN
)∣∣(J1N(t)g)(x)∣∣C(1 + t)−1‖g‖B0,kN , (3.6b)
where ak and bk are defined in (1.9).
Once we get Lemma 3.1, we have the basic estimate on SN(t).
Lemma 3.2. Let N = 1,2,3.
(0) Assume (u0, u1) ∈ B[N2 ],kN × B0,kN , then
u(0)(t, x) := (SN(t)(u0 + u1))(x)+ ∂t(SN(t)u0)(x)
satisfies(
ak(t)+ bk(t)〈x〉kN
)∣∣u(0)(t, x)∣∣C‖u0, u1‖
B[
N
2 ],kN×B0,kN . (3.7)
(i) Assume g ∈ B0,kN , then(
ak(t)+ bk(t)〈x〉kN
)∣∣(SN(t)g)(x)∣∣ C‖g‖B0,kN . (3.8)
(ii) Moreover, if g satisfies g(x) c0|x|−kN , |x|R for some positive constant c0,R, then for fixed constant A> 0
there exist some constants t0 > 0 and C > 0 such that for |x|A, t  t0,
〈x〉kN ∣∣(SN(t)g)(x)∣∣ C−1c0ak(t)−1. (3.9a)
In other words, for t  t0∥∥SN(t)g∥∥B0  C−1c0ak(t)−1. (3.9b)
Proof. (0) By (3.6a) and (2.2), it is clear that(
ak(t)+ bk(t)〈x〉kN
)∣∣(J0N(t)g)(x)∣∣C‖g‖B0,kN , (3.10)
which together with (3.5) and (3.6b) shows (3.7).
814 T. Narazaki, K. Nishihara / J. Math. Anal. Appl. 338 (2008) 803–819(i) Both (3.5a) and (3.10) yield (3.8).
(ii) By (3.6a) and (2.3), for |x|A
〈x〉kNJ0N(t)g  〈x〉kNPN(t)g −CAak(t)−1(1 + t)−1‖g‖B0  C−1c0ak(t)−1 (t  t0). (3.11)
Since e−t/2WN(t)g decays much faster, we have (3.9). 
Our main theorem 1.2 is now proved rather easily.
Proof of Theorem 1.2. We define the iteration {u(n)(t, x)} by
u(0)(t, ·) = SN(t)(u0 + u1)+ ∂t
(
S(t)u0
)
,
u(n+1)(t, ·) = u(0)(t, ·)+
t∫
0
SN(t − τ)
∣∣u(n)∣∣ρ−1u(n)(τ, ·) dτ.
By (3.7), u(0) ∈ Y k∞(0 < k  1). Since SN(t) satisfies the estimate (3.8), same as (2.2) for PN(t), we have
‖uN‖Y k∞  C‖u‖
ρ
Y k∞
,
similarly to Lemma 2.2, where uN(t, ·) =
∫ t
0 SN(t − τ)|u|ρ−1u(τ, ·) dτ . Hence, by a standard way we easily show
that {u(n)} is a Cauchy sequence in Y k∞, if ‖u0, u1‖B[N2 ],kN×B0,kN is small. Thus we have a time-global weak solution
to (1.1).
By (3.6a) and (2.14)∣∣(J0N(t)(u0 + u1))(x)−Φ0(t, x)∣∣ ∣∣(J0N(t)− PN(t))(u0 + u1)(x)∣∣+ ∣∣(PN(t)(u0 + u1))(x)−Φ0(t, x)∣∣
= o(ak(t)−1),
and |e−t/2WN(t)(u0 + u1)|, |e−t/2W˜N(t)u0| and |J1N(t)u0| are also o(ak(t)−1) as t → ∞ by (3.5a), (3.5b), (3.6b).
The nonlinear part uN(t, x) is shown to decay faster than ak(t)−1 by the same method as that in (2.15)–(2.22). Because
SN(t) is linear, its kernel is positive for N = 1,2,3, and SN(t)g satisfies (3.8), same as (2.2).
Thus we obtain the asymptotic profile of the solution u. 
4. Proof of Lemma 3.1
In N = 1,3 we need basic properties on the modified Bessel functions.
Lemma 4.1. The modified Bessel function Iν of order ν satisfies
I0(0) = 1, I1(y)/y|y=0 = 12 , (4.1)
I ′0(y) = I1(y), I ′1(y) = I0(y)−
1
y
I1(y), (4.2)
and, moreover, as y → ∞,
Iν(y) =
√
1
2πy
ey
(
1 − (ν − 1/2)(ν + 1/2)
2y
+ (ν − 1/2)(ν − 3/2)(ν + 3/2)(ν + 1/2)
2!22y2 − · · ·
+ (−1)k (ν − 1/2) · · · (ν − (k − 1/2))(ν + (k − 1/2)) · · · (ν + 1/2)
k!2kyk +O
(
y−k−1
))
. (4.3)
For the proof, see e.g. [19].
We prove Lemma 3.1 only in the case of N = 3 and N = 2. The case N = 1 is similar to N = 3, and omitted.
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and
〈x〉kN ∣∣(W3(t)g)(x)∣∣Ct ∫
S2
(〈x + tω〉kN + 〈tω〉kN )∣∣g(x + tω)∣∣dω
Ct‖g‖B0,kN +Ct〈t〉kN‖g‖B0 .
Since
∂t
(
W3(t)g
)
(x) = 1
4π
∫
S2
g(x + tω) dω + t
4π
∫
S2
∇g(x + tω) ·ωdω,
(3.5b) is also clear. For (3.6a) we express J03(t)g and P3(t)g by polar coordinates, and decompose the integrand
J03(t)g − P3(t)g = 14πt
( t2/3∫
0
+
t∫
t2/3
)∫
S2
(
e−t/2I1(
√
t2−r2
2 )t
2
√
t2 − r2 −
e−r2/4t√
4πt
)
g(x + rω)r2 dr dω
−
∞∫
t
∫
S2
e−r2/4t
(4πt)3/2
g(x + rω)r2 dr dω
=: (X1 +X2)+X3.
For 0 < t  2, clearly
‖Xi‖B0,kN  C‖g‖B0,kN (i = 1,2,3). (4.4)
For t > 2, X3 is estimated as
|X3| C‖g‖B0e−
t
8
∞∫
t
e−
r2
8t t−
3
2 r2 dr  Ce−βt‖g‖B0 (4.5)
for some constant β > 0 and
〈x〉kN |X3| C
∞∫
t
∫
S2
e−
r2
4t
(〈x + rω〉kN + 〈rω〉kN )∣∣g(x + rω)∣∣t− 32 r2 dr dω
 C
∞∫
t
e−
r2
4t
(‖g‖B0,kN + 〈r〉kN‖g‖B0)t− 32 r2 dr
 Ce−βt‖g‖B0,kN . (4.6)
Since Iν(y) (ν  0) is increasing, by (4.3) for t2/3  r  t , t > 2, ν = 1,2,
e−
t
2 Iν
(√
t2 − r2
2
)
 e− t2 Iν
(√
t2 − t4/3
2
)

√
1
π
√
t2 − t4/3 e
− t2 +
√
t2−t4/3
2
(
1 +O(t−1)) Ce−βt1/3
and e−r
2/4t
(4πt)3/2  Ce
−βt1/3
. Hence we have
(
1 + 〈x〉kN )|X2| Ce−βt1/3‖g‖B0,kN . (4.7)
Main part is X1. Since ( r
2
2 )
m  r22 (m 1) for r  t2/3, by (4.3)t t
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e−r2/4t√
4πt
)−1
· 1
2
e−t/2Iν
(√
t2 − r2
2
)
= √4πt · 1
2
√
1
π
√
t2 − r2 e
r2
4t − t2 +
√
t2−r2
2
(
1 +O(t−1))
= 1 + 1
t
O
(
1 + r
2
t
)
, (4.8)
because
e
r2
4t − t2 +
√
t2−r2
2 = e
− r4
4t3
· 1
(1+
√
1−r2/t2 )2 = 1 + 1
t
O
(
r2
t
)
.
Further, since
t√
t2 − r2 =
(
1 − r
2
t2
)−1/2
= 1 + 1
t
O
(
r2
t
)
,
we have
|X1| C
t
t2/3∫
0
∫
S2
e−r2/4t√
4πt
∣∣∣∣
(
e−r2/4t√
4πt
)−1
· 1
2
e−t/2Iν
(√
t2 − r2
2
)
·
(
1 − r
2
t2
)−1/2
− 1
∣∣∣∣ · ∣∣g(x + rω)∣∣r2 dr dω
 C
t2
t2/3∫
0
∫
S2
e−r2/4t√
4πt
(
1 + r
2
t
) 〈x + rω〉kN |g(x + rω)|
〈x + rω〉kN r
2 dr dω
 C‖g‖B0,kN
t
∫
R3
e−|z|2/4
(
1 + |z|2) dz〈x − √tz〉kN (rω = −√tz).
Further, similar to deriving (2.4),
|X1| C‖g‖B0,kN t−1−
kN
2
( ∫
| x√
t
−z|1
+
∫
| x√
t
−z|>1
)
e−
|z|2
4
(
1 + |z|2)(1
t
+
∣∣∣∣ x√t − z
∣∣∣∣2
)− kN2
dz
 C‖g‖B0,kN t−1−
kN
2
( ∫
| x√
t
−z|1
(
1
t
+
∣∣∣∣ x√t − z
∣∣∣∣2
)− kN2
dz +
∫
RN
e−
|z|2
4
(
1 + |z|2)dz)
 C‖g‖B0,kN t−1ak(t)−1. (4.9)
By a similar fashion we have
〈x〉kN |X1| C‖g‖B0,kN t−1bk(t)−1. (4.10)
Combining (4.4) with (4.5)–(4.10), we have (3.6a). Finally we estimate J13(t)g. By (4.2)
J13(t)g = 14πt
t∫
0
∫
S2
e−t/2
2
[
I0
(√
t2 − r2
2
)
t2
2(t2 − r2) − I1
(√
t2 − r2
2
)(
t
2
√
t2 − r2 +
2t2
(t2 − r2)√t2 − r2
)]
× g(x + rω)r2 dr dω
=
t2/3∫
0
+
t∫
t2/3
=: X4 +X5.
Clearly (1 + 〈x〉kN )|Xi |C‖g‖B0,kN for 0 < t  2. When t > 2, it is clear that (1 + 〈x〉kN )|X5| Ce−βt1/3‖g‖B0,kN .
Since
t2
2(t2 − r2) =
1
2
+ 1
t
O
(
r2
t
)
,
t√
2 2
+ 2t
2
2 2
√
2 2
= 1
2
+ 1
t
O
(
r2
t
)
2 t − r (t − r ) t − r
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|X4| Ct−2
t2/3∫
0
∫
S2
e−r2/4t√
4πt
(
1 + r
2
t
)∣∣g(x + rω)∣∣r2 dr dω.
Therefore, X4 is estimated similar to X1. Thus we obtain (3.8b), and complete the proof in N = 3.
(II) N = 2. Since
∣∣(W2(t)g)(x)∣∣ ‖g‖B0
t∫
0
r dr√
t2 − r2  t‖g‖B0
and
〈x〉kN ∣∣(W2(t)g)(x)∣∣C ∫
|z|t
(〈x + z〉kN + 〈z〉kN )|g(x + z)|√
t2 − |z|2 dz Ct
(‖g‖B0,kN + 〈t〉kN‖g‖B0),
we have (3.5a). Since
∂t
(
W2(t)g
)= t
2π
t∫
0
∫
S1
∇g(x + rω) ·ω√
t2 − r2 dr dω,
we easily have (3.5b). For (3.6a)
J02(t)g − P2(t)g = 14πt
( t2/3∫
0
+
t∫
t2/3
)∫
S1
(2te−t/2(cosh √t2−r22 − 1)√
t2 − r2 − e
− r24t
)
· g(x + rω)r dr dω
−
∞∫
t
∫
S1
e−r2/4t
4πt
g(x + rω)r dr dω
=: (X1 +X2)+X3.
When 0 < t  2, (1 + 〈x〉kN )|Xi | C‖g‖B0,kN (i = 1,2,3), and both X2 and X3 decay exponentially similar to those
in N = 3. Moreover, when r  t2/3, t > 2, for some positive constant β < 1/4
2e−
t
2
(
cosh
√
t2 − r2
2
− 1
)
= e− r
2
4t
(
e
r2
4t − t2 +
√
t2−r2
2 +O(e−βt))
= e− r
2
4t
(
1 + 1
t
O
(
1 + r
2
t2
))
, (4.11)
and t√
t2−r2 = 1 +
1
t
O( r
2
t
). Hence
|X1| C
t
t2/3∫
0
∫
S1
e−
r2
4t
(
1 + 1
t
+ r
2
t2
− 1
)∣∣g(x + rω)∣∣r dr dω
 Ct−2
t2/3∫
0
∫
S1
e−
r2
4t
(
1 + r
2
t
)∣∣g(x + rω)∣∣r dr dω.
This is estimated similarly to the case in N = 3, which shows (3.6a). Finally,
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(
J02(t)g
)
= e
− t2
4π
t∫
0
∫
S1
(
t sinh
√
t2−r2
2
2(t2 − r2) −
2(cosh
√
t2−r2
2 − 1)√
t2 − r2
(
1
2
+ t
t2 − r2
))
g(x + rω)r dr dω
=
t2/3∫
0
+
t∫
t2/3
=: X4 +X5.
X5 decays exponentially. When t > 1, since
2e−
t
2 sinh
√
t2 − r2
2
= e− r
2
4t
(
1 + 1
t
O
(
1 + r
2
t2
))
with (4.11), and
t
2(t2 − r2) =
1
2t
(
1 + 1
t
O
(
r2
t
))
,
− 1√
t2 − r2
(
1
2
+ t
t2 − r2
)
= − 1
2t
(
1 + 1
t
O
(
1 + r
2
t2
))
,
we have
|X4| Ct−2
t2/3∫
0
∫
S1
e−
r2
4t
(
1 + r
2
t
)∣∣g(x + rω)∣∣r dr dω,
which derives (3.6b).
Thus we have completed the proof of Lemma 3.1.
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