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Abstract. The phase change model for the origin of the D" seismic discontinuity 
is tested by comparing the results of convection modeling with seismic observations. 
We compute a number of global dynamic models that incorporate a phase change 
at the base of the mantle with different characteristics and transform the resulting 
temperature field and the distribution of phases to seismic velocities. Over 900 
two-dimensional synthetic waveforms are computed for each of the models from 
which $, $cS, and $cd phases are picked. The distribution of the relative amplitudes 
and differential travel time residuals for these phases are statistically compared 
with the distribution of data from four well studied regions (northern Siberia, 
Alaska, India, and Central America) in a search for the characteristics of a phase 
transition that best match these seismic observations. We find that the best fit 
among the models considered is obtained for phase transitions characterized by a 
Clapeyron slope of • 6 MPa K -• and an elevation above the core-mantle boundary 
of -• 150 km under adiabatic temperature or 127 GPa and 2650 K on a (P,T) 
diagram. Dynamic models demonstrate that the value of Clapeyron slope and the 
density difference between the phases can have significant influence on the dynamics 
of plumes but probably only a minor influence on the dynamics of subducted slabs. 
We find that the thermal structure of subducted slabs can be important in giving 
rise to the seismic triplication; the strongest $cd arrivals in our models are observed 
in the area of subduction. The folding of the slab at the base of the mantle leads to 
patterns in differential travel time distributions consistent with seismic observations 
and suggests that the largest heterogeneity occurs at the top of the D" layer or 
just above it. Analysis of the spatial autocorrelation functions of the differential 
travel time residuals suggests that their characteristic peaks reflect the patterns of 
slab folding and may provide constraints on the rheology of slabs at the base of the 
mantle. 
1. Introduction 
The seismologically observed heterogeneity at the 
bottom 200-300 km of the mantle constituting the D" 
region is becoming increasingly apparent. The ampli- 
tudes of seismic velocity anomalies can exceed 10% for 
both P and S waves, and the scales of the anomalies 
range from several tens to several thousand kilometers. 
This structural complexity probably reflects a variety 
of interacting geophysical processes that take place in 
the core-mantle boundary (CMB) region and are be- 
lieved to play a major role in global dynamics [see Lay 
et al., 1998]. Interpreting the seismic structure at the 
base of the mantle provides a key to understanding the 
dynamic complexity and ultimately the evolution of the 
Earth as a whole. 
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The large-scale structure of the mantle has been 
established using long-period tomography techniques 
[e.g., Dziewonski and Woodhouse, 1987; $uet al., 1994; 
Li and Romanowicz, 1996; Masters et al., 1996]. Al- 
though some differences exist between various models, 
several large-scale features in the deep mantle are com- 
mon to most studies. These include broad low-velocity 
zones beneath Africa and the Pacific and a relatively 
fast circum-Pacific fringe. The sharpness of these large- 
scale features and the lateral transitions between the 
regions with fast and slow velocities remain unresolved. 
Higher resolution can be obtained by using body wave 
tomography. In some regions, such as beneath the 
Americas, the ray path coverage is sufficient o image 
structures in the deep mantle with dimensions within 
a few hundred kilometers. A tomography model com- 
puted by Grand [1994] using S body wave data displays 
narrow, linear, high-velocity features for several regions 
beneath the circum-Pacific belt. This picture is corrob- 
orated by a detailed P wave tomography study [van der 
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Hilst et al., 1997] that employed completely different 
data types and methods. In addition, the same features 
are found in the mid mantle using high-resolution sur- 
face wave overtones [van Heijst and Woodhouse, 1999]. 
In some regions these fast velocity structures can be 
traced from the surface to the base of the mantle [van 
der Hilst et al., 1997], and their morphology has some 
similarities with the thermal structure of subducting 
slabs obtained in convection modeling [e.g., Bun#e et 
al., 1998], suggesting that these structures represent the 
lithosphere subducting to the bottom of the mantle. 
Mapping of even smaller variations at the base of the 
mantle has been achieved by modeling the differential 
waveform behavior of phases interacting with D" and 
the CMB. Such studies have revealed ultralow velocity 
zones with large reductions in both P and S velocities 
beneath the mid-Pacific, Africa, and other regions [see 
œay et al., 1998]. These structures appear to be related 
to the larger-scale low-velocity zones, as discussed by 
Garnero and Helmberger [1995]. 
In contrast, the large-scale high-velocity zones appear 
to have a positive velocity jump at the top of the D" 
region, as was first suggested by Lay and Helmberger 
[1983]. The primary evidence for this D" discontinuity 
is based on an extra phase (Scc 0 that arrives between S 
and ScS at epicentral distances from 65 ø to 85 ø, form- 
ing a triplication. The triplication is also observed for P 
waves in some regions; however, the low signal to noise 
ratio in P waveforms significantly complicates its de- 
tection [e.g., Ding and Helmberger, 1997]. The timing 
and amplitude of Scd relative to S and ScS show con- 
siderable variations [see Wysession et al., 1998]. Four 
regions that have been well studied and where Scd is 
clearly displayed are indicated in Plate I along with the 
inferred one-dimensional ( -D) velocity models. Model 
SGLE [Gaherty and Lay, 1992] is a reference model for 
the ray paths under northern Siberia, SYLO [Young 
and Lay, 1990] is for the ray paths under Alaska, SYL1 
[Young and Lay, 1987] is for the ray paths under India, 
and SLHA [Lay and Helmberger, 1983] for the ray paths 
under Central America. Because of existing trade offs, 
such 1-D reference models are not unique [Sidorin et al., 
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Plate 1. Location of the four geographical regions where there is a strong evidence for the D" 
triplication. The map shows the average shear velocity anomaly in the lowermost 300 km of the 
mantle [Grand et al., 1997]. The reference one-dimensional (l-D) models corresponding to the 
four regions along with the preliminary reference Earth model (PREM) are given on the right: 
SGLE [Gaherty and Lay, 1982] is a reference model for the structure beneath northern Siberia; 
SYLO [Young and Lay, 1990] is for the structure beneath Alaska; SYL1 [Young and Lay, 1987] 
is for the structure beneath India and the Indian Ocean; SLHA [Lay and Helmberger, 1983] is for 
the structure beneath Central America. Model SGHD120 [Sidorin et al., 1998] approximates the 
structure beneath Central America using a 1% discontinuity and a 120 km transition zone above 
it. PREM [Dziewonski and Anderson, 1981] is a global Earth reference model. 
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1998]. For example, several different 1-D models have 
been proposed to approximate the structure beneath 
Central America [Lay and Helmberger, 1983; Kendall 
and Nangini, 1996; Ding and Helmberger, 1997; $idorin 
et al., 1998]. Two of them, SLHA and SGHD120, are 
shown in Plate 1. While model SLHA has a 2.75% 
jump at the top of D", common to most models explain- 
ing the triplication, in the structure approximated by 
model SGHD120 a similar triplication arises because of 
only a 1% discontinuity overlain by a 120 km transition 
zone with a high gradient [Sidorin et al., 1998]. How- 
ever, even considering the uncertainty in such models, 
they illustrate some of the variability observed around 
the circum-Pacific belt. 
A recent study by Lay et al. [1997] addressed these 
variations in the structure of the D" discontinuity con- 
sidering the correlations and spatial patterns in Scd-S, 
ScS-Scd, and ScS-S differential travel time residuals for 
ray paths sampling the lowermost mantle in three differ- 
ent regions of the world. The study suggested a strong 
lateral heterogeneity at scale lengths of 600-1500 km 
at the base of the mantle with significant heterogeneity 
at smaller (200-500 km laterally) scales. The strongest 
heterogeneity was prescribed to the region just above or 
within the top thin layer of D". Although these observa- 
tions alone may have important dynamic implications, 
the analysis was unable to distinguish between the vol- 
umetric velocity anomalies and the topography of the 
D" discontinuity. Even when the velocity structure is 
well constrained, it does not allow a unique determi- 
nation of the variation of material properties, such as 
elastic moduli, density, or viscosity, all of which to some 
extent control the dynamics of mantle flow. The data 
that are used to study the D" seismic structure, for ex- 
ample, are either not sensitive to the density variations 
(as SH reflections off the discontinuity) or are heavily 
contaminated by either noise or superposition of other 
phases (as $Vor P reflections). Consequently, seismolo- 
gical modeling fails to distinguish between thermal and 
compositional influences on the velocity field. 
To provide further constraints on the system, a mul- 
tidisciplinary approach is required, where dynamically 
consistent seismic velocity predictions are compared 
with the seismological observations. Dynamic models 
that are able to reproduce the seismologically observed 
general trends and behavior of the seismic travel times 
and amplitudes, while still not unique, can significantly 
narrow the range of possibilities for the dynamic mech- 
anisms responsible for certain seismic features, such as 
the D" discontinuity. Moreover, the dynamic models 
can also suggest which new or additional seismological 
observations can be made to distinguish between com- 
peting models. 
Following such an approach, Sidorin and Gurnis 
[1998] presented a technique to predict seismic veloc- 
ities consistent with dynamics, experimental mineral 
physics, and geochemical constraints. Sidorin et al. 
[1998] then used this technique to produce radial seismic 
velocity profiles for three classes of dynamic models sim- 
ulating different mechanisms for the origin of the D" dis- 
continuity. The velocity profiles were used to produce 
SH synthetics, which were analyzed for the presence of 
the Scd phase. They demonstrated that thermal gradi- 
ents from subducted slabs alone atop the CMB cannot 
produce a sufficiently strong Scd arrival. A chemical 
layer model with a sufficient velocity contrast can cause 
a strong triplication, but the geographical pattern of the 
strength of the arrivals and the depth of the disconti- 
nuity are opposite to the seismological observations: in 
the seismically fast regions associated with a subducted 
slab the model predicts a very weak $cd phase, and the 
discontinuity is depressed relative to the slow regions, 
where $cd arrivals are strong. The study favored a solid- 
solid phase change model and demonstrated that such 
a model with a velocity contrast of just 1% can predict 
both the geographical pattern and the amplitudes of the 
arrivals consistent with observations. 
In this study we elaborate on the work of Sidorin et 
al. [1998] by modeling the dynamics of a phase change 
at the top of D". We consider a range of convection mod- 
els with different characteristics of the phase change. 
The results of the convection calculations are used to 
produce seismic velocity fields. We then generate 2-D 
synthetics and analyze the waveforms for the presence 
of $cd phase, its lateral variations, and its correlation 
with dynamic features. Because of the complexity of 
both the modeled and observed wave trains, we choose 
a statistical approach to compare the predicted rela- 
tive amplitudes and differential travel times with the 
seismological observations. The predicted scale lengths 
of the heterogeneity in the computed velocity models 
are compared with those observed by Lay et al. [1997] 
in different regions of the world. This analysis is used 
to reject certain models and to select a class of models 
with the characteristics of the phase change that dy- 
namically produce the most seismologically consistent 
velocity fields. 
2. Dynamic Models 
We compute a variety of cases of convection models 
in a 2-D cylindrical coordinate system (r, •b). A solid- 
solid phase change is introduced close to the bottom 
of the model domain, with its characteristics varying 
between model cases. In the Boussinesq approximation 
of an incompressible fluid the governing nondimensional 
equations are 
V .(pVu) = -Vp +•3 a(r)Ra (T 
I ) a(r) Bph I•ph • (1) 
OT 
= V)T + + (2) ot 
v.,, - o (s) 
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where all the quantities are dimensionless and u is ve- 
locity, r is radius, • is a unit vector in the radial di- 
rection, p is pressure, T is temperature, t is time, p is 
dynamic viscosity, a is the coefficient of thermal expan- 
sion, and ½ is the depth of the core-mantle boundary. 
We do not consider the effects of internal heating in this 
study and assume H = 0 in (2). 
In (1), Fph is a function that characterizes the phase 
of the mantle material at a particular location and can 
take values from 0, corresponding to the ambient, low- 
pressure phase, to 1, corresponding to the high-pressure 
phase. It can be written as [Christensen and Yuen, 
1984] 
Wph 
where wrh is the nondimensional width of the phase 
transition and rrh is given by 
•(•, •) - (•_•)- (½-a•)- • [•(•,,) - •] (•) 
In (5), hrh is the dimensionless elevation of the phase 
change above the CMB corresponding to dimensionless 
temperature Trh , and 7ph is the dimensionless Clapey- 
ron ratio. 
Dimensionless parameters r, u, p, T, t,/•, and a in 
(1)-(3) and wph, hph, Tph, and ?ph in (4)-(5) refer to 
the corresponding dimensional values by means of the 
following scaling relations: 
,.* - •,., (6) 
,,* = •,,, (7) 
-- 
p*- •p (s) 
T* - Ts+ ATT (9) 
•, = n• (•0) 
•, _ • (•) 
•* - a,• (•2) 
W•h = R0Wph (13) 
h;h = Rohph (14) 
T•i = Ts +/•TT• (1•) 
pogRo 
?;h -- AT ?ph (16) 
where Ro is the radius of the Earth, • is the thermal 
diffusivity, • and & are the volume-averaged mantle vis- 
cosity and thermal expansivity, respectively, AT is the 
nonadiabatic temperature increase across the mantle, 
Ts is the temperature at the surface of the Earth, po is 
the average mantle density, and g is the gravitational 
acceleration (Table 1). Asterisks in (6)-(16) denote di- 
mensional values and will be dropped in all subsequent 
equations for clarity. 
Parameter Ra in (1) is the thermal Rayleigh number 
that characterizes the vigor of convection of the system 
and is given by 
Ra = g&pøATD3 n• (17) 
where D is the depth of the core-mantle boundary (Ta- 
ble 1). Parameter Bph in (1) characterizes the intrinsic 
buoyancy of the high-pressure phase with respect to the 
thermal buoyancy and is given by 
Apph (18) Bph --po&A T 
where App h is the density increase associated with the 
transition to the high-pressure phase. 
Calculations are performed for a half annulus (Fig- 
ure 1), where the inner radius corresponds to the CMB 
and the outer radius corresponds to the surface of the 
Earth. Free slip conditions are used at the bottom; re- 
flection boundary conditions are used on the two side 
walls. At the top, plates are simulated by imposing ve- 
locity boundary conditions, where the amplitudes of the 
plate velocities axe determined from a free slip calcula- 
tion [e.g. Gumis and Davies, 1986]. Hah and Gumis 
[1999] have shown that although such boundary con- 
ditions do substantial work on the system, the work 
is dissipated within the lithosphere. Consequently, the 
approach is quite adequate for studies including the dy- 
namics of the bulk of the fluid layer. A velocity over- 
shoot is applied in the back arc basin to facilitate sub- 
duction and detachment of the slab from the overrid- 
ing plate [Christensen, 1996; Davies, 1997]. The sub- 
Table 1. Values of Parameters Used in Convection Computations 
Parameter Symbol Value 
Radius of the Earth Ro 
Depth of the core-mantle boundary D 
Gravity acceleration g 
Average mantle density po 
Average mantle viscosity 
Thermal diffusivity 
Average thermal expansivity 
Temperature increase across the mantle AT 
Velocity of subducting plate Uplate 
Trench migration velocity Utrench 
6371 km 
2891 km 
10 m s -2 
4.0 g cm -s 
3.16 x 10 TM Pa s 
10 -6 m 2 
1.535 x 10 -5 K- 1 
2900 K 
5 cm yr- • 
0.5 cm yr- • 
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Figure 1. Temperature field after 20 million years of 
subduction. The imposed surface velocity conditions 
are indicated at the top (the dotted line shows zero 
velocity). 
ducting plate is moving at [/plate -- 5 cm yr -• and a 
trench rollback is added with the migration velocity of 
the trench Utrench = 0.5 cm yr -•. The velocity of the 
overriding plate is taken equal to Utrench. 
The mantle is initially isothermal with superimposed 
top and bottom thermal boundary layers. The thermal 
boundary layer for the oceanic lithosphere of the sub- 
ducting plate is computed using an infinite half-space 
cooling model. The age of the lithosphere at the initial 
trench location is • 160 million years. For the bottom 
boundary layer and the continental ithosphere (over- 
riding plate) an initial age of 100 million years is used. 
The total temperature variation across the mantle is 
AT = 2900 K -•, with equal partitioning of the varia- 
tion between the lower and bottom boundary layers. 
The depth dependence of the dimensionless coeffi- 
cient of thermal expansion is given by 
2.93 
a(r) - 1 + 10.5(1- r) ø'85 (19) 
and is consistent with the experimental data for olivine 
at the surface and predictions of experimental mineral 
physics for a silicate perovskite and magnesiowiistite 
assemblage in the lower mantle [Sidorin and Gumis, 
1998]. 
A depth- and temperature-dependent dynamic vis- 
cosity p is used in (1). The depth dependence includes 
an order of magnitude increase at the 670 km boundary 
between the upper and lower mantle. The temperature 
dependent part (Figure 2) is given by 
p(T) - exp ( c• c2+T ) (20) c2 +0.5 
Since stress dependence is expected to reduce signifi- 
canfly the effective viscosity of the subducting litho- 
sphere [Christensen, 1984] but is not accounted for in 
the computations a cutoff of 10 is applied at low tem- 
peratures. We use c• = 41.5 and c2 = 0.77 in (20). 
These values provide a substantially stronger temper- 
ature dependence of viscosity than is used by $idorin 
and Gumis [1998], producing amore realistic 4 orders of 
magnitude variation in the bottom thermal boundary. 
As in [Sidorin and Gumis, 1998], viscosity is normal- 
ized to ensure that the volume average of log p is 0 when 
averaged over the entire duration of the simulation. 
Equations (1)-(3) are solved using a finite element 
code ConMan [King et al., 1990] which that has been 
modified for the cylindrical geometry by Zhong and 
Gumis [1993]. The computations were carried out on 
a mesh with 400 elements in the azimuthal direction 
and 100 elements in the radial direction. The mesh was 
refined both vertically in the top and bottom thermal 
boundary layers and laterally around the trench, so that 
the resolution at these regions was • 12 km in either 
direction. 
We consider a number of models by varying ?ph from 
--10 tO +10 MPa K -• and hrh from 100 to 300 kin. In 
order to produce a sharp seismic discontinuity we use a 
narrow phase transition with Wrh = 3 km. The density 
change associated with the phase transition is taken to 
be either 0% (passive phase) or 1%. 
All models were integrated for a total time of 340 
million years. Plate 2 illustrates the general influ- 
ence of the basal phase change on the dynamics of the 
system. In the case of a passive phase change with 
7ph ----6 MPa K -•, hph ---- 150 km (Plate 2a) the phase 
change does not have any influence on the dynamics 
but will have a substantial influence on the predicted 
• 101 
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Figure 2. Temperature dependence of viscosity. 
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seismic signature. As the slab subducts to the base of 
the mantle, it spreads atop the core-mantle boundary 
with some folding and buckling developing in the bot- 
tom part of the slab. The slab rests almost horizontally 
at the base of the mantle and is steeply dipping in the 
mid mantle. 
The bottom boundary layer grows in thickness and 
eventually becomes gravitationally unstable, giving rise 
to hot plumes. Large plume heads erupting from the 
CMB and quickly rising to the surface are followed by 
relatively thin hot tails. In some cases, as a new insta- 
bility is created in the bottom boundary layer, a new 
plume head erupts in the same location, following an ex- 
isting plume tail. In other cases, new plumes erupt from 
different regions of the CMB with the old tails eventu- 
ally remixing with the bulk of the flow. The strongest 
and the most stable (with multiple heads erupting in 
pulses from approximately the same location at the 
CMB) plume always seems to emerge just at the tip 
of the slab. It is also always the first plume to emerge, 
caused by the local thickening of the hot thermal bound- 
ary layer by the slab. 
The phase boundary is elevated through the fiat-lying 
slab and reaches its greatest height where the slab first 
reaches the CMB. In the hot areas the phase boundary 
is depressed, and the phase transition does not occur 
in the hot plume tails or when new plume heads erupt 
from the CMB. The continuity of the boundary becomes 
intermittent in hot areas with most variation occurring 
near plumes or the boundary between the fiat lying slab 
and erupting plume. 
Our next model has the same value of Clapeyron 
slope (6 MPa K -•) and elevation of the phase tran- 
sition above the CMB (150 km), but the high-pressure 
phase is assumed to be 1% denser than the low-pressure 
phase. For this model the overall pattern of convec- 
tion is only moderately changed (Plate 2b). Plumes 
become stronger and more common, as can be observed 
in Plate 2b, where after the same time of integration a 
second plume head has emerged at the tip of the slab 
and the head of the rightmost plume is much wider 
and spread beneath the surface than in the case of a 
passive phase change (Plate 2a). On the other hand 
the effect of a greater phase density on the subducting 
slab is subtle. This is probably explained by the high 
viscosity of the slab and the continuity of the plate tec- 
tonic model, which continuously supplies a substantial 
amount of negative buoyancy at a steady rate. The 
strength of the basal phase change only weakly influ- 
ences the driving force on the lower mantle slab. 
Using a negative Clapeyron slope 7ph = --6 MPa K -• 
with a 1% density contrast (Plate 2c), again, has a lim- 
ited effect on the dynamics of the slab. However, such 
a phase change significantly inhibits the formation of 
plumes. This observation agrees well with the results of 
a study of Breuer et al. [1998] for the Martian mantle, 
which has been interpreted by them as "thermal barri- 
ers" that are created by the phase change due to latent 
heat consumption. The phase boundary now becomes 
a global feature, depressed in the cold region associated 
with the slab but elevated where plumes emerge from 
the CMB. It generally appears smoother than in the 
cases of a positive 7ph because of the smoother tem- 
perature gradients that exist a few hundred kilometers 
from the CMB. 
3. Synthetic Waveforms 
To select a class of dynamic models consistent with 
seismological observations, we transform the temper- 
ature field obtained from the convection models into a 
seismic velocity field. A PREM-like structure is used for 
the upper mantle and a technique presented by Sidorin 
and Gumis, [1998] is applied to compute the elastic pa- 
rameters and density in the lower mantle (Plate 3). The 
computations start from an adiabatic model of the lower 
mantle, obtained to provide the best fit to P REM and 
based on the mineral physics data and geochemical con- 
straints. The results of convection computations (the 
temperature field and the distribution of the phases) 
are then used to add the nonadiabatic perturbations 
to the adiabatic parameters. Following the results of 
Sidorin et al., [1998], we assume a 1% shear velocity in- 
crease across the phase boundary. As the shear velocity 
is controlled by both density p and shear modulus G 
different changes in the shear modulus are required for 
a passive and a denser phase change to provide a 1% 
velocity jump. We estimated that a roughly 2% jump 
in shear modulus is needed for cases with no density 
difference between the phases, and 3% jump is needed 
for a 1% density change. 
Using the computed seismic velocity fields, we pro- 
duce synthetic waveforms that are compared with the 
observations. We limit our analysis to the horizontally 
polarized shear wave (SH) as some of the best seismo- 
logical observations of the D" triplication pertain to 
the $cdH phase. A combination of a modified WKBJ 
(WKM) method and generalized ray theory (GRT) is 
used to compute the waveforms in a 2-D seismic veloc- 
ity field [Ni et al., 1999]. A 600 km deep point source 
is assumed in all computations. 
To study the spatial variations of the computed wave- 
forms, we compute waveforms for a set of ray paths with 
a fixed epicentral distance/• but with different locations 
of the source and receiver. This representation of the 
wave field is widely used in exploration geophysics and 
is known as a constant offset section. The construc- 
tion of such a section is illustrated in Plate 3a, where 
a source-receiver pair with a fixed separation/• = 80 ø 
is moved around the domain by shifting it by a con- 
stant azimuth increment /X•b = 40 ø. Any location of 
the source-receiver pair can be characterized by the az- 
imuthal coordinate •brefi of the ScS bouncing point, and 
so, the corresponding waveforms can be plotted as a 
function of •bre• that characterizes the location at the 
CMB that is sampled by the paths. To allow sampling 
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Plate 2. Temperature fields and location of the phase 
boundary after 340 million years of subduction for three 
different models: (a) /kpph/PO -- 0, '¾ph -- 6 MPa $ -1, 
and hph -- 150 km; (b) /kpph/PO -- 0.01, 7ph -- 
6 MPa K -•, and hph -- 150 km; and (c) /kpph/PO --
0.01, 7ph- --6 MPa K -1, and hph- 150 km; 
of the deep mantle near the side walls of the model, 
the seismic velocity field was symmetrically continued 
to a full annulus in a way consistent with the reflect- 
ing boundary conditions used on the side walls in the 
convection model. This continuation allows us to cover 
the whole model domain with seismic rays so that 
can vary from 0 ø to 180 ø. We computed constant off- 
set sections for/k = 75 ø, 77 ø, 79 ø, 81 ø, and 83 ø using 
an azimuth increment/k•b- 1 ø. This set of epicentral 
distances corresponds to the range where Scd is a suf- 
ficiently strong arrival and is still distinguishable from 
the direct arrival. 
Three constant offset sections for /k - 75 ø, 79 ø and 
83 ø computed for a model with Apr h -- 0, 7ph -- 
6 MPa K -• and hrn - 150 km are given in Figure 3, 
with a part of the section for/k - 79 ø enlarged in Fig- 
ure 4. The sections clearly show an intermittent D" 
triplication, with $cd arrival being sufficiently strong 
only in a limited region, primarily in the area with 
50 ø ( •bre• ( 100 ø. Comparison with the seismic struc- 
ture in Plate 3a reveals that this area corresponds to a 
broad fast shear velocity anomaly associated with the 
subducted slab. Away from the slab, $cd can still be 
observed for /k - 83 ø, although with a considerably 
reduced amplitude, with no trace of an Scd found for 
smaller epicentral distances. 
Although lacking the additional complexity of source 
mechanisms and instrument response, the computed 
waveforms display strong variations in amplitudes and 
arrival times of various phases, especially $cd. While 
such variations are commonly observed, it proves dif- 
ficult to make a direct comparison of the modeling re- 
suits with the waveform data, and some other technique 
must be used. We choose a statistical approach here, 
where the first moments of differential travel times and 
relative amplitudes distributions are compared for the 
computed results and data. 
To facilitate this comparison, the phases (S, ScS and 
Scd) are picked automatically (see dashed lines in Fig- 
ure 4) from the synthetic seismograms using a simple al- 
gorithm. The direct phase and phase reflected from the 
core present no difficulties, while certain problems exist 
with $cd phase. On many waveforms the phase is weak 
(or completely absent) and may be lost in the noise. 
In addition, on some waveforms an additional arrival, 
St, is observed (Figure 4) between S and ScS, linked by 
Sidorin et al. [1998] to the seismic structure produced 
by thermal gradients within a folding slab. When more 
than one phase is suggested for $cd by the phase-picking 
algorithm, the one with a significantly higher amplitude 
or, if the amplitudes are comparable, the sharper phase 
(the phase with a higher absolute value of acceleration) 
is accepted. To minimize the erroneous picks, we set a 
threshold, rejecting an $cd pick if the amplitude of the 
phase is ( 10% of the amplitude of the direct arrival. 
The first-order moment of the amplitudes and travel 
time distributions for the data can be characterized by 
a 1-D seismic velocity reference model that is produced 
to provide the best fit to the observations. Several such 
models have been advanced for various regions of the 
world with clear evidence for a D" triplication. In this 
study we consider four such regions: northern Siberia, 
Alaska, India and the Indian Ocean, and Central Amer- 
ica, characterized by their respective 1-D reference mod- 
els SGLE, SYLO, SYL1, and SLHA (Plate 1). 
We introduce three parameters, AM•, /kM• and 
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AM2 T, which we use to characterize the overall statis- 
tical misfit between the amplitudes and travel times of 
waveforms produced for a computed model and the data 
for a given region of the world. Parameter/XM• will be 
used to characterize the difference between the first cen- 
tral moments of relative amplitude distributions for the 
synthetics and the data. Parameters AM• T and AM2 T
will be used to characterize the difference between the 
first moments and the second moments, respectively, of 
the differential travel times distributions. 
3.1. Comparison of Relative Amplitudes 
Figure 5 shows $cd/$ amplitude ratios computed for 
the model with a passive phase with 7ph = 6 MPa K -• 
and hph -- 150 km. The amplitude ratios are normal- 
ized by the respective ratios for four different 1-D ref- 
erence models and are plotted as a function of the $c$ 
bounce point coordinate •brefi. There are obviously large 
variations in the relative $cd amplitudes, and, at least 
in some regions these amplitudes are consistent with 
the relative amplitudes observed for the paths through 
northern Siberia, Alaska, India, and Central America. 
Using this observation, we restrict the analysis of the 
computed models to the range 50 ø < •refl • 900. This 
region in the models corresponds to the most distinct 
$cd arrivals, and its lateral extent is comparable to that 
of many areas in the world with stable observations of
the D" triplication [Lay et al., 1997]. This is also the 
region of a broad fast velocity anomaly at the base of 
the mantle caused by the thermal signature of the sub- 
ducted slab, so that the dynamic context of this region 
is similar to the four geographical regions that we con- 
sider, each of which has either ongoing subduction or 
has had substantial subduction since the Mesozoic. 
No systematic study has yet addressed the $cd/$ am- 
plitude variations in the waveforms that display the D" 
triplication. In fact, the effects of the deep structure 
would be difficult to isolate in such variations because 
of variable radiation patterns, station effects, and at- 
tenuation along the ray paths. Although the relative 
amplitudes provide weaker constraints on the 1-D ref- 
erence models than the differential travel times, for 
the purposes of our analysis we assume that $cd/$ 
in the observed waveforms are scattered (with no sys- 
tematic shift) around the ($cd/$)•D values of the 1-D 
reference model for the corresponding region, so that 
((Scd/S)data/(Scd/S)•-DI = 1. Using this assumption, 
we introduce the parameter AM• A as 
AM•(model, reflD) - (sea / S)model ) I - Scd/S)reflD (21) 
Parameter (21) gives a quantitative measure of closeness 
of the average amplitude ratios for a computed model 
to those for the real data in a given region (character- 
ized by the 1-D reference model reflD). Large values 
of/kMx • correspond to large deviations of relative am- 
plitudes from the 1-D reference model amplitudes that 
represent he average values for the data in the partic- 
ular region. 
3.2. Comparison of Differential Travel Times 
A comprehensive study of the $cd-S, $cS-Scd, and 
ScS-S differential travel time distribution in three dif- 
ferent regions (northern Siberia, Alaska and India) was 
recently carried out by Lay et al. [1997]. It was demon- 
strated that the differential travel times (JTx)renD = 
Tx - (TX)renD (where X is Scd-S, ScS-Scd, or ScS-S) 
have a zero mean (first-order moment of the distribu- 
tion) for Siberia and Alaska, while for India the 1-D 
reference model (SYL1) has a baseline shift so that the 
corresponding mean values are <(•TScd-S)SYL1 ~ 1.7, 
IJTScS_ScdlSYL• ~ --1.8 and IJTscs_S)sYL• ~ -0.1. 
For the purposes of our analysis, however, we choose to 
use the median estimates as they are more robust and 
tolerant to points with large departures from the bulk 
of the set, such as are expected in the case of misidenti- 
fled phases. The median of the differential travel times 
for Siberia and Alaska approximately coincide with the 
mean estimates and are equal to zero. In the case of 
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Figure 5. Scd/S amplitude ratios computed for the model with/kPph/PO -- 0, ')¾h -- 6 MPa K -x, 
and hph -- 150 km. The amplitude ratios are normalized by the respective ratios (for the cor- 
responding epicentral distances) for four different 1-D reference models' (a) SGLE, (b) SYLO, (c) SYL1, and (d) SLHA. The amplitudes are plotted as a function of the ScS' bounce point 
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India the medians of the differential travel times with 
respect o model SYL1 are me (•T$cd-$)sYrx = 1.5, 
me (•TScS-Scd)SYLi -- -1.5, and me (ST$c$-$)SYL • = 
0.3. A study for the Central America [Lay and Helm- 
berger, 1983] suggests that model SLHA has no baseline 
shift and that the differential travel times have zero me- 
dians. 
Using these estimates, summarized in Table 2, we 
introduce parameter/kMx • as 
/kM• 1 (model, reflD) - 
1 { y•. [me(•TX)model %/• X = { Sod-- S, SoS - od, SOS-- S} 
(Tx)r,m 
This parameter serves as a measure of the average 
shift between the median travel times from a computed 
model and the data (characterized by the reference 1- 
D model reflD). Large values of/XM• T correspond to
a large shift between the median travel times for the 
computed model and the data for a particular region. 
Similar to the approach used by Lay e• al. [1997] for 
regional data, in Figure 6 we present the correlations 
of the differential travel times for a model with a pas- 
sive phase and ffph = 6 MPa K -1 and hph = 150 km. 
Such representation of the travel times scatter is infor- 
mative because it allows us to make comparisons be- 
tween the travel times for a computed model and for 
a particular geographical region. First, the shift of the 
medians of the computed travel times (represented by 
large solid circles) from the respective medians for the 
data (Table 2) characterizes the baseline shift for the 
computed model. Second, implications can be derived 
from the analysis of the correlations of the individual 
travel times. Finally, the scatter of the travel times 
around the medians presents an important characteris- 
tic of the structure producing the waveforms and can 
be used to compare models. We characterize this scat- 
ter by the difference,/X9o%(ST x), between the 95% and 
5% quantlies of the distribution, which is computed by 
stripping 5% of the smallest and 5% of largest values in 
the data set and taking the range of variation in the re- 
maining 90%. We prefer this measure of scatter to the 
more common variance for the same reasons as we chose 
medians over the means: higher robustness and toler- 
ance to misidentified phases. We estimate the values of 
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Table 2. Median Values of the Seismologically Observed Differential Travel Times Distribution 
Around the 1-D Reference Models for the Corresponding Regions. 
Geographic Region Reference 1-D Model rne (JTscd-s), s rne (JTscs-s•d), s rn• (JTs•s-s), s 
Northern Siberia ' SGLE 0 0 0 
Alaska • SYLO 0 0 0 
India • SYL1 1.5 -1.5 0.3 
Central America b SLHA 0 0 0 
•Medians estimated using the data from Lay et al. [1997]. 
bMedians estimated using the data from Lay and Helrnberyer [1983]. 
A90%(JTx ) for the data in northern Siberia, Alaska, 
and India from the analysis presented by Lap et al. 
[1997]. The value of A9o%(JTscs_Scd ) for the Central 
America region is estimated from the results of Lap and 
Helmberger [1983], and the results of Lap [1983] are used 
to derive the value of A9o%(JTscs_S) for that region. 
No analysis of Scd-S travel times has been performed 
for Central America so the value of A9o%(JTscd_S ) for 
the region is chosen to keep the approximate propor- 
tions between the various travel time scatters that are 
observed for the other three regions. 
Table 3 lists the values of A90%(JTx) for the four 
geographical regions. To characterize the difference in 
scatter of the travel times produced by the computed 
structure and the data in a particular geographic region, 
we introduce parameter/kM2 • as 
AM• (model, reflD) = 
1{ • [/k90% ((•TX)xnodel V• X = { ..qcd-- ..q ,..qcS-- ..qcd,..qc..q-- b• 
-A9o% ((•TX)reflD] 211/2 (23) 
Models that produce significantly smaller or larger diœ- 
the model provides to the seismic data observed in the 
region characterized by the 1-D reference model reflD. 
Parameters AM•, AM•, and AM• in (24) repre- 
sent he normalized values of AM•, AM• and AM•, 
respectively. The normalization is performed for a class 
of computed models to ensure that parameters (21)-(23) 
in (24) vary in the range from 0 to 1 and thus have equal 
weights in the penalty function. 
3.3. Comparison Hesults 
The penalty function introduced above presents a 
comparison criterion, on the basis of which any two 
computed models can be compared in relation to the 
quality of fit of predicted waveforms to the regional 
data. In Figure 7 we plot the comparison results for the 
models that have been computed. As a passive phase 
change does not produce any dynamic effects on the 
flow, a single convection model can be used to study 
in detail the influence of parameters 7ph and hph on 
the resulting seismic structure and the corresponding 
waveforms. The solid circles in Figure 7 represent mod- 
els computed for Apph/P o ---- 0 (passive phase), and 
the open circles correspond to the few models where 
the high-pressure phase is 1% denser than the lower- 
œerential tr vel time scatter than is observed in agiven pressure phase. The difference in the penalty functions 
region characterized by a reference model reflD will for models with a passive phase and a denser phase is
have larger values ofAM2•(model, r flD) than models rather small for the same values of')'ph and hph, which 
that produce scatter of about the same amplitude. is seen clearly inFigure 7, where the adjacent solid and 
Using parameters ZxM1 •, AM1 •, and/kM2 •, we intro- 
duce a penalty function 
p(model, reflD) = 
_1 [•-•(model, reflD) + A'•i• (model, reflD) 3 
+ A'• (model, reflD)] (24) 
that characterizes the overall statistical misfit between 
a computed model and seismic data. It allows us to 
compare any two models in a class of computed mod- 
els in terms of statistical proximity to the data in a 
given region of the world. The lower the value of 
p(model, reflD) for a given model, the better the fit 
open circles have similar sizes. This is in agreement 
with our observation of the small effect of a minor (1%) 
density increase in the phase transition on the dynamics 
of the slab discussed earlier. 
Variations in 7ph and hph, on the other hand, lead 
to stronger variations in the seismic structure and the 
resulting waveforms. As Figure 7 suggests, a prefer- 
ence should be given to phase changes with a posi- 
tive value of Clapeyron slope of •. 6 MPa K -• and 
an elevation of .• 150 km above CMB under adiabatic 
conditions. A positive value of Clapeyron slope corre- 
sponds to exothermic phase changes, where latent heat 
is released when the phase change occurs. Such phase 
changes present a barrier to rising plumes, as when the 
phase change occurs in a rising plume, the latent heat is 
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Table 3. Scatter (Difference Between the 95% and 5% Quantiles) of the Differential travel times in 
the Different Geographical Regions 
Geographic region Reference 1-D model Aoo%(JTscd_s), s Aoo%(JTscs_s•d), s /koo%(•Ts•s_s), s 
Northern Siberia • SGLE 6.5 4.5 5.5 
Alaska • SYLO 6.0 4.5 4.5 
India a SYL1 5.0 3.5 5.5 
Central America SLHA 6.5 b 5.0 c 6.0 d 
aScatter estimated using the data from Lay et al. [1997]. 
bAssumed value. 
CEstimated using the data from Lay and Helmberger [1983]. 
dEstimated using the data from Lay [1983]. 
consumed, which leads to the plume losing some of its 
buoyancy. The higher the temperature, the higher the 
pressure at which such a phase change occurs. Negative 
values of Clapeyron slope correspond to endothermic 
phase changes, where latent heat is consumed. Such 
phase changes present barriers to downwellings (slabs), 
and for higher temperatures the phase transition pres- 
sure is lower. The absolute value of the Clapeyron slope 
characterizes the variation of the depth of the disconti- 
nuity with temperature. 
Our best estimate of the elevation of the phase change 
above the CMB (150 km) corresponds to roughly 127 
GPa and 2650 K on a (P, T) diagram. Models with 
these characteristics provide the best fit to the struc- 
ture under northern Siberia (model SGLE), closely fol- 
lowed by the structure under Alaska (model SYLO). 
The match for the structures under India and Central 
America is significantly worse. 
3.4. Analysis of the Predicted Heterogeneity 
To explore the scale lengths of the heterogeneity in 
our computed models, we use a method of Layely et al. 
[1986] that was recently applied by Lay et al. [1997] 
to the data in three different regions. The idea behind 
the method is to approximate the spectrum of the man- 
tle heterogeneity by a spatial autocorrelation function 
of the travel times residuals. This is done by comput- 
ing the mean and variance of the travel time residuals 
between all ray paths with a given lateral separation 
of the $cS reflection points. The mean residuals and 
their standard deviations are plotted in Figure 8a as a 
function of the separation of the reflection points for 
a model with a passive phase and 'Yph --- 6 MPa K -x 
and hph = 150 km. A straightforward comparison with 
the analogous plots presented by Lay et al. [1997] for 
the ray paths sampling northern Siberia and Alaska is 
plagued by the 2-D nature of our models. Indeed, any 
observed low wavelength trends in the spatial correla- 
tion function cannot be expected to be reproduced by 
our models as a small separation between the ScS re- 
flection points implies a closeness of the ray paths in 
2-D geometry, while in a 3-D case the velocity structure 
sampled by the two paths off the vertical plane defined 
by the reflection points can be quite different. So, the 
low power in the short wavelength part of the correla- 
tion functions in Figure 8 is not surprising. Another 
important difference between our results for the com- 
puted models and the data analysis of Lay et al. [1997] 
is the much higher value of the standard deviation of 
the travel time residuals suggested by our models. How- 
ever, with all the limitations of our models the analy- 
sis of the spatial correlations reveals several important 
trends, such as the peak at 15ø-20 ø observed for ScS-S, 
ScS-Scd, and Scd-S residuals. This peak is relatively 
sharp for ScS-S and Scd-S residuals and is somewhat 
broader for the ScS-Scd residuals. Analysis of the slab 
structure in Figure 2a suggests that this characteristic 
scale of heterogeneity may reflect the folding pattern 
of the horizontally lying slab where the separation be- 
tween adjacent folds approximately corresponds to the 
location of the maxima in the autocorrelation functions 
(Figure 8a). 
Another interesting observation that can be made 
from Figure 8a is the relatively fiat autocorrelation 
function for ScS-Scd residuals. This agrees with the re- 
suits of the spatial correlation study of the travel time 
residuals performed by Lay et al. [1997] and has been 
interpreted as indicative of a significant heterogeneity 
at short scales. The relatively small amplitudes of the 
ScS-Scd autocorrelation function are in accord with the 
results presented in Figure 6, where the ScS-Scd dif- 
ferential travel time residuals display less scatter than 
the ScS-S and Scd-S residuals. This is again in good 
agreement with the observations [Lay et al., 1997] and 
implies that most of the heterogeneity in the D" is con- 
centrated just above the discontinuity or in a thin layer 
just below it, in a region that is sampled by both ScS 
and $cd ray paths. 
The spatial correlation analysis also allows us to de- 
couple the effects of the discontinuity topography vari- 
ations from the volumetric heterogeneity. This can be 
done by repeating the correlation analysis for a model 
with a fiat phase boundary with its elevation above 
the CMB equal to the average elevation of the phase 
boundary in the model with 'Yph = 6 MPa K -• and 
hph = 150 kin. The autocorrelation functions for such 
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Figure 7. Comparison f computed models with different phase change characteristics. Each 
circle represents a model, with the size inversely proportional to the penalty function for that 
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characterized bythe 1-D reference model. Solid circles correspond to models with a passive 
phase change; open circles represent models where the high-pressure phase is 1% denser than the 
low-pressure phase. The value of the penalty function varies from 0.13 for the "best" model to 
0.87 for the "worst" model. 
a model, characterized by7ph -- 0 and hph -- 223 km, the standard error of the travel time residuals and thus 
are presented in Figure 8b. Comparison of Figures 8b cannot be considered statistically meaningful. 
and Figure 8a reveals some minor differences in the 
$ and $cd-S autocorrelations, with more pronounced 4 Discussion 
changes in the trends of the ScS-Scd spatial correlation. ' 
This comparison suggests that the volumetric anoma- Most purely seismological models explaining the D" 
lies have the dominant effect on the computed ScS-S triplication use a value of 2-3% for the amplitude ofthe 
and $cd-S travel times. Even for the $cS-Scd autocor- shear velocity jump. On the basis of the dynamic im- 
relation function, the change caused by including topog- plications for the structures at the base of the mantle, 
raphy variations into the seismic velocity field is within Sidorin et al. [1998] suggested that the triplication is
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Figure 8. Spatial correlation of the differential travel time residuals for two computed models. 
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7ph -- 6 MPa K -• and hph -- 150 km; (b) for a model with a passive phase with a phase 
boundary having constant height above the CMB (7ph -- 0 and hph -- 223 km) equal to the 
average height of the phase boundary for the model used in Figure 8a, computed in the region 
50 ø •_ •refl _• 90 ø. 
conditioned by both the discontinuous velocity increase 
and the velocity gradient just above the discontinuity 
and demonstrated that a model with just a 1% veloc- 
ity jump overlaid by a higher than P REM gradient can 
explain the triplication observations under the Western 
Caribbean at least as well as models with a 3% discon- 
tinuity. The double structure in this class of models 
naturally emerges from the thermal and possibly chem- 
ical complexity of the region that gives rise to large 
variations in the velocity gradients and can explain the 
intermittent nature of the D" triplication. Although 
the discontinuity may be a ubiquitous feature, $cd ar- 
rivals of sufficient amplitude will only be observed in the 
regions where the discontinuity is overlaid by a signif- 
icantly high velocity gradient. Such regions with high 
positive radial gradients of the shear velocity are ex- 
pected, for example, in the areas of subduction, where 
the best observations of the Scd phase have been made. 
While a phase change is a plausible mechanism for the 
velocity discontinuity, other possibilities exist. A simple 
global chemical layer at the bottom of the mantle is an 
unlikely candidate as a quite complex change in chem- 
istry may be required to both dynamically stabilize the 
layer and make it seismically faster than the overlying 
mantle [Sidorin and Gumis, 1998]. In addition, the 
geographical pattern of predicted Scd arrivals does not 
agree with the seismological observations. However, the 
chemical contrast caused by oceanic crust within sub- 
ducted slabs may provide the required velocity jump 
and can be a viable alternative to the global phase 
change. 
A phase change mechanism has previously been hy- 
pothesized as the cause of the D" discontinuity [see 
Wysession et al. 1998]. However, despite remarkable 
advances in the experimental mineral physics, little is 
known about the phase diagrams of the lower mantle 
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minerals. Even for the major constituents (silicate per- 
orskite and magnesiowiistite), the questions of stabil- 
ity under the D" conditions remain a subject of de- 
bate. The suggestion of instability of silicates at high 
pressures dates back to Birch [1952] and was more re- 
cently supported by Stixrude and Bukowinski [1990] and 
Meade et al. [1995], who demonstrated that silicate per- 
ovskite dissociates into SiO2 and (Mg,Fe)O under the 
conditions pertinent to the D" region. However, other 
studies, including theoretical calculations [Stixrude and 
Cohen, 1993] as well as experimental work [Knittle and 
Jeanloz, 1987; Tsuchida and Yagi, 1989; Serghiou et al., 
1998] argue against such a decomposition and suggest 
that (Mg,Fe)SiOs-perovskite is stable under the lower 
mantle conditions. The existence of any phase transi- 
tion under D" condition for magnesiowiistite, the other 
major element in the composition of the lower mantle, 
is also uncertain. Although FeO experiences at least 
one phase change in the range of pressures and tem- 
peratures corresponding to the lower mantle [Jeanloz 
and Ahrens, 1980], no evidence for a phase change has 
been observed for Mg0.6Fe0.40 under shock compres- 
sion up to 200 GPa [Vassiliou and Ahrens, 1982]. The 
uncertainty in the experiments conducted under simul- 
taneous high-pressure and high-temperature conditions 
is such that it does not currently allow one to categor- 
ically rule out a phase transition in either silicate per- 
ovskite or magnesiowiistite under D" conditions. This 
is especially true because the results of this study and 
the study by Sidorin et al. [1998] suggest hat a minor 
change in the elastic properties will suffice to explain 
the D" seismic triplication. 
Another possible explanation for the discontinuous 
increase in the shear velocity atop D" is a phase transi- 
tion in some of the minor constituents of the lower man- 
tle. A consideration of the cosmic abundances suggests 
substantial amounts of CaO and A12Os in the lower 
mantle. This is probably especially true for the base 
of the mantle, where a higher concentration of refrac- 
tory elements is expected [Ruff and Anderson, 1980]. 
Phase transitions have been discovered in both CaO 
and Al•Oa [Jeanloz and Ahrens, 1980; Funamori and 
Jeanloz, 1997]. The transformation of corundum 
A12Os) to the Rh2Oa (II) structure occurs under con- 
ditions comparable to those expected at the top of D", 
while the BI-•B2 transition in CaO has been observed 
at mid mantle pressures (• 70 GPa). However, the 
abundances of free CaO or A12Os at the base of the 
mantle are unknown. Moreover, not only is the ele- 
ments partitioning between various phases under the 
D" conditions unknown, the relative concentrations of 
the elements are highly uncertain as well and depend on 
the model of Earth differentiation and history of mantle 
evolution. It seems impossible, however, to rule out a 
phase transformation in one of the A1- or Ca-bearing 
phases that would lead to a 1% increase in the shear 
velocity of the mineral assemblage. 
A phase transition in stishovite or one of the postru- 
tile phases of SiO• [Tsuchida and Yagi, 1989; Dubrovin- 
sky et al., 1997] is a yet another candidate for the dis- 
continuous velocity increase atop D". It has been sug- 
gested [Knittle and Jeanloz, 1991; Kellogg and King, 
1993] that the chemical reactions between the core and 
mantle material may increase the concentration of free 
silica at the base of the mantle and thus a notable phase 
transition in silica may, in principal, produce a sufficient 
increase in the shear velocity of the mineral assemblage. 
Our study could not provide any constraints on the 
density change associated with the phase transforma- 
tion that is a potential cause of the D" discontinuity. 
As we have demonstrated, the computed waveforms are 
to a large degree controlled by the slab structure, which 
is only slightly sensitive to the small (0-1%) density 
change in the phase transformation. A significantly 
higher density change would probably have a more im- 
portant impact on the slab dynamics but is unlikely. 
The structure of the major lower mantle constituents 
(Mg, Fe perovskite, and magnesiowfistite) is already 
very closely packed, and any large volume change as- 
sociated with further structural modifications is hardly 
possible. In addition, these two minerals have been a 
subject of a great number of high-pressure experiments, 
and it is unlikely that a major phase transformation 
with a large volume change may have been overlooked. 
If the phase transformation is to occur in some of the 
minor elements of the mineral assemblage, it may re- 
quire a very large density change in order to increase 
the average density by much more than 1%. 
The constraints provided by the seismologically ob- 
served differential travel times and their variations al- 
lowed us to estimate the Clapeyron slope (6 MPa K -•) 
and pressure (127 GPa) of the phase change that may 
give rise to the D" triplication. Our dynamic models 
that incorporated a phase change with these parame- 
ters provided a favorable fit to the data corresponding 
to northern Siberia and Alaska. The poor fit to the data 
in Central America and India is frustrating but under- 
standable. The D" structure under Central America 
is especially complex [e.g., Kendall and Nangini, 1996] 
and can hardly be characterized by a single 1-D model 
(SLHA). The data coverage in India is very sparse [Lay 
et al., 1997], so that the reference model (SYL1) may 
also be a poor representation of the "average" structure 
and the actual observations. 
Our study suggests that at least for a 1% velocity 
contrast associated with the phase transformation most 
of the travel time variations are due to the volumetric 
anomalies. The largest of these anomalies is produced 
by the buckling and folding of the slab lying on the core- 
mantle boundary. This "topography" of the thermal 
signature of the slab is responsible for the topography 
of the phase boundary, and together, they determine 
the variations in the differential arrival times. This ex- 
plains why the variations in $c$-Scd residuals are rela- 
tively small: both Scd and ScS sample the same largely 
heterogeneous region at the top of D". 
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A study by Gri•fiths and Turner [1988] demonstrated 
that the characteristic wavelength of slab folding is pri- 
marily controlled by the rheology of the slab and the 
kinematics of subduction. If our interpretation of the 
maxima in the autocorrelation functions (Figure 8) is 
correct and the peak at 15ø-20 ø indeed corresponds to 
the characteristic wavelength of the slab buckling, it is 
possible that the maxima in the autocorrelation func- 
tion for the seismic data [Lay et al., 1997] reflect the 
same physical processes. This information can then be 
used to constrain the rheology of the slab in the deep 
mantle, creating yet another loop of mutual constraints 
between geodynamics, mineral physics, and seismology. 
5. Conclusions 
Using dynamical models with a phase change near 
the bottom of the mantle we obtained constraints on 
the characteristics of the phase change (P,T conditions 
and Clapeyron slope) that produce seismic structures 
and waveforms consistent with seismological observa- 
tions. We found that dynamic models that provide the 
best fit to the seismic observations have a Clapeyron 
slope of the basal phase transition of • 6 MPa K -• 
and an elevation of the phase boundary above the CMB 
of • 150 km under adiabatic temperatures. Dynamic 
models indicate that a phase boundary characterized by 
a negative Clapeyron slope is generally smoother than a 
phase boundary with a positive Clapeyron slope of the 
same absolute value. This reduced topography of phase 
boundaries with a negative Clapeyron slope produces 
variations in seismic differential travel times that are 
too small and inconsistent with observations. Likewise, 
phase changes with a too small (• • 6 MPa K -•) or too 
large (• • 6 MPa K -•) positive Clapeyron slope lead to 
too small or excessively large variations of differential 
travel times. 
We found that the D" discontinuity modeled by the 
phase change in our computations produces the stron- 
gest triplication in the area of subduction and weak or 
absent $cd arrivals away from the slab. This pattern is 
consistent with the general.geographical pattern of the 
D" triplication observations, where the strongest $cd 
arrivals have been reported in subduction areas. The 
dynamics of the slab appears to be important in giv- 
ing rise to the triplication, as the thermal structure of 
the slab produces volumetric seismic velocity anoma- 
lies and modifies the topography of the discontinuity. 
These anomalies and the phase boundary topography 
explain most of the variations in the differential travel 
times. The patterns in these variations, such as rel- 
atively small amplitude of $c$-$cd variations, are con- 
sistent with the results obtained by Lay et al. [1997] for 
the data in various regions and indicate that the largest 
heterogeneity is located at the very top of the D" layer 
or just above it. The characteristic peaks in the spatial 
autocorrelation functions of seismic differential travel 
time residuals may be representative of the character- 
istic wavelengths of folding of subducted slabs. If so, 
the analysis of spatial correlations of the seismic travel 
time anomalies may provide important constraints on 
the rheology of the slab at the base of the mantle. 
Our analysis failed to provide any constraints on the 
density change associated with the phase transition that 
may be responsible for the D" discontinuity. Although 
the density change, together with Clapeyron slope, has 
a significant influence on the dynamics of plumes emerg- 
ing from the CMB, its impact on the dynamics of sub- 
ducting slabs is minor, which can be partly due to slab 
kinematics enforced in our models. Fully dynamic mod- 
els of subduction with a more realistic rheology would 
be required to investigate further the general influence 
of this parameter. Plate kinematics, effects of inter- 
nal heating, rheology, and other factors to some extent 
control the dynamics of the system and thus the seis- 
mic velocity field at any point in its evolution. However, 
the analysis of these parameters is out of the scope of 
this study and is left for future investigation. Although 
a phase change appears to be a viable mechanism for 
the D" seismic discontinuity, other possibilities, such 
as the chemical contrast associated with the subducted 
oceanic crust in slabs, cannot be ruled out and deserve 
further study. 
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