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Introduction 
In the first part of the paper [8] we associated matroidal models to skeletal struc- 
tures. This modelling, where the matroids were defined on the set of velocities of 
the joints, enabled us to characterize generic rigidity in terms of what we called the 
Master Matroid. Furthermore, following the way of thinking in network theory, we 
could formulate the matroids of interconnected structures in terms of matroid 
union. 
In the present second part we study the relation of our characterization of generic 
rigidity to Laman’s theorem. As a byproduct, we obtain the analogues of the so 
called topological formulae of linear network theory. 
For terminology, notation etc. the reader is referred to (81. 
1. The master matroid K and Laman’s theorem 
Let G denote the graph of the generic rigid plane skeletal system S. Let G consist 
of n vertices and e edges. Of course, e? 2n - 3 and we may suppose equality. (For 
otherwise consider 2n - 3 edges whose rows form a maximal set of independent vec- 
tors in A of [8,(l)] and delete the other rows. This procedure does not affect d(S).) 
Laman’s theorem [4] states that a graph G is minimal stiff if and only if IE(G)( = 
2 j V(G)/ -3 and, for every nonempty subgraph G’ of G, IE(G’)I 12 jV(G’>l -3. 
This is only a ‘good characterization’. However, the following equivalent form 
[5, Corollary 21 gives a polynomial algorithm: 
(PI) 
Doubling any edge of G results in a graph 
which is the union of two trees. 
Consider the following, seemingly stronger, property: 
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Adding an edge between any two vertices of G, 
the resulting graph Go is the union of two trees. 
Our final goal in this section is to show that all these are equivalent o [8, Propo- 
sition 111, i.e. to 
(P3) %-J(S) = Y,. 
Proposition 1. (Pl) is equivalent o (P2). 
Proof. The implication (P2) * (Pl) is obvious. For the other direction suppose the 
contrary. Then let G be a counterexample, let the vertices j, k of G be non-adjacent 
and suppose that Go= G+ (j, k) cannot be decomposed into two trees, though G 
satisfies (Pl). V(Ge) can then be partitioned into Vi, Vz, . . . . I’, so that the number 
t,, of those edges of G which connect vertices of different classes, is at most 2m - 3, 
see [9]. 
Apply (Pl) to the same partition of vertices if an edge e of G is doubled. Then 
the number t of edges with the above property is at least 2m - 2. Hence to< t which 
is possible only if j and k are in the same subset of the above partition and the edge 
e connects vertices of different classes. But then every class Vi consists of a single 
vertex, a contradiction. 
Proposition 2. (P3) implies (P2). 
Proof. Let FC T be a subset so that IFI = 2n - 3 and neither X-F nor Y-F is 
empty. We may suppose without loss of generality that T-F= {_~i,-i,;,lik} with 
j# k. The (2n - 3) x (2n - 3) submatrix A,, obtained from A by deleting the col- 
umns which correspond to T-F, must be nonsingular. 
If o. is an arbitrary vertex of a tree H, then there is a unique path from an arbi- 
trary vertex u # u. to uo. Associating the first edge of this path to o we establish a 
1 - 1 correspondence between E(H) and V(H)- {ue} so that vertices are incident 
to the corresponding edges. This is the only possible 1 - 1 correspondence with this 
incidence property, as can be proved by induction on 1 V(H)], starting from a vertex 
of degree one. 
Apply the Laplace expansion for det & by dividing the set of columns into 
X- {ki} and Y- {jj, n} and consider an arbitrary nonvanishing member of this 
expansion. The rows, corresponding to the terms of the X- {ji} columns, deter- 
mine a tree kf, of G, while the other rows determine a forest Hy of two components 
so that the vertices j,k are in two different components. Hence, adding an edge 
e, = (j, k) to G the resulting graph Cc, is the union of two trees H, and Hy U { ec). 
Since j,k were chosen arbitrarily, this leads to (P2). 
Proposition 3. (P2) implies (P3). 
Proof. Consider the above subset FE Tagain. We have to prove Fe.:d(S), i.e. that 
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the rank of A,, is 2n-3. (By the above reasoning (P2) impiies only that the term 
rank of A,, is 2n - 3 but we have not applied genericity so far.) Let, for any sub- 
graph H of G, n,(H) = fl &,-x4) and n,(H) = fl (yp -y,), where the product is 
over every edge (p, Q) E E(H) with p 1 q. We define 
f(Go) = c (-l)‘(~)n,(H~)~~(H,‘), 
AEA 
where the summation is over every pair of trees (H,!, Hj) if E(Hl) U,S’(Hj) = 
E(G,)=E(G) +eo and s(A) is the number of inversions in the permutation listing 
the edges of Hi first and those of Hj thereafter. (By definition, let f(G,) =0 if Go 
cannot be decomposed into the union of two trees.) Since the edge e. = (j, k) is con- 
tained in at least one of Hi, Hj (even both of them is possible since the vertices j, k 
could be adjacent in G as well), one obviously obtains 
f(Go) = (Xj - xk) det A0 + (_Yj -_~k) det Ao, 
where A; is the submatrix of A, obtained by deleting the columns of X;,& and ,‘,. 
Since, by the genericity, the rank of A0 and A;, is the same, it is enough to prove 
that f(G,) is not identically zero. We proceed by induction on n. The result is 
obvious for ns3. 
Case 1. There exists a vertex v. with degree 2 in Go. Its incident edges are 
e, =(oo,v,) and e2=(uo,v2). Observe that eo#el, eo#e2 and ul#v2 due to the 
properties of Go. Since for each decomposition one of el, e2 is contained in one of 
the trees, Go - u. can also be decomposed and 
f(Go) = 1(x0--x~)(Yo-YZ)+ ~~0-~2~~y0-~,~1f~~0-~o~r 
which shows that neither x0 nor y. can be cancelled out, by the genericity assump- 
tion. 
Case 2. If the degree of every vertex is greater than two, then there exist at least 
four vertices of degree three. Let v. be such a vertex, not incident to e,, and let 
e, = (vo, 0,) for o = 1,2,3 be its three incident edges. Once again, the properties of 
Go assure that vlr v2 and u3 are all different. 
Let G, =(Go- oo)+e; where e; is an edge between the two vertices {vi, v2, u3} - (0,) 
(v = 1,2,3). Every particular decomposition of Go induces a decomposition of one 
of the GV’s. Hence at least one of the quantities f(G,) is nonzero. We have 
f(G,) = 1: + 1: where CE is the summation over those pairs of trees only where 
e;EHf (for 1~/1, ,u=l,2, 0=1,2,3). 
For every pair (Hi,H?) of trees in the definition of f(G,) one of the trees 
contains one of {ei,e2,es} and the other contains the other two edges. Taking 
the summation for those pairs of trees only, where e2 and e3 are in the same tree, 
the result is 
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and two further summations can be obtained in an analogous way. Of course, 
fli =(x2 -x3)-’ C i; fl: = (Y2 -Y3)-’ 1: etc. are polynomials, by the definition of CE. 
Suppose now that f(G,) identically vanishes. Then all the quantities xiYo, xcY& 
xoYo, x0, Y. and 1 must have zero coefficients independently of each other, by the 
genericity assumption. This gives 6 equations for the polynomials fit, with the 
following matrix of coefficients: 
1 0 1 0 1 0 
0 1 0 1 0 1 
x2+x3 Y2 +Y3 XI +x3 Yl +Y3 Xl +x2 Yl +Y2 
Yltx2 +x3) Y2Y3 Y2hl +x3) YIY3 Y3(XI +x2) YlY2 
x2x3 x,(Y2 +Y3) x1x3 X2(YI +y3) XIX2 X3(Yl +y2) 
_ Y1x2x3 xI Y2Y3 Y2xIx3 X2Yl Y3 Y3xIx2 x3YIY2 _ 
Since, by the induction hypothesis, the fl: polynomials cannot all identically 
vanish, this matrix must have an identically zero determinant. But substituting 
Xt=Yz=3; X,=2; X3=Y3= 1; y, =7 the determinant is -200, a contradiction. 
2. The 2-dimensional ‘topological formulae’ 
We have seen that the members of the expansion of det A0 are in 1 - 1 corres- 
pondence with special pairs of trees. Hence a symbolic expansion of det A0 can be 
obtained directly from G, without constructing A at first. 
Proposition 4. det Ao= (yi -yJ’ C,,,, (-l)“‘“‘n,(H,:)n,(H,Z), where the defini- 
tion of n,, R,, is the same as above and the summation is over every pair of trees 
(Hi,Hj) ifE(Hi)UE(Hj)=E(Go) and eocHj. 
The proof is now straightforward, by the results of Section 1. 
The expression ‘topological formulae’ in the title comes from linear network 
theory. A classical result of Kirchhoff (31 states that the determinant of a resistive 
network can be obtained in form 
where the summation is over every tree of the network graph and Ri is the resis- 
tance of the edge ei. An essentially equivalent form CT n,,,,,, R,:’ was obtained 
by Maxwell [6]. This result was generalized [2] to active linear networks as well; then 
the summation is over the common trees of two graphs, associated to the network, 
and a sign rule is also required. Such results are called topological formulae in net- 
work theory, since they enable one to obtain the network determinant directly from 
the graph - and the graph is sometimes called the topology of the network. We refer 
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the reader to [7] where sign-rules, further results and references for algorithms, 
generating every common tree of two graphs, are also given. 
Since Proposition 4 could trivially be rewritten with a summation over every com- 
mon tree of Go and its dual, we obtained a complete formal analogue to [2], which 
justifies the title of this section. 
3. The 3-dimensional case 
Let now G denote the graph of a generic rigid 3-dimensional skeletal system S. 
Suppose that G consists of n vertices and 3n - 6 edges. First we consider the straight- 
forward formal generalization of Laman’s condition: /E(G)/ = 3 ) V(G)) - 6 and, for 
every subgraph G’of G, /E(G’)j 13 j V(G’)I - 6. 0 nce again, this could be rewritten 
in the following equivalent form: 
(P4) 
Adding three edges between any set of at least three (and, of course, 
at most six) vertices of G, the resulting graph Go is the union of 
three trees. 
(This rather strange way of formulating this condition means that two new edges 
might be parallel, even forming an edge of multiplicity three together with an 
original edge, but the three new edges must not be all parallel.) 
It is well known, see e.g. [lo], that this condition does not imply generic rigidity. 
Hence, considering 
(pa d(S) = wn 
we may expect (P.5) * (P4) only, but not vice versa. One can rather prove (PS) = 
(P6) = (P4) with the following condition: 
(P6) 
The graph Go of (P4) is not only the union of three trees but any one 
of the following additional conditions might be prescribed: 
(i) The three new edges should belong to three different trees 
(ii) Any two adjacent but nonparallel edges among the three new 
ones should belong to one and the same tree - and the third edge to 
another tree 
(iii) If the three new edges form a connected circuit-free subgraph, 
then all should belong to one and the same tree. 
Proposition 5. (PS) imp/ies (P6). 
The proof follows essentially the same line as that of Proposition 2. Details are 
omitted for brevity. However, it might help to recollect that, if FCT is a base of 
rl,,, then, apart from the permutation of the roles played by X, Y and Z, T-F is 
either of form {~i,~~~_9~,~,,i,,.r!~} with i#j, k+f, m#p and /{i,j,k,I,m,p}123; 
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or of form {a;, ki,&, I;,, j,,,, .&} with f f m and /{i, j, k} j = 3; or of form 
{+ti,i;;.,Xkvi,, pm, ~$1 with j {i, j, k, I} ; = 4. These three cases will respectively corres- 
pond to the three additional conditions (i), (ii) and (iii) of (P6). 
Proposition 6. (P4) is equivalent to (P6). 
The proof of (P6) = (P4) is obvious while that of the other direction follows the 
technique of [5]. This latter implication was observed by L. LOW&Z. 
Even without applying Proposition 6, the condition (P6) can be verified for a 
given system by a polynomial algorithm. 
Needless to say, the relation (P6) = (Pj) is not true - one can consider the usual 
[lo] counterexample, see also [l, part II, Fig. 2). Hence the 3-dimensional analogue 
of Laman’s theorem is still an outstanding open problem of structural rigidity. 
Finally we mention that the topological formulae, introduced in Section 2, can 
be generalized in a straightforward way to 3-dimensional skeletal structures, using 
every decomposition of the graph of the system into three trees, subject to a suitable 
condition of (P6). 
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