Abstract This work aims to evaluate the performance of a hydrological balance model in a watershed located in northern Tunisia (wadi Sejnane, 378 km 2 ) in present climate conditions using input variables provided by four regional climate models. A modified version (MBBH) of the lumped and single layer surface model BBH (Bucket with Bottom Hole model, in which pedo-transfer parameters estimated using watershed physiographic characteristics are introduced) is adopted to simulate the water balance components. Only two parameters representing respectively the water retention capacity of the soil and the vegetation resistance to evapotranspiration are calibrated using rainfall-runoff data. The evaluation criterions for the MBBH model calibration are: relative bias, mean square error and the ratio of mean actual evapotranspiration to mean potential evapotranspiration. Daily air temperature, rainfall and runoff observations are available from 1960 to 1984. The period 1960-1971 is selected for calibration while the period 1972-1984 is chosen for validation. Air temperature and precipitation series are provided by four regional climate models (DMI, ARP, SMH and ICT) from the European program ENSEMBLES, forced by two global climate models (GCM): ECHAM and ARPEGE. The regional climate model outputs (precipitation and air temperature) are compared to the observations in terms of statistical distribution. The analysis was performed at the seasonal scale for precipitation. We found out that RCM
Introduction
Mediterranean countries, such as Tunisia, are in the transition zone between the semi-arid climate of North Africa and the temperate and rainy climate of Central Europe. They are highly vulnerable to climate change as previously reported in several studies [1] [2] [3] . In Tunisia, most of the dams and reservoirs used in the management of water resources are located in the northern part of the country. This makes it important to consider the likely consequences of climate change on this resource. In particular, future climate projections for this area indicate a decrease in precipitation by 20% [4] . Such projections stress the need for impact studies at the basin scale, which is the relevant scale for water resource management and mitigation strategies.
The most common approach to estimate climate change impacts on water resources is to combine climate model outputs with hydrological models [5] [6] [7] . However, due to the coarse resolution of Global Circulation Models (GCM), their outputs need to be downscaled to match the scale of interest for an impact study [8] . In recent years, several ensembles of regional climate models (RCM) outputs, such as ENSEMBLES [9] , have been developed by the climate scientist community to provide model outputs at a scale compatible with basin-scale studies. One advantage of RCMs over GCMs is that they more accurately take into account orography, thus providing a better reproduction of regional climates. In addition, they do not require to be calibrated with ground data, as for statistical downscaling methods. However, despite the recent improvements to increase their resolution, their outputs are often affected by a strong systematic bias [8, [9] [10] [11] [12] [13] [14] .
The goal of this study is to evaluate different runs of RCMs for a medium-scale catchment located in northern Tunisia for hydrological modeling purpose. A hydrological model is first set-up with the available hydro-meteorological data. Then, the outputs of different RCMs from the ENSEMBLES project are compared with observations, and finally they are tested after bias correction as inputs of the hydrological model to evaluate their ability to reproduce observed runoff dynamics. Hydro-climatic data and selected RCMs are presented in Section 2, followed by the methodology in Section 3, where the hydrological model and its calibration method are presented as well as the RCM bias correction method. In Section 4, model calibration and validation results are reported as well as the hydrological impacts of corrected RCM precipitation series in terms of runoff.
Study Area and Data
The study area is located between 36°N and 38°N and 7°E and 8°E (Figure 1 ). Characterized by a semi-arid climate, it covers an area of 378 km 2 . It is constituted by the upper Wadi Sejnane watershed controlled by a hydrometric station named Sejnane Dé versoir. Wadi Sejnane flows over 33.5 km, feeding the freshwater Lake Ichkeul which is its final outlet [15] . The latter is a humid zone recognized as a World Heritage Site (United Nations Environment Programme-World Conservation M [16]). In the watershed controlled by the hydrometric station, elevations range from 27 m to 605 m (Figure 1 ). The relief is rugged. Watershed occupation is mainly annual dry crops (22%), hardwood forest (17%) and meadows (13%) as well as olives (13%). Urbanized areas represent only 2% of the basin. Nowadays, a dam located downstream with respect to the location of the hydrometric station controls river discharge directly. This dam supplies water for domestic and agricultural uses at the local and regional levels. Part of the water storage is transferred to Tunis City located more than one hundred kilometers from the dam site. 
Ground Hydro-Climatic Data
Monthly air temperature data are provided by the Tunisian meteorological service (INM) collected from the nearest meteorological stations (Bizerte, Bé ja, Tabarka) in such a way that the study period 1960-2010 is covered (Figure 1) . Data reflect the well-known Mediterranean seasonal effect with a hot summer and a mild winter. Potential evapotranspiration (PET) is estimated using the Oudin empirical formula [17] which requires only air temperature observations. The daily precipitation database is provided by the national hydrological service (DGRE) and contains 14 rain gauge stations. Observations cover the study period 1960-2010. We considered hydrological years that start on September 1st and end on August 31th. Station locations are reported in Figure 1 . Only six stations are inside the basin. As the database contains some gaps, to compute the mean areal rainfall over the watershed by the Thiessen interpolation method, weights are estimated day by day, according to data availability. Mean monthly precipitation variability shows a humid season (September to April) well identified compared to a dry season (May to August), which represents one of the characteristics of the Mediterranean climate.
The mean daily flow time series covers the sub-period 1960-1994 at the gauging station Sejnane dé versoir (Figure 1 ). After 1994, the dam was built and the station was removed. The measurements were kindly provided by the national hydrological service DGRE.
Regional Climate Models Data
Four different RCM simulation runs at the 25 km spatial resolution of precipitation and air temperature were extracted from the European project ENSEMBLES [18] . The RCM runs included in this study are those of the French meteorological service [19] , the Danish Meteorological Institute [20] , the International Center for Theoretical Physics in Trieste, Italy [21] and the Swedish Meteorological and Hydrological Institute SMHI [22] . These RCMs are driven by two different general circulation models (GCM): The Max Planck Institute ECHAM model (for SMH and ICT) and the ARPEGE model developed in Mé té o-France (for ARP and DMI).
Methodology

Hydrological Modeling
A modified version (noted MBBH) of the daily hydrological model BBH [23] was used. This modified version was proposed by [24] . The daily model involves a single active soil layer which defines the root zone. As an input series, the BBH model use daily potential evapotranspiration and rainfall and its outputs are actual evapotranspiration, surface runoff, capillary rise, percolation, daily soil moisture and the average soil water content.
The model has seven parameters: p, the parameter representing soil porosity, D, the parameter representing active soil layer depth (mm), Ks, the parameter representing hydraulic conductivity at the surface (mm/j), SFC, the parameter representing the soil field capacity, B, the parameter representing the soil retention curve form, η, the parameter representing the capacity of water retention, and σ, the parameter representing the vegetation resistance to evapotranspiration. The model is lumped which means that parameters are assumed homogeneous over the basin area.
Based on a soil texture map obtained from the Forestry department of the Agriculture Ministry and the USDA textural triangle norm, we deduced that the main soil texture is silty clay. Ks and SFC are estimated for every soil texture using pedo-transfer functions from the model proposed in [25] . Spatial averages are computed using weights with respect to the area covered by a given soil texture. The resulting parameter estimates are Ks = 213 mm/d and SFC = 0.45. The value p = 0.48 is taken to represent the silty clay soil texture. Based on the work in [26] , we take B = 9. After different calibration trials, the parameter D is fixed at D = 500 mm, which seems coherent with respect to vegetation and soil texture. Another assumption is that no capillary rise occurs. Parameters η and σ were calibrated using series of mean average rainfall and potential evapotranspiration (in mm/d) and observations of surface runoff (in mm/d). The interval of variation of both η and σ search is [0, 1] and is scanned by steps of 0.01.
The ratio of mean annual actual evapotranspiration to mean annual potential evapotranspiration is adopted to assess the adequacy of hydrological model. Proposed by [27] , this ratio, denoted Kv, reflects information about vegetation. For the Sejnane basin, which belongs to a sub humid type area of Tunisia, we assume that the Kv ratio should range between 0.45 and 0.55. Consequently, three criteria are considered hierarchically to achieve model fitting: (i) the relative bias of the total flow over the calibration period must be less than 5%, (ii) the root mean square error (RMSE) of the monthly flows is minimized and (iii) the Kv ratio must fulfill the condition 0.45 < Kv < 0.55 which reflects that the selected solution is adequate with ecosystem characteristics. Finally, the Nash coefficient and the volume bias are also calculated to evaluate the results both in calibration and validation. The calibration period is 1960-1971 and the validation period is 1972-1984. Note that runoff data are missing from October 1976 to May 1977.
RCM Outputs Evaluation
Before being used as model inputs in MBBH, the outputs of climate models (precipitation and air temperature series) are analyzed and compared to observations. To this aim, attention is paid to (a) the reproduction of the rainfall seasonal cycles and (b) the good matching between observed ground data distributions and simulated RCM outputs distributions. The control period is 11 years from 1 September 1960 to 31 August 1971. The validation period is 13 years from 1 September 1971 to 31 August 1984. The distribution comparison is performed with the Kolmogorov-Smirnov (K-S) and Cramer-von Mises (CvM) non parametric tests [28] .
Correction of the RCM outputs
The bias-correction of precipitation simulated by the RCMs is performed at the daily scale for each season to ensure the homogeneity of the cumulative distribution functions (CDF). Among the existing bias-correction methods, a quantile-quantile approach is chosen [13, 29] . In order to choose between parametric or non-parametric quantile-quantile methods, the adequacy of Gamma distribution for fitting daily rainfall series is tested. At the 95% confidence level, it was found that, for precipitation data in the autumn season (from September to November SON) and in the spring season (from March to May MAM), the Kolmogorov-Smirnov adequacy test rejects the null hypothesis of a Gamma distribution. Thus, a non-parametric quantile-quantile method, the so-called CDFt method proposed by [30] for wind series correction and applied to temperature and rainfall by [31] is employed. The CDFt method consists of a transformation that is applied to the simulated daily precipitation distribution to obtain a distribution which matches the distribution of the observations.
Drizzle Day Correction
It is well known that RCMs produce too many drizzle days; i.e., rain events less than a few millimeters that are not obtained by measurement devices. This results in the overestimation of the number of rainy days by RCM models. We implemented a correction to account for this called dry day correction.
As in [32] , two correction approaches are investigated. Firstly, a fixed threshold of 1 mm/day is assumed and each RCM rain value that does not exceed 1 mm/day is redefined to zero. The second approach is to assume the conservation of the number of observed dry days in the observed and simulated series. Thus, a threshold is identified so that the number of dry days (in the control period) is similar for both observed and RCM simulated series.
Results
Hydrological Model Calibration Result Using Ground Data
The calibration of the hydrological model was performed over the period 1960-1971 (the control period) and the evaluation was carried out on the period 1972-1984 (the validation period). Table 1 reports calibrated model parameters as well as evaluation criteria. The calibrated MBBH model simulates monthly flows that are synchronous with the observed flows. The model reproduces adequately monthly flows during the calibration period (within the margin defined beforehand by the criterion of maximum 5% relative bias on the total flow). However, during the period of validation, the three largest monthly totals (from 160 to 180 mm/month) are underestimated resulting in −31.6% of runoff underestimation for the entire validation period while total runoff was overestimated by +4.8% for the calibration period. Despite these shortcomings, the calibrated model is adopted for subsequent analysis. 
Evaluation of RCM Simulated Air Temperature
Monthly air temperature regimes are shown in Figure 4 for both observed and RCM data. Mean monthly air temperatures estimated using the period 1960-1984 are more accurately reproduced in cold months than it hot months (summer season) (Figure 4) .
The most accurate RCM in the winter season (DJF) is DMI, while the most accurate in summer season (JJA) is ICT ( Table 2 ). The RCMs that are forced by the same GCM present similar simulations especially SMH and ICT. The comparison between daily PET estimations computed with observed air temperature series on one hand and with RCM simulated air temperature series on the other hand, shows acceptable similarities, especially for DMI and SMH. Consequently, in the following, RCM simulated air temperatures are adopted for PET estimation without correction.
The MBBH model was recalibrated with the PET estimated using the non-corrected RCM air temperature data. It was found that model accuracy is not very sensitive to the PET input as shown by the range of variation in Nash and Kv values: 0.81 < Nash < 0.89 and 0.45 < Kv < 0.48 which is similar to the performances obtained using observed PET. This may support the idea that air temperature correction might be not needed for this study. However, it is found that the new calibrated parameter σ is changed, while the parameter η remains unchanged (0.53 < η < 0.54). With observed PET, calibration resulted in σ = 0.14 while using non corrected air temperature series it resulted to σ = 0.01. Note that the stomatal resistance parameter σ is supposed to be high where climate and soil humidity conditions are unfavorable and weak when they are favorable. This result may suggest that using the non-corrected air temperature series results in higher soil humidity conditions than in real situations. Thus, despite the closeness of monthly PET averages computed with observed and non-corrected RCM air temperatures, other statistical features . This is a very interesting outcome reflecting the complexity of the problem: Observed air temperature series and non-corrected RCM air temperature series are not translated into the same vegetation response features while they give similar predictions for runoff.
Evaluation of RCM Simulated Precipitation
Monthly precipitation regimes are shown in Figure 5 for both observed and RCM data. RCM daily rainfall differ from observed rainfall in terms of seasonal distributions ( Figure 5 ). For the dry season months, there is an overestimation of precipitation for all models, except DMI for which there is an underestimation. For the winter months, the monthly totals are underestimated by all models ( Figure 5 ). Simulated rainfall by SMH and ICT is the closest to observed rainfall for the winter months (DJF). Overall, the simulations driven by ECHAM (SMH and ICT) are much closer to the observed cycle than the simulations driven by ARPEGE (ARP and DMI). Moreover, the probability of dry days is underestimated (Table 3) , the less accurate results being provided by DMI. As shown in Table 3 , DMI has basically no days with zero precipitation: It strongly overestimates the number of wet days. This is may be due to the parametrization of the model or its inability to reproduce precipitation dynamics for the study area. Thus, it is of prime importance to introduce a bias correction to rainfall outputs prior to their use in combination with the hydrological model. This bias correction period is performed using the same calibration period adopted for the hydrological model, 1960-1971 while the validation period for bias correction is 1972-1984. The method of correction with the fixed threshold at 1 mm has greatly enhanced the comparison for ICT, SMH and ARP. During the validation period, ICT is ranked first to recover the number of dry days for the examined period with only +3% of relative bias on the number of dry days. It is followed by SMH (−7% of relative bias) and then by ARP (+9%). However for DMI, the discrepancy remains large (−58%). The variable thresholds obtained to preserve the number of dry days in the control period are less than 1 mm/d and vary from almost zero to 0.85, depending on the RCM model. For the validation period, a very close performance is obtained for most models either with a fixed threshold of 1 mm/d or with a variable threshold, therefore the first method of a fixed threshold is chosen for the sake of simplicity and to better compare the results between models.
After performing bias correction using the non-parametric quantile-quantile method, the matching between observations and corrected RCM simulations is examined using Kolmogorov-Smirnov and Cramer-von Mises goodness-of-fit tests. The null hypothesis is accepted with both tests for the DJF season for all models. With respect to the MAM season, both tests accept ARP, SMH and ICT simulations and reject the DMI simulation. Q-Q plots are shown in Figure 6 . One can see that tests results reflect the good matching between corrected and observed quantiles except for DMI. On the other hand, the null hypothesis is accepted by both tests for only SMH and ICT for the SON season. It is accepted by both tests for SMH, ARP and ICT for summer (JJA). 
Hydrological Simulations Driven by Bias-Corrected RCM Precipitation Outputs
In order to examine the hydrological impact of dry day and bias corrections in RCM rainfall series, the calibrated MBBH model is run in two situations: With and without correction of RCM outputs. Average monthly runoff estimations are shown in Figure 7 for SMH and ARP models. The plot suggests that using corrected SMH precipitation, the observed annual regime of runoff is not well reproduced. Indeed, a peak of runoff is simulated for January while there are two peaks in the observed monthly distribution: The most important peak is in February and the second is in December. On the contrary, the corrected precipitation data of ARP reproduces adequately the peaks in runoff for the months of December and February. However, the drawback is that runoff is underestimated for the humid season (from October to March) using ARP corrected precipitation outputs. The mismatch between observed and simulated hydrograph by the bias-corrected outputs of the SMH model is less important than with ARP, except for the timing. Employing a non-corrected rainfall series for SMH, results in biased monthly runoff estimations with two peaks of equal importance in November and January. The use of ARP precipitation series without correction gives rise to an important underestimation of runoff for all months together with an almost uniform hydrograph. Thus, bias correction of precipitation series simulated by the RCMs is absolutely necessary to perform hydrological simulations. It must be noted that bias correction was performed at the daily scale and this does not guarantee an appropriate reduction of bias at the monthly scale. It is worth noting that using the observed precipitation series, the MBBH model tends to underestimate the runoff peak of December while the February peak is well reproduced. As the comparison of RCM bias-corrected precipitation was achieved for the validation period (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) , there is a potential interaction between the hydrological model weakness in validation and the bias correction insufficiencies.
Conclusions
The aim of this study was to evaluate RCM outputs in a catchment located in northern Tunisia using a water balance model. The MBBH model was found satisfactory to reproduce runoff at the monthly time scale with stable Nash criterion performance between calibration and validation periods. Since the model only required two parameters to be calibrated using rainfall-runoff data, it is parsimonious. Several RCM precipitation and mean air temperature outputs from the ENSEMBLE projects have been compared to the observed data. For most RCMs, the reproduction of the temperature is acceptable while the precipitation is strongly and systematically biased and requires bias-correction prior to be used in the hydrological model. Therefore, a quantile-quantile bias correction approach was applied to the RCM precipitation intensities together with a drizzle-day correction.
The SMH and ICT RCM models gave rise to the most accurate reproduction of precipitation data after bias correction and a drizzle day correction using a fixed threshold of 1 mm/d. The goodness-of-fit tests accepted the null hypothesis for these models for all seasons. After bias correction, the precipitation amounts in winter season were the most accurately reproduced by the four studied RCMs but the precipitation during the autumn season was the most difficult to reproduce. One explanation could be that in the Mediterranean region during the autumn, rainfall is known to be the most variable in time and space because of the occurrence of convective rainfall events.
With respect to the simulated runoff with the corrected RCM rainfall series, the predicted monthly runoff regime (temporal variability) by ARP reflects the observed regime, where February is the month with the higher runoff values followed by December, which is not the case for SMH results where a single annual peak in January is predicted. Thus, several questions remain unsolved, in particular the effect of correcting rainfall data in the univariate case, while both precipitation and temperature data affects the water balance. To overcome this drawback, Li et al. [33] suggested completing a bivariate approach using a Copula. This could be implemented in further studies on the same catchment.
