Consistency plays an important part in decision making with interval reciprocal relation also called interval fuzzy preference relation. In this paper, we give the definition of perfect multiplicative consistent interval reciprocal relation and discuss its properties. A method is proposed to construct a set of multiplicative consistent reciprocal relations from a perfect consistent interval reciprocal relation. Then we develop methods to get the perfect multiplicative consistent interval reciprocal relation from the inconsistent one and estimate the missing values from an incomplete interval reciprocal relation. Finally, a group decision-making method is proposed based on perfect multiplicative consistent interval reciprocal relations. Some examples are also given to compare the proposed methods with the existing ones.
Introduction
In many practical problems, 1-9 such as evaluation, selection, prioritization, the decision makers often express their preference information over the alternatives using preference relations, 10 such as reciprocal relation (also called fuzzy preference relation) and pairwise comparison matrix (also called multiplicative preference relation), etc. How to derive priority weights from preference relations has attracted considerable research interest. 1, 2, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] In the situations where the preference relations are consistent and complete, we can easily get the exact priority of the alternatives. However, the decision makers often give the inconsistent preference relations or even the incomplete ones due to not possessing a precise or sufficient level of knowledge of part of the problem, or unable to discriminate the degree to which some alternatives are better than others. So it is very necessary to construct the consistent preference relation from the inconsistent one and to estimate the missing values from the incomplete one in decision-making process.
In the last decades, a lot of research has been done about the consistency of the preference relations. [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] Xu and Wei 27 proposed a method to modify a comparison matrix, by which the consistency ratio value of the modified matrix is less than that of the original one, and gave an algorithm to derive a positive reciprocal matrix with acceptable consistency. Xu 28 investigated the consistency of weighted geometric mean method and proved that the weighted geometric mean complex judgment matrix of acceptable consistency under the condition that all judgment matrices given by experts for the same problem of decision-making are of acceptable consistency. To improve the consistency ratio, Ergu et al. 30 proposed a simple method, which combines the theorem of matrix multiplication, vectors dot product, and the definition of consistent pairwise comparison matrix to identify the inconsistent elements. Ergu et al. 31 proposed a maximum eigenvalue threshold as the consistency index for the ANP which is mathematically equivalent to the consistency ratio (CR). Herrera-Viedma et al. 32 presented a new characterization of the consistency property defined by the additive transitivity property of the reciprocal relations, and gave a method of constructing consistent reciprocal relation from a set of n − 1 preference data. Ma et al. 33 presented two methods based on graph theory to judge the weak transitivity of a reciprocal relation and developed an algorithm of repairing an inconsistent reciprocal relation to the one with weak transitivity via a synthesis matrix which reflects the relationship between the reciprocal relation with additive consistency and the initial one. Alonso et al. 34 used the additive consistency property to measure the level of consistency and to guide the procedure in the estimation of the missing values, which can be applied to incomplete fuzzy, multiplicative, interval, or linguistic preference relations. Chiclana et al. 35 put forward a function to model the cardinal consistency in the strength of preferences of reciprocal relations. Chiclana et al. 36 presented a short discussion on the incomplete information and gave a new estimation method of missing values in an incomplete reciprocal relation which is based on the multiplicative consistent criteria, i.e. the modeling of consistency of preferences via a self-dual almost continuous uninorm. Then Fedrizzi and Brunelli 37 investigated the normalization constraint of weight vector for additive consistency and proposed an alternative normalization procedure which is compatible with additive transitivity for reciprocal relation. Due to the complexity and uncertainty involved in real-world decision problems and incomplete information or knowledge, 38 it is difficult to provide a precise reciprocal relation. In these situations, decision makers could be more comfortable providing interval reciprocal relations. Recently, some researchers have paid attention to interval reciprocal relations. 21, [39] [40] [41] [42] [43] [44] [45] [46] [47] For example, Xu and Chen 43 gave the concepts of additive consistent interval reciprocal relation and multiplicative consistent interval reciprocal relation and developed some models for deriving the priority weights from interval reciprocal relations. Genc et al. 44 investigated the issue of consistency, missing values, and deviation of the priority of interval reciprocal relations. They gave a method to check whether an interval reciprocal relation is consistent or not, and developed two approaches to estimate the missing values.
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Xu 45 gave two approaches to constructing additive and multiplicative consistent interval reciprocal preference relations, respectively, and showed the relationship between the consistency of individual interval reciprocal preference relations and the consistency of collective interval reciprocal preference relation. By investigating the concept of multiplicative consistent interval reciprocal relation, we can find that an interval reciprocal relation is multiplicative consistent if it contains at least a multiplicative consistent reciprocal relation. However, the defined multiplicative consistent interval reciprocal relation is not perfect consistent because it still contains a lot of inconsistent reciprocal relations. According to the known definition of multiplicative consistent interval reciprocal relation, how many inconsistent reciprocal relations it contains, it is multiplicative consistent. Thus a new concept is necessary to be given to define a more consistent interval reciprocal relation, which is the focus of this paper. The remainder of this paper is constructed as: Sec. 2 gives some basic concepts; Sec. 3 introduces the perfect multiplicative consistent interval reciprocal relation and discusses its properties; Sec. 4 investigates how to construct the perfect multiplicative consistent interval reciprocal relation and how to estimate the missing values from the incomplete one. Section 5 gives a group decision-making method based on the perfect multiplicative consistent interval reciprocal relation.
Preliminaries Definition 1.
46 A reciprocal relationR on a finite set of alternatives X = {x 1 , x 2 , . . . , x n } is represented by a complementary matrixR = (r ij ) n×n ⊂ X × X with the following conditions:
wherer ij denotes the degree of the alternative x i over x j provided by the decision maker. Especially,r ij = 0.5 indicates indifference between x i and x j ;r ij > 0.5 indicates x i is preferred to x j , the larger ther ij , the greater the preference degree of the alternative x i over x j ,r ij = 1 indicates that x i is absolutely prior to x j ;r ij < 0.5 indicates x j is preferred to x i ; the smaller ther ij , the greater the preference degree of the alternative x j over x i ,r ij = 0 indicates that x j is absolutely prior to x i .
Definition 2.
11R is called an additive consistent reciprocal relation, if it satisfies the additive transitivity property:
It is obvious that the additive consistency property has some disadvantages, for example, for an additive consistent reciprocal relationR, ifr 12 = 0.8,r 23 = 0.9, thenr 13 = 0.8 + 0.9 − 0.5 = 1.2 > 1, which is not reasonable. Although it can be transformed into the value in [0, 1] by using Herrera-Viedma et al.'s method, 47 the original preference information may be distorted. If we utilize multiplicative consistency property, such an issue can be avoided.
Definition 3.
11R is called a multiplicative consistent reciprocal relation if it satisfies the multiplicative transitivity property: 
where 
which can be denoted by a 
Perfect Multiplicative Consistent Interval Reciprocal Relations
Due to the complexity and uncertainty involved in real-world decision problems and incomplete information or knowledge, 38 it is difficult to provide a precise reciprocal relation. In these situations, decision makers could be more comfortable providing interval reciprocal relations which can be described as Definition 5. 39 Let X = {x 1 , x 2 , . . . , x n } be the set of the alternatives, the decision maker provides his/her preferences over the alternatives in the form of the interval
where r ij indicates the preference degree of x i over x j . If some preference values are unknown in a reciprocal relation, then it is called an incomplete interval reciprocal relation.
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Definition 6. 43 Let R = (r ij ) n×n be an interval reciprocal relation, if there exists
In fact, Definition 6 and Theorem 1 denote that an interval reciprocal relation is multiplicative consistent if it contains at least a multiplicative reciprocal relation R = (r ij ) n×n , where r
. . , n. However, the interval reciprocal relation containing more than one multiplicative consistent reciprocal relation is more consistent than the one containing only one multiplicative consistent reciprocal relation. The most consistent interval reciprocal relation is the one which is constructed by a set of multiplicative consistent reciprocal relation. Thus a new definition is necessary to describe this situation.
Let R = (r ij ) n×n be an interval reciprocal relation, R can be divided into two reciprocal relations denoted by A = (a ij ) n×n and B = (b ij ) n×n , where
From Eq. (10), it follows that
Thus A and B are two reciprocal relations constructed by the boundary values of R. Other reciprocal relations can be obtained if we aggregate A and B in some way which will be discussed in the following.
Definition 7.
Let X = {x 1 , x 2 , . . . , x n } be the set of the alternatives. An interval reciprocal relation R = (r ij ) n×n on X is perfect multiplicative consistent if and only if
where A = (a ij ) n×n and B = (b ij ) n×n are given by Eq. (10).
From Definition 7, we know that R is perfect multiplicative consistent if and only if A and B are all multiplicative consistent, thus the following theorem can be obtained easily:
From the above analysis, we can have the following theorems.
Theorem 3.
Let R = (r ij ) n×n be an interval reciprocal relation, then
(2) From Eqs. (10) and (12), it follows that
and
Since
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Similarly, for
Therefore, C(α) is a reciprocal relation.
Theorem 4. R is perfect multiplicative consistent if and only if C(α) is multiplicative consistent, where
∀ α ∈ [0, 1].
Proof. Suppose that C(α) is multiplicative consistent, C(0) = A and C(1) = B,
thus A and B are multiplicative consistent. By Definition 7, we can obtain that R is perfect multiplicative consistent. Conversely, assume that R is perfect multiplicative consistent, then A and B are multiplicative consistent, we have
that is
By Definition 3, we can obtain that C(α) is multiplicative consistent. From Theorem 4, we can conclude that if R is a perfect multiplicative consistent interval reciprocal relation, then we can get a set of multiplicative consistent reciprocal relations with α changing between 0 and 1.
Theorem 5. Ifw(α),w(A), andw(B) are the weight vectors of C(α), A and B respectively, defined by Eq. (5), then
Proof. By Eqs. (5) and (12), we havē
Thus, the proof is completed.
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Furthermore, in order to obtain the synthetic priority of R = (r ij ) n×n , the weight functionsw i (α)(α ∈ [0, 1]) derived from C(α) are further aggregated as the following interval numbers:
Note that α ∈ [0, 1] andw i (α) (i = 1, 2, . . . , n) are monotonous continuous functions with respect to α. In fact, for the function
Construction of Perfect Multiplicative Consistent Reciprocal Relations
Consistency plays an important role in decision making with interval reciprocal relation, but in practical situations, there are two reasons to make consistency difficult to obtain 33 : (1) The decision problem is complicated and the decision makers lack knowledge or experience. (2) Reciprocal relations are based on pairwise comparisons of alternatives which may product the redundant and overlapping information, but may not directly assign a priority to each alternative. In the following, we give a simple method to construct the perfect multiplicative consistent interval reciprocal relation from an inconsistent one considering all the elements in the reciprocal relation.
Theorem 6. R = (r ij ) n×n is a perfect multiplicative consistent interval reciprocal relation, if and only if the following conditions are satisfied:
Proof. By Definition 7, we have known that R is perfect multiplicative consistent if and only if A and B are all multiplicative consistent. Take A as an example, we have
that is a it a tk a
Equivalently, a it a tk a
and we have the following equations:
n t=1 a jt a tk a
Multiplying Eqs. (38) and (39):
a it a tk a n kj a
a ti a kt a n ij a n jk , i,k = 1, 2, . . . , n.
Dividing Eq. (40) by Eq. (37), we have a n kj a n ji a n ki = a n ij a n jk
namely
which indicates A is multiplicative consistent. Similarly, we can prove B is also multiplicative consistent which completes the proof of Theorem 6.
By comparing Definition 7 and Theorem 6, we can find that if we use Definition 7 to check whether interval preference values are perfect multiplicative consistent with others or not, we should repeat 2n times, while we only need twice in Theorem 6. That is because the formulas in Theorem 6 can be considered as an average of the formulas in Definition 7. Theorem 6 gives us an approach to construct the perfect multiplicative consistent interval reciprocal relation from an inconsistent one considering all the values in the reciprocal relation.
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For an interval reciprocal relation R, the perfect multiplicative consistent interval reciprocal relation of R is given as
Algorithm 1
Step 1. Let R = (r ij ) n×n be an interval reciprocal relation, A = (a ij ) n×n and B = (b ij ) n×n be two reciprocal relations defined by Eq. (10).
Step 2.
Step 3. If D is perfect multiplicative consistent, output D; otherwise, let R = D, go to Step 1.
In the following, we use the examples in Refs. 43 and 44 to illustrate the practicability of the proposed methods.
Example 1.
43,44 Consider a decision-making problem, there are four alternatives By Definition 6, we can find that the interval reciprocal relation R is multiplicative consistent, but by Definition 7 it is not a perfect multiplicative consistent. To rank these interval weights, the possibility degree formula given in Definition 4 can be used to compare each w i with all w j (j = 1, 2, 3, 4), and construct the following reciprocal relation: 
which denotes that w 2 is superior to w 4 to the degree of 58.57%, w 4 is superior to w 3 to the degree of 66.30%, and w 3 is superior to w 1 to the degree of 75.60%.
The result is in agreement with the ones obtained in Refs. 43 and 44, but the proposed method can give the perfect multiplicative consistent interval reciprocal relation and the process obtaining the weight vector is much simpler.
Example 2.
44 Suppose that a decision maker provides his/her preference information over a collection of alternatives x 1 , x 2 , x 3 , x 4 , and x 5 with the following reciprocal relation: calculated from a multiplicative consistent interval reciprocal relation. Due to decision makers not possessing a precise or sufficient level of knowledge of part of the problem, or because that decision makers are unable to discriminate the degree to which some alternatives are better than others, they may give the incomplete reciprocal relations. So it is necessary to estimate the missing values from the known values.
In most cases, the decision maker often provides the incomplete interval reciprocal relation such that R I = {r ik |r ik ∈ Ω or t ik = 0, i, k = 1, . . . , n}, where Ω is the set of the known values, T ik = {t|r it , r tk ∈ Ω}, t ik is the number of the elements in T ik . Then based on Theorem 6, we develop an approach to get the complete interval reciprocal relation Q = (q ik ) n×n of R I as follows:
Next we use two examples to illustrate the proposed method:
Example 3. 44 Suppose that a decision maker provides his/her interval reciprocal relation over a collection of alternatives x 1 , x 2 , x 3 , x 4 , x 5 , and x 6 with the following 
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Example 4. 44 Suppose that a decision maker provides his/her reciprocal relation over a collection of alternatives x 1 , x 2 , x 3 , x 4 , and x 5 with the following incomplete reciprocal relation: 
Group Decision-Making Methods Based on Perfect Multiplicative Consistent Interval Reciprocal Relations
A group decision making can be described as follows: Suppose that m decision makers e l (l = 
Proof. It is obvious that
Moreover,
which completes the proof of Theorem 7.
Let R l = (r ijl ) n×n be a collection of interval reciprocal relations, where A l = (a ijl ) n×n and B l = (b ijl ) n×n are defined as
and we let R = (r ij ) n×n be the aggregated interval reciprocal relation of R l = (r ijl ) n×n , l = 1, 2, . . . , m according to Eq. (48), A = (a ij ) n×n and B l = (b ij ) n×n defined by Eq. (10). Then we can easily get 
we have
that is,
hence A is multiplicative consistent. Similarly, we can prove B is also multiplicative consistent which indicates that R is perfect multiplicative consistent interval reciprocal relation.
Based on the above analysis, we develop a group decision-making method based on the perfect multiplicative consistent interval reciprocal relation.
Algorithm 2
Step 1. If the interval reciprocal relations R l = (r ijl ) n×n (l = 1, 2, . . . , m) given by the decision makers e l (l = 1, 2, . . . , m) are complete, then go to step 2; otherwise, construct the complete interval reciprocal relation Q l from R l by Eq. (45) , and let R l = Q l , go to Step 2.
Step 2. Construct the perfect multiplicative consistent interval reciprocal relation D l from R l by Algorithm 1.
Step 3. Aggregate the individual interval reciprocal relation D l into a collective interval reciprocal relation D by Eqs. (52) and (53).
Step 4. Compute the priority weight vector w = (w 1 , w 2 , . . . , w n ) T of D by Eq. (28).
Step 5. Construct the possibility degree matrix P = (p ij ) n×n by comparing each w i with all w j (j = 1, 2, 3, 4) , where p ij denotes the possibility degree of w i w j . Get the ranking of alternatives by the method in Ref. 43 .
We use an example adapted from Ref. 50 to illustrate the proposed method.
Example 5. An investment company wishes to invest a sum of money in the best option. There are four possible alternatives for the company to invest:
• x 1 is a car company, • x 2 is a food company, • x 3 is a computer company, • x 4 is an arms company.
The investment company has a group of four consultancy departments:
• e 1 is the risk analysis department, • e 2 is the growth analysis department, • e 3 is the social-political analysis department, • e 4 is the environmental impact analysis department.
Each department is directed by a decision maker, and thus, each decision maker is an information source. These decision makers (e 1 , e 2 , e 3 , and e 4 ) provide their preferences on the alternative set X = {x 1 , x 2 , x 3 , x 4 } as follows: Step 1. By Eq. (45), we construct the complete interval reciprocal relations as follows: Step 2. By Algorithm 1, we can get the perfect complete interval reciprocal relations: Step 5 which denotes that w 4 is superior to w 1 to the degree of 68.39%, w 1 is superior to w 2 to the degree of 65.76%, and w 2 is superior to w 3 to the degree of 96.70%.
Concluding Remarks
In this paper, we have considered the multiplicative consistent interval reciprocal relation. We have introduced the concept of perfect multiplicative consistent interval reciprocal relation, from which a set of multiplicative consistent reciprocal relations can be obtained. Then a method of constructing the perfect multiplicative consistent interval reciprocal relation from an inconsistent one has been given considering all the elements of the interval reciprocal relation. For the incomplete interval reciprocal relation, one method of estimating the missing values from the known ones has been proposed. Finally, we have given a group decision-making method based on perfect multiplicative consistent reciprocal relations. In particular, when the interval reciprocal relation reduces to the reciprocal relation, then all the developed results can also be true.
