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方式より１１%良くなっている．また，図８（c）に示した
各サイトのスループットを観察すると，ＷＢ方式では性
能の良くないサイトのスループットはNM方式と較べて
低下しているが，ＤＣ方式では低下しておらず，常にＮＭ
方式より良くなっている．ＤＣ方式は，それぞれのサイ
トが自身の処理能力を最大限に使用しているといえる．
通信メッセージについては，送受信ともに，ＤＣ方式が
他方式よりも最も多いという結果になっている．トラ
ンザクションが少ない場合は，性能の悪いサイトだけ
がブロードキャストによる問い合わせを行うのに対し
て，トランザクションが多くなると，各サイトの状態
が悪化し，それぞれのサイトが他のすべてのサイトに
対して，受入可能であるかを問い合わせているのが原
因である．しかしながら，図８（ｅ）に示すように，ＤＣ
方式の各サイトの送受信メッセージは集中型に較べる
と十分に少ないといえる．各サイトのメッセージを合
計した数DC-Totalは，ディレクトリサーバのメッセー
ジ数と大きな差はない．
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(b）レスポンスタイム（Tr・数5000）
図11レスポンスタイム比較
5.3到着分布パターンの相違による変化
トランザクションの到着分布パターンを変化させて
実験を行った．
到着分布パターンとしては,正規分布(Z平均0,分散1)，
ポアソン分布（Z平均-1.5,分散1.5），一様分布（Ｚ
平均０，分散100）の3種類を設定した．正規分布につい
ての結果は，5.1節の結果を用いる．
平均レスポンスタイムの結果を図9に示す．図９（a）
はポアソン分布，図９（b）は一様分布に従っている．
これらの結果から，到着分布の相違によるレスポンス
タイムとして，以下の結果が確認できる．
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(良）“一様分布"＞"ポアソン分布"＞"正規分布”（悪）
－様分布に従う到着が最も良いレスポンスを示し，
正規分布に従う到着が最も悪いレスポンスとなること
を示している．一様分布に従う到着を対象とするシス
テムでは，トランザクション数の増加に対しても，各
サイトが余裕を持ってトランザクションを処理できて
いることが，観察される．
これらのレスポンスタイムに関するシミュレーショ
ンから，図10に示す制御方式とアプリケーション適用
領域（ドメイン）の関係図を得ることができる正規
分布では，投入トランザクション数が4000から7000の
間で，ＤＣ方式（分散型）またはWB方式（集中型）を使
用すると効率が良い．トランザクション数が7000の時
には,ＮＭ方式と比べてDC方式は9.2倍,WB方式は8.8倍，
応答時間が良くなっている。トランザクション数が
7000以上では，急激に応答時間が悪化するため，マイ
４０００５０００６０００フ0００６０００ＳＯ０ＯＩＯＯＯｑ
Ｗｕｋｍｄｌ鰍■7士crortI回陀■感泣、
(b)レスポンスタイム（一様分布）
図９到着分布による変化
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図10制御方式と適用領域の関係
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分散デスクトップコンピューティングにおけるコードマイグレーションを利用したワークロード管理の設計とその制御３５
グレーション不適用の領域となっている．同様に，ポ
アソン分布では，トランザクション負荷が4500からト
ランザクション負荷が9000の範囲がマイグレーション
の適用領域となっている．一方，一様分布を見ると，
8500以上継続してマイグレーションの有効な領域とな
っている．
図10から，トランザクションの到着分布パターン及
び投入トランザクション数の大きさにより，適用領域
が変化していることが観察できる．傾向としては投入
トランザクション数が大きくなるに従い，正規分布よ
りポアソン分布と一様分布の方がレスポンス効率が良
く，また投入トランザクション数も増加し，マイグレ
ーションが有効に働いていることが観察される．
ぱ,予想されるレスポンスタイムが算出できる.また，
当該予想値とマイグレーションを行わなかった時のレ
スポンスタイムを比較することにより，マイグレーシ
ョンの適用領域を決定することが可能となる．
5.5シミュレーション結果
以下に,本研究のシミュレーション結果をまとめる．
全ての方式において，トランザクションが増加す
ると，レスポンスが急速に悪化する損益分岐点が
存在する．トランザクション数が損益分岐点を超
えると，マイグレーションなど何らかの対応を行
い負荷を減らす必要がある．
集中型制御方式を使うマイグレーションについ
ては，次の結果が得られた．到着するトランザク
ションの数が少ない場合は,マイグレーションを
行う必要はないが,到着するトランザクション数
が多くなるとマイグレーションを行うと，レスポ
ンスタイムとスループットはともに大幅に向上
する．各種の負荷分散制御方式を，レスポンスタ
イムで比較すると以下のようになった．
●
●
５．４サイト数・伝送遅延の相違による変化
システムを構成するサイトの数を変化させて実験を
行った．サイト数を50と500に設定した．到着分布を正
規分布とした．トランザクション数をマイグレーショ
ン有効領域である4000から8000まで変化させた．レス
ポンスタイムとスループットの結果については，サイ
ト数を変化させても，大きな変化はないことが観察さ
れた８）．
また，各サイト間を結ぶネットワークの伝送時間を
変化させて，レスポンスタイムを測定した．トランザ
クションの負荷状況，および各トランザクションの処
理時間と伝送時間の比率をl:lから１:20まで変化させ
て，レスポンスタイムを観測した．トランザクション
数が4000の場合と5000の場合の，伝送遅延の変化によ
るレスポンスタイムの変化を，図11(a)，図１１(b)に示
す．ＮＭ方式と他方式との交点が，トランザクション数
が増えるに従い右(ネットワーク遅延の大きい方)にシ
フトしている．これはトランザクション数が多ければ
多いほど，マイグレーションした方が良い領域が拡大
していることを意味している．トランザクション数が
4000であれば，伝送遅延時間が計算時間の１０倍程度ま
で，5000であれば20倍程度まで，マイグレーシヨンが
有効であることが確認できる．一方，ネットワークの
伝送時間が大きくなると，各種マイグレーションアル
ゴリズムによる差異は少なくなり，直線的にレスポン
スタイムは悪化している．レスポンスタイムは，以下
の近似式で表わされる．
”（良）ＷＢ＞CB＞TB＞RB＞NＭ（悪）”
ＷＢ：WorkingBufferbased
CB：ＣＰＵＰｏｗｅｒｂａｓｅｄ
ＲＢ：Randombased．
Ⅲ：NoMigration．
レスポンスタイムが急速に悪化し始める直後に
ついて較べると，ＷＢ方式は，ＮＭ方式(マイグレー
ションを行わない方式)に較べてレスポンスタイ
ムが８８５倍良くなることが観察され,その有効`性
が確認できた．スループットについては，ＷＢ方式
よりもCB方式の方が良いが,全体的に大きな差異
は見られなかった．CPU使用率については，ＮＭ方
式，ＣＢ方式およびWB方式が一様に高く，他の方法
(RB)より２０%程度高くなっている．この結果は，
レスポンスタイムとスループットから見て，ＮＭ
方式とは対照的に,ＣＢ方式とWB方式は非常に効果
的にCPUを使用しているといえる．
集中型制御方式において,最も良好なレスポンス
タイムを示したＷＢ方式では,他サイトからの利
用可能なマイグレーション数を決定する値（ＷＢ
値）を設定する必要がある．トランザクション数
に応じた適切な値（ＷＢ値は大き過ぎても小さ過
ぎても良くなく，各サイトのレスポンスタイムが
一様となるような値）を設定することが重要であ
ることを確認している．１２）
●
＜ﾚｽﾎﾟﾝｽﾀｲﾑ＞＝＜相対ﾈｯﾄﾜｰｸ遅延＞／２＋Ｃ
相対ネットワーク遅延は，ネットワーク伝送時間をト
ランザクションの処理時間で割った相対比であり，Ｃ
はトランザクション負荷により決定される値である．
上記式により,相対ネットワーク遅延とＣが与えられれ
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分散型制御方式は,各種集中型制御方式よりも良
好なレスポンスタイムとスループットを示した．
レスポンスタイムについては,分散型制御方式は，
集中型において最も良好なＷＢ方式よりも３４％
の向上することが確認された．スループットにつ
いては,集中型で最も良かったＣＢ方式に対して，
分散型であるＤＣは11％の向上が観察された．こ
の規模では，最良の制御方式であるといえる．
同じ量のトランザクションを３つの到着分布(一
様分布，ポアソン分布，正規分布)を想定してシ
ミュレーションを行った．レスポンスタイムを観
測すると，以下の結果が得られた．
●
、雀
蕊蕊鐘:澆蓬暮潔:霞,Ⅱ堕欝:F“i澱111灘
〆
●
図１２設計スキーマ
」|撫蕊露蕊jljil蕊蕊iiljiilijiiif”（良）一様分布＞ポアソン分布＞正規分布（悪），，
図l3DIST言語のBNF記述同じ量の計算を一様分布にすると，正規分布に較
べて418倍レスポンスタイムが良くなることが
確認された．到着分布については，システムを構
築する時点で,システムが取り扱うアプリケーシ
ョンがどの様な到着分布であるのかを確認する
必要がある．一般的には，，一様分布"になるように
トランザクションを分散させると非常に有効で
あることが確認された．
数十サイトから数百サイトまでサイト数を変化
させてシミュレーションを行った.少なくとも数
百サイト程度の規模においては,本モデルはスケ
ーラブルであり，本シミュレーション結果が有効
であることが確認された．
計算時間と伝送時間の比率を変化させてシミュ
レーションを行った．トランザクション数が多く
なると，それに伴いマイグレーションした方が良
い領域が，拡大されることが観察された．伝送時
間が計算時間の２０倍以内程度であれば，マイグ
レーションによる負荷の分散は極めて有効であ
ることが確認された．
基本ポリシーは，シミュレーション結果から導出さ
れた，以下の事実を基準としている．
●各サイトはＭＳＴ（マイグレーション状態テーブ
ル）を持つ
●トランザクションパターンは,一様分布に従うの
が良い
●処置時間とネットワーク遅延の関係からマイグ
レーション可能な適用領域を得ることができる
●ＭＳＴは，転送ポリシーを決定する．位置決定ポ
リシーとしては,集中制御の場合にはＷＢ方式を，
分散制御の場合にはＤＣ方式を，採用した方が良
い
●
●
6.2ワークロード管理の設計と制御
前節の設計スキーマに従った，ワークロード管理の
設計とその制御方法について，具体的に示すＪ３）
（１）まず，アプリケーション環境として，以下の要
素データを把握する．
・各トランザクションの負荷の平均
・トランザクションパターン
（２）マイグレーション状態テーブルを設定する．
（３）処理時間とネットワーク遅延時間の関係から，
マイグレーション適用領域を算出する．次に，
各サイトのトランザクションパターンおよびト
ランザクション数（ワークロード）から，マイ
グレーション適用領域を算出する．両方の制約
を満足するアプリケーション環境だけが，マイ
グレーションの適用領域となる．もし，当該ア
プリケーション環境が適用領域外であれば，マ
イグレーションは行われない(上限環境の設定)．
6．ワークロード管理とその制御
6.1ワークロード設計スキーマ
図12に，負荷分散に対応するための設計スキーマを
示す．まず，トランザクション数，トランザクション
の到着分布パターン，ネットワーク遅延およびマイグ
レーション状態テーブルなどのアプリケーション環境
データを観察する．そして，以下に記述する基本ポリ
シーのもと，負荷分散設計を行い，DIST言語を使用し
て設計スキーマを実装しているDIST言語は,負荷分散
制御を実現するために設計した分散処理言語である．
１４）図13に，当該言語のBNF構文を示しておく．
分散デスクトップコンピューティングにおけるコードマイグレーションを利用したワークロード管理の設計とその制御３７
参考文献（４）適用範囲内であれば，１ドメイン内のトランザ
クション負荷が，それぞれのサイトにおいて￣
様になるように負荷を分散させる．また，そう
なるように各サイトとドメインの関係を設計す
る．
（５）上記設計関係をDIST言語上に反映させる.
（６）ドメインの最大数が数百サイト程度で強力なサ
ーバを持たないのであれば，マイグレーション
制御方式としてDC方式を選択する．集中型を採
用するのであれば，ＷＢ方式を選択する．
（７）分散デスクトップグリッド環境を設定し，プラ
ットフォームを起動する．
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7．おわりに
本論文では，分散デスクトップコンピューティング
を対象とした，コードマイグレーションを用いた負荷
分散制御方式の評価と設計について記述した．コード
マイグレーションを行うためのミドルウェアのプロト
タイプをデスクトップコンピュータを使用して実装し
た．本プロトタイプの開発により，一般のデスクトッ
プコンピュータを使用してのマイグレーションに必要
な時間や転送決定ポリシーの判断基準となるマイグレ
ーション状態テーブルなどの特性を明らかにした．更
に，本マイグレーション状態テーブルを使用して，位
置決定ポリシーに基づく各種制御方式をシミュレーシ
ョンで評価した．そして，当該シミュレーション結果
をもとに，ワークロード制御のための基本ポリシー，
設計スキーマ，およびトランザクションのワークロー
ド制御のための設計方法を提案した．
本分散コンピューティンググリッドを１つのクラス
タと考え，更に大規模な大規模コンピューティンググ
リッドを考えることも可能である．年々急速にパワー
アップするコンピューティング環境ではあるが，今後
はグリッドコンピューティング環境として，デスクト
ップコンピュータにだけでなく，携帯電話、ノートパ
ソコンなども加わる可能性がある．本シュミュレーシ
ョン結果は，これら将来環境に適応可能であり，効果
的なパフォーマンスを実現できると考える．ただし
分散デスクトップコンピューティングの実用化のため
には，性能に加えて，耐久性やセキュリティなども重
要な要素である．今後の課題としては，耐久性など信
頼性への対応，セキュリティ保障機の設定および超大
規模なネットワークへの対応などが挙げられる．
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