Average section functions for star-shaped sets  by Goodey, Paul & Weil, Wolfgang
Advances in Applied Mathematics 36 (2006) 70–84
www.elsevier.com/locate/yaama
Average section functions for star-shaped sets
Paul Goodey a,∗,1, Wolfgang Weil b,2
a Department of Mathematics, University of Oklahoma, Norman, OK 73019, USA
b Mathematisches Institut II, Universität Karlsruhe, D-76128 Karlsruhe, Germany
Received 21 June 2004; accepted 5 June 2005
Available online 14 September 2005
Abstract
In [H. Groemer, On a spherical integral transform and sections of star bodies, Monatsh. Math. 126
(1998) 117–124], Groemer considered intersections of star bodies K ⊂ Rd , d  3, (with respect
to the origin 0) with (d − 1)-dimensional half-spaces through 0 and showed that the ((d − 1)-
dimensional) volumes of these intersections determine the body K uniquely. A direct consequence
is that a corresponding uniqueness result also holds for intersections with j -dimensional half-spaces,
for any fixed j ∈ {2, . . . , d −1}. The result in [H. Groemer, On a spherical integral transform and sec-
tions of star bodies, Monatsh. Math. 126 (1998) 117–124] is the outcome of combining injectivity
results for two spherical transforms, the hemispherical transform and the (spherical) Radon trans-
form. Here, we introduce the average sj (K,u) of the intersection volume over all j -dimensional
half-spaces H containing a given direction u (orthogonal to the boundary of H ). It is a more general
question whether the resulting function sj (K, ·) on the unit sphere Sd−1 determines K uniquely.
In fact, we shall show uniqueness in the cases j = 2 and d = 3 or 4, as well as j  (d + 2)/2 and
j > (2d + 1)/3, for d  5, and we give corresponding stability results. On the other hand, we shall
see that there are infinitely many pairs (j, d) for which uniqueness fails.
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It is a basic problem in stereology to obtain information about a three-dimensional
object from two-dimensional (random) sections. Frequently, several isotropic uniform ran-
dom sections are not available, since the material cannot be reconstituted after each cut.
Moreover, non-uniform sampling schemes are often preferred by the experimenter, because
they reveal special topological information on the specimen. For this purpose, the method
of vertical sections was developed (see [2–4,8] and the book [17], for details, generaliza-
tions and further references). These are planar sections of a three-dimensional object K
which contain a given direction. Measuring appropriate geometric quantities in a series of
vertical sections, with respect to one or several given axes, it is possible to estimate the vol-
ume, the surface area and other geometric functionals of K from the section averages. In
the following, we are concerned with a similar but slightly different question. Starting from
a set K in d-dimensional Euclidean space Rd , d  3, we consider, for each direction u,
the average of certain geometric functionals of sections of K containing u. This yields an
average section function defined on the unit sphere Sd−1. We will investigate whether or
not K is determined by this average section function.
Our interest in this problem arose from work of Groemer [12], who considered the
content of intersections of star bodies K with lower-dimensional half-spaces. A star body
K ⊂ Rd is a compact set which is star-shaped with respect to the origin 0, contains 0 as
an interior point, and has a continuous radial function ρ(K,u) := max{r  0: ru ∈ K},
u ∈ Sd−1. We refer to the book of Gardner [6], for information about star bodies. Using
〈u,x〉 for the standard scalar product of u,x ∈ Rd , we let u⊥ := {x ∈ Rd : 〈u,x〉 = 0} be
the hyperplane orthogonal to u ∈ Sd−1 and u+ := {x ∈ Rd : 〈u,x〉  0} the closed half-
space generated by u (and containing u). For j ∈ {1, . . . , d − 1}, Ldj is the Grassmannian
of all linear j -spaces in Rd and
Hdj :=
{
L∩ u+: L ∈ Ldj , u ∈ Sd−1 ∩L
}
is the manifold of all j -dimensional half-spaces. If H := L ∩ u+ is such a half-space, we
call u the normal of H . For u ∈ Sd−1, we let L(u)j consist of all j -spaces L ∈ Ldj which
contain u and we similarly denote by H(u)j the set of all half-spaces H in Hdj with nor-
mal u. We denote by λd and ωd−1 the Lebesgue measure on Rd , respectively the spherical
Lebesgue measure on Sd−1, and use λj and ωj−1 for the corresponding measures on j -
dimensional subspaces L (without referring explicitly to L). The spacesLdj ,L(u)j ,Hdj ,H(u)j
are supplied with their unique invariant probability measures. For convenience, we denote
integration with respect to these Haar measures by dL (respectively dH ).
In [12], Groemer showed that
λd−1(K ∩H) = λd−1(M ∩H),
for two star bodies K,M and all H ∈Hdd−1, implies that K = M . More generally, in case
K,M are convex, he proved a corresponding stability result. Applying Groemer’s result to
72 P. Goodey, W. Weil / Advances in Applied Mathematics 36 (2006) 70–84(j +1)-dimensional sections K∩L,M∩L, L ∈ Ldj+1, j ∈ {1, . . . , d−2}, one immediately
gets the result that
λj (K ∩H) = λj (M ∩H),
for all H ∈Hdj , implies that K = M (and a corresponding stability result for convex bodies
K,M). Actually (and this is emphasized in [12]), these uniqueness (and stability) results
are of a purely analytic nature and are obtained by combining results for two spherical
integral transforms, the hemispherical transform and the Radon transform. The first deter-
mines odd functions on Sd−1 uniquely and the second is injective on even functions. Since
both transforms intertwine the action of the rotation group SOd , it is appropriate to use
spherical harmonic expansions and the uniqueness respectively injectivity results (as well
as the stability versions) require the analysis of certain multipliers. Our primary reference
is the book of Groemer [13], where these and other spherical transforms are discussed in
greater generality.
Since the family Hdj of half-spaces provides a multiple covering of Rd , it seems that a
star body K is over-determined by the section function H 	→ λj (K ∩ H). It is therefore a
natural question, whether certain averages of λj (K ∩ ·) are sufficient to determine K . To
make this question more precise, we define, for a star body K and j = 2, . . . , d − 1, the
mean (or average) directed section function
sj (K,u) :=
∫
H(u)j
λj (K ∩H)dH, u ∈ Sd−1.
Our main result is then the following.
Theorem 1.1. Let K,M be star bodies in Rd and 2 j  d − 1. If
sj (K,u) = sj (M,u),
for all u ∈ Sd−1, and if j  d/2 + 1 or j > (2d + 1)/3, for d = 4, respectively j = 2, for
d = 4, then K = M .
On the other hand, for each i = 1,2, . . . , there are star bodies K = M in R3i+1 which
satisfy
s2i+1(K,u) = s2i+1(M,u)
for all u ∈ S3i .
For convex bodies, the injectivity results in Theorem 1.1 can be generalized to stability
statements in the following form. Here, ‖ · ‖2 denotes the L2-norm of functions on Sd−1,
δ(K,M) is the Hausdorff distance of the convex bodies K,M , and B(0, r) denotes the ball
with center 0 and radius r > 0.
P. Goodey, W. Weil / Advances in Applied Mathematics 36 (2006) 70–84 73Theorem 1.2. For given 0 < r < R, let K,M be convex bodies in Rd with B(0, r) ⊂ K ⊂
B(0,R) and B(0, r) ⊂ M ⊂ B(0,R). Let 2 j  d/2+ 1 or (2d + 1)/3 < j  d − 1 ( for
d = 4), respectively j = 2 ( for d = 4). Then there is a constant c(d, j, r,R) depending
only on d, j, r and R such that
δ(K,M) c(d, j, r,R)
∥∥sj (K, ·) − sj (M, ·)∥∥2/(d+1)22 .
Returning to the stereological problem mentioned at the beginning, our injectivity result
for j = 2, d = 3 shows that the whole shape of a three-dimensional (star-shaped) body K
is determined by the average section areas, if sections with half-planes are considered and
the axis u varies through all unit vectors. The corresponding stability result would even
allow the possibility of estimating K , in the case K is convex, on the basis of its average
section functions in finitely many directions u.
It is rather surprising to encounter the non-injectivity described in Theorem 1.1. In these
cases, it seems that there is no natural strengthening of Groemer’s result. In our final re-
marks in Section 5, we will discuss the behavior of sj (K, ·) for d/2 + 1 < j  (2d + 1)/3
(and d  5) and will see that there is at least one other isolated case of non-injectivity.
2. The integral transform
As in similar situations (compare [9,11,14]), we will now reformulate our geometric
uniqueness problem in an analytic setting involving a linear integral transform on the
sphere Sd−1.
For a star body K , j ∈ {2, . . . , d − 1}, and H ∈Hdj , we have
λj (K ∩H) = 1
j
∫
Sd−1∩H
ρj (K,v)ωj−1(dv).
Let C(Sd−1) denote the Banach space of continuous functions on Sd−1. Since any positive
function f ∈ C(Sd−1) is of the form f = ρj (K, ·), for some (unique) star body K , we
have, for each j , a one-to-one correspondence between star bodies K and positive continu-
ous functions f on Sd−1. This shows that the uniqueness question for star bodies gives rise
to a linear operator Adj on C(Sd−1),
Adj f (u) :=
∫
H(u)j
∫
Sd−1∩H
f (v)ωj−1(dv) dH, (2.1)
such that
sj (K, ·) = 1Adj ρj (K, ·).j
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Its eigenfunctions are the spherical harmonics. We denote by ad,j,n the eigenvalue for the
spherical harmonics hdn of degree n,
Adj h
d
n = ad,j,nhdn,
and refer to this as the nth multiplier of the operator Adj , n = 0,1,2, . . . . In order to solve
the uniqueness question for star bodies, we investigate the injectivity of Adj , and the latter
is equivalent to the fact that all multipliers ad,j,n are non-zero.
For this purpose, we now derive an alternative description of Adj and give an integral
formula for ad,j,n. We denote by Pdn the Legendre polynomial of degree n in d dimensions
and also use the abbreviation σd := ωd−1(Sd−1).
Theorem 2.1. Let 2 j  d − 1 and f ∈ C(Sd−1). Then
Adj f (u) =
σj−1
σd−1
∫
u+∩Sd−1
f (x)
(
1 − 〈x,u〉2)(j−d)/2ωd−1(dx)
for u ∈ Sd−1 and
ad,j,n = σj−1
1∫
0
(
1 − t2)(j−3)/2Pdn (t) dt
for n = 0,1,2, . . . .
Proof. We first recall a decomposition of the spherical Lebesgue measure, which was
stated as Lemma 2.1 in [5]. If we fix u ∈ Sd−1 and apply this decomposition with re-
spect to the ((d − 1)-dimensional) subspace u⊥, we obtain, for any measurable function
g  0 on Sd−1,
∫
Sd−1
g(x)ωd−1(dx) = cd
∫
L(u)2
∫
Sd−1∩M
(
1 − 〈u,v〉2)(d−2)/2g(v)ω1(dv) dM, (2.2)
with a dimensional constant cd .
Now we start with definition (2.1),
Adj f (u) =
∫
H(u)
∫
Sd−1∩H
f (v)ωj−1(dv) dH =
∫
L(u)
∫
Sd−1∩L
f (v)1u+(v)ωj−1(dv) dL.j j
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manifold of all planes containing u and contained in L and denote by dM the integration
with respect to the invariant probability measure on L(u)2,L. We obtain
Adj f (u) = cj
∫
L(u)j
∫
L(u)2,L
∫
Sd−1∩M
(
1 − 〈u,v〉2)(j−2)/2f (v)1u+(v)ω1(dv) dM dL
= cj
∫
L(u)2
∫
Sd−1∩M
(
1 − 〈u,v〉2)(j−2)/2f (v)1u+(v)ω1(dv) dM,
because of the uniqueness of the invariant probability measure on L(u)2 . A second applica-
tion of (2.2) yields
Adj f (u) = cdj
∫
u+∩Sd−1
f (x)
(
1 − 〈u,x〉2)(j−d)/2ωd−1(dx),
with another dimensional constant cdj . For j = 2, this formula follows directly by applying
(2.2) only once. Putting f ≡ 1, we also see from this derivation that
A 	→
∫
u+∩Sd−1
1A(x)
(
1 − 〈u,x〉2)(j−d)/2ωd−1(dx),
for Borel sets A ⊂ Sd−1, is a finite measure, hence the integral∫
u+∩Sd−1
f (x)
(
1 − 〈u,x〉2)(j−d)/2ωd−1(dx)
exists, for each f ∈ C(Sd−1), and is finite.
Now we calculate the multiplier ad,j,n. For fixed u ∈ Sd−1, we choose the special spher-
ical harmonic Pdn (〈u, ·〉). Then, since Pdn (1) = 1, for all d,n,(
Adj P
d
n
(〈u, ·〉))(u) = ad,j,n,
hence
ad,j,n = cdj
∫
u+∩Sd−1
Pdn
(〈u,x〉)(1 − 〈u,x〉2)(j−d)/2ωd−1(dx)
= cdjσd−1
1∫ (
1 − t2)(j−3)/2Pdn (t) dt, (2.3)
0
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A convenient way to determine cdj is to apply (2.1) to Pdn (〈u, ·〉) and use [13,
Lemma 1.3.1] again in each subspace L. We get
ad,j,n =
∫
L(u)j
∫
Sd−1∩L
P dn
(〈u,v〉)1u+(v)ωj−1(dv) dL
= σj−1
∫
L(u)j
1∫
0
(
1 − t2)(j−3)/2Pdn (t) dt dL
= σj−1
1∫
0
(
1 − t2)(j−3)/2Pdn (t) dt. (2.4)
Comparing (2.3) and (2.4), we obtain
cdj = σj−1
σd−1
. 
The uniqueness problem has now been reduced to the investigation of the multipliers
ad,j,n. This investigation will be carried out in the next section. For convenience, we omit
the dimensional constant and consider
sd,j,n :=
1∫
0
(
1 − t2)(j−3)/2Pdn (t) dt, (2.5)
for d  3, 2 j  d − 1, and n = 0,1,2, . . . .
3. Injectivity of Adj
In this section, we discuss the injectivity properties of Adj and thus give a proof of
Theorem 1.1.
Integrals similar to (2.5), but of the more general form
1∫
0
tk
(
1 − t2)m/2Pdn (t) dt
with certain values k,m ∈ {0,1,2, . . .} appear in other uniqueness problems of convex
geometry, in particular in connection with Minkowski sums of projections of convex bodies
(see e.g. [9]). Up to a different normalization, the multipliers sd,j,n coincide with the values
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of [9] to obtain
sd,j,2n+2 = (2n+ 1)(2n+ d − j)
(2n+ j)(2n+ d − 1) sd,j,2n.
Combining this with the fact that
sd,j,0 = (1/2)((j − 1)/2)2(j/2)
gives
sd,j,2n = (1/2)n((d − j)/2)n
(j/2)n((d − 1)/2)n ·
(1/2)((j − 1)/2)
2(j/2)
. (3.1)
Here, we have used the Pochhammer symbol
(a)r := a(a + 1) · · · (a + r − 1), a ∈R, r ∈ N,
and (a)0 := 1. The above expression for sd,j,2n can also be obtained using the connection
coefficients for the Legendre polynomials, see [1,14]. Obviously, (3.1) implies
sd,j,2n > 0, n = 0,1, . . . .
The special values sd,j,1 and sd,j,3 can be easily calculated,
sd,j,1 = 1
j − 1 , (3.2)
sd,j,3 = 2d − 3j + 1
(d − 1)(j2 − 1) . (3.3)
(3.3) shows that sd,j,3 = 0, precisely when 3j = 2d + 1, and this already proves the non-
injectivity statement in Theorem 1.1.
For the odd multipliers sd,j,2n+3, n = 0,1, . . . , formula (4.8) in [9] gives
sd,j,2n+3 = a(d, j, n)sd,j,2n+1
+ (−1)n+1b(d, j, n) (2n+ 3)!(d − 3)!
(2n+ d)! ·

(
n+ (d − 2)/2 + 1)
(n+ 1)!(d − 2)/2) ,
where
a(d, j, n) := (2n+ 2)(2n+ d − j + 1)
(2n+ j + 1)(2n+ d) and b(d, j, n) :=
4n+ d + 2
(2n+ 3)(2n+ j + 1) .
It follows that
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b(d, j, n+ 1))−1(sd,j,2n+5 − a(d, j, n+ 1)sd,j,2n+3)
= −c(d,n)(b(d, j, n))−1(sd,j,2n+3 − a(d, j, n)sd,j,2n+1)
with
c(d,n) := (2n+ 5)(2n+ d)
(2n+ d + 1)(2n+ d + 2) .
This yields the following recursion formula for the odd multipliers:
(2n+ d + 1)(2n+ d + 2)(2n+ j + 3)(4n+ d + 2)sd,j,2n+5
= (2n+ 2)(2n+ 3)(2n+ d − j + 1)(4n+ d + 6)sd,j,2n+1
+ (4n+ d + 4){4(d − 2j + 2)n2 + 2(d + 4)(d − 2j + 2)n+ 4d2 + 5d − 7dj
− 2j + 6}sd,j,2n+3. (3.4)
The only factor in (3.4), which may be non-positive, is
e(d, j, n) := 4(d − 2j + 2)n2 + 2(d + 4)(d − 2j + 2)n+ 4d2 + 5d − 7dj − 2j + 6.
For j  d/2, we have
e(d, j, n) 8n2 + 4dn+ 16n+ d
2
2
+ 4d + 6 > 0
as well as sd,j,1 > 0 and sd,j,3 > 0, hence sd,j,2n+1 > 0, for all n = 0,1, . . . . If j 
(d + 2)/2 and d  5, we get the same conclusion using the estimate
e(d, j, n) d
2
2
− 3d + 4 = 1
2
(d − 2)(d − 4) > 0.
For 3j > 2d + 1 and d  5, we have
e(d, j, n) <
(
16
3
− 4
3
d
)
n2 +
(
32
3
− 2
3
d2
)
n+
(
16
3
+ 4
3
d − 2
3
d2
)
< 0
as well as sd,j,1 > 0 and sd,j,3 < 0. Hence, the sd,j,2n+1 are non-zero and have alternating
signs, for n = 0,1, . . . .
This completes the proof of Theorem 1.1.
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We now give the proof of Theorem 1.2 and start by establishing a lower bound for the
multipliers sd,j,n.
Lemma 4.1. Let 2  j  d/2 + 1 or (2d + 1)/3 < j  d − 1 ( for d = 4), respectively
j = 2 ( for d = 4). Then there is a constant c > 0 (depending only on d and j ) such that
|sd,j,n| c
nd
, n = 1,2, . . . . (4.1)
Proof. We first consider the even multipliers sd,j,2n. Using the fact that
(a)n
(b)n
∼ na−b, as n → ∞,
for a, b > 0, we see from (3.1) that
sd,j,2n ∼ n1−j .
Since j − 1 < d , the estimate (4.1) follows (for all j ∈ {2, . . . , d − 1} and even n) with
some constant c > 0 depending on d and j .
Now let d  5 and 2 j  d/2 + 1 or (2d + 1)/3 < j  d − 1. Then, the odd multipli-
ers are non-zero and satisfy the recursion formula (3.4). More precisely, we have
(2n+ d + 1)(2n+ d + 2)(2n+ j + 3)(4n+ d + 2)|sd,j,2n+5|
= (2n+ 2)(2n+ 3)(2n+ d − j + 1)(4n+ d + 6)|sd,j,2n+1|
+ (4n+ d + 4)∣∣e(d, j, n)∣∣|sd,j,2n+3|
and therefore
(2n+ d + 1)(2n+ d + 2)(2n+ j + 3)(4n+ d + 2)|sd,j,2n+5|
 (2n+ 2)(2n+ 3)(2n+ d − j + 1)(4n+ d + 6)|sd,j,2n+1|, n = 0,1,2, . . . .
We prove that
|sd,j,2n+1| 1
(j − 1)(2n+ 1)d , n = 0,1,2, . . . ,
by induction on n. For n = 0 we have, by (3.2),
sd,j,1 = 1
(j − 1)
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|sd,j,3| = |2d − 3j + 1|
(d − 1)(j − 1)(j + 1) 
1
(j − 1)3d .
For general n, the induction hypothesis gives
|sd,j,2n+5| (2n+ 2)(2n+ 3)(2n+ d − j + 1)(4n+ d + 6)
(2n+ d + 1)(2n+ d + 2)(2n+ j + 3)(4n+ d + 2) |sd,j,2n+1|
 (2n+ 2)(2n+ 3)(2n+ d − j + 1)
(2n+ d + 1)(2n+ d + 2)(2n+ j + 3) ·
1
(j − 1)(2n+ 1)d

(
2n+ 2
2n+ d + 2
)3
· 1
(j − 1)(2n+ 1)d
 1
(j − 1)(2n+ 5)d ,
since
ln(2n+ d + 2)− ln(2n+ 2)
ln(2n+ 5)− ln(2n+ 1) 
d
3
.
The case j = 2, d = 3 or 4, follows in a similar manner. 
Now we proceed as in [12,14]. We apply Lemma 2.3.2 and Lemma 3.4.13 (with γ =
2/d) from [13] to the convex bodies K,M and get
δ(K,M) c1
∥∥ρ(K, ·)− ρ(M, ·)∥∥2/(d+1)2  c2∥∥ρj (K, ·) − ρj (M, ·)∥∥2/(d+1)2
 c3
(
K,M, (sd,j,n)
)d/(d+1)2∥∥sj (K, ·)− sj (M, ·)∥∥2/(d+1)22 ,
with constants c1, c2, c3 depending only on d and j and with

(
K,M, (sd,j,n)
)= ∞∑
n=0
|sd,j,n|−2/d‖fn‖22,
where
∑
fn is the condensed harmonic expansion of ρj (K, ·)−ρj (M, ·). From Lemma 4.1
we get

(
K,M, (sd,j,n)
)
 c−1
(
c4 +
∞∑
n=1
n2‖fn‖22
)
 c−1
(
c4 +
∞∑
n=1
n(n+ d − 2)‖fn‖22
)
= c−1(c4 + ∥∥∇0(ρj (K, ·)− ρj (M, ·))∥∥22)
 c−1
(
c4 + 2
∥∥∇0ρj (K, ·)∥∥2 + 2∥∥∇0ρj (M, ·)∥∥2) c5.2 2
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of the gradient of f , f ∈ C(Sd−1). Moreover, we have used Corollary 3.2.12 from [13]
and finally an estimate from [12, p. 123]. The constant c4 depends on d , j and R, and the
final constant c5 depends on d , j , R and r .
Putting c(d, j, r,R) := c3 · cd/(d+1)
2
5 , we arrive at the stability estimate in Theorem 1.2.
5. Final remarks
Theorem 1.1 gives a complete answer to the injectivity question in the cases d = 3,4,
as well as d  5 and j  (d + 2)/2 or j > (2d + 1)/3. Moreover, if j = (2d + 1)/3 is
an integer, we have non-injectivity, since then we have sd,j,3 = 0. We mention that in the
case (d, j) = (4,3), the recursion formula (3.4) shows that, in fact, s4,3,4n−1 = 0 for all
n = 1,2, . . . .
The techniques used in Section 3 also provide some information about the cases
(d + 2)/2 < j < (2d + 1)/3. For j > (d + 2)/2 (and d  5), the behavior of the mul-
tipliers sd,j,n is as follows:
(i) sd,j,2n is positive for all n = 0,1, . . . ;
(ii) sd,j,4n+1 is positive for all n = 0,1, . . . ;
(iii) either sd,j,4n−1 > 0 for all n = 1,2, . . . , or there is an integer N(d, j) > 0 such that
sd,j,4n−1 is positive for n <N(d, j) and is negative for n >N(d, j).
(i) is an immediate consequence of formula (3.1). For j  (2d + 1)/3, our results in
Section 3 show that (ii) and (iii) are true (and N(d, j) = 1). To see that (ii) and (iii) are
true for (2d + 1)/3 > j > (d + 2)/2, note that in this case the first and third multipliers
are positive. The recursion formula (3.4) will produce positive values of sd,j,2n+5 until
e(d, j, n) becomes negative. The latter, as a function of n  0, is a decreasing quadratic.
As soon as we obtain consecutive odd multipliers of opposite sign, the recursion formula
will produce odd multipliers of alternating sign (this is the argument used in Section 3).
It follows from (4.8) of [4] that, if sd,j,4n−1 > 0 then sd,j,4n+1 > 0. Consequently the
first negative odd multiplier, if there is one, must be of the form sd,j,4n−1 and then all
subsequent multipliers of this form will be negative.
As a consequence of (i)–(iii), our further investigation of the injectivity problem can
concentrate on the multipliers sd,j,4n−1. The case n = 1 has already been discussed and so
we now look at n = 2. The seventh multiplier, sd,j,7, is a positive multiple of the polyno-
mial
f (d, j) = 15 + 138d + 104d2 + 16d3 − 133j − 224dj − 56d2j + 105j2
+ 70dj2 − 35j3.
This function is decreasing as j increases. Asymptotically, the curve f (d, j) = 0 approxi-
mates the straight line j = r0d where r0 ≈ 0.604093. This allows us to ascertain some of
the injectivity properties in some cases j < (2d + 1)/3. For example, we can describe the
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then follows that, if d  44 and (2d + 1)/3 > j > 0.62d , we have f (d, j) < 0. Hence,
under these conditions, N(d, j) = 2 and sd,j,7 < 0 which shows that the operator Adj is
injective. It then remains to check the finite number of cases (2d + 1)/3 > j > 0.62d ,
d  43. In each case (d, j) = (27,17), we find that either
sd,j,7 < 0, or sd,j,7 > 0 and sd,j,11 < 0.
For d = 27, however, we have s27,17,7 = 0. It follows that, for (2d + 1)/3 > j > 0.62d we
have injectivity in all cases (d, j) = (27,17). Moreover, the operator A2717 is not injective.
Arguments such as these would lead to a complete analysis of the situation for (2d+1)/3 >
j  r0d since r0 is irrational.
It is easy to check that f (d, j) = 0 describes a non-singular cubic curve and so, by
Siegel’s Theorem (see [15] or [16]) it has only finitely many integer points. Consequently
there are only finitely many pairs (d, j) with sd,j,7 = 0 and therefore only finitely many
cases of non-injectivity in the range (2d + 1)/3 > j > r0d .
Moving on to sd,j,11, we find that it is again a positive multiple of a polynomial g(d, j),
this time of degree 5. Again, g(d, j) = 0 yields a non-singular algebraic curve and there-
fore has only finitely many integer solutions (d, j). It follows that there are at most finitely
many cases of non-injectivity in the range r0d > j > r1d , where r1 ≈ 0.577464.
Of course this process can likely be continued and indicates that there are only sporadic
cases where injectivity fails.
In Theorem 1.1, the results are expressed in terms of star bodies since that seems to
be the natural setting for these problems. However, in the case of non-injectivity, we have
found a multiplier ad,j,n = 0 for some n. It follows that there is a C∞ function (nth degree
spherical harmonic), fn say, which is annihilated by the operator Adj . If α is sufficiently
small, the function 1/(1+αfn)1/j is the support function of a convex body. The polar body,
K0 say, will also be convex and have radial function (1 +αfn)1/j and so, if Bd denotes the
unit ball in Rd , we have sj (K0, u) = sj (Bd,u) for all u ∈ Sd−1. Consequently, for each
i = 1,2, . . . , there are convex bodies Ki = Bi in R3i+1 which satisfy
s2i+1(Ki, u) = s2i+1
(
Bi,u
)
for all u ∈ S3i .
The case of centrally symmetric bodies merits some comment. In analytic terms this
symmetry requirement yields an even radial function. This means that our operator Adj is
applied to functions f having harmonic expansions involving only even terms. It follows
from (i) that Adj is injective on even functions for all pairs (d, j). In fact, this result follows
from Eq. (3.4) of [10]. In the language of Radon transforms Rdi,k : C(Ldi ) → C(Ldk ), we
have
Adj f =
σj−1
2
Rdj,1R
d
1,j f
for even functions f . It is well known that Rd1,j is injective and Eq. (3.4) of [10] shows
that Rd is injective on the range of Rd . It is known that the volumes of the central j -di-j,1 1,j
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[6, Theorem 7.2.6]. In fact, this follows from the injectivity of Rd1,j . Our result shows that
this can be strengthened in the sense that the averages of these volumes over the sections
containing a fixed axis determine the body uniquely if such averages are known for all
axes. For further results on the determination of convex or star bodies by section functions,
see [7].
We finally comment on a generalization of our average section functions. As was ex-
plained in the introduction, the section means which we considered have much in common
with the vertical section method used in stereology. In this stereological method, in each
vertical section of the underlying set K , a series of (independent and uniformly distribu-
ted) random lines is considered and the intersection points with the boundary of K are
counted, but weighted according to the angle between the line and the vertical direction u.
It therefore seems natural to also consider more general averages
s
(g)
j (K,u) :=
∫
L(u)j
∫
Sd−1∩L
ρj (K,v)g
(〈v,u〉)ωj−1(dv) dL, u ∈ Sd−1,
where g : [−1,1] → [0,∞) is a measurable weight function. The choice g(t) = 1[0,1](t)
yields our section function sj (K, ·).
From s(g)j (K, ·) we obtain a general integral operator
A
(g)
j f (u) =
σj−1
σd−1
∫
Sd−1
f (x)g
(〈x,u〉)(1 − 〈x,u〉2)(j−d)/2ωd−1(dx),
with multipliers
a
(g)
d,j,n = σj−1
1∫
−1
g(t)
(
1 − t2)(j−3)/2Pdn (t) dt, n = 0,1,2, . . . .
For g(t) = 1[0,1](t)tp,p = 0,1, . . . , these are proportional to the multipliers τpn,d−j+1,d
discussed in [9]. In particular, for j = d − k + 1, p = k, we obtain, up to some constant
c = c(d, k), the multipliers of the projection mean operator pk which was investigated in
several papers (see [9,14], for further references).
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