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Abstract
We propose a new approach to study the stability of the optimal "lter w.r.t. its initial condition,
by introducing a “robust” "lter, which is exponentially stable and which approximates the optimal
"lter uniformly in time. The “robust” "lter is obtained here by truncation of the likelihood
function, and the robusti"cation result is proved under the assumption that the Markov transition
kernel satis"es a pseudo-mixing condition (weaker than the usual mixing condition), and that
the observations are “su:ciently good”. This robusti"cation approach allows us to prove also
the uniform convergence of several particle approximations to the optimal "lter, in some cases
of nonergodic signals.
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1. Introduction
The stability of the optimal nonlinear "lter has been recently the subject of many
works. The "rst stability result has been obtained by Ocone and Pardoux (1996) who
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have used the approach of Kunita (1971) to prove that the optimal "lter forgets its
initial condition in the Lp sense, when the signal itself is ergodic: however, their
method of proof cannot provide a rate of convergence, and should probably be re-
vised, in view of the recently discovered gap in the argument of Kunita (1971),
see Baxendale et al. (2002). A new approach based on the Hilbert projective met-
ric has been recently introduced and used by Atar and Zeitouni (1997a, b) to obtain
some exponential stability results of the optimal "lter w.r.t. its initial condition, see
also Da Prato et al. (1999). Independently, Del Moral and Guionnet (2001) have
developed another approach based on semi-group techniques and on the Dobrushin er-
godic coe:cient, to derive exponential stability results of the optimal predictor w.r.t.
its initial condition, which they have used to prove uniform convergence of the in-
teracting particle system approximation to the optimal predictor, under some mix-
ing condition on the Markov transition kernel. These results were already proved in
Del Moral and Guionnet (1998).
However, the mixing condition is a rather strong condition, and the main objective
of this paper is to relax it, using a robusti"cation approach. In full generality, the idea
behind robusti"cation is as follows: if a perturbed sequence of probability distributions
can be found,
• which is exponentially stable itself, e.g. because some mixing condition holds,
• and which approximates the optimal "lter in some sense, uniformly in time,
then the optimal "lter is stable (but not necessarily exponentially stable). In this paper,
the perturbed sequence of probability distributions is obtained by truncation of the
likelihood function, as in Oudjane and Rubenthaler (2003): assuming that the Markov
transition kernel satis"es a weaker pseudo-mixing condition, and that the observations
are “su:ciently good”, we show that the robusti"cation approach can be implemented
eJectively. The robusti"cation result is proved in Theorem 5.4, where error bounds,
averaged over observation sequences, are obtained for the approximation of the optimal
"lter by the “robust” "lter. This result has two important consequences: (i) it allows us
to obtain stability properties of the optimal "lter w.r.t. its initial condition, see Theorem
6.2 where an a.s. result is obtained, and (ii) it is used in Section 7 to build particle
"lter approximations to the optimal "lter, with error bounds, averaged over observation
sequences, which are uniform in time.
The results presented in this paper rely heavily on Theorem 3.6, which summarizes
the stability results of Le Gland and Oudjane (2001, Section 4): we have proved there
that stability of the optimal "lter w.r.t. its initial condition and w.r.t. quite general
perturbations of the model, hold under the weaker assumption that the nonnegative
kernels describing the evolution of the unnormalized optimal "lter, and incorporating
simultaneously the Markov transition kernels and the likelihood functions, are mixing.
In particular, we do not assume that the likelihood functions are uniformly bounded
away from zero. This complements the results of Del Moral and Guionnet (2001) and
Del Moral and Miclo (2000), and allows us to consider Markov transition kernels which
are only pseudo-mixing, see Section 4, and likelihood functions which can possibly take
the zero value, for instance after truncation.
F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316 281
The paper is organized as follows: In the next two section, we de"ne the framework
of the nonlinear "ltering problem, and we recall some notations and stability results
obtained in Le Gland and Oudjane (2001) under the mixing condition. In Section
4, we introduce the weaker pseudo-mixing condition, and we give some examples of
pseudo-mixing Markov kernels. A “robust” "lter is introduced and studied in Section 5,
for a model of a pseudo-mixing signal observed in additive, not necessarily Gaussian,
white noise. In Section 6, we obtain the stability of the optimal "lter w.r.t. its initial
condition, as a consequence of the robusti"cation result, and in Section 7, we de"ne
three particle "lters for which we prove convergence to the optimal "lter, uniformly
in time. In the appendix, we give a detailed proof of Theorem 3.6.
2. Signal and observation model
We consider two sequences of random variables: the signal sequence {Xn; n¿ 0}
and the observation sequence {Yn; n¿ 1}, taking values in E = Rm and in F = Rd,
respectively:
• The signal {Xn; n¿ 0} is an homogeneous Markov chain, with initial probability
distribution 0, and transition kernel Q, i.e. for all n¿ 1:
P[Xn ∈ dx |X0:n−1 = x0:n−1] = P[Xn ∈ dx |Xn−1 = xn−1] = Q(xn−1; dx);
where x0:n−1 = (x0; : : : ; xn−1).
• The observation sequence {Yn; n¿ 1} is related to the signal {Xn; n¿ 0} by
Yn = h(Xn) + Vn;
for all n¿ 1, where {Vn; n¿ 1} is a sequence of i.i.d. random variables, not nec-
essarily Gaussian, with common probability density g w.r.t. the Lebesgue measure,
independent of the signal {Xn; n¿ 0}. We de"ne the corresponding likelihood func-
tion by
n(x) = g(Yn − h(x));
for any x∈E, which depends implicitly on the current observation Yn.
The nonlinear "ltering problem is to compute at each time n the optimal "lter, i.e.
the conditional probability distribution
n(dx) = P[Xn ∈ dx |Y1:n];
of the signal Xn, given a realization Y1:n = (Y1; : : : ; Yn) of the observation sequence up
to the current time n, with the convention that Y1:0 = ∅. The transition from n−1 to
n involves the optimal predictor, i.e. the conditional probability distribution
n|n−1(dx) = P[Xn ∈ dx |Y1:n−1];
of the signal Xn, given a realization Y1:n−1 =(Y1; : : : ; Yn−1) of the observation sequence
up to the previous time (n − 1). Whereas it is in general di:cult to compute
the optimal "lter, its evolution is surprisingly easy to describe, and consists of the
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following two steps:
• In the prediction step, the prior knowledge on the signal provided by the Markov
kernel Q, is used to express n|n−1 in terms of n−1 as follows:
n|n−1(dx′) =
∫
E
n−1(dx)Q(x; dx′) = (Qn−1)(dx′): (1)
Notice that the prediction step is linear w.r.t. n−1.
• In the correction step, the posterior information provided by the incoming observa-
tion Yn through the likelihood function n, is used via the Bayes formula to update
n|n−1 into n as follows:
n(dx) =
n(x)n|n−1(dx)∫
E n(x
′)n|n−1(dx′)
= (n · n|n−1)(dx);
where · denotes the projective product. Notice that the correction step is nonlinear
w.r.t. n|n−1.
In general, no explicit expression is available for the Markov kernel Q, or it is
so complicated that computing integrals such as (1) is practically impossible. Instead,
throughout this paper we assume that for any x∈E, simulating a r.v. with probability
distribution Q(x; dx′) is easy. Overall, the evolution of the optimal "lter is summarized
by the following diagram:
n−1 →
prediction
n|n−1 = Qn−1 →
correction
n =n · n|n−1:
This evolution can be described in terms of the nonnegative kernel
Rn(x; dx′) = Q(x; dx′)n(x′);
and of the associated integral operator Rn and normalized nonlinear operator PRn, both
acting on the setM+(E) of "nite nonnegative measures on E, and de"ned, respectively,
by
(Rn)(dx′) =
∫
E
(dx)Rn(x; dx′) =
∫
E
(dx)Q(x; dx′)n(x′);
and PRn()= (Rn)=(Rn)(E) if (Rn)(E)¿ 0, and PRn()=0 otherwise. Notice that Rn
depends on the observation Yn through the likelihood function n. With these de"ni-
tions, the evolution of the optimal "lter on the set P(E) of probability distributions
on E can be described by the single formula
n =
Rnn−1
(Rnn−1)(E)
= PRn(n−1) =n · (Qn−1); (2)
which by induction yields
n = PRn(n−1) = PRn ◦ · · · ◦ PRm(m−1) = PRn:m(m−1):
Eq. (2) shows clearly that the nonlinearity in the evolution of the optimal "lter
is only due to the normalization in the Bayes formula, occurring in the correction
step. The Hilbert projective metric has been introduced in Atar and Zeitouni (1997a,b)
precisely to get rid of this normalization term, and to reduce the problem to the analysis
of a linear evolution on M+(E).
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3. Stability and robustication
In this section, we de"ne the mixing property and the Hilbert metric, we describe
roughly the robusti"cation approach, and we recall some stability results obtained in
Le Gland and Oudjane (2001) under the mixing assumption, that will be useful in the
sequel.
Denition 3.1. Two nonnegative measures ; ′ ∈M+(E) are comparable, if they are
both nonzero, and if there exist positive constants 0¡a6 b¡∞, such that
a′(A)6 (A)6 b′(A);
for any Borel subset A ⊂ E.
Denition 3.2 (Mixing): A nonnegative kernel K de"ned onM+(E) is mixing, if there
exist a positive constant 0¡6 1, and a nonnegative measure ∈M+(E), such that
(A)6K(x; A)6
1

(A);
for any x∈E, and any Borel subset A ⊂ E. The constant  is called a mixing constant,
and the measure  is called a mixing measure associated with the mixing kernel K .
The mixing property is typical of a kernel that is little dependent on the initial state.
A special and extreme example of a mixing kernel is when K(x; dx′) does not depend
on x at all, in which case = 1.
Denition 3.3. The Hilbert metric on M+(E) is de"ned by
h(; ′) =


log
supA:′(A)¿0
(A)
′(A)
inf A : ′(A)¿0
(A)
′(A)
if  and ′ are comparable;
0 if  = ′ ≡ 0;
+∞; otherwise:
A notice that h is a projective metric, i.e. it is invariant under multiplication by
positive constants, hence h(; ′)=h(=(E); ′=′(E)), for any nonzero ; ′ ∈M+(E).
In the nonlinear "ltering context, this projective property allows us to consider the
linear transformation  → Rn instead of the nonlinear transformation  → PRn() =
(Rn)=(Rn)(E).
Lemma 3.4. If  and ′ are comparable, then for any nonnegative kernels K and K ′
it holds
(K)(E)
(K′)(E)
(K ′′)(E)
(K ′)(E)
6 exp(h(; ′)):
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Proof. By de"nition, if  and ′ are comparable, then there exist constants 0¡a6 b
¡∞ such that
a′(A)6 (A)6 b′(A);
for any Borel subset A ⊂ E. The optimal values for the constants a and b are
a= inf
x∈E
d
d′
(x) = 1=sup
x∈E
d′
d
(x) and b= sup
x∈E
d
d′
(x);
and it holds h(; ′) = log b=a. For any nonnegative kernel K de"ned on E
a(K′)(E)6 (K)(E) =
∫
E
(dx)K(x; E)6 b(K′)(E);
hence
(K)(E)
(K′)(E)
6 b and
(K′)(E)
(K)(E)
6
1
a
:
If K ′ is another nonnegative kernel de"ned on E, then
(K)(E)
(K′)(E)
(K ′′)(E)
(K ′)(E)
6
b
a
= exp(h(; ′)):
The analysis of stability properties of the optimal "lter is of great interest. Indeed,
one has rarely access in practice to the initial probability distribution of the signal, and
it is important to know whether the "lter is sensitive or not to this condition. More
generally, the parameters of the signal/observation model, such as the densities of the
observation noise and signal noise are usually not available, and it is crucial to know
whether the optimal "lter is robust w.r.t. such model errors. Finally, to compute the
optimal "lter we usually introduce errors in the transitions of the "lter, because the
true transitions are not practically computable. Before entering into details, let us make
precise what we mean here by stability.
Denition 3.5 (Stability): A sequence {Sn; n¿ 1} of nonlinear transformations on the
metric space (P(E); d) is
(i) stable, if for any two sequences {n; n¿ 0} and {′n; n¿ 0} de"ned on P(E) by
the same recursion n = Sn(n−1) and ′n = Sn(
′
n−1) for any n¿ 1, with possibly
diJerent initial conditions, it holds
lim
n→∞d(n; 
′
n) = 0;
(ii) stable w.r.t. local perturbations, if for any sequence {n; n¿ 0} de"ned on P(E)
by the recursion n=Sn(n−1), and for any sequence {′n; n¿ 0} de"ned on P(E),
such that the local error is uniformly controlled, i.e. such that for any n¿ 1,
d(′n; Sn(
′
n−1))6 ¡∞;
it holds
lim sup
n→∞
d(n; ′n)6C:
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A su:cient condition for stability can be formulated in terms of contraction coe:-
cients: indeed, if the sequence {Sn; n¿ 1} is uniformly contracting, in the sense that
for any n¿m+ 1¿ 1,
sup
;′∈P(E): =′
d(Sn ◦ · · · ◦ Sm+1(); Sn ◦ · · · ◦ Sm+1(′))
d(; ′)
6 c!n−m;
with 0¡!¡ 1, then under the assumptions of part (i), it holds
d(n; ′n)6 c!
nd(0; ′0);
which implies (exponential) stability, and under the assumptions of part (ii), it holds
d(n; ′n)6
c
1− ! + c!
nd(0; ′0);
which implies stability w.r.t. local perturbations.
If the sequence {Sn; n¿ 1} is not uniformly contracting, stability can still hold, and
can be proved sometimes using a robusti"cation approach. Assume that a perturbed
sequence {Shn ; n¿ 1} of nonlinear transformations can be found, which is uniformly
contracting itself, i.e. such that for any n¿m+ 1¿ 1:
sup
;′∈P(E): =′
d(Shn ◦ · · · ◦ Shm+1(); Shn ◦ · · · ◦ Shm+1(′))
d(; ′)
6 ch!n−mh ;
with 0¡!h ¡ 1, and such that the local error is uniformly controlled, in the sense that
for any n¿ 1,
sup
∈P(E)
d(Sn(); Shn ())6 h ¡∞:
(In general h
h→0, ch h→∞ and !h h→1, otherwise the sequence {Sn; n¿ 1} would be
uniformly contracting). Then the approximation is uniform: for any two sequences
{n; n¿ 0} and {hn; n¿ 0} de"ned on P(E) by the recursion n = Sn(n−1) and
hn = S
h
n (
h
n−1), respectively, for any n¿ 1, it holds
d(n; hn)6
chh
1− !h + ch!
n
hd(0; 
h
0);
and moreover the original sequence {Sn; n¿ 1} is stable (but not exponentially stable):
for any two sequences {n; n¿ 0} and {′n; n¿ 0} de"ned on P(E) by the same
recursion n=Sn(n−1) and ′n=Sn(
′
n−1) for any n¿ 1, with possibly diJerent initial
conditions, it holds
d(n; ′n)6d(n; 
h
n) + d(
h
n; 
′h
n ) + d(
′h
n ; 
′
n)6
2chh
1− !h + ch!
n
hd(0; 
′
0);
where the two sequences {hn; n¿ 0} and {′hn ; n¿ 0} are de"ned on P(E) by the
same recursion hn=S
h
n (
h
n−1) and 
′h
n =S
h
n (
′h
n−1) for any n¿ 1, with initial conditions
h0 = 0 and 
′h
0 = 
′
0, hence
lim sup
n→∞
d(n; ′n)6
2chh
1− !h :
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Since the left-hand side does not depend on the perturbation parameter h, it holds
lim
n→∞d(n; 
′
n) = 0;
provided that
chh
1− !h
h→ 0;
i.e. provided the negative eJect of the contraction coe:cient !h going to 1 and the
coe:cient ch going to in"nity can be dominated by the positive eJect of the local error
h going to 0.
In Le Gland and Oudjane (2001, Section 4) we have proved some stability results
of the optimal "lter w.r.t. its initial condition and w.r.t. local perturbations, under the
mixing assumption, using the Hilbert metric. We summarize here the main results that
will be useful in the sequel, where ‖ · ‖ denotes the total variation norm on the space
of signed measures on E, and we reject the proof to the appendix.
Theorem 3.6. Let {n; n¿ 0} be the optimal 6lter as de6ned in Section 2. Assume
that for any k¿ 1, the nonnegative kernel Rk is mixing with k ¿ 0.
(i) Let {′n; n¿ 0} be a wrongly initialized 6lter, i.e. ′n = PRn:1(′0) for any n¿ 1,
then
‖n − ′n‖6
2
log 3
n∏
k=2
(1− 2k)
1
21
‖0 − ′0‖:
(ii) Let {′n; n¿ 0} be a sequence of probability distributions such that ′0 =0, and
E[F(′k) |Y1:n] = E[F(′k) |Y1:k ]; (3)
for any bounded measurable function F de6ned on P(E). If the local error in
the total variation sense is controlled for any k¿ 1 by
E[‖′k − PRk(′k−1)‖ |Y1:k ]6 TVk ;
then
E[‖n − ′n‖ |Y1:n]6 TVn +
2
log 3
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
TVk
2k+1
:
If the local error in the weak sense is controlled for any k¿ 1 by
sup
$:‖$‖=1
E[|〈′k − PRk(′k−1); $〉| |Y1:k ]6 Wk ;
then,
sup
$ : ‖$‖=1
E[|〈n − ′n; $〉| |Y1:n]
6 Wn + 2
Wn−1
2n
+
4
log 3
n−2∑
k=1
[
n∏
‘=k+3
(1− 2‘)
]
Wk
2k+2 
2
k+1
:
F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316 287
These results for the optimal "lter are closely related to the results of Del Moral
and Guionnet (2001)—already proved in Del Moral and Guionnet (1998) and recently
extended in Del Moral and Miclo (2000, Section 2.1.2 and 2.2.2)—for the optimal
predictor in a slightly diJerent model, where it is assumed that an observation Y0 is
already available at time 0.
The stability of the predictor w.r.t. its initial condition is proved in Del Moral and
Guionnet (2001, Theorem 2.4), under the assumption that the Markov kernel Q is
mixing. On the other hand, in part (i) of Theorem 3.6, and in Le Gland and Oudjane
(2001, Theorem 4.1), we prove stability of the "lter and we obtain Lipschitz estimates,
under the weaker assumption that the nonnegative kernels Rk are mixing.
The uniform convergence of the interacting particle system approximation to the op-
timal predictor is proved in Del Moral and Guionnet (2001, Theorem 3.1), under the
assumption that the likelihood functions k are uniformly bounded away from zero
and that the predictor is asymptotically stable. The rate (1=
√
N )& for some &¡ 1 is
proved under the stronger assumption that the predictor is exponentially asymptotically
stable, and the rate 1=
√
N is proved in Del Moral and Miclo (2000, p. 36) under an
additional assumption which is satis"ed, e.g. if the Markov kernel Q is mixing. On the
other hand, in part (ii) of Theorem 3.6, and in Le Gland and Oudjane (2001, Theorems
4.6 and 4.8) we prove quite general uniform stability results w.r.t. the model when
the local error is controlled either in the total variation norm, or in a weaker dis-
tance suitable for random probability distributions, under the same weaker assumption
that the nonnegative kernels Rk are mixing, and in Le Gland and Oudjane (2001,
Theorem 5.7) we prove the uniform convergence of the interacting particle "lter (IPF)
to the optimal "lter, with rate 1=
√
N (and of other approximate "lters based on particle
systems as well). We do not assume that the likelihood functions k are uniformly
bounded away from zero, and in particular compactly supported likelihood functions can
be considered.
It appears from the discussion above that we could obtain stability and uniform
convergence results for the "lter, which could not be obtained by direct means for
the predictor, e.g. in models with a mixing Markov kernel Q and compactly supported
likelihood functions k . Notice however that the "lter can always be expressed as
the predictor in a transformed model, and it could happen that the transformed model
has better properties than the original model. In this case, studying the predictor in
the transformed model could be used as an alternate way to studying the "lter in the
original model, as illustrated below.
Remark 3.7. The proof of Theorem 3.6 given in the appendix is rather simple, but
stability and uniform convergence results could be proved alternatively as follows. The
nonnegative kernel Rk can be decomposed as
Rk(x; dx′) = Q(x; dx′)k(x′) = Rk(x; E)
Rk(x; dx′)
Rk(x; E)
= gˆk(x)Qˆk(x; dx′);
hence the nonlinear evolution operator PRk studied in the present paper and in
Le Gland and Oudjane (2001) coincides with the nonlinear evolution operator de"ned
288 F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316
in Del Moral and Miclo (2000, Eq. (23)). If in addition
kk(dx′)6Rk(x; dx′)6
1
k
k(dx′);
then
kk(E)6 gˆk(x) = Rk(x; E)6
1
k
k(E);
and
2k
k(dx′)
k(E)
6 Qˆk(x; dx′) =
Rk(x; dx′)
Rk(x; E)
6
1
2k
k(dx′)
k(E)
;
i.e. the assumption that the nonnegative kernel Rk is mixing implies that the Markov
kernel Qˆk is mixing, and that the selection function gˆk is bounded away from zero,
hence the stability and uniform convergence results of Del Moral and Miclo (2000,
p. 36) could be used. However, not only is this a less direct and intuitive approach, but
in addition the error estimate would involve higher powers of the mixing constants,
and would be less precise than the error estimate given in Theorem 3.6 using our
approach.
Getting stability and uniform convergence results under the weaker assumption that
the nonnegative kernels Rk are mixing, is the key to the robusti"cation approach pre-
sented here. Indeed, we consider below the case where the Markov kernel Q is only
pseudo-mixing, see Section 4, and we replace the likelihood functions k by some
truncated likelihood functions 'k . Even though the Markov kernel Q is not mixing,
we can prove that the resulting nonnegative kernels R'k are mixing, and we can apply
the results of Theorem 3.6. Of course, special attention should be paid to the conse-
quence of the likelihood functions possibly taking the zero value. The reinitialization
procedure added in Del Moral et al. (2001) to the correction step of the IPF, in the
event that the normalization constant takes the zero value, is considered in Section 7.1.
Two alternative procedures are considered in Sections 7.2 and 7.3, to handle the same
problem.
A convenient way to approximate numerically the optimal "lter is to use a par-
ticle method that provides a sequence of random empirical probability distributions
{′n; n¿ 0} whose evolution is both close to the evolution of the optimal "lter and
computable. The results of Theorem 3.6 show that, if we are able to control uniformly
in time the local errors committed at each time step by using the wrong evolution
′k−1 → ′k instead of the true evolution ′k−1 → PRk(′k−1), then we are also able to con-
trol uniformly in time the resulting global error between {n; n¿ 0} and {′n; n¿ 0},
provided that the signal is mixing. Unfortunately the mixing condition implies in gen-
eral a strong ergodicity assumption on the signal, which practically requires that the
state space is compact. The aim of this paper is precisely to relax this assumption,
using the robusti"cation approach, and still obtain results similar to those of Theorem
3.6. In this sense, numerical approximation of the optimal "lter, e.g. using particle
methods, provides another motivation for the robusti"cation approach, see Section 7
below or Le Gland and Oudjane (2001, Section 6). Indeed, it is sometimes a good
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idea to approximate rather the “robust” "lter, de"ned by a perturbed wrong evolution,
especially when it enjoys some additional regularity property: usually in such cases, the
local errors can be estimated more precisely, and their propagation under the perturbed
evolution is better controlled. This results in better convergence properties, which of
course need to be balanced with the residual error resulting from the approximation of
the optimal "lter by the “robust” "lter.
4. Pseudo-mixing signals
Our objective in this paper is to present an extension of the stability results recalled
above, and in this section we introduce the pseudo-mixing assumption, which will
allow us to relax the mixing assumption and still obtain stability properties for the
optimal "lter. There are already some results available in the literature, which prove
the stability of the "lter without assuming ergodicity of the signal: Budhiraja and Ocone
(1997, 1999) have proved that the optimal "lter forgets its initial condition with a rate
which is asymptotically exponential in some special cases where the signal is not
necessarily ergodic but the observations are “su:ciently good”. The interest of our
result is that it provides a bound for the rate of convergence which is nonasymptotic,
i.e. valid at each time instant. This fact will be used in Section 7 to provide uniform
particle approximations to the optimal "lter.
Denition 4.1 (Pseudo-mixing): A nonnegative kernel K de"ned on E is pseudo-mixing,
if for any compact set C in E with diameter D large enough, there exist a positive
constant 0¡(D)6 1, depending only on the diameter D, and a nonnegative measure
C ∈M+(E), such that
(D)C(A)6K(x; A)6
1
(D)
C(A); (4)
for any x∈C, and any Borel subset A ⊂ E. A Markov chain with a pseudo-mixing
transition kernel is called a pseudo-mixing signal.
Remark 4.2. If the nonnegative kernel K is Markov on C, i.e. if K(x; E) = 1 for any
x∈C, then without loss of generality the pseudo-mixing measure C can be taken as a
probability distribution. Indeed, taking A=E in the pseudo-mixing equation (4) yields
(D)C(E)6K(x; E) = 16
1
(D)
C(E);
hence
(D)6 C(E)6
1
(D)
;
and
2(D)
C(A)
C(E)
6K(x; A)6
1
2(D)
C(A)
C(E)
;
for any x∈C, and any Borel subset A ⊂ E.
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Example 4.3. To illustrate the pseudo-mixing property, we can consider kernels Q of
the form
Q(x; dx′) = q(x′ − x) dx′ = ‘(|x′ − x|) dx′;
where ‘ is a bounded positive function de"ned on [0;∞). If there exists a constant
M ¿ 0 large enough such that
‘(u+ v)
‘(u)‘(v)
¿ a¿ 0; for any u¿M and any v¿M;
and ‘ is decreasing to zero on [M;∞) (5)
then Q is a pseudo-mixing kernel. Precisely, for any compact set C with diameter
D¿M large enough
(D)C(dx′)6 q(x′ − x) dx′6 1(D) C(dx
′); (6)
for any x∈C and any x′ ∈E, with pseudo-mixing constant (D) = a‘(D + M) and
absolutely continuous pseudo-mixing measure
C(dx′) = [1(d(x′ ;C)6M) + 1(d(x′ ;C)¿M)q(x′ − z)] dx′;
for any x′ ∈E, where z is an arbitrary element of C. Indeed, if d(x′; C)¿M , then for
any x; z ∈C it holds
M6 |x − x′|6 |x − z|+ |z − x′|6D + |z − x′|;
and
M6 |z − x′|6 |z − x|+ |x − x′|6D + |x − x′|;
hence, since ‘(D)¿ ‘(D +M),
q(x′ − x)¿ ‘(D + |z − x′|)¿ a‘(D +M)q(x′ − z);
and
q(x′ − z)¿ ‘(D + |x − x′|)¿ a‘(D +M)q(x′ − x):
It follows that
a‘(D +M)q(x′ − z)6 q(x′ − x)6 1
a‘(D +M)
q(x′ − z); (7)
for any x; z ∈C and any x′ ∈E such that d(x′; C)¿M . On the other hand, if d(x′; C)
6M , then for any x∈C it holds
06 |x − x′|6D +M;
hence
inf
06u6D+M
‘(u)6 q(x′ − x)6 sup
06u6D+M
‘(u);
and for D large enough
inf
06u6D+M
‘(u) = min
(
inf
06u6M
‘(u); ‘(D +M)
)
= ‘(D +M);
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and
sup
06u6D+M
‘(u) = sup
06u6M
‘(u)6
1
‘(D +M)
:
Without loss of generality, we can assume that a6 1 in (5) (otherwise, take min(a; 1)
instead), and it follows that
a‘(D +M)6 q(x′ − x)6 1
a‘(D +M)
; (8)
for any x∈C and any x′ ∈E such that d(x′; C)6M . Combining (7) and (8) "nally
yields (6). We can for example consider the following classical densities de"ned for
any x∈R by
q(x) =
p− 1
2p
(
1 +
|x|
p
)−p
with p¿ 2;
q(x) = 12 exp(−|x|) (exponential density);
q(x) = 12
1
2 + exp(|x|) + exp(−|x|) (logistic density);
which all satisfy (5).
As we can see, property (5) requires some conditions on the tails of the densities,
but unfortunately this property is not satis"ed by the Gaussian densities because of
their too light tails.
Remark 4.4. Let Q be a pseudo-mixing kernel, and let f be a Lipschitz continuous
function de"ned on E and taking values in E, i.e. there exists a positive constant a¿ 0
such that
|f(x)− f(x′)|6 a|x − x′|;
for any x; x′ ∈E. Then, the nonnegative kernel Qf de"ned by Qf(x; A) = Q(f(x); A)
for any x∈E, and any Borel subset A ⊂ E, is also pseudo-mixing. Indeed, let C be a
compact set in E, with diameter D, and let f(C)= {x′ ∈E: x′=f(x) for some x∈C}
denote the image of C by f. Then, the set f(C) is compact, with diameter smaller
than aD, and since Q satis"es the peudo-mixing property (4), it holds
(aD)f(C)(A)6Qf(x; A) = Q(f(x); A)6
1
(aD)
f(C)(A);
for any x∈C, and any Borel subset A ⊂ E. This remark allows us to extend the simple
examples of pseudo-mixing kernels given in Example 4.3 above to the case of signals
with dynamics of the form
Xn+1 = f(Xn) +Wn;
where {Wn; n¿ 0} is a sequence of i.i.d. random variables with common probability
density q of the form given in Example 4.3, and where f is a Lipschitz continuous
function de"ned on E.
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5. Approximation of the optimal lter by a “robust” lter
In this section, we show that if the transition kernel of the signal is pseudo-mixing,
and if the observations are “su:ciently good”, then we can approximate the optimal
"lter uniformly in time by an exponentially stable sequence of probability distributions.
This exponentially stable sequence is called a “robust” "lter because it is an approx-
imation to the optimal "lter, which is much less sensitive to perturbations than the
optimal "lter itself. This robusti"cation approach is the main contribution of the paper:
it will imply that the optimal "lter itself forgets its initial condition at a rate that will
be precised in Section 6, and in Section 7, it will provide particle "lter approximations
which converge uniformly in time to the optimal "lter.
We consider the following state/observation model, where the signal {Xn; n¿ 0} is a
Markov chain with initial probability distribution 0, and transition kernel Q, observed
in additive noise, i.e.
Yn = h(Xn) + Vn;
for all n¿ 1, where {Vn; n¿ 1} is a sequence of i.i.d. random variables, not necessarily
Gaussian, with common probability density g w.r.t. the Lebesgue measure, independent
of the signal {Xn; n¿ 0}. We introduce the following assumptions.
Assumption PM. The transition kernel Q is pseudo-mixing, and for any compact set
C with diameter D¿D0, let (D) denote the corresponding mixing constant.
Assumption D. For any y∈F and any '¿ 0, the sublevel set
C(y; ') = {x∈E: |y − h(x)|6'}
is compact, and its diameter is bounded by a "nite constant D(') independent of
y∈F .
Assumption T. For any '¿ 0, the following quantity characterizes the tail of the ob-
servation noise density:
&(') =
∫
F
1(|u|¿')g(u) du;
and satis"es
lim
'→∞
&(')
4(D('))
= 0:
Assumption PM replaces the stronger mixing assumption, and can be satis"ed by
nonergodic signals. Assumption D is a relatively strong assumption, which in some
sense requires that the signal is completely observed, see Remark 5.1 below. Finally,
Assumption T suggests that the tail of the observation noise is light w.r.t. the tail of
the signal noise: indeed in Section 4, we have seen some examples of signals with
additive noise, where the mixing constant (D) can be related to the tail of the signal
noise.
F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316 293
Fig. 1. Noninjective observation function.
Fig. 2. Injective observation function, with non-Lispschitz inverse.
Remark 5.1. If the function h is injective from E in F with Lipschitz continuous
inverse, i.e. if there exists a positive constant b¿ 0 such that
|x − x′|6 b|h(x)− h(x′)|;
for any x; x′ ∈Rm, then Assumption D holds with D(')=2b'. This is only a su:cient
condition, which obviously is not necessary, as the following two examples show,
where E = F = R. In the "rst example, depicted in Fig. 1, the observation function
h is noninjective, but it is “injective at in"nity” in the sense that, outside a compact
interval of length L, it is injective and has a constant slope 1=b. Assumption D holds
there with D(') = 2b'+ L.
In the second example, depicted in Fig. 2, the observation function h is injective,
but its inverse is not Lipschitz continuous: it is de"ned by h(x) = $(x) if x¿ 0, and
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h(x)=−$(−x) if x6 0, where the function $ de"ned on [0;∞) is continuous, strictly
convex, monotonically increasing, and satis"es $(0) = 0. Assumption D holds there
with D(') = 2$−1(').
Let {n; n¿ 0} denote the optimal "lter associated with the above model. We recall
that
n = PRn(n−1) = PRn:1(0);
where for any n¿ 1,
Rn(x; dx′) = Q(x; dx′)n(x′) = Q(x; dx′)g(Yn − h(x′));
for any x; x′ ∈E. Because the nonnegative kernels Rk are not mixing, it could happen
that (Rn:1′0)(E)=0 for some initial condition 
′
0, in which case the wrongly initialized
"lter PRn:1(′0) would not be well de"ned. However, PRn:1(
′
0) is well de"ned for any
initial condition ′0 which is comparable w.r.t. the correct initial condition 0. Indeed
(Rn:1′0)(E) =
∫
E
0(dx)
d′0
d0
(x)Rn:1(x; E)¿ inf
x∈E
d′0
d0
(x)(Rn:10)(E)¿ 0:
For any nondecreasing sequence '={'k; k¿ 1}, we introduce the following notations,
under Assumptions PM and D: for any k¿ 1:
• Ck = C(Yk ; 'k) denotes the compact set
Ck = {x∈Rm: |Yk − h(x)|6'k};
with diameter Dk6D('k),
• k =Ck−1 and (Dk−1)¿ (D('k−1))= k denote the mixing probability distribution
and the mixing constant, respectively, associated with the pseudo-mixing kernel Q
on the compact set Ck−1,
• 'k denotes the truncated likelihood function de"ned by
'k (x
′) = 1Ck (x
′)k(x′);
for any x′ ∈E,
• R'k denotes the nonnegative kernel de"ned by
R'k (x; dx
′) =
{
Q(x; dx′)'k (x
′) if x∈Ck−1;
k(dx′)'k (x
′) if x ∈ Ck−1:
Notice that R'k depends on two successive observations Yk−1 and Yk , and since the
kernel Q is pseudo-mixing, the following mixing property is satis"ed:
k'k (x
′)k(dx′)6R'k (x; dx
′)6
1
k
'k (x
′)k(dx′);
hence for any ∈P(E),
(R'k )(E)¿ k
∫
E
'k (x
′)k(dx′) = k
∫
Ck
k(x′)k(dx′);
and we introduce the following necessary and su:cient condition for the robust kernel
R'k to be nonzero.
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Assumption NZ. For any k¿ 1,∫
Ck
k(x′)k(dx′)¿ 0:
Remark 5.2. Notice that
inf
x′∈Ck
k(x′)¿ inf|u|6'k
g(u) and k(Ck)¿ k sup
x∈Ck−1
Q(x; Ck);
hence a su:cient condition for Assumption NZ to hold is
inf
|u|6'k
g(u)¿ 0 and sup
x∈Ck−1
Q(x; Ck)¿ 0:
Finally, for any two initial conditions 0 and ′0, let {'n ; n¿ 0} and {′'n ; n¿ 0}
denote the two sequences of probability distributions de"ned by the following recur-
sions:
'n =
R'n 
'
n−1
(R'n 
'
n−1)(E)
= PR'n (
'
n−1) = PR
'
n:1(0) and 
′'
n = PR
'
n:1(
′
0);
where PR'n:1 = PR
'
n ◦ · · · ◦ PR'1 . Notice that for any k¿ 1, the supports of the nonnegative
measures 'k−1 and 
′'
k−1 are contained in the compact set Ck−1, hence the mixing prob-
ability distribution k , which is somehow arbitrary in the de"nition of the nonnegative
kernel R'k , is not really involved in the procedure.
It follows immediately from Theorem 3.6 that
‖'n − ′'n ‖6
2
log 3
n∏
k=2
(1− 2k)
1
21
‖0 − ′0‖; (9)
and
‖'n − n‖6 n +
2
log 3
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
k
2k+1
; (10)
where
k = ‖k − PR'k (k−1)‖= ‖ PRk(k−1)− PR'k (k−1)‖;
for any k¿ 1.
Proposition 5.3. For any k¿ 1,
E[k ]6 6&('k−1);
hence for k large enough
k6 6
&('k−1)
ak
; a:s:
where ak is the general term of an arbitrary converging series.
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The following result states that the sequence {'n ; n¿ 0} is exponentially stable and
approximates the optimal "lter {n; n¿ 0} uniformly in time, provided that the obser-
vations are “su:ciently good”, i.e. provided that Assumption T holds: this motivates
the terminology “robust” "lter used for the sequence {'n ; n¿ 0}.
Theorem 5.4. Under Assumptions PM and D:
(i) If 'k = ' for any k¿ 1, then
‖'n − ′'n ‖6
2
log 3
(1− 2(D(')))n−1 1
2(D('))
‖0 − ′0‖;
and
E‖'n − n‖6 6
(
1 +
2
4(D('))log 3
)
&(');
which converges to zero as ' →∞, under Assumption T.
(ii) If the sequence {'k; k¿ 1} is such that
lim
n→∞
n∑
k=1
2k =∞;
then
lim
n→∞‖
'
n − ′'n ‖= 0;
and if in addition
lim
k→∞
&('k−1)
ak4k+1
= 0; (11)
where ak is the general term of an arbitrary converging series, then almost surely
lim
k→∞
k
4k+1
= 0 hence lim
n→∞ ‖
'
n − n‖= 0:
Notice that the "rst part of Theorem 5.4 provides an estimate of the approximation
error averaged over observation sequences. The a.s. convergence result stated in the
second part relies on the following easy property.
Lemma 5.5. If {2n; n¿ 1} and {un; n¿ 1} are two sequences of nonnegative numbers
such that
lim
n→∞
n∑
k=1
2k =∞ and lim
n→∞ un = 0;
then
lim
n→∞
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
2k+1uk = 0:
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Proof. For any integer n¿ 1, de"ne
Fn =
n∏
‘=1
(1− 2‘);
which converges to zero, and notice that
vn =
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
2k+1uk = Fn
n−1∑
k=1
2k+1uk
Fk+1
:
For any ¿ 0, there exists an integer n such that uk6  for any integer k¿ n, hence
n−1∑
k=1
2k+1uk
Fk+1
=
n−1∑
k=1
2k+1uk
Fk+1
+
n−1∑
k=n
2k+1uk
Fk+1
6
n−1∑
k=1
2k+1uk
Fk+1
+ 
n−1∑
k=1
2k+1
Fk+1
:
Finally, notice that
1
Fk+1
− 1
Fk
=
1
Fk+1
[1− (1− 2k+1)] = 2k+1Fk+1 ;
hence
n−1∑
k=1
2k+1
Fk+1
=
n−1∑
k=1
[
1
Fk+1
− 1
Fk
]
=
1
Fn
− 1
F1
6
1
Fn
;
and
vn6Fn
n−1∑
k=1
2k+1uk
Fk+1
+ :
Therefore, lim supn→∞ vn6 , and since ¿ 0 is arbitrary, then vn converges to zero.
Remark 5.6. Notice that
&('k−1)
4k+1
=
&('k−1)
4(D('k−1))
4k
4k+1
;
hence under Assumption T, a su:cient condition for (11) to hold is
lim sup
k→∞
4k
ak4k+1
¡∞:
Proof of Proposition 5.3. For any ; ′ ∈M+ and any nonnegative function 3 de"ned
on E such that 〈; 3〉¿ 0 and 〈′; 3〉¿ 0, the following estimate holds:
‖3 ·  − 3 · ′‖6 2
∫
E
3(x)
〈; 3〉 | − 
′|(dx): (12)
Using inequality (12) with 3=k and
 = k | k−1 = Qk−1 = 1CkQ(1Ck−1k−1) + 1CkQ(1Cck−1k−1) + 1Cck Qk−1;
′ = 1CkQ(1Ck−1k−1) + k−1(C
c
k−1)1Ck k ;
298 F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316
such that 3 = Rkk−1 and 3′ = R'k k−1, yields the following bound for the local
error:
k 6 2
∫
E
k(x′)
〈k | k−1; k〉 | 1CkQ(1C
c
k−1k−1) + 1Cck Qk−1
−k−1(Cck−1)1Ck k |(dx′)
6 2
∫
E
k(x′)
〈k | k−1; k〉
[
1Ck (x
′)Q(1Cck−1k−1)(dx
′)
+1Cck (x
′)Qk−1(dx′) + k−1(Cck−1)1Ck (x
′)k(dx′)
]
: (13)
It follows from Remark 2.2 in Le Gland and Oudjane (2001) that for any test function
 de"ned on F
E
[
 (Yk)
〈k | k−1; k〉 |Y1:k−1
]
=
∫
F
 (y) dy:
In particular, if  (y) = g(y − h(x′)), then  (Yk) =k(x′) and
E
[
k(x′)
〈k | k−1; k〉 |Y1:k−1
]
=
∫
F
g(y − h(x′)) dy =
∫
F
g(u) du= 1;
and if  (y) = g(y − h(x′))1(|y−h(x′)|¿'k ), then  (Yk) =k(x′)1Cck (x′) and
E
[
k(x′)1Cck (x
′)
〈k | k−1; k〉 |Y1:k−1
]
=
∫
F
g(y − h(x′))1(|y−h(x′)|¿'k ) dy
=
∫
F
g(u)1(|u|¿'k ) du= &('k);
for any x′ ∈E. Notice that∫
E
Q(1Cck−1k−1)(dx
′) =
∫
E
∫
E
1Cck−1 (x)k−1(dx)Q(x; dx
′) = k−1(Cck−1);
and
E[k−1(Cck−1)] = E
[∫
E
k−1(x)1Cck−1 (x)
〈k−1 | k−2; k−1〉k−1 | k−2(dx)
]
= E
[∫
E
E
[ k−1(x)1Cck−1 (x)
〈k−1 | k−2; k−1〉 |Y1:k−2
]
k−1 | k−2(dx)
]
= &('k−1):
F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316 299
Now we can bound each term on the righthand side of (13). The "rst term is bounded
as follows:
E
[∫
E
k(x′)1Ck (x
′)
〈k | k−1; k〉 Q(1C
c
k−1k−1)(dx
′)
]
=E
[∫
E
E
[
k(x′)1Ck (x
′)
〈k | k−1; k〉 |Y1:k−1
]
Q(1Cck−1k−1)(dx
′)
]
6 E
[∫
E
Q(1Cck−1k−1)(dx
′)
]
= &('k−1); (14)
the second term is estimated as follows:
E
[∫
E
k(x′)1Cck (x
′)
〈k | k−1; k〉 k | k−1(dx
′)
]
=E
[∫
E
E
[
k(x′)1Cck (x
′)
〈k | k−1; k〉 |Y1:k−1
]
k | k−1(dx′)
]
= &('k); (15)
and "nally, the last term is bounded as follows:
E
[∫
E
k(x′)1Ck (x
′)
〈k | k−1; k〉 k−1(C
c
k−1)k(dx
′)
]
=E
[∫
E
E
[
k(x′)1Ck (x
′)
〈k | k−1; k〉 |Y1:k−1
]
k−1(Cck−1)k(dx
′)
]
6 E[k−1(Cck−1)] = &('k−1): (16)
Inserting bounds (14)–(16) into inequality (13), "nally yields
E[k ]6 2&('k) + 4&('k−1)6 6&('k−1):
The second part of the proof follows immediately from the Borel–Cantelli lemma.
Remark 5.7. The continuity of the optimal "lter w.r.t. perturbations in the initial condi-
tion, in the Markov transition kernels or in the likelihood functions, and the associated
"rst-order expansions, have been studied in Del Moral and Jacod (2001, Section 3.3.2),
but only on a "nite time horizon. Adapting the same approach here, it is easy to obtain
the following bound on the local error:
k6 4
supx∈Ek(x)
〈k | k−1; k〉 5k−1 + 25k ;
for a given observation sequence, where
5k =
supx ∈Ckk(x)
〈k | k−1; k〉 =
sup|u|¿'k g(u)
〈k | k−1; k〉 ;
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goes to zero as 'k goes to in"nity. Indeed, it follows from (13) that
k6 2
supx∈Ek(x)
〈k | k−1; k〉
[
k−1(Cck−1) +
∫
E
Q(1Cck−1k−1)(dx
′)
]
+ 2
supx ∈Ckk(x)
〈k | k−1; k〉 ;
and ∫
E
Q(1Cck−1k−1)(dx
′) = k−1(Cck−1) =
∫
E
k−1(x)1Cck−1 (x)
〈k−1 | k−2; k−1〉 k−1 | k−2(dx)
6
supx ∈Ck−1k−1(x)
〈k−1 | k−2; k−1〉 :
However, it is di:cult to control this bound uniformly in time, because of the de-
nominator, unless the assumption is made that the likelihood functions are uniformly
bounded away from zero. The alternative approach taken here is to obtain a bound on
the local error, averaged over observation sequences, which holds uniformly in time.
Example 5.8. To illustrate the results of Theorem 5.4, we consider the following sig-
nal/observation model, where E = F = R and
Xn+1 = f(Xn) +Wn; X0 ∼ 0;
Yn = h(Xn) + Vn;
for all n¿ 1, where {Wn; n¿ 0} and {Vn; n¿ 1} are two independent sequences
of i.i.d. random variables, with exponential probability densities q and g w.r.t. the
Lebesgue measure, with standard deviations 6 and s, respectively. More precisely, as-
sume that
• the noise probability densities are given by
q(w) =
1
26
exp
(
−|w|
6
)
and g(v) =
1
2s
exp
(
−|v|
s
)
;
for any w; v∈R,
• the function f is Lipschitz continuous on R, i.e. there exists a positive constant
a¿ 0 such that
|f(x)− f(x′)|6 a|x − x′|;
for any x; x′ ∈R,
• the function h is injective on R with Lipschitz inverse, i.e. there exists a positive
constant b¿ 0 such that
|x − x′|6 b|h(x)− h(x′)|;
for any x; x′ ∈R.
It follows from Example 4.3 and from Remarks 4.4 and 5.1, that Assumptions PM
and D are satis"ed, and one can easily check that 4(D('))¿ 1=(1664) e−8ab'=6 and
&(') = 12 e
−'=s, hence
&(')
4(D('))
6 864e−(6=s−8ab)'=6:
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If 6=s¿ 8ab, i.e. if the observation noise variance is small enough w.r.t. the signal
noise variance, then Assumption T is satis"ed, and the "rst part of Theorem 5.4 pro-
vides an exponentially stable sequence that approximates the optimal "lter uniformly
in time.
If 'k = 6=(4ab)log k for any k¿ 1, then 2k¿ 1=(46
2) e−4ab'k =6 = 1=(462k) and the
series with general term 2k diverges. If in addition 6=s¿ 12ab, and ak=k
−(1+2) for any
k¿ 1, with 0¡2¡ (6=s−12ab)=(4ab), then the series with general term ak converges,
and
&('k−1)
ak4k+1
6 864
(k + 1)2 k1+2
(k − 1)3+2 (k − 1)
3+2−6=(4abs) → 0;
since 3 + 2 − 6=(4abs) = 2 − (6=s − 12ab)=(4ab)¡ 0. Therefore, it follows from the
second part of Theorem 5.4 that the “robust” "lter converges a.s. to the optimal "lter,
as time goes to in"nity.
6. Stability of the optimal lter w.r.t. the initial condition
In this section, we use Theorem 5.4 to show that the optimal "lter {n; n¿ 1}
inherits some of the stability properties of the “robust” "lter {'n ; n¿ 1}. The triangle
inequality yields
‖n − ′n‖6 ‖n − 'n ‖+ ‖'n − ′'n ‖+ ‖′'n − ′n‖;
and in addition to (9) and (10), it follows immediately from Theorem 3.6 that
‖′'n − ′n‖6 ′n +
2
log 3
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
′k
2k+1
;
where
′k = ‖ PRk(′k−1)− PR'k (′k−1)‖;
for any k¿ 1.
Proposition 6.1. If 0 and ′0 are comparable, with c0 = h(0; 
′
0)¡∞, then for any
k¿ 1,
E[′k ]6 6 exp(2c0)&('k−1);
hence for k large enough
′k6 6exp(2c0)
&('k−1)
ak
; a:s:
where ak is the general term of an arbitrary converging series.
The following result states that the optimal "lter {n; n¿ 0} is stable (but not ex-
ponentially stable) provided that the observations are “su:ciently good”, i.e. provided
that Assumption T holds.
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Theorem 6.2. Under Assumptions PM and D:
(i) If 'k=' for any k¿ 1, and if 0 and ′0 are comparable, with c0=h(0; 
′
0)¡∞,
then
E‖n − ′n‖6 6(1 + exp(2c0))
(
1 +
2
4(D('))log 3
)
&(')
+
2
log 3
(1− 2(D(')))n−1 1
2(D('))
‖0 − ′0‖; (17)
hence
lim
n→∞ E‖n − 
′
n‖= 0;
under Assumption T.
(ii) If the sequence {'k; k¿ 1} is such that
lim
n→∞
n∑
k=1
2k =∞;
if 0 and ′0 are comparable, and if
lim
k→∞
&('k−1)
ak4k+1
= 0;
where ak is the general term of an arbitrary converging series, then almost surely
lim
k→∞
k
4k+1
= lim
k→∞
′k
4k+1
= 0 hence lim
n→∞ ‖n − 
′
n‖= 0:
Proof of Proposition 6.1. Using inequality (12) yields the following bound for the
local error:
′k 6 2
∫
E
k(x′)
〈′k | k−1; k〉
[1Ck (x
′)Q(1Cck−1
′
k−1)(dx
′)
+1Cck (x
′)Q′k−1(dx
′) + ′k−1(C
c
k )1Cck (x
′)k(dx′)]; (18)
which we recognize to be inequality (13) where k−1 has been replaced by ′k−1. It is
now su:cient to notice the following bound:
k(x′)
〈′k | k−1; k〉
=
k(x′)
〈k | k−1; k〉
〈k | k−1; k〉
〈′k | k−1; k〉
6
k(x′)
〈k | k−1; k〉 exp(c0); (19)
valid for any integer k¿ 1: indeed, it follows from Lemma 3.4 that
〈k | k−1; k〉
〈′k | k−1; k〉
=
〈Qk−1; k〉
〈Q′k−1; k〉
=
(Rk:10)(E)
(Rk−1:10)(E)
(Rk−1:1′0)(E)
(Rk:1′0)(E)
6 exp(c0):
Notice that
E[′k−1(Cck−1)]6 exp(c0)&('k−1):
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Now, just as in the proof of Proposition 5.3, we can bound each term on the
right-hand side of (18), making use of bound (19). The "rst term is bounded as
follows:
E
[∫
E
k(x′)1Ck (x
′)
〈′k | k−1; k〉
Q(1Cck−1
′
k−1)(dx
′)
]
6 exp(2c0)&('k−1): (20)
The second term is bounded as follows:
E
[∫
E
k(x′)1Cck (x
′)
〈′k | k−1; k〉
′k | k−1(dx
′)
]
6 exp(c0)&('k); (21)
and "nally, the last term is bounded as follows
E
[∫
E
k(x′)1Ck (x
′)
〈′k | k−1; k〉
′k−1(C
c
k−1)k(dx
′)
]
6 exp(2c0)&('k−1): (22)
Inserting bounds (20)–(22) into inequality (18), "nally yields
E[′k ]6 4 exp(2c0)&('k−1) + 2 exp(c0)&('k)6 6 exp(2c0)&('k−1):
Example 6.3 (Example 5.8 continued): Since '¿ 0 is arbitrary in (17), we can take
' = &6=(4ab)log n with 0¡&¡ 1, hence e4ab'=6 = n&. If 6=s¿ 8ab, then introducing
9 = (6=s− 8ab)=(4ab) yields
&(')
4(D('))
6 864 e−(6=s−8ab)'=66 864 e−4ab9'=66 864
1
n9&
;
and
(1− 2(D(')))n−1 1
2(D('))
6 (1− 1
462
e−4ab'=6)n−1462 e4ab'=6
6 462
1
n9&
(
1− 1
462n&
)n−1
n(1+9)&
= 462
1
n9&
An;
where
logAn = (n− 1)log
(
1− 1
462n&
)
+ (1 + 9)& log n;
can be bounded by a constant independent of n. Therefore, it follows from the "rst
part of Theorem 6.2 that
E‖n − ′n‖6
A
n9&
;
for any 0¡&¡ 1, where A is a positive constant independent of n, hence if the
observation noise variance is small enough w.r.t. the signal noise variance, then the
optimal "lter forgets its initial condition at a rate which increases with the precision
of the observation.
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If in addition 6=s¿ 12ab, then it follows immediately from the Borel–Cantelli lemma
that
‖n − ′n‖6
A
n2
a:s:
for any 0¡2¡ (6=s − 12ab)=(4ab), and for n large enough, where A is a positive
constant independent of n.
This result con"rms the idea that the optimal "lter can have stability properties
even when the signal is not ergodic, provided that the observations are “su:ciently
good”, just as in linear "ltering, where detectability and stabilizability of the system are
su:cient conditions for the Kalman "lter to be exponentially stable, see e.g. Anderson
and Moore (1979, Chapter 4). Another example is given in Budhiraja and Ocone
(1999), where the asymptotic stability of the nonlinear "lter is proved for a nonergodic
signal: however their proof uses an ergodic sum to control the propagation of the initial
error, and it can only provide an asymptotic result, i.e. it cannot be used to prove
the stability of the optimal "lter w.r.t. model errors committed at each time step in
the evolution of the "lter (consider for instance the case of model misspeci"cation).
One interest of Theorem 5.4 is precisely to allow such stability results, and another
application of it is given in the next section.
7. Uniform particle approximations to the optimal lter
In this section, we use Theorem 5.4 to construct particle "lters that converge uni-
formly in time to the optimal "lter, even though the mixing assumption does not hold.
We shall use the notations of Le Gland and Oudjane (2001, Section 5): in particular
SN () is a shorthand notation for the empirical probability distribution of an N–sample
with probability distribution , i.e.
SN () =
1
N
N∑
i=1
;i ;
with (;1; : : : ; ;N ) i.i.d. ∼ , and we recall the following classical results.
Lemma 7.1. For any ∈P(E),
sup
$ : ‖$‖=1
E|〈SN ()− ; $〉|6 1√
N
:
For any nonnegative bounded measurable function 3 de6ned on E, and for any ¿ 0,
let T denote the stopping time
T = inf{N : 2
N∑
i=1
3(;i)¿ sup
x∈E
3(x)};
with (;1; : : : ; ;N ; : : :) i.i.d. ∼ . If 〈; 3〉¿ 0, then T is a.s. 6nite, and
sup
$ : ‖$‖=1
E|〈3 · ST ()− 3 · ; $〉|6 2
√
1 + 2:
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Remark 7.2. If in addition $, 3 and  are F-measurable r.v.’s, and if conditionally
w.r.t. F the r.v.’s (;1; : : : ; ;N ; : : :) are i.i.d. with (conditional) probability distribution
, then the same estimates hold for conditional expectations w.r.t. F, i.e.
E[|〈SN ()− ; $〉| |F]6 1√
N
‖$‖; (23)
and
E[|〈3 · ST ()− 3 · ; $〉| |F]6 2
√
1 + 2‖$‖: (24)
We consider again the signal/observation model introduced in Section 5. We have al-
ready seen that the “robust” "lter {'n ; n¿ 0} approximates the optimal "lter {n; n¿ 0}
uniformly in time. We propose to approximate the optimal "lter by constructing a par-
ticle approximation {';Nn ; n¿ 0} to the “robust” "lter: the idea is that the “robust”
"lter will be less sensitive than the optimal "lter to the local errors induced by the
particle approximation. Implicitly, it is assumed that the particle approximation at time
n is based on a particle system of size Nn. The triangle inequality yields
sup
$ : ‖$‖=1
E[|〈n − ';Nn ; $〉| |Y1:n]
6 ‖n − 'n ‖+ sup
$ : ‖$‖=1
E[|〈'n − ';Nn ; $〉| |Y1:n] ;
and in addition to (10), it follows immediately from Theorem 3.6 that
sup
$ : ‖$‖=1
E[|〈'n − ';Nn ; $〉| |Y1:n]
6 ';Nn + 2
';Nn−1
2n
+
4
log 3
n−2∑
k=1
[
n∏
‘=k+3
(1− 2‘)
]
';Nk
2k+2
2
k+1
;
where
';Nk = sup
$ : ‖$‖=1
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ];
for any k¿ 1.
7.1. Robust interacting particle 6lter with reinitialization
Consider "rst the robust version {';Nn ; n¿ 0} of the interacting particle "lter ap-
proximation to the optimal "lter {n; n¿ 0}, which is implemented according to the
usual interacting particle "lter algorithm, with the only diJerence that for any n¿ 1,
the likelihood function n is replaced by the truncated likelihood function 'n =1Cnn.
Initially ';N0 = 0, and the transition from 
';N
n−1 to 
';N
n is described by the following
diagram:
';Nn−1 →sampled
prediction
';Nn|n−1 = S
Nn(Q';Nn−1) →reinitialized
correction
';Nn =
'
n = ';Nn|n−1;
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where the notation ';Nn =
'
n =';Nn|n−1 means that ';Nn ='n ·';Nn|n−1 if the normalization
constant 〈';Nn|n−1; 'n 〉 is positive, and ';Nn = = otherwise (where = is some arbitrary
probability distribution on E, from which it would be easy to sample). In practice, the
particle approximation
';Nn|n−1 =
1
Nn
Nn∑
i=1
;in|n−1 ;
is completely characterized by the particle system (;1n|n−1; : : : ; ;
Nn
n|n−1), and the transition
from (;1n|n−1; : : : ; ;
Nn
n | n−1) to (;
1
n+1 | n; : : : ; ;
Nn+1
n+1 | n) consists of the following steps.
(i) Correction: if the normalization constant
cn =
Nn∑
i=1
'n (;
i
n|n−1);
is positive, then for all i = 1; : : : ; Nn, compute the weight
!in =
1
cn
'n (;
i
n|n−1);
and set
';Nn =
'
n · ';Nn|n−1 =
Nn∑
i=1
!in;in|n−1 ;
otherwise set ';Nn = =.
(ii) Sampled prediction: independently for all i=1; : : : ; Nn+1, generate a r.v. ;in+1 | n ∼
Q ';Nn , and set
';Nn+1 | n = S
Nn+1(Q';Nn ) =
1
Nn+1
Nn+1∑
i=1
;in+1 | n :
In the correction step, particles are weighted according to their likelihood, i.e. to
their adequation with the observation, and in the resampling step, particles with large
weights are more likely to be selected than particles with small weights, hence the
particle system concentrates automatically in regions of interest of the state space.
To generate a sequence of independent r.v.’s according to the probability distribution
Q';Nn is rather easy, especially when it is a "nite mixture probability distribution, i.e.
when the normalization constant cn is positive. Without the reinitialization procedure
in the correction step, proposed originally by Del Moral et al. (2001), this algorithm
would not be practical, because the resampling mechanism is blind, i.e. does not use
the next observation Yn+1: as a result it could very well happen that every individual
particle in the newly generated particle system (;1n+1 | n; : : : ; ;
Nn+1
n+1 | n) falls outside the
compact set Cn+1. To prevent this dramatic situation to happen, and besides the reini-
tialization procedure introduced above, two alternative algorithms are proposed below
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in Sections 7.2 and 7.3: a robust version of the adapted particle "lter, where the re-
sampling mechanism takes the next observation into account, and a robust version of
the sequential particle "lter introduced in Le Gland and Oudjane (2001), respectively.
Remark 7.3. Under Assumptions PM and NZ, for any probability distribution  whose
support supp  is contained in the compact set Ck−1, it holds
〈Q;'k 〉=
∫
E
(dx)
∫
E
Q(x; dx′)'k (x
′)
=
∫
Ck−1
(dx)
∫
Ck
Q(x; dx′)k(x′)¿ k
∫
Ck
k(x′)k(dx′);
hence a.s.
inf
∈P(E) : supp ⊂Ck−1
〈Q;'k 〉¿ 0:
If Assumptions PM and NZ hold, then the following notation is introduced:
?k =
supx∈E
'
k (x)
inf ∈P(E) : supp ⊂Ck−1〈Q;'k 〉
;
and in view of Remark 7.3, ?k is a.s. "nite.
Proposition 7.4. For any k¿ 1,
';Nk = sup
$ : ‖$‖=1
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ]6
2√
Nk
?k :
Theorem 7.5. Under Assumptions PM, D and NZ:
(i) If 'k = ' and
?k√
Nk
6 2(D('))&(') for any k¿ 1, then
sup
$ : ‖$‖=1
E[|〈n − ';Nn ; $〉|]6 6
(
1 +
2
4(D('))log 3
)
&(')
+
(
1 +
2
2(D('))
+
4
6(D('))log 3
)
2(D('))&(');
which converges to zero as ' →∞, under Assumption T.
(ii) If the sequence {'k; k¿ 1} is such that
lim
n→∞
n∑
k=1
2k =∞;
and if
lim
k→∞
?k√
Nk 2k+2 
4
k+1
= 0 and lim
k→∞
&('k−1)
ak 4k+1
= 0;
where ak is the general term of an arbitrary converging series, then almost surely
lim
n→∞ sup$ : ‖$‖=1
E[|〈n − ';Nn ; $〉| |Y1:n] = 0:
308 F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316
Proof of Proposition 7.4. Introducing the good event
Ak = {〈SNk (Q';Nk−1); 'k 〉¿ 0}=
{
Nk∑
i=1
'k (;
i
k | k−1)¿ 0
}
⊂ U;
the following decomposition holds:
|〈';Nk − PR'k (';Nk−1); $〉|
=|〈'k · SNk (Q';Nk−1)−'k · (Q';Nk−1); $〉|1Ak
+|〈=−'k · (Q';Nk−1); $〉|1@\Ak
6
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k $〉|
〈Q';Nk−1; 'k 〉
1Ak +
|〈Q';Nk−1; 'k $〉|
〈Q';Nk−1; 'k 〉
1@\Ak
+
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k 〉|
〈Q';Nk−1; 'k 〉
‖$‖1Ak + ‖$‖1@\Ak :
On the bad event
@ \ Ak = {〈SNk (Q';Nk−1); 'k 〉= 0}= {'k SNk (Q ';Nk−1) ≡ 0};
it holds
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k $〉|
〈Q';Nk−1; 'k 〉
=
|〈Q';Nk−1; 'k $〉|
〈Q';Nk−1; 'k 〉
;
and
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k 〉|
〈Q';Nk−1; 'k 〉
= 1;
hence "nally
|〈';Nk − PR'k (';Nk−1); $〉|6
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k $〉|
〈Q';Nk−1; 'k 〉
+
|〈SNk (Q';Nk−1)− Q';Nk−1; 'k 〉|
〈Q';Nk−1; 'k 〉
‖$‖;
for any bounded measurable test function $ de"ned on E. Since the support of ';Nk−1
is contained in the compact set Ck−1, then by de"nition
〈Q';Nk−1; 'k 〉¿ inf∈P(E) : supp ⊂Ck−1〈Q;
'
k 〉:
Using estimate (23) with 'k $ instead of $,  = Q
';N
k−1 and F= 6(Y1:k ; 
';N
k−1) yields
E[|〈SNk (Q';Nk−1)− Q';Nk−1; 'k $〉| |Y1:k ; Nk−1]
6
1√
N
‖$‖ sup
x∈E
'k (x):
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7.2. Robust adapted particle 6lter
Let {';Nn ; n¿ 0} denote the robust version of the adapted particle "lter approxima-
tion to the optimal "lter {n; n¿ 0}. Initially ';N0 = 0, and the transition from ';Nn−1
to ';Nn is described by the following diagram:
';Nn−1 →prediction 
';N
n|n−1 = Q
';N
n−1 →sampled
correction
';Nn = S
Nn('n · ';Nn|n−1):
In practice, the particle approximation
';Nn−1 =
1
Nn−1
Nn−1∑
i=1
;in−1 ;
is completely characterized by the particle system (;1n−1; : : : ; ;
Nn−1
n−1 ) (which is contained
in the compact set Cn−1 by construction), and the transition from (;1n−1; : : : ; ;
Nn−1
n−1 ) to
(;1n; : : : ; ;
Nn
n ) consists of the following steps.
(i) Prediction: set
';Nn|n−1(dx
′) = (Q';Nn−1)(dx
′) =
1
Nn−1
Nn−1∑
i=1
Q(;in−1; dx
′):
(ii) Sampled correction: independently for all i = 1; : : : ; Nn, generate a r.v. ;in ∼ 'n ·
';Nn|n−1, which automatically falls inside the compact set Cn, where
('n · ';Nn|n−1)(dx′)˙
Nn−1∑
i=1
Q(;in−1; dx
′)'n (x
′);
is known up to a normalization constant, and set
';Nn =
1
Nn
Nn∑
i=1
;in :
By construction, the support of ';Nn−1 is contained in the compact set Cn−1, and under
Assumptions PM and NZ, the normalization constant 〈Q';Nn−1; 'n 〉 is positive in view
of Remark 7.3, hence 'n ·';Nn|n−1 is a well-de"ned probability distribution. To generate
a sequence of independent (or dependent) r.v.’s according to this probability distri-
bution known up to a normalization constant can be done exactly (if not e:ciently)
using simple rejection, or approximately using importance resampling or Metropolis–
Hastings importance resampling, see Berzuini et al. (1997). More e:cient algorithms
have been proposed in the literature for this purpose, using auxiliary variables, see
Pitt and Shephard (1999), or local Monte Carlo methods, see Liu and Chen (1998),
or introducing a regularization step, see HVurzeler and KVunsch (1998) and Musso
et al. (2001).
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Proposition 7.6. For any k¿ 1,
';Nk = sup
$ : ‖$‖=1
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ]6
1√
Nk
:
Theorem 7.7. Under Assumptions PM, D and NZ:
(i) If 'k = ' and 1√Nk 6 
2(D('))&(') for any k¿ 1, then
sup
$ : ‖$‖=1
E[|〈n − ';Nn ; $〉|]6 6
(
1 +
2
4(D('))log 3
)
&(')
+
(
1 +
2
2(D('))
+
4
6(D('))log 3
)
2(D('))&(');
which converges to zero as ' →∞, under Assumption T.
(ii) If the sequence {'k; k¿ 1} is such that
lim
n→∞
n∑
k=1
2k =∞;
and if
lim
k→∞
1√
Nk 2k+2 
4
k+1
= 0 and lim
k→∞
&('k−1)
ak4k+1
= 0;
where ak is the general term of an arbitrary converging series, then almost surely
lim
n→∞ sup$ : ‖$‖=1
E[|〈n − ';Nn ; $〉| |Y1:n] = 0:
Proof of Proposition 7.6. Using estimate (23) with = PR'k (
';N
k−1) and F=6(Y1:k ; 
';N
k−1)
yields
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ; ';Nk−1]
= E[|〈SNk ( PR'k (';Nk−1))− PR'k (';Nk−1); $〉| |Y1:k ; ';Nk−1]
6
1√
Nk
‖$‖:
7.3. Robust sequential particle 6lter
The sequential particle "lter {';Nn ; n¿ 0} associated with the “robust” "lter is im-
plemented according to the sequential particle "lter algorithm described in Le Gland
and Oudjane (2001), with the only diJerence that for any n¿ 1, the likelihood func-
tion n is replaced by the truncated likelihood function 'n = 1Cnn. The result is
that in the robust version, particles with small weights (i.e. particles that are located
outside Cn) are systematically eliminated because of the truncation of the likelihood
function. At time n, the robust sequential particle "lter ';Nn uses a random number Nn
of particles, and the sequential procedure insures that the number of particles in the
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region of interest, i.e. in Cn, is not zero. Initially 
';N
0 = 0, and the transition from
';Nn−1 to 
';N
n is described by the following diagram:
';Nn−1 →sequential
sampled
prediction
';Nn|n−1 = S
Nn(Q';Nn−1) →correction 
';N
n =
'
n · ';Nn|n−1:
In practice, the particle approximation
';Nn|n−1 =
1
Nn
Nn∑
i=1
;in|n−1 ;
is completely characterized by the particle system (;1n|n−1; : : : ; ;
Nn
n|n−1), and the transition
from (;1n|n−1; : : : ; ;
Nn
n|n−1) to (;
1
n+1 | n; : : : ; ;
Nn+1
n+1 | n) consists of the following steps.
(i) Correction: for all i = 1; : : : ; Nn, compute the weight
!in =
1
cn
'n (;
i
n|n−1);
with the normalization constant
cn =
Nn∑
i=1
'n (;
i
n|n−1);
and set
';Nn =
'
n · ';Nn|n−1 =
Nn∑
i=1
!in;in|n−1 :
(ii) Sequential sampled prediction: independently for all i=1; : : : ; Nn+1, generate a r.v.
;in+1 | n ∼ Q';Nn , where the random number Nn+1 of particles is de"ned as the
stopping time
Nn+1 = inf{N : 2n+1
N∑
i=1
'n+1(;
i
n+1 | n)¿ sup
x∈E
'n+1(x)};
and set
';Nn+1 | n = S
Nn+1(Q';Nn ) =
1
Nn+1
Nn+1∑
i=1
;in+1 | n :
By de"nition, the normalization constant
∑Nn
i=1 
'
n (;
i
n|n−1)¿ (1=
2
n) supx∈E 
'
n (x) is
positive, hence 'n · ';Nn|n−1 is a well-de"ned probability distribution.
Remark 7.8. Notice that we could alternatively set
';Nn+1 | n =
1
|In+1|
∑
i∈In+1
;in+1 | n ;
312 F. LeGland, N. Oudjane / Stochastic Processes and their Applications 106 (2003) 279–316
where In+1 = {i = 1; : : : ; Nn+1: ;in+1 | n ∈Cn+1}, i.e. discard immediately those particles
which fall outside the compact set Cn+1, because in the next step
'n+1 ·
(
1
Nn+1
Nn+1∑
i=1
;in+1 | n
)
='n+1 ·

 1
|In+1|
∑
i∈In+1
;in+1 | n

 :
Proposition 7.9. If Assumptions PM and NZ hold, then for any k¿ 1 the random
number Nk of particles is a.s. 6nite, and
';Nk = sup
$ : ‖$‖=1
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ]6 2k
√
1 + 2k :
Theorem 7.10. Under Assumptions PM, D and NZ:
(i) If 'k = ' and 2k
√
1 + 2k6 
2(D('))&(') for any k¿ 1, then
sup
$ : ‖$‖=1
E[|〈n − ';Nn ; $〉|]6 6
(
1 +
2
4(D('))log 3
)
&(')
+
(
1 +
2
2(D('))
+
4
6(D('))log 3
)
2(D('))&(');
which converges to zero as ' →∞, under Assumption T.
(ii) If the sequence {'k; k¿ 1} is such that
lim
n→∞
n∑
k=1
2k =∞;
and if
lim
k→∞
k
2k+2 
4
k+1
= 0 and lim
k→∞
&('k−1)
ak 4k+1
= 0;
where ak is the general term of an arbitrary converging series, then almost surely
lim
n→∞ sup$ : ‖$‖=1
E[|〈n − ';Nn ; $〉| |Y1:n] = 0:
Proof of Proposition 7.9. By construction, the support of ';Nk−1 is contained in the com-
pact set Ck−1, and under Assumptions PM and NZ, 〈Q';Nk−1; 'k 〉 is positive in view of
Remark 7.3, hence the number Nk of particles at time k is a.s. "nite. Using estimate
(24) with 3='k ,  = Q
';N
k−1 and F= 6(Y1:k ; 
';N
k−1) yields
E[|〈';Nk − PR'k (';Nk−1); $〉| |Y1:k ; ';Nk−1]
=E[|〈'k · SNk (Q';Nk−1)−'k · (Q';Nk−1); $〉| |Y1:k ; ';Nk−1]
6 2k
√
1 + 2k :
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Appendix A. Proof of Theorem 3.6
We "rst recall the following two lemmas, which we have proved in Le Gland and
Oudjane (2001, Section 3) and which give several useful relations between the Hilbert
metric, the total variation norm and a weaker distance suitable for random probability
distributions.
Lemma A.1. For any nonzero ; ′ ∈M+(E),∣∣∣∣
∣∣∣∣ (E) − 
′
′(E)
∣∣∣∣
∣∣∣∣6 2log 3 h(; ′): (A.1)
If in addition the nonnegative kernel K de6ned on E is mixing with ¿ 0, then
h(K; K′)6
1
2
∣∣∣∣
∣∣∣∣ (E) − 
′
′(E)
∣∣∣∣
∣∣∣∣ : (A.2)
Lemma A.2. If the nonnegative kernel K de6ned on E is dominated, i.e. if there exist
a constant c¿ 0, and a nonnegative measure ∈M+(E), such that
K(x; A)6 c(A);
for any x∈E, and any Borel subset A ⊂ E, then
E‖K − K′‖6 c(E) sup
$ : ‖$‖=1
E|〈 − ′; $〉|;
for any ; ′ ∈M+(E), possibly random.
Remark A.3. If in addition the nonnegative kernel K is F-measurable, then the same
estimate holds for conditional expectations w.r.t. F, i.e.
E[‖K − K′‖ |F]6 c(E) sup
$ : ‖$‖=1
E[|〈 − ′; $〉| |F]: (A.3)
If the nonnegative kernel K is mixing with ¿ 0, then it is contracting for the
Hilbert metric, with BirkhoJ contraction coe:cient
!= sup
0¡h(;′)¡∞
h(K; K′)
h(; ′)
6
1− 2
1 + 2
¡ 1:
Proof of Theorem 3.6 (First part): Using (A.1) and (A.2), and the de"nition of the
BirkhoJ contraction coe:cient, yields
‖ PRn:m()− PRn:m(′)‖6 2log 3 h(Rn:m+1Rm; Rn:m+1Rm
′)
6
2
log 3
n∏
k=m+1
(1− 2k)h(Rm; Rm′)
6
2
log 3
n∏
k=m+1
(1− 2k)
1
2m
‖ − ′‖; (A.4)
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for any ; ′ ∈P(E). Taking  = m−1 and ′ = ′m−1 "nishes the "rst part of the
proof.
The uniform convergence results stated in Theorem 3.6 are based on the following
decomposition of the global error into sums of local errors transported by a sequence
of normalized evolution operators
′n − n =
n∑
k=1
[ PRn:k+1(′k)− PRn:k(′k−1)]
=
n∑
k=1
[ PRn:k+1(′k)− PRn:k+1 ◦ PRk(′k−1)]: (A.5)
This equation shows the close relation between the stability w.r.t. the initial condition
and the stability w.r.t. the model. We consider "rst the case where we can estimate
the local error in the sense of the total variation norm
TVk := E[‖′k − PRk(′k−1)‖ |Y1:k ]6 2:
Proof of Theorem 3.6 (Second part): Decomposition (A.5) is written as
′n − n = [′n − PRn(′n−1)] +
n−1∑
k=1
[ PRn:k+1(′k)− PRn:k+1 ◦ PRk(′k−1)]; (A.6)
hence using the triangle inequality and estimate (A.4), yields
‖′n − n‖6 ‖′n − PRn(′n−1)‖+
n−1∑
k=1
‖ PRn:k+1(′k)− PRn:k+1 ◦ PRk(′k−1)‖
6 ‖′n − PRn(′n−1)‖
+
2
log 3
n−1∑
k=1
[
n∏
‘=k+2
(1− 2‘)
]
1
2k+1
‖′k − PRk(′k−1)‖:
Taking conditional expectation w.r.t. the observations and using (3), "nishes the second
part of the proof.
We consider "nally the case where we can only estimate the local error in the weak
sense
Wk := sup
$ : ‖$‖=1
E[|〈′k − PRk(′k−1); $〉| |Y1:k ]6 2:
This typically happens if the approximate "lter ′k is an empirical probability distri-
bution associated with PRk(′k−1): in this case, bounding the local error requires to use
the law of large numbers, which can only provide estimates in the weak sense. How-
ever, if the nonnegative kernel Rk+1 is dominated, then using Lemma A.2, the local
error transported by Rk+1 can be bounded in total variation with the same precision
Wk as in the weak sense.
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Proof of Theorem 3.6 (Third part): Using decomposition (A.6) and the triangle in-
equality, yields
|〈′n − n; $〉|6 |〈′n − PRn(′n−1); $〉|
+
n−1∑
k=1
‖ PRn:k+1(′k)− PRn:k+1 ◦ PRk(′k−1)‖ ‖$‖: (A.7)
For any 16 k6 n− 2, using estimate (A.4) yields
‖ PRn:k+1(′k)− PRn:k+1 ◦ PRk(′k−1) ‖
=‖ PRn:k+2 ◦ PRk+1(′k)− PRn:k+2 ◦ PRk+1 ◦ PRk(′k−1)‖
6
2
log 3
[
n∏
‘=k+3
(1− 2‘)
]
1
2k+2
‖ PRk+1(′k)− PRk+1 ◦ PRk(′k−1)‖:
For any 16 k6 n− 1, using a standard estimate yields
‖ PRk+1(′k)− PRk+1 ◦ PRk(′k−1)‖6 2
‖Rk+1(′k − PRk(′k−1))‖
(Rk+1′k)(E)
;
and the mixing property yields
(Rk+1′k)(E)¿ k+1k+1(E):
Taking conditional expectation w.r.t. the observations, using estimate (A.3) with K =
Rk+1,  = PRk(′k−1), 
′ = ′k and F= Y1:n, and using (3), yields
E[‖Rk+1(′k − PRk(′k−1))‖ |Y1:n]
6
k+1(E)
k+1
sup
$ : ‖$‖=1
E[|〈′k − PRk(′k−1); $〉| |Y1:n]6
k+1(E)
k+1
Wk :
Combining these estimates yields
E[‖ PRk+1(′k)− PRk+1 ◦ PRk(′k−1)‖ |Y1:n]6 2
Wk
2k+1
:
Finally, taking conditional expectation w.r.t. the observations in (A.7), "nishes the third
part of the proof.
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