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Abstract
According to Cisco's latest forecast, two-thirds of the world's mobile data trac and 62
percent of the consumer Internet trac will be video data by the end of 2016. However,
the wireless networks and Internet are unreliable, where the video trac may undergo
packet loss and delay. Thus robust video streaming over unreliable networks, i.e.,
Internet, wireless networks, is of great importance in facing this challenge. Specically,
for the real-time interactive video streaming applications, such as video conference and
video telephony, the allowed end-to-end delay is limited, which makes the robust video
streaming an even more dicult task. In this thesis, we are going to investigate robust
video streaming for real-time interactive applications, where the tolerated end-to-end
delay is limited.
Intra macroblock refreshment is an eective tool to stop error propagations in the
prediction loop of video decoder, whereas redundant coding is a commonly used method
to prevent error from happening for video transmission over lossy networks. In this the-
sis two schemes that jointly use intra macroblock refreshment and redundant coding
are proposed. In these schemes, in addition to intra coding, we proposed to add two
redundant coding methods to enhance the transmission robustness of the coded bit-
streams. The selection of error resilient coding tools, i.e., intra coding and/or redundant
coding, and the parameters for redundant coding are determined using the end-to-end
rate-distortion optimization.
Another category of methods to provide error resilient capacity is using forward
error correction (FEC) codes. FEC is widely studied to protect streamed video over
unreliable networks, with Reed-Solomon (RS) erasure codes as its commonly used im-
plementation method. As a block-based error correcting code, on the one hand, enlarg-
ing the block size can enhance the performance of the RS codes; on the other hand,
large block size leads to long delay which is not tolerable for real-time video applica-
tions. In this thesis two sub-GOP (Group of Pictures, formed by I-frame and all the
i
following P/B-frames) based FEC schemes are proposed to improve the performance of
Reed-Solomon codes for real-time interactive video applications. The rst one, named
DSGF (Dynamic sub-GOP FEC Coding), is designed for the ideal case, where no
transmission network delay is taken into consideration. The second one, named RVS-
LE (Real-time Video Streaming scheme exploiting the Late- and Early-arrival packets),
is more practical, where the video transmission network delay is considered, and the
late- and early-arrival packets are fully exploited. Of the two approaches, the sub-GOP,
which contains more than one video frame, is dynamically tuned and used as the RS
coding block to get the optimal performance.
For the proposed DSGF approach, although the overall error resilient performance
is higher than the conventional FEC schemes, that protect the streamed video frame by
frame, its video quality uctuates within the Sub-GOP. To mitigate this problem, in this
thesis, another real-time video streaming scheme using randomized expanding Reed-
Solomon code is proposed. In this scheme, the Reed-Solomon coding block includes not
only the video packets of the current frame, but also all the video packets of previous
frames in the current group of pictures (GOP). At the decoding side, the parity-check
equations of the current frame are jointly solved with all the parity-check equations of
the previous frames. Since video packets of the following frames are not encompassed
in the RS coding block, no delay will be caused for waiting for the video or parity
packets of the following frames both at encoding and decoding sides.
The main contribution of this thesis is investigating the trade-o between the video
transmission delay caused by FEC encoding/decoding dependency, the FEC error-
resilient performance, and the computational complexity. By leveraging the methods
proposed in this thesis, proper error-resilient tools and system parameters could be
selected based on the video sequence characteristics, the application requirements, and
the available channel bandwidth and computational resources. For example, for the
applications that can tolerate relatively long delay, sub-GOP based approach is a suit-
able solution. For the applications where the end-to-end delay is stringent and the
computational resource is sucient (e.g. CPU is fast), it could be a wise choice to use
the randomized expanding Reed-Solomon code.
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Chapter 1
Introduction to Error Resilient
Video Streaming
1.1 Motivation
A video communication system typically includes ve stages, as shown in Fig.1.1. The
video is rstly compressed by the video encoder so as to reduce the bit rate, and
then the bit stream is segmented into xed or variable length packets. If the deployed
communication network is unreliable, transmitting the hybrid-coded video over such
unreliable environments would make it suer from error propagations and this leads
to the well-known drifting phenomenon [3, 4]. Therefore, the video packets usually
undergo a channel coding stage, where typically the Forward Error Correction (FEC)
protection packets are used to protect them. At the receiver side, the received packets
are FEC decoded to help recovering the lost source packets. After that, the source
packets are video decoded, and displayed. For these still unrecovered source packets,
error concealment is widely used to \guesss" the lost regions.
For the real-time interactive video streaming applications, i.e., video conference
and video telephony, the tolerated end-to-end delay is limited, typically, the acceptable
delay is between 150 ms and 400 ms according to ITU-T G.114 [5]. This stringent delay
constraint poses challenges to the video communication systems, since the total delay
Video source 
encoding 
Packetizating and 
channel coding 
Communication 
networking 
system 
Depacketizating 
and channel 
decoding 
Video 
decoding 
Original video Reconstructed video 
Figure 1.1: A typical video communication system for unreliable networks.
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caused in each stage cannot be more than this limitation. In this thesis, we are going
to design error resilient video communication systems with stringent end-to-end delay
for real-time interactive video applications. To fulll this objective, the research work
will be carried out from both source coding and channel coding aspects. Firstly, we
are going to investigate error resilient techniques that are implemented in the standard
video compression stage. For example, adding more intra coding regions can eciently
stop error propagations; exploiting the redundant slice [6, 8] concept in the H.264/AVC
[9, 10] video compression standard can prevent error happening due to network packet
losses. It is worth pointing out that, these source coding error resilient techniques are
independent of the channel coding stage. Secondly, we are going to study the Forward
Error Correction techniques for real-time interactive video streaming, where the error
correction performance and the caused delay will be jointly taken into consideration.
1.2 Overview of H.264/AVC Video Standard
H.264/MPEG-4 Part 10 or AVC (Advanced Video Coding) [9, 10] is a standard for
video coding/compression, and it is currently one of the most widely used formats for
compression, and distribution of high denition video. The nal drafting work on the
rst version of the standard was completed in May 2003 [9]. As the previous video
coding standards (e.g., H.263 [11] and MPEG-2 [12]), H.264/AVC is a block-oriented
motion-compensation-based video coding standard. This standard was developed by
the ITU-T Video Coding Experts Group (VCEG) together with the ISO/IEC Moving
Picture Experts Group (MPEG), this partnership is known as the Joint Video Team
(JVT). The ITU-T H.264 standard and the ISO/IEC MPEG-4 AVC standard (formally,
ISO/IEC 14496-10 C MPEG-4 Part 10, Advanced Video Coding) are jointly maintained
so that they have identical technical content.
The main goals of the H.264/AVC standardization eort have been enhancing com-
pression performance and provision of a \network-friendly" video representation ad-
dressing \conversational" (video telephony and conference) and \nonconversational"
(storage, broadcast) applications. In terms of compression performance, H.264/AVC
provides gains of up to 50% over a wide range of bit rates and video resolutions com-
pared to previous standards [13]. In terms of \network-friendly" video representation,
the concept of network abstraction layer (NAL) is designed in order to provide network
friendliness to enable simple and eective customization of the use of the video coding
2
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Figure 1.2: H.264/AVC encoder structure.
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Figure 1.3: H.264/AVC decoder structure.
layer (VCL) for a broad variety of systems.
1.2.1 Encoder and Decoder Structure in H.264/AVC
Inherited from the earlier coding standards, H.264/AVC denes the syntax of an en-
coded video stream rather than explicitly dening a Codec; however the decoding
methods of the bit stream is dened in the standard. Typically, the diagrams of the
compliment video encoder and decoder are as depicted as in Figure.1.2 and Figure.1.3,
respectively.
Similar to the previous video coding standards, the basic functional units of H.264/AVC
include motion prediction, motion estimation, intra prediction, transform, quantiza-
tion, and entropy coding. To enhance the overall compression performance, the details
of these common units are modied in H.264/AVC. The main features of the design
that enable high coding eciency include the following enhancements: variable block-
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size motion compensation with small block sizes; quarter-sample-accurate motion com-
pensation; multiple reference picture motion compensation; generalized B frame con-
cepts; in-the-loop deblocking ltering; advanced entropy coding, i.e., CABAC (context-
adaptive binary arithmetic coding) and CAVL (context-adaptive variable-length cod-
ing).
The H.264/AVC encoder (Fig.1.2) includes two dataow paths, a forward path and
a reconstruction path. An input frame or eld Fn is processed in units of a macroblock
(16  16 pixels). Each macroblock is encoded using either Intra prediction mode or
Inter prediction mode. For each block (4  4 pixels) in the macroblock, a prediction
PRED is formed based on the reconstructed picture samples. In Intra mode, PRED
is generated from samples in the current slice that have previously encoded, decoded
and reconstructed; for the Inter mode, PRED is formed from the motion compensation
region(s) of one or two reference picture(s) selected from the set of list 0 and/or list 1
reference pictures. Then the dierence between the prediction signal PRED and the
current block is regarded as residual signal, which will be transformed, quantized and
nally entropy encoded to form the video bitstream.
Inversely, at the video decoder side, the compressed video bitstream will be entropy
decoded, inverse transformed, and inverse quantized. Together with the reconstructed
prediction signal, the decoded frame will be generated.
1.2.2 Inter Prediction
In the Inter prediction, a macroblock is predicted from one or more previously encoded
video frames or elds with block-based motion compensation. Dierent from the earlier
standards, H.264/AVC supports various block sizes (from 1616 to 44) and quarter-
pixel accuracy motion vector for the luminance component. In this thesis we focus on
the Inter prediction tools available in the Baseline prole.
The luminance component of each 1616 macroblock can be split in 4 ways for the
motion compensation. As depicted in the Fig.1.4, it is either one 16  16 block, two
168 blocks, two 816 blocks or four 88 blocks. If there is 88 block chosen within
one macroblock, this 8 8 block can be further partitioned in 4 ways (depicted in the
Fig.1.5), which are one 8  8 block, two 8  4 blocks, two 4  8 blocks or four 4  4
blocks. Partitioning macroblocks into motion compensated sub-blocks of varying size
is known as tree structured motion compensation. Each sub-marcoblock requires one
4
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Figure 1.4: Macroblock partition methods: 16 16, 16 8, 8 16, 8 8.
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Figure 1.5: Sub-macroblock partition methods: 8 8, 8 4, 4 8, 4 4.
motion vector, so the ner the macroblock is partitioned, and more motion vectors will
be needed, and therefore more bitrate will be dedicated for the motion information.
Nevertheless, with the ner macroblock partitioning methods, the energy of the residual
is lower, and less bitrate is required to represent the residual. So it is a trade-o process
to select the proper macroblock partitioning methods. Typically, for the image region
with complex texture/detail, ner partitioning methods are preferred, whereas for the
homologous region, coarse partitioning methods are enough. The choice of partition
size therefore has a signicant impact on compression performance.
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1.2.3 Intra Prediction
In Intra prediction, the prediction block PRED is generated based on the previously
encoded and reconstructed neighboring blocks and is subtracted from the current block
before encoding. For the luminance component, the predicted block PRED block is
form for each 4 4 or 16 16 block. There are a total of 9 possible prediction modes
for the intra 4  4 luminance block, which are shown in Fig.1.6. and 4 modes for a
16 16 luminance block, as described in Fig.1.7.
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Figure 1.7: 4 intra prediction modes for 16 16 luminance block.
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1.2.4 Error Resilient Tools in H.264/AVC
Beside the high eciency compression performance, a number of design aspects to en-
able error resiliency are considered in the H.264/AVC standard, including the following
highlighted features [10]:
1. Parameter set structure: The parameter set design provides robust and ecient
representation of header information. As the loss of some key bits of informa-
tion (such as sequence/picture header information) could have a severe negative
impact on the decoding process when using prior standards, this key informa-
tion was separated for handling in a more exible and specialized manner in the
H.264/AVC design.
2. NAL unit syntax structure: Each syntax structure in H.264/AVC is placed into
a logical data packet named NAL unit. Instead of forcing a specic bitstream
interface to the system as in prior video coding standards, the NAL unit syntax
structure allows greater customization of the method of carrying the video content
in a manner appropriate for each specic network.
3. Flexible slicing method and FMO : Unlike the prior standards, slice sizes in H.264/AVC
are highly exible. Each slice can contain a user-specied length, in terms of bytes
or number of macroblocks. Moreover, a new functionality to partition the picture
slice groups has been developed, with each slice becoming an independently-
decodable subset of a slice group. When used eectively, exible macroblock
ordering (FMO) can signicantly enhance robustness to data losses by managing
the spatial relationship between the regions that are coded in each slice.
4. Redundant slices/pictures: In order to enhance robustness to the video slice loss,
the H.264/AVC design contains a new feature to allow the encoder to send redun-
dant version information for regions of pictures, enabling a (typically somewhat
lower quality) representation of regions of pictures for which the primary repre-
sentation has been lost during network transmission. However, the standard does
only specify the encapsulation method, but it does not specify how to generate the
redundant slices/pictures. In [6], a new approach is proposed to mathematically
evaluate the quantization parameter (QP) of the redundant slices, and then the
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primary and redundant slices are interleaved into two equally important multiple
descriptions for transmission.
5. Data Partitioning : Since some coded information (e.g., motion vectors and other
prediction information) is more important or more valuable than other informa-
tion for the purposes of representing the video content, H.264/AVC allows the
syntax of each slice to be separated into up to three dierent partitions for trans-
mission, depending on the categorization of syntax elements.
The data partition A contains the most important slice date, the header in-
formation such as macroblock (MB) types, quantization parameters, and motion
vectors. With the loss of data in data partition A, data of the other two partitions
becomes useless. Data partition B contains intra coded block patterns (CBPs)
and transform coecients of I-blocks. Because the intra frames and intra-MBs
are used as references, the loss of this part will severely impair the video quality
of successive frames due to error propagations. Data partition C contains Inter
CBPs and coecients of P-blocks. Compared to the data partition A and B, the
data contained in data partition C is less important. However, it is the biggest
partition of a coded slice as a large number of frames are coded as P-frames.
6. SP/SI synchronization/switching pictures: The H.264/AVC design includes new
picture types, SP/SI pictures, that allow exact synchronization of the decoding
process of some decoders with an ongoing video stream produced by other de-
coders without penalizing all decoders with the loss of eciency resulting from
sending an I picture. This can enable switching a decoder between representa-
tions of the video content that used dierent data rates, recovery from data losses
or errors, as well as enabling trick modes such as fast-forward, fast-reverse, etc.
1.3 Real-time Video Streaming over Lossy Networks
In this section, the existing real-time error resilient techniques will be categorized and
reviewed.
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1.3.1 End-to-End Distortion Driven Intra Coding and Motion Pre-
diction
One commonly used method to combat network packet losses is to use Intra coding.
The intra-macroblock refreshment approach is standard compatible, and it is an useful
tool to combat network packet losses. It can be employed to weaken the inter-picture
dependency due to inter prediction, and eventually, cut-o the error propagations. The
early intra-macroblock refreshment algorithms are based on randomly inserting Intra
macroblocks [14] or periodically inserting Intra contiguous macroblocks [15]. However,
in both [14] and [15] the Intra refresh frequency is determined in a heuristic way, and
it is costly to code an entire picture by intra-coding. So the trade-o between code
eciency and error resiliency need to be balanced. Zhang et al. rst treated this
problem as the optimization of coding mode selection for each macroblock in [16], and
proposed the well-known Recursive Optimal Per-pixel Estimate (ROPE) approach to
determine intra-macroblock. In [16] the expected end-to-end distortion for each pixel
is calculated in a recursive way, and in the mode selection step, the expected end-
to-end distortion is used in the rate-distortion optimization process. In [17], another
exible intra macroblock update algorithm was investigated to optimize the expected
rate-distortion performance. In this approach, the end-to-end distortion is calculated
by emulating the real channel behaviors, and therefore, the computation complexity
is tremendous. Among the methods to get the expected end-to-end distortion, [16] is
a pixel-based approach, another block-based approach [18] generates and recursively
updates a block-level distortion map for each frame. Recent advances in Recursive
Optimal Per-pixel Estimate (ROPE) further expanded its capability to accommodate
sub-pixel prediction [19] and burst packet loss [20].
The above mentioned methods exploit network lossy-aware end-to-end distortion
to optimally select the Intra coding mode for each macroblock. To further enhance
the error resiliency performance of the encoded video streaming, in [21, 22], end-to-end
distortion is applied in the motion estimation and motion prediction stage, which is
so-called loss-aware motion estimation and loss-aware motion prediction. With this
extension, the error-resilience performance is improved further. In recent work [23],
SSIM [24] is used to evaluate the end-to-end distortion instead of using conventional
PSNR.
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Figure 1.8: A typical MDC structure. Receiving one description could lead to low
reconstructed quality; receiving both descriptions could lead to better quality.
1.3.2 Multiple Description Coding and Redundant Coding
Multiple Description Coding (MDC) is an eective tool to combat packet losses in
unreliable and non-prioritized networks, particularly for real-time video communication
applications where the acceptable end-to-end delay is limited and retransmission is
unacceptable. In the paradigm of MDC, two or more equally importance descriptions of
the video sequence are generated. Each description can be decoded independently with
lower but acceptable quality. The decoding quality is improved when more descriptions
are received. A typical structure of MDC is shown in Fig.1.8. If one description is
received, the side decoder reconstructs the signal with distortion D1 or D2. If both
descriptions are received, the central decoder reconstructs the signal with distortion
D0, and D0 < min(D1; D2). It is not possible to simultaneously minimize both D0 and
D1 +D2 when the total rate is limited.
One of the most popular solutions to the MDC problem is Multiple Description
based on Scalar Quantization (MDSQ) [25]. In this work, two descriptions are gener-
ated by quantizing the transform coecients using two quantization levels. If both of
the descriptions are received, the reconstructed quality is equivalent to using a ner
quantizer, whereas if only one description is received, the reconstructed quality is equiv-
alent to using a coarse quantizer. This work is later applied to video coding in [26].
However, the main drawback of MDSQ is that it yields descriptions that are not stan-
dard compliant. In [27], MDC scheme with correlating transform has been proposed,
and it has been extended to video coding in [28]. However, the descriptions generated
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with this method cannot be decoded with standard tools.
To generate descriptions that are compatible with video standards (e.g. H.264/AVC
[10]), MDC is introduced in the pre/post-processing stages [29]. The basic idea is
to split the video source into two sub-videos, which are encoded independently. At
the decoder side, in case of two description reception, the decoded descriptions are
post-processed to recover the full quality video. On the other hand, if a description
gets lost, the received one can reconstruct the video at a coarse quality. In order
to introduce a controlled redundancy among the descriptions, so as to achieve the
desired tradeo between the two quality levels, the data must be properly processed
prior to splitting. Over-sampling of the original image has been proposed in [30],
and generalized to video sequences in [31]. In these papers, zero padding in the 2-D
discrete cosine transform (DCT) domain is addressed. Similarly, in [32] an algorithm
is proposed for the generation of an arbitrary number of descriptions, based on zero
padding in the DCT domain followed by multiple description generation by means of a
polyphase downsampler. All the above MDC methods downsample the video sequences
in spatial domain; however, it is often preferable to downsample temporally rather than
to perform spatial downsampling [33, 34].
Another method to generate standard compatible Multiple Descriptions is to use the
redundant slices/pictures concept, which has been dened in the Baseline and Extended
Proles of H.264/AVC [10] standard. In [35], the authors proposed one method to select
the frames that need redundant pictures, whereas other frames do not require redundant
version. The main aw of these approaches is that the redundancy is introduced at
slice/frame level, meaning that all MBs belonging to the same slice/frame will be
regarded as equally important. This degrades the performance of these approaches,
especially for non-stationarity video content. In fact, MBs have dierent characteristics,
which is the reason for having dierent coding modes for dierent MBs in H.264/AVC.
Consequently, it would be better to tune the inserted redundancy at MB level. Armed
with this theory, in [36], the authors proposed to allocate the redundancy at macroblock
level. The problem of this approach is that it needs to analyze one GOP of frames
for redundancy allocation, which means one GOP of delay will be caused, making it
not suitable for the real-time interactive video streaming applications. To tackle this
problem, a new macroblock level redundancy allocation scheme is proposed in [37],
where both the redundancy and the optimal coding mode, i.e., intra coding or inter
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coding, are selected based on the end-to-end distortion using the ROPE approach [16].
It should be noted that, [37] is done by the thesis author, which is part of this thesis.
1.3.3 Feedback-based Real-time Video Streaming
Retransmission of lost information triggered by feedback from the receiver side is re-
garded as the most ecient error resiliency approaches for traditional data commu-
nication applications. The advantage of feedback-based retransmission is its inherent
adaptiveness to various loss rates. Retransmissions are only triggered if the information
is actually lost. The overhead encountered is therefore a direct function of loss rate
and the sender does not need to receive or estimate information about the expected
channel condition. However, for the real-time interactive video communication appli-
cations, the packet retransmission is limited because of the stringent one-way latency
requirement, which is usually 150-400 ms.
Nevertheless, the feedback information can still be exploited to improve the error
resiliency performance in real-time interactive applications. In [38], it assumes that
received video data can be decoded faster than real-time, so the later arrival packets
(with delay larger than allowed) are exploited to generate error-free reference frames.
Later, in [39] an elegant retransmission-based approach for end-to-end error recov-
ery called RESCU (Recovery from Error Spread using Continuous Updates) has been
proposed. The main idea of RESCU is to change the frame dependencies in a video
sequence such that a retransmission of lost information can be used for error recovery
with the help of Accelerated Retroactive Decoding (ARD) [38], despite the low delay
requirements of real-time video communication. In RESCU, ARD is used to generate
error-free reference frames from retransmitted packets. Another proposal that uses
feedback information to stop error propagation is NEWPRED (New Preidction) [40].
Here, feedback about lost packets or correctly received packets is used to restrict the
prediction from those image areas that have been successfully decoded. The Refer-
ence Picture Selection (RPS) concept introduced in H.263 Annex U and adopted in
H.264/AVC supports a standard-compatible implementation of NEWPRED. Based on
RESCU [39] and NEWPRED [40], a proxy-based reference picture selection scheme for
error resilient conversational video in mobile networks has been proposed in [41]. The
problem of the scheme in [41] is that its motion prediction is inecient, where in the
motion prediction process, it does not predict from the most recent frame, but from
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the frame N(N > 1) frames before the current frame.
1.3.4 Forward Error Correction Based Unequal Loss Protection
Layered coding splits the information related to an image or video into dierent sub-
streams or layers, which are hierarchically organized. A base layer guarantees the
base-quality version of the content; the higher layer, built upon the base layer, allows
to improve the base-quality. This hierarchical organization makes a higher layer useless
in case that any lower layer is lost [42], making this solution suitable for prioritized
networks. On the other hand, if layered data, e.g., JPEG2000 [43] and SVC [44], have
to be transmitted on non prioritized networks, Unequal Loss Protection (ULP) tools
[45{50] could be employed, where dierent FEC codes are assigned to dierent quality
layers. Typically, the more protection is provided for the base layer, and less protection
for the higher layer.
ULP methods have been proposed not only for hierarchical date, but also for the
non-hierarchical date, such as H.264/AVC. Dierent importance of video frames exists
in a group-of-pictures (GOP) level. Due to temporal dependency, the decoding of the
current frame strongly depends on its preceding frames in the GOP. The earlier an
error occurs in a GOP, the more frames will be corrupted. In [51], unequal amounts of
protection are assigned to dierent frames, accounting for their position in the Group
of Pictures (GOP). The distortion is analytically evaluated using a suitable model
of the drift [52]. The unequal importance of video data can also be found at the
resynchronization packet level if error resilience techniques are used. In [53, 54], the
concept of data partitioning in H.264/AVC is exploited for the unequal loss protections
systems. In [55], the allocation of the ULP is based on both the frame positions
in the GOP and the data partitioning type. In [1], the error resilience features of
H.264/AVC (FMO) are exploited together with Reed-Solomon codes to enhance the
protection of the video stream. An iterative procedure is proposed for the classication
of MBs into slice groups and the identication of the optimal channel rate allocation. In
[56], starting from a pre-encoded H.264/AVC stream, i.e., non-progressive video data,
hierarchies in the video coded units are identied, so as to enable unequal protection.
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1.4 Overview of The Thesis
1.4.1 Contribution and Organization of This Thesis
In this thesis, we are targeting real-time interactive video communication systems for
the unreliable networks, i.e, wireless network and Internet. Thus how do design low-
delay error resilient techniques, while maintaining good packet loss recovery perfor-
mance is our objective. The main contributions of the thesis are:
 Joint redundant motion vector and intra macroblock refreshment
We propose a scheme for error-resilient transmission of videos which jointly uses
intra-macroblock refreshment and redundant motion vector. The selection of
using Intra refreshment or redundant motion vector is determined by the rate-
distortion optimization procedure. The end-to-end distortion is used for the
rate-distortion optimization, which can be easily calculated with the ROPE [16]
method. Experimental results show that the proposed method outperforms both
the Intra Refreshment approach and Redundant Motion Vector approach signi-
cantly, when the two approaches are deployed separately. This work was published
in [57], and presented in Chapter 2.
 Redundant video coding with end-to-end rate-distortion optimized at
macroblock level
In Chapter 2, redundant motion vector and intra macroblock are jointly used. In
this part, in addition to Intra coding, we propose to add two marcoblock cod-
ing modes to enhance the transmission robustness of the coded bitstream, which
are inter coding with redundant macroblock and intra coding with redundant
macroblock. The selection of coding modes and the parameters for coding the
redundant version of the macroblock are determined by the rate-distortion opti-
mization. The end-to-end distortion is employed in the optimization procedure,
which considers the source coding and channel conditions. Extensive experimen-
tal results show that the proposed approach outperforms other error resilient
approaches, for some video sequences, the average PSNR can be up to 4 dB
higher than that of the optimal Intra refreshment approach. This work could be
regarded as extension work of Chapter 2. This work was published in [37], and
also presented in Chapter 3.
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 Dynamic Sub-GOP Forward Error Correction Code for Real-time Video
Applications
In the previous chapters, redundant coding is implemented by duplicating infor-
mation with the same or lower delity. In the following chapters, the methods
described are based on error correction code, where the inserted redundant infor-
mation is used to recover the lost information. Reed-Solomon erasure codes are
commonly studied as a method to protect the video streams when transmitted
over unreliable networks. As a block-based error correcting code, on one hand,
enlarging the block size can enhance the performance of the Reed-Solomon codes;
on the other hand, large block size leads to long delay which is not tolerable
for real-time video applications. In this thesis a novel Dynamic Sub-GOP FEC
(DSGF) approach is proposed to improve the performance of Reed-Solomon codes
for video applications. With the proposed approach, the sub-GOP, which con-
tains more than one video frame, is dynamically tuned and used as the RS coding
block, yet no delay is introduced. For a xed number of extra introduced packets,
for protection, the length of the sub-GOP and the redundancy devoted to each
sub-GOP becomes a constrained optimization problem. To solve this problem, a
fast greedy algorithm is proposed. Experimental results show that the proposed
approach outperforms other real-time error resilient video coding technologies.
This work was published in [58], and presented in Chapter 4.
 A Real-time Error Resilient Video Streaming Scheme Exploiting the
Late- and Early-arrival Packets
In the Chapter 4, the sub-GOP concept is proposed and optimized for the ideal
case, where no transmission network delay is taken into consideration. In this
chapter, the sub-GOP method is designed for the practical applications. For
real-time video streaming systems, the video packets arriving after the display
deadline of their frames are considered as late-arrival packets, and typically they
are discarded. This will aect the current frame and the following ones due to
error propagations. For this reason, in this thesis, we propose an approach to
exploit the late-arrival and out-of-order packets, which includes two mechanisms.
The rst mechanism will use these packets to update the reference frames to make
them more consistent with the encoder side, and this will eventually reduce the
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error propagations. The second mechanism will use these packets to increase the
chance of successfully decoding the Reed-Solomon (RS) code. In the proposed
approach, a sub-GOP based systematic RS code is used and optimized to exploit
these packets, where the size of each sub-GOP and the parity packet number for
each sub-GOP are optimally tuned, taking into consideration the maximum end-
to-end delay, the network conditions, and other system parameters, so as to make
the best use of the late-arrival packets and to exploit the out-of-order packets.
Finally, the experimental results show the advantage of the proposed approach
over other approaches. This work was published in [59], and presented in Chapter
5.
 Real-Time Video Streaming Using Randomized Expanding Reed-Solomon
Code
For the proposed DSGF approach in Chapter 4, although the overall error re-
silient performance is higher than the conventional FEC schemes, that protect
the streamed video frame by frame, its video quality uctuates within the Sub-
GOP. To mitigate this problem, another interactive video streaming scheme using
randomized expanding Reed-Solomon code is proposed. For the FEC schemes,
typically enlarging the FEC coding block size can improve the error correction
performance. For video streaming applications, this could be implemented by
grouping more than one video frame into one FEC coding block. However, in
this case, it leads to decoding delay, which is not tolerable for real-time video
streaming applications. In this thesis, to solve this dilemma, a real-time video
streaming scheme using randomized expanding Reed-Solomon code is proposed.
In this scheme, the Reed-Solomon coding block includes not only the video pack-
ets of the current frame, but could also include all the video packets of previous
frames in the current GOP. At the decoder side, the parity-check equations of the
current frame are jointly solved with all the parity-check equations of the previous
frames. Since video packets of the following frames are not encompassed in the
coding block, no delay will be caused for waiting for the video or parity packets
of the following frames both at encoding and decoding sides. Experimental re-
sults show that the proposed scheme outperforms other real-time error resilient
video streaming approaches signicantly, This work was published in [60], also is
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presented in Chapter 6.
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Chapter 2
Joint Redundant Motion Vector
and Intra Macroblock
Refreshment for Video
Transmission
2.1 Introduction
Due to the unreliable underlying networks, the development of error-resilient video cod-
ing techniques is a crucial requirement for video communications over lossy networks.
Among all the error-resilient video coding techniques, two categories of robust coding
approaches are promising and suitable for the real-time interactive video communica-
tion systems. One category is based on intra-macroblock refreshment, and another one
is redundant coding. The intra-macroblock refreshment approach is standard compat-
ible, and it is an useful tool to combat network packet losses. It can be employed to
weaken the inter-picture dependency due to inter prediction, and eventually, cut-o
the error propagations. The early intra-macroblock refreshment algorithms are based
on randomly inserting Intra macroblocks [14] or periodically inserting contiguous Intra
macroblocks [15]. However, in both [14] and [15] the Intra refresh frequency is deter-
mined in a heuristic way, and it is costly to code an entire picture by intra-coding. So
the trade-o between coding eciency and error resiliency need to be balanced. Zhang
et al. rst treated this problem as the optimization of coding mode selection for each
macroblock in [16], and proposed the well-known Recursive Optimal Per-pixel Estimate
(ROPE) approach to determine intra-macroblock. In [16] the expected end-to-end dis-
tortion for each pixel is calculated in an recursive way, then in the mode selection step,
the expected end-to-end distortion is used in the rate-distortion optimization process.
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In [17], another exible intra macroblock update algorithm was investigated to optimize
the expected rate-distortion performance. In this approach, the end-to-end distortion
is calculated by emulating the real channel behaviors; therefore, the computation com-
plexity is tremendous. Among the methods to get the expected end-to-end distortion,
[16] is pixel-based; another block-based approach [18] generates and recursively updates
a block-level distortion map for each frame.
Redundant coding is another eective tool for robust video communications over
lossy networks. In [35], an optimal algorithm is presented to determined whether one
picture needs redundant version. In [6], redundant slices are optimally allocated based
on the slice position in the GOP; and the primary and redundant slices are then inter-
leaved to generate two equal important descriptions of the same data using the MDC
paradigm. In [34], the two descriptions are generated by splitting the video pictures
into two threads; and then redundant pictures are periodically inserted into the two
threads. In both [35] and [34] redundant coding are optimized in frame level; namely all
the macroblocks in one frame are encoded with the same redundant coding parameters.
For [6], redundant information is allocated in slice level. In all the three approaches,
redundant bitrate is allocated to both motion vectors and residual information. In [61]
a new approach with only redundant motion vectors is proposed. As the redundant
bitrate for motion vector is low, this approach improves the bandwidth utilization with
limited primary picture quality degradation. In [62] a signicant motion vector protec-
tion (SMVP) scheme for error-resilient transmission of videos is proposed. This scheme
shows how to determine the signicant motion vectors (SMVs) and how much rate
should be dedicated to SMVs. The idea behind this scheme is to give more protection
to signicant motion vectors.
Intra-macroblock refreshment can stop errors in the previous frames, while redun-
dant coding is a way of preventing and minimizing propagated errors in the future
frames. Motivated by the two approaches, in this section, we propose an innovative
approach that jointly uses intra-macroblock refreshment and redundant motion vector.
For each macroblock, intra coding or redundant motion vector is chosen based on the
rate-distortion optimization procedure. The loss-aware end-to-end expected distortion
is used for this RD optimization (RDO), and the end-to-end distortion is calculated
with the ROPE [16] method.
The rest of the section is organized as follows. In Section 2.2, the ROPE method is
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presented as a preliminary, as it is the method we adopted to calculate the end-to-end
distortion, In Section 2.3, the proposed Joint Redundant motion Vector and Intra-
macroblock Refreshment (JRVIR) approach is introduced. In Section 2.4, extensive
experimental results are given, which validate our approach. Finally, some conclusions
are drawn in Section 2.5.
2.2 Preliminary and ROPE Approach
In an ideal error-free environment, the rate-distortion optimized intra/inter mode de-
cision is an ecient tool to determine the macroblock mode based on the cost function
dened in [63]. The cost function of all the macroblocks is dened as
JMB = DMB + mode RMB (2.1)
where mode is the Lagrange multiplier, DMB and RMB are the encoding distortion
and the bitrate in dierent encoding modes, respectively. This optimization mode is
tailored for error-free environments, and no packet loss is considered here.
However, when the compressed videos are transmitted over error-prone networks,
traditional schemes cannot adaptively insert intra refresh macroblocks to eciently stop
the channel error propagations. The ROPE approach uses the end-to-end distortion
in the RD optimization, which takes into account the channel packet losses. With the
ROPE approach, intra macroblocks are optimally used to stop error propagations, and
it is dened as follows:
Let f in denotes the original value of pixel i in frame n, and let f^
i
n and
~f in denote
its encoder and decoder reconstruction, respectively. Because of possible packet loss
in the channel, ~f in can be modeled at the encoder side as a random variable. In the
ROPE approach, the DMB is redened as the overall expected decoder distortion in
one macroblock.
DMB =
X
i2MB
din (2.2)
din = Ef(f in   ~f in)2g
= (f in)
2   2 f in Ef ~f ing+Ef( ~f in)2g (2.3)
The overall expected mean-squared-error (MSE) distortion of a pixel is din, and obvi-
ously, it is determined by the rst and second moments of the decoder reconstruction.
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ROPE provides a recursive algorithm to accurately calculate the two moments for each
pixel in a frame.
Let us assume that packet loss events are independent for simplicity, and the aver-
age Packet Loss Rate (PLR) p is available at the encoder side. To make it more general,
there is no limitation on the slice shape and size. So, the motion vectors from neigh-
boring macroblocks are not always available in the error concealment stage. Therefore,
the decoder may not be able to use motion vector from neighboring macroblocks for
concealment. Therefore, we assume the decoder copies reconstructed pixels from the
previous frame for concealment. The motion prediction at the encoder only employs
the previous reconstructed frame. The recursive formulas of ROPE are as follows.
 Pixel in the Intra macroblock
Ef ~f ing = (1  p)f^ in + pEf ~f in 1g (2.4)
Ef( ~f in)2g = (1  p)(f^ in)2 + pEf( ~f in 1)2g (2.5)
 Pixel in the Inter macroblock
Ef ~f ing =(1  p)(e^in + Ef ~f i+mvn 1 g)
+ pEf ~f in 1g (2.6)
Ef( ~f in)2g =(1  p)((e^in)2 + 2e^inEf ~f i+mvn 1 g
+Ef( ~f i+mvn 1 )2g)
+ pEf( ~f in 1)2g (2.7)
where inter coded pixel i is predicted from pixel i + mv in the previous frame. The
prediction residual ein is quantized to e^
i
n.
It is important to notice that in order to make it simple, we apply ROPE in its
simple setting, where the motion estimation is evaluated at pixel level accuracy, and
we use constrained intra prediction, so there are no error propagations in the intra
prediction. Recent advances in ROPE further expand its capability to accommodate
sub-pixel prediction [19], bursty packet loss [20]. But they are not incorporated here so
as to avoid diluting the focus. In the ROPE approach, the end-to-end distortion is only
used in the mode selection stage. However, recently, in [21, 22] end-to-end distortion
is applied in the motion estimation and motion prediction stage, which is so-called
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loss-aware motion estimation and loss-aware motion prediction. With this extension,
the error-resilience capability of ROPE is improved further. The loss-aware motion
estimation and loss-aware motion prediction are not used in our approach, because we
extend ROPE in a dierent direction. In fact, the gain can be accumulated if both the
loss-aware motion estimation and loss-aware motion prediction are applied.
2.3 Proposed JRVIR Approach
As both the redundant motion vector and intra macroblock refreshment are powerful
tools for error resilient video communications, in the proposed Joint Redundant motion
Vector and Intra macroblock Refreshment (JRVIR) approach, they are jointly applied
to further protect the video stream. With the JRVIR approach, all the macroblocks
of one frame are divided into three types, namely intra macroblock, inter macroblock
(including skip) without redundant motion vector and inter macroblock (including skip)
with redundant motion vector. The redundant motion vectors are encapsulated in
the redundant picture. Let us take macroblocks in Fig.2.1 as an example. Let us
suppose the last macroblock in the rst row is a macroblock with redundant motion
vector, accordingly, it is stored in the redundant picture. On the contrary, for intra
refresh macroblock and inter macroblock without redundant motion vector, there will
be no redundant information to be sent in the redundant picture. Therefore, for inter
macroblock with redundant motion vector, if the macroblock in the primary picture
is lost due to packet losses, the redundant extra motion vector can be used to recover
the macroblock. It is important to note that, in the proposed JRVIR approach, as
not all the macroblocks need to have redundant motion vector, a new ag is applied
in each macroblock to indicate whether there is redundant motion vector. For these
macroblocks with redundant motion vector, there will be no transformed coecients to
be encapsulated in the redundant macroblcoks. Therefore, the proposed JRVIR would
not be standard compatible, and some small modications are required for both the
encoder and decoder.
In general, Intra coding is more expensive, in terms of rate requirement, with re-
spect to redundant motion vector. Therefore, for the macroblocks with smooth texture
and/or macroblocks with slow and translational movements, providing redundant mo-
tion vector would lead to better resource utilization, i.e., bitrate, with respect to the
Intra coding. Whether to encode one macroblock with intra mode, inter mode with
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Picture
Primary
Picture
Inter MB with 
redundant MV
Intra refresh
MB
Inter MB without 
redundant MV
Empty MB in 
redundant pic
Figure 2.1: Three types of macroblocks in one frame; for the macroblocks with redun-
dant motion vector, the redundant motion vectors are stored in the redundant picture.
redundant motion vector or without motion vector is determined by our JRVIR rate-
distortion optimization process.
2.3.1 JRVIR Rate-distortion Optimization
As in other encoding approaches, in the JRVIR rate-distortion optimization process,
the encoder selects the coding option O for the current encoding macroblock, so that
the Lagrangian cost functional is minimized.
O = argmin
o2 JRV IR
(DMB(o) + modeRMB(o)) (2.8)
where DMB(o) is the expected end-to-end distortion for mode o, RMB(o) is the rate for
this mode and mode is the Lagrangian multiplier.  JRV IR is a set of encoding options
which includes all encoding modes. For the original ROPE approach, the available
encoding modes includes Intra mode, SKIP mode and Inter mode, so  ROPE = f
Intra, SKIP, Inter1616, Inter168, Inter816, Inter88 g. However, in our JRVIR
approach, there are ve new modes, they are SKIP, Inter1616, Inter168, Inter816
and Inter8  8, all with redundant motion vector. For simplicity, let us use Skip dup,
Inter dup16  16, Inter dup16  8, Inter dup8  16, Inter dup8  8 to denote the ve
new modes, with dup standing for duplicating motion vetor. Therefore, for the JRVIR
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approach, the set of encoding options becomes  JRV IR = f Intra, SKIP, Inter16 
16, Inter16  8, Inter8  16, Inter8  8, Skip dup, Inter dup16  16, Inter dup16  8,
Inter dup8 16, Inter dup8 8 g.
2.3.2 JRVIR End-to-end Distortion Evaluation
When calculating the expected end-to-end distortion, we can still use formulas (2.4)(2.5)
for intra macroblock, and formulas (2.6)(2.7) for inter macroblock without redundant
motion vector. For inter macroblock with redundant motion vector, rst and second
moments of the decoder reconstruction are as follows.
Ef ~f ing =(1  p)(e^in + Ef ~f i+mvn 1 g)
p(1  p)( ~f i+mvn 1 )
+ p2Ef ~f in 1g (2.9)
Ef( ~f in)2g =(1  p)((e^in)2 + 2e^inEf ~f i+mvn 1 g
+ Ef( ~f i+mvn 1 )2g)
+ p(1  p)Ef( ~f i+mvn 1 )2g
+ p2Ef( ~f in 1)2g (2.10)
For those inter macroblocks with redundant motion vector, the probability of re-
ceiving the primary information is 1   p. The probability of receiving the redundant
motion vector while losing the primary information is p(1  p), and the probability of
both the primary information and the redundant motion vector get lost is p2. With all
those probabilities, we can easily get equations (2.9)(2.10) for Inter macroblock with
redundant motion vector.
2.3.3 JRVIR Rate Evaluation
In the RD optimization procedure, the rate of the redundant motion vector should
be taken into account. For those redundant motion vectors, encoding them without
exploiting the correlation among them can cost a signicant number of bits. Motion
vectors for neighboring macroblocks are often highly correlated, so each motion vector
is predicted from vectors of nearby, and previously coded macroblocks. Therefore,
the motion vector encoding procedure in H.264/AVC standard [10], which includes
motion vector prediction, is adopted to encode the redundant motion vector to reduce
bits. However, it is worth noticing that, in our JRVIR approach, we do not provide
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redundant motion vector for all the inter macroblocks. For example, in Fig.2.1 only
three macroblocks have redundant motion vector, when encoding the redundant motion
vector for the macroblock in row 3, there are no motion vectors to predict from, because
its up and left macroblocks do not have redundant motion vectors. As a result, the
performance is compromised.
To determine the required rate to encode a macroblock using the JRVIR algorithm,
let us assume that encoding the macroblock itself and its redundant motion vector would
use Rmb and Rmv bits respectively. For encoding mode o 2 fIntra, Skip, Inter16 16,
Inter16 8, Inter8 16, Inter8 8g, RMB(o) in (2.8) equals to Rmb
RMB(o) = Rmb (2.11)
For encoding mode o 2 fSkip dup, Inter dup16 16, Inter dup16 8, Inter dup8 16,
Inter dup8 8g, the value of RMB(o) is
RMB(o) = Rmb +Rmv (2.12)
2.3.4 Lagrange Multiplier Selection
The Lagrange multiplier mode in (2.8) controls the rate-distortion trade-o. For the
error-prone environment, extensive experimental evidence suggests that there is no
signicant performance dierence between using the Lagrange multiplier tailored to
the error-free or the error-prone environment. This argument has also been conrmed
in [17]. So mode is set as the one tailored to error-free environment.
mode = 0:85 2(QP 12)=3 (2.13)
where QP is the quantization parameter.
2.3.5 Pseudo Code of JRVIR Algorithm
The whole mode selection process of the proposed JRVIR approach is described in
Algorithm 1. It is important to note that, in the proposed JRVIR approach, the
end-to-end distortion is used in the rate-distortion optimization process, and ve new
encoding modes are adopted. Upon the optimal encoding mode is selected, the rst and
second moments for all the pixels in the current macroblock are recorded based on the
selected encoding mode, and those values will be recursively used in the rate-distortion
optimization process of next frame. At the decoder side, if the primary slice is available,
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the redundant motion vector will be discarded; when the primary slice is lost while the
redundant motion vector is available, the motion vector will be used to conceal the
lost region by copying into the lost macroblock the region indicated by the redundant
motion vector. In general, with the correct motion vector, the concealed pixels will
be much more accurate than those generated by Temporal Replacement (TR), which
copies the pixels from the same positions in the previous frame.
Algorithm 1 The algorithm of mode selection in JRVIR
RD cost(1
best mode(1
for for each mode o 2  JRV IR do
if o 2 fINTRA g then
calculate DMB using Equation (2.2)(2.3)(2.4)(2.5)
calculate RMB using Equation (2.11)
else
if o 2 fSkip, Inter16 16, Inter16 8, Inter8 16, Inter8 8 g then
calculate DMB using Equation (2.2)(2.3)(2.6)(2.7)
calculate RMB using Equation (2.11)
else
if o 2 fSkip dup, Inter dup16  16, Inter dup16  8, Inter dup8  16, In-
ter dup8 8g then
calculate DMB using Equation (2.2)(2.3)(2.9)(2.10)
calculate RMB using Equation (2.12)
end if
end if
end if
calculate JMB using Equation (2.1)(2.13)
if JMB < RD cost then
RD cost = JMB
best mode = o
record the value of Ef ~f ing and Ef( ~f in)2g
end if
end for
2.4 Experimental Results
Our simulation setting builds on the JM14.0 H.264 codec [64], with constrained intra
prediction and Context-Adaptive Binary Arithmetic Coding (CABAC) entropy coding
used. Rate control mechanism in the JM codec is used with one common quantization
scale to all the macroblocks of one row. Pixel level accuracy motion estimation and
prediction are used. Each slice contains one row of macroblocks (22 macroblocks for the
CIF (Common Intermediate Format) video sequences) for both primary and redundant
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frames, and one slice per network packet is adopted, and therefore the term packet and
slice are used interchangeably. The IPPP GOP structure is used, and it is assumed that
the I-frame is transmitted over secure channel. A random packet-loss generator is used
to drop the packets according to the required packet loss rate, except the burst packet-
loss is specied explicitly. The luminance PSNR (Y-PSNR) is averaged over 200 trials
to get statistical meaningful results. To evaluate the proposed JRVIR approach, we
use conventional ROPE [16] and Redundant Motion Vector (RMV) [61] as benchmark.
Firstly, the frame by frame average PSNR are reported in Fig.2.2, for the three
approaches, namely the JRVIR approach, ROPE and RMV. Both CIF sequence Fore-
man and Silent are encoded at 1 Mbps bitrate. The packet loss rate is 10%. From the
gures, it is observed that for all the frames, the JRVIR frame quality is always better
than that of RMV and ROPE. For the Forman sequence, for some frames the PSNR
of JRVIR can be up to 2:5 dB higher than that of ROPE, and up to 8:5 dB higher
than that of RMV. At the beginning of the sequence, the PSNR of JRVIR and RMV
are quite similar, but with the increase of frame number, the quality gap between the
two approaches increases dramatically. This phenomena indicates that, when the GOP
length is small, the RMV approach can protect the video stream eectively; when the
GOP length is relatively large, the RMV approach can not work properly. For Foreman,
the average PSNR for JRVIR approach is 33:39 dB; it is higher than that of ROPE and
RMV, which are 32:27 dB and 28:39 dB, respectively. For Silent, the average PSNR
for JRVIR approach is 37:56 dB, while for ROPE and RMV it is 36:83 dB and 31:27
dB. For Foreman, the gap between JRVIR and ROPE is larger than that of Silent; this
is because the movement in Foreman is more translational than that in Silent, and this
leads to more inter macroblocks with redundant motion vectors to be used in the Fore-
man case. Interestingly, with the JRVIR approach, 8:18% of macroblocks in P-frame
are intra-coded macroblocks, while 35:02% are inter macroblocks with redundant mo-
tion vector. In the ROPE approach, 18:40% macroblocks are intra macrobloks, which
is more than that of JRVIR by nearly 10%.
In order to further evaluate the error-resilient performance of the JRVIR approach,
we compare the video quality for dierent packet l oss rate in Fig.2.3, with GOP length
150 and 15 in Fig.2.3.(a) and Fig.2.3.(b), respetively. CIF Foreman sequence is used,
and the target bitrate is 1Mbps. From the gures, we can see that, for dierent packet
loss rates (0%-20%) and GOP length, the JRVIR approach can provide the best video
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quality among the three approaches. In Fig.2.4 video quality versus the bitrate is
presented for the three approaches. CIF Foreman sequence is used, the packet loss rate
is 10%, and the GOP length is 150 and 15. In the 200 Kbps to 1 Mbps bitrate range, the
proposed JRVIR approach outperforms the other two approaches, and the performance
gap between JRVIR and the other two approaches increases with the bitrate. In both
Fig.2.3 and Fig.2.4, it is interesting to note that, with long GOP length, ROPE can
provide better video quality than RMV, while for short GOP length, RMV outperforms
ROPE. This is because, in the ROPE approach, intra coding macroblocks are optimally
inserted, the PSNR inside one GOP is more stable than RMV, while for the RMV
approach, intra coding is not used, and consequently the PSNR inside one GOP drops
incessantly.
Table 2.1: Video quality (dB) of JRVIR, RMV and ROPE for dierent bitrate (kbps)
and packet loss rates; for ROPE the percentage of intra macroblock is provided in
brackets, whereas for JRVIR the rst number in brackets is the percentage of intra
macroblock, the second is the percentage of macroblock with redundant motion vector.
Sequence Rate Method
Packet loss rate (PLR)
5% 10% 15% 20%
News 256
RMV 30:89 29:70 28:71 27:70
ROPE 32:27 (2:68) 31:42 (3:56) 30:78 (4:15) 30:20 (4:62)
JRVIR 32.29 (1:54, 2:52) 31.70 (1:82, 3:90) 31.18 (2:11, 4:41) 30.73 (2:46, 4:94)
Silent 384
RMV 30:75 29:00 28:22 27:52
ROPE 33:56 (4:70) 32:75 (5:96) 32:10 (6:76) 31:60 (7:29)
JRVIR 33.76 (2:93,3:49) 33.05 (3:43, 5:08) 32.45 (3:95, 5:76) 31.96 (4:54, 6:04)
Foreman 512
RMV 29:32 27:42 25:89 24:56
ROPE 31:48 (6:78) 30:29 (9:40) 29:42 (11:32) 28:66 (13:06)
JRVIR 32.03 (3:84, 18:94) 31.16 (4:84, 25:40) 30.32 (5:54, 27:52) 29.56 (6:90, 27:97)
Highway 1024
RMV 34:73 32:54 30:07 29:48
ROPE 37:71 (11:68 ) 36:64 (15:09) 35:76 (16:52) 35:01 (18:10)
JRVIR 38.06 (7:10, 9:87) 37.20 (8:80, 12:34) 36.50 (10:25, 13:85) 35.74 (11:70, 13:67)
Stefan 2048
RMV 25:02 21:81 19:69 18:22
ROPE 28:31 (15:27 ) 26:63 (19:53 ) 25:49 (22:13 ) 24:60 (23:65)
JRVIR 29.54 (6:38, 19:85) 27.50 (9:59, 18:81) 26.09 (12:86, 16:82) 24.99 (15:24, 14:71)
In Table.2.1, experimental results for video sequences with varies degree of move-
ment and bitrate are reported. For all the video sequences, GOP length is 150. We can
observe that, in dierent test environments, the proposed JRVIR approach always out-
performs both ROPE and RMV approach. It is interesting to notice that, the JRVIR
approach uses less intra macroblocks than ROPE so as to allocate bitrate for redun-
dant motion vector. It is noted that for the ROPE approach, the higher the packet
loss rate is, the more macroblocks are encoded with intra mode, whereas for the JRVIR
approach, the total number of intra macroblocks and macroblocks with redundant mo-
tion vector increases. Table.2.1 shows that for the Foreman and Stefan sequences,
nearly 20% percent of all the macroblocks are encoded with redundant motion vectors.
Accordingly, the gaps between the JRVIR and ROPE approaches for these two video
28
Table 2.2: The time duration of encoding 30 frames for various video sequences and
bitrates for JRVIR and JM software, average packet loss rate 10% is used.
Sequence bitrate (Kbps) JRVIR (second) JM 14.0 (second)
News 256 41:19 40:79
Silent 384 40:51 39:35
Foreman 512 42:86 40:97
Highway 1024 42:61 41:63
Stefan 2048 42:25 40:87
sequences are relatively larger than other sequences.
The actual network loss behavior has been addressed by many papers, and it is
agreed that Internet packet loss often exhibits nite temporal dependency, which means
if current packet is lost, the next packet is also likely to be lost. This leads to burst
packet losses, with average burst length of two for the Internet [65]. Therefore, besides
i.i.d. (independent and identically distributed) random packet loss model, we also use
burst loss model for simulation, and as indicated in [65], we set the average burst
length as two. In practical burst loss environments, the transmission order of the
primary and redundant packets would aect the performance. In our simulations, all
the redundant packets of one frame are transmitted after the last primary packet of
this frame; therefore, there is no interleaving delay. In Fig.2.5, the PSNR versus bitrate
curves in burst loss environments are plotted. The results are similar with that in the
i.i.d. case, and the proposed JRVIR approach can provide best video quality among
the three approaches. This makes us conclude that, the error resilient performance of
the proposed JRVIR approach is robust in dierent error distribution models.
In Table.2.2, we compare the encoding time of JRVIR with JM 14.0. In order
to have a fair comparison, we use the same conguration le for the two approaches.
It is interesting to see that, the time costs for the two approaches are quite similar.
In all cases, JRVIR costs less than 5% extra encoding time; this makes the JRVIR
approach suitable for the real-time hand-device applications, where the battery capacity
is usually the bottleneck. This is because, in the H.264/AVC encoding process, the
motion estimation step is the main time-consuming task, so in comparison with this
step, the end-to-end distortion calculation and new mode selection task costs much less
time.
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2.5 Conclusions
In this section, a joint redundant motion vector and intra macroblock refreshment ap-
proach has been proposed to combat packet loss. Besides the traditional skip, inter
and intra mode, we have added a set of new modes, which are inter coding modes
with redundant motion vector. the rec Given the packet loss rate and the channel
bitrate, constructed distortion at the decoder side and the total bitrate for each mode
are estimated at the encoder during the mode selection process. Based on the esti-
mated end-to-end Rate-Distortion (RD) cost, the optimal encoding mode is selected.
Equipped with the two tools, namely intra macroblock refreshment and redundant mo-
tion vector, experimental results show that the proposed approach outperforms that of
using them separately.
It is worth reporting that the work reported in this section has led to the following
publication:
1. Jimin Xiao, Tammam Tillo, Chunyu Lin and Yao Zhao, Joint Redundant Motion
Vector and Intra Macroblock Refreshment for Video Transmission, EURASIP
Journal on Image and Video Processing, 2011:12, doi:10.1186/1687-5281-2011-12
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Figure 2.2: Frame by frame comparison with bitrate 1 Mbps; average packet loss rate
10%; (a)CIF Forman, (b) CIF Silent.
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Figure 2.3: Average PSNR comparison under dierent packet loss rates; CIF Foreman
sequence is used; target bitrate is 1 Mbps; (a) GOP length 150, (b) GOP length 15.
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Figure 2.4: Average PSNR comparison under dierent bitrate; packet loss rate is 10%;
CIF Foreman sequence is used; (a) GOP length 150, (b) GOP length 15.
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Figure 2.5: Average PSNR versus packet loss rate in burst loss environments; the
average burst length is 2; CIF Foreman sequence is used; target bitrate is 1 Mbps;
GOP length 150.
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Chapter 3
Redundant Video Coding with
End-to-end Rate-distortion
Optimized at Macroblock Level
Intra macroblock refreshment [15{17] is an eective approach for error resilient video
coding. It can be employed to weaken the inter-picture dependency due to inter pre-
diction, and eventually, cut-o the error propagations. Redundant coding is another
eective tool for robust video communication over lossy network. In [6], redundant
information is allocated in slice level. In [36], redundant coding is optimized in mac-
roblock level. However, in order to optimally tune the redundancy, this approach needs
all the motion vector information in one GOP, which leads to a delay of one GOP.
Consequently, this work cannot be applied in real-time applications, such as video
conference.
Intra-macroblock refreshment can stop errors in the previous frames, while redun-
dant coding is a way of preventing errors in the future frames. In order to take ad-
vantage of the two approaches, in the previous section, we propose to jointly use intra
coding and redundant motion vector. In this section we propose another approach,
by adding two new encoding modes, namely inter coding with redundant macroblock
and intra coding with redundant macroblock, in addition to the conventional Intra and
Inter coding modes. This approach is called Hybrid Redundant Macroblock and Intra-
macroblock Refreshment (HRMIR). The redundant version macroblock is encoded with
lower quality and rate, which is implemented by scaling the Quantization Parameter
(QP). The selection of coding modes and the parameters for coding the redundant
version of the macroblock are determined by the rate-distortion optimization proce-
dure. It is worth noticing that the loss-aware end-to-end expected distortion is used for
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the RD optimization, and the end-to-end distortion is calculated with the ROPE [16]
method. Since calculating the end-to-end distortion with the ROPE method causes no
additional delay, the proposed approach is suitable for real-time applications.
The rest of the section is organized as follows. In Section 3.1 the proposed HRMIR
approach is introduced. In Section 3.2 extensive simulation results are given, which
validate our approach. Finally, some conclusions are drawn in Section 3.3.
3.1 Proposed HRMIR Approach
As redundant coding and intra macroblock refreshment are both powerful tools for error
resiliency video communication, in the proposed approach, they are hybridly applied to
further protect the video stream. With the Hybrid Redundant Macroblock and Intra
macroblock Refreshment (HRMIR) approach, all the macroblocks of one frame are
divided into four types, namely intra macroblock, inter macroblock, inter macroblock
with redundant version and intra macroblock with redundant version. The redundant
version macroblocks are encapsulated in the redundant picture. It is important to
note that, the concept of redundant slice is part of the H.264/AVC standard. In order
to make the proposed approach fully compatible with the H.264/AVC standard, for
those macroblocks without redundant version, SKIP mode could be used. Let us take
macroblocks in Fig.3.1 as an example, suppose that the last macroblock in the rst row
is an inter macroblock with redundant version, accordingly, the redundant macroblock
is stored in the redundant picture. Therefore, for macroblock with redundant version, if
the macroblock in the primary picture is lost due to packet loss, the redundant version
can be used to replace the macroblock. On the contrary, for intra macroblock and inter
macroblock without redundant version, there will be no redundant information to be
sent in the redundant picture.
It is worth noticing that, in general, the redundant version macroblock is encoded
with lower bit rate than primary one, so the video quality is also lower than primary
one. In our approach this is implemented by setting a relative larger Quantization
Parameter (QP) for redundant version macroblock. Like the selection of the coding
type for each macroblock, the selection of the appropriate QP value for redundant
macroblock is also optimized in the end-to-end RD optimization process. Fig.3.2 shows
the QP value for redundant frame in the Foreman CIF sequence, where the QP of
primary macroblock is 22. In order to present all information in one gure, we use
36
1
1
1
1
2
3
2
2
3
3
3
2
4
4
2
4
3
3
3
3
4
4
4
Redundant Picture   Primary Picture
Figure 3.1: Four types of macroblocks in one frame: 1 stands for inter macroblock, 2
stands for intra macroblock, 3 stands for inter macroblock with redundant version and 4
stands for intra macroblock with redundant version; the redundant version macroblocks
are encapsulated in the redundant picture.
positive number for inter macroblock and negative number for intra macroblock. The
valid QP range is (1-51) in H.264/AVC, so we use 60 to denote inter macroblock without
redundant version and  60 to denote intra macroblock without redundant version. For
example, if a macroblock in Fig.3.2 has a value  34, this means it is an intra macroblock
with QP 34; for a macroblock with value 34, it is an inter macroblock with QP 34. It
can be seen that most of the background areas are encoded with inter coding without
redundant version, because these areas are relatively static, and with the temporal
replacement concealment algorithm losing these areas will not lead to huge distortion.
On the contrary, the parts of foreground, which is the foreman face area in this frame,
are strongly protected with intra coding and/or redundant coding. Note both the
marcoblock type and QP value is optimized in the RD optimization process, which is
presented in the next section.
3.1.1 HRMIR Rate-distortion Optimization
As in the other encoding approaches, in the HRMIR rate-distortion optimization pro-
cess, the encoder selects the coding option O for the current macroblock, so that the
Lagrangian cost function is minimized.
O = argmin
o2 HRMIR
(DMB(o) + modeRMB(o)) (3.1)
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Figure 3.2: Macroblock level QP value of redundant coding for one frame in the Fore-
man CIF sequence; positive number for inter macroblock and negative number for intra
macroblock; we use 60 and hatching to denote inter macroblock without redundant ver-
sion,  60 and hatching to denote intra macroblock without redundant version.
where DMB(o) is the expected end-to-end distortion for mode o, RMB(o) is the rate for
this mode and mode is the Lagrangian multiplier.  HRMIR is a set of encoding options
which includes all encoding modes. For the original ROPE approach, the available
encoding modes includes intra mode I and inter mode P , so  ROPE = fI, Pg. However,
in our HRMIR approach, there are two new modes; they are intra mode with redundant
version macroblock and inter mode with redundant version macroblock. For simplicity,
let us use Iur and P
v
r to denote the two new modes, respectively, with r standing for
redundant coding, u representing the candidate QP value in the intra redundant coding
and v representing the candidate QP value in the inter redundant coding. Therefore,
for the HRMIR approach, the set of encoding options become  HRMIR = fI, P , Iur , P vr g.
In general, the QP value of redundant coding is larger than that of primary coding.
Let us use QPI and QPP to denote the primary QP value of intra and inter coding,
respectively. In the redundant coding, candidate QP value is u 2 fujQPI  u  51g
and v 2 fvjQPP  v  51g, where 51 is the maximum QP value in H.264/AVC [10].
3.1.2 HRMIR End-to-end Distortion and Rate
When calculating the expectated end-to-end distortion, we can still use the equations
(2.4)(2.5) for intra macroblock without redundant coding, and equations (2.6)(2.7) for
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inter macroblock without redundant coding. For intra macroblock with redundant
coding, rst and second moments of the decoder reconstruction are as follows.
Ef ~f ing = (1  p)f^ in + p(1  p)f^ i;un
+ p2Ef ~f in 1g (3.2)
Ef( ~f in)2g = (1  p)(f^ in)2 + p(1  p)(f^ i;un )2
+ p2Ef( ~f in 1)2g (3.3)
where in the primary coding f in is quantized to f^
i
n, and in the redundant coding it is
quantized to f^ i;un , here u is the redundant QP value.
Similarly, for inter macroblock with redundant coding, rst and second moments of
the decoder reconstruction are as follows.
Ef ~f ing =(1  p)(e^in + Ef ~f i+mvn 1 g)
+ p(1  p)(e^i;vn + Ef ~f i+mv(v)n 1 g)
+ p2Ef ~f in 1g (3.4)
Ef( ~f in)2g =(1  p)((e^in)2 + 2e^inEf ~f i+mvn 1 g
+ Ef( ~f i+mvn 1 )2g)
+ p(1  p)((e^i;vn )2 + 2e^i;vn Ef ~f i+mv(v)n 1 g
+ Ef( ~f i+mv(v)n 1 )2g)
+ p2Ef( ~f in 1)2g (3.5)
where in the primary coding, pixel i is predicted from pixel i+mv in the previous frame,
the prediction residual ein is quantized to e^
i
n. In the redundant coding, the redundant
QP value is v, pixel i is predicted from pixel i + mv(v) in the previous frame, the
prediction residual ein is quantized to e^
i;v
n .
For those intra and inter macroblocks with redundant coding, the probability of
receiving the primary macorblock is 1  p. The probability of receiving the redundant
macroblock while losing the primary information is p(1   p), and the probability of
losing both the primary and redundant macroblocks is p2. With all those possibilities,
we can easily get equations (3.2)(3.3)(3.4)(3.5) for macroblock with redundant version.
It is important to note that when the macroblock is encoded with redundant version,
namely o 2 fIur ; P vr g, the total bit rate RMB(o) is calculated by summing up the bit
rate used for both primary and redundant coding.
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3.1.3 Lagrange Multiplier Selection
The Lagrange multiplier mode in (3.1) controls the rate-distortion trade-o. For the
error-prone environment, extensive experimental evidence suggests that there is no
signicant performance dierence between using the Lagrange multiplier tailored to
the error-free or the error-prone environment. This argument has also been conrmed
in [17]. So mode is set as the one tailored to error-free environment.
mode = 0:85 2(QP 12)=3 (3.6)
where QP is the quantization parameter.
3.1.4 Computational Complexity Reduction
In the HRMIR rate-distortion optimization procedure, in order to nd the optimal QP
value for redundant coding, we need to calculate the rate-distortion cost for all possible
redundant QP values; therefore, the computation complexity is tremendous. For ex-
ample, let us assume the primary QP value is 22, in the Rate-Distortion Optimization
(RDO) procedure described in Sect.3.1.1, the encoding options are  HRMIR = fI, P ,
Iur , P
v
r g, then both Iur and P vr have (51   22 + 1) possible redundant QP values, here
51 is the maximum QP value in H.264/AVC. Therefore,  HRMIR includes 62 encoding
options (both Iur and P
v
r have 30 QP values plus intra/inter coding without redundant
version).
By lowing the number of encoding options, the computation complexity will be
reduced. Let us set the redundant QP increase step as QPstep, then the candidate QP
value would be u 2 fuju = QPI +K  QPstep; u  51;K = 0; 1; 2:::g and v 2 fvjv =
QPP +K QPstep; v  51;K = 0; 1; 2:::g.
In Fig.3.3 the trade-o between PSNR and computation complexity is reported. It
is observed that when the value of QPstep is set as 5 and 10, the PSNR is lower than that
when the QPstep is 1. However, the PSNR decrease is very limited. The computation
overhead for the QPstep = 5 case is nearly 1=5 of that for the QPstep = 1 case, but the
resulting decrease of PSNR is less than 0:3dB. Even when the QPstep value is set to
10, the PSNR penalty is less than 0:5dB. The indication of this property of HRMIR
is signicant, which means it is possible to deploy this approach in hand-device, where
the computation resource is limited, by setting relatively large QPstep value.
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Figure 3.3: Average PSNR versus bit rate for the Foreman sequence; QPstep of HRMIR
is set to 1, 5, 10; PLR is set to 10%, and GOP length is 30.
3.2 Experimental Results
Our simulation setting builds on the JM14.0 H.264 codec [64]. We use constrained
intra prediction and CABAC for entropy coding, and xed QP value of primary slice is
used for all of our simulations. One row of macroblocks per slice is used to create slices.
For each sequence, only the rst frame is coded as I-frame, and the rest are coded as
P-frames, the reference frame number is 1. In order to have a fair comparison with the
Optimal Intra approach [16], it is assumed that the I-frame is transmitted over secure
channel. We use the average luminance PSNR to assess the objective video quality,
the mean squared error (MSE) is averaged over 200 trials, then the value of PSNR
is calculated based on the averaged mse. A random packet-loss generator is used to
drop the packets according to the required packet loss rate. For the lost slices, temporal
replacement concealment is used, which means the pixel value of lost slice is copied from
the same position in the previous frame. To evaluate the proposed HRMIR approach,
extensive experiments have been conducted, and as benchmark, we use conventional
Optimal Intra refreshment [16] and Redundant Slice Multiple Description Coding (RS-
MDC) [6] for comparison.
In the rst set of experiment, frame by frame average PNSR is reported for Foreman
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and Bus CIF video sequences. We compare HRMIR results with Optimal Intra [16] and
RS-MDC [6]. In this experiment, constant QP value is used for the primary picture.
For the HRMIR approach, QP is set to 22 and 28 for Foreman and Bus respectively,
while for the other two approaches, the encoded bitrate is close to but no less than
the that of HRMIR approach. In Fig.3.4 full pixel accuracy motion estimation (ME)
is used, whereas in Fig.3.5 motion estimation with 1=4 pixel accuracy is adopted. In
both full pixel and sub-pixel motion estimation environments, the video quality of
HRMIR and RS-MDC are similar at the beginning of several video frames for both the
Foreman and Bus sequences. However, the video quality of RS-MDC decreases much
faster than that of HRMIR; therefore, HRMIR outperforms RS-MDC signicantly with
frame number increasing. This result indicates that for those P-frames relatively far
away from the Intra frame, only providing redundant coding is not enough to protect the
video quality eectively. Meanwhile, when comparing HRMIR with Optimal Intra, for
most of the frames, PSNR of HRMIR is higher than that of Optimal Intra. Another
advantage of the HRMIR approach is that the video quality for each frame is more
stable than the other two approaches, which is an essential characteristic of subjective
high-quality video. When the encoder adopts sub-pixel ME, the accuracy of the end-to-
end distortion calculated with the ROPE [16] method is compromised, and eventually,
the optimal procedure in Sect.3.1.1 becomes sub-optimal. However, comparing results
in Fig.3.4 with that in Fig.3.5, it is found that in both full pixel ME and sub-pixel ME
environments, HRMIR outperforms Optimal Intra and RS-MDC, and the superiority
of HRMIR over the other two approaches remains almost unchanged in the sub-pixel
ME environment. Therefore, in the following experiments, we adopt the sub-pixel ME
with the purpose of good performance in the sense of rate-distortion.
Fig.3.6 shows the video quality versus bit rates for CIF video sequences Foreman and
Bus. Dierent QP values are selected in order to span a considerable range of coding
rates. In Fig.3.6, we x the average Packet Loss Rate (PLR) as 10%, GOP length is set
to 15 and 30. It is observed that when GOP is 15, HRMIR has slight advantage over
RS-MDC, whereas when the GOP is 30, HRMIR outperforms RS-MDC signicantly. In
Fig.3.7, we x the GOP length as 30, PLR is set to 5% and 10%. It is interesting to see
that when the PLR is 10% the superiority of HRMIR over RS-MDC is larger than the
case that when average PLR is 5%. This phenomenon is because with long GOP and
high packet loss rate, only providing redundant information cannot protect the video
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quality properly. Furthermore, for both the Foreman and Bus sequences, the HRMIR
provides much higher PSNR than Optimal Intra in all the simulation environments.
Let us take the Bus sequence for example, when PLR is 5% and GOP is 30, PSNR of
HRMIR is about 4 dB higher than Optimal Intra with bitrate 2 Mbps. Note that in
both Fig.3.6 and Fig.3.7, when the bitrate is low, the PSNR of HRMIR and RS-MDC
are nearly same, this is because in this case, very few Intra macroblocks are inserted,
which makes HRMIR approach similar as RS-MDC approach. Furthermore, as the QP
values of dierent macroblocks in the proposed HRMIR approach are not identical,
additional bits are needed to encode the residual QP value.
In all the previous experiments, the channel packet loss rate is assumed to be
available at the encoder, this can be implemented with the Real Time Control Protocol
(RTCP) [66]. However, in practical situation, feedback packet loss rate information
may be delayed from the decoder. Therefore, the packet loss rate used by the encoder
in its RD optimization process may not be exactly identical to the actual packet loss
rate. To further evaluate the performances of the proposed HRMIR approach at the
case when the estimated packet loss rate does not match the actual one, we use 10%
as packet loss rate in the RD optimization process, whereas, the actual packet loss
rate is varied from 0 to 20%. In Fig.3.8, the HRMIR, Optimal Intra and RS-MDC
approaches are all optimized for 10% packet loss rate. The encoded bitrate of HRMIR
is 1:48 Mbps, whereas for the other two approaches, the encoded bitrate is close to but
no less than the that of HRMIR approach. In the actual PLR range of [0, 20]%, the
PSNR of HRMIR is the highest among the the three approaches, which means when
there is PLR mismatch, the HRMIR still can provide best video quality among the
three approaches. Meanwhile, the gap between HRMIR and RS-MDC increases with
actual PLR; therefore, when actual packet loss rate is high, RS-MDC fails to protect
the video quality properly.
In Fig.3.9 we study how Intra macroblocks are allocated in two dierent encoding
approaches. CIF sequence Foreman is used, QP is set to 28, and the rst 50 frames are
used. Interestingly, the total percentage of intra macroblocks (both Intra macroblocks
with and without redundant coding) increases with the PLR in both the Optimal Intra
and HRMIR approaches. This can be explained in the following manner, with high
packet loss rate the possibility of propagated mismatch error is high, then more Intra
macroblocks are required to cut o the mismatch propagation. Meanwhile, with the
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Table 3.1: Percentage of Intra macroblocks for HRMIR and Optimal Intra, QP is 28,
rst 50 frames are used, PLR is set to 3%, 5%, 10% and 20%.
video apprpach 3% 5% 10% 20%
Foreman HRMIR 0:71% 1:02% 2:14% 5:87%
Optimal Intra 13:86% 20:31% 33:18% 48:01%
Bus HRMIR 2:04% 3:66% 9:38% 25:61%
Optimal Intra 53:41% 64:91% 78:07% 89:49%
Mobile HRMIR 0:55% 0:99% 3:04% 9:59%
Optimal Intra 26:53% 41:27% 66:72% 84:69%
same packet loss rate, the HRMIR approach allocates much less Intra macroblocks than
Optimal Intra. This is because there are two tools available for error resilient coding
with the HRMIR approach. Therefore, for some macroblocks, providing redundant
coding leads to better usage of bitrate resource than Intra coding. More statistics
information about Intra macroblock allocation can be found in Table.3.1.
Many papers [65, 67, 68] have addressed the actual network loss behavior, and
most of them agree that Internet packet loss often exhibits nite temporal dependency,
which means if current packet is lost, then the next packet is also likely to be lost.
This leads to burst packets loss [65], the average burst length for the Internet is two.
Therefore, besides i.i.d. random packet loss model, we also use burst loss model for
simulation, and as indicated in [65], we set the average burst length as two. In Fig.3.10,
the PSNR versus bitrate curves in burst loss environments are plotted. The results are
similar with that in the i.i.d. case, and the proposed HRMIR approach can provide best
video quality among the three approaches. The error resilient performance of proposed
HRMIR approach is robust on dierent error distribution models.
3.3 Conclusions
In this section, a novel hybrid redundant macroblock and intra macroblock refreshment
approach has been proposed to combat packet loss. In the proposed approach, redun-
dant coding and/or Intra coding are optimally allocated in macroblock level. Whether
to use redundant coding and/or Intra coding and the quantization parameter of the
redundant coding are all determined in the end-to-end rate-distortion optimization pro-
cedure. It is worth mentioning that, in the proposed approach, only information from
the previously encoded frames are used to calculate the end-to-end distortion in the
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rate-distortion optimization process; therefore, no additional delay is caused, making
the proposed approach suitable for real-time applications such as video conference.
Extensive experimental results show that the proposed method provides better per-
formance than other error-resilient source coding approaches. The performance gap
between the proposed approach and the Optimal Intra Refreshment is huge, and in
some simulation environments, the proposed approach can provide 4 dB higher PSNR
than the conventional Optimal Intra Refreshment with the same bitrate.
It is worth reporting that the work reported in this section has led to the following
publication:
1. Jimin Xiao, Tammam Tillo, Chunyu Lin and Yao Zhao, Error Resilient Video
Coding with End-to-End Rate-Distortion Optimized at Macroblock Level, EURASIP
Journal on Advances in Signal Processing, 2011:80, doi:10.1186/1687-6180-2011-
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Figure 3.4: Frame by frame average PSNR comparison for HRMIR, Optimal Intra and
RS-MDC; average PLR is 10%, full-pixel accuracy motion estimation; (a) Forman CIF
30 fps, 2:12 Mbps, (b) Bus CIF 30 fps, 2:88 Mbps.
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Figure 3.5: Frame by frame average PSNR comparison for HRMIR, Optimal Intra and
RS-MDC, average PLR is 10%, 1/4-pixel accuracy motion estimation; (a) Foreman CIF
30 fps, 1:48 Mbps, (b) Bus CIF 30fps, 1:92 Mbps.
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Figure 3.6: Average PSNR versus bit rate for HRMIR, Optimal Intra and RS-MDC;
PLR is 10%; GOP length N = 15 and 30; (a) CIF Foreman sequence, (b) CIF Bus
sequence.
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Figure 3.7: Average PSNR versus bit rate for HRMIR, Optimal Intra and RS-MDC;
PLR is 5% and 10%; GOP length N = 30; (a) CIF Foreman sequence, (b) CIF Bus
sequence.
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Figure 3.8: Performance comparison for HRMIR, Optimal Intra and RS-MDC when
there is PLR mismatch between encoding stage and practical network situation; Fore-
man sequence; GOP length is 30; the estimated PLR is 10%, while the actual PLR is
varied from 0 to 20%; bitrate is 1:48 Mbps.
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Figure 3.9: Percentage of Intra macroblock for HRMIR and Optimal Intra with PLR
5% and 10%; Foreman Sequence; QP is 28.
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length is 30.
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Chapter 4
Dynamic Sub-GOP Forward
Error Correction Code for
Real-time Video Applications
Many error-resilient techniques have been developed to meet the requirements of video
communication over lossy networks [69]. These techniques include intra macroblock
(MB) refreshment [16][18], Automatic Repeat reQuest (ARQ)[70][71] and feedback-
based Reference Picture Selection (RPS)[72], redundant picture coding with equal or
lower quality [6][35], multiple description coding (MDC) [34][6], and Forward Error
Correction (FEC) coding [56][55][1]. Among those error resilient approaches, intra
macroblock refreshment, redundant picture coding and MDC cause no additional delay,
making them suitable for delay constrained applications. However, for the Intra MB
refreshment approach, since the coding eciency of intra mode is typically several
times lower than inter mode, the coding eciency is compromised dramatically. For
the redundant picture coding and MDC, when the redundant version is used to replace
the primary one or some of the descriptions are lost during transmission, there would
be mismatch error, and the mismatch error will propagate all over the GOP. ARQ and
RPS usually cause long delay because of the network round-trip time, and consequently
they cannot be employed for real-time applications. For the FEC approaches, the delay
depends on the channel coding block size. In [56], the Reed-Solomon (RS) coding block
includes the whole GOP, and one GOP of delay is caused. In [55], the RS coding block
contains one block of packets (BOP) generated from dierent frames, and unequal loss
protections are allocated for dierent packets based on both the frame position in the
GOP and the data partition it belongs to. For this approach, one BOP of delay is
caused, and the delay depends on the length of the BOP. Furthermore, as the packets
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from one BOP are divided into two RS coding blocks based on the data partitioning
type, the performance of the RS code is compromised. In [1], the RS code is at frame
level, and no FEC coding delay is created. However, for the frame level FEC approach,
usually the source packet number is not big enough for the FEC code to be ecient.
In this section, a Dynamic Sub-GOP FEC (DSGF) coding approach is proposed,
and in this approach systematic Reed-Solomon erasure code is used to protect the video
packets in real-time mode, while allowing to provide an error free version of the reference
frame to stop the propagation error. As a block-based error correcting code, on the one
hand, enlarging the block size can enhance the performance of the Reed-Solomon codes;
on the other hand, large block size leads to long delay which is not tolerable for real-
time video applications. In the proposed approach, in order to enlarge the RS coding
block size, all frames in one sub-GOP are used as one RS coding block. The length of
the sub-GOP is dynamically tuned, according to the sub-GOP position, the probability
of packet loss, and other encoding parameters, so as to minimize the expected total
distortion of this GOP. On the encoder side, for the systematic RS code, the data is left
unchanged and the parity packets are appended; therefore, there is no encoding delay.
Meanwhile, at the receiver end, to decode and display one frame in the sub-GOP, the
video decoder only needs packets belonging to this frame. If some packets of this frame
get lost during transmission, error concealment is applied to conceal the lost packets. In
this manner, the decoder does not need to wait for all the packets belonging to this sub-
GOP. Therefore, there is no delay on the decoder side. Later, when the transmission
of all packets of this sub-GOP is nished, the systematic RS decoder would try to
recover the lost packets. If enough packets are received, the RS decoder will be able to
recover all the lost packets of this sub-GOP, and the video decoder will re-decode this
sub-GOP with all the received and recovered packets, updating the reference frame, so
the concealment distortion would not propagate to later frames.
The rest of this section is organized as follows. A brief review of systematic RS code
is provided in Section 4.1. In Section 4.2, rstly the frame level Evenly FEC approach is
introduced; this approach is used as a benchmark for the real-time FEC coding. Later,
the proposed DSGF approach is presented in detail. In Section 4.3 some simulation
results validating the proposed approach are given. Finally, some conclusions are drawn
in Section 4.4.
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4.1 Systematic Reed-Solomon Erasure Code
In this section, we will briey recall some concepts and notations about systematic
Reed-Solomon (RS) erasure code, which will be used for the DSGF approach. The
systematic RS erasure code has been widely used as FEC code to protect data packets
against losses in packet erasure networks. In RS (N;K) code, for every K source
packets, (N  K) parity packets are introduced to make up a codeword of packets. As
long as a client receives at least K out of the N packets, it can recover all the source
packets. If the received packet number is less than K, the received source packets can
still be used, because they have been kept intact by the systematic RS encoding process.
In general, for the same code rate K=N , increasing the value of K would enhance the
performance of RS code.
One important parameter for the systematic RS code, that we will need is the
remaining packet loss rate after the RS correction, p0. So, for example, for the Bernoulli
i.i.d. packet loss model, this parameter is determined by the value of N , K, and the
average network packet loss rate, p. For the Markov burst packet loss model, p0 is also
impacted by other parameters of the Markov model, i.e., the average burst loss length.
4.1.1 Bernoulli i.i.d. Packet Loss Model
In the Bernoulli i.i.d. packet loss model, p0 could be evaluated as
p0 =
PK
i=1 i prs(i)
K
(4.1)
with prs(i) representing the probability of still having i unrecoverable source packets
after RS correction, from now on we will refer to those packets as unrecoverable lost
packets. To evaluate prs(i), let us use ps(n) and pr(n) to denote the probability of
losing n packets before decoding the RS code among the source packets and parity
packets, respectively.
ps(n) =

K
n

(1  p)K npn (4.2)
pr(n) =

N  K
n

(1  p)N K npn (4.3)
Since having i unrecoverable lost packets is caused by losing i source packets, and at
the same time losing more than N  K   i RS parity packets, then the probability of
this event is
prs(i) =

ps(i) Pr(N  K   i+ 1) for i  N  K
ps(i) for i > N  K (4.4)
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where Pr(j) is used to denote that no less than j RS parity packets are lost, this could
be evaluated based on Equation (4.3) as
Pr(j) =
N KX
n=j
pr(n) (4.5)
4.1.2 Burst Packet Loss Model
For the burst loss model, we will use the Gilbert two-state model because it is one of
the most common models used for multimedia transmission simulation. For this model,
the formula to calculate the remaining packet loss rate, p0, after the RS correction was
presented in [73]. It is worth noticing that, in Gilbert two-state model, p0 is not only
determined by the value of N , K and p, but also inuenced by the average burst length,
and p0 can be evaluated as follows:
p0 =
p
K
KX
i=1
iR(i;K)
N KX
j=max(0;N K+1 i)
R(j + 1; N  K + 1)
1  p
K
K 1X
i=1
(K   i)S(i;K)
K i 1X
j=0
S(j + 1; N  K + 1)
(4.6)
where R(m;n) denotes the probability that m  1 consecutive packet losses occur fol-
lowing a packet loss, and S(m;n) denotes the probability thatm 1 consecutive packets
arrive following one packet arrival. For the detailed procedure of calculating R(m;n)
and S(m;n), please refer to [73].
4.2 Real-Time FEC Video Transmission Approaches
Since our objective is to design FEC video transmission system for real-time applica-
tions while minimizing the delay caused by the encoding stage; therefore B-frame will
not be used, so we will use the IPPP GOP structure. It is also important to note
that, the most commonly used applications for real-time system are video telephony
with low latency requirements. This application typically uses the baseline prole of
H.264/AVC, where only I-frames and P-frames are used [10]. To make the RS code
ecient, xed length slice scheme, in terms of byte, is used to create slices. The slice
length is decided by the Maximum Transmission Unit (MTU) of the underlying net-
works. With this method, as many MBs are put into one slice as possible under the
constraint that the slice length is no more than the target length; therefore, the length
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Figure 4.1: Packet padding method for the RS coding; H.264 xed slice length method
is used; the slice length is nearly same except for the last one.
of all the slices except the last ones in each frame is very close to the target slice length.
As shown in Fig.4.1, for the slices other than the last slice, only very few zero bytes
are padded, whereas for the last slice of one frame, usually more dummy zero bytes are
padded. The length of each RS protection packet (i.e., parity packet) is the same as the
target slice length. In this section, the term packet and slice are used interchangeably,
as one packet per slice packetization method is adopted.
4.2.1 Frame-Level Evenly FEC
For real-time FEC video packet protection, one common approach is to perform RS
coding in frame level, which means that the RS coding block contains data packets
from the same video frame. Under this constraint, RS coding does not introduce any
additional delay. Let us assume the GOP length is L frames, and the i-th frame
has K(i) source packets and R(i) RS parity packets. If we want to provide even
protection for all the GOP frames, and taking into account that, in general, K(i) does
not change largely, then R(i)=K(i) needs to be almost constant over all the GOP's
frames. However, taking into account that R(i) should be an integer and that K(i)
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Table 4.1: The remaining packet loss rate after RS code correction with  = 0:2,
where RS coding block size is K = 5; 10; 15; 20; 30, network packet loss rate is p =
5%; 10%; 15%.
p K = 5 K = 10 K = 15 K = 20 K = 30
5% 1:13% 0:51% 0:25% 0:13% 0:04%
10% 4:10% 3:03% 2:38% 1:93% 1:32%
15% 8:34% 7:62% 7:20% 6:91% 6:47%
may vary from frame to frame, so we can write R(i) as
R(i) =
( dK(1)e if i == 1l

Pi
k=1K(k)
m
 Pi 1k=1R(k) if i > 1 (4.7)
where  = (N   K)=K is the parity packet rate of RS coding, and operation dXe is
used to get the minimum integer number greater than or equal to X. From now on we
name this approach as Evenly FEC.
4.2.2 Dynamic sub-GOP FEC Coding
For a probability of packet loss p, and transmitting packet number N = K + K, to
be able to recover pN losses, we need to insert K redundant packets, with K  pN
or equivalently   p1 p . In the limit case, according to the law of large number, when
N ! 1, then K could be as small as pN , namely K  pN , which means that the
inserted redundancy could be as small as  = p1 p . In practical situations, N ! 1 is
impossible, in this case with the same parity packet rate  = (N  K)=K, the larger
the value of K is, the higher the performance of RS code can be. Table.4.1 lists the
remaining packet loss rate, p0, after the RS code correction, for dierent values of K.
This table demonstrates that for the same packet loss rate and redundancy, the smaller
the RS coding block the lower the performance of the RS codes.
Motivated by this fact, we propose to encompass packets from a sub-GOP of frames
to one RS coding block to enlarge the value of K. Fig.4.2 shows one example of how
to generate sub-GOPs and allocate RS parity packets at the end of each sub-GOP. In
addition, in order to meet the real-time constraint, we use the systematic RS code, so
the source packets are intact in the RS coding process. Therefore, at the receiver side,
the video decoder only needs packets belonging to one frame to decode and display that
frame. If some packets of this frame are lost during transmission, error concealment is
used to conceal them.
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Figure 4.2: One example of RS parity packets allocation for the dynamic sub-GOP
FEC coding approach.
For easy illustration, let us take one example, we use the second sub-GOP in Fig.4.2,
i.e., Frames four and ve. In this case, the sub-GOP contains two frames and each frame
generates four packets. The redundancy due to the RS coding is 25%, which means for
the eight source packets of this sub-GOP, (10; 8) RS code is applied. In one sub-GOP,
when the rst frame is encoded by the video encoder, immediately the encoded four
packets are transmitted over the network. Due to network failure, let us assume two
packets among these four packets are dropped. Then upon receiving the two packets,
the video decoder will decode and display this frame, and for the lost packets, error
concealment is used. In this manner, no additional delay is introduced. Later, the
second frame is encoded, generating another four source packets, meanwhile, as the
second frame is the last frame in this sub-GOP, two RS parity packets are generated
for the eight source packets of this sub-GOP. Suppose this time the four source packets
and the two RS parity packets successfully arrive at the receiver side without any loss.
In this case, at the receiver side, the (10; 8) RS decoder will be able to recover the
two lost packets, so the video decoder will re-decode the rst frame of this sub-GOP
with the two received source packets and the two recovered packets, and update the
reference frame buer. In this case there will be no distortion in the second frame,
no distortion would propagate to the incoming frames. However, if the Evenly FEC
approach is adopted, with the same amount of redundancy, for each frame (5; 4) RS
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code will be used. The RS code would not be able to recover the two lost packets of
the rst frame, eventually the concealment distortion propagates to all the following
frames, and severely degrades the video quality at the receiver side. In this illustrative
simplied example, both the Evenly FEC and DSGF approach use the same amount of
RS parity packets, and in both cases, no additional delay is introduced. However, the
advantage of the DSGF approach is obvious, because this approach is able to restrict
concealment distortion in very few frames.
4.2.3 Optimal sub-GOP Size and RS Packet Allocation
As described above, using the RS protection in sub-GOP level could be better than in
frame level, but the problem of how to divide frames into sub-GOPs and how to allocate
the RS parity packets among all the sub-GOPs will be addressed in the following. To
tackle this problem we have to note that, on the one hand, if the sub-GOP includes too
few frames, the value of K for the RS code will not be large enough to make the RS
code ecient. On the other hand, if the sub-GOP includes too many frames, as the RS
correction codes will not be available until the last frame of this sub-GOP, the quality
of those frames before the last frame would degrade signicantly. Consequently, the
sub-GOP length should be properly tuned to increase the eciency.
In general, I-frame generates much more bits than P-frame, and therefore more
source packets are produced for I-frame. In our DSGF approach, for the I-frame we
provide RS protection in frame level, the same as Evenly FEC approach, whereas
for the P-frame we allocate RS parity packets in sub-GOP level. Our objective is to
optimally allocate sub-GOP and RS parity packets and minimize the expected total
distortion of this GOP. To do the optimal allocation we need to know the detailed
information of this GOP, including the slice number in each frame, the concealment
distortion caused by losing each slice, and how the distortion propagates. However,
those information are not available for real-time on-the-y transmission system. In
light of such circumstance, we established a model to represent these information. The
model parameters include the number of P-frames in one GOP, L, and the average
number of slices in each P-frame, S. For simplicity, let us assume the value of S is
unchanged, this assumption is more accurate for low motion video with little change
in the content. The expected concealment distortion of losing one packet is d, the
distortion in current frame propagates to the following frames, and the attenuation
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function of the distortion is f(n). This means if the concealment distortion of one
slice is d, it will propagate to the following frames and become f(n) d after n frames.
For the sake of simplicity the function f(n) = n 1 (0 <  < 1) is employed, this
expression approximates, at low levels of attenuation, the function f(n) = (1 + 1n)
 1
and f(n) = (1 + 2n)
 1=2 reported in [74] and [75], respectively, , 1 and 2 being
parameters to be selected. Let us assume that distortion caused by losing slices are
uncorrelated, and in this case, the total expected distortion for the whole GOP is the
sum of all the expected distortions caused by individual slices. The assumption on slice
concealment distortion uncorrelation is reasonable. In fact, concealment distortions,
can be considered as uncorrelated with the pixel values, then concealment distortions
caused by losing dierent slices can also be considered as uncorrelated. The additive
distortion model has been veried experimentally in [6]. For the P-frames in one GOP
the total allocated RS parity packet number is R = SL, here  is the parity packet
rate of RS coding. We use R(i) to denote the number of RS parity packet for P-frame
i.
LX
i=1
R(i)  R (4.8)
Fig.4.2 shows one example of how RS parity packets are allocated. We assume
there are totally t positions where we insert RS parity packets, with frame number r1,
r2,..., rt, whereas other positions have no RS parity packets. The number of RS parity
packets are R(r1),R(r2),..., R(rt). In the example of Fig.4.2, we allocate RS parity
packets in the three positions (t = 3), the 3 positions are r1 = 3, r2 = 5, r3 = 7, and
RS packet number is R(r1) = 3, R(r2) = 2, R(r3) = 2. The RS parity packets allocated
under the Frame rm+1 are used to protect the frames from rm + 1 to rm+1. Therefore,
the parameters of RS (N;K) code for this sub-GOP are N = (rm+1  rm)S +R(rm+1)
and K = (rm+1   rm)S. We use D(rm + 1; rm+1) to denote the expected distortion
caused by losing packets from Frame rm + 1 to rm+1. It is important to note that
D(rm + 1; rm+1) does not only include the distortion in frames from rm + 1 to rm+1,
but also accounts for the propagated distortion in subsequent frames:
D(rm + 1; rm+1) = Di(rm + 1; rm+1   1) + Dp(rm+1) (4.9)
As described in Equation (4.9), the distortion D(rm + 1; rm+1) is caused by two parts:
Di(rm + 1; rm+1   1) is the expected distortion within frames rm + 1 to rm+1   1. For
those frames, the recovering capability of RS code cannot be used by the time when
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those frames are decoded and displayed. The subscript imeans that Di(rm+1; rm+1 1)
accounts for the internal distortion and their propagated distortion only within frames
rm + 1 to rm+1   1 due to the eventual losses in the frames. The error propagation to
frames outside this sub-GOP is not accounted in this term. Dp(rm+1) is the sum of
expected distortion in Frame rm+1 and it also account for the propagated distortion in
the subsequent frames. The subscript p denotes that this term includes the propagated
distortion to frames beyond this sub-GOP. Note that by the time of decoding and
displaying Frame rm+1, the RS code would try to recover the lost source packets within
this sub-GOP, but when the packet loss number in this sub-GOP is beyond the recovery
capability of RS code, the RS code would not be able to recover the lost packets.
For the term Di(rm +1; rm+1  1), as from Frame rm+1 to rm+1  1 the expected
number of lost packets for each frame is pS, and by taking the error propagation inside
this sub-GOP into consideration, we get
Di(rm + 1; rm+1   1) =
rm+1 rm 1X
i=1
(i) p S d (4.10)
where (i) =
Pi 1
n=0 f(n).
Now let us evaluate the term Dp(rm+1), to do this we have to note that from Frame
rm + 1 to Frame rm+1 there are (rm+1   rm)S source packets, while the RS parity
packet number is R(rm+1). Firstly, let us evaluate the expected distortion in Frame
rm+1, Dl(rm+1), taking into account the error propagation from previous frames inside
this sub-GOP:
Dl(rm+1) =
 
rm+1   rm(rm+1   rm)
d (4.11)
with   being the expected number of unrecoverable lost packets among Frame rm+1 to
Frame rm+1, and this is   = (rm+1  rm)p0S, where p0 is the remaining packet loss rate
after the RS correction. The detailed process to calculate p0 has been given in Section
4.1 for both i.i.d. and burst model. Therefore, the expected number of unrecoverable
lost packets in each frame would be  =(rm+1 rm). Given that the distortion in Frame
rm+1 will propagate to the end of this GOP; therefore
Dp(rm+1) = Dl(rm+1)(L  rm+1 + 1) (4.12)
At this point, Di(rm + 1; rm+1   1) and Dp(rm+1) can be used to calculate the
expected distortion caused by each sub-GOP using Equation (4.9). By adding up the
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expected distortion caused by each sub-GOP, we evaluate the total expected distortion
for the whole GOP, Dtotal, as in Equation (4.13)
Dtotal =
8>><>>:
D(1; i1) +
Pt 1
m=1
D(rm + 1; rm+1)
for rt  L
D(1; i1) +
Pt 1
m=1
D(rm + 1; rm+1) + Di(rt + 1; L)
for rt < L
(4.13)
where condition rt  L means that the last sub-GOP has RS parity packets, whereas
rt < L means there are no RS parity packets for it.
Finally, the optimization problem can be formulated as the following constrained
minimization: 
min Dtotal
subject to
PN
i=1R(i)  R
(4.14)
4.2.4 Greedy Algorithm for Fast RS Parity Packet Allocation
It is computational prohibitive to get the global optimal solution for Equation (4.14).
When one GOP includes L P-frames, and the RS parity packet number for P-frames
is R, there are totally
 
L+R 1
R

possible allocation solutions. For example, if the GOP
length is L = 30 and the number of RS parity packet is R = 40, there would be 
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40

= 2:391019 possible allocation solutions. Obviously, calculating the value ofDtotal
using Equation (4.13) for all the 2:39  1019 allocation patterns is impossible. Since
it is computational prohibitive to get the global optimal solution, we propose to use a
greedy algorithm to get a sub-optimal RS parity packet allocation. In this algorithm,
each time one RS parity packet is allocated, by trying to allocate this packet for all
possible L positions, while calculating the value of Dtotal using Equation (4.13) for all
these positions, then the algorithm choose to allocate the RS packet to the position
which makes Dtotal minimum. Suppose adding the RS parity to Frame j would make
Dtotal minimum, then R(j) = R(j)+1. By iterating the previous steps R times, all the
parity packets will be allocated. With this greedy algorithm, allocating R RS parity
packets to L P-frames will have a computational complexity order of O(RL), which is
much less than
 
L+R 1
R

. The detailed procedure of greedy RS parity packet allocation
algorithm is shown in Algorithm.2.
Fig.4.3 shows two practical examples of how to divide P-frames into sub-GOP and
allocate the RS parity packets among all the sub-GOPs with the greedy algorithm.
These results have been obtained by assuming that one GOP has 30 P-frames, each
P-frame includes 5 or 10 slices, the value of  is 1, the packet loss rate is 5% with i.i.d.
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Algorithm 2 Greedy RS parity packets allocation algorithm
for i = 1 to L do
R(i)( 0
end for
for j = 1 to R do
index( 0
distortion(1
for i = 1 to L do
R(i)( R(i) + 1
calculate Dtotal using Equation (4.13)
R(i)( R(i)  1
if Dtotal  distortion then
index( i
distortion( Dtotal
end if
end for
R(index)( R(index) + 1
end for
model, the parity packet rate is 20%. It is interesting to nd some regular patterns
behind the allocations. Firstly, in general, the P-frames at the beginning of the GOP
have more RS parity packets than those at the end of the GOP. In Fig.4.3.(a), the rst
2 sub-GOPs have 4 RS parity packets for each sub-GOP, the subsequent sub-GOP has
3 RS parity packets, and so on. For the last frame in the GOP, no RS parity packets
are allocated. This is because any distortion in the front frames will propagate to the
following frames, and usually losing one packet in the front frame would lead to more
distortion for the whole GOP than losing one in the end. Therefore, it is reasonable to
allocate more RS parity packets to the frames at the beginning of GOP. Secondly, it
is important to note that at the beginning of the GOP, one sub-GOP usually contains
more frames than the sub-GOP in the end of the GOP. In Fig.4.3.(a), the rst 8 sub-
GOPs include 3 frames, the 9th sub-GOP contains 2 frames, while the 10th and 11th
sub-GOPs contain only one frame. This is also because the distortion propagation
paths in the frames at the beginning of a GOP are long. So putting more frames into
one sub-GOP can make the value of K large, which means that the RS code can recover
the lost packets with higher probability, and eventually eectively cut down the error
propagation. Thirdly, comparing results in Fig.4.3.(a) with Fig.4.3.(b), the average
sub-GOP length in Fig.4.3.(a) is larger than that in Fig.4.3.(b). This is because the
number of slices in each frame, S, is large in Fig.4.3.(b), and there is no need to put as
many frames into one sub-GOP as in Fig.4.3.(a).
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4.2.5 Adaptive Estimation of Attenuation Factor ()
As described above, in the sub-GOP and RS packet allocation process, we need to know
the distortion attenuation function f(n) = n 1 (0 <  < 1). However, for various
video sequences the attenuation factor  is dierent, at the same time, for one specic
video sequence the parameter  changes with time. Therefore one possible solution to
determine  would be to adaptively estimate its value at the end of each GOP, and
to use this  for the next GOP. The detailed process is as follows. While encoding
the GOP, its slices will be decoded, and only one slice is assumed to be lost during
the decoding process. So if we assume this slice is in Frame k, then, and because of
the error propagation, the distortion due to this emulated loss will be d(k), d(k + 1),
d(k+2), ..., d(L), here L is the length of the GOP. These distortions could be obtained
by comparing the decoded sequence with the emulated loss with the error free version.
At the end of the GOP,  could be evaluated as 1L k
PL
i=k+1
d(i)
d(i 1) . Given the fact
that the attenuation factor changes slowly, the estimated  could be used to do the
RS allocation of the following GOP. And the value of  could be updated at the end
of each GOP by running the previous procedure for each current GOP. More accurate
estimation of  could be obtained by emulating the loss of more than one slice.
4.3 Experimental Results
Our simulation setting is built on the JM14.0 [64] H.264 codec. CIF video sequence
Foreman, Bus and Stefan are used for the simulations. We select these three sequences,
because they represent dierent motion characteristics, Foreman has moderate move-
ment and video texture, Bus has fast and translational movement, whereas Stefan has
fast movement with dierent motion directions. The GOP structure is IPPP, and GOP
length is 30 frames. The reference frame number is 1, in other words, only the previous
frame is used for prediction. One slice is transmitted in one packet, taking the MTU
of wireless network into account, we set the target slice length as 400 byte. We use
the average luminance PSNR to assess the objective video quality, which is obtained
by evaluating the Mean Squared Error (MSE) over all the frames and over 200 trials,
then the average PSNR is calculated based on the averaged mse. In order to have a fair
comparison, we compare the proposed DSGF approach with RS-MDC [6] and Evenly
FEC approach, because all those approaches meet the real-time constraint and cause
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no additional delay. In the following simulations, we assume the packet loss follows
the i.i.d. model, unless burst packet loss model is explicitly specied. In Fig.4.4, we
compare the eects of using adaptive  value with xed  value. For the xed  case,
we choose  = 1, which means the distortion will propagate without attenuation. It is
interesting to note the gap between the two curves is rather narrow (always less than
0:5dB), especially in high bitrate. Taking into consideration the huge computational
resource for adaptively estimating the  value, we use  = 1 in all the following simu-
lations for simplicity. It is important to point out that with the adaptive  estimation
method described in Sect.4.2.5, the performance of the proposed approach is expected
to be further enhanced.
In the rst set of simulations, we study the eects of allocating dierent parity
packet rates for RS code. The network packet loss is an i.i.d. random process; for the
same packet loss rate p = 5%, we try dierent , including 15%, 20%, 25% and 30%.
We do simulations with various quantization parameters (QP) to span a considerable
bitrate range. Fig.4.5 shows the PSNR versus bitrate with dierent RS parity packet
rates . The PSNR curve for parity packet rate 15% is much lower than other cases in all
bitrate. In intermediate and high bitrate, the PSNR curves for  = 20%, 25% and 30%
are very close, while in low bitrate, higher redundant rate can provide better PSNR.
This is because in low bitrate, the slice number in each frame is small, which makes
the performance of RS low, and high RS parity packet rate is required to compensate
this. In general, the PSNR curves for redundant rate 20%, 25% and 30% are similar,
consequently, in the following simulations, we use parity packet rates 20% for 5% packet
loss. Similarly, in later simulations, 40% RS parity packet rate is used for 10% packet
loss.
Fig.4.6 and Fig.4.7 compare the performance of dierent approaches in terms of
PSNR versus bitrate and for random packet loss rate 5% and 10%, respetively. As
mentioned above, for DSFG and Evenly FEC for the packet loss rate 5% and 10%,
the RS coding redundancy is 20% and 40%, respectively, whereas for the RS-MDC,
the redundancy is tuned as described in [6]. The proposed DSGF approach always
outperforms RS-MDC and Evenly FEC in all the simulation environments. For all the
Foreman, Bus and Stefan sequences, the gain over Evenly FEC can be more than 2
dB in low bitrate when packet loss rate is 5%, and the gain over RS-MDC could be
over 4 dB in high bitrate when packet loss rate is 10%. It is very interesting to note
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that the gap between the DSGF and Evenly FEC is larger in low bitrate than in high
bitrate. This is because in high bitrate, more packets are generated for each frame,
and consequently, for the frame level Evenly FEC approach, the value of K is relatively
large to make the RS coding ecient.
In Fig.4.8, for the Foreman and Stefan sequences, the PSNR of each frame in
one GOP are plotted. In each sub-GOP, the video quality degrades frame by frame
gradually because of the random packet loss. However, at the end of each sub-GOP,
with high probability, the RS parity packets will be able to recover all the lost packets
of this sub-GOP, so the PSNR of the last frame of each sub-GOP is higher than other
frames in this sub-GOP. All these factors make the video frame PSNR uctuate, with
a period same as the sub-GOP length. Nevertheless, for the majority of the frames in
one GOP, PSNR of the proposed approach is higher than that of Evenly FEC approach
and RS-MDC. In fact, among the 30 frames, only 6 and 3 frames have PSNR lower than
that of the Evenly FEC approach for the Foreman and Stefan sequences, respectively;
almost all frames have better video quality than RS-MDC, although RS-MDC has some
extra bitrate. It is worth noticing that for some video frames, PSNR of the proposed
approach is more than 3 dB higher than that of the Evenly FEC approach, and for
the second half of the GOP, our approach outperforms the Evenly FEC approach and
RS-MDC signicantly. Note that for the rst frame in this GOP, which is I-frame, the
video quality of the proposed approach and Evenly FEC approach is same, more than
0:8 dB better than RS-MDC. This is because, the slice number in the I-frame is large,
and that makes the RS code ecient, thereby providing higher PSNR than RS-MDC.
It is worth noticing that similar results have been obtained for the Bus sequence. With
the proposed approach, although the video quality rises and falls, this would not lead
to inferior visual perception. To demonstrate that, two consecutive video frames after
random packet loss are provided in Fig.4.9 for the Foreman sequence, with the 10th
frame has 38:27 dB and the 11th frame has 35:20 dB of PSNR. Despite of 3 dB PSNR
gap, human eyes can hardly distinguish this quality uctuation. In order to better
visualize the video quality, the most damaged area in Frame 11th is zoomed in. We
select this area because the slice that covers this area is lost, and concealment process
is invoked, moreover, there is some motion in this area. However, even in this area, as
we can see, the video quality is still acceptable.
In all the previous experiments, the channel packet loss rate is assumed to be
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available at the video transmitter side, this can be implemented with the Real Time
Control Protocol (RTCP) [66]. However, in practical situations, feedback packet loss
rate information may be delayed from the video receiver. Therefore, the packet loss
rate may not be exactly identical to the actual packet loss rate. To further evaluate the
performances of the proposed DSGF approach in this scenario, we assume the packet
loss rate is 10%; therefore the redundancy of the RS-MDC is tailored for 10% packet
loss rate, as proposed in [6]. This will lead to 36:5% of redundancy with QP 26 and
GOP length 30, and it is worth noticing that, this amount of redundancy is optimal
for RS-MDC for this specic transmission scenario. In order to have fair comparison
with other approaches, this amount of redundancy and the same QP has been used for
Evenly FEC and the DSGF approach, this will generate the same total bitrate for the
three approaches. The actual packet loss rate is varied from 0 to 20%. In Fig.4.10,
the video qualities of the three approaches under dierent packet loss rates are plotted.
As we can see, the PSNR of the proposed DSGF approach is the highest among the
three approaches, which means when there is packet loss rate uctuation, the proposed
approach can still provide the best video quality. Meanwhile, the gap between the
DSGF approach and Evenly FEC increases with packet loss rate, that is because in
this case the RS parity packet rate  is xed, increasing the packet loss rate makes
the redundancy relatively small comparing to the packet loss rate, and in this case, it
becomes more important to group frames together in order to increase the eciency of
RS coding.
In order to validate the performance of the proposed DSGF approach in dierent
error distribution models, some additional results are provided for real Internet packet
loss pattern and Gilbert burst loss pattern. In Fig.4.11, the average PSNR versus bitrate
for real Internet environments are presented, for the Foreman and Stefan sequences.
The packet loss pattern for the Internet experiments specied in the le 10 of Q15-I-16r
[76] is used to emulate the real Internet environments. This has an actual packet loss
rate of 11:38%. From the results we could note that, in the real Internet environments,
the proposed DSGF approach outperforms RS-MDC and Evenly FEC, which is similar
to the results obtained in the i.i.d. packet loss environment. In Fig.4.12, we compare
the proposed DSGF approach with the other two approaches in Gilbert burst loss
environment. As indicated in [65], we set the average burst length as two, and since
burst packet loss usually requires higher redundancy comparing to i.i.d. loss, 60%
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parity packets are inserted for the 10% average packet loss rate for both the DSGF and
Evenly FEC approaches. In burst loss environment, the DSGF approach outperforms
the Evenly FEC signicantly, with an average gain of more than 2 dB, being higher than
that in i.i.d. case (Fig.4.7.a). This is because, in burst loss environment, consecutive
packets tend to be lost together, in this case FEC coding at sub-GOP level can mitigate
this kind of losses more eciently than Evenly FEC. It is also noted that, in burst loss
environment, the gain over the RS-MDC is lower than that in i.i.d. case (Fig.4.7.a),
this is due to the packet arrangement in RS-MDC. In fact, in RS-MDC, for each
frame, redundant packets are grouped together and sent sequentially before the primary
packets, in this case, the probability of losing both primary and redundant packets for
the same video content becomes quite low. Nevertheless, in all the bitrate higher than
500 kbps, the DSGF approach provides much higher PSNR than RS-MDC, and the
gap increases dramatically with bitrate.
4.4 Conclusions
In this section, a real-time FEC video transmission approach has been proposed. We
rstly presented the general idea of this approach, then the theoretical model for creat-
ing sub-GOP and allocating FEC protection packets was given. With this model, the
allocation problem becames a constrained optimization problem. To resolve it, a fast
greedy algorithm was proposed. In order to validate the proposed approach, its perfor-
mance was compared with other real-time error resilient approaches, such as RS-MDC
and Evenly FEC. Experimental results demonstrated that the proposed approach had
considerable practical value for real-time applications.
It is worth reporting that the work reported in this section has led to the following
publications and patent:
1. Jimin Xiao, Tammam Tillo, Chunyu Lin and Yao Zhao, Real-Time Forward Er-
ror Correction for Video Transmission, IEEE Visual Communication and Image
Processing, VCIP 2011
2. Jimin Xiao, Tammam Tillo, Chunyu Lin and Yao Zhao, Dynamic Sub-GOP For-
ward Error Correction Code for Real-time Video Applications, IEEE Transactions
on Multimedia, Vol.14, No.4, 2012. doi:10.1109/TMM.2012.2194274
3. Jimin Xiao, Tammam Tillo, Dynamic Sub-GOP Forward Error Correction Code
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for Real-time Video Streaming, application number for China patent: 201110170067.6
(Approved, in Chinese)
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Figure 4.3: RS allocation example with the greedy algorithm; packet loss rate p = 5%;
one GOP has 30 P-frames; RS parity packet rate  = 20%; each frame includes S slices;
(a) S = 5, (b) S = 10.
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Figure 4.4: Average PSNR versus bitrate for xed  value ( = 1) and adaptive  for
the DSGF approach; CIF Foreman sequence is used; GOP length is 30; packet loss rate
is 5%, parity packet rate is 20%.
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Figure 4.5: Average PSNR versus bitrate for various parity packet rate ; CIF Foreman
sequence is used; packet loss rate is 5%; RS parity packet rate  includes 15%, 20%,
25% and 30%.
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Figure 4.6: Average PSNR versus bitrate curves; the network packet loss rate is 5%
and the parity packet rate  is 20%.
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Figure 4.7: Average PSNR versus bitrate curves; the network packet loss rate is 10%
and the parity packet rate  is 40%.
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Figure 4.8: Video quality versus frame number in one GOP with length 30; Packet loss
rate is 5%, parity packet rate  is 20%; (a) CIF Foreman sequence; QP = 26; bitrate
for the proposed approach and the Evenly FEC approach is 707:9 Kbps, for RS-MDC
is 746:5 Kbps; (b) CIF Stefan sequence; QP = 32; bitrate for the proposed approach
and the Evenly FEC approach is 845:4 Kbps; for RS-MDC is 870:5 Kbps.
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(a) the 10th video frame with PSNR 38:27dB
(b) the 11th video frame with PSNR 35:20dB
(c) zoom in the most damaged area in Frame 11th.
Figure 4.9: Two consecutive frame in one decoded sequence after random packet loss
(p=5%), (a) 10th frame,with PSNR 38:27 dB; (b) 11th frame,with PSNR 35:20 dB; (c)
zoom in the most damaged area in Frame 11.
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Figure 4.10: Video quality versus dierent packet loss rate; CIF Foreman sequence is
used; QP is 26; GOP length 30; the redundancy of the three approaches is  = 36:5%.
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Figure 4.11: Average PSNR versus bitrate curves; the network packet loss follows the
pattern in le 10 of Q15-I-16r;  is 40%; (a) Foreman sequence,(b) Stefan sequence.
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Figure 4.12: Average PSNR versus bitrate curves for the Foreman sequence; the packet
loss rate is 10%; average burst length is two;  is 60%.
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Chapter 5
A Real-time Error Resilient
Video Streaming Scheme
Exploiting the Late- and
Early-arrival Packets
When the video packets are transmitted over lossy networks, some packets are dropped
by the underlying network facilities, and they will never reach the destinations, thus
we call them physical lost packets. Moreover, some packets may arrive at the desti-
nation after long delay, which is larger than the maximum allowed end-to-end delay
for the applications. In general, these packets are also regarded as lost packets by
the video applications. To distinguish these packets from the physical lost packets,
in the following, we will refer to them as late-arrival packets. Meanwhile, for some
video packets, the transmission delay is short, and they may arrive at the destination
before the display deadline of their temporal-previous frames, in this article those are
called early-arrival packets. It is worth recalling that the end-to-end delay constraint
is an application-dependent parameter, so for example, for real-time video conferenc-
ing/telephony applications, the acceptable end-to-end delay is between 150 ms and
400 ms according to ITU-T G.114 [77].
In this section, a Real-time Video Streaming scheme exploiting the Late- and Early-
arrival packets (RVS-LE) in an optimal fashion is proposed. In the proposed approach,
we are targeting real-time applications with stringent end-to-end delay constraint, e.g.,
delay less than one Round-Trip Time (RTT), thus retransmission is not considered.
The proposed RVS-LE approach includes two mechanisms. One is to use these packets
to update the reference frames to make them more consistent with the encoder side,
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and this will eventually reduce the error propagations. The other mechanism is to use
these packets to increase the chance of successfully decoding the RS code. It is worth
mentioning that exploiting the late-arrival packets to update the reference and stop
error propagations was also used in [38, 39]. In this section, the late-arrival packets
will be jointly optimized with the FEC code in an optimal way. To further exploit the
late- and early-arrival packets, sub-GOP based systematic Reed-Solomon (RS) code,
which is proposed in Chapter 4 to improve the error correction performance of the RS
code, is also used to increase the probability of successfully decoding the current frame.
Finally, in the proposed RVS-LE approach, the size and the parity packet number for
each sub-GOP are optimally tuned, taking into consideration the maximum end-to-
end delay, the network conditions, which accounts for the physical lost packets, late-
and early-arrival packets to minimize the total distortion, under the constraints of the
inserted redundancy and the maximum end-to-end delay. It is worth noticing that
in the previous section, the network transmission delay, the late-arrival packets were
not taken into consideration during the sub-GOP and parity allocation process, which
makes them less optimal for practical video streaming applications, since in practical
applications, the video packets take half RTT delay to reach the destinations.
The rest of the section is organized as follows. In Section 5.1, the proposed RVS-
LE approach is presented. Later, the frame level Evenly FEC approach is introduced;
this approach is used as a benchmark for the proposed RVS-LE coding. In Section
5.2 some simulation results validating the proposed approach are given. Finally, some
conclusions are drawn in Section 5.3.
5.1 Proposed Video Streaming Approach
The same as the DSGF approach introduced in the previous section, the B-frames will
not be used in order to minimize the delay in the video encoding process, so the IPPP
GOP structure will be used. Similarly, to make the RS code ecient, xed length slice
scheme in term of byte, will be used to create slices, the slice length is decided by the
Maximum Transmission Unit (MTU) of the underlying networks. It is important to
note that, in the proposed scheme, the length of the packets used to encapsulate the
RS parity symbols is similar to the length of the packets used to encapsulate video slice
data. For detailed information of creating slice and RS packets, please refer to Fig.4.1.
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5.1.1 RVS-LE Approach: A Case Study
In the proposed approach, all the video packets arriving at the destination with dierent
delay are exploited, including late- and early-arrival packets. To do this, we propose
to incorporate packets from a Sub-GOP, which usually contains more than one video
frame, to one RS coding block, and add parity packets at the end of the sub-GOP. In
this case, both late- and early-arrival packets could be used by the RS code to recover
the still unavailable packets.
Fig.5.1.a shows one example of how to exploit the late- and early-arrival packets,
where slices of one sub-GOP (3 frames) are used as one RS coding block, and the
RS parity packets are allocated and appended at the end of each sub-GOP, thus RS
code (15; 12) is used for this sub-GOP. Here packets 3 and 7 are late-arrival packets,
because they arrive at the destination later than the display deadlines of the frames
they belong to; packets 6, 10, 11, 12, 13 and 14 are early-arrival packets, as they arrive
at the destination before the display deadlines of their temporal-previous frames. The
decoder will decode the rst frame with slice 3 being concealed. However, this packet
arrives at the destination by the display deadline of the second frame, so in order to
stop the error propagations caused by the injected errors in the prediction loop by the
concealment stage, the rst frame will be re-decoded with the newly received slice. It
is worth indicating that the updated version of the rst frame will not be displayed,
nevertheless, it will be used to update the reference buer, so as to stop the propagated
distortion. By the display deadline of frame 2, slice 7, which belongs to frame 2, does
not arrive at the destination. However, with four early-arrival packets, i.e., 10, 12, 13,
14, in addition to the other arrived packets belonging to the current sub-GOP, which
totally amounts to twelve packets, the RS code will be able to recover packet 7. This
allows to correctly decode frame 2 and recover packet 9, i.e., the lost packet in frame
3. In this case, for frame 2 and 3, there is no concealment distortion propagated from
the rst frame, and no distortion will propagate to the following frames.
Fig.5.1.b is another example that serves to demonstrate how the late- and early-
arrival packets are exploited between dierent sub-GOPs. In this example, by the
display deadline of frame 3, the amount of received packets for the rst sub-GOP is
not enough to recover all its source packets. Thus, there will be concealment distortion
for the lost packets 3, 9. For the later-arrival packet 7, it will arrive at the destination
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Figure 5.1: Examples of sub-GOP and RS parity packets allocation and packet trans-
mission delay for the proposed approach; the I-frame (with index 0) is not shown in
the gure; t1, t2, t3, t4, t5 are the display deadline for frame 1, frame 2, frame 3, frame
4 and frame 5, respectively; t10, t20, t30, t40, t50 are the sending time for frame 1, frame
2, frame 3, frame 4 and frame 5, respectively.
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before the display deadline of frame 3. Thus before decoding frame 3, this slice will be
re-decoded and updated. It is worth noticing that the early-arrival packet 17 belongs
to the second sub-GOP, and it cannot be used by the RS code of the rst sub-GOP.
Later, packet 13 arrives before the deadline of the fourth frame (t4), and with this
newly received packet, the total received packets for the rst sub-GOP becomes twelve,
which allows the RS-decoder to recover all the lost packets of the rst sub-GOP, and
consequently, the video decoder will re-decode all the video frames of the rst sub-GOP
using the previously arrived and RS-recovered packets, and following that the reference
buer will be updated. Thus, the concealment distortion for losing slice 3 and 9 will
stop propagating to the following frames, which means that the mismatch caused by
the concealed slice 3 may only aect frames 2 and 3, whereas the concealed slice 9 only
aects frame 3.
As demonstrated in the above examples, the general principal of the proposed RVS-
LE approach could be described as follows. On the receiver side, all the received pack-
ets of the current frame-to-be-displayed will be decoded and displayed at the display
deadline. If some packets are not available then the RS-decoder will try to recover
these missing packets using the already received packets. Note that the already re-
ceived packets may include the late-arrival packets of the temporal-previous frames,
the early-arrival packets of the following frames and the received parity packets of the
current sub-GOP. Finally, for all the cases where the RS-decoder fails to recover the
missed packets of the current frame, the error concealment will be invoked. It is also
important to note that in some cases, at the end of the current sub-GOP the total
number of received packets may not be enough to make the RS decoder recover all the
missed packets, this sub-GOP will be described in the following as pending sub-GOP, in
other words, the decoding process of these sub-GOPs will be regarded as uncompleted.
Moreover, the pending sub-GOP category will also include those sub-GOPs that are
completely decoded (all their packets arrived or recovered); however, their previous
sub-GOPs are pending, because in this case the mismatch error may propagate from
the previous sub-GOPs to the following ones. In order to mitigate the mismatch error,
each newly received packet will be checked to see whether it belongs to any previ-
ously pending sub-GOPs. If one or more newly arriving packets belong to a pending
sub-GOP, then they will be rstly used together with the previously received packets
that belong to this pending sub-GOP, by the RS-decoder, to try to recover its missing
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packets. Secondly, with the recovered missing packets and the newly received source
packets, the pending sub-GOP will be re-decoded by the video-decoder. If the previ-
ously described stage leads to an update of the content of the previous frames then
the reference buer frame will be updated and also all the following sub-GOPs will be
re-decoded and updated.
5.1.2 Optimal sub-GOP and RS Parity Packet Allocation
This section will address the problem of how to group frames into sub-GOPs, and how
to allocate the RS parity packets among all the sub-GOPs in order to maximize the
exploitation of the late- and early-arrival packets. It is worth noticing that, in the
proposed approach, I-frames are not included in any sub-GOP, and are protected at
frame level. This is because, in general, I-frames generate much more bits than P-
frames, and therefore more source packets are produced for I-frames, and consequently,
protecting them directly is ecient enough. While for the allocation problem of the
P-frames, we have to note that, on one hand, if the sub-GOP includes too few P-frames,
the late- and early-arrival packets cannot be exploited properly, and the value of K
for the RS code will not be large enough to make the RS code ecient. On the other
hand, if the sub-GOP includes too many P-frames, the time interval for the whole
sub-GOP will be very long. Having a long time interval means that by the display
deadline of many frames of the current sub-GOP; the amount of received packets of
this sub-GOP will be, with high probability, too few to allow the RS-decoder to recover
any unavailable packets. To optimally generate the sub-GOPs and properly allocate
them the RS parity packets, we need to know some detailed information of this GOP,
including the number of P-frames in one GOP, the slice number in each frame, the
concealment distortion caused by losing each slice, and how the distortion propagates.
However, the actual values of some of these parameters are not available for real-
time on-the-y transmission system. To overcome this limitation, we use the expected
values of these parameters instead of their actual values, which will obviously make
the obtained solution sub-optimal. Nevertheless, the obtained results demonstrate the
eectiveness of the proposed procedure. These parameters are listed in the following.
 Instead of the actual number of slices in each P-frame, for each GOP, we will use
the average number of slices per P-frame, S. Therefore, to predict this value we
will assume that it does not change from GOP to GOP, and consequently, for a
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practical approach we will assume that the current S is similar to the actual value
of the average number of slices per frame of the previous GOP, which could be
obtained at the end of the encoding process of the previous GOP. This approach
becomes more accurate for low motion video with little change in the content.
 The actual concealment distortion caused by losing a slice will be replaced by
the expected concealment distortion of losing one slice, d, we assume d to be
the same for all slices. To estimate the amount of propagated distortion to the
following frames, an attenuation function f(n) will be used. This means that
if the concealment distortion of one slice is d, it will propagate to the following
frames and become f(n) d after n frames. For the sake of simplicity the function
f(n) = n 1 (0 <   1) is employed, this expression approximates, at low
levels of attenuation, the function f(n) = (1 + 1n)
 1 and f(n) = (1 + 2n) 1=2
reported in [74] and [75], respectively, with , 1 and 2 being parameters that
depends on the sequence itself. Moreover, in order to model multiple slice losses,
let us assume that the distortion caused by losing multiple slices are uncorrelated,
in this case, the total expected distortion for the whole GOP will be the sum of
the expected distortions caused by losing the individual slices. The assumption
that slice concealment distortion is uncorrelated is reasonable. In fact, conceal-
ment distortions, can be considered as uncorrelated with the pixel values, then
concealment distortions caused by losing dierent slices can also be considered as
uncorrelated. The additive distortion model has been veried experimentally in
[6].
One more parameter that we need to take into account, while solving the allocation
problem, is the maximum allowed end-to-end delay (Tmax). In fact, this parameter will
determine the probability of receiving packets at the display deadline of each frame.
Let us use pk;i to denote the probability of receiving packets belonging to frame i at
the display deadline of frame k, this probability could be evaluated as:
pk;i = cdf (Tmax + (k   i) T0) (5.1)
with T0 being the time interval between two adjacent frames, e.g., for 30 fps application
T0 would be 33:3 ms; and cdf(t) is the Cumulative Distribution Function (CDF) of
the packet delay, which means the ratio of packets with delay less than t is cdf(t),
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P (vk;rm+1) =

R(rm+1)
vk;rm+1

(pk;rm+1)
R(rm+1) vk;rm+1 (1  pk;rm+1)vk;rm+1 (5.9)
Ik;m+1(z) =fuk;j ; vk;rm+1 j (
rm+1X
j=rm+1
uk;j) + vk;rm+1 = z; 8uk;j 2 Z; 8vk;rm+1 2 Zg
(5.10)
this function is dictated by the network conditions. In (5.1) the frame index i could
be either larger or smaller than k, with the condition that Tmax + (k   i) T0 > 0,
so for example by the display deadline of frame k the probability of receiving packets
belonging to the previous frame is cdf(Tmax+T0), this is because the total waiting time
for the packets belonging to frame k 1 is Tmax+T0. Moreover, to solve the allocation
problem, the maximum number of parity packets for all the P-frame in one GOP, R,
need to be specied, and consequently the number of RS parity packets allocated for
the ith P-frame, R(i), need to satisfy the following constraint:
LX
i=1
R(i)  R (5.2)
with L being the number of P-frames in one GOP; it is worth noting that if for example
R(1) = R(2) = 0 and R(3) = 3 then that means that the rst, second, and third frames
form one sub-GOP protected by three RS parity packets, this case describes the rst
sub-GOP in Fig.5.1.b and the sub-GOP in Fig.5.1.a.
At this stage, with all the parameters and the constraints listed above, we could
tune the sub-GOP size and allocate the parity packets. To solve this problem, we
assume that these packets will be inserted in totally t positions, these positions are
identied by the frame indexes r1, r2,..., rt, whereas for all the other P-frames no RS
parity packets will be inserted. Moreover, let us assume that the number of the inserted
RS parity packets is R(r1),R(r2),..., R(rt). According to this notation, the RS parity
packets allocated for frame rm+1 are used to protect frames [rm + 1; rm+1], and this
dm+1(k) =
NX
z=N K+1
X
Ik;m+1(z)
0B@
0@P (vk;rm+1 )
rm+1Y
j=rm+1
P (uk;j)
1A
0B@min(k;rm+1)X
j=rm+1
uk;jf(k   j)d
1CA
1CA (5.11)
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d
0
m+1(k) =
8>>><>>>:
dm+1(k)
if k  rm+1PN
z=N K+1
P
Irm+1;m+1(z)

P (vrm+1;rm+1 )
Qrm+1
j=rm+1
P (urm+1;j)
 Prm+1
j=rm+1
urm+1;jf(k   j)d

if k > rm+1
(5.16)
sub-GOP will be indexed as the (m + 1) th sub-GOP 1. Therefore, the RS code used
for this sub-GOP would be (N;K) =
 
(rm+1   rm) S +R(rm+1); (rm+1   rm) S

. For
the example reported in Fig.5.1.b, the allocated RS parity packets are in the following
two positions r1 = 3, r2 = 5, i.e., t = 2, and R(r1) = 3, R(r2) = 2.
Now let us evaluate the expected distortion in frame k, with k  rm + 1, caused
by slice losses within sub-GOP m + 1, i.e., frames [rm + 1; rm+1]. To evaluate this
expected distortion, let us denote the number of source packets sent at time i and
have not arrived at the receiver side at the display deadline of frame k by uk;i, and the
probability of this event by P (uk;i). Similarly, vk;rm+1 will be used to denote the number
of RS parity packets sent at time rm+1 and have not arrived by the display deadline of
frame k, and the probability of this event is P (vk;rm+1). As previously described, the
probability of receiving a packet belonging to the i-th frame, by the display deadline
of the k-frame, is pk;i; therefore, the probability P (uk;i) becomes
P (uk;i) =

S
uk;i

(pk;i)
S uk;i(1  pk;i)uk;i (5.8)
Similarly, the probability of the event vk;rm+1 is shown in (5.9). According to the
property of systematic RS code, the distortion in frame k caused by the unavailable
slices within sub-GOP m + 1, is because the total number of received packet of this
sub-GOP is less than K by the display deadline of frame k. In other words, the RS
decoder cannot recover the unavailable source packets within this sub-GOP. Thus, in
order to evaluate the expected distortion in frame k, let us dene the set Ik;m+1(z)
as in (5.10). This set stands for all the possible patterns of packet reception, that
have totally z unavailable packets in the (m + 1)th sub-GOP by the display deadline
of frame k. Therefore, the expected distortion in frame k (k  rm + 1) caused by
the (m + 1)th sub-GOP could be formulated as (5.11). As previously dened, f(n) is
the distortion attenuation function, d is the expected distortion caused by each slice.
It is important to note that, the term dm+1(k) contains all the distortion in frame k
that is caused by the (m + 1)th sub-GOP, including the propagated distortion from
1Note that r0 = 0.
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the previous frames of this sub-GOP. So (5.11) is obtained by adding up the weighted
concealment and propagated distortion of all the packet loss patterns that make the RS
code fail to recover the unavailable packets, where the weight factor is the probability
of all the specic patterns. Consequently, the total expected distortion caused the by
(m + 1) th sub-GOP could be obtained by summing up the caused distortion within
frames [rm + 1; L] as
Dm+1 =
LX
k=rm+1
dm+1(k) (5.12)
with L being the number of P-frames in one GOP. Finally, by adding up the expected
distortion of all the sub-GOPs within the GOP, the total expected distortion of the
whole GOP is
Dtotal =
rtX
k=1
Dk (5.13)
At this stage, the optimization problem can be formulated as the following constrained
minimization: 
min Dtotal
subject to
PL
i=1R(i)  R
(5.14)
5.1.3 Implementation of sub-GOP and Parity Packet Allocation
Given the variables in (5.14) are integers and the mathematical complexity of the equa-
tions, we believe that it is impossible to get a closed-form solution to the optimization
problem given by (5.14). Moreover, it is computational prohibitive to numerically get
the global optimal solution by trying to evaluate Dtotal for all the possible allocation
patterns, and selecting the one that leads to the minimal Dtotal. In fact, when one
GOP includes L P-frames, and the number of RS parity packets is R, there would be 
L+R 1
R

possible allocation patterns to be investigated. For example, if L = 30 and the
number of RS parity packets is 40, there would be
 
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40

= 2:391019 possible allocation
patterns. Obviously, calculating the value of Dtotal using (5.13) for all the 2:39 1019
allocation patterns would be unfeasible.
Since it is computational prohibitive to determine the global optimal solution, we
propose to simplify this process by rstly partitioning frames into sub-GOPs, and
secondly allocate the redundancy among those sub-GOPs.
 The rst stage will be executed before the video encoding process, where the
frames partition problem will be solved using a greedy algorithm that nds the
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local optimal size for each sub-GOP. In other words, the local optimal size for the
rst sub-GOP will be determined and then the second sub-GOP and so on. The
sub-GOP size that minimizes the expected distortion per frame will be selected.
To do this, the algorithm will try all the possible sizes starting from 1, and for
each candidate the total expected distortion caused by this sub-GOP will be
evaluated using (5.12), and then it will be divided by the size of the sub-GOP,
so as to obtain the expected distortion per frame. Finally, the sub-GOP size that
leads to the smallest expected distortion per frame will be chosen. After that,
the algorithm will determine the local optimum sizes of the following sub-GOPs
by repeating the previous process.
 The second stage, that aims at allocating RS parity packets for each sub-GOP,
is executed in parallel with the video encoding process. For this reason the exact
number of slices per frame, S(i), will be known exactly at the end of the video
encoding process of each frame i. Thus, based on this knowledge, and the known
positions where parity packets will be inserted (from the rst stage), the actual
number of parity packets will be decided on the y, using the following equations:
R(rk) =
 dPr1i=1 S(i)e k = 1
dPrki=1 S(i)e  Pk 1i=1 R(ri) k > 1 (5.15)
with R(rk) being the amount of parity packets to be inserted at frame rk. It is
worth reminding that this position has been already determined in the rst stage.
The operation dXe is used to get the minimum integer number greater than or
equal to X.
5.1.4 Implementation of Reference Buer Updating
At the video decoder side, the reference buer updating technique can eciently stop
error propagations at the expense of high computational complexity. One solution
to reduce the complexity is using the slice level reference buer updating instead of
frame level updating. This approach works by keeping track of all the slices that use a
previously unavailable slice as reference, those slices will be called dependant slices in
the following. This prediction information could be obtained by exploiting the motion
vectors at the decoder side. In such a way to build a tree structure that describes
the prediction dependency between slices. So once a slice is re-decoded and updated,
all the slices whose tree root is this node will be also re-decoded and updated. Using
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this slice level updating technique can reduce the computational complexity without
sacricing the error resilient performance.
In order to further lower the computational complexity of the reference buer up-
dating in the RVS-LE approach, another solution is that the late-arrival packets can
only be exploited within the current sub-GOP, whereas the late-arrival packets of the
previous sub-GOP are simply discarded. For this low complexity solution, the sub-GOP
size and the parity packet number for each sub-GOP should be allocated in a dierent
way because the total expected distortion (5.13) needs to be calculated dierently. In
this case, the term dm+1(k), all the distortion in frame k that is caused by the (m+1)th
sub-GOP, should be evaluated as (5.16) instead of (5.11). The main dierence between
(5.16) and (5.11) is that for any packets belonging to sub-GOP m + 1, if they arrive
later than the frame rm+1, they will not be exploited for updating. The remaining
process of determining the sub-GOP size and parity packet number is the same, so we
name this scheme as Simplied RVS-LE.
5.1.5 A Benchmark: Frame-Level Evenly FEC
In order to evaluate the performance of the proposed RVS-LE approach, frame level
FEC coding is provided as a benchmark. For the delay constraint FEC video coding,
one possible approach is to perform RS coding at frame level, which means that the RS
coding block contains data packets from the same frame. Let us assume that, for the
i-th frame in one GOP there are S(i) source packets and R(i) RS parity packets, and
that we want to evenly allocate the parity packets over all the GOP frames, taking into
account that R(i) should be an integer and the value S(i) varies from frame to frame,
so R(i) can be evaluated as R(i) = dS(i)e, where  is the intended parity packet rate
of RS coding. For this approach, the RS parity packets are evenly allocated among
all the frames, from now on we name this approach as Evenly FEC. It is important to
note that, when S(i) and  are small, at least one RS parity packet will be allocated.
Let us take one example, S(i) = 1 and  = 0:2, then R(i) is 1, in this case, the Evenly
FEC approach degrades to duplicating the source packets.
It is worth noting that, with the fast algorithm of the proposed RVS-LE approach,
the number of parity packets for each sub-GOP is proportional to the number of source
packets within it. Therefore, unequal error protection scheme based on the frame
position of the GOP is not applied here. This is why the Evenly FEC scheme is chosen
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Table 5.1: Average delay and the rate of unreceived packets on time using dierent
maximum end-to-end delay, for packet loss and delay patterns le 3,10 and 20 in Q15-
I-16r.
File average delay
the rate of unreceived packets on time (%),
with dierent maximum end-to-end delay
innity 350 ms 300 ms 250 ms 200 ms
f3 125 ms 3:25 3:25 3:25 3:25 3:33
f10 160 ms 11:38 11:68 13:41 18:16 26:56
f20 160 ms 20:68 21:08 22:49 27:00 33:90
as our benchmark.
5.2 Experimental Results
Our simulation setting is built on the JM14.0 [64] H.264/AVC codec. CIF video se-
quences Foreman, Coastguard and Stefan are used for the simulations, with various
levels of motion. The GOP structure is IPPP, the frame rate is 30 frames per sec-
ond, and the GOP length is 30 frames. The reference frame number is 1, in other
words, only the previous frame is used for prediction. As for packetization, one slice
per packet is used, and taking the MTU of wireless network into account, we set the
target slice length as 400 bytes. The average luminance PSNR is used to assess the
objective video quality, which is averaged over 100 trials. Packet loss and delay pat-
terns for the Internet experiments specied in Q15-I-16r [78] are used to emulate the
real Internet environments. Table 5.1 lists the average delay and the rate of unreceived
packets on time using dierent maximum end-to-end delay, for the le 3, 10 and 20 in
Q15-I-16r. Those three les are used for simulation in this section, and we will refer
to them as f3, f10 and f20. It is worth noticing that the received packet rate for the
innity end-to-end delay is equivalent to the physical packet loss rate. Moreover, we
assume the channel conditions are available at the encoding side. For the unrecoverable
lost packets, the motion copy error concealment algorithm implemented in JM14.0 [64]
decoder is used. In the following simulations, we set the maximum delay to 300 ms, un-
less otherwise noted. This value is within the acceptable maximum delay for real-time
video communications, e.g., video conferences, which is 150-400 ms [77].
Given that the two parameters S and  are used in the optimization process, and
because they may not be accurately determined, in the rst set of simulations we will
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investigate the impact of these two parameters on the nal results. In Table 5.2, we
report the obtained average PSNR, along with the obtained pattern of sub-GOP size,
for Foreman and Coastguard sequence with dierent values for S, with the le f10, and
 = 40%. For the Foreman sequence we used QP= 26, and we tested S = f3; 6; 10g
with 6 being the actual value of S; for the Coastguard sequence we set QP to 32,
and we tested S = f3; 7; 12g with 7 being the actual value of S. From this table we
could see the impact of using inaccurate S on the nal results, and in particular we
could see that when the used S is smaller than the actual value then the sub-GOP
size will enlarge; when the used S is larger than the actual S, the sub-GOP size will
diminish. This happens, because small S requires the inclusion of more frames, in each
sub-GOP, to improve the performance of the RS code; for large S small sub-GOP size
becomes more suitable, and in this case, the beginning frames of the sub-GOP could
be protected properly for small sub-GOP size. We can also notice that when the used
S is the same as the actual S, it leads to the best performance, and this demonstrates
the eectiveness of the proposed sub-GOP and RS parity packet allocation algorithm,
and the correctness of the optimization framework. One more conclusion that we
can come to, from this results, is that despite the huge mismatch between the used
S and its actual value, the average PSNR impairment is limited to 0:44, and 0:1dB
for Foreman and Coastguard sequence, respectively. It is important to note that for
practical application the expected mismatch between the estimated and actual value
of S would be less than those reported in Table 5.2. Therefore, based on these results,
we could conclude that using the predicted S instead of the actual S will lead to nearly
optimal performance. Secondly, for the distortion attenuation function f(n) = n 1,
Fig.5.2 shows the eects of dierent values of . As shown in this gure,  will not
aect the performance hugely. Based on this observation,  will be set to one, this is
equivalent to say that the propagated distortion does not attenuate.
In the second set of simulations, we study the eects of dierent rates of the inserted
parity packets, , on the performance. The le f10 is used in this simulation. We try
dierent values of , including 25%, 30%, 40%, 50% and 60%. Simulations with various
quantization parameters (QP) are carried out to span a considerable bitrate range.
Fig.6.4 shows the average PSNR versus bitrate with dierent , for Foreman sequence.
In general, the PSNR curve for  = 25% and  = 30% is much lower than other cases,
whereas, the PSNR curves for  = 60% is slightly lower than that of 40% and 50%, with
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Figure 5.2: The eects the parameter , Foreman CIF sequence, maximum delay is
300 ms.
Table 5.2: The eect of S on the optimization process
video sequence S sub-GOP size PSNR (dB)
Foreman 6 (actual S) 5 4 4 4 4 4 3 1 37:14
(QP = 26) 3 5 5 5 5 5 4 36:70
10 4 4 4 4 4 3 3 3 36:96
Coastguard 7 (actual S) 4 4 4 4 4 4 4 1 31:44
(QP = 32) 3 5 5 5 5 5 4 31:34
12 4 4 4 4 3 3 3 3 1 31:36
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Figure 5.3: Average PSNR versus bitrate for various parity packet rates  (redundancy),
CIF Foreman sequence is used, packet loss and delay pattern le is f10.
the performance of 40% and 50% is almost equivalent. Consequently, in the following
simulations, we use  = 40% for the le f10, because lowering the parity packet rate
can improve the performance for the error free case. By doing similar simulations for
dierent average packet loss rate, it is found that the RS parity packet rate, , should
be proportional to the average packet loss rate, p. In this article,  =  p +  is used,
with  = 2 and  = 0:2. This kind of linear FEC redundancy allocation method
was also applied in the implementation of Skype [79]. So in the following simulations,
26% and 60% RS parity packet rate are used for the le f3 and f20, respectively. It is
important to note that, even with improper , the proposed method still outperforms
the Evenly-FEC method. Fig.5.4 shows the average PSNR versus bitrate curves for
f10 with improper parity packet rates  = 25% and  = 50%. For the case with
low redundancy  = 25%, its gain over Evenly-FEC is larger than that with high
redundancy  = 50%. This phenomenon indicates that using the sub-GOP concept is
more important when the inserted FEC redundancy is low.
In Fig.5.5, the eect of the proposed sub-GOP allocation is studied by comparing
its performance with the empirical setting of the sub-GOP size as 1 and 2. In all the
approaches, late-arrival packet update has been applied. It is important to note that,
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Figure 5.4: Average PSNR versus bitrate for improper parity packet rates  = 25%
and  = 50%, CIF Foreman sequence is used, packet loss and delay pattern le is f10.
when the sub-GOP size is 1, each frame has its own parity packets, and therefore in
comparison with the sub-GOP approach the RS decoder does not have to wait for
the parity packets allocated at several frames later. However, and in spite of that, its
performance is not as good as that of the proposed RVS-LE. This is because when the
sub-GOP size is small, the performance of the RS code is low. Also when the sub-GOP
size is set to 2 the performance would be lower than RVS-LE; however, in this case the
performance gap will be smaller, this is because the average sub-GOP length for the
RVS-LE is 4.
In Fig.5.6, we compare the proposed approach with the Hybrid MDC with sophis-
ticated error concealment approach proposed in [80]. In order to have fair comparison,
in this simulation, Bernoulli channel model with 10% of packet loss rate, and without
delay, has been used. Moreover, the RTP/UPD/IP header length 40 byte is accounted
in the bitrate of the RVS-LE approach. From the reported results we can notice that
the proposed approach outperforms the Hybrid MDC, by nearly 2 to 5dB, and the
RS-MDC by 3 to 6 dB.
In Fig.5.7 and Fig.5.8, the average PSNR versus bitrate curves are plotted for packet
loss and delay pattern in le f20 and f10, respectively. We compare the proposed RVS-
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Figure 5.5: Eects of sub-GOP size, Foreman CIF sequence, QP = 28 (608:64 kbps),
packet loss and delay pattern le is f10.
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Figure 5.6: Average PSNR versus bitrate for RVS-LE, Hybrid-MDC and RS-MDC;
Bernoulli 10% packet loss rate without delay; CIF Foreman sequence, GOP length 30.
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LE with other approaches, including the simplied RVS-LE described in Section 5.1.4,
Evenly-FEC, Evenly-FEC (No Update) and RS-MDC [6]. For the Evenly-FEC and
Evenly-FEC (No Update), parity packets are allocated as described in Section 5.1.5.
However, the two approaches dier at the decoder side, with the former exploiting
the late-arrival packets to update the reference buer, and the latter simply discards
them. As for the RS-MDC, it also discards the late-arrival packets. It is interesting
to note that, in all cases the RVS-LE approach outperforms the RS-MDC approach
signicantly. Moreover, the comparison of both RVS-LE and Evenly-FEC, on one
side, with the simplied RVS-LE and Evenly-FEC (No Update), on the other side,
shows the importance of using all the late-arrival packets, even if they are belonging
to previous sub-GOPs. In the whole bitrate range in Fig.5.7 and low bitrate range in
Fig.5.8, the simplied RVS-LE has similar or higher performance than the Evenly-FEC,
which means although the simplied RVS-LE only exploits the late-arrival packets
of the current sub-GOP, it recovers most of the unavailable packets at low bitrate,
because at this range of bitrate the simplied RVS-LE have relative large sub-GOPs.
This, consequently, makes its performance comparable to those of Evenly-FEC, that
exploits all the late-arrival packets. In Fig.5.8, and at high bitrate we notice that the
performance of the simplied RVS-LE deteriorates in comparison with evenly-FEC, this
is because the sub-GOPs tend to be small at high bitrate, and consequently more and
more late-arrival packets will not be recovered. This eect does not happen in Fig.5.7,
this is because the inserted parity packets are much higher, with f20 than those used
for f10.
To evaluate the performance of the proposed approach, for relatively good channel
condition, in Fig.5.9 we report the average PSNR versus bitrate for the packet loss and
delay pattern in le f3. The reported results are for the following approaches: JM-
Error-Free, RVS-LE, simplied RVS-LE, Evenly-FEC, and Evenly-FEC (No Update).
It is worth noticing that for the packet loss and delay pattern in le f3, all the packets
arrive at the destination before the 300 ms display deadline (this could be seen in
Table 5.1); therefore the performance of RVS-LE is similar to the simplied RVS-LE,
and Evenly-FEC is also similar to Evenly-FEC (No Update). Thus, in this case where
no packet arrive after its display deadline, these results serve to show the eectiveness
of the sub-GOP based approach in recovering the physically lost packets.
In order to validate the proposed approach with respect to the maximum allowed
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end-to-end delay, in Fig.5.10 we show the average PSNR versus bitrate for dierent
maximum end-to-end delays, namely 200, 250, 300, and 350 ms. These results have
been obtained using the same parity packet rate, and the loss and delay pattern in
le f10. From these results we could notice that the smaller the allowed delay is, the
lower the expected PSNR would be. It is worth noticing that with 200 ms end-to-end
delay, the unreceived on-time packet rate is 26:56%, this would have been a big loss
rate for a traditional applications that discard the late-arrival packets; however, with
the proposed approach we could still achieve 33:16dB at 1:2 Mbps bitrate.
Re-decoding and updating the reference buer will increase the computational com-
plexity at the video receiver side. In Table 5.3, the ratio of slice number that need
re-decoding and updating to the total slice number is reported for the Foreman and
Coastguard video sequences, where the packet loss and delay pattern is le f10, the
parity packet rate is 40%, and the maximum end-to-end delay is set to 300 ms and
200 ms. Two implementation methods with dierent complexity are used, includ-
ing RVS-LE using frame-level and slice-level reference buer re-decoding and updating.
From the table it is observed that, with 300ms maximum end-to-end delay, the average
ratio of slices that need re-decoding is 0:131 for the scheme with frame-level re-decoding
and updating, whereas for the one with slice-level re-decoding is 0:063. When the max-
imum end-to-end delay is stringent, i.e., Tmax = 200, this ratio is around 0:4 by using
the slice-level updating technique. This information demonstrates that the reference
buer re-decoding and updating technique does not require tremendous computational
resource, especially for advanced slice-level updating technique. Another observation
is that, slice-level updating technique is especially useful at high bitrate, i.e., low QP
value; this is because at high bitrate the slice number per frame is large, so frame-level
updating will waste more computational resource.
5.3 Conclusions
In this section, a real-time error resilient video streaming scheme exploiting the late-
arrival packets and the out-of-order packets has been proposed. In the proposed ap-
proach, the late-arrival packets are not simply discarded. They are used to boost
the reconstructed video quality at the receiver side. In order to better exploit the
late-arrival packets and the out-of-order packets, we propose to use packets of one
sub-GOP, which contains a variable number of frames, as the RS coding block. Given
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Table 5.3: The ratio of slice number that need re-decoding and updating to the to-
tal slice number; packet loss and delay pattern is le f10, parity packet rate is 40%,
maximum end-to-end delay is 300 ms and 200 ms.
Sequence QP
Tmax = 300 ms Tmax = 200 ms
frame-level slice-level frame-level slice-level
Foreman
22 0:137 0:057 0:813 0:368
26 0:125 0:059 0:735 0:376
30 0:137 0:077 0:780 0:498
Coastguard
28 0:142 0:056 0:879 0:384
32 0:121 0:057 0:758 0:383
36 0:127 0:074 0:706 0:480
Average 0:131 0:063 0:778 0:414
the maximum end-to-end delay, the RS parity packet rate, the network packet loss rate
and the packet delay distributions, a theoretical framework is presented to calculate the
optimal sizes of the sub-GOPs and the amount of parity packets for each sub-GOP, so
as to achieve the best error resilient performance. Since it is computational prohibitive
to get the global optimal solution for the theoretical framework, a fast algorithm is pro-
posed for the practical applications. Meanwhile, a simplied version of the proposed
scheme is also presented, where only the late-arrival packets within the current sub-
GOP are exploited. In order to validate the proposed approach, its performance has
been compared with other state-of-the-art real-time error resilient approaches in dier-
ent environments. The experimental results demonstrate that the proposed approach
outperforms the existing error resilient schemes signicantly.
It is worth reporting that the work reported in this section has led to the following
publications and patent:
1. Jimin Xiao, Tammam Tillo, Chunyu Lin and Yao Zhao, Real-time Video Stream-
ing Exploiting the Late-arrival Packets, IEEE Picture Coding Symposium, PCS
2012
2. Jimin Xiao, Tammam Tillo, Chunyu Lin, Yungang Zhang, and Yao Zhao, A Real-
time Video Streaming Scheme Exploiting the Late- and Early-arrival Packets,
IEEE Transactions on Broadcasting, online in IEEE xplore (2013).
3. Chunyu Lin, Jimin Xiao, Tammam Tillo, Delay Constrained Video Streaming
Based on Reed-Solomon Code, application number for China patent: 201110372939.7
(In Chinese)
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Figure 5.7: Average PSNR versus bitrate for dierent approaches, the packet loss and
delay pattern is le f20; (a) Foreman, (b) Coastguard, (c) Stefan.
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Figure 5.8: Average PSNR versus bitrate for dierent approaches, the packet loss and
delay pattern is le f10; (a) Foreman, (b) Coastguard, (c) Stefan.
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Figure 5.9: Average PSNR versus bitrate for dierent approaches, the packet loss and
delay pattern is le f3; (a) Foreman, (b) Coastguard, (c) Stefan.
102
0 200 400 600 800 1000 1200 1400 1600 1800
28
30
32
34
36
38
40
42
44
bitrate (Kbps)
 
 
PS
NR
 (d
B)
JM−Error−Free
max delay = 350ms
max delay = 300ms
max delay = 250ms
max delay = 200ms
Figure 5.10: E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loss and delay pattern is le f10, parity packet rate is 40%.
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Chapter 6
Real-Time Video Streaming
Using Randomized Expanding
Reed-Solomon Code
For the forward error correction coding schemes, the error correction performance and
the FEC decoding delay are two contradicting requirements. On one hand, enlarging
the FEC coding block size, i.e., grouping video packets from more than one video
frame, can improve the error correction performance; however, this will cause some
delay equivalent to the length of the FEC coding block. On the other hand, small FEC
coding block size, i.e., FEC implemented at frame level, will cause no delay for waiting
for the video or parity packets of the following frames; however, the error correction
performance is compromised. To solve this problem, in Chapter 4, we proposed the
Dynamic sub-GOP FEC Coding (DSGF) approach, where the sub-GOP, which contains
video packets of more than one video frame, is used as the FEC coding block. It is found
that in the DSGF approach, FEC codes can stop error propagations eciently, thereby
it could provide better overall video quality than frame level FEC, yet no delay will
be caused for waiting for the video or parity packets of the following frames. However,
for DSGF approach, the FEC error correction capability can only be used by the last
frame of each sub-GOP, and consequently the video quality in the sub-GOP could be
deteriorated, making the video quality uctuate frame by frame.
To overcome the previous challenges, in this section, a Randomized Expanding
Reed-Solomon (RE-RS) scheme is proposed for real-time video streaming applications.
In the proposed RE-RS scheme, RS parity packets are allocated for each frame of the
GOP. They are generated using the video packets of the current frame and all the
previous frames of the current GOP. At the decoder side, the parity-check equations
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of the current frame will be combined with those of all the previous frames. The lost
packets will be recovered if the combination of the parity-check equations can be jointly
solved. Thereby, these RS parity packets will not only help to recover the lost packets of
the current frame, but also the lost packets of the previous frames. It is worth noticing
that recovering the lost packets of the previous frames will not aect their timely
decoding and visualization. In fact, during their decoding time they will be concealed
and displayed, so their later recovering will help reducing the propagated errors. In
this scheme, no video packets of the following frames will be used in the current RS
coding block, thereby each frame could be decoded and displayed at its display time,
and no extra delay will be needed to wait for the source and parity packets of the
following frames. Moreover, for the RE-RS scheme, there will be no frame-by-frame
video quality uctuation problem that exists for the DSGF [58] approach, and more in
general sub-GOP based approaches. It is worth mentioning that sliding window [48] and
expanding window [49, 50] fountain code protection for Scalable Video Coding (SVC)
[44] has already been proposed, where they target layered hierarchical data, i.e., SVC.
To the best of our knowledge, twisting the expanding window RS code with the reference
updating technique for real-time steaming of non-layered data, i.e., H.264/AVC date,
is novel. In [48{50], the LT (Luby Transform) or Raptor code was used. However, with
the introduction of the RaptorQ code [81] the performance of these methods would be
improved, given that RaptorQ code requires less overhead.
The contribution of this section is many fold: rstly, the expanding window RS
code is introduced in combination with the reference buer updating technique for
real-time video streaming applications. Secondly, in order to ensure that the equations
of dierent windows could be jointly RS decoded, so as to increase the probability
of recovering current and previous losses, we proposed a randomized RS code for the
expanding window approach. Thirdly, we investigated the parity allocation problem
in the new paradigm of expanding window RS code for video data, and it has been
found that evenly allocating the parity packets among frames is a simple yet ecient
method. Fourthly, a simplied sliding window scheme is proposed to lower the com-
putational complexity and the memory requirement without compromising its error
resilient performance too much.
The rest of the section is organized as follows. Some important RS code property
is provided in Section 6.1. In Section 6.2 the proposed RE-RS scheme is presented in
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detail. In Section 6.3 some experimental results validating the proposed approach are
given. Finally, some conclusions are drawn in Section 6.4.
6.1 Reed-Solomon Code Property for RE-RS
In this section, we will recall some concepts and theory about systematic Reed-Solomon
(RS) erasure code, which will be used for the RE-RS approach. The systematic RS
erasure code has been widely studied as application layer FEC code to protect data
packets against losses in packet erasure networks. In RS (N;K) code, for every K
source packets, N  K parity packets are generated to make up a codeword of packets,
with a total length of N packets. As long as a client receives at least K out of the N
packets, it can recover all the source packets. If the received packet number is less than
K, the received source packets can still be used, because they have been kept intact by
the systematic RS encoding process. For the RS (N;K) code, the N and K could be
any positive integer under the following constraint:
N  2m   1
K < N
(6.1)
where m is the number of bits in a symbol. When N < 2m   1, it is referred to as
the short form of the code. In this case, 2m   1   N zero padding packets are added
to the K source packets, which makes the total number of packets 2m   1 + K   N
before RS coding, we will call this the full length source code. The RS code will add
N  K parity packets, which makes the total packet number 2m   1. After encoding,
the padded zero packets are removed to form a so called shortened Reed-Solomon code,
whereas at the decoder side these zeros are re-inserted. Let us assume the systematic
RS code is C = (c1; c2; : : : ; cn) where n = 2
m   1, and among them t symbols are lost
at the decoder side with their indexes being i1, i2, . . . , it. Thus, ci1 = X1, ci2 = X2,
: : :, cit = Xt are the t lost variables. The decoder will try to recover the lost packets
by solving the parity-check equations:
CHT = 0 (6.2)
where H is the parity-check matrix, and it could be denoted as follows:
H =
26664
1  : : : 2
m 3 2m 2
1 2 : : : (2)
2m 3
(2)
2m 2
...
...
...
...
1 N K : : : (N K)2
m 3
(N K)2
m 2
37775 (6.3)
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with  being the primitive element of Galois Field GF (2m). Since H is a full rank
matrix and its rank is N  K, so (6.2) could be solved when the variable number is not
more than N  K, which also means that it can recover up to N  K erased symbols.
6.2 Randomized Expanding Reed-Solomon Scheme
For real-time FEC video streaming applications, one common approach is to perform
RS coding in frame level, which means that the RS coding block contains video packets
from the same video frame. Under this constraint, to recover the lost packets, the RS
decoder does not need to collect source packets of many frames; therefore there will be
no decoding delay. To analyze this approach, that will be used for comparison, let us
assume the GOP length is L frames, and the i-th frame has S(i) source packets and R(i)
RS parity packets. If we want to have even distribution of the parity packets among
all the GOP frames, then R(i)=S(i) needs to be almost constant over all the GOP's
frames. In general, the number of generated slices per frame, S(i), varies from frame
to frame due to dierent level of motion level and texture complexity, and because the
number of parity packets to be inserted, R(i), should be integer, so we can write R(i)
as following:
R(i) =
( dS(1)e if i == 1l

Pi
k=1 S(k)
m
 Pi 1k=1R(k) if i > 1 (6.4)
where  = (N  K)=K is the redundant packet rate of RS code, and operation dXe is
used to get the minimum integer number greater than or equal to X. In this case, using
formula (6.4) makes the average inserted redundant packet rate among several frames
approach . Since in this approach, the RS parity packets are almost evenly allocated
among all the video frames, so this will be called Evenly FEC in the following. An
simplied example of the Evenly FEC is shown in Fig.6.1-(a), where for 8i S(i) = 4,
and  = 0:5.
For the Evenly FEC, there are two fundamental problems that make its error cor-
rection performance low:
1. The number of video source packets generated in each frame is small, which makes
the RS code inecient. To better visualize the eects of K, the number of source
packets, on the error correction capability of the RS code, Table 4.1 lists the
remaining packet loss rate, p0, after the RS code correction, for dierent values of
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Figure 6.1: Examples of dierent FEC schemes, where each frame has 4 video packets
and redundant packet rate  = 0:5. (a) Evenly FEC; (b) sub-GOP based FEC; (c)
proposed RE-RS scheme.
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K. This table demonstrates that for the same packet loss rate and redundancy,
the smaller the RS coding block the lower the performance of the RS codes.
2. The error correction capability of the current frame cannot help to recover the lost
packets of the previous frames, which may cause the distortion of the unrecovered
packets in the previous frames propagate to the current and following frames. Let
us take the rst two frames in Fig.6.1-(a) as an example. Let us assume three
video packets in the rst P-frame are lost, while other packets are received. In
this case, the RS code of the rst P-frame will fail to recover the three lost
packets. Meanwhile, as there is no packet loss in the second frame, its error
correction capability will not be exploited, and it cannot be used to help recovering
the previous losses in the rst P-frame. If this error correction capability could
be exploited to help to recover the lost packets in the previous frames, then it
might be possible to recover the three lost packets, and thereby the propagation
distortion from the previous frames will be reduced.
In order to overcome the above problems of the Evenly FEC scheme, we could come
out with two possible solutions that are described as follows.
6.2.1 sub-GOP Based FEC Scheme
One solution is grouping video packets of one sub-GOP, which contains more than one
video frame, into one RS coding block. Fig.6.1-(b) shows one example for this case.
By doing this, the K value of the RS code will be increased, and consequently this will
improve the performance of the RS code. However, for this solution, one sub-GOP of
delay will be caused if the video frames will be decoded and displayed at the end of
its sub-GOP. On the other hand, if the sub-GOP based approach is to be used for the
real-time applications where it is not possible to wait for the video or parity packets of
the following frames, the average video quality might deteriorate with respect to the
approach that tolerates delay. In [58], we proposed to decode and display the frames in
real-time fashion, but by the end of each sub-GOP, if the lost packets could be recovered
by the RS code, the reference buer will be updated using the recovered information
to stop the error propagations. In this scheme, although the overall performance could
be higher than that of the Evenly FEC, the video quality uctuates frame by frame.
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6.2.2 Proposed RE-RS scheme
Another solution which we propose in this section is to use expanding RS code. This
scheme is described in Fig.6.1-(c), the RS parity packets are generated using the video
packets of the current frame and all the previous frames of the current GOP. At the
decoder side, the parity-check equations of the current frame will be combined with
those of all the previous frames. The lost packets will be recovered if the combination
of the parity-check equations can be jointly solved. Thereby, these RS parity packets
can not only help to recover the lost packets of the current frame, but also the lost
packets of the previous frames. In this scheme, no video packets of the following frames
will be used in the current FEC coding block, thereby each frame could be decoded
and displayed at its proper time, and no extra delay will be caused.
To better illustrate the expanding Reed-Solomon scheme, one simplied example
is drawn. Let us use the rst two frames in Fig.6.1-(c), where each frame has 4 video
packets and 2 RS parity packets. We assume packets 1, 2 and 3 in the rst frame and
packet 5 in the second frame are lost, whereas other video packets and parity packets
of the two frames are received. In this case, as described in (6.2), the parity-check
equations for the rst frame could be simplied as following:
X1 + X2 + 
2X3 + C1 = 0
X1 + (
2)X2 + (
2)2X3 + C2 = 0
(6.5)
and the parity-check equations for the second frame combined with that of the rst
frame are as following:8>><>>:
X1 + X2 + 
2X3 + C1 = 0
X1 + (
2)X2 + (
2)2X3 + C2 = 0
X1 + X2 + 
2X3 + 
4X5 + C3 = 0
X1 + (
2)X2 + (
2)2X3 + (
2)4X5 + C4 = 0
(6.6)
where X1, X2, X3 and X5 denote the four lost packets; C1, C2, C3 and C4 are constant
values, which are determined by the received packets. It should be mentioned that,
in order to recover the lost packets, the above equations should be solved in Galois
Field of GF (2m). Here we should note that in the rst and third equations in (6.6),
the coecients for X1, X2, X3 are the same, and this also happens for the second
and fourth equations. Therefore, for (6.5) and (6.6), the rank of coecient matrix
is 2 and 3, respectively. Hence, (6.5) and (6.6) cannot be solved with three and four
variables, respectively. In other words, all the four lost packets, in this example, cannot
be recovered.
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In order to tackle this problem, we need to increase the rank of (6.6) to 4, for
this reason we propose to randomly reorder the video packets and the zero padded
packets (if any) before the RS encoding stage. This is a key step to ensure that, with
high probability the coecients of the parity-check equations for dierent frames are
independent, thereby ensure the high error correction performance of the proposed
RE-RS scheme. Let us see an example where we assume that each symbol has 4 bits,
or in other words, the Galois Field is GF (24), and RS code (16; 14) is used 1, which
means that if we have only 4 source packets, 10 zero packets will be added before
generating the 2 parity packets to make the full length RS code. Let us assume for
the rst RS window, the randomly reordering positions for the lost packets f1; 2; 3g
become f6; 3; 11g; for the second RS window the randomly reordering positions for the
lost packets f1; 2; 3; 5g become f7; 1; 4; 12g. In this case, the combined RS parity-check
equations for the second frame becomes:8>><>>:
5X1 + 
2X2 + 
10X3 + C1
0 = 0
(2)5X1 + (
2)2X2 + (
2)10X3 + C2
0 = 0
6X1 +X2 + 
3X3 + 
11X5 + C3
0 = 0
(2)6X1 +X2 + (
2)3X3 + (
2)11X5 + C4
0 = 0
(6.7)
In the Galois Field GF (24), the coecients matrix for (6.7) is2664
5 2 10 0
10 4 20 0
6 1 3 11
12 1 6 22
3775 =
2664
5 2 10 0
10 4 5 0
6 1 3 11
12 1 6 7
3775 :
It is worth noticing that the rank of this matrix is 4, so it is full rank matrix, and the
equations can be solved. Therefore, by the second frame all the four lost packets can
be recovered.
6.2.3 Detailed Procedure of RE-RS Scheme
Since our objective is to design FEC video transmission system for real-time applica-
tions while minimizing the delay caused by the encoding stage; therefore B-frame will
not be used, so the IPPP GOP structure will be used. This choice is also justied by the
fact that video telephony, the most commonly used applications for real-time system,
typically uses the baseline prole of H.264/AVC, where only I-frames and P-frames are
used [10]. To make the RS code ecient, xed length slice scheme in term of byte,
will be used to create slices. In this method, the macroblocks in each frame will be
1This means that at maximal three frames could be protected in this case study.
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scanned in raster-scan order and encapsulated into slices with the constraint that the
size of each slice should not be more than the target length of the slices; therefore,
the length of all the slices except the last ones in each frame will be very close to the
target length. The last slice in each frame will be in general smaller than the target
length. Thus, for slices other than the last one, only very few zero bytes are padded to
reach the target packet length. For the last slice in each frame, usually more dummy
zero bytes are used for padding. It is important to note that, in the proposed scheme,
the length of the packets used to encapsulate the RS parity symbols is similar to the
length of the packets used to encapsulate video slice data, and this latter is dictated by
the Maximum Transmission Unit (MTU) of the underlying networks. So consequently,
throughout this section, the term packet and slice are used interchangeably, as one
packet per slice packetization method is adopted.
The RE-RS procedure at the video sender side works as following:
1. RS parity packets are allocated for each frame in the GOP using (6.4); that
means the redundancy is evenly distributed among the GOP frames, and R(i) is
the amount of parity packets inserted for the i-th frame.
2. Video packets of the current frame and all the previous frames of the current
GOP are collected. If the total video packets number is less than 2m   1 R(i),
zero padding is used. All video packets are ordered as they are generated by the
H.264/AVC video encoder, where the zero padding packets are appended after
the video packets. Let us take the second RS window in Fig.6.1-(c) for example,
the order of the video packets is: 1, 2, 3, 4, 5, 6, 7, 8.
3. The 2m   1   R(i) packets are randomly reordered. Let us assume that for the
ith frame, the new position for the kth packet is Oi(k), and Oi(k) should meet
the following requirements:
Oi(k) 2 [1; 2m   1 R(i)]
Oi(k1) 6= Oi(k2);8 k1 6= k2 (6.8)
Here it is important to note that for dierent frames, dierent reordering maps
should be used. Moreover, in order to make the decoder work properly, the sender
and receiver should have the same maps.
4. R(i) RS parity packets are generated using the reordered 2m   1   R(i) video
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packets and zero padded packets (if any). Taking the second RS window in
Fig.6.1-(c) as example, the generated parity packets are 2-1 and 2-2.
5. Together with the video packets of the current frame, R(i) RS parity packets are
transmitted to the receiver side.
6. Repeat steps 2-5 for all the video frames in the current GOP.
At the video receiver side, all the received packets of the previous frames in the
current GOP will be kept in the buer, and the decoding procedure of the RE-RS
scheme will work as following:
1. The receiver will collect the video packets of the current frame, and together with
the previously received and buered packets of the current GOP, they will be
reordered using the same reordering map used at the video sender side.
2. By multiplying the reordered video packets with the parity-check matrix, the
parity-check equations are generated, as in (6.2), the parity-check equations for
the current frame include R(i) equations, and they will be kept for the RS de-
coding of the following frames in this GOP.
3. The parity-check equations of the current frame are combined with all the parity-
check equations of the previous frames of the current GOP. The combined equa-
tions for the i-th frame will include
Pi
k=1R(k) equations.
4. If the combined equations could be solved, and consequently if it allows to recover
some of the non-recovered packets in the previous frames, then the frames that
these packets belong to and the following frames will be video re-decoded with
all the recovered packets, and the reference buer will be updated with the newly
decoded information. It is worth mentioning that the reference buer updating
technique was also used to exploit the late arrival packets to stop error propaga-
tions in [38, 39]. If the combined equations cannot be solved, then the current
video frame will be video decoded with all the received video packets and the
non-arrived slices will be concealed, then the reference buer will be updated.
5. Repeat all the above process for all the video frames in one GOP.
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6.2.4 Performance of Randomly Reordering
The performance of the proposed RE-RS scheme critically depends on removing the lin-
ear dependency between the parity-check equations by randomly reordering the source
packets. In order to show that the randomly reordering is good for this task, let us
take a case study, where the parity packet number for each frame is 1, the lost packet
number in the rst frame is n, and in the following n 1 frames, there is no packet loss,
which means that their parity packets will be used to recover the lost packets in the
rst frame. We assume that for the expanding window of the u-th frame, the position
of the v-th lost packet after randomly reordering becomes iu;v (1  u  n, 1  v  n
) with 1  iu;v  2m   1, then the coecient matrix of the combined parity-check
equations of the rst n frames is:26664
i1;1 1 i1;2 1 : : : i1;n 1
i2;1 1 i2;2 1 : : : i2;n 1
...
...
...
...
in;1 1 in;2 1 : : : in;n 1
37775 : (6.9)
Typically n  2m   1, which means that the elements of the generated matrix by
the randomly reordering process could be regarded as being i.i.d. selected from the
Galois Field GF (2m). According to [82], the probability that this matrix is full rank
is
nQ
i=1

1  (2m   1) i

. So for example with m = 8 and n 2 [1; 10], this probability
is almost 0:9961. From this we could conclude that using the randomly reordering
process can remove the linear dependency between the parity-check equations with
high probability.
Based on the above nding, we could conclude that it is reasonable to assume that
the randomization process achieves its objective, and this will also be demonstrated by
the results obtained with the video sequences in the experimental section. From now
on, we will assume that the combined parity-check equations are linearly independent,
this means that if we have \proper" redundant packet rate, all the lost packets could
be recovered by waiting for several frames so as to accumulate enough parity packets
to solve the equations. In the following, we will study the time interval needed to wait
so as to recover all the lost packets. To do this, let i represent the index of the current
frame and d(k) to denote the lost parity and video packet number for frame k, with
1  k  i. To recover all the lost video packets by the decoding time of the i-th frame,
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the set  = fd(k); k 2 [1; i]g should satisfy the constraint:
C(i) = fjPtj=0 d(i  j) Ptj=0R(i  j); 8t 2 [0; i  1]g (6.10)
where R(k) is the number of RS parity packets for the k-th frame as previously dened.
The reason behind this equation is two fold, the rst is that for 8t 2 [0; i  1] the lost
packets among frames [i  t; i] could only be recovered by using the RS parity packets
allocated for these frames, but not the previous parity packets, i.e., those frames before
the (i   t)-th frame; second, the number of the lost packets should be less than the
allocated RS parity packets among frames [i   t; i]. Later on, the error correction
capability of the following frames could also be used to recover the lost packets in
frames [1; i], thereby, all the lost packets in frames [1; i] could be recovered by the time
of decoding the j-th frame with j > i, if the following condition is satised:
C 0(i; j) = C(i)
[
C(i+ 1) : : :
[
C(j): (6.11)
This is because for 8k 2 [i; j], C(k) insures that all the lost packets among frames
[1; k] could be recovered. To numerically evaluate the upper bound performance of
the randomization process for parameter setting fS; ; pg, let us dene the probability
that the set fd(k); k 2 [1; j]g meets the constraint C 0(i; j) by P (C 0(i; j)). At this point
now let us evaluate the probability P (C 0(i; j)) for a few cases, where the slice number
per frame, redundant packet rate and the i.i.d. average packet loss rate fS; ; pg are
f5; 0:2; 0:1g and f10; 0:2; 0:05g, and 10000 trials have been carried out for 10 frames.
Fig.6.2 shows the value of P (C 0(i; j)) for this simulation. It is observed that for the
same value of i, the larger the value of j is, the higher probability P (C 0(i; j)) could
be. This is because for larger j, there are more RS parity packets in the following
frames that could help to recover the lost packets among frames [1; i]. Moreover, we
could notice in Fig.6.2-(b), where the average packet loss rate is relatively small in
comparison with the redundant packet rate, and a large number of packets per frame
are generated, it is almost certain that all the lost packets in previous frames [1; j   3]
can be recovered by frame j. In Fig.6.2-(a) the average packet loss rate is relatively
high and the number of packet per frame is small, then more time is needed to fully
recover the lost packets.
From practical point of view, it should be mentioned that, sending the reordering
maps to the receiver side costs some bitrate. Thus, the same reordering maps could be
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Figure 6.2: The value of P (C 0(i; j)) for dierent i, j; (a) each frame has 5 slices and 1
parity packet, packet loss model is i.i.d., with packet loss rate 10%; (b) each frame has
10 slices and 2 parity packet, packet loss model is i.i.d., with packet loss rate 5%.
116
used for dierent GOPs. In this case, the overall bitrate cost of sending the reordering
maps could be neglected.
6.2.5 Why Evenly Allocating Parity Packets?
As described in Section.6.2, in the proposed RE-RS scheme, the allocated parity packets
are evenly distributed among all the frames using (6.4). In this section, the reason
for allocating the parity packets in this fashion will be explained. To simplify the
problem, some assumptions will be used: each P-frame has the same number of slices;
the mismatch distortion caused by losing each slice is the same; and proper redundant
packet rate is used, which means that after certain number of frames, all the lost packets
could be recovered. At this point, let us assume a hypothetical scenario in which some
packets are lost among frames [i1; i1+ t] whereas other packets of the GOP are received
intact. Given the assumption that a proper amount of redundancy is inserted, these
lost packets could be recovered after w frames. This means that the concealment
distortion and propagated distortion will aect the frames [i1; i1 + t + w   1]. If now
hypothetically we assume that the same pattern of errors aects frames [i2; i2 + t],
i2 6= i1, and we want to insert a certain amount of redundancy to recover these losses,
then a question will rise: whether [i1; i1 + t] or [i2; i2 + t] should be protected more?
To answer this, if we take the previous assumptions into consideration, i.e., the frames
[i1; i1 + t] and [i2; i2 + t] have the same number of slices, and each slice lose leads to
the same amount of mismatch distortion, and the two groups of frames are randomly
chosen, then we could conclude that neither [i1; i1 + t] nor [i2; i2 + t] should be favored
in terms of redundancy; therefore the two groups of frames should be treated equally.
In other words, the two groups of frames should have the same pattern of redundancy.
So now if we generalize this for dierent t, then we reach a further conclusion that
the pattern of redundancy should be uniform. In Fig.6.2.(b) we could see that having
uniform redundancy will lead to constant error propagation window, in other words, if
i  j   3, then P (C 0(i; j))  1. This means that the distortion will only propagate for
no more than 3 frames no matter the frame position within one GOP is.
Another way to explain this is to use the iterative method. Let us use the simplied
video distortion model, where in one GOP there are L P-frames, each P-frame has S
Slices, the distortion caused by losing each slice is same, which is d. The FEC redundant
packet rate is , which means for the SL source packets, R = SL total parity packets
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will be used. Note that this model does not consider the I-frame, because the I-frame,
generally, has large number of slices, which makes the FEC performance high, so the
probability of recovering all lost packets is very high. We also assume that the distortion
of losing one slice will propagate to the following frames without attenuation until the
lost slice is able to be recovered by the expanding FEC. The total expected distortion
for the L P-frames is Dtotal. The optimal allocation problem can be formulated as the
following constrained minimization:
min Dtotal
subject to
PL
i=1R(i)  R
(6.14)
As shown in [58], for the R parity packets, there are totally
 
L+R 1
R

possible allocation
solutions. Obviously, calculating the value of Dtotal for all the
 
L+R 1
R

allocation
patterns is impossible. Since it is computational prohibitive to get the global optimal
solution, an iterative method is used to get the allocation which is close to the optimal
solution.
The details of the iterative method are described in Algorithm.3. First, the R parity
packets are randomly allocated to the L positions. Then, the algorithm will try to nd
the position where reducing one parity packet can have the lowest distortion impact and
the position where adding one parity packet can lead to the greatest distortion impact.
One parity packet is moved from the lowest impact position to the greatest impact
position. This method is iterated for many times until it reaches a stable state, where
the iteration num is initialized as R in Algorithm.3. Finally, the parity allocation
algorithm will reach one state which is nearly optimal allocation. It is worth noticing
that since it is complex to get Dtotal using the probability model, thus it is evaluated
using 400 random packet loss patterns.
Using the above iterative method, it is found that the nal allocation is very close
to evenly allocating the parity packets. To demonstrate this, Dtotal versus variance of
R(i) for four dierent parameter sets are reported in Fig.6.3. Each point represents
one dierent allocation pattern with its total parity packet number equals to R. It
is observed that, minimizing the value of Dtotal requires small variance of R(i), which
means that evenly allocating the parity packets can lead to the best error resilient
performance.
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Algorithm 3 iterative method for allocating the parity packets
Randomly allocate the parity packets, with
PL
i=1R(i) = R
D1 (1, D2 (1
pos1 ( 0, pos2 ( 0
initialize the iteration number iteration num
index( 1
if index  iteration num then
for i = 1 to L do
R(i)( R(i)  1
Dt ( calculate Dtotal with the new allocation
if Dt  D1 then
D1 ( Dt
pos1 ( i
end if
R(i)( R(i) + 1
end for
for i = 1 to L do
R(i)( R(i) + 1
Dt ( calculate Dtotal with the new allocation
if Dt  D2 then
D2 ( Dt
pos2 ( i
end if
R(i)( R(i)  1
end for
R(pos1)( R(pos1)  1
R(pos2)( R(pos2) + 1
index( index+ 1
end if
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Figure 6.3: Dtotal versus variance of R(i); number of P-frames in one GOP is L = 29,
other parameters including (a) fS; ; pg = f10; 0:2; 0:05g, (b) fS; ; pg = f5; 0:4; 0:1g,
(c) fS; ; pg = f10; 0:4; 0:1g , (d) fS; ; pg = f10; 0:4; 0:15g.
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6.2.6 Sliding Window RS code: A Simplied Solution
The full version of the proposed scheme requires storing all the video slices and parity
packets, so in order to lower the computational complexity and the memory requirement
for both the RS encoding/decoding and the reference updating process, one simplied
scheme is proposed, where instead of using the expanding window RS code, sliding
window RS code is adopted. In other words, the RS parity packets will be generated
using the video packets of the current frame and several frames before the current
frame, for example, W frames, where W refers to the sliding window size. Accordingly,
at the decoder side, the parity packets in the current frame can help to recover the lost
packets within its window. The sliding window scheme is based on the assumption that
when proper among of parity packets are inserted, for the current frame i, with high
probability all the lost packets before this window, i.e., before frame i  W + 1, are
already recovered, so whether or not the RS coding block includes packets before frame
i  W + 1 will make no dierence. Otherwise, it will fail to recover the lost packets
within this window. So this scheme will sacrice the error resilient performance slightly.
For example, for the reported case in Fig.6.2.(b), if a sliding window approach is used,
with W  3, then the performance will not be sacriced too much. Moreover, the
experimental results reported in Section 6.3 also show that if proper sliding window
size is used, its performance gap in comparison with full expanding window approach
is not big.
In the proposed system, the decoding process diers from conventional systematic
RS decoding, due to the use of reordering of source packets. It also involves joint
decoding/error correction of codeword packets of both the current and prior frames.
So the fast algorithm of decoder implementation will be essential for power-constrained
devices, and this work is left for future research.
6.3 Experimental Results
Our experimental setting is built on the JM14.0 [64] H.264/AVC codec. CIF video
sequence Paris, Foreman, Bus, Stefan and Mobile are used for the simulations. We
selected these sequences, because they represent dierent motion and texture charac-
teristics. The GOP structure is IPPP with 30 frames, the beginning 90 frames of each
sequence are used for simulation unless otherwise noted. The reference frame number
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is one, in other words, only the previous frame is used for prediction. One slice is
transmitted in one packet, taking the MTU of networks into account, we set the target
slice length as 400 bytes [83] unless otherwise noted. Since at high bitrate, the slice
number of one GOP could be large, 10-bit per RS symbol is used, namely Galois Field
of GF (210). So the value of N for the RS code (N;K) could be up to 1024, and the
value of K depends on N and the per frame parity packet number evaluated using (6.4)
in Section.6.2. We use the average luminance Peak Signal-to-Noise Ratio (PSNR) to
assess the objective video quality, which is obtained by evaluating the Mean Squared
Error (MSE) over all the frames and over 200 trials, then the average PSNR is cal-
culated based on the averaged mse. It is worth mentioning that in all the following
reported results, the bitrate includes both the video and parity packets. In our previ-
ous work [58], it was shown that the performance of Dynamic sub-GOP FEC Coding
(DSGF) approach is higher than many state-of-the-art approaches. Therefore, to have
fair comparison we compare our results with DSGF [58] and Evenly FEC, both of which
meet the real-time constraint and cause no additional delay.
In the rst set of simulations, we study the eects of allocating dierent redundant
packet rates for RS code. The network packet loss is i.i.d. random packet loss model;
for the same average packet loss rate p = 10%, we try dierent RS redundant packet
rates, , including f0:3; 0:4; 0:5; 0:6g. We do simulations with various quantization
parameters (QP) to span a considerable bitrate range. Fig.6.4 shows the average PSNR
versus bitrate curves with dierent RS redundant packet rates . In general, the
PSNR curve for redundant packet rate 0:3 is much lower than other cases. The PSNR
curves for  = f0:4; 0:5g are very close; while in low bitrate, higher redundant rate,
 = 0:5, can provide slightly better performance than that of  = 0:4, and vice versa,
in high bitrate, lower redundant rate,  = 0:4, is slightly better. This is because in
low bitrate, the slice number in each frame is small, which makes the performance of
RS code low, and high RS redundant packet rate is required to compensate for this.
For the PSNR curve of  = 0:6, although at low bitrate its performance is similar
as that of  = f0:4; 0:5g, it is less performing in high bitrate. It it worth indicating
that for a xed total bitrate, higher redundancy means less bitrate could be used for
the video date and vice versa; that is why having too high redundant packet rate
cannot provide the best performance. In general, the PSNR curves for redundant rate
f0:3; 0:4g are similar; consequently, in the following simulations, we use RS redundant
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Figure 6.4: Average PSNR versus bitrate for various redundant packet rate ; CIF
Foreman sequence is used; i.i.d. average packet loss rate is 10%; RS redundant packet
rate  includes f0:3; 0:4; 0:5; 0:6g.
packet rate  = 0:4 for the 10% packet loss rate. Using the same methods, it is found
that for packet loss rate p = f5; 10; 15; 20g%, the proper RS redundant packet rate is
 = f0:2; 0:4; 0:55; 0:7g, which means that  should increase almost linearly with p.
Therefore, in later simulations, RS redundant packet rate  = 4p will be used. The
precise relationship between  and p is left for future investigation.
Fig.6.5 and 6.6 compare the performance of the three approaches in term of PSNR
versus bitrate and for i.i.d. average packet loss rate of 5% and 10%, respectively. More-
over, the H.264/AVC error free case is reported with the same H.264/AVC parameters
that we used in the other three approaches, and this serves to show the up-bound of
the performance. Clearly, for all the video sequences, and in the whole bitrate range,
the RE-RS scheme outperforms the other two approaches signicantly. Specically, for
the Foreman sequence and 10% i.i.d. average packet loss rate, the proposed RE-RS
scheme could provide 1:5 dB and 3:0 dB average gain over the DSGF approach and the
Evenly FEC approach, respectively.
To have a better understanding of the performance of the proposed RE-RS scheme,
in Fig.6.7, its performance is compared with two ULP schemes [1, 2]. We select these
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Figure 6.5: Average PSNR versus bitrate curves; i.i.d. average packet loss rate is 5%
and the redundant packet rate  = 0:2; (a) Foreman sequence, (b) Bus sequence, (c)
Stefan sequence, (d) Mobile sequence.
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Figure 6.6: Average PSNR versus bitrate curves; i.i.d. average packet loss rate is 10%
and the redundant packet rate  = 0:4; (a) Foreman sequence, (b) Bus sequence, (c)
Stefan sequence, (d) Mobile sequence.
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Figure 6.7: Performance comparison between the proposed RE-RS scheme and two
ULP schemes [1, 2] ; CIF Paris sequence; i.i.d. 10% average packet loss rate.
two ULP schemes because both of them are implemented at frame-level, which means
that they could be used for real-time applications, and this shares the same objective
as the proposed RE-RS scheme. Meanwhile, these two ULP schemes are based on dif-
ferent criteria: [1] is based on the importance of each macroblock, so more protection
is allocated for important macroblocks, whereas [2] is based on the concept of data
partitioning. To have fair comparison, the same simulation setting as in [1] is used,
where 300 frames of the Paris sequence is used and the packet (slice) size is 200 byte.
The performance curve of [2] is obtained from [1], which was used as the benchmark.
As reported in Fig.6.7, the proposed RE-RS scheme outperforms both the two ULP
schemes. The average gap between RE-RS and [1] is about 1 dB, whereas the perfor-
mance improvement over [2] is even larger. Nevertheless, it should be mentioned that
Paris sequence has low movement content, and typically, error concealment algorithm
works well for this kind of video sequences. So it is expected that for the moderate and
fast movement video sequences, the performance gain of RE-RS could be even larger.
In Fig.6.8, with the Foreman and Stefan sequences, the frame by frame average
PSNR curves, which are obtained by averaging the frame's mse of all the 200 trials
and then evaluating the per frame PSNR, are plotted for the RE-RS scheme, Evenly
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FEC scheme and the DSGF approach. For the three approaches, the same QP is used
to encode the video sequences, and the same amount of RS redundant packet rate is
inserted to ensure fair comparison. It is shown that for almost all the frames, the
average PSNR of the RE-RS scheme is higher than that of the Evenly FEC scheme.
The gain increases with frame number, and at the last frame of the GOP, the average
PSNR of the RE-RS scheme could be up to 5 dB higher than that of the Evenly FEC
scheme. In the rst half of the GOP, the peaks of the DSGF uctuating PSNR could
be as high as that of the RE-RS scheme; however, the PSNR of the RE-RS scheme is
much less uctuating. In fact, some PSNR bottoms of the Evenly FEC could be up to
4 dB lower than that of the RE-RS scheme. Moreover, in the second half of the GOP,
even the PSNR peaks of DSGF approach fail to approach that of the RE-RS scheme.
It is worth mentioning that similar results are obtained for the Bus sequence and for
the other GOPs of the video sequences. In Fig.6.9, the average number of unrecovered
packets among frames [1; i], by the time of decoding frame i, is reported for Foreman
sequence. From this gure it is observed that by the time of decoding frame i, the
average number of unrecovered packets among frames [1; i] for the proposed method is
much smaller than the other two approaches for most of the frames. It is also noted
that for all the three approaches, the RS code can recover all the lost packets in the rst
frame (I-frame), this is because the number of source packets in I-frame is large, and
consequently the probability that the RS code fails is almost zero. This also explains
why the average PSNR of the rst frame in Fig.6.8 is higher than the other frames.
In all the previous experiments, i.i.d. random packet loss model is used to simulate
the network packet losses. In order to validate the performance of the proposed RE-RS
in dierent error distribution models, in Fig.6.10 the PSNR versus bitrate curves in
Gilbert burst loss model is reported. Since the error resilient performance of the DSGF
approach [58] is much higher than the Evenly FEC approach, which was reported in
[58], we compare the proposed RE-RS results with the DSGF approach. As indicated
in [65], we set the average burst length as two. As it is expected, it is found that for
both the RE-RS and DSGF approaches, the PSNR curves in burst loss environment
are lower than that in i.i.d. cases. It is also found that in burst loss cases, the average
gain of the RE-RS scheme over the DSGF approach is 3:4 dB, being larger than that
in i.i.d. case, which is 1:5 dB. This is because in burst loss case, several consecutive
packets tend to be lost together. In this case, with high probability, the RS code fails
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Figure 6.8: Frame by Frame video quality in one GOP; i.i.d. average packet loss rate
is 5%; RS redundant packet rate  = 0:2; (a) Foreman Sequence, QP = 26, (b) Stefan
Sequence, QP = 32.
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Figure 6.9: The average number of unrecovered packets among frames [1; i] by the time
of decoing frame i; i.i.d. average packet loss rate is 5%, RS redundant packet rate
 = 0:2; Foreman Sequence; QP = 26.
to recover the consecutively lost packets. Nevertheless, the burst packet losses are less
catastrophic for the RE-RS scheme, this is because for the RE-RS scheme, if the RS
code fails to recover the lost packets of the current frame, with high probability, they
will be recovered by the expanding RS block of the following frames. Then the reference
buer will be updated, and error propagations will be stopped.
Fig.6.11 reports the PSNR versus bitrate curves for the low complexity sliding
window schemes in both i.i.d. and burst packet loss environments. It is noted that,
for both i.i.d. and burst packet loss models, the simplied sliding scheme outperforms
the DSGF approach in all the bitrate range. Moreover, for the i.i.d. case and in high
and intermediate bitrate, the performance of sliding window scheme with window size
of 4 is nearly the same as that of expanding window scheme, which suggests that for
this simulation scenario RS window size of 4 frames are enough to recover most of the
lost packets. The PSNR gap between the sliding window scheme and the expanding
window scheme is larger in the burst loss case than in the i.i.d. case, this is because
burst packet losses are more dicult to recover, then it usually needs longer sliding
window size. Meanwhile, in general, this gap is smaller in high bitrate than in low
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Figure 6.10: Average PSNR versus bitrate curves for the Foreman sequence; average
packet loss rate is 10%, including i.i.d. packet loss model and Gilbert burst packet loss
model; for burst loss the average burst length is two.
bitrate for both i.i.d. and burst cases, because in high bitrate, the video packet number
in each frame is large, which makes the RS code more ecient.
6.4 Conclusions
Facing the dilemma of traditional forward error correction coding of video streams,
which is either low error correction performance or long FEC decoding delay, in this
section, a real-time error resilient video streaming scheme, named Randomized Ex-
panding Reed-Solomon code, has been proposed. In this scheme, the RS coding block
includes not only the video packets of the current video frame but also all the video
packets of the previous frames in the current GOP. Thus, the error correction capability
of the current frame could also be exploited to recover the lost packets of the previous
frames. Therefore, the error propagations from the previous frames could be reduced
signicantly. To make the parity-check equations of the frames linearly independent,
the randomly reordering technique has been proposed. Experimental results demon-
strated that the proposed Expanding-RS scheme had considerable practical value for
real-time video streaming applications.
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It is worth reporting that the work reported in this section has led to the following
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1. Jimin Xiao, Tammam Tillo, and Yao Zhao, Real-Time Video Streaming Using
Randomized Expanding Reed-Solomon Code, IEEE Transactions on Circuits and
Systems for Video Technology, online in IEEE xplore (2013).
2. Tammam Tillo, Jimin Xiao, Real-Time Video Streaming Using Expanding Win-
dow Forward Error Correction Code, application number for China patent:
201210169952.7 (In Chinese)
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Chapter 7
Conclusion
7.1 Contributions
In this thesis, we have developed and optimized several error resilience techniques
for real-time interactive video streaming applications. The main contribution of this
thesis is to investigate the relation between error resilient performance and end-to-
end encoding/decoding delay. Meanwhile, a set of algorithms have been proposed in
this context. Moreover, the required computational complexity has been thoroughly
analyzed for real-time video streaming applications. In this thesis, we have found that
it is possible to signicantly improve the error resilient performance at the expense of
either increasing the computational complexity or introducing certain level of delay in
the encoding/decoding process. Since the CPU performance is raising with Moore's
law, the methods proposed in this thesis, which generally need large computational
complexity, should not be a bottleneck, and have practical meanings for real-time video
streaming applications.
Specically, the contributions of this thesis are listed in details as following:
1. We have developed a ne granularity coding and redundancy control scheme
based on the redundant slice concept of H.264/AVC. By using the ROPE method,
the end-to-end distortion is evaluated by taking into consideration both source
coding distortion and channel-induced distortion. The optimal macroblock coding
mode and optimal redundant coding parameters are selected. In this thesis, we
proposed two dierent ways to insert redundant information: the rst one only
uses the redundant motion vector; the other approach is based on providing
lower quality redundant version macroblock by using larger QP. Experimental
results showed that by using macroblock granularity redundant coding, ecient
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resource allocation is realized, which leads to better rate-distortion performance
than conventional coarse granularity coding methods.
2. We have developed sub-GOP based FEC coding schemes to improve the error
correction performance of the conventional FEC coding. By combining video
slices of more than one frame into one sub-GOP for FEC coding, the FEC coding
block size is enlarged, which helps to enhance the error correction performance
of the FEC code. Optimal sub-GOP and FEC parity allocation solutions are
given based on two scenarios. The rst one is for the ideal case, where no video
transmission network delay is considered. In this case, the proposed DSGF ap-
proach provides good performance without adding any FEC encoding/decoding
dependency caused delay. Another one is for more practical cases, where the ap-
plication's maximum end-to-end delay, the network conditions (including network
packet losses and delays) and other system parameters are taken into consider-
ation, so as to get the best system performance. The experimental results have
shown the advantage of the proposed schemes over other approaches.
3. To further improve the performance of the proposed DSGF approach, and to
solve the problem of video quality uctuation in the DSGF approach, a real-
time video streaming scheme using randomized expanding Reed-Solomon code
has been proposed. In this scheme, the Reed-Solomon coding block includes
not only the video packets of the current frame, but could also all the video
packets of previous frames in the current GOP. At the decoder side, the parity-
check equations of the current frame are jointly solved with all the parity-check
equations of the previous frames. Since video packets of the following frames are
not encompassed in the coding block, no delay will be caused for waiting for the
video or parity packets of the following frames at both the encoder and decoder
sides. Experimental results show that the proposed scheme outperforms other
real-time error resilient video streaming approaches signicantly.
7.2 Future Work
1. In our future work, we will investigate the optimal redundancy allocation scheme
for the proposed sub-GOP based FEC schemes. Currently, the FEC redundancy
is allocated in a heuristic way, i.e., proportional to the average network packet loss
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rate. Meanwhile, investigating the FEC redundancy allocation problem, for the
proposed expanding window (RE-RS) scheme, is also an interesting and important
issue. Especially, the optimal redundancy allocation for burst packet losses, which
still needs further research work.
In order to tackle the FEC optimal redundancy allocation problem, we are plan-
ning to use the Lagrangian Method of Constrained Optimization. In other words,
we will x the video source coding rate, and nd relationship between the expected
distortion and the redundancy; meanwhile, we will x the redundancy, and nd
relationship between the expected distortion and the video source coding rate.
Then, the redundancy point where the slope of the expected distortion to the
redundancy is the same as the expected distortion to the video source coding rate
will be chosen as the optimal redundancy.
2. Our current expanding window (RE-RS) scheme is based on the conventional
Reed-Solomon code. The computational complexity of Reed-Solomon code is
higher than the emerging fountain code, i.e., the latest RaptorQ code. How to
design and benet from the expanding window FEC coding based RaptorQ code
is also worth investigation in the future.
For this issue, we are going to investigate the mechanism of the RaptorQ code, and
understand the design of RaptorQ code, and the reason why RaptorQ is ecient in
terms of both the error correction performance and the computational complexity.
Then, by taking into consideration of both the property of the proposed expanding
window scheme and the RaptorQ code, we will try to design a new expanding
window scheme based on the RaptorQ code for real-time video streaming.
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