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Introdution
Voir, ou ne pas voir, telle est la question.
Y a-t-il plus de noblesse d'âme pour un robot à subir
La dépendane extrême à son environnement et à son utilisateur,
Ou bien à se prémunir ontre la fragilité de son autonomie
Et à la réduire par une révolte visuelle ?
1
La réponse à ette question dépend de l'appliation envisagée. Pour des appliations
qui néessitent de répéter les mêmes tâhes dans un environnement onstant et maî-
trisé, un robot peut se passer de vision et de toute pereption. C'est le as des robots
manufaturiers utilisés sur la plupart des lignes de montage. En revanhe, pour une
appliation telle que le suivi de ible, la vision est fondamentale. En eet, tout omme
hez l'homme, la faulté de pereption visuelle permet à un robot de s'informer sur
l'état de son environnement et de s'adapter aux possibles variations de e dernier.
Le mouvement d'un robot équipé d'une améra peut être ommandé à partir de sa
pereption visuelle en utilisant la tehnique d'asservissement visuel. L'asservissement
visuel onsiste à utiliser la pereption pour l'ation dans une boule fermée, omme le
montre la gure 1.
ACTION
PERCEPTION
2 m/s
Robot
Came´ra
Point
Objet
Fig. 1  Perevoir pour agir.
1
librement inspiré de Hamlet de W. Shakespeare.
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La pereption visuelle d'un objet peut être dénie omme l'abstration d'un en-
semble de mesures visuelles sur l'objet que voit le robot. Par exemple, sur la gure 1,
les oordonnées de l'image du point sur l'objet représentent la pereption de position de
l'objet par rapport au robot. L'ation quant à elle peut être vue omme un mouvement
(ou déplaement) du robot pour eetuer une tâhe.
L'aroissement de l'autonomie du robot passe non seulement par l'élargissement de
son hamp de vision mais aussi et surtout par une pereption pertinente de son envi-
ronnement.
Le problème théorique sous-jaent à une pereption pertinente de l'environnement
est la modélisation d'informations visuelles adéquates, 'est-à-dire permettant au robot
de s'approher d'un omportement idéal pendant une tâhe (par exemple au niveau de
sa trajetoire). Bien entendu, mieux le robot perçoit son environnement meilleur est
son omportement. Ce problème bien qu'ayant été l'objet de nombreuses reherhes
frutueuses par le passé, est enore d'atualité.
En eet, outre les problèmes ouverts dans la littérature sur la modélisation en vi-
sion perspetive, peu de travaux ont été menés sur l'aspet modélisation en utilisant les
systèmes de vision omnidiretionnelle.
Ces systèmes de vision ontrairement aux améras perspetives onventionnelles,
orent un large hamp de vision très utile pour des appliations en robotique mobile et
aérienne.
Si es nouveaux systèmes de vision apportent une solution à l'élargissement du
hamp de vision du robot, il reste enore à savoir omment exploiter judiieusement
la grande quantité d'informations qu'ils aptent an d'améliorer le omportement d'un
robot ommandé par asservissement visuel.
L'objetif de ette étude est de modéliser des informations visuelles idéales pour un
objet observé, aussi bien par une améra perspetive onventionnelle que par un sys-
tème de vision omnidiretionnelle.
Préisément, il s'agit non seulement d'améliorer, à travers le hoix d'informations
visuelles, les propriétés atuelles des lois de ommande, mais aussi de repenser et d'adap-
ter la modélisation, qui à l'origine a été restreinte au hamp de vision limité des améras
perspetives lassiques, an de proter du large hamp de vision oert par les systèmes
de vision omnidiretionnelle.
L'approhe proposée est la modélisation par projetion sphérique puisque e modèle
de projetion est au entre des modèles de projetion perspetive et atadioptrique.
Partant de la projetion sphérique d'un objet, il sera question de déterminer une para-
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métrisation qui ouvre, si possible, toute la sphère de vue an de libérer la modélisation
de la ontrainte du hamp de vue limité. Nous verrons que le modèle de projetion sphé-
rique à l'avantage de failiter la modélisation d'informations visuelles en omparaison
ave le modèle de projetion en vision entrale atadioptrique.
Les solutions que nous proposons sont délinées au l des trois hapitres struturant
e mémoire :
Le hapitre 1 présente le prinipe de l'asservissement visuel. L'aent est mis dans
un premier temps sur un type partiulier de systèmes de vision omnidiretionnelle ap-
pelé système de vision entrale atadioptrique, ensuite sur la ommande du robot, et
enn sur les diérentes méthodes existantes pour résoudre le problème de hoix des
informations visuelles idéales pour l'asservissement visuel.
Le hapitre 2 onerne la modélisation. Il dérit de nouvelles informations visuelles
pour les primitives usuelles telles que les points, les droites, les sphères et les erles 3D.
Pour haque primitive, es nouvelles informations visuelles sont déterminées en exploi-
tant les propriétés géométriques de la projetion sphérique la primitive. Cette modéli-
sation s'appuiera sur la simpliité de l'image sphérique de la primitive en omparaison
ave son image atadioptrique et permettra ainsi de mettre en évidene le fait que la
reherhe d'informations visuelles idéales est plus simple et intuitive en utilisant le mo-
dèle de projetion sphérique.
Le hapitre 3 présente des résultats expérimentaux signiatifs obtenus lors de la
réalisation de tâhes de positionnement en utilisant une améra perspetive lassique
et diérents types de systèmes de vision omnidiretionnelle. Nous onsidérons des ob-
jets simples tels que un point et une sphère. Nous onsidérons aussi d'autres objets
volumétriques et plans représentatifs onstruits à partir d'une ombinaison des objets
préédents. Pour haque objet, en exploitant le travail de modélisation eetué au ha-
pitre 2, nous hoisissons un ensemble d'informations visuelles judiieux permettant au
robot de s'approher d'un omportement idéal et don de mieux se déplaer. Chaque
hoix d'informations visuelles est justié théoriquement par l'analyse des propriétés de
la ommande utilisée.
Les ontributions majeures de ette étude sont soulignées en onlusion. Quelques
perspetives de reherhe y sont également esquissées.
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Chapitre 1
Cadre de l'étude
Cette étude s'insrit dans le adre de l'asservissement visuel. L'asservissement vi-
suel onsiste à utiliser des informations visuelles issues d'un apteur de vision pour
ontrler les mouvements d'un robot [Shirai 73, Weiss 87, Feddema 89a, Espiau 92,
Huthinson 96℄. Son shéma de prinipe est dérit plus en détail sur la gure 1.1 où
le robot est ommandé de façon à entrer l'image de l'objet omme le montre l'image
désirée.
Formation de l’imageExtraction de mesures
Commande
Matrice
Se´lection d’informations visuelles
ACTION
s
P
m
vc
PERCEPTION
I = Image courante
Ls
2 m/s
Robot
d’interaction
s∗
Se´lection
Objet
Came´raImage de´sire´e
Parame`tres 3D
de l’objet
Fig. 1.1  Asservissement visuel.
Comme on peut le voir sur la gure 1.1, une boule d'asservissement visuel est ompo-
sée de plusieurs étapes. On a tout d'abord la partie pereption qui peut elle-même se
déomposer en plusieurs phases :
 la formation de l'image I sur le apteur ;
 l'extration d'un veteur m de mesures obtenues à l'issue du traitement de l'image.
Dans ette étude, nous ne nous intéressons pas au traitement d'images. Les al-
gorithmes que nous avons utilisés, implémentés au sein de la bibliothèque ViSP
[Marhand 99℄, sont performants pour extraire des mesures utiles à une adene
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prohe de la adene vidéo ; et
 la séletion du veteur d'informations visuelles s à partir des mesures m. Cette
phase onstitue le ÷ur de ette étude.
La partie ation quant à elle peut se déomposer en deux étapes :
 l'estimation de la pseudo-inverse de la matrie d'interation Ls. Cette matrie
est fondamentale en asservissement visuel ar elle représente la relation vision-
ommande [Sanderson 83, Chaumette 90℄ ; et
 le alul de la ommande (vitesse) vc que le robot doit exéuter.
Pour une tâhe donnée, lorsque le hoix du veteur s n'est pas judiieux, la matrie
d'interation Ls peut présenter des propriétés non désirables onduisant ainsi à un
mouvement inadéquat voire irréalisable du robot [Chaumette 98℄. Dans la suite, nous
dérivons omment la matrie Ls intervient dans le alul de la ommande vc, e qui
nous permet de dénir les propriétés souhaitables de la matrie Ls et par onséquent de
dénir des ritères pour hoisir le veteur s idéal. Ensuite nous présentons des solutions
déjà bien établies pour s'approher au mieux du s idéal en utilisant le plus souvent une
améra perspetive lassique. Avant de nous intéresser aux deux points sus-mentionnés,
nous présentons d'abord la formation de l'image sur un sytème de vision.
1.1 Formation de l'image
Le système de vision lassiquement utilisé dans la littérature et dans les appliations
de vision industrielle est une améra perspetive. La gure 1.2 montre quelques éléments
lés de e système : la distane foale f détermine le grossissement et le hamp de vue
observé, le entre de projetion C est le lieu où onvergent tous les rayons inidents et
le apteur est une matrie d'éléments photosensibles indépendants (piture element ou
pixel) dont le rle est de traduire l'information lumineuse en signaux életriques.
Capteur
Came´ra
Champ de vision
C
α
f
Fig. 1.2  Caméra perspetive lassique.
Avant de nous intéresser à la desription proprement dite de la formation de l'image
sur le apteur, nous présentons tout d'abord quelques systèmes qui ont un hamp de
vision plus large que elui d'une améra perspetive et qui sont utiles pour la robotique
mobile [Gaspar 00℄.
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Soit S(C,1) une sphère unitaire de entre C. En théorie, la vision omnidiretionnelle
onsiste à voir dans toutes les diretions à partir du point C omme le montre la -
gure 1.3. Le point C, lieu physique où tous les rayons inidents onvergent, est l'unique
entre de projetion (voir gure 1.2 pour le as d'une améra perspetive). L'uniité
du entre de projetion est néessaire pour générer des images perspetives orretes
(voir gure 1.3) [Baker 98℄, images failes à interpréter pour l'÷il humain. En pratique,
omme nous le dérivons dans la suite, la réalisation d'un système de vision omnidire-
tionnelle à entre de projetion unique n'est pas aisée.
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C
omnidirectionnelle
Sphe`re de la vue
S(C,1)
Plan de projection
perspective
Fig. 1.3  Vision omnidiretionnelle.
1.1.1 Systèmes pour la vision omnidiretionnelle
Systèmes rotatifs : Pour réaliser un système de vision omnidiretionnelle, une
solution immédiate onsiste à faire tourner progressivement une améra perspetive
autour de son entre de projetion C jusqu'à obtenir une vision entière de la sène
[Nayar 97, Mouaddib 05℄. Cependant, ette solution demande un temps relativement
important pour l'aquisition d'une image omnidiretionnelle [Nayar 97℄.
Systèmes de vision entrale atadioptrique : Une autre solution, pour s'ap-
proher au mieux d'une vision omnidiretionnelle tout en respetant la ontrainte du
entre unique de projetion, onsiste à ombiner un miroir de révolution bien hoisi
et une améra [Baker 98℄ : l'image de la sène sur le miroir est aptée par la améra.
La ombinaison ainsi obtenue est onnue sous le nom de système de vision entrale
atadioptrique. Le terme atadioptrique vient du monde de l'optique où le miroir est
un élément atoptrique (relatif à la réexion) et la lentille de la améra un élément
dioptrique (relatif à la réfration). Quant au terme entrale, il fait référene au entre
unique de projetion (CUP). Par abus de langage et pour la simpliité, nous omettrons
parfois le terme "entrale" dans la suite.
Par exemple, un système paraatadioptrique ouple l'utilisation d'un miroir para-
boloïdal de révolution et d'une améra orthographique (ou objetif téléentrique). Dans
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ertains as, l'objetif téléentrique est remplaé par un miroir sphérique réalisant une
projetion orthographique omme le montre la gure 1.4 pour un système NetVision.
(a) (b)
Capteur
Miroir sphe´rique
C
Champ de visionChamp de vision
Miroir paraboloı¨dal
fm
() (d)
Fig. 1.4  Système de vision paraatadioptrique : (a) miroir de réexion de foale fm,
(b) miroir pour la projetion orthographique, () proessus de formation de l'image, (d)
image paraatadioptrique.
Il existe d'autres types de systèmes de vision atadioptrique. Entre autres, on peut
iter eux qui ombinent un miroir hyperboloïdal ou ellipsoïdal et une améra perspe-
tive [Baker 98℄. Ceux-i sont dérits sur la gure 1.5, qui présente, une fois de plus, le
système paraatadioptrique (voir gure 1.5(a)). Pour tous les autres systèmes possibles,
le leteur intéressé pourra se référer à [Baker 98℄.
Caméras sh-eyes : Il existe d'autres systèmes de vision qui n'ont pas un entre
unique de projetion, mais qui orent tout de même un grand hamp de vue. C'est le
as par exemple des améras sh-eye dont le entre de projetion est sur une ourbe
diaaustique (ourbe obtenue par réfration) [Born 65℄. Ces améras ont une distane
foale extrêmement petite qui leur permet d'avoir un hamp de vision pouvant atteindre
185◦ (voir gure 1.6). Notons que la non uniité du entre de projetion n'est pas illustrée
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sur la gure 1.6.
fm
4fm
Plan image
(a)
dm
Plan image
(b)
Plan image
dm
()
Fig. 1.5  Couples usuels améra-miroir : (a) miroir paraboloïdal, (b) miroir ellipsoïdal,
() miroir hyperboloïdal, dm est la distane entre les points foaux.
α
Capteur
C
Came´ra
Champ de vision
f
(a) (b)
Fig. 1.6  Caméra sh-eye : (a) hamp de vue dérit par l'angle α, (b) image sh-eye.
Dans la suite, nous dérivons le proessus de formation de l'image d'un objet sur le
apteur d'une améra perspetive, d'un système de vision entrale atadioptrique ou
d'une améra sh-eye. Nous utiliserons les notations dérites dans le tableau 1.1.
1.1.2 Passage du repère de l'objet au repère de projetion
Considérons l'exemple simple d'un point P. La gure 1.7 montre le hemin du rayon
issu de P jusqu'à son image pp sur le apteur. Les trois étapes de la formation de l'image
pp de P sont présentées dans la suite.
En général P appartient à un objet qui a son propre repère désigné ii par Fo (voir
gure 1.8). Dans Fo, P est représenté par oP. La première étape onsiste à exprimer
oP dans le repère du CUP Fc ; on obtient alors les oordonnées cP de P dans Fc.
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L'expression des oordonnées
cP de P dans Fc passe par la détermination de la position
relative
cto et de l'orientation relative
cRo de Fo par rapport à Fc (voir gure 1.8). On
obtient don
cP= cRo
oP+ cto, ave
cto ∈ R3 et cRo ∈ SO(3), (1.1)
où SO(3) est le groupe spéial des matries orthogonales.
Symbole Dénition
Fc= (C,x,y, z) Repère attahé au entre de projetion C de la améra
Fo= (O,x,y, z) Repère attahé à l'objet
cto= (tx, ty, tz) Position relative entre la améra et l'objet
SO(3) Groupe spéial des matries orthogonales
cRo ∈ SO(3) Orientation relative entre la améra et l'objet
cMo Matrie 4× 4 de passage entre Fo et Fc
pMc Matrie 3× 3 de passage entre le plan image Pπ et le apteur
cX= (Xx, Xy, Xz) Veteur oordonnées de X dans Fc
xs= πs(
cX)=
cX
‖cX‖ Projetion sphérique de X
cx= πpξ(xs) Projetion sur le plan image
cx= (xx, xy) Veteur oordonnées de l'image métrique de X sur le plan image
px= (xu, xv) Veteur oordonnées de l'image de X sur le apteur
Tab. 1.1  Notations pour la vision.
mode`le de projection
Plan image
Capteur
C
V
cp
Ppi
P
Objet
pp
Fig. 1.7  Du point physique P à son image pp sur le apteur.
En vision par ordinateur, la position
cto et l'orientation
cRo sont traditionnellement
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rassemblées dans une matrie dite homogène dénie par :
cMo =
[
cRo
cto
0 1
]
,
e qui onduit à réérire (1.1) de manière élégante sous forme matriielle[
cP
1
]
= cMo
[
oP
1
]
. (1.2)
C
P
oP
cP
cto
cRo
O
Fo
z
x
y
z
Fc
x
y
Fig. 1.8  Lien entre
oP et cP.
Le veteur
cP représente la diretion du rayon inident provenant du point P vu du
entre de projetion C.
1.1.3 Projetion sur le plan image
La seonde étape onsiste à déterminer le lien entre le rayon inident
cP et l'image
cp de P sur le plan image virtuel Pπ (voir gure 1.9). Ce lien dépend du système utilisé
pour la vision omnidiretionnelle à travers les paramètres ξ et ϕ du miroir (dans le as
général des systèmes atadioptriques).
Systèmes de vision entrale atadioptrique : Pour eux-i, il a été établi un mo-
dèle de projetion uniée qui onsiste en une projetion sphérique suivie d'une projetion
perspetive [Geyer 00℄. La gure 1.10(a) dérit le modèle général qui est aussi valide
pour les améras perspetives (où ξ= 0 et ϕ= 1) omme le montre la gure 1.10(b).
Notons ii que, pour des raisons de larté, le plan image z= 1 est positionné légèrement
au dessus de S(C,1). Les paramètres ξ et ϕ des miroirs des systèmes atadioptriques
usuels (voir gure 1.5) sont donnés dans le tableau 1.2 [Barreto 02a℄.
Soient Fv le repère de la améra et Fc le repère du miroir assoié au entre unique
de projetion C. Le point P est projeté en ps sur S(C,1) de telle sorte que
ps= πs(
cP)=
1
‖cP‖
cP= (psx, psy, psz).
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Ensuite ps est exprimé dans Fv ; on a alors vps= (psx, psy, psz+ξ). Enn vps est projeté
en
cp sur le plan image z= ϕ− 2ξ dans Fc (z= ϕ− ξ dans Fv) :
px=
psx
psz + ξ
, py=
psy
psz + ξ
. (1.3)
Lorsque ξ= 0 et ϕ= 1, (1.3) devient
px=
psx
psz
, py=
psy
psz
, (1.4)
qui orrespond aux équations de la projetion perspetive.
mode`le de projection
Plan image
P
cpcP
ϕ− 2ξ
ξ
V
de´crit par (ϕ, ξ)
C
Pπ
Fig. 1.9  Lien entre
cP et cp.
Pour les systèmes paraatadioptriques (ξ= 1 et ϕ= 2), le modèle de projetion est
dérit par la gure 1.11(a). Il s'agit de la projetion stéréographique [Needham 97℄. La
gure 1.11(b) montre l'équivalene entre la projetion stéréographique et la réexion
sur le miroir paraboloïdal suivie de la projetion orthographique.
Caméras sh-eye : Pour les améras sh-eye, le modèle de projetion peut être vu
omme une projetion sphérique suivie d'une distorsion radiale symétrique. La gure
1.12 dérit e modèle. Le point P est projeté en ps sur S(C,1). Ensuite le point ps est
exprimé en oordonnées sphériques (θ, φ). Enn le point ps est projeté en
cp par dis-
torsion radiale symétrique sur l'angle φ. Plusieurs modèles de distorsion existent pour
es améras [Ray 94℄. L'objetif est d'approximer au mieux la distorsion radiale. Ré-
emment, un polynme ρ(φ) d'ordre 9 modélisant ette distorsion radiale a été proposé
dans [Kannala 06℄ :
ρ(φ)= k1φ+ k2φ
3 + k3φ
5 + k4φ
7 + k5φ
9. (1.5)
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Les oeients ki de ρ(φ) font partie des paramètres qu'il faut prendre en ompte lors
du passage du plan image au apteur. Une version réduite à l'ordre 3 de ρ(φ) a déjà été
utilisée par le passé en synthèse d'images [Greene 86℄.
C
P
ps
cP
S(C,1)
cp
ξ
ϕ− 2ξ
V
z
z
y
x
y
x
z= ϕ− 2ξ
(a)
C
P
S(C,1)
ps
cP
cp
x
z
y
z= 1
(b)
Fig. 1.10  Modèle de projetion des systèmes de vision entrale atadioptrique : (a)
as général, (b) as des améras perspetives où ξ= 0 et ϕ= 1.
Miroir Equation ξ ϕ
Paraboloïde
1
4fm
(
m2x +m
2
y
)− fm= mz 1 1+2fm
Hyperboloïde
(
mz−(dm/2)
lz
)2
− m2x+m2y
l2xy
= 1 dm√
d2m+4f
2
m
dm+2fm√
d2m+4f
2
m
Ellipsoïde
(
mz+(dm/2)
lz
)2
+
m2x+m2y
l2xy
= 1 dm√
d2m+4f
2
m
dm−2fm√
d2m+4f
2
m
prendre '-' pour l'hyperboloïde et '+' pour l'ellipsoïde
lz= 1/2
(√
d2m + 4f
2
m ∓ 2fm
)
lxy=
√
fm
(√
d2m + 4f
2
m ∓ 2fm
)
dm est la distane entre les points foaux.
m= (mx,my,mz) est un point qui appartient à la surfae du miroir.
Tab. 1.2  Paramètres des miroirs usuels.
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Les équations de projetion sur le plan image sh-eye sont données par
px= ρ(φ) cos θ, py= ρ(φ) sin θ, (1.6)
ave θ= arctan(psy/psx) et φ= arccos(psz) (voir gure 1.12).
Dans le as où il n'y a pas de distorsion radiale, on a ρ(φ)= tanφ [Ray 94℄. Partant
de (1.6), on obtient
px= tan(φ) cos θ=
psx
psz
, py= tan(φ) sin θ=
psy
psz
(1.7)
qui orrespondent bien aux équations de projetion perspetive.
C
P
ps
cP
S(C,1)
cp
x
z
V
z
x
y
y
z= 0
(a)
C
P
ps
cP
S(C,1)
V
cp
z
y
y
z
z= 0
(b)
Fig. 1.11  Cas des sytèmes de vision paraatadioptrique où ξ= 1 : (a) projetion
stéréographique, (b) miroir paraboloïdal et projetion orthographique.
Pour résumer, quel que soit le système de vision utilisé, on peut érire de manière
générale : [
cp
1
]
= πpξ (πs (
cP)) , (1.8)
où πs est la projetion sphérique et πpξ la projetion sur le plan image Pπ donnée par
(1.3) pour les systèmes atadioptriques et les améras perspetives (ave (ϕ, ξ)= (1, 0))
et par (1.6) pour les améras sh-eye (ave (ϕ, ξ)= (1, 0)).
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φ
P
cp
S(C,1)
ps
θ
cP
x
z
yC
z= 1
Fig. 1.12  Modèle de projetion des améras sh-eye.
1.1.4 Passage du plan image au apteur
La troisième et dernière étape onsiste à trouver le lien entre
cp et l'image pp de P
sur le apteur de vision (voir gure 1.13). Ce lien peut être dérit par une matrie
pMc
telle que : [
pp
1
]
= pMc
[
cp
1
]
. (1.9)
La matrie
pMc ontient les paramètres intrinsèques a du système de vision (voir -
gure 1.13) :
 lu (respetivement lv) est la longueur en mètre dans la diretion u (respetivement
v) d'un pixel ;
 (u0, v0) est le veteur-oordonnées du point dit prinipal du apteur ;
 f est la distane foale de la améra assoiée au miroir de foale ϕ − ξ (voir
tableau 1.2 pour les miroirs usuels).
Il existe un modèle omplet de
pMc prenant en ompte :
 le fait que les diretions u et v du apteur peuvent ne pas être orthogonales ; et
 la distorsion radiale sur le apteur ainsi que la distorsion tangentielle induite par
le non-alignement entre l'axe optique de la améra et l'axe du miroir [Weng 92℄.
Mais nous nous limitons à un modèle simplié qui est satisfaisant pour ette étude. En
eet, l'asservissement visuel est robuste à e genre de simpliation [Espiau 93℄.
Systèmes de vision entrale atadioptrique : La matrie
pMc est dénie dans
le as général par [Barreto 02a℄ :
pMc =
 (ϕ− ξ)flu 0 u00 (ϕ− ξ)flv v0
0 0 1
 .
En posant fu= (ϕ− ξ)flu (resp. fv= (ϕ− ξ)flv), on introduit la distane foale géné-
ralisée en u (resp. v). Par exemple pour les améras perspetives où ϕ= 1 et ξ= 0, on
a fu= flu et fv= flv et pour les systèmes paraatadioptriques où ϕ= 1 + 2fm et ξ= 1
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(voir tableau 1.2), on a fu= 2fmflu et fv= 2fmflv.
Plan image
pp
cp
V
u
v
Capteur
lu
lv
Ppi
(ϕ− ξ)f
C
(u0, v0)
Fig. 1.13  Lien simplié entre
cp et pp.
Le veteur des paramètres intrinsèques est donné par a = (fu, fv, u0, v0). Ce veteur
est estimé au ours d'une phase d'étalonnage du système de vision. Plusieurs méthodes
existent pour étalonner les systèmes atadioptriques et les améras perspetives. Une
revue de quelques méthodes est disponible dans [Mouaddib 05℄. Dans notre étude, le
système paraatadioptrique a été étalonné en utilisant deux méthodes diérentes qui
exploitent respetivement l'image de droites [Vanderportaele 06℄, et les images d'une
grille plane de points [Mei 07℄.
Caméras sh-eye : Pour les améras sh-eye la matrie
pMc est de nouveau dénie
par :
pMc =
 fu 0 u00 fv v0
0 0 1

ave fu= flu et fv= flv.
En plus de es quatres paramètres (fu, fv, u0, v0), il faut rajouter au veteur a les
oeients ki du polynme ρ(φ) modélisant la distorsion (voir (1.5)). En utilisant la
modélisation de ρ(φ) à l'ordre 9 (voir (1.5)), on a a= (fu, fv, u0, v0, k1, k2, k3, k4, k5)
[Kannala 06℄. En exploitant les images d'une grille plane, il est possible d'estimer le
veteur a [Kannala 06℄. Cette méthode a été utilisée pour étalonner notre améra sh-
eye. Le leteur intéressé par l'étalonnage des améras sh-eye peut aussi se référer
à [Tardif 06℄.
Nous venons de passer en revue les trois étapes prinipales de la formation de l'image I
sur le apteur. A partir de ette image, nous séletionnerons un ensemble s d'informa-
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tions visuelles (ette séletion est présentée plus loin). Nous nous intéressons maintenant
à la partie ation de la boule d'asservissement visuel.
1.2 Commande
Comme le montre la gure 1.14, le but de la ommande est de déplaer le robot
suivant une onsigne qui peut être xée dans l'image. Les notations utilisées dans ette
partie sont dérites dans le tableau 1.3.
Commande
Se´lection d’informations visuelles
Ls(P, a)
s∗
PERCEPTION
s
ACTION
P
vce
Image de´sire´e
Image courante
Robot
I
Matrice
d’interaction
Objet
de l’objet
Parame`tres 3D
Fig. 1.14  Commande du robot.
Symbole Dénition
SE(3) = R3 × SO(3) Groupe de Lie des déplaements
se(3) ≃ R3 × R3 Espae tangent à SE(3)
θu ∈ R3 Représentation minimale de l'orientation relative cRo
r= cro= (
cto, θu) ∈ R3 × R3 Pose relative entre la améra et l'objet
v= (υx, υy, υz) ∈ R3 Vitesses ou degrés de liberté de translation de la améra
ω= (ωx, ωy, ωz) ∈ R3 Vitesses ou degrés de liberté de rotation de la améra
vc= (v,ω) ∈ se(3) Vitesses de la améra
s ∈ Rk Veteur d'informations visuelles
Ls ∈ Rk×6 Matrie d'interation assoiée à s
Tab. 1.3  Notations pour la robotique.
Nous présentons d'abord (très brièvement) la relation entre le robot et l'objet lors
d'une tâhe de positionnement, ensuite la spéiation visuelle d'une ommande et enn
les propriétés qui garantissent que la ommande réalise bien la tâhe souhaitée.
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1.2.1 Pose du robot relative à l'objet
Lors de la tâhe de positionnement, 'est l'eeteur du robot qui est déplaé rela-
tivement à l'objet. Plus préisément, 'est la améra (montée sur l'eeteur) qui est
déplaée. Celle-i peut être loalisée par sa pose
cro relative à l'objet que nous notons
simplement r dans toute ette partie (voir gure 1.15). Le veteur r est omposé de six
paramètres indépendants dont trois pour dérire la position relative
cto de la améra
et trois autres pour dérire l'orientation relative
cRo de la améra. En eet, d'après la
théorie d'Euler sur la paramétrisation d'une matrie de rotation, trois paramètres sont
néessaires et susants pour représenter l'orientation relative
cRo. Cette théorie est dé-
rite dans plusieurs livres dont [Spong 05℄. On peut iter par exemple la représentation
θu ∈ R3 où θ ∈]− π, π[ est l'angle de rotation et u ∈ R3 la diretion unitaire de l'axe
de rotation (voir gure 1.16). Cette représentation s'obtient, à partir de
cRo=
 r11 r12 r13r21 r22 r23
r31 r32 r33
,
de la façon suivante
θ= arccos
(
r11 + r22 + r33 − 1
2
)
et θu=
1
2sinθ
 r32 − r23r13 − r31
r21 − r12
 , (1.10)
où sin(x)= sinx/x. Par abus de langage, parfois nous appelerons r la pose de l'eeteur
du robot ou du robot. L'ensemble des poses possibles r que peut atteindre l'eeteur
du robot onstitue l'espae de travail du robot.
z O
Fox
y
cto
cRo
C
x
z
v
y
Fc
ω
Image de´sire´eImage courante
r= (cto, θu)
Fig. 1.15  Déplaement du robot par rapport à l'objet.
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y
uθz
x
C
Fc
Fig. 1.16  Rotation d'angle θ autour d'un axe de diretion u.
1.2.2 Spéiation visuelle d'une tâhe
La tâhe onsiste à amener l'eeteur du robot à une pose qui réalise la onsigne xée
(voir par exemple gure 1.15). Il est possible d'exprimer ette tâhe robotique omme
la régulation d'une fontion e(r(t)) sur un horizon temporel [Samson 91℄ ; t étant la
variable temps et r la pose du robot. Dans notre as, la fontion e est donnée par
e(r(t)) = s((r(t)))− s∗ (1.11)
où
s : SE(3) → Rk
r(t) 7→ s((r(t)))
est une appliation diérentiable qui dénit un ensemble de k informations visuelles
séletionnées à la pose r(t) ; s∗ est la onsigne (orrespondant à la tâhe) sur les infor-
mations visuelles. Ii on onsidère que s∗ est onstant.
Puisque s est diérentiable, e est diérentiable et on a [Espiau 92℄ :
e˙=
∂e
∂r
r˙=
∂s
∂r
r˙= Lsvc (1.12)
où Ls ∈ Rk×6, appelée matrie d'interation, représente la relation vision-ommande
[Sanderson 83, Chaumette 90℄. Plus préisément, ette matrie dérit la variation tem-
porelle des informations visuelles s due à un mouvement de la améra. Le veteur
vc=(v,ω) ∈ se(3) où v= (υx, υy, υz) et ω= (ωx, ωy, ωz) sont respetivement les vitesses
de translation et de rotation de la améra (voir gure 1.15), et se(3) ≃ R3 × R3 est l'es-
pae tangent à SE(3).
Par exemple, à partir de l'image perspetive
pp du point P et de l'expression (1.9),
il est possible d'obtenir le veteur de oordonnées métriques
cp= (px, py) et de dé-
nir un veteur s de deux informations visuelles tel que s= (px, py). La matrie d'in-
teration assoiée, dépendant de la profondeur Pz inonnue dans e as, est donnée
par [Feddema 89b℄ :
Ls =
[ −1/Pz 0 px/Pz pxpy −(1 + p2x) py
0 −1/Pz py/Pz 1 + p2y −pxpy −px
]
. (1.13)
Une méthode générale de alul des matries d'interation pour les primitives usuelles
telles que les droites, les segments, les erles, les sphères et les ylindres a été présentée
dans [Chaumette 90℄.
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Pour assurer une régulation exponentielle déouplée de la tâhe e, on impose
e˙= −λe (1.14)
où λ ∈ R∗+ est le gain de la tâhe qui doit être réglé de manière adéquate pour avoir
un temps rapide de onvergene tout en préservant la stabilité du système.
En injetant (1.12) dans (1.14), on déduit la ommande (vitesse) idéale envoyée au
robot
vc= −λL+s e, (1.15)
où L+s est la pseudo-inverse au sens de Moore-Penrose de la matrie d'interation.
La matrie d'interation Ls dépend des paramètres 3D P de l'objet, ainsi que des
paramètres intrinsèques a du système de vision (voir gure 1.14). Pour éviter d'alourdir
les notations, nous n'érirons pas omme il se devrait Ls(P, s,a). Comme on l'a vu
dans la partie formation de l'image, on ne dispose que d'une estimation de a. Il en
est généralement de même pour les paramètres 3D P du modèle de l'objet et pour
le veteur s d'informations visuelles. C'est pourquoi en pratique, on travaille ave les
estimations P̂ , ŝ et â des paramètres de la matrie d'interation. De e fait, la vitesse
envoyée au robot et obtenue de (1.15) s'érit
vc= −λL̂+s ê, (1.16)
où L̂+s est la pseudo-inverse au sens de Moore-Penrose de l'estimation de la matrie
d'interation.
1.2.3 Analyse de stabilité
La gure 1.17 illustre la notion de stabilité. Une bille plaée dans un bol retourne
toujours au fond après un ertain temps. Au fond du bol, la bille est dite en position
d'équilibre stable. En revanhe, plaée au dessus du bol positionné à l'envers, la bille
une fois perturbée n'y revient plus. Le dessus du bol est appelé position d'équilibre
instable.
Position stable Position instable
Fig. 1.17  Positions d'équilibre stable et instable.
D'un point de vue physique, la bille attirée par le fond du bol perd progressivement
de l'énergie, jusqu'à stabilisation au fond. Le fond du bol est don appelé point d'attra-
tion. On parle don de stabilité loale du point d'équilibre lorsque, plaée au fond du
bol, la bille y retourne après des petits éarts par rapport à ette position d'équilibre.
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On parle de stabilité globale du point d'équilibre lorsque, plaée au fond du bol, la bille
y retourne après n'importe quel éart.
Pour les systèmes dynamiques, Lyapunov a proposé un adre formel simple permet-
tant d'analyser la stabilité de la ommande : une ommande est stable lorsqu'au l du
temps l'énergie du système diminue [Lyapunov 66℄. Puisqu'il est diile de déterminer
préisément l'énergie d'un système, Lyapunov a introduit une fontion L(x) qui peut
être interprétée omme l'énergie du système en mouvement. Une telle fontion L(x), ap-
pelée fontion de Lyapunov , doit don être stritement positive i.e. L(0)= 0 et L(x) > 0
pour x 6= 0. Le leteur intéressé par les détails théoriques de l'analyse de la stabilité au
sens de Lyapunov peut se référer à l'ouvrage [Spong 05℄.
Stabilité au sens de Lyapunov : Ii, nous présentons des dénitions relatives à la
stabilité des systèmes dynamiques.
Soit un système non linéaire ou linéaire déni par l'équation diérentielle
x˙= f(x). (1.17)
L'équation (1.17) dérit l'évolution dans le temps de l'état du système en fontion d'un
état initial (voir gure 1.18). Si f(0)= 0 alors le point xe= 0 est dit point d'équilibre
du système.
Dénition 1.1 Le point d'équilibre xe= 0 est stable au sens de Lyapunov si pour tout
ǫ > 0, il existe δ(ǫ) tel que
‖x(t0)− xe‖ < δ ⇒ ‖x(t)− xe‖ < ǫ ∀t ≥ t0.
En d'autres termes, omme le montre la gure 1.19(a), le système (1.17) est stable
si la solution reste dans une boule Bǫ entrée en xe et de rayon ǫ losrque l'état initial
x(t0) est dans une boule Bδ entrée en xe. Autrement dit, si le système subit une petite
perturbation de sa position d'équilibre xe, alors il reste prohe de xe tout le temps (à
partir du moment où il est perturbé).
Dénition 1.2 Si le système est stable et s'il onverge vers le point d'équilibre xe,
i.e.
‖x(t0)− xe‖ < δ ⇒ lim
t→+∞x(t)= xe,
alors on dit que le point d'équilibre xe est asymptotiquement stable.
Autrement dit, si le système subit une petite perturbation de sa position d'équilibre xe,
alors il y revient au l du temps (à partir du moment où il est perturbé). Cette notion
est illustrée sur la gure 1.19(b).
Ces deux notions de stabilité peuvent aussi se traduire en utilisant la fontion de
L(x) de Lyapunov.
Dénition 1.3 Le point d'équilibre xe= 0 est stable si
L˙(x) ≤ 0 ∀x ∈ Ω(xe),
où Ω(xe) est un voisinage du point d'équilibre xe.
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xe
e´tat initial
Point d’e´quilibre
(a)
xe
(b)
Fig. 1.18  Systèmes stables : (a) système linéaire, même évolution pour tous les états
initiaux, (b) système non linéaire, l'évolution est fontion de l'état initial.
δ
x(t0)ǫ
xe
(a)
δ
x(t0)ǫ
xe
(b)
Fig. 1.19  Stabilité d'un système : (a) au sens de Lyapunov, (b) asymptotique.
Dénition 1.4 Dans le as où la dérivée de la fontion de Lyapunov est stritement
négative, i.e.
L˙(x) < 0 ∀x ∈ Ω(xe),
alors le point d'équilibre xe est asymptotiquement stable.
Dénition 1.5 Pour un système linéaire dérit par (1.17), on a
f(x)= Ax,
où A est une matrie onstante. Dans e as, le point d'équilibre xe est globalement
asymptotiquement stable si et seulement si Re(λ(A)) < 0, i.e. toutes les parties
réelles des valeurs propres de la matrie A sont stritement négatives.
Il est parfois diile d'analyser la stabilité globale d'un système non linéaire. Ce-
pendant, on peut s'intéresser à sa stabilité loale en linéairisant au point d'équilibre
l'équation (1.17) dérivant l'évolution de son état. On obtient alors la matrie
A=
∂f
∂x

xe=0
(1.18)
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qui est linéaire et invariante dans le temps. Dans e as, on dit que :
Dénition 1.6 Le point d'équilibre xe du système non linéaire (1.17) est loalement
stable si et seulement si Re(λ(A)) ≤ 0 où la matrie A est donnée en (1.18). Ce même
point est loalement asymptotiquement stable si et seulement si Re(λ(A)) < 0.
Remarque 1.1 Si A < 0, i.e les valeurs propres de sa matrie symétrique
As=
1
2(A
⊤ +A) sont stritement négatives, alors le point d'équilibre xe du système
non linéaire (1.17) est loalement asymptotiquement stable et L˙ < 0. Autrement
dit, si le système subit une petite perturbation de sa position d'équilibre xe alors il y
retourne en s'y rapprohant systématiquement. Cette remarque est plus forte que
la dénition 1.6 où la façon dont le système retourne à sa position d'équilibre n'est pas
spéiée.
Appliation à l'asservissement visuel : Pour un système dont la dynamique est
(1.12) et l'erreur donnée par (1.11), une fontion de Lyapunov andidate est
L(e(t))= 1
2
‖e(t)‖2 = 1
2
e⊤e. (1.19)
Le point d'équilibre orrespond ii à e(t)= 0 (énergie nulle, en référene à l'exemple
i-dessus du bol). La variation temporelle de ette fontion est
L˙= e⊤e˙. (1.20)
En injetant (1.12) dans (1.20), on a
L˙= e⊤Lsvc. (1.21)
De (1.21), on obtient l'équation de la boule fermée en remplaçant vc par sa valeur
donnée en (1.16)
L˙= −λe⊤LsL̂+s ê. (1.22)
En pratique, omme Ls et s dépendent des paramètres 3D P de l'objet et des
paramètres intrinsèques a du système de vision que l'on ne onnait pas préisément,
il est possible d'avoir des erreurs dans les estimations de L̂+s et de ŝ. D'où l'intérêt de
l'analyse de la stabilité aux erreurs de modélisation de l'objet et aux erreurs d'étalonnage
du système de vision.
Si on onsidère uniquement des erreurs de modélisation alors ê= e. Partant de (1.22),
l'équation de la boule fermée s'érit
L˙= −λe⊤LsL̂+s e. (1.23)
Partant de (1.23), d'après la théorie de Lyapunov, si
LsL̂
+
s > 0, (1.24)
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alors L˙ < 0 et la ommande du système est asymptotiquement stable. En d'autres
termes, si le système est perturbé de son point d'équilibre (ou point d'attration)
e(t)= 0, il y retourne après un ertain temps ar la ondition L˙ < 0 peut être interpré-
tée omme le fait que l'énergie du système se dissipe. On parle de stabilité loale pour
des perturbations ou positions initiales très prohes du point d'équilibre, et de stabilité
globale pour des perturbations ou positions initiales dans tout l'espae de travail.
Dans le as où on linéarise au point d'équilibre l'expression (1.22) de la boule
fermée, on obtient immédiatement le système linéaire
e˙= −λLs∗L̂+s∗E∗e (1.25)
où Ls∗ est la valeur désirée de Ls et E
∗
est une matrie telle que ê= E∗e dont l'expres-
sion est en général obtenue par linéarisation de ê. Dans e as, la stabilité asymp-
totique loale est obtenue si et seulement si les valeurs propres de Ls∗L̂
+
s∗E
∗
sont
stritements positives.
Il existe d'autres soures d'erreurs dont nous ne traitons pas ii, notamment les
erreurs liées au bruit sur l'image. Pour e type d'erreur, il est possible d'eetuer une
analyse de stabilité par erreur bornée [Vitorino 02℄.
Le but de ette étude est d'améliorer la ommande du système à travers le hoix
d'informations visuelles s. Mais il est également de l'améliorer à travers le hoix du
shéma de ontrle. En eet, la matrie d'interation ourante Ls peut présenter des
problèmes de singularité (dans le as de perte de rang, ertaines informations visuelles
éléments de s deviennent linéairement dépendantes) aetant ainsi la stabilité de la
ommande. De plus le alul de Ls exige une estimation des paramètres 3D ourants P
de l'objet. Une solution onsiste à utiliser la matrie d'interation désirée Ls∗(P
∗) où le
paramètre P ∗ est xé [Chaumette 90℄. La ommande dans e as est donnée par
vc= −λL̂+s∗e. (1.26)
On peut aussi utiliser la moyenne entre les interations ourante et désirée [Tahri 03,
Malis 04℄
vc= −λ
(
L̂s + L̂s∗
2
)+
e, (1.27)
ou mieux enore, une ombinaison judiieusement hoisie [Marey 08℄
vc= −λ
(
kL̂s + (1− k)L̂s∗
)+
e, (1.28)
ave k ∈ R ∩ ]0, 1[.
D'autres études sur l'amélioration de la ommande portent sur l'observabilité des
mouvements du robot [Nelson 96, Sharma 97℄, sur la visibilité de l'objet à travers la
planiation de trajetoire et la robustesse aux erreurs de modèle [Mezouar 02℄, les
fontions de navigation [Cowan 02℄ et l'asservissement visuel qualitatif [Remazeilles 06℄.
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La piste que nous suivons dans ette étude onsiste à hoisir judiieusement s an
d'améliorer la relation vision-ommande Ls (voir gure 1.20), et don d'améliorer la
ommande donnée par (1.16). Cette piste a fait l'objet de nombreuses reherhes que
nous présentons dans la suite.
Se´lection d’informations visuelles
Ls(P, a)
s I(a)
P
Image courante
Robot
vc
Matrice
PERCEPTION
d’interaction
Objet
Parame`tres 3D
de l’objet
Fig. 1.20  Quel hoix pour s ?
1.3 Séletion d'informations visuelles
L'utilisation de ertaines informations issues d'un apteur de vision peut potentiel-
lement onduire à des problèmes de stabilité de la ommande si le déplaement que le
robot doit eetuer est très grand [Chaumette 98℄. Il faut don hoisir des informations
idéales assurant les propriétés suivantes : stabilité loale voire globale de la ommande,
robustesse de la ommande aux erreurs de modélisation de l'objet et d'étalonnage, ab-
sene de singularités et de minima loaux, trajetoire satisfaisante du robot mais aussi
des informations dans l'image et enn déouplage maximal et relation linéaire (but ul-
time) entre les informations visuelles et les degrés de liberté ommandés. Cette dernière
propriété permet d'avoir une ommande linéaire (du système), qui onverge dans tout
l'espae de travail.
Plusieurs solutions sur le hoix de s existent. Ces solutions peuvent être lassées en
fontion du type d'informations visuelles utilisées [Sanderson 80℄ : informations visuelles
2D, 3D ou hybrides (2D et 3D).
1.3.1 Asservissement visuel 2D
Il s'agit ii d'utiliser diretement des informations de l'espae 2D image pour ontr-
ler les mouvements du robot (voir gure 1.21), par exemple les oordonnées de l'image
perspetive du point P [Feddema 89b℄ : s= (px, py). En utilisant une améra pers-
petive, les informations visuelles pour des objets géométriques telles que les sphères,
les ylindres, les erles et les droites sont données dans [Chaumette 90℄. En utilisant
un système de vision entrale atadioptrique, la matrie d'interation de l'image d'un
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point est donnée dans [Barreto 02b℄, et elle de l'image d'une droite dans [Mezouar 04,
Hadj-Abdelkader 08℄
L'avantage de e type d'asservissement visuel réside dans sa robustesse aux erreurs
d'étalonnage [Espiau 93℄, et aux erreurs de traitement d'image. En revanhe, e shéma
ne permet pas un ontrle diret de la pose r du robot, i.e. il n'y a pas de ontrle de la
trajetoire du robot dans l'espae artésien 3D. De e fait, le robot, au lieu d'atteindre
la pose désirée, peut se retrouver soit dans un des quatre minimum globaux lorsque le
veteur s est onstitué des oordonnées de trois points [Chaumette 93, Mihel 93℄, soit
dans un minimum loal lorsque le veteur s est onstitué des oordonnées de quatre
points [Chaumette 98℄. Une autre onséquene du fait qu'on ne ontrle pas la pose
r du robot est que la matrie d'interation peut présenter des singularités (ertaines
informations visuelles deviennent linéairement dépendantes), e qui peut entraîner des
problèmes de stabilité de la ommande [Chaumette 98℄. C'est la raison pour laquelle
plusieurs travaux ont été (et sont enore) menés pour améliorer le omportement du
système en utilisant des informations visuelles 2D.
Fig. 1.21  Contrle dans l'espae 2D image : oordonnées de l'image d'un point sur
l'objet.
Pour un omportement satisfaisant du robot dans l'espae artésien, une information
visuelle proportionnelle à la profondeur de l'objet a été proposée dans [Mahony 02℄. Dans
le même but, les vitesses de translation et de rotation de l'axe optique z peuvent être
déouplées des autres degrés de liberté à travers une approhe partitionnée [Corke 01℄.
Une autre solution pour déoupler les vitesses υz et ωz de l'axe z onsiste à utiliser les
oordonnées ylindriques de l'image
cp de P [Iwatsuki 05℄ :
s= (ρ, θ), ave ρ=
√
p2x + p
2
y et θ= arctan(py/px). (1.29)
La matrie d'interation assoiée, mettant en évidene e déouplage, s'érit
Ls =
[ − cos θ
Pz
− sin θ
Pz
ρ
Pz
(1 + ρ2) sin θ −(1 + ρ2) cos θ 0
sin θ
ρPz
− cos θ
ρPz
0 cos θρ
sin θ
ρ −1
]
. (1.30)
Nous pouvons remarquer que Ls est singulière lorsque ρ= 0 auquel as la valeur de θ
n'est pas dénie.
Pour un objet de forme omplexe, on peut s'intéresser au ontour de son image
[Collewet 00℄. Une représentation générique et intuitive de l'image de l'objet peut être
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obtenue en utilisant les moments 2D [Bien 93℄. La forme analytique de la matrie d'in-
teration assoiée aux moments 2D de tout ordre a été présentée dans [Chaumette 04℄ .
Réemment la théorie des moments invariants a été utilisée pour déterminer des ombi-
naisons partiulières de moments 2D telles que la matrie d'interation est quasi linéaire
et déouplée lorsque des objets plans sont onsidérés [Tahri 05℄.
Les études sus-mentionnées utilisent le modèle de projetion perspetive mais d'au-
tres modèles de projetion sont aussi adaptés, notamment le modèle de projetion sphé-
rique qui ore la propriété de passivité si on onsidère la projetion d'un point [Hamel 02℄.
Ce modèle de projetion a été utilisé pour dénir un diéomorphisme global entre
les informations visuelles s et la pose r du robot en onsidérant une sphère mar-
quée [Cowan 05℄. Ce diéomorphisme peut être interprété omme un hangement de
oordonnées entre l'espae 2D image et l'espae artésien 3D permettant de ontrler la
pose. Ce travail original sera l'objet d'une attention partiulière au troisième hapitre.
Réemment, une homographie à partir de deux projetions sphériques a été utilisée pour
déterminer un ensemble d'informations visuelles isomorphe à la pose d'un robot équipé
d'un système de vision atadioptrique [Benhimane 06℄. Enn, une autre représentation
générique de l'image de l'objet est possible en utilisant les moments alulés sur la
surfae d'une sphère [Tahri 04℄. Cette dernière méthode a été réemment appliquée à
l'image entrale atadioptrique d'un nuage de points [Tahri 08℄. Nous reviendrons, au
deuxième hapitre, sur ette nouvelle voie prometteuse.
1.3.2 Asservissement visuel 3D
La tableau 1.4 dérit les notations utilisées dans ette partie.
Ce type d'asservissement visuel utilise des informations visuelles exprimées dans
l'espae artésien 3D en entrée de la loi de ommande (1.16) [Wilson 96, Martinet 97℄.
Ces informations sont obtenues à partir de la pose relative
cro de l'objet par rapport à la
améra (voir gure 1.22). Cette pose peut être alulée à partir du modèle géométrique
de l'objet. Plusieurs méthodes existent pour estimer
cro, par exemple elles données
dans [Tsai 87, Dementhon 95, Lu 00, Marhand 02℄. En boule ouverte, il est possible
d'estimer assez préisément le mouvement 3D à réaliser entre les images initiale et
désirée de l'objet en utilisant une améra sphérique [Fermuller 00℄.
Symbole Dénition
[w]×=
 0 −wz wywz 0 −wx
−wy wx 0

Matrie de préproduit vetoriel assoiée à w
In ∈ Rn×n Matrie identité de rang n
Tab. 1.4  Notations matriielles.
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L'avantage prinipal du shéma d'asservissement visuel 3D est le ontrle diret de
la trajetoire du robot dans l'espae artésien dans le repère mobile Fc en hoisissant
par exemple s= (cto, θu) où le veteur θu est obtenu à partir de
c∗Rc [Malis 98℄. La
matrie
c∗Rc est estimée à partir des poses initiale cro et désirée c∗ro (voir gure 1.22)
omme suit :
c∗Rc= c∗Ro cR−1o .
z O
Fox
yP
cP
C
x
z
y
Fc Fc∗
C∗
(cto,
cRo)
(c∗tc, c∗Rc)
(c∗to, c∗Ro)
c∗rc= (c∗tc, θu)
Fig. 1.22  Contrle dans l'espae artésien 3D : diérentes poses de la améra.
La matrie d'interation assoiée à s, montrant le déouplage entre le veteur θu
ontrlant l'orientation et les degrés de liberté de translation de la améra, s'érit
Ls =
[ −I3 [cto]×
0 Lω
]
, (1.31)
où I3 ∈ R3×3 est la matrie identité de rang trois, [cto]× est la matrie de préproduit
vetoriel assoiée à
cto et la matrie Lω est donnée par [Malis 99℄ :
Lω = I3 +
θ
2
[u]× +
(
1− sinθ
sin
2 θ
2
)
[u]2×, (1.32)
ave sin(x)= sinx/x.
Une deuxième façon de faire onsiste à ontrler la trajetoire du robot dans le
repère xe Fc∗. Dans e as, on peut hoisir s= (c∗tc, θu) [Deng 03, Chaumette 06℄. La
matrie d'interation, montrant le déouplage total entre les vitesses de translation v
et les vitesses de rotation ω, est donnée par
Ls =
[
c∗Rc 0
0 Lω
]
. (1.33)
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La propriété de déouplage garantit une trajetoire satisfaisante du robot. Dans le
deuxième as, le robot se déplae de C à C∗ en ligne droite si la pose c∗rc est bien
estimée [Deng 03, Chaumette 06℄. Par ontre, en utilisant la loi de ommande (1.16)
dans le deuxième as, il n'y a pas de ontrle sur l'image de l'objet. Cela pourrait auser
l'éhe de l'asservissement dans le as où les mesures (extraites de l'image perspetive de
l'objet) utilisées pour estimer la pose venaient à sortir du hamp de vision. Ce problème
de visibilité peut advenir dans le premier as si l'origine du repère de l'objet
cto n'est
pas bien hoisie. L'utilisation des oordonnées 3D
cP (voir gure 1.22) d'un point de
l'objet ontribue à garder l'objet dans le hamp de vision du robot [Martinet 96℄. Par
exemple pour le hoix s= (cP, θu), on a
Ls =
[ −I3 [cP]×
0 Lω
]
. (1.34)
Enn, l'inonvénient de ette approhe réside dans son manque de robustesse aux
erreurs d'étalonnage du système de vision [Hager 95℄. En eet, de petites erreurs dans
l'image peuvent entraîner une large erreur dans l'estimation de la pose. Cette er-
reur peut entraîner une instabilité de la ommande ou un éhe dans le positionne-
ment [Chaumette 98℄.
1.3.3 Asservissement visuel 2 1/2D
Pour proter des avantages des asservissements 2D (ontrle de l'image de l'objet)
et 3D (ontrle de la trajetoire du robot) tout en évitant leurs limites respetives,
il est possible d'utiliser une méthode hybride qui ombine à la fois des informations
visuelles 2D et 3D [Malis 99, Deguhi 98, Morel 99, Chaumette 00, Cervera 03℄. La -
gure 1.23 illustre e as où on peut hoisir par exemple le veteur s = (cp, log(Pz), θu)
où le veteur θu est obtenu à partir de c∗Rc [Malis 99℄.
Dans e shéma, l'orientation relative
c∗Rc est obtenue après estimation de la pose
partielle de la améra en utilisant les images ourante et désirée (voir gure 1.23).
Contrairement à l'asservissement visuel 3D, ette estimation ne néessite pas de onnaître
le modèle géométrique de l'objet. Cependant, omme l'asservissement visuel 3D, e
shéma reste sensible aux bruits dans l'image à ause de ette estimation.
La matrie d'interation assoiée à s, présentant le déouplage entre le ontrle de
l'orientation et les vitesses de translation de la améra, est donnée par [Malis 99℄
Ls =
[
Lv Lv,ω
0 Lω
]
, (1.35)
ave
Lv=
1
ρzP ∗z
 −1 0 px0 −1 py
0 0 −1

et
Lv,ω=
 pxpy −(1 + p2x) py1 + p2y −pxpy −px
−py px 0
,
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où la valeur de ρz= Pz/P
∗
z est obtenue au ours du alul de la pose partielle.
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c∗rc= (c∗tc, θu)
(c∗tc, c∗Rc)
Fig. 1.23  Contrle dans les espaes 2D et 3D : oordonnées de l'image d'un point de
l'objet et orientation de la améra.
Cette solution a été exploitée dans l'asservissement visuel 2 1/2D où une ommande
utilisant une matrie d'interation déouplée, ne présentant auune singularité dans
tout l'espae de travail et tolérant un étalonnage grossier du système de vision, a été
proposée [Malis 02℄. Pour terminer, ette approhe a été réemment appliquée sur des
systèmes de vision entrale atadioptrique [Hadj-Abdelkader 05, Hadj-Abdelkader 07℄.
1.4 Synthèse
Atuellement, il existe de nombreux systèmes de vision qui, ontrairement aux a-
méras perpetives lassiques, ont un large hamp de vision. Comme nous le verrons
au hapitre suivant, es systèmes de vision omnidiretionnelle, même à entre de pro-
jetion unique, ont un modèle de projetion omplexe qui ne failite pas le hoix des
informations visuelles adéquates néessaires pour mieux ontrler le déplaement du
robot.
Peu d'études ont été dédiées à la modélisation en asservissement visuel ave des
systèmes de vision omnidiretionnelle. En eet, les solutions existantes pour s'approher
d'une ommande linéaire et déouplée reposent le plus souvent sur l'utilisation des
améras perspetives lassiques. Ces solutions, limitées à un hamp de vision restreint,
doivent être repensées et adaptées an de proter du large hamp de vue des systèmes
de vision omnidiretionnelle (voir illustration sur la gure 1.24).
La question qui vient à l'esprit est de savoir par quel(s) moyen(s) déterminer des
informations visuelles idéales sur es nouveaux systèmes de vision.
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Puisque le modèle de projetion sphérique est au entre des systèmes de vision
entrale atadioptrique et des améras perspetives, nous nous sommes posés la question
suivante : dans le adre de la modélisation en asservissement visuel, que peut-on faire
de mieux en utilisant le modèle de projetion sphérique ?
Majorite´ des travaux existants
Vision perspective
C
S(C,1)
Peu de travaux
Fig. 1.24  Objetif de modélisation visé par ette étude.
Pour répondre à ette question, nous onsidérerons individuellement quelques objets
représentatives observées par un système de vision entrale atadioptrique ou par une
améra perspetive. Pour haque objet, il s'agira de s'approher au mieux d'un ensemble
d'informations visuelles qui assurent une bonne trajetoire du robot dans l'espae 3D
artésien tout en garantissant aussi une bonne trajetoire de l'image de l'objet.
Enn, nous verrons qu'en utilisant le modèle de projetion sphérique, la détermina-
tion d'un tel ensemble d'informations visuelles est assez simple et intuitive.
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Chapitre 2
Modélisation
Notre objetif est d'exploiter diretement les propriétés géométriques de la pro-
jetion sphérique d'un objet, an de modéliser un ensemble s d'informations visuelles
adéquates pour ontrler l'image de et objet. Nous souhaitons déterminer une para-
métrisation s qui ouvre, si possible, toute la sphère de vue omnidiretionnelle an de
libérer la modélisation de la ontrainte du hamp de vision limité.
Pour mieux ontrler la trajetoire du robot, il est important de s'approher au
mieux, quand ela est possible, d'un veteur s qui est isomorphe (relation biunivoque)
à la pose
cro de l'objet par rapport au apteur. Mais on veut le faire sans alul de
pose expliite (ar bruit, instabilité, ...) et don en restant au plus prohe de l'image.
L'idéal est un veteur s dont la matrie d'interation Ls est linéaire et déouplée de
manière à favoriser non seulement un ontrle de l'image de l'objet mais aussi une
bonne trajetoire artésienne.
Nous revisitons les primitives géométriques les plus usuelles telles que les points, les
droites, les sphères et les erles. Pour haque primitive, nous rappelons les informations
visuelles existantes. Ensuite un nouvel ensemble sn d'informations visuelles est proposé
en exploitant l'image sphérique de la primitive. Enn le alul de sn à partir de l'image
entrale atadioptrique ou perspetive de la primitive est donné.
2.1 Image de points
Le point est la primitive la plus simple. La plupart des travaux en asservissement
visuel utilise l'image de points. Par exemple l'image de points aratéristiques (dans
l'environnement) est souvent utilisée dans des appliations de robotique mobile en milieu
naturel [Remazeilles 04℄. L'image de points peut aussi être utilisée pour la stabilisation
d'un helioptère [Hamel 02, Bourquardez 06℄.
On note
cP= (Px, Py, Pz) ∈ R3 le veteur oordonnées artésiennes du point P
dans Fc.
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2.1.1 Informations visuelles existantes
Cette primitive a été l'objet de nombreux travaux sur la modélisation en asservis-
sement visuel où on distingue deux paramétrisations.
Coordonnées artésiennes : Cette paramétrisation est dénie par les oordonnées
artésiennes s1= (px, py) de l'image
cp de cP en vision perspetive [Feddema 89b℄ et en
vision entrale atadioptrique [Barreto 02b℄. En vision perspetive, la matrie d'inter-
ation assoiée à s est donnée par
Ls =
[ −1/Pz 0 px/Pz pxpy −(1 + p2x) py
0 −1/Pz py/Pz 1 + p2y −pxpy −px
]
. (2.1)
En vision atadioptrique, l'expression non linéaire et omplexe de la matrie d'intera-
tion est donnée par :
Ls1 =
 − 1+p2y+p2xαξ‖cP‖(ξ+λξ) ξpxpy‖cP‖ pxλξ‖cP‖ pxpy − (1+p2x)λξ−ξp2yξ+λξ py
ξpxpy
‖cP‖ −
1+p2x+p
2
yαξ
‖cP‖(ξ+λξ)
pyλξ
‖cP‖
(1+p2y)λξ−ξp2x
ξ+λξ
−pxpy −px

(2.2)
ave αξ= (1− ξ(ξ + λξ)) où λξ=
√
1 + (1− ξ2)(p2x + p2y) et ξ est le paramètre du sys-
tème de vision atadioptrique. Lorsque ξ= 0, (2.2) orrespond exatement à la matrie
d'interation du point donnée par (2.1) en vision perspetive.
Coordonnées ylindriques : Une autre paramétrisation possible de l'image de P
onsiste à utiliser les oordonnées ylindriques s2= (ρ, θ) de
cp [Iwatsuki 05℄. Cette
dernière approhe a l'avantage, par rapport à la première, de déoupler les vitesses le
long de l'axe optique omme le montre la matrie d'interation assoiée
Ls2 =
[ − cos θ
Pz
− sin θ
Pz
ρ
Pz
(1 + ρ2) sin θ −(1 + ρ2) cos θ 0
sin θ
ρPz
− cos θ
ρPz
0 cos θρ
sin θ
ρ −1
]
. (2.3)
Cas de deux points : Lorsque deux points P1 et P2 sont onsidérés, il existe deux
veteurs d'informations visuelles présentés dans [Chaumette 90℄. On peut hoisir les o-
ordonnées artésiennes des images perspetives
cp1 et
cp2 : on a alors s3= (p1x, p1y, p2x, p2y).
La matrie d'interation assoiée à s3 se alule en empilant les matries d'interations
de
cp1 et
cp2 données en (2.1). On a
Ls3 =

−1/P1z 0 p1x/P1z p1xp1y −(1 + p12x) p1y
0 −1/P1z p1y/P1z 1 + p12y −p1xp1y −p1x
−1/P2z 0 p2x/P2z p2xp2y −(1 + p22x) p2y
0 −1/P2z p2y/P2z 1 + p22y −p2xp2y −p2x
 . (2.4)
On peut aussi hoisir une représentation qui dérit le segment image des deux points.
Cette représentation est dénie par : la longueur l, l'orientation α et les oordonnées
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cg= (gx, gy) du entre de gravité du segment image. On a don s4= (gx, gy, l, α). La
relation entre s3 et les oordonnées artésiennes de
cp1 et
cp2 est donnée i-dessous :
gx= (p1x + p2x)/2
gy= (p1y + p2y)/2
l=
√
(p1x − p2x)2 + (p1y − p2y)2
α= arctan (p1y − p2y)/(p1x − p2x).
(2.5)
A partir de (2.5) et (2.1), on déduit la matrie d'interation assoiée à s4 :
Ls4 =

Lgx
Lgy
Ll
Lα
 . (2.6)
où
Lgx = [ −λ2 0
λ2gx − λ1l cosα/4 gxgy + l2 cosα sinα/4
−(1 + g2x + l2 cos2 α/4) gy ]
Lgy = [ 0 −λ2
λ2gy − λ1l sinα/4 1 + g2y + l2 sin2 α/4
−gxgy − l2 cosα sinα/4 −gx ]
Ll = [ λ1 cosα λ1 sinα
λ2l − λ1(gx cosα+ gy sinα) l(gx cosα sinα+ gy(1 + sin2 α))
−l(gx(1 + cos2 α) + gy cosα sinα) 0 ]
Lα = [ −λ1 sinα/l λ1 cosα/l
λ1(gx sinα− gy cosα)/l −gx sin2 α+ gy cosα sinα
gx cosα sinα− gy cos2 α −1 ]
ave λ1= (P1z − P2z)/P1zP2z et λ2= (P1z + P2z)/P1zP2z.
On peut faire mieux en normalisant le veteur s4 par rapport à la longueur l du
segment. On obtient alors le veteur s5= (gx/l, gy/l, 1/l, α).
2.1.2 Nouvelles informations visuelles pour un point
Le modèle de projetion sphérique se trouve au entre de la vision entrale atadiop-
trique et perspetive. Nous nous intéressons ii à la projetion sphérique de P. L'image
sphérique ps de P est donnée par ps= πs(cP)= 1‖cP‖ cP. De manière détaillée on a
psx= Px/
√
P 2x + P
2
y + P
2
z
psy= Py/
√
P 2x + P
2
y + P
2
z
psz= Pz/
√
P 2x + P
2
y + P
2
z .
(2.7)
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En dérivant haque omposante de ps par rapport au temps, on obtient
p˙s=
1
‖cP‖
(
I3 − psps⊤
)
cP˙. (2.8)
Par onséquent la matrie d'interation assoiée à ps s'exprime en fontion de la matrie
d'interation de
cP omme suit :
Lps =
1
‖cP‖
(
I3 − psps⊤
)
LcP. (2.9)
L'expression de la matrie d'interation du point 3D
cP est donnée par [Chaumette 90℄ :
LcP=
[ −I3 [cP]× ] . (2.10)
En injetant (2.10) dans (2.9) on obtient la matrie d'interation assoiée à ps [Hamel 02℄ :
Lps =
[
1
‖cP‖
(
psps
⊤ − I3
)
[ps]×
]
. (2.11)
Cette matrie présente la propriété de passivité, i.e. la variation temporelle de ‖ps‖ est
indépendante des mouvements de rotation ω de la améra.
Les trois omposantes du veteur ps sont redondantes pour ontrler l'image du
point ar ‖ps‖= 1. Deux paramètres susent pour dérire l'image sphérique d'un point.
C'est pourquoi nous proposons l'une des deux paramétrisations dérites sur la gure 2.1.
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Fig. 2.1  Projetion sphérique d'un point : (a) oordonnées sphériques-artésiennes,
(b) oordonnées sphériques.
La première (voir gure 2.1(a)) représente e que nous appellerons, par analogie ave
les oordonnées artésiennes, les oordonnées sphériques-artésiennes :
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sn1= (φx, φy), ave φx= arctan(psx/psz) et φy= arctan(psy/psz). (2.12)
La matrie d'interation assoiée à sn1 se alule à partir de Lps omme suit :
Lsn1 =
∂sn1
∂ps
Lps .
A partir de (2.11), on obtient après quelques développements :
Lsn1 =
[
− c2φx‖cP‖psz 0
c2φxtφx
‖cP‖psz c
2φxtφxtφy −1 c2φxtφy
0 − c2φy‖cP‖psz
c2φytφy
‖cP‖psz 1 −c
2φytφxtφy −c2φytφx
]
(2.13)
ave c2φx= cos
2 φx, c
2φy= cos
2 φy, tφx= tanφx et tφy= tanφy.
La paramétrisation sn1 est singulière lorsque psx= psz= 0 (et don psy= ±1), ou
psy= psz= 0 (et don psx= ±1) (voir gure 2.1(a)). Dans le premier as la valeur de
φx est indénie et φy= (2k + 1)
π
2 ave k ∈ Z. Dans le deuxième as la valeur de φy est
indénie et φx= (2k + 1)
π
2 ave k ∈ Z. Ces deux as de gure, bien que n'étant pas
envisageables en vision perspetive, sont possibles en vision entrale atadioptrique. La
matrie d'interation Lsn1 est singulière si psz= 0 ou φx= ±π2 ou φy= ±π2 .
La matrie d'interation Lsn1 , en omparaison ave Ls1 (as de la projetion pers-
petive en (2.1) et as de la projetion atadioptrique en (2.2)), présente des termes
onstants sur les vitesses ωx et ωy, e qui est très intéressant pour ontrler es deux
degrés de liberté. La matrie Lsn1 présente un déouplage sur les vitesses υx et υy mais
des termes omplexes sur les autres degrés de liberté.
La seonde paramétrisation possible (voir gure 2.1(b)) représente les oordonnées
sphériques lassiques :
sn2= (φ, θ), ave φ= arccos(psz) et θ= arctan(psy/psx). (2.14)
La matrie d'interation assoiée à sn2 se alule à partir de Lps omme suit :
Lsn2 =
∂sn2
∂ps
Lps .
A partir de (2.11), on obtient après quelques développements :
Lsn2 =
[
− cos θ cosφ‖cP‖ − sin θ cosφ‖cP‖ sinφ‖cP‖ sin θ − cos θ 0
sin θ
‖cP‖ sinφ − cos θ‖cP‖ sinφ 0 cos θ cosφsinφ sin θ cosφsinφ −1
]
. (2.15)
La paramétrisation sn2 tout omme s2 est singulière lorsque psx= psy= 0 (et don
psz= ±1) (voir gure 2.1(b)). Dans e as la valeur de θ est indénie et φ= kπ ave
k ∈ Z.
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Fig. 2.2  Singularités de la représentation des positions sur le globe terrestre.
Ces singularités, liées à la modélisation, ne sont pas du tout surprenantes. En eet,
même sur le globe terrestre, en onsidérant par exemple sn2= (φ, θ), les ples ne sont
assoiés à auun méridien (voir gure 2.2).
D'un point de vue pratique, l'utilisation du veteur des oordonnées sphériques sn2
est bien adaptée pour les systèmes de vision atadioptrique à angle mort au entre de
l'image (voir gure 1.4). En eet, dans e as, il est impossible d'avoir des singularités
sur la représentation sn2 de l'image d'un point.
L'avantage des oordonnées ylindriques sur les oordonnées artésiennes est bien
onnu : déouplage sur les vitesses de l'axe optique qui permet d'eetuer une ro-
tation de π autour de et axe sans problème de singularité de la matrie d'intera-
tion [Iwatsuki 05℄. Il en est de même, d'après les matries d'interation (2.13) et (2.15),
de l'avantage des oordonnées sphériques sn2 par rapport aux oordonnées sphériques-
artésiennes sn1. En eet, si on onsidère une rotation de π autour de l'axe optique, le
fait que le veteur sn1 soit lié aux oordonnées perspetives (voir (2.12)) peut onduire
à une singularité de la matrie d'interation quel que soit le nombre de points utilisés,
omme ela a été démontré en vision perspetive dans [Chaumette 98℄. Nous verrons
dans le prohain hapitre une appliation en robotique mobile qui utilise le veteur sn2.
Calul des nouvelles informations : Le alul des veteurs sn1 et sn2 à partir
de l'image perspetive ou atadioptrique
cp= (px, py) passe par la détermination du
veteur ps. Celui-i est donné par
ps= π
−1
pξ (
cp), (2.16)
où la fontion π−1pξ est telle que (voir détails en Annexe A.1) :
psx=
ξ + λξ
p2x + p
2
y + 1
px, psy=
ξ + λξ
p2x + p
2
y + 1
py, et psz=
ξ + λξ
p2x + p
2
y + 1
− ξ,
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Pour sn1, on a  φx = arctan
(
ξ+λξ
(ξ+λξ)−ξ(p2x+p2y+1)px
)
φy = arctan
(
ξ+λξ
(ξ+λξ)−ξ(p2x+p2y+1)py
)
.
Pour ξ= 0, on a {
φx = arctan(px)
φy = arctan(py)
qui orrespond bien (à l'artangente près) à la paramétrisation artésienne s1= (px, py)
en vision perspetive.
Pour sn2, on a  φ = arccos
(
ξ+λξ
p2x+p
2
y+1
− ξ
)
θ = arctan
(
py
px
)
.
2.1.3 Nouvelles informations visuelles pour deux points
Dans ette partie, nous exploitons les propriétés géométriques de la projetion sphé-
rique de deux points pour dérire deux nouveaux types informations visuelles très inté-
ressantes. Le premier type présente la propriété d'invariane aux mouvements de rota-
tion ω de la améra. Le seond type a pour avantage d'être lié linéairement aux vitesses
de rotation ω de la améra.
Soient P1 et P2 deux points de veteurs respetifs de oordonnées cP1 et cP2. Soient
p1s et p2s les projetions sphériques respetives de P1 et P2.
La distane d12 entre les projetions sphériques p1s et p2s (voir gure 2.3(a)) est
invariante aux mouvements de rotation de la améra. L'expression de ette distane est
donnée par
d12= ‖p1s − p2s‖=
(
(p1s − p2s)⊤ (p1s − p2s)
) 1
2
. (2.17)
En alulant la variation temporelle de d12, on obtient l'expression de la matrie d'in-
teration de d12 en fontion des matries d'interation de p1s et p2s
Ld12 =
1
d12
(p1s − p2s)⊤
(
Lp1s − Lp2s
)
. (2.18)
En injetant Lp1s et Lp2s déduites de (2.11) dans (2.18) on obtient
Ld12 =
[
− 1d12 (p1s − p2s)
⊤
(
1
‖cP1‖Γp1s − 1‖cP2‖Γp2s
)
0
]
, (2.19)
où Γpis = I3 − pispi⊤s , i = 1, 2.
A partir des projetions sphériques p1s et p2s, il est possible de déterminer un ve-
teur ζ de trois informations visuelles dont la matrie d'interation est de la forme
Lζ=
[
Lω,υ −I3
]
. (2.20)
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Fig. 2.3  Projetion sphérique de deux points : (a) distane entre les images sphériques
des deux points, (b) omposantes de la matrie de rotation.
Le veteur ζ a été proposé pour l'asservissement visuel d'une sphère marquée dans
[Cowan 05℄. Ce veteur est la représentation θu de la matrie de rotation VV∗−1 où V∗
est la valeur désirée de la matrie de rotation V= [v1 v2 v3] (voir gure 2.3(b)) dénie
omme suit : 
v1 = p1s
v2 =
Γp1s (p2s−p1s)
‖Γp1s (p2s−p1s)‖
v3 = v1 × v2,
(2.21)
où Γp1s = I3 − p1sp1⊤s .
L'expression de la matrie d'interation assoiée à ζ (voir les détails du alul en
annexe A.2) est donnée par (2.20) ave
Lω,υ=
1
‖Γp1s(p2s − p1s)‖
v1v3
⊤Mp1sp2s +
1
‖cP1‖
(
v2v3
⊤ − v3v2⊤
)
, (2.22)
où Mp1sp2s =
(
− 1‖cP2‖Γp1sΓp2s + 1‖cP1‖
(
(p1
⊤
s p2s)I3 + p1sp2
⊤
s
)
Γp1s
)
et
Γp2s = I3 − p2sp2⊤s .
Il est important de noter que l'expression (2.22) est la forme générale du as par-
tiulier présenté dans [Cowan 05℄. En eet, dans e as partiulier, le point
cP2 est
séletionné sur la tangente de la surfae d'une sphère au point
cP1.
Dans le hapitre suivant, nous verrons omment ombiner es deux types d'infor-
mations visuelles pour réaliser une tâhe de positionnement par rapport à un nuage de
points.
Le tableau 2.1 résume la modélisation pour l'images de points.
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Primitives Informations Nouvelles
3D visuelles Informations
existantes visuelles
point s1= (px, py) sn1= (φy, φy)
s2= (ρ, θ) sn2= (φ, θ)
deux points s3= (p1x, p1y, p2x, p2y) d12
s4= (gx, gy, l, α) ζ= (ζx, ζy, ζz)
s5= (gx/l, gy/l, 1/l, α)
Tab. 2.1  Paramétrisations existantes et nouvelles.
2.2 Image de droites
Les droites onstituent des primitives potentiellement intéressantes en robotique
mobile en milieu intérieur ou en milieu urbain. En eet, elles-i peuvent être extraites
des bords de routes et de pistes d'atterissage : pour le ontrle d'un robot mobile en
utilisant l'image de droites, voir par exemple [Hadj-Abdelkader 08℄ ; et pour l'attérissage
d'un avion, voir par exemple [Bourquardez 07℄.
Soit D une droite 3D. Celle-i peut être dénie, dans Fc, par l'intersetion de deux
plans orthogonaux (voir gure 2.4)
D=
{
n1xPx + n1yPy + n1zPz= 0
n2xPx + n2yPy + n2zPz + d2= 0,
(2.23)
où
cP= (Px, Py, Pz) ∈ D, d2 6= 0 et n1= (n1x, n1y, n1z), n2= (n2x, n2y, n2z) sont tels
que : 
n1
2
x + n1
2
y + n1
2
z= 1
n2
2
x + n2
2
y + n2
2
z= 1
n1xn2x + n1yn2y + n1zn2z= 0.
Nous hoisissons d2 6= 0 ar nous ne onsidérons pas ii le as dégénéré où la droite passe
par le entre de projetion. Il existe d'autres représentations d'une droite 3D telles que
les oordonnées de Plüker par exemple [Andre 02℄, mais nous n'avons pas vu d'intérêt
partiulier à utiliser ette paramétrisation pour les droites 3D.
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Fig. 2.4  Représentation d'une droite 3D.
2.2.1 Informations visuelles existantes
Coordonnées ylindriques : Il existe quelques travaux sur la modélisation en as-
servissement visuel à partir des droites. Le plan déni par
n1xPx + n1yPy + n1zPz= 0, (2.24)
appelé plan d'interprétation de D, passe par le entre de projetion C (voir gure 2.4).
L'intersetion de e plan ave le plan image perspetive onstitue la projetion perspe-
tive de D (voir gure 2.5(a)). L'équation de elle-i, obtenue en divisant (2.24) par Pz
(Pz 6= 0 en vision perspetive), est donnée par :
n1xpx + n1ypy + n1z= 0. (2.25)
De ette équation, on peut déduire une paramétrisation minimale :
s1= (ρ, θ) ave ρ= − n1z√
n12x + n1
2
y
et θ= arctan
n1y
n1x
. (2.26)
La matrie d'interation assoiée à la normale n1= (n1x, n1y, n1z) au plan d'inter-
prétation est donnée par [Espiau 87, Andre 02℄ :
Ln1 =
[ − 1d2 n1n2⊤ [n1]× ] . (2.27)
De (2.27), on obtient la matrie d'interation assoiée à s1 [Chaumette 90℄ :
Ls1 =
[
λρ cos θ λρ sin θ −λρρ (1 + ρ2) sin θ −(1 + ρ2) cos θ 0
λθ cos θ λθ sin θ −λθρ −ρ cos θ −ρ sin θ −1
]
, (2.28)
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ave {
λρ= (ρn2x cos θ + ρn2y sin θ + n2z)/d2
λθ= (n2x sin θ − n2y cos θ)/d2.
Notons que le veteur s1 ontrle seulement l'orientation du plan d'interprétation déni
par (2.24).
C
x
D
Ppi
y
ρ
θ
(a)
Pπ
C
D
V
S(C,1)
y
x
z
ϕ− 2ξξ
(b)
Fig. 2.5  Projetion atadioptrique d'une droite : (a) projetion perspetive (ξ= 0),
(b) as général, en rouge une partie de l'ellipse vue dans l'image.
En e qui onerne la vision perspetive, il existe d'autres paramétrisations de
l'image d'une droite que nous ne présentons pas ii, telles par exemple les oordon-
nées de Plüker bi-normées [Andre 02℄.
La modélisation de l'image des droites en vision entrale atadioptrique est très
réente. De manière générale, l'image atadioptrique de D est une ellipse (voir -
gure 2.5(b)). L'équation de ette ellipse (voir détails en Annexe B.1) est donnée par
[Geyer 00, Barreto 02a, Hadj-Abdelkader 08℄ :
eop
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 = 0, (2.29)
ave 
e0= n1
2
zξ
2 + (ξ2 − 1)n12x, e3= −n1xn1z
e1= n1
2
zξ
2 + (ξ2 − 1)n12y, e4= −n1yn1z
e2= (ξ
2 − 1)n1xn1y, e5= −n12z.
En posant ξ= 0 dans (2.29), on obtient, après simpliations, l'équation (2.25) de
la projetion perspetive de D.
Pour le as partiulier d'un système paraatadioptrique, l'image de la droite D est
un erle [Nene 98℄. En eet, en posant ξ= 1 dans (2.29), on obtient e0= e1 et e2= 0
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et don l'équation d'un erle donnée par :
(n1zpx − n1x)2 +
(
n1zpy − n1y
)2
= 1. (2.30)
Deux paramétrisations minimales ont été proposées pour l'image atadioptrique
de D. La première paramétrisation, s1= (ρ, θ) (voir (2.26)), utilise la droite polaire
du entre de l'image par rapport à l'ellipse (2.29) [Hadj-Abdelkader 06b℄ ; ette droite
n'est autre hose que la projetion perspetive de D donnée par (2.25). La paramétri-
sation s1 est singulière lorsque n1x= n1y= 0 soit pour toute droite appartenant à un
plan parallèle au plan image. Dans e as la valeur de θ n'est pas dénie.
Coordonnées artésiennes : La seonde paramétrisation utilise les oordonnées
artésiennes de la projetion perspetive de n1. Cette paramétrisation est dénie par
s2= (e3/e5, e4/e5)= (
n1x
n1z
,
n1y
n1z
) et orrespond à deux paramètres indépendants de l'el-
lipse (2.29) [Mezouar 04, Hadj-Abdelkader 08℄. En vision paraatadioptrique, s2 or-
respond aux oordonnées du entre du erle (voir (2.30)). En posant k3= e3/e5 et
k4= e4/e5, la matrie d'interation assoiée à s2 est donnée par :
Ls2 =
[
k3λk3 k4λk3 λk3 k3k4 −(1 + k23) k4
k3λk4 k4λk4 λk4 1 + k
2
4 −k3k4 −k3
]
, (2.31)
ave {
λk3 = (−n2x + k3n2z)/d2
λk4 = (−n2y + k4n2z)/d2.
La paramétrisation s2 présente une singularité lorsque n1x= n1z= 0 ou n1y= n1z= 0
soit lorsque le plan d'interprétation de la droite est orthogonal au plan image. Dans l'un
ou l'autre des as, une des omposantes du veteur s2 n'est pas dénie.
Dans la suite, nous montrons que les hoix minimaux s1 et s2 peuvent être retrouvés
d'une manière très simple en utilisant le modèle de projetion sphérique.
2.2.2 Nouvelles informations visuelles
La projetion sphérique de D, illustrée par les gures 2.6(a) et 2.6(b), est l'interse-
tion entre la sphère de projetion S(C,1) et le plan d'interprétation déni par (2.24). On
obtient le grand erle déni dans [Geyer 00℄ :
πs (D)=
{
n1xpsx + n1ypsy + n1zpsz= 0
ps
2
x + ps
2
y + ps
2
z= 1,
(2.32)
où πs (D) est un abus de notation pour noter la projetion sphérique de D.
Pour ontrler le grand erle πs (D), on peut utiliser sa normale n1= (n1x, n1y, n1z).
Mais e hoix est redondant puisque ‖n1‖= 1. Le veteur n1 peut être représenté par
deux paramètres sur la sphère en utilisant simplement, omme pour le as d'un point,
les oordonnées sphériques ou les oordonnées sphériques-artésiennes.
Dans le premier as (voir gure 2.6(a)) les oordonnées sphériques sont données par
sn1= (φ, θ), ave φ= arcsin(n1z) et θ= arctan(n1y/n1x). (2.33)
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Les veteurs s1 et sn1 sont presque identiques puisque ρ= − tanφ. Partant de (2.33) et
en utilisant (2.27), on déduit la matrie d'interation assoiée à sn1 :
Lsn1 =
[
λ2 cos θ λ2 sin θ λ2 tanφ − sin θ cos θ 0
λθ cos θ λθ sin θ λθ tanφ cos θ tanφ sin θ tanφ −1
]
, (2.34)
ave λ2= −n2z/d2 et λθ= (n2x sin θ − n2y cos θ)/d2.
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Fig. 2.6  Projetion sphérique d'une droite : (a) oordonnées sphériques sn1, (b) o-
ordonnées sphériques-artésiennes sn2.
La paramétrisation sn1, tout omme s1 (en vision atadioptrique), est singulière
lorsque n1x= n1y= 0 soit pour toute droite appartenant à un plan parallèle au plan
image. Dans e as la valeur de θ n'est pas dénie et φ= (2k + 1)π2 ave k ∈ Z.
D'un point de vue pratique, l'utilisation du veteur des oordonnées sphériques sn1
est bien adaptée pour les systèmes de vision atadioptrique à angle mort au entre de
l'image (voir gure 1.4). En eet, dans e as, il est impossible d'avoir des singularités
sur la représentation sn1 de l'image d'une droite.
Dans le seond as (voir gure 2.6(b)) les oordonnées sphériques-artésiennes sont
données par
sn2= (φx, φy), ave φx= arctan(n1x/n1z) et φx= arctan(n1y/n1z). (2.35)
Les veteurs sn2 et s2 sont égaux à l'artangente près. Partant de (2.35) et en utilisant
(2.27), on déduit la matrie d'interation assoiée à sn2 :
Lsn2 =
[
λφxc
2φxtφx λφxc
2φxtφy λφxc
2φx c
2φxtφxtφy −1 c2φxtφy
λφyc
2φytφx λφyc
2φytφy λφyc
2φy 1 −c2φytφxtφy −c2φytφx
]
,
(2.36)
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ave λφx= (n2z tanφx − n2x)/d2, λφy = (n2z tanφy − n2y)/d2, c2φx= cos2 φx,
c2φy= cos
2 φy, tφx= tanφx et tφy= tanφy.
La paramétrisation sn2 présente les deux singularités de s2 lorsque le plan d'interpré-
tation de la droite est orthogonal au plan image. La première orrespond à n1x= n1z= 0.
Dans e as la valeur de φx n'est pas dénie et φy= (2k + 1)
π
2 ave k ∈ Z. La seonde
en n1y = n1z = 0. Dans e as la valeur de φy n'est pas dénie et φx= (2k + 1)
π
2 ave
k ∈ Z.
Pour ontourner es singularités, une solution onsisterait à utiliser la paramétrisa-
tion sn1 aux abords des singularités de sn2 et vie-versa. Cette solution peut aussi être
utilisée pour le as des points. Le hangement de artes de paramétrisation entre sn1
(voir (2.33)) et sn2 (voir (2.35)) est obtenu à partir de la relation :{
tan θ= tanφx/ tanφy
1/ sin2 φ= 1 + tan2 φx + tan
2 φy.
(2.37)
La matrie d'interation Lsn2 , en omparaison ave Ls2 présente des termes onstants
sur les vitesses ωx et ωy, e qui est intéressant pour ontrler es deux degrés de liberté.
En revanhe, les termes sur les autres degrés de libertés sont omplexes.
Calul des nouvelles informations : Le alul de sn1 et sn2 passe par l'estimation
de la normale n1 au plan d'interprétation. Cette normale peut être alulée à un fateur
d'éhelle près sur l'image atadioptrique de D à partir de la mesure des moments 2D
µ= (gx, gy, n20, n11, n02) de l'ellipse (2.29). Plus préisément, (gx, gy) est le entre de
gravité de l'ellipse, n20, n11 et n02 sont les moments entrés normalisés d'ordre deux de
l'ellipse.
Ii nous présentons diretement le résultat, les détails du alul sont donnés en
Annexe B.2.
Pour sn1, on a {
φ= arcsin
(±√αξ + 1− ξ2)
θ= arctan
(
gy
gx
)
,
(2.38)
où αξ=
g2x+g
2
y
4n20g2y+4n02g
2
x+8n11gxgy
et le signe ± peut être xé à partir du sens de n1 hoisi
suivant l'orientation des gradients dans l'image.
Pour sn2, on a  φx= arctan
(
αξ
αξ+1−ξ2 gx
)
φy= arctan
(
αξ
αξ+1−ξ2 gy
)
.
(2.39)
Pour ξ= 1, qui orrespond à un système paraatadioptrique,
sn2= (arctan(gx), arctan(gy)).
Ce résultat est onforme au veteur existant s2= (gx, gy) (voir tableau 2.2) [Mezouar 04℄,
qui est le entre du erle observé omme image paraatadioptrique de la droite.
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En résumé, l'utilisation du modèle de projetion sphérique en omparaison ave
le modèle de projetion atadioptrique est plus simple pour hoisir les informations
visuelles sur l'image d'une droite. La tableau 2.2 réapitule le travail de modélisation
pour l'image de droites.
Primitive Informations Nouvelles
3D visuelles Informations
existantes visuelles
droite s1= (ρ, θ) sn1= (φ, θ)
s2= (k3, k4) sn2= (φx, φy)
φx= arctan k3 et φy= arctan k4
Tab. 2.2  Paramétrisations existantes et nouvelles.
2.3 Image de sphères
Il s'agit de la première des primitives volumétriques pour lesquelles ette étude a
apporté une ontribution intéressante. Une sphère peut être utilisée en pratique pour la
stabilisation d'un dirigeable par asservissement visuel [Zhang 99℄.
2.3.1 Informations visuelles existantes
Soit S(O,R) une sphère de rayon R et de entre O. Soit cO= (Ox, Oy, Oz) ∈ R3 le
veteur des oordonnées de O dans Fc.
L'équation de S(O,R) est donnée par
(Px −Ox)2 + (Py −Oy)2 + (Pz −Oz)2 −R2= 0, (2.40)
où
cP= (Px, Py, Pz) est le veteur des oordonnées d'un point P ∈ S(O,R).
Projetion perspetive d'une sphère : La projetion perspetive de S(O,R) est
une ellipse (voir gure 2.7). L'équation de ette ellipse est donnée par [Chaumette 90℄ :
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 = 0 (2.41)
où
cp= (px, py) est un point de l'ellipse et où :
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
e0 = R
2 −O2y −O2z
e1 = R
2 −O2x −O2z
e2 = OxOy
e3 = OxOz
e4 = OyOz
e5 = R
2 −O2x −O2y.
On peut utiliser le veteur des moments µ= (gx, gy, n20, n11, n02) pour aratériser
l'ellipse observée dénie par (2.41). C'est ainsi que la paramétrisation minimale
s1= (gx, gy, 2(n20 + n02))
a été proposée dans [Chaumette 90℄. L'expression du veteur s1 en fontion des para-
mètres 3D, O et R, de S(O,R) est donnée par [Chaumette 90℄ :
gx= − OxOzR2−O2z
gy= − OyOzR2−O2z
2(n20 + n02)= −(2(R
2−O2z)−O2x−O2y)R2
2(R2−O2z)2
.
(2.42)
O
S(O,R)
Ellipse
z = 1
x
y
z
C
cg
co
Fig. 2.7  Projetion perspetive d'une sphère.
L'expression de la matrie d'interation assoiée à s1 est :
Ls1 =
 LgxLgy
(L4n20 + L4n02) /2
 , (2.43)
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où
Lgx = [ −1/Gz 0 gx/Gz + 4nxn20 + 4nyn11
gxgy + 4n11 −1− g2x − 4n20 gy ]
Lgy = [ 0 −1/Gz gy/Gz + 4nxn11 + 4nyn02
1 + g2
y
+ 4n02 −gxgy − 4n11 −gx ]
L4n20 = [ −2(4nxn20 + 4nyn11) 0 2 ((1/Gz + nxgx)4n02 + 4nygxn11)
2(4gyn20 + 4gxn11) −16n20gx 8n11 ]
L4n02 = [ 0 −2(4nxn11 + 4nyn02) 2 ((1/Gz + nygy)4n02 + 4nxgyn11)
16gyn02 −2(4gyn11 + 4gxn02) −8n11 ]
ave Gz= 1/(nxgx + nygy + nz) et

nx = Ox/
(
O2x +O
2
y +O
2
z −R2
)
ny = Oy/
(
O2x +O
2
y +O
2
z −R2
)
nz = Oz/
(
O2x +O
2
y +O
2
z −R2
)
.
On peut déjà noter que Ls1 est non-linéaire et assez ouplée. Cei s'explique en partie
par le fait que
cg n'est pas aligné ave la projetion perspetive co de O (voir gure 2.7).
A partir des moments de l'ellipse représentant la projetion sphérique de la sphère, il
est possible de dénir un veteur d'informations visuelles s′1= (angx, angy, an) [Tahri 05℄,
ave an=
1√
a
et a = m00 l'aire de la surfae observée. Lorsque le plan image et le plan
de la surfae des limbes (aratérisant la sphère) sont parallèles, la matrie d'interation
assoiée à s′1 est de la forme
Ls′
1
=
 −1 0 0 anǫ11 −an(1 + ǫ12) yn0 −1 0 an(1 + ǫ21) −anǫ22 −xn
0 0 −1 −anǫ31 anǫ32 0
 , (2.44)
ave ǫ11= ǫ22= 4n11 − gxgy/2, ǫ12= 4n20 − g2x/2, ǫ21= 4n02 − g2y/2, ǫ31= 3gy/2 et
ǫ32= 3gx/2. La matrie d'interation Ls′
1
présente un déouplage total et des termes
onstants sur les vitesses υx, υy et υz, e qui est très intéressant pour ontrler es trois
degrés de liberté.
Projetion sphérique d'une sphère : Réemment la projetion sphérique de S(O,R)
a été étudiée dans [Cowan 05℄, où l'objet qui a été onsidéré est une sphère marquée
d'un veteur tangent en un point de sa surfae. Pour le moment, nous nous intéressons
seulement au as de la sphère.
La projetion sphérique de S(O,R) est un dme [Cowan 05℄. Ce dme peut être
aratérisé par le ontour δ de sa base. Ce ontour est présenté sur la gure 2.8. La
forme analytique de δ est déterminée i-dessous.
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Fig. 2.8  Projetion sphérique d'une sphère.
Un point P ∈ S(O,R) est projeté en ps sur S(C,1). On a ps= 1‖cP‖ cP. La multipliation
de (2.40) par 1/‖cP‖2 donne(
psx −
Ox
‖cP‖
)2
+
(
psy −
Oy
‖cP‖
)2
+
(
psz −
Oz
‖cP‖
)2
− R
2
‖cP‖2 = 0, (2.45)
qui peut être réérite omme une fontion polynme en 1/‖cP‖
K2O
‖cP‖2 −
2
‖cP‖(Oxpsx +Oypsy +Ozpsz) + 1 = 0, (2.46)
où K2O = O
2
x +O
2
y +O
2
z −R2. Le ontour δ est tel que le disriminant de (2.46) est égal
à 0. On obtient l'unique solution de (2.46)
1
‖cP‖=
Oxpsx +Oypsy +Ozpsz
K2O
, (2.47)
qui est l'équation de la surfae des limbes. Un point P de ette surfae, dont l'image cp
est sur le ontour de l'image de l'objet, est l'unique intersetion entre le rayon inident
CP et la sphère S(O,R) (voir gure 2.8). En injetant (2.47) dans (2.46), on obtient(
Oxpsx +Oypsy +Ozpsz
)2 −K2O= 0. (2.48)
Puisque δ est devant le entre de projetion C, on obtient à partir de (2.48) l'équation
du plan Ps support de δ (voir gure 2.8)
Oxpsx +Oypsy +Ozpsz= KO. (2.49)
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En résumé, δ est l'intersetion de la sphère unité et du plan Ps :
δ=
{
ps
2
x + ps
2
y + ps
2
z= 1
Oxpsx +Oypsy +Ozpsz= KO.
(2.50)
Le ontour δ est don un erle. Il est plus simple d'extraire des informations visuelles
idéales à partir de e erle qu'à partir de l'ellipse observée en vision perspetive.
Le veteur s2= (r,os) a été proposé dans [Cowan 05℄, où
r=
R
‖cO‖
est le rayon de δ (voir gure 2.8) et
os=
1
‖cO‖
cO
est le sommet du dme (voir gure 2.8).
La matrie d'interation assoiée à s2 est donnée par
Ls2 =
 r
2
R
os
⊤ 0
− r
R
(I3 − oso⊤s ) [os]×
. (2.51)
Le veteur s2 n'est pas minimal puisque trois paramètres susent pour ontrler
l'image de la sphère [Espiau 92℄. On peut également noter que la matrie Ls2 est assez
ouplée.
2.3.2 Nouvelles informations visuelles
L'objetif est de déterminer une nouvelle paramétrisation sn1 qui présente une ma-
trie d'interation déouplée au maximum.
Coordonnées artésiennes dans le as général : Parmi les ombinaisons possibles
et imaginables à partir des paramètres
{
osx, osy, osz, r
}
du dme (voir gure 2.8), le
veteur sn1=
1
ros=
1
R
cO a retenu notre attention. Ce veteur est séduisant puisqu'il
est diretement lié au entre O de S(O,R).
La matrie d'interation assoiée à sn1 est simple et maximalement déouplée en
omparaison ave elle de s1 et de s2. En eet, on a :
Lsn1 =
[
− 1RI3 [sn1]×
]
, (2.52)
qui orrespond à la matrie d'interation assoiée au point O au fateur d'éhelle près R.
La matrie Lsn1 présente la même dynamique (
1
R ) sur les vitesses de translation du
système. Puisque R est onstant, il existe une relation linéaire entre la variation de sn1
et les vitesses de translation du système. On peut aussi noter la propriété de passivité
(i.e.
˙‖sn1‖ est invariant aux mouvements de rotation de la améra) qui est importante
pour ontrler ertains systèmes sous-ationnés [Hamel 02℄.
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Coordonnées ylindriques dans les as spéiques : La fabriation de ertains
systèmes de vision atadioptrique impose une zone morte au entre de leur hamp de
vision. C'est le as par exemple des systèmes atadioptriques présentés au hapitre 1
(voir gure 1.4).
Pour e genre de systèmes, l'objet ne doit pas se retrouver dans la zone morte
au risque de faire éhouer l'asservissement. L'utilisation du veteur de oordonnées
artésiennes sn1 onduit à des trajetoires images de O en ligne droite [Chaumette 06℄,
e qui n'est pas toujours souhaitable pour les systèmes de vision à angle mort au entre.
En eet, si l'on onsidère par exemple le as où les positions initiale et nale de l'image
de O sont miroirs l'une de l'autre, l'utilisation de sn1 onduira à une trajetoire qui passe
par la zone morte omme le montre la gure 2.9. Il est don important de déterminer
un autre veteur spéique pour es systèmes de vision.
En utilisant les oordonnées ylindriques de sn1, il est possible de garder l'objet
dans le hamp de vision en imposant un mouvement irulaire dans l'image autour de
la zone morte (voir gure 2.9). C'est ainsi que le veteur spéique aux systèmes à angle
mort au entre est donné par
sn2=
(
ρ, θ,
osz
r
)
,
ave ρ=
√
(osx/r)
2 +
(
osy/r
)2
et θ= arctan(osy/osx). Dans e as, puisque les valeurs
de osy et osx ne sont jamais toutes deux nulles (autrement l'objet est dans la zone
morte du hamp de vision), la valeur de θ est toujours dénie. Par onséquent, il existe
une relation biunivoque entre s˙n2 et s˙n1 , ne dépendant que des mesures dans l'image,
donnée par :
s˙n2 =
n2Mn1 s˙n1 ,
ave
n2Mn1 =
 1ρ osxr 1ρ osyr 0− 1
ρ2
osy
r
1
ρ2
osx
r 0
0 0 1
 .
En eet, le déterminant de
n2Mn1 est donné par |n2Mn1 |= 1/ρ et ρ 6= 0 dans le domaine
de visibilité de l'objet.
sn2
sn1
Fig. 2.9  Trajetoire dans l'image en fontion de la paramétrisation.
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On en déduit la matrie Lsn2 :
Lsn2 =
n2Mn1Lsn1 =
 −
cos θ
R − sin θR 0 sin θ oszr −cos θ oszr 0
sin θ
ρR
− cos θ
ρR 0
cos θ
ρ
osz
r
sin θ
ρ
osz
r −1
0 0 − 1R −ρ sin θ ρ cos θ 0
 . (2.53)
On peut noter que Lsn2 présente un déouplage des vitesses le long de l'axe optique,
omme dans le as de l'approhe partitionnée dérite dans [Corke 01, Iwatsuki 05℄. Une
fois de plus, R est le seul paramètres 3D de l'objet qui intervient dans la matrie
d'interation.
Dans la suite, nous alulons les informations visuelles sn1 et sn2 en fontion de
l'image atadioptrique de la sphère i-dessous présentée.
Projetion atadioptrique d'une sphère : L'image atadioptrique de S(O,R) est
une ellipse. La formation de ette ellipse peut être déomposée en deux étapes (voir
gure 2.10(b)) basées sur le modèle unié de formation d'une image atadioptrique
[Geyer 00℄. Ce modèle est aussi valide pour la projetion perspetive où ξ= 0 omme le
montre la gure 2.10(a).
O
S(O,R)
Ellipse
z = 1
x
y
z
Ps
S(C,1)
Cδ
cg
co
(a)
S(O,R)
RO
y
z
S(C,1)
os
C
ξ
ϕ− 2ξ
V
z
z= ϕ− 2ξco
y
(b)
Fig. 2.10  Projetion atadioptrique d'une sphère : (a) projetion perspetive (ϕ =
1, ξ = 0), (b) as général, vue en oupe.
La première étape est la projetion sphérique de S(O,R). On obtient le dme de
ontour δ déni par (2.50).
La deuxième étape onsiste à projeter δ sur le plan image atadioptrique. On rappelle
que les équations de projetion d'un point sur le plan image atadioptrique sont données
58 Modélisation
par
px=
psx
psz+ξ
, py=
psy
psz+ξ
.
En injetant es équations dans (2.50), on obtient :
1
psz + ξ
=
Oxpx +Oypy +Oz
KO + ξOz
(2.54a)
p2x + p
2
y + 1−
2ξ
psz + ξ
+
ξ2 − 1
(psz + ξ)
2
= 0. (2.54b)
Enn en injetant (2.54a) dans (2.54b), on obtient l'équation de l'ellipse :
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 = 0 (2.55)
ave

e0 = (KO + ξOz)
2 +
(
ξ2 − 1)O2x
e1 = (KO + ξOz)
2 +
(
ξ2 − 1)O2y
e2 =
(
ξ2 − 1)OxOy
e3 = Ox
((
ξ2 − 1)Oz − ξ (KO + ξOz))
e4 = Oy
((
ξ2 − 1)Oz − ξ (KO + ξOz))
e5 = (KO + ξOz)
2 +
(
ξ2 − 1)O2z − 2ξOz (KO + ξOz) .
Cette équation est aussi valable dans le as de la projetion perspetive, où en posant
ξ = 0, on obtient bien (2.41).
Calul des nouvelles informations : Après une phase de traitement d'images, il est
possible de mesurer les moments µ= (gx, gy, n20, n11, n02) de l'ellipse dénie par (2.55).
Le veteur sn1 peut être alulé à partir des moments µ. Après quelques aluls, dont
le détail est donné en Annexe C.1, on obtient :
osx
r = gx
h2√
h2+(1−ξ2)
osy
r = gy
h2√
h2+(1−ξ2)
(2.56)
ave h2 = 1/f(µ), où f(µ)=
4n20g2y+4n02g
2
x−8n11gxgy
g2x+g
2
y
. Il est possible de démontrer que
f(µ) est ontinue même lorsque gx= gy= 0 auquel as f(µ)= 4n20.
Dans le as des systèmes paraatadioptriques (où ξ= 1), on a
osz
r
=
h2 −
(
os2x
r2
+
os2y
r2
− 1
)
2
√
h2
(2.57)
et pour tous les autres systèmes atadioptriques (ξ 6= 1)
osz
r
=
h1 − ξ
√
h21 + (1− ξ2)
(
os2x
r2
+
os2y
r2
− 1
)
(1− ξ2) , (2.58)
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où h1 =
√
h2 + (1− ξ2).
Le alul de sn2, oordonnées ylindriques de sn1, est immédiat à partir de (2.56).
On obtient : {
ρ =
√
g2x + g
2
y
h2√
h2+(1−ξ2)
θ = arctan(gy/gx),
(2.59)
Nous verrons dans la setion suivante une autre approhe de modélisation et de
alul du veteur sn1 en utilisant les moments sphériques.
Remarque 2.1 Il est possible de aluler s2= (r,os) à partir de l'image atadioptrique
de la sphère. Il sut simplement de noter qu'il existe une relation biunivoque entre
sn1=
1
ros et s2= (r,os) ar ‖os‖= 1.
2.4 Moments sphériques
L'utilisation des moments sphériques peut être une solution de modélisation pour un
objet tel que l'image sphérique ne présente pas de propriétés géométriques failement
exploitables. C'est le as par exemple de l'image des primitives 3D non paramétrables.
C'est aussi le as pour l'image sphérique des erles 3D que nous verrons dans la setion
suivante.
En asservissement visuel, la modélisation basée sur les moments est généralement
orientée vers la reherhe de ombinaisons de moments invariantes à ertains mouve-
ments de la améra. Ces ombinaisons invariantes impliquent des termes nuls dans la
matrie d'interation pour les mouvements orrespondants. Pour une trajetoire adé-
quate de la améra dans l'espae artésien, un des objetifs est de séparer la ommande
des degrés de liberté de translation de la ommande des degrés de liberté de rotation.
On distingue ainsi les invariants aux rotations et les invariants aux translations. Dans
ette partie, nous nous intéressons à es deux types d'invariants en utilisant les moments
sphériques. Ensuite nous revisitons le as simple de la sphère pour illustrer le lien entre
les moments sphériques et l'approhe développée dans la setion i-dessus. Auparavant
nous présentons les moments sphériques sous l'angle d'informations visuelles en asser-
vissement visuel. Pour plus de détails sur le sujet, le leteur intéressé pourra se référer
à [Tahri 04℄.
2.4.1 Moments sphériques omme informations visuelles
Ii nous dénissons les moments sphériques tout en faisant le lien ave les moments
2D lassiques. Ensuite nous établissons l'expression analytique des moments sphériques
sur le plan image d'un système de vision entrale atadioptrique. Enn nous présentons
la matrie d'interation assoiée aux moments sphériques.
Moments 2D lassiques : Ce sont les moments 2D alulés sur un plan. Celui-i peut
être le plan image d'une améra perspetive ou d'un système de vision atadioptrique.
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L'expression analytique d'un moment 2D lassique d'ordre i + j, noté mij , est donnée
par
mij=
∫∫
R
pixp
j
y dpx dpy (2.60)
où
cp= (px, py) ∈ R et R est la surfae oupée par l'image de l'objet (voir gure 2.11).
Le entre de gravité (gx = m10/m00, gy = m01/m00) de l'image de l'objet orrespond
au entre de gravité de l'ellipse aratéristique omme le montre la gure 2.11. Cette
ellipse donne une idée sur la forme et l'orientation (angle β sur la gure 2.11) de l'image
de l'objet et peut être déterminée omplètement à partir des moments d'ordre inférieur
ou égal à deux.
x
y Plan image
R
βcg
Fig. 2.11  Ellipse aratéristique de l'image plane d'un objet.
Moments sphériques : Ce sont les moments 2D alulés sur la surfae d'une sphère.
L'expression analytique du moment sphérique d'ordre i+ j + k, noté msijk , est donnée
par :
msijk=
∫∫
Ds
pisxp
j
syp
k
sz ds (2.61)
où ps= (psx, psy, psz) ∈ Ds et Ds est la surfae oupée par la projetion sphérique de
l'objet (voir gure 2.12).
Pour une image sphérique de forme omplexe (voir gure 2.12), le entre de gravité,
noté
cgd= (gdx , gdy , gdz), est donné par
gdx= ms100/ms000
gdy = ms010/ms000
gdz = ms001/ms000
(2.62)
qui est aussi le entre de gravité de l'ellipsoïde aratéristique. Cette ellipsoïde donne
un aperçu de la forme de l'image de l'objet.
Dans la suite, nous montrons omment mesurer les moments sphériques à partir des
plans images atadioptrique et perspetive. Tout d'abord nous onsidérons le as d'un
objet déni par un ontour fermé. Ensuite nous onsidérons le as d'un objet déni par
un ensemble de points, typiquement un nuage de points.
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x
y
z
S(C,1)
C
Ds
cgd
Fig. 2.12  Ellipsoïde aratéristique de l'image sphérique de l'objet.
Objet déni par un ontour fermé et système de vision entrale atadiop-
trique : Sur le plan image d'un système de vision atadioptrique, il est possible d'ex-
primer (2.61) omme suit :
msijk=
∫∫
R
pisxp
j
syp
k
sz
(ξ + psz)
3
ξpsz + 1
dpx dpy, (2.63)
où R est la surfae oupée par l'image de l'objet sur le plan image atadioptrique et
psx=
ξ + λξ
p2x + p
2
y + 1
px, psy=
ξ + λξ
p2x + p
2
y + 1
py, et psz=
ξ + λξ
p2x + p
2
y + 1
− ξ,
ave λξ=
√
1 + (1− ξ2)(p2x + p2y). Le terme
(ξ + psz)
3
ξpsz + 1
dans (2.63) dérit le rapport entre les surfaes innitésimales sphérique ds et plane
dpxdpy indiquées sur la gure 2.13. Le détail du passage de (2.61) à (2.63) est donné en
Annexe D.1.
Lorsque ξ= 0, (2.63) orrespond exatement, omme prévu, au alul obtenu pour
les améras perspetives dans [Tahri 04℄ :
msijk=
∫∫
R
pisxp
j
syp
k+3
sz dpx dpy. (2.64)
Objet déni par un nuage de points : Dans le as d'un objet déni par un
nuage de N points, le alul des moments sphériques est immédiat à partir de (2.61).
On obtient
msijk=
N∑
n=1
pinsxp
j
nsy
pknsz , (2.65)
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où il n'y a plus de terme prenant en ompte la relation entre les surfaes sphérique et
plane.
C
S(C,1)
ξ
ϕ− 2ξ
V
z
z
y
x
y
x
z= ϕ− 2ξ
ds
dpxdpy
Fig. 2.13  Relation entre les éléments de surfaes sphérique et plane.
Dans la suite nous présentons l'expression des matries d'interation assoiées aux
moments sphériques.
Matrie d'interation pour un objet déni par un ontour fermé : Sur la
sphère de projetion, il est possible d'exprimer (2.61) omme suit
msijk=
∫∫
C2
(sinφ cos θ)i(sinφ sin θ)j(cosφ)k sinφdθ dφ, (2.66)
ave sinφ cos θ= psx, sinφ sin θ= psy, cosφ= psz, et C2= [θmin(φ), θmax(φ)]×[φmin, φmax]
(voir gure 2.14). Le détail du alul (2.66) est donné en Annexe D.1.
La variation temporelle de msijk peut être alulée sur la sphère de projetion en
utilisant (2.66). D'après le alul général de la variation temporelle de la mesure d'un
moment présentée dans [Chaumette 04℄, on a :
msijk=
∫∫
C2
(
∂hijk
∂θ
θ˙ +
∂hijk
∂φ
φ˙+ hijk
(
∂θ˙
∂θ
+
∂φ˙
∂φ
))
dθ dφ, (2.67)
où hijk= (sinφ cos θ)
i(sinφ sin θ)j(cosφ)k sinφ et θ˙, φ˙, ∂θ˙∂θ ,
∂φ˙
∂φ s'obtiennent à partir de
l'expression (2.15) de la matrie d'interation assoiée aux oordonnées sphériques du
point. Partant de (2.67), on obtient après quelques développements
Lmsijk =
[
msijk,υx msijk,υy msijk,υz msijk,ωx msijk,ωy msijk,ωz
]
(2.68)
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où
msijk,υx = nx(λijkmsi+2jk − (i+ 1)msijk) + ny(λijkmsi+1j+1k − imsi−1j+1k)
+ nz(λijkmsi+1jk+1 − imsi−1jk+1)
msijk,υy = nx(λijkmsi+1j+1k − jmsi+1j−1k) + ny(λijkmsij+2k − (j + 1)msijk)
+ nz(λijkmsij+1k+1 − jmsij−1k+1)
msijk,υz = nx(λijkmsi+1jk+1 − kmsi+1jk−1) + ny(λijkmsij+1k+1 − kmsij+1k−1)
+ nz(λijkmsijk+2 − (k + 1)msijk)
msijk,ωx = jmsij−1k+1 − kmsij+1k−1
msijk,ωy = kmsi+1jk−1 − imsi−1jk+1
msijk,ωz = imsi−1j+1k − jmsi+1j−1k
où λijk= i+ j + k + 3 et n= (nx, ny, nz) est le veteur des paramètres 3D (inonnus)
dérivant la surfae des limbes 1/‖cP‖= nxpsx + nypsy + nzpsz sur l'objet (voir gure
2.14).
S(C,1)
Surface des limbesP
y
z
C
x
φ
θ
Ds
ps
cP
cgd
Fig. 2.14  Projetion sphérique d'un objet : paramétrisation (φ, θ) d'un point ps de
Ds et surfae des limbes.
Bien entendu la matrie d'interation (2.68) obtenue à partir de l'expression (2.66)
des moments en oordonnées sphériques orrespond exatement à elle obtenue à par-
tir de l'expression (2.64) des moments en oordonnées artésiennes sur le plan image
perspetive dans [Tahri 04℄.
Matrie d'interation pour un objet déni par un nuage de points : Dans le
as où l'image de l'objet est un nuage de points, la diérentielle de (2.65) par rapport
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au temps est donnée par
msijk=
N∑
n=0
(ipi−1nsxp
j
nsy
pknsz p˙nsx + jp
i
nsx
pj−1nsy p
k
nsz
p˙nsy + kp
i
nsx
pjnsy p
k−1
nsz
p˙nsz ). (2.69)
Partant de (2.69), en substituant p˙nsx , p˙nsy et p˙nsz par leurs expressions déduites
de (2.11), on obtient la matrie d'interation donnée dans [Tahri 04℄ :
Lmsijk =
[
msijk,υx msijk,υy msijk,υz msijk,ωx msijk,ωy msijk,ωz
]
(2.70)
ave
msijk,υx = nx(λijkmsi+2jk − imsijk) + ny(λijkmsi+1j+1k − imsi−1j+1k)
+ nz(λijkmsi+1jk+1 − imsi−1jk+1)
msijk,υy = nx(λijkmsi+1j+1k − jmsi+1j−1k) + ny(λijkmsij+2k − jmsijk)
+ nz(λijkmsij+1k+1 − jmsij−1k+1)
msijk,υz = nx(λijkmsi+1jk+1 − kmsi+1jk−1) + ny(λijkmsij+1k+1 − kmsij+1k−1)
+ nz(λijkmsijk+2 − kmsijk)
msijk,ωx = jmsij−1k+1 − kmsij+1k−1
msijk,ωy = kmsi+1jk−1 − imsi−1jk+1
msijk,ωz = imsi−1j+1k − jmsi+1j−1k
où λijk= i+ j + k.
De manière générale, que l'objet soit déni par un ontour fermé ou par un nuage de
points, la matrie d'interation assoiée au moment d'ordre i+ j + k est donnée par :
Lmsijk =
[
msijk,υx msijk,υy msijk,υz msijk,ωx msijk,ωy msijk,ωz
]
(2.71)
ave 
msijk,υx = nx(λmsi+2jk − αmsijk) + ny(λmsi+1j+1k − imsi−1j+1k)
+ nz(λmsi+1jk+1 − imsi−1jk+1)
msijk,υy = nx(λmsi+1j+1k − jmsi+1j−1k) + ny(λmsij+2k − βmsijk)
+ nz(λmsij+1k+1 − jmsij−1k+1)
msijk,υz = nx(λmsi+1jk+1 − kmsi+1jk−1) + ny(λmsij+1k+1 − kmsij+1k−1)
+ nz(λmsijk+2 − γmsijk)
msijk,ωx = jmsij−1k+1 − kmsij+1k−1
msijk,ωy = kmsi+1jk−1 − imsi−1jk+1
msijk,ωz = imsi−1j+1k − jmsi+1j−1k
où α = i+ 1, β= j + 1, γ= k + 1, λ= i+ j + k + 3 pour un objet déni par un ontour
fermé et α = i, β= j, γ= k, λ= i+ j + k pour un nuage de points.
Moments sphériques 65
Pour un objet quelonque, l'objetif est d'exploiter les moments de sa projetion sphé-
rique pour s'approher d'une paramétrisation s reliée de manière biunivoque à la pose
du robot. Plus préisément, le veteur s idéal, onstruit sur la base d'une ombinaison
de moments, devrait si possible ressembler au mieux à
cto,
c∗tc ou θu an de ontrler
la trajetoire artésienne du robot.
Le tableau 2.3 présente les formes souhaitées de matries d'interation ainsi que les
propriétés reherhées des ombinaisons de moments sphériques.
Degrés de liberté Paramétrisation Matrie Combinaison
ontrlés équivalente d'interation de
souhaitée moments
Invariants
Translation
c∗tc Ls=
[
Lv 0
]
aux mouvements
de rotation
Relation linéaire
Translation
cto Ls=
[ −I3 [s]× ] ave les vitesses
de translation
Invariants
Rotation θu Ls=
[
0 Lω
]
aux mouvements
de translation
Tab. 2.3  Combinaisons reherhées de moments sphériques.
2.4.2 Invariants aux mouvements de rotation
Il s'agit de ombinaisons de moments sphériques qui restent onstantes après des
mouvements de rotation de la améra et qui permettent de ontrler les degrés de
liberté de translation. Ces ombinaisons orrespondent intuitivement à des distanes
(ou longueurs) omme nous le montrons dans la suite. Dans ette partie, nous évoquons
aussi les ombinaisons qui présentent une relation linéaire ave les vitesses de translation
omme autre alternative pour ontrler les mouvements de translation.
Interprétation possible des ombinaisons de moments 2D invariantes : En
utilisant les moments d'ordre deux d'une ellipse, sa matrie d'inertie est donnée par
Mc =
[
m20 m11
m11 m02
]
.
La déomposition en valeurs propres de Mc est donnée par :
Mc= λ1v1v
⊤
1 + λ2v2v
⊤
2 , (2.72)
où λ1 (respetivement λ2) est la valeur propre assoiée à v1 (respetivement v2).
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Les valeurs propres de Mc sont les solutions de l'équation du seond degré
|Mc − λI2|= λ2 − (m20 +m02)λ+ (m20m02 −m211)= 0. (2.73)
Après quelques développements, on obtient
λ1=
(
m20 +m02 +
√
(m20 −m02)2 + 4m211
)
/2
λ2=
(
m20 +m02 −
√
(m20 −m02)2 + 4m211
)
/2.
(2.74)
Puisque les veteurs propres vérient la relation Mcvi= λivi ave i = 1, 2, partant de
(2.74), on déduit immédiatement v1= (−m11 ,
(
m20 −m02 −
√
(m20 −m02)2 + 4m211
)
/2)
et v2 = (−m11 ,
(
m20 −m02 +
√
(m20 −m02)2 + 4m211
)
/2). On vérie aisément que
v⊤1 v2= 0.
Une rotation 2D dans le plan image (atadioptrique ou perspetive) aete unique-
ment les veteurs propres v1 et v2 et laisse invariantes les valeurs propres λ1 et λ2. Par
onséquent, toute ombinaison de λ1 et λ2 est invariante aux mouvements de rotation
2D. En partiulier la trae
Trae(Mc)= λ1 + λ2 = m20 +m20,
et le déterminant
|Mc|= λ1λ2= m20m02 −m211.
Ces deux invariants orrespondent à deux exemples présentés dans [Hu 62℄, que l'on
peut obtenir en utilisant la méthode générale dérite dans [Tahri 04℄. L'originalité de
ette dernière méthode repose sur le fait que elle-i permet de déterminer des invariants
non redondants sous la forme d'une généralisation des formes quadratiques quel que soit
l'ordre i+ j donné. De plus ette méthode s'applique aussi aux moments sphériques.
Interprétation possible des ombinaisons de moments sphériques invariantes :
La matrie d'inertie, obtenue à partir des moments sphériques du seond ordre, est don-
née par
Ms =
 ms200 ms110 ms101ms110 ms020 ms011
ms101 ms011 ms002
 .
Celle-i peut se déomposer en valeurs propres omme suit :
Ms= λ1v1v
⊤
1 + λ2v2v
⊤
2 + λ3v3v
⊤
3 , (2.75)
où λi, i = 1, 2, 3 est la valeur propre assoiée à vi. De manière générale, il est diile
de déterminer les valeurs et veteurs propres de manière analytique. Nous le montrons
dans la suite.
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La déomposition en valeurs propres de Ms est dérite en (2.75). Les valeurs propres
de Ms sont les solutions de l'équation de degré trois i-dessous :
|Ms − λI3|= λ3 − Trae(Ms)λ2 + (|Ms,12|+ |Ms,23|+ |Ms,13|)λ− |Ms|= 0, (2.76)
où les expressions de Trae(Ms), |Ms,12| + |Ms,23| + |Ms,13| et |Ms| sont données
respetivement par (2.77), (2.78) et (2.79). Le alul des solutions analytiques d'une
équation générale du troisième degré est assez omplexe. C'est la raison pour laquelle
il nous est diile de déterminer analytiquement les veteurs propres (v1, v2 et v3) et
les valeurs propres (λ1, λ2 et λ3) de Ms.
Une rotation 3D aete les veteurs propres v1, v2 et v3, et laisse inhangées les
valeurs propres λ1, λ2 et λ3. Ces valeurs propres peuvent être interprétées omme des
longueurs (ou distanes) en 3D et sont don invariantes aux mouvements de rotation
3D de la améra. Nous le vérierons pour le as simple d'une sphère en setion 2.4.4
où nous donnerons l'expression analytique de λ1, λ2 et λ3. Ainsi toute ombinaison
obtenue à partir de λ1, λ2 et λ3 est invariante aux rotations de la améra. C'est le as
par exemple de
Trae(Ms)= λ1 + λ2 + λ3= ms200 +ms020 +ms002 , (2.77)
|Ms| = λ1λ2λ3
= ms200ms020ms002 −ms200m2s011 −ms002m2s110 −ms020m2s101
+ 2ms110ms101ms011 ,
(2.78)
|Ms,12|+ |Ms,23|+ |Ms,13| = λ1λ2 + λ2λ3 + λ1λ3
= ms200ms020 −m2s110 +ms020ms002 −m2s011
+ms200ms002 −m2s101 .
(2.79)
Dans le dernier as, Ms,ij orrespond à la sous-matrie tirée de l'intersetion entre les
lignes (i, j) et les olonnes (i, j) de Ms. Par exemple
Ms,12=
[
ms200 ms110
ms110 ms020
]
.
Notons au passage que |Ms,12| est invariant à une rotation autour de l'axe z, |Ms,23|
est invariant à une rotation autour de l'axe x et |Ms,13| est invariant à une rotation
autour de l'axe y.
Dans la suite nous posons ι1= Trae(Ms), ι2= |Ms| et ι3= |Ms,12|+ |Ms,23|+ |Ms,13|.
Les trois invariants ι1, ι2 et ι3 ont déjà été présentés dans [Tahri 04℄.
Disussion : En vision perspetive, pour un objet plan, des observations numériques
ont montré que les moments sphériques invariants aux rotations sont plus sensibles à la
vitesse de translation le long de l'axe optique que par rapport aux autres axes [Tahri 04℄.
Cette remarque peut s'expliquer par le fait qu'en vision perspetive le hamp de vue
est dirigé selon l'axe z. En revanhe, en vision omnidiretionnelle (sur la sphère), la
sensibilité des invariants aux rotations dépend de la position de l'objet par rapport
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à la améra. De plus, si l'objet est déni par un nuage de points, ette sensibilité
dépend aussi de la position des points les uns par rapport aux autres. Par exemple, si
le hamp de vue est dirigé suivant l'axe x, les invariants auront tendane à être plus
sensibles à la translation le long de et axe. Si on onsidère que l'objet est un ensemble
de quatre points oplanaires et non symétriques de oordonnées
cP0= (0.3, 0.1, 0.1),
cP1= (0.3, 0.08,−0.05), cP2= (0.3,−0.45,−0.35), cP3= (0.3,−0.25, 0.01) (voir gure
2.15), les matries d'interation de ι2 et ι3 (la valeur de ι1 est une onstante égale au
nombre de points don la matrie d'interation assoiée à ι1 est nulle), à la pose désirée,
sont données par :
Li2 =
[
1.0 −0.51 −0.25 0 0 0 ] , (2.80)
et
Li3 =
[
1.0 −0.36 −0.15 0 0 0 ] . (2.81)
Dans les matries d'interation (2.80) et (2.81), les termes en vx ont une valeur plus
grande par rapport aux autres omposantes. En eet, à ette pose partiulière de l'objet,
les paramètres de la surfae des limbes sont dans une onguration telle que nx 6= 0,
ny= 0 et nz= 0. Cette onguration favorise une grande valeur sur la omposante en
vx de la matrie d'interation.
Fig. 2.15  Nuages de points de forme olanaire symétrique.
Notons qu'il existe d'autres invariants qui ne peuvent pas être obtenus à partir de la
méthode basée sur les formes quadratiques qui est utilisée dans [Tahri 04℄. Par exemple
‖cgd‖=
(√
m2s100 +m
2
s010 +m
2
s001
)
/ms000
est un invariant aux rotations qui ne ressemble pas à une forme quadratique. Cet in-
variant orrespond à la norme d'un veteur dans l'espae 3D, tout omme la distane
entre deux points sur la sphère donnée en (2.17).
D'autres solutions pour ontrler les degrés de liberté de translation existent (voir
tableau 2.3). On peut par exemple utiliser le entre de gravité s= cgd. La matrie
d'interation assoiée est telle que
Ls=
[
Lυ [
cgd]×
]
.
Partant de l'expression des omposantes de
cgd donnée par (2.62), la matrie d'inter-
ation de
cgd, pour un objet déni par un ontour fermé, s'obtient en alulant les
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matries d'interation assoiées à ms000 , ms100 , ms010 et ms001 déduites de (2.68). On
obtient
Lgdx=

nx(4ηs300−3ηs200gdx−gdx )+ny(4ηs210−3ηs110gdx−gdy )+nz(4ηs201−3ηs101gdx−gdz )
nx(4ηs210−3ηs110gdx )+ny(4ηs120−3ηs020gdx )+nz(4ηs111−3ηs011gdx )
nx(4ηs201−3ηs101gdx )+ny(4ηs111−3ηs011gdx )+nz(4ηs102−3ηs002gdx )
0
−gdz
gdy

⊤
,
(2.82)
Lgdy =

nx(4ηs210−3ηs200gdy )+ny(4ηs120−3ηs110gdy )+nz(4ηs111−3ηs101gdy )
nx(4ηs120−3ηs110gdy−gdx)+ny(4ηs030−3ηs020gdy−gdy )+nz(4ηs021−3ηs011gdy−gdz )
nx(4ηs111−3ηs101gdy )+ny(4ηs021−3ηs011gdy )+nz(4ηs012−3ηs002gdy )
gdz
0
−gdx

⊤
(2.83)
et
Lgdz =

nx(4ηs201−3ηs200gdz )+ny(4ηs111−3ηs110gdz )+nz(4ηs102−3ηs101gdz )
nx(4ηs111−3ηs110gdz )+ny(4ηs021−3ηs020gdz )+nz(4ηs012−3ηs011gdz )
nx(4ηs102−3ηs101gdz−gdx )+ny(4ηs012−3ηs011gdz−gdy )+nz(4ηs003−3ηs002gdz−gdz )
−gdy
gdx
0

⊤
,
(2.84)
où n= (nx, ny, nz) représente les paramètres de la surfae des limbes et
ηsijk= msijk/ms000 .
On peut aussi imaginer un veteur d'informations visuelles de la forme s= η cgd où
η est un fateur de normalisation judiieusement hoisi an d'avoir
Ls=
[
κ I3 [s]×
]
,
où κ est une onstante. Nous verrons un hoix de η pour le as simple de la sphère en
setion 2.4.4.
2.4.3 Invariants aux mouvements de translation
Il s'agit de ombinaisons de moments sphériques qui restent inhangées à la suite de
mouvements de translation de la améra et qui permettent de ontrler les degrés de
liberté de rotation. L'objetif est d'obtenir une matrie d'interation où les termes nuls
sont sur les omposantes υx, υy et υz. Cet objetif est en général diile à atteindre
omme le révèlent les études que nous présentons i-dessous et qui ont été ménées dans
le adre de la vision perspetive ave les moments 2D lassiques.
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Moments 2D lassiques : En vision perspetive, les moments entrés sont invariants
aux mouvements de translation en x et en y si le plan de l'objet ou sa surfae des limbes
est parallèle au plan image [Tahri 04, Chaumette 04℄.
Connaissant
cg = (gx, gy), il est possible de aluler les moments entrés d'ordre
i+ j, noté µij , dont l'expression est donnée par
µij=
∫∫
R
(px − gx)i(py − gy)j dpx dpy. (2.85)
Supposons que le plan de la améra perspetive est parallèle au plan de l'objet (voir
gure 2.16). Dans e as le plan de l'objet est dérit dans le repère du entre de projetion
par Pz = 1/nz (la valeur de nz est onstante) pour tout point
cP= (Px, Py, Pz) de
l'objet.
C
y
z
cP1
cG
cg
cp1
cp2
cP2
z= 1
z= 1
nz
Plan de l’objet
Fig. 2.16  Homothétie en vision perspetive lorsque les plans de l'image et de l'objet
sont parallèles.
C
y
z
z= 1
ty
C
cP
cP′
z= 1
nz
Fig. 2.17  Mouvement de translation en y.
Si la améra se déplae de (tx, ty) alors, dans le repère Fc, un point cP= (Px, Py, Pz)
de l'objet se déplae en
cP′= (P ′x, P ′y, P ′z) tel que : P ′x= Px − tx, P ′y= Py − ty et P ′z= Pz
(voir gure 2.17 pour le as d'un mouvement suivant l'axe y). Sur le plan image pers-
petive, on a
p′x=
P ′x
P ′z
=
Px − tx
Pz
= px − tx
Pz
(2.86)
et
p′y=
P ′y
P ′z
=
Py − ty
Pz
= py − ty
Pz
. (2.87)
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Puisque, indépendamment du mouvement de la améra, le plan de l'objet reste à une
profondeur z= 1/nz onstante du plan image, partant de (2.86) et (2.87), on a
p′x= px − txnz, p′y= py − tynz. (2.88)
Puisque les plans image et objet sont parallèles, l'image perspetive du entre de gravité
de l'objet est le entre de gravité de l'image perspetive de l'objet (voir gure 2.16). On
a don aussi
g′x= gx − txnz, g′y= gy − tynz. (2.89)
L'expression des moments entrés après la translation sur le plan (x,y) est donnée par
µ′ij=
∫∫
R
(p′x − g′x)i(p′y − g′y)j dp′x dp′y. (2.90)
En substituant dans (2.90) p′x, p′y, g′x et g′y par leurs expressions données par (2.88)
et (2.89), on obtient µ′ij= µij qui prouve ainsi qu'en vision perspetive les moments
entrés sont invariants aux mouvements de translations en x et y.
Cette propriété d'invariane se vérie aisément à travers l'expression de la matrie
d'interation. Celle-i est donnée en vision perspetive pour un moment entré d'ordre
i+ j par [Tahri 04, Chaumette 04℄
Lµij =
[
µij,υx µij,υy µij,υz µij,ωx µij,ωy µij,ωz
]
, (2.91)
ave 
µij,υx = −(i+ 1)nxµij − inyµi−1j+1
µij,υy = −jnxµi+1j−1 − (j + 1)nyµij
µij,υz = −nxµij,ωy + nyµij,ωx + (i+ j + 2)nzµij
µij,ωx = (i+ j + 3)µij+1 + igxµi−1j+1
+ (i+ 2j + 3)gyµij − 4in11µi−1j − 4jn02µij−1
µij,ωy = −(i+ j + 3)µi+1j − (2i+ j + 3)gxµij
− jgyµi+1j−1 + 4in20µi−1j + 4jn11µij−1
µij,ωz = iµi−1j+1 − jµi+1j−1,
où n= (nx, ny, nz) est le veteur des paramètres 3D de la surfae des limbes. Lorsque le
plan de l'image et la surfae des limbes sont parallèles, i.e. nx= ny= 0, les omposantes
en translation en x et y de Lµij sont telles que
µij,υx= µij,υy = 0.
En utilisant les invariants aux mouvements de translation dans le plan (x,y) et les
invariants aux hangements d'éhelle (les hangements d'éhelle sont prinipalement dus
aux translations de la améra le long de l'axe optique), les ombinaisons invariantes aux
translations en x, y et z ont été obtenues pour les objets plans en vision perspetive
dans [Tahri 04℄. Comme exemple, nous pouvons iter
s=
µ20µ02 − µ211
(µ20 − µ02)2 + 4µ211
.
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Mais, pour haune des ombinaisons invariantes aux translations en x, y et z, la ma-
trie d'interation assoiée présente le déouplage reherhé (omposantes nulles sur les
termes de translation de la matrie d'interation) uniquement dans le as où le plan de
l'objet est parallèle à elui de la améra, i.e. dans le as où il existe une homothétie entre
les plans de l'objet et de la améra [Tahri 04℄. C'est pourquoi une rotation virtuelle a
été introduite dans [Tahri 04℄.
Une autre solution pour déterminer les invariants aux mouvements de translations
en vision perspetive onsiste à reherher des invariants aux mouvements anes dans
l'image. En eet, eux-i orrespondent aux mouvements de translation de la améra,
quelle que soit l'orientation du plan de l'objet et au mouvement de rotation de la améra
autour de l'axe optique. Un exemple de e type d'invariant est donné par [Tahri 04℄ :
s=
µ20µ02 − µ211
m400
. (2.92)
Quelle que soit l'orientation du plan de l'objet, la matrie d'interation Ls est de la
forme [Bulteau 07℄
Ls=
[
0 0 sυz sωx sωy 0
]
. (2.93)
Ces invariants peuvent être obtenus par la méthode générale présentée dans [Bulteau 07℄.
Malheureusement es invariants dépendent de la translation suivant l'axe optique. De
plus, eux-i ont des valeurs numériques très faibles qui limitent ainsi la robustesse de
la ommande [Bulteau 07℄.
En vision entrale atadioptrique, ontrairement à la vision perspetive, nous n'avons
pas trouvé de poses de la améra telles que le plan de l'image et le plan apparent de
l'objet (plan de l'objet projeté sur la diretion
cgd de vue, voir gure 2.18(a)) soient à
une distane invariante l'un de l'autre après un mouvement de translation en x ou en y.
C'est pourquoi il nous semble impossible de déterminer des invariants aux mouvements
de translations dans le plan (x,y) en utilisant les moments 2D lassiques entrés alulés
sur un plan image atadioptrique. Nous n'avons pas pu établir une preuve de e résultat
mais nous l'avons vérié numériquement, omme le montre le tableau 2.4. Ce tableau
donne les valeurs de trois moments entrés mesurés sur un système paraatadioptrique
lorsque le plan de l'image est parallèle au plan de l'objet (voir gure 2.18(a)). Dans e
tableau, on peut noter par exemple que la valeur de µ02 n'est pas onstante lorsque la
améra subit un mouvement de translation en x ou en y.
Moments sphériques : L'expression du moment sphérique entré d'ordre i+ j + k,
noté µsijk , est donnée par
µsijk=
∫∫
Ds
(psx − gdx)i(psy − gdy)j(psz − gdz)k ds, (2.94)
ave gdx= ms100/ms000 , gdy = ms010/ms000 et gdz = ms001/ms000 . Tout omme pour les
moments 2D lassiques entrés alulés sur un plan image atadioptrique, il nous a
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paru impossible de déterminer des invariants aux translations en utilisant les moments
sphériques entrés. Une raison est qu'il est impossible de trouver des poses de la a-
méra par rapport à l'objet telles que la distane entre le entre de projetion C et le
plan apparent de l'objet reste invariante après un mouvement de translation de la a-
méra (voir gure 2.18(b)). Cei peut s'expliquer par le fait que, sur la sphère de vision
omnidiretionnelle, il y a plusieurs diretions de vue et non une seule omme en vi-
sion perspetive. Une fois de plus, nous n'avons pas prouvé théoriquement e résultat.
Nous présentons dans le tableau 2.5 quelques exemples qui montrent que les moments
sphériques entrés ne sont pas invariants aux translations dans le plan (x,y) lorsque le
plan image (perspetive ou atadioptrique) est parallèle au plan de l'objet (voir gure
2.18(b)).
cto=
 00
0.25
 cto=
 0.10
0.25
 cto=
 00.14
0.25

µ02 0.15 0.108 0.168
µ20 0.325 0.303 0.383
µ11 -0.147 -0.113 -0.181
Tab. 2.4  Moments 2D lassiques entrés alulés sur l'image paraatadioptrique d'un
nuage de quatre points oplanaires non symétriques.
S(C,1)
cP2
y
z
V
Plan de l’objet
C
z
cp1
cp2
cP1 z= 1
nz
z= 0
cgd
Plan apparent de l’objet
(a)
C
y
z
y
z
V
S(C,1)
cP1
cP2
cgd
ϕ− 2ξ
ξ
p2s
p1s
z= 1
nz
z= ϕ− 2ξ
Plan de l’objet
Plan apparent de l’objet
cG
(b)
Fig. 2.18  Plan apparant de l'objet, i.e plan de l'objet projeté sur la diretion
cgd de
vue : (a) en projetion paraatadioptrique, (b) en projetion sphérique.
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cto=
 00
0.25
 cto=
 0.10
0.25
 cto=
 00.14
0.25

µs200 0.206 0.154 0.232
µs020 0.436 0.407 0.511
µs002 0.054 0.068 0.026
Tab. 2.5  Moments sphériques entrés alulés sur l'image sphérique d'un nuage de
quatre points oplanaires non symétriques.
Disussion : Pour l'instant, nous n'avons pas de solutions pour d'invariants aux mou-
vements de translation en utilisant les moments sphériques. Cependant, il est possible
d'exploiter les moments sphériques entrés de seond ordre pour dénir des informations
visuelles pour ontrler les degrés de liberté de rotation de la améra. Ces informations
visuelles, données par
φx=
1
2
arctan
2µs011
µs020 − µs002
, (2.95)
φy=
1
2
arctan
2µs101
µs200 − µs002
, (2.96)
et
φz=
1
2
arctan
2µs110
µs200 − µs020
, (2.97)
sont diretement liées aux rotations omme le montrent les matries d'interations as-
soiées :
Lφx =
[
φxυx φxυy φxυz −1 φxωy φxωz
]
, (2.98)
Lφy =
[
φyυx φyυy φyυz φyωx 1 φyωz
]
(2.99)
et
Lφz =
[
φzυx φzυy φzυz φzωx φzωy −1
]
(2.100)
où les autres omposantes de haque matrie d'interation se alulent en exploitant
(2.68) dans le as d'un objet déni par un ontour fermé ou (2.71) dans le as d'un
objet déni par un nuage de points et la relation entre les moments entrés et non
entrés i-dessous 
µs200 = (ms200ms000 −m2s100)/ms000
µs020 = (ms020ms000 −m2s010)/ms000
µs002 = (ms002ms000 −m2s001)/ms000
µs110 = (ms110ms000 −ms100ms010)/ms000
µs101 = (ms101ms000 −ms100ms001)/ms000
µs011 = (ms011ms000 −ms010ms001)/ms000 .
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2.4.4 Appliation au as simple d'une sphère
Dans ette partie, nous utilisons les moments sphériques de l'image sphérique d'une
sphère pour déterminer un ensemble d'informations visuelles de la forme s= η cgd an
de ontrler les mouvements de translation de la améra. Pour ela, nous exprimons
le veteur hoisi en setion 2.3 pour l'asservissement visuel de sphères en utilisant uni-
quement les moments sphériques d'ordre un au plus, i.e. msijk ave i+ j + k≤ 1. Nous
rappellons que la projetion sphérique d'une sphère, présentée en setion 2.3.1, est un
dme. La gure 2.19 montre une oupe de e dme où on peut voir son entre de gravité
cgd dans Fc. Nous rappellons aussi que le veteur hoisi pour aratériser e dme est
donné par s= 1ros (voir la setion 2.3.2 pour plus de détails).
C
z
y
os
r
S(C,1)
psδ
cδ
cgd
doˆme
δ = base du doˆme
Fig. 2.19  Vue en oupe du dme.
Expression des informations visuelles en fontion des moments sphériques :
L'expression du veteur s en fontion des moments sphériques s'obtient à partir d'une
observation sur les propriétés géométriques de la projetion sphérique d'une sphère. En
eet, d'un point de vue géométrique (voir gure 2.19), on a
cgd=
1
2
(os + cδ) (2.101)
où cδ est le entre de la base irulaire δ du dme (voir (2.50)). L'expression de cδ en
fontion de os est donnée par
cδ= ‖cδ‖ os=
√
1− r2 os (2.102)
où le fateur ‖cδ‖=
√
1− r2 est obtenu simplement par l'appliation du théorème de
Pythagore au triangle retangle (C, cδ,psδ) (voir gure 2.19).
L'expression de
cgd en fontion de os, obtenue en injetant (2.102) dans (2.101), est
donnée par
cgd=
1
2
(os +
√
1− r2 os). (2.103)
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De (2.103), on a immédiatement
r=
√
1− (2‖cgd‖ − 1)2 (2.104)
puisque ‖os‖= 1.
Enn, en notant que os=
cgd/‖cgd‖ et en utilisant (2.104), on obtient l'expression
de s en fontion de cgd
s=
1
r
os=
1
‖cgd‖
√
1− (2‖cgd‖ − 1)2
cgd (2.105)
où
cgd peut être alulé en fontion des moments sphériques du premier ordre omme
suit :
gdx= ms100/ms000 , gdy= ms010/ms000 , et gdz= ms001/ms000 .
Dans le hapitre suivant, nous validerons expérimentalement e résultat.
En se foalisant uniquement sur les moments sphériques, la matrie d'interation
assoiée au veteur s (voir (2.105)) a la forme suivante :
Ls=
1
‖cgd‖
√
1− (2‖cgd‖ − 1)2
(
I3 + 2(4‖cgd‖ − 3)‖cgd‖ss⊤
)
Lcgd (2.106)
où les omposantes de la matrie Lcgd sont données en (2.82), (2.83) et (2.84).
L'expression (2.106) de Ls est omplexe. Il est préferable, dans la mesure du pos-
sible, d'exprimer le veteur s en fontion des paramètres 3D de l'objet an d'avoir une
expression plus simple de la matrie d'interation. Dans le as de la sphère, l'expression
s= os/r=
cO/R permet d'érire Ls simplement sous la forme
Ls =
[
− 1RI3 [s]×
]
. (2.107)
Enn, pour information, les expressions analytiques des moments sphériques du
seond ordre en fontion des paramètres 3D de la sphère, obtenues à partir des valeurs
propres de l'ellipsoïde aratéristique du dme, ainsi que elle des moments d'ordre zéro
et un sont données en Annexe E.1.
2.5 Image de erles 3D
La dernière primitive usuelle que nous onsidérons est un erle 3D. Il s'agit d'une
primitive 3D plane dont l'image sphérique ne présente pas de propriétés failement
exploitables. Pour ette primitive, les moments sphériques sont utilisés pour déterminer
de nouvelles informations visuelles.
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2.5.1 Informations visuelles existantes
Soit C(S,P) un erle 3D de entre O et de rayon R déni dans le repère Fc tel que
C(S,P)= S(O,R) ∩ P(O,np)=
{
(Px −Ox)2 + (Py −Oy)2 + (Pz −Oz)2 −R2 = 0
npx(Px −Ox) + npy(Py −Oy) + npz(Pz −Oz) = 0
(2.108)
où
cP= (Px, Py, Pz) est un point du erle,
cO= (Ox, Oy, Oz) est le entre de la sphère
S(O,R) de rayon R et P(O,np) est le plan (du erle) qui passe par le entre de S(O,R).
Projetion perspetive d'un erle 3D : La projetion perspetive d'un erle 3D
est une ellipse. L'équation de ette ellipse est donnée dans [Chaumette 90℄ :
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 = 0 (2.109)
ave

e0 = n
2
x(O
2
x +O
2
y +O
2
z −R2) + 1− 2nxOx
e1 = n
2
y(O
2
x +O
2
y +O
2
z −R2) + 1− 2nyOy
e2 = nxny(O
2
x +O
2
y +O
2
z −R2)− nyOx − nxOy
e3 = nxnz(O
2
x +O
2
y +O
2
z −R2)− nzOx − nxOz
e4 = nynz(O
2
x +O
2
y +O
2
z −R2)− nzOy − nyOz
e5 = n
2
z(O
2
x +O
2
y +O
2
z −R2) + 1− 2nyOz,
où
cp= (px, py) est un point de l'ellipse et
nx= npx/
(
npxOx + npyOy + npzOz
)
ny= npy/
(
npxOx + npyOy + npzOz
)
nz= npz/
(
npxOx + npyOy + npzOz
)
sont les paramètres aratérisant le plan du erle.
Pour aratériser l'ellipse observée, une paramétrisation minimale et non ambiguë
basée sur les moments a été proposée dans [Chaumette 90℄ : s1= (gx, gy, 4n20, 4n11, 4n02).
La matrie d'interation assoiée à s1 est donnée par
Ls1 =

Lgx
Lgy
L4n20
L4n11
L4n02
 , (2.110)
où les matries d'interation Lgx , Lgy , L4n20 , L4n02 sont données par (2.43) et
L4n11 = [ −nx4n11 − ny4n02 −nx4n20 − ny4n11 nxgy4n20 + (3/Gz − nz) 4n11 + nygx4n02
3gy4n11 + gx4n02 −gy4n20 − 3gx4n11 4n02 − 4n20 ]
La matrie Ls1 est toujours de rang inq sauf dans le as où la projetion du erle
3D est un erle entré dans l'image. En eet, dans e as partiulier, Ls1 est de rang
trois.
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Projetion atadioptrique d'un erle 3D : L'image atadioptrique d'un erle
3D est une quartique plane (ourbe plane de degré quatre) dont l'expression analytique
est donnée par
“
(p2x+p2y+1)(1+e5ξ2)
2−2ξ2(1+e5ξ2)(e3px+e4py+e5)+(ξ2−1)(ξ2(e3px+e4py+e5)2+∆)
”2
= ∆(2ξ(1+e5ξ2)−ξ(ξ2−1)(e3px+e4py+e5))2, (2.111)
où
∆= ξ2 (e3px + e4py + e5)
2 − (1 + ξ2e5)
(
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5
)
et 
e0 = n
2
x(O
2
x +O
2
y +O
2
z −R2)− 2nxOx
e1 = n
2
y(O
2
x +O
2
y +O
2
z −R2)− 2nyOy
e2 = nxny(O
2
x +O
2
y +O
2
z −R2)− nyOx − nxOy
e3 = nxnz(O
2
x +O
2
y +O
2
z −R2)− nzOx − nxOz
e4 = nynz(O
2
x +O
2
y +O
2
z −R2)− nzOy − nyOz
e5 = n
2
z(O
2
x +O
2
y +O
2
z −R2)− 2nyOz.
Le détail du alul est donné en Annexe F.2.
En posant ξ= 0 dans (2.111), on obtient l'expression analytique (2.109) de l'ellipse
observée en projetion perspetive.
On peut aussi utiliser la paramétrisation s1 pour ontrler l'image atadioptrique
du erle. Mais, à ause de la omplexité du modèle de projetion atadioptrique, le
alul de la matrie d'interation assoiée à s1 est fastidieux. Il est don préférable de
rester sur la sphère de projetion.
2.5.2 Nouvelles informations visuelles
La projetion sphérique de C(S,P) est l'intersetion entre la sphère de projetion et
une ellipsoïde :{
ps
2
x + ps
2
y + ps
2
z= 1
1 + e0ps
2
x + e1ps
2
y + 2e2psxpsy + 2e3psxpsz + 2e4psypsz + e5ps
2
z= 0,
(2.112)
où ps= (psx, psy, psz) est un point sur la sphère de projetion et
e0 = n
2
x(O
2
x +O
2
y +O
2
z −R2)− 2nxOx
e1 = n
2
y(O
2
x +O
2
y +O
2
z −R2)− 2nyOy
e2 = nxny(O
2
x +O
2
y +O
2
z −R2)− nyOx − nxOy
e3 = nxnz(O
2
x +O
2
y +O
2
z −R2)− nzOx − nxOz
e4 = nynz(O
2
x +O
2
y +O
2
z −R2)− nzOy − nyOz
e5 = n
2
z(O
2
x +O
2
y +O
2
z −R2)− 2nyOz.
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Le détail du alul est donné en Annexe F.1.
D'un point de vue géométrique, partant de l'expression de ei, i= 0, ..., 5, il au-
rait été souhaitable de déterminer le veteur s= (Ox/R,Oy/R,Oz/R) en fontion de
ei, i= 0, .., 5 pour ontrler les mouvements de translation de la améra. Mais e pro-
blème est diile à résoudre. C'est la raison pour laquelle nous proposons d'utiliser les
moments sphériques pour l'asservissement visuel des erles. Il est possible de araté-
riser l'image sphérique de C(S,P) en utilisant un veteur de inq moments sphériques.
On peut par exemple hoisir
sn1=
(
η gdx , η gdy , η gdz , φx, φy
)
(2.113)
ou
sn2=
(
η gdx , η gdy , η gdz , φy, φz
)
(2.114)
ave η= 1
‖cgd‖
√
1−(2‖cgd‖−1)2
. Ce hoix est justié par le fait que η cgd permet de ontr-
ler les degrés de liberté de translation omme on l'a vu pour le as de la sphère en
setion 2.4.4. De plus φx, φy et φz ont un lien diret ave les vitesses de rotation res-
petivement sur les axes x, y et z. Les matries d'interation Lsn1 et Lsn2 se déduisent
de (2.106), (2.98), (2.99) et (2.100).
2.6 Synthèse
Le tableau 2.6 résume le travail de modélisation eetué pour les primitives usuelles.
Pour l'image des points, des droites et des sphères, le prinipe de la modélisation a été
d'exploiter les propriétés géométriques de la projetion sphérique de la primitive an de
onevoir des informations visuelles mesurables à partir des plans images atadioptrique
et perspetive.
Pour l'image d'une droite, il est important de souligner le fait que la modélisation
basée sur la projetion sphérique est plus simple et intuitive que elle basée sur l'image
atadioptrique de la droite (qui est une ellipse). Il en est de même pour une sphère
dont l'image sphérique (qui est un dme) est plus faile à exploiter que son image
atadioptrique (qui est une ellipse).
Pour l'image de deux points, la notion d'invariant aux rotations a été utilisée pour
dénir la distane entre les projetions sphériques des points. Cette distane présente
une matrie d'interation ave des termes nuls sur les omposantes en rotation. De
plus, une orientation dénie à partir de l'image sphérique de deux points a été proposée
omme information visuelle. Cette orientation présente une matrie d'interation ave
des termes onstants sur les omposantes en rotation.
L'angle mort, au entre de l'image de ertains systèmes atadioptriques, impose de
onsidérer plutt l'utilisation des oordonnées sphériques pour l'image d'un point ou
d'une droite, et des oordonnées ylindriques pour l'image d'une sphère.
Pour l'image d'une sphère, il est aussi possible d'utiliser une représentation minimale
en oordonnées artésiennes. Celle-i est liée à la position 3D du entre de la sphère, à un
fateur d'éhelle près qui est le rayon de la sphère, et présente une matrie d'interation
80 Modélisation
ave des termes onstants sur les omposantes en translation. Cette paramétrisation
artésienne peut être retrouvée en utilisant les moments sphériques de l'image sphérique
de la sphère.
Primitives 3D Image perspetive Image Informations
ou sur visuelles
atadioptrique la sphère
point point point (φ, θ) ou (φx, φy)
hangement de artes
deux points deux points deux points d12 et ζ= (ζx, ζy, ζz)
droite ellipse grand erle (φ, θ) ou (φx, φy)
hangement de artes
sphère ellipse erle (osxr ,
osy
r ,
osz
r )= η
cgd
ou (ρ, θ, oszr )
erle 3D ellipse partie (η cgd, φx, φy)
ou quartique plane d'une ellipsoïde ou (η cgd, φy, φz)
Tab. 2.6  Réapitulatif.
Les moments sphériques sont des moments 2D alulés sur la surfae de la sphère
de projetion. L'avantage de la modélisation ave les moments sphériques est qu'elle
est adaptée pour les erles 3D dont l'image sphérique ne présente pas de propriétés
géométriques évidentes ainsi que pour les objets 3D non paramétrables. Le alul des
moments sphériques a été généralisé à tout système de vision entrale atadioptrique.
En utilisant les moments sphériques, la oneption d'informations visuelles qui dé-
ouplent la ommande des degrés de liberté du système, passe par la reherhe des
ombinaisons invariantes aux rotations et des ombinaisons invariantes aux translations
de la améra. Les moments sphériques invariants aux translations nous ont paru dif-
iles à obtenir. En revanhe, les invariants aux rotations ont été revisités ave une
interprétation basée sur les ombinaisons des valeurs propres de la matrie d'inertie
3D de l'ellipsoïde aratéristique de l'image sphérique de l'objet. En eet, es valeurs
propres orrespondent intuitivement aux distanes dans l'espae 3D et sont don inva-
riantes aux mouvements de rotation. Les valeurs des matries d'interation assoiées
aux invariants aux rotations sont sensibles à la position de l'objet et à la position des
points dénissant l'objet dans le as d'un objet déni par un nuage de points. Cette
sensibilité ne permet pas d'avoir une même dynamique sur les trois degrés de liberté de
translation.
Enn, deux veteurs basés sur les moments sphériques ont été proposés pour l'image
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des erles 3D. Ces veteurs utilisent les oordonnées du entre de gravité et deux angles
d'orientation dénis à partir de l'ellipsoïde aratéristique de l'image sphérique d'un
erle 3D. Pour ette primitive aussi, il est important de souligner une fois de plus
que l'image sphérique de la primitive est plus faile à exploiter que l'image sur le plan
atadioptrique.
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Chapitre 3
Appliation à l'asservissement
visuel
Dans ette partie, nous nous intéressons à l'appliation des travaux de modélisation
présentés dans le hapitre préédent pour des tâhes de positionnement par asservis-
sement visuel. Nous onsidérons d'une part des objets simples tels que un point et
une sphère. Nous onsidérons aussi des objets volumétriques et plans représentatifs
onstruits à partir d'une ombinaison entre les objets simples préédemment mention-
nés. Il s'agit en l'ourrene d'un nuage de points volumétrique ou plan, d'une sphère
marquée d'un veteur tangent en un point de sa surfae et d'une sphère marquée de
deux points sur sa surfae.
Pour haque objet, un veteur d'informations visuelles est hoisi à partir de la mo-
délisation eetuée au hapitre préédent. Ensuite, en utilisant le veteur séletionné,
la stabilité de la ommande est étudiée. Enn des résultats expérimentaux validant le
veteur hoisi sont présentés.
3.1 Positionnement par rapport à un point
Ii nous onsidérons un robot mobile non-holonome à deux degrés de liberté de type
uniyle (voir gure 3.1(a)). Ce robot est équipé d'un système de vision entrale ata-
dioptrique ave angle mort au entre de l'image. L'objetif est de réaliser une tâhe de
positionnement par rapport à un point. Dans le as idéal, l'axe optique du système de
vision est aligné ave l'axe vertial d'inertie du robot. L'étalonnage du système d'asser-
vissement visuel (robot et système de vision) que nous avons utilisé à Bekman Institute
a montré que les vitesses vy et ωz sont les seules vitesses de la améra utilisées (voir
gure 3.1(b)). Il est don question de hoisir un veteur adéquat de deux informations
visuelles pour ontrler es deux degrés de liberté.
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3.1.1 Informations visuelles hoisies et analyse de la ommande
Informations visuelles hoisies : En exploitant le travail de modélisation ee-
tué au hapitre préédent, nous hoisissons immédiatement d'utiliser les oordonnées
sphériques s= (φ, θ) de l'image du point donnée en (2.14). En eet, la paramétrisation
utilisant les oordonnées sphériques est adaptée pour les systèmes de vision qui ont un
angle mort au entre de l'image puisque dans e as, ette paramétrisation ne présente
pas de singularités. De plus, omme le montre la matrie d'interation Ls déduite de
(2.15) (en prenant les olonnes assoiées aux vitesses vy et ωz)
Ls=
[
lυ 0
lω,υ −1
]
ave
{
lυ= −(sin θ cosφ)/‖cP‖
lω,υ= − cos θ/(‖cP‖ sinφ),
(3.1)
l'angle θ est idéal pour ontrler les mouvements de rotation du robot tandis que l'angle
φ ontrle des mouvements de translation.
(a)
Roue
υy
ωz
Fig. 3.1  Système d'asservisssement visuel (Bekman Institute à Urbana Champaign) :
(a) robot mobile super sout équipé d'un système de vision entrale atadioptrique, (b)
les deux degrés de liberté ontrlés.
Analyse de la ommande : La matrie Ls, de type triangulaire inférieure, montre
un déouplage entre le ontrle de la vitesse vy de translation et la vitesse ωz de rotation.
Partant de (1.15), la ommande idéale envoyée au robot est de la forme :{
vy= −λ 1lυ (φ− φ∗)
ωz= lω,υvy + λ (θ − θ∗) . (3.2)
Typiquement, si le robot eetue uniquement un mouvement de rotation, alors la
valeur de φ est onstante, i.e. φ= φ∗, et partant de (3.2), on obtient{
vy= 0
ωz= λ (θ − θ∗) (3.3)
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qui montre que l'information visuelle θ ontrle bien e mouvement. De plus, dans e
as, la ommande ne présente auune singularité dans tout l'espae de visibilité puisque
la valeur de θ est toujours dénie quand l'objet est visible.
La matrie d'interation (3.1) dépend de la profondeur ‖cP‖ du point. En pratique,
une estimation ‖̂cP‖ de ‖cP‖ est utilisée. Une question intéressante est de savoir le
pourentage d'erreurs sur l'estimation ‖̂cP‖ qui maintient la stabilité de la ommande.
La réponse à ette question est donnée par le théorème suivant :
Théorème 3.1 La ommande (1.16) utilisant s est globalement asymptotiquement stable
dans l'espae de la tâhe si
0 < 1 +
2− 2√a2 + 1
a2
<
‖̂cP‖
‖cP‖ < 1 +
2 + 2
√
a2 + 1
a2
,
où a= − cos θ/(sinφ sin θ cosφ).
La preuve est donnée en Annexe A.3.
D'un point de vue pratique, il est don important d'être prudent sur l'estimation
‖̂cP‖ qui ne doit pas rester à une valeur onstante. En eet, l'estimation de ‖̂cP‖,
fontion du paramètre a, est restreinte ar la propriété de stabilité asymptotique globale
est extrêmement ontraignante. Par exemple si θ= φ= π/4 alors a= −1/2 et le domaine
de valeurs de ‖̂cP‖/‖cP‖ est ]0.056, 17.94[.
Dans la suite, nous validons expérimentalement le shéma d'asservissement visuel
hoisi.
3.1.2 Résultats expérimentaux
Nous avons utilisé un système de vision paraatadioptrique qui ouple entre un
miroir paraboloïdal et une améra orthographique. Les expérimentations ont été me-
nées loin du adre idéal an de valider la robustesse de l'asservissement visuel aux
erreurs de modélisation et aux erreurs d'étalonnage. Typiquement, le robot et le ouple
(robot, système de vision) ont été grossièrement étalonnés. La améra a été plaée
de telle sorte que son axe optique ne soit pas parfaitement aligné ave l'axe d'iner-
tie du robot. La profondeur du point est estimée à partir de l'expression ‖̂cP‖ =
|̂Pz|
√
(Px/Pz)2 + (Py/Pz)2 + 1 où les valeurs Px/Pz et Py/Pz sont obtenues à partir
de mesures images (Px/Pz= psx/psz et Py/Pz= psy/psz où les expressions de psx, psy
et psz sont données en (2.16)) et où la valeur de |P̂z| a été xée arbitrairement à 0.8 m.
Sauf indiation ontraire, la valeur du gain de la loi de ommande (3.2) a été xée à
λ= 0.1.
Dans un premier temps, le veteur s∗ désiré est appris au robot. Ensuite nous onsi-
dérons des positionnements à réaliser à partir de poses initiales diérentes. Le mouve-
ment que le robot doit réaliser est omposé de rotation et de translation. Les résultats
donnés par les gures i-dessous valident la robustesse du shéma d'asservissement visuel
utilisé.
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Sur les trois premiers as, il est lair que le robot nit par atteindre une pose qui
réalise l'image nale illustrée sur la gure 3.2(b). Bien que l'erreur sur l'information
visuelle θ subit de très grandes variations brutales (voir gures 3.2(), 3.3(b) et 3.4(b)),
la ommande envoyée au robot ne présente pas d'eets osillatoires gênants omme le
montrent les gures 3.2(d), 3.3() et 3.4(). Cette variation brutale est due au fait que
le mouvement en ωz est mal ompensé ar lυ et lω,υ sont grossièrement estimés. Cette
variation brutale peut être gênante pour la ommande dans le as d'un mouvement de
rotation de grande envergure. C'est la raison pour laquelle nous avons xé la valeur du
gain à λ= 0.05 pour le quatrième as illustré sur la gure 3.5. Cette faible valeur du
gain permet d'avoir des erreurs et des vitesses plus lisses.
(a) (b)
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(d)
Fig. 3.2  Premier as : (a) image initiale, (b) image nale, () erreurs sur s (rad), (d)
vitesses de la améra (m/s et rad/s).
Pour terminer, outre les approximations dérites en début de ette partie, nous rajou-
tons des erreurs d'étalonnage sur le système de vision : û0= u0 − 15%u0, v̂0= v0 + 17%v0,
f̂u= fu + 10%fu et f̂v= fv + 20%fv. Une fois de plus le système onverge vers l'image
nale, omme le montre la gure 3.6.
Dans la suite nous onsidérons un objet déni par un ensemble de points.
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Fig. 3.3  Deuxième as : (a) image initiale, (b) erreurs sur s (rad), () vitesses de la
améra (m/s et rad/s).
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Fig. 3.4  Troisième as : (a) image initiale, (b) erreurs sur s (rad), () vitesses de la
améra (m/s et rad/s).
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Fig. 3.5  Quatrième as : (a) image initiale, (b) erreurs sur s (rad), () vitesses de la
améra (m/s et rad/s).
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Fig. 3.6  Cinquième as : (a) image initiale, (b) image nale, () erreurs sur s (rad),
(d) vitesses de la améra (m/s et rad/s).
3.2 Positionnement par rapport à un objet déni par un
ensemble de points
Ii, nous onsidérons un manipulateur à six degrés de liberté équipé d'un système de
vision atadioptrique ou d'une améra perspetive. Nous nous intéressons au positionne-
ment du manipulateur par rapport à un objet déni par un ensemble de points. L'objet
peut être de forme plane ou volumétrique. L'objetif est de déterminer un veteur de six
informations visuelles indépendantes en utilisant les images de quatre points de l'objet.
La ontribution que nous apportons est un nouveau veteur minimal de six informations
visuelles déouplées. Auparavant nous présentons les informations visuelles existantes
pour ontrler l'image d'un objet déni par un ensemble de points.
3.2.1 Informations visuelles existantes
Soient P0, P1, P2 et P3 quatre points de l'objet. Indépendamment de la forme de
l'objet, il est possible d'utiliser simplement les oordonnées artésiennes de quatre points
de l'image de l'objet [Chaumette 90℄. On a alors le veteur d'informations visuelles
s1= (p1x, p1y, p2x, p2y, p3x, p3y, p4x, p4y). La matrie d'interation assoiée à s1 s'obtient
de la même façon que elle présentée dans le as de deux points en (2.4).
Pour des objets plans, l'utilisation des moments 2D lassiques en vision perspetive
a permis de déterminer un veteur de six informations visuelles
s2= (angx, angy, an, αx, αy, αz).
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Comme ela a été évoqué dans le hapitre 2, le veteur s2 est tel que : αx et αy sont don-
nés dans [Tahri 04℄, αz=
1
2 arctan
(
2µ11
µ20−µ02
)
, an= P
∗
z
√
a∗
a , a= µ20 + µ02 et
cg= (gx, gy)
sont les oordonnées du entre de gravité de l'image de l'objet. La matrie d'interation
Ls2 est quasiment linéaire et déouplée lorsque le plan image perspetive et le plan de
l'objet sont parallèles [Tahri 05℄. En vision entrale atadioptrique, un shéma d'asser-
vissement visuel déouplé a été dérit dans [Hadj-Abdelkader 06a℄. Ce shéma utilise
une homographie entre l'image désirée et l'image ourante de l'objet.
Réemment, les moments sphériques invariants aux rotations et les moments 2D
lassiques ont été utilisés pour déterminer un veteur de six informations visuelles
s3= (s31, s32, s33, gdx, gdy, αz)
pour un nuage de points oplanaires ou non oplanaires [Tahri 08℄. Les trois premières
omposantes s3i, i = 1, 2, 3 sont des moments invariants aux rotations alulés suivant
ι3 (voir équation (2.79)) en utilisant trois diérents triplets de points. Cette dernière
approhe reste aussi limitée à la vision perspetive à ause de la matrie d'interation
Lαz utilisée pour l'angle αz. En eet, ette matrie a la forme
Lαz =
[
0 0 0 αzωx αzωy −1
]
uniquement en vision perspetive lorsque le plan de l'image est parallèle au plan de
l'objet.
3.2.2 Informations visuelles hoisies
Le veteur minimal d'informations visuelles que nous proposons est obtenu par la
projetion sphérique des points de l'objet. Ce veteur est donné par :
sn= (r, d01, d02, ξx, ξy, ξz)
où
 le paramètre r (voir gure 2.19) est donné en (2.104) par
r=
√
1− (2‖cgd‖ − 1)2.
Notons ii que le alul de r utilise l'expression cgd=
1
4
∑3
i=0 pis des oordonnées
du entre de gravité donnée dans [Hamel 02℄ ;
 les paramètres d01 et d02 (voir gure 2.3(a)), donnés en (2.17) par
d0j= ‖p0s − pjs‖ ave j= 1 ou 2,
représentent la distane entre les projetions sphériques des points P0, P1 d'une
part, et d'autre part P0, P2. Il est bien sûr possible d'utiliser d'autres points de
l'image de l'objet pour dénir les distanes entre les projetions sphériques ;
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 et le veteur ζ est la représentation θu de la matrie de rotation VV∗−1 où
V= [v1 v2 v3] est la matrie de rotation alulée à partir de la projetion sphé-
rique de deux points et donnée en (2.21) (voir gure 2.3(b)) par
v1 = p1s
v2 =
Γp1s (p2s−p1s)
‖Γp1s (p2s−p1s)‖
v3 = v1 × v2,
ave Γp1s = I3 − p1sp1⊤s .
Posons snt= (r, d01, d02). Les paramètres r, d01 et d02 sont des invariants aux rotations
qui permettent d'avoir un shéma déouplé omme le montre la matrie d'interation
assoiée à sn :
Lsn =
[
Lυ 0
Lω,υ −I3
]
, (3.4)
où la matrie Lω,υ est donnée en (2.22) et
Lυ=

(2‖cgd‖−1)
2r‖cgd‖
cg⊤d
(∑3
i=0
1
‖cPi‖Γpis
)
− 1d01 (p0s − p1s)
⊤
(
1
‖cP0‖Γp0s − 1‖cP1‖Γp1s
)
− 1d02 (p0s − p2s)
⊤
(
1
‖cP0‖Γp0s − 1‖cP2‖Γp2s
)

où Γpis = I3 − pispi⊤s , i = 0, 1, 2, 3.
Le alul de Lυ exploite Ldij donnée en (2.19) et
Lr=
∂r
∂cgd
Lcgd =
[
(2‖cgd‖−1)
2r‖cgd‖
cg⊤d
(∑3
i=0
1
‖cPi‖Γpis
)
0
]
.
La matrie d'interation Lsn (voir (3.4)), de type triangulaire inférieure par blos,
ressemble à la matrie d'interation donnée en (3.1) pour ontrler les deux degrés de
liberté du robot mobile. Dans la suite, nous montrons quelques propriétés intéressantes
de la ommande utilisant sn.
3.2.3 Analyse de la ommande
Partant de (1.15), la ommande idéale envoyée au robot est de la forme :{
v= −λL−1υ (snt − sn∗t )
ω= Lω,υv + λζ.
(3.5)
Vue la forme de la matrie Lυ donnée en (3.4), il nous est diile de déterminer ses
singularités potentielles.
Si le robot eetue uniquement un mouvement de rotation, alors la valeur de snt est
onstante, i.e. snt= sn
∗
t , et partant de (3.5), on obtient{
v= 0
ω= λζ
(3.6)
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qui montre que l'information visuelle ζ ontrle bien e mouvement. De plus, dans e
as, la ommande ne présente auune singularité.
La matrie d'interation Lsn dépend de la profondeur des points utilisés omme le
montrent les matries d'interation assoiées à haque omposante de sn (voir (3.4),
(2.19) et (2.22)). En pratique, on ne dispose que des approximations des profondeurs
des points de l'objet. Dans e as, la ommande réelle, déduite de (1.16), est donnée par{
v= −λL̂−1υ (snt − sn∗t )
ω= L̂ω,υv + λζ.
(3.7)
Une question intéressante est de déterminer le domaine des valeurs des estimations
‖̂cPi‖, i = 0, 1, 2, 3 tel que la ommande (3.7) onverge. Malheureusement, nous n'avons
pas pu apporter une réponse générale à ette question. Mais nous verrons tout de suite,
à travers des exemples de simulation, que la ommande (3.7) est robuste aux erreurs
sur les estimations ‖̂cPi‖, i = 0, 1, 2, 3.
3.2.4 Résultats
Ii, nous présentons les résultats validant le hoix de sn pour l'asservissement vi-
suel par rapport à un objet déni par un ensemble de quatre points. Auparavant nous
rappellons les diérents as possibles de la forme des points séletionnés sur l'objet.
Congurations possibles des points séletionnés : La onguration des points
P0, P1, P2 et P3 dénissant l'objet peut être dans l'un des as suivants : oplanaire
symétrique, oplanaire assymétrique, non oplanaire symétrique ou non oplanaire as-
symétrique.
Intuitivement, il ne semble exister auun risque que le shéma d'asservissement vi-
suel éhoue dans le as des ongurations oplanaire assymétrique et non oplanaire
assymétrique. En revanhe, une onguration symétrique peut être problématique pour
une pose partiulière du robot : des exemples sur la perte de rang de la matrie d'inter-
ation Lsn seront illustrés pour une onguration oplanaire symétrique.
Dans les simulations suivantes, nous tenterons de ouvrir toutes les ongurations
possibles sur la forme des points. Les oordonnées, dans le repère objet, des points pour
haque onguration sont données dans le tableau 3.1, les images orrespondantes sont
données sur la gure 3.7. La valeur du gain (de la ommande) a été xée à λ= 0.5.
Mouvements de rotation : Ii nous illustrons le omportement adéquat du robot
dans le as d'une rotation pure. La pose initiale
c∗rc= (c∗tc, θu) de la améra relative-
ment à sa pose désirée est donnée par
c∗tc= (0.0, 0.0, 0.0) (en mètres) et
θu= (−0.66, 0.82, 1.01) (en radians). La pose initiale de l'objet par rapport à la améra
est telle que
cro= (
cto, θu) où
cto= ( −0.21, −0.03, 0.14) et θu= (0.66, −0.82, −1.01).
La pose désirée de l'objet est telle que
c∗ro= (c∗to, θu) ave c∗to= (0.0, 0.0, 0.25) et
θu= (0.0, 0.0, 0.0).
92 Appliation à l'asservissement visuel
Il est important de noter que e premier exemple est un as typique où la ongura-
tion oplanaire symétrique (voir tableau 3.1) onduit à une perte de rang de la matrie
d'interation Lsn à la pose initiale en onséquene de la perte de rang de Lυ. La raison
de ette perte de rang n'a malheureusement pas enore pu être éluidée, ontrairement
aux as de simulation suivants.
Nous présentons les résultats pour les ongurations oplanaire assymétrique et non
oplanaire symétrique (voir tableau 3.1). Nous onsidérons le as idéal où les valeurs
des profondeurs des points sont exates. Les résultats sont donnés sur la gure 3.8 où il
est lair que les vitesses de rotation déroissent exponentiellement omme l'erreur sur
l'information visuelle ζ (omparer par exemple les gures 3.8(d) et 3.8(f)). On peut aussi
noter que les trajetoires en ourbe ou en ligne des points dans l'image sont satisfaisantes
(voir les gures 3.8(a) et 3.8(b)).
Coordonnées Coplanaire Coplanaire Non oplanaire Non oplanaire
dans le symétrique assymétrique symétrique assymétrique
repère objet sur oordonnées (x,y)
cP0
 −0.100.10
0.30
  −0.100.10
0.30
  −0.100.10
0.15
  −0.100.10
0.15

cP1
 0.100.10
0.30
  0.050.08
0.30
  0.100.10
0.20
  0.050.08
0.20

cP2
 0.10−0.10
0.30
  0.35−0.45
0.30
  0.10−0.10
0.25
  0.35−0.45
0.25

cP3
 −0.10−0.10
0.30
  −0.01−0.25
0.30
  −0.10−0.10
0.30
  −0.01−0.25
0.30

Tab. 3.1  Congurations utilisées en simulation.
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(a) (b)
() (d)
Fig. 3.7  Images des ongurations : (a) oplanaire symétrique, (b) oplanaire assy-
métrique, () non oplanaire symétrique et (d) non oplanaire assymétrique.
Mouvements de rotation et de translation le long de l'axe optique : Le
ontrle simultané d'un mouvement ombinant une translation et une rotation le long
de l'axe z a été l'objet d'un intérêt partiulier en asservissement visuel. En eet pour
une rotation de π par exemple, il n'est pas judiieux de hoisir la ommande las-
sique (1.16) utilisant les oordonnées artésiennes de l'image perspetive de points
[Chaumette 98℄. C'est pourquoi une première solution utilisant plutt les oordonnées
ylindriques des images des droites dénies à partir des images des points a été propo-
sée dans [Chaumette 98℄. De manière générale, pour réaliser un mouvement ombinant
une rotation et une translation le long de l'axe z, la solution de modélisation onsiste
à déterminer des informations visuelles qui déouplent le ontrle des mouvements de
translations de elui des mouvements de rotations. C'est ainsi qu'une approhe partion-
née qui sépare le ontrle des mouvements de l'axe z a été introduite dans [Corke 01℄.
Cette même approhe se retrouve aussi dans l'utilisation des oordonnées ylindriques
des images des quatre points [Iwatsuki 05℄.
Ii nous montrons que la ommande lassique (1.16) utilisant le nouveau veteur sn
est aussi adéquate pour réaliser e mouvement. Pour ela, nous onsidérons deux as
extrêmes de mouvements à réaliser :
 un mouvement de reul de 60 m et un mouvement de rotation de π, la pose
initiale
c∗rc= (c∗tc, θu) de la améra relativement à sa pose désirée est donnée
par
c∗tc= (0.0, 0.0, 0.60) (en mètres) et θu= (0.0, 0.0, −3.14) (en radians) ;
 un mouvement d'avane de 60 m et un mouvement de rotation de π, la pose
initiale de la améra relativement à sa pose désirée est donnée par
c∗tc= (0.0, 0.0, −0.60) (en mètres) et θu= (0.0, 0.0, −3.14) (en radians).
Notons que le as d'un mouvement onstitué uniquement d'une rotation de π autour de
l'axe z a déjà été traité plus haut puisqu'il s'agit tout simplement d'un as partiulier
du as général présenté dans le paragraphe préédent.
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Fig. 3.8  Cas idéal : (a) et (b) trajetoires (m) des points dans l'image dans les as
oplanaire assymétrique et non oplanaire symétrique, () et (d) erreurs sur sn dans les
as oplanaire assymétrique et non oplanaire symétrique, (e) et (f) vitesses de la améra
(m/s et rad/s) dans les as oplanaire assymétrique et non oplanaire symétrique.
Pour le mouvement de reul, la pose initiale de l'objet dans le repère améra est
telle que
cro= (
cto, θu) où
cto= (0.0, 0.0, 0.25) (en mètres) et θu= (0.0, 0.0, 3.14)
(en radians). La pose désirée est telle que
c∗ro= (c∗to, θu) où c∗to= (0.0, 0.0, 0.85)
(en mètres) et θu= (0.0, 0.0, 0.0) (en radians). Les résultats pour les ongurations
oplanaire assymétrique et non oplanaire symétrique (voir tableau 3.1) sont donnés
sur la gure 3.9.
Pour le mouvement d'avane, la pose initiale de l'objet dans le repère améra est
telle que
cro = (
cto, θu) où
cto= (0.0, 0.0, 0.85) (en mètres) et θu= (0.0, 0.0, 3.14)
(en radians). La pose désirée est telle que
c∗ro= (c∗to, θu) où c∗to= (0.0, 0.0, 0.25) (en
mètres) et θu= (0.0, 0.0, 0.0) (en radians). Les résultats pour les ongurations non
oplanaire assymétrique et non oplanaire symétrique sont donnés sur la gure 3.10.
Dans tous les as, le système onverge malgré une légère osillation des vitesses autres
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que vz et ωz au démarrage (voir les gures 3.9(e), 3.9(f), 3.10(e) et 3.10(f)). On peut
aussi noter que les trajetoires des points dans l'image sont onforment au mouvement
réalisé (voir les gures 3.9(a), 3.9(b), 3.10(a) et 3.10(b)).
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Fig. 3.9  Mouvement de reul, as idéal : (a) et (b) trajetoires (m) des points dans
l'image, () et (d) erreurs sur sn dans les as oplanaire assymétrique et non oplanaire
symétrique, (e) et (f) vitesses de la améra (m/s et rad/s) dans les as oplanaire
assymétrique et non oplanaire symétrique.
Nous validons ensuite la robustesse de la ommande aux erreurs de modélisation sur
les profondeurs des points en xant
̂|Pzi|= 0.5|P ∗zi | ave i = 0, 1, 2, 3. Pour ela nous
présentons uniquement le résultat pour le mouvement de reul en utilisant les on-
gurations oplanaire assymétrique et non oplanaire symétrique (voir tableau 3.1). Les
résulats donnés sur la gure 3.11 montrent que le système onverge ave des trajetoires
images satisfaisantes.
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Fig. 3.10  Mouvement d'avane, as idéal : (a) et (b) trajetoires (m) des points
dans l'image, () et (d) erreurs sur sn dans les as non oplanaire assymétrique et non
oplanaire symétrique, (e) et (f) vitesses de la améra (m/s et rad/s) dans les as non
oplanaire assymétrique et non oplanaire symétrique.
Au passage, notons une fois de plus que la onguration oplanaire symétrique
onduit à une perte de rang de la matrie d'interation. Cette perte de rang apparaît
à la pose initiale qui orrespond au as où il existe une homothétie entre le plan image
perspetive et le plan de la surfae de l'objet. La raison est qu'à ette pose une symétrie
apparaît dans l'image sphérique des quatre points. Il s'en suit une perte de rang de la
matrie Lυ qui entraîne une perte de rang de la matrie Lsn . Nous verrons dans la suite
que dans le as où les poses initiales et nales sont diérentes des poses pouvant réer
une symétrie dans l'image, la matrie d'interation ne perd pas son rang plein six et la
tâhe est bien réalisée.
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Fig. 3.11  Mouvement de reul, erreurs de modélisation
̂|Pzi| = 0.5|P ∗zi | : (a) et (b)
trajetoires (m) des points dans l'image, () et (d) erreurs sur sn dans les as oplanaire
assymétrique et non oplanaire symétrique, (e) et (f) vitesses de la améra (m/s et
rad/s) dans les as oplanaire assymétrique et non oplanaire symétrique.
Mouvements de rotation et de translation : Dans l'optique d'une validation
future du hoix de sn en pratique, nous présentons ii uniquement les résultats dans des
onditions prohes de la réalité, i.e. ave des erreurs de modélisation sur les profondeurs
des points. Ii nous onsidérons trois mouvements omplexes :
 dans le premier as la pose initiale
c∗rc= (c∗tc, θu) de la améra relative à sa pose
désirée est
c∗tc= (−0.34, −0.30, −0.16) (en mètres) et θu= (0.43, −0.43, 0.02)
(en radians),
 dans le deuxième as la pose initiale de la améra relative à sa pose désirée est
c∗tc= (−0.28, 0.0, 0.69) (en mètres) et θu= (−0.44, −0.35, −0.79) (en radians),
et
 dans le troisième as la pose initiale de la améra relative à sa pose désirée est
c∗tc = (−0.43, −0.05, −0.37) (en mètres) et θu = (−0.40, −0.64, 0.62) (en
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radians).
Les erreurs de modélisation sur les profondeurs des points ont été xées en fontion des
profondeurs des points à la pose désirée : on a |̂Piz|= 2|P ∗z i| ou |̂Piz|= 0.5|P ∗z i| ave
i = 0, 1, 2, 3.
Dans le premier as, pour une raison enore inonnue, l'utilisation de la distane d02
ne produit pas un omportement adéquat du système pour la onguration oplanaire
assymétrique. C'est pourquoi nous l'avons remplaée par la distane d23 (entre les pro-
jetions sphériques des points P2 et P3) : on a don snt= (d01, d23, r). La pose initiale
de l'objet dans le repère améra est telle que
cro= (
cto, θu) où
cto= (0.45, 0.40, 0.07)
(en mètres) et θu = (−0.43, 0.43, 0.02) (en radians). La pose désirée est telle que
c∗ro= (c∗to, θu) où c∗to= (0.0, 0.0, 0.25) (en mètres) et θu = (0.0, 0.0, 0.0) (en ra-
dians). Le résultat, en utilisant la onguration oplanaire assymétrique (voir tableau
3.1), est donné sur la gure 3.12 qui montre que le système onverge. Ce résultat montre
aussi qu'il est possible d'utiliser un autre point de l'objet dans le alul des distanes
entre les projetions sphériques.
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Fig. 3.12  L'information d02 est remplaée par d23 et ̂|Pzi|= 2|P ∗zi | : (a) trajetoires
(m) des points dans l'image, (b) erreurs sur sn dans le as oplanaire assymétrique, ()
vitesses de la améra (m/s et rad/s) dans le as oplanaire assymétrique.
Dans le deuxième as, la pose initiale de l'objet dans le repère améra est telle que
cro = (
cto, θu) où
cto= (0.21, 0.19, 0.01) (en mètres) et θu = (0.44, 0.35, 0.79) (en
radians). La pose désirée est telle que
c∗ro= (c∗to, θu) où c∗to= (0.0, 0.0, 0.75) (en
mètres) et θu= (0.0, 0.0, 0.0) (en radians). Le résultat, en utilisant les ongurations
oplanaire symétrique et non oplanaire symétrique (voir tableau 3.1), présenté sur la
gure 3.13 montre que le système onverge. Ce résultat montre surtout qu'il existe des
as pour lesquels la ommande onverge (voir les gures 3.13() et 3.13(e)) pour une
onguration oplanaire symétrique.
Dans le troisième as, la pose initiale de l'objet dans le repère améra est telle que
cro = (
cto, θu) où
cto= (0.57, −0.46, 0.18) (en mètres) et θu = (0.40, 0.64, −0.62)
(en radians). La pose désirée est telle que
c∗ro= (c∗to, θu) où c∗to= (0.0, 0.0, 0.25)
(en mètres) et θu= (0.0, 0.0, 0.0) (en radians). Le résultat pour la onguration non
oplanaire non symétrique (voir tableau 3.1) est donné sur la gure 3.14. Ce résultat
montre, une fois de plus, que la ommande onverge de manière satisfaisante (voir par
exemple les trajetoires dans l'image sur la gure 3.14(a)) même en présene d'erreurs
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de modélisation sur les profondeurs des points.
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Fig. 3.13  Cas symétrique,
̂|Pzi|= 0.5|P ∗zi | : (a) et (b) trajetoires (m) des points dans
l'image, () et (d) erreurs sur sn dans les as oplanaire symétrique et non oplanaire
symétrique, (e) et (f) vitesses de la améra (m/s et rad/s) dans les as oplanaire
symétrique et non oplanaire symétrique.
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Fig. 3.14  Cas non oplanaire non symétrique,
̂|Pzi|= 2|P ∗zi | : (a) trajetoires (m) des
points dans l'image, (b) erreurs sur sn, () vitesses de la améra (m/s et rad/s).
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En résumé, la ommande utilisant le nouveau veteur minimal sn est assez robuste
aux erreurs de modélisation sur les profondeurs des points et présente un domaine de
onvergene assez large. Cette ommande est bien adaptée pour ontrler le déplaement
du robot dans le as des mouvements de rotation uniquement, des mouvements de
rotation et translation le long de l'axe z et des mouvements omplexes variés. Cette
ommande peut être appliquée à toute onguration de la forme des points. Bien qu'une
onguration oplanaire symétrique puisse poser un problème de perte de rang de la
matrie d'interation, il existe des as où la matrie d'interation reste de rang plein six
tout au long de l'exéution de la tâhe.
Dans la suite, nous présentons des résultats expérimentaux sur le positionnement
par rapport aux objets volumétriques sphériques.
3.3 Positionnement par rapport à une sphère
Dans la suite, nous utilisons un robot manipulateur à six degrés de liberté (voir
gure 3.15). Comme son nom l'indique, un robot de type bras manipulateur peut être
vu omme un bras humain ave :
 un bras qui a plusieurs artiulations ou degrés de liberté (trois pour la translation),
 un poignet qui a trois degrés de liberté pour la rotation,
 une main ou eeteur.
x z
y
Main = effecteur
Espace de travail
Poignet
Fig. 3.15  Espae de travail du robot portique artésien espae.
Ce robot peut être utilisé pour des tâhes de manutention. Dans e as l'eeteur porte
une pine. Dans ette étude l'eeteur est équipé d'un système de vision, e qui permet
de réaliser des tâhes de positionnement par rapport à divers objets.
Le premier objet volumétrique sphérique onsidéré est une sphère. Les ontributions
que nous apportons ii sont relatives à la séletion d'un veteur adéquat et à l'analyse
théorique de la stabilité asymptotique globale de la ommande aux erreurs de modéli-
sation.
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3.3.1 Informations visuelles hoisies et analyse de la ommande
Nous rappellons que pour une sphère nous avons le hoix entre deux paramétrisations
dérites dans la setion 2.3.2 du hapitre préédent :
 la paramétrisation générale dénie par le veteur
sn1= (osx/r, osy/r, osz/r),
dont la matrie d'interation Lsn1 est donnée en (2.52) ; et
 la paramétrisation spéique aux systèmes de vision à angle mort au entre. Cette
dernière paramétrisation utilise les oordonnées ylindriques de sn1 et est dénie
par le veteur
sn2= (ρ, θ, osz/r)
où ρ=
√
(osx/r)
2 +
(
osy/r
)2
et θ= arctan(osy/osx). La matrie d'interation Lsn2
est donnée en (2.53).
Minima loaux et singularités : La matrie Lsn1 est de rang plein trois quelle que
soit la position de S(O,R) dans l'espae si R 6= 0 et R 6=∞. Cette propriété indique que
Lsn1 ne présente auune singularité et auun minimum loal quelle que soit la valeur
de sn1.
Notons au passage que la tâhe utilisant Lsn1 onsiste à réaliser, en méanique,
l'équivalent d'une liaison rotule [Chaumette 93℄. En eet, si S(O,R) tourne autour de
l'un de ses trois axes ave O xe, son image ne hange pas (voir gure 3.16). Cei
explique le rang trois de Ker Lsn1 , puisque l'expression de Ker Lsn1 dans un repère
entré en O est
N =
[
0
I3
]
.
S(O,R)
O
possibles
y
x
Trois rotations
z
x
y
z
r
os
Cδ
inchange´e
Image
S(C,1)
Fig. 3.16  Interprétation physique du rang trois de Ker Lsn1 .
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La matrie Lsn2 est ausi de rang plein trois mais dans un domaine limité à l'ensemble
des positions de S(O,R) dans le hamp de visibilité du système de vision. En eet, partant
de (2.53), on peut noter que Lsn2 est le produit de deux matries de rang trois.
En pratique, une estimation R̂ du rayon de S(O,R) est utilisée dans les matries Lsn1
et Lsn2 . Ces deux matries dépendent aussi, au travers des mesures de sn1 et sn2, d'une
estimation â = (f̂u, f̂v, û0, v̂0) des paramètres intrinsèques du système de vision.
Il s'agit maintenant de déterminer, dans une phase suivante, les domaines de valeurs
de R̂ et de â tels que la ommande (1.16) onverge en utilisant sn1 ou sn2.
La gure 3.17 dérit la boule fermée d'asservissement visuel sur la sphère.
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Fig. 3.17  Boule fermée de ommande pour une sphère.
Pour un système atadioptrique ave ϕ et ξ omme paramètres du miroir, la onver-
sion mètre-pixel est donnée par [Geyer 00℄ :
gx =
gpu−u0
fu
n11 =
np
11
fufv
gy =
gpu−v0
fv
n02 =
np
02
f2v
n20 =
np
20
f2u
(3.8)
où u0, v0, fu= flu(ϕ− ξ) et fv= flv(ϕ− ξ) sont les paramètres intrinsèques du système
de vision.
De la gure 3.17, il ressort trois soures potentielles d'erreurs dans la boule fermée :
les erreurs de modélisation ausées par l'approximation de R, les erreurs d'étalonnage
aetant la onversion mètre-pixel et les erreurs de traitement d'images.
Stabilité aux erreurs de modélisation : En supposant seulement une erreur sur
R̂, on a le théorème suivant :
Théorème 3.2 La ommande (1.16) utilisant sn1 est globalement asymptotiquement
stable dans l'espae de travail si et seulement si R̂ > 0.
Puisqu'il existe une relation univoque entre sn1 et sn2, il s'en suit le orollaire
suivant :
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Corollaire 3.1 La ommande (1.16) utilisant sn2 est globalement asymptotiquement
stable dans l'espae où l'objet est visible si et seulement si R̂ > 0.
Le domaine de robustesse aux erreurs de modélisation est don extrêmement large :
R̂ ∈ ]0,+∞[. D'un point de vue pratique, une estimation approximative de R est don
susante.
Les preuves sont détaillées en Annexe C.2.
Stabilité aux erreurs d'étalonnage : Celle-i a été analysée pour les améras
perspetives et les systèmes de vision paraatadioptrique. Pour les améras perspetives,
l'analyse de la stabilité de la ommande a été étudiée dans le as où l'image nale de la
sphère est entrée, i.e. pour sn
∗
1= (0, 0, os
∗
z/r
∗). Le résultat est donné par le théorème
suivant :
Théorème 3.3 La ommande (1.16) utilisant sn1 est loalement asymptotiquement
stable si et seulement si f̂u > 0 et f̂v > 0.
Une approximation grossière de a est don susante en pratique.
Pour les systèmes paraatadioptriques, l'analyse a été menée au point d'équilibre
s∗n2 = (1, 0, os
∗
z/r
∗) ave l'hypothèse (û0, v̂0)= (u0, v0). Le résultat est donné par le
théorème suivant :
Théorème 3.4 Pour un système tel que f= fu= fv, la ommande (1.16) utilisant sn2
est loalement asymptotiquement stable si et seulement si f̂ > 0.
Par onséquent, une approximation grossière uniquement sur fu et fv est susante.
Cependant nous verrons en simulation ave un système paraatadioptrique que, même
en onsidérant des erreurs sur u0 et v0, la ommande (1.16) onverge.
Les preuves de es théorèmes sont détaillées en Annexe C.2.
3.3.2 Résultats : paramétrisation générale
Dans ette partie, nous validons le hoix de la paramétrisation générale en utilisant
une améra perspetive et un système de vision paraatadioptrique (ξ= 1). L'objetif
est de positionner un robot manipulateur de six degrés de liberté, équipé d'un des
systèmes de vision mentionnés i-dessus, relativement à une balle sphérique de ouleur
blanhe. L'utilisation d'une balle de ouleur blanhe permet de aluler les moments de
l'ellipse (sur le plan image) à la adene vidéo sans problèmes de traitement d'image.
Les résultats sont présentés dans quatre ongurations expérimentales diérentes :
le as idéal, le as où nous introduisons des erreurs de modélisation de l'objet, le as
où nous introduisons des erreurs d'étalonnage sur le système de vision et le as où nous
onsidérons des erreurs de modélisation du système de vision.
Pour la améra perspetive, la tâhe onsiste au entrage de l'image de la balle.
Nous avons utilisé une balle de ping-pong de 2 m de rayon. Le veteur d'informations
visuelles désirées est s∗n1 = (0, 0, τ
∗). Le gain de la ommande a été xé à la valeur
λ= 0.5. Les images initiale et nale des trois premières ongurations expérimentales
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sont présentées sur la gure 3.18. Pour le système de vision paraatadioptrique, nous
avons utilisé une balle de polystyrène de rayon 4 m. Le gain de la ommande a été
xé à la valeur λ= 0.1. Les images initiale et nale des trois premières ongurations
expérimentales sont présentées sur la gure 3.19.
(a) (b)
Fig. 3.18  Conguration en vision perspetive : (a) image initiale, (b) image nale.
(a) (b)
Fig. 3.19  Conguration en vision paraatadioptrique : (a) image initiale, (b) image
nale.
Cas idéal : Ii, le but est de valider le hoix du veteur général sn1 aussi bien sur
une améra perspetive que sur un système de vision atadioptrique. Nous nous plaçons
dans le as idéal où les paramètres intrinsèques du système de vision sont orrets et
R̂= R. En eet, lorsque R̂= R le robot devrait avoir un omportement idéal puisque
Lsn1L̂
+
sn1
= I3. Les résultats obtenus montrent une belle déroissane exponentielle sur
les erreurs (voir les gures 3.20(a) et 3.20(b)) et des vitesses satisfaisantes (voir les
gures 3.20() et 3.20(d)).
Erreurs de modélisation : Ii, nous validons la robustesse de la ommande aux
erreurs de modélisation sur l'objet. Pour ela, nous introduisons une erreur sur l'estima-
tion R̂ du rayon de la balle. Pour la ommande alulée ave l'image perspetive de la
balle de ping-pong nous avons hoisi R̂= 10R. Dans le as où la ommande est alulée
ave l'image paraatadioptrique de la balle de polystyrène nous avons hoisi R̂= 0.2R.
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Les résultats donnés sur la gure 3.21 montrent que la ommande onverge dans les
deux as. Nous pouvons noter une onvergene rapide sur la gure 3.21() orrespondant
au as R̂= 10R et une onvergene lente (600 itérations) sur la gure 3.21(d) assoiée
au as R̂= 0.2R. En eet, l'expression de la ommande lassique (1.16) utilisant sn1 est
donnée par 
v = λ
bRr2
r2+ bR2
(
R̂2sn1s
⊤
n1
+ I3
)(
sn1 − s∗n1
)
ω = λ
bR2r2
r2+ bR2 [sn1 ]×
(
sn1 − s∗n1
)
.
(3.9)
Partant de (3.9), lorsque R̂ tend vers +∞, (3.9) tend vers{
v =∞
ω = λr2 [sn1 ]×
(
sn1 − s∗n1
)
e qui explique la omvergene rapide observée sur la gure 3.21(). Lorsque R̂ tend
vers 0, de (3.9), on déduit que v et ω tendent vers 0, e qui explique la onvergene
lente observée sur la gure 3.21(d).
En présene d'erreurs de modélisation sur la balle, l'approximation R̂ joue le rle
d'un gain. Le omportement du système pourrait être amélioré en utilisant un gain λ
élevé lorsque la valeur de R̂ est sous approximée et en saturant vc lorsque la valeur de
R̂ est sur approximée.
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Fig. 3.20  Cas idéal : (a) et (b) erreurs sur sn1 sur les images perspetive et para-
atadioptrique, () et (d) vitesses de la améra (m/s et rad/s) alulées sur les images
perspetive et paraatadiotrique.
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Erreurs d'étalonnage sur améras perspetives : Ii, nous validons la robustesse
de la ommande aux erreurs d'étalonnage sur une améra perspetive. La ondition
néessaire et susante f̂u > 0 et f̂v > 0 est validée en introduisant des erreurs sur les
paramètres intrinsèques de la améra omme suit : û0= u0 − 25%u0, v̂0= v0 + 57%v0,
f̂u= fu + 35%fu et f̂v= fv − 47%fv. Les résultats obtenus (voir la gure 3.22) montrent
que le système onverge alors que nous avons seulement prouvé la stabilité loale.
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Fig. 3.21  Erreurs de modélisation : (a) et (b) erreurs sur sn1 sur les images perspetive
et paraatadioptrique, () et (d) vitesses de la améra (m/s et rad/s) alulées sur les
images perspetive et paraatadiotrique.
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Fig. 3.22  Erreurs d'étalonnage en vision perspetive : (a) erreurs sur sn1, (b) vitesses
de la améra (m/s et rad/s).
Erreurs de modélisation du système de vision : Enn, nous validons la ro-
bustesse de la ommande aux erreurs sur la modélisation du système de vision. Nous
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utilisons ii une améra sh-eye. Ce système de vision, ontrairement aux deux sys-
tèmes de vision préédemment utilisés, ne possède pas un unique entre de projetion.
Ii, l'objet est une balle de football de rayon 9.5 m. Le gain de la ommande a été
xé à λ= 0.1. Les résultats présentés sur la gure 3.23 montrent une fois de plus que
la ommande onverge en présene d'erreurs. Notons que, pour le alul du veteur
d'informations visuelles sn1 sur le plan image sh-eye, nous avons utilisé les moments
sphériques (voir 2.105) dont la mesure sur le plan image sh-eye est détaillée en An-
nexe D.2.
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Fig. 3.23  Utilisation de l'image sh-eye de la sphère : (a) image initiale, (b) image
nale, () erreurs sur sn1, (d) vitesses de la améra (m/s et rad/s).
3.3.3 Résultats : paramétrisation spéique
Dans ette partie, nous montrons une limitation de la paramétrisation générale sn1
et validons la paramétrisation ylindrique sn2 spéique aux systèmes de vision ata-
dioptrique à angle mort au entre. La onguration de la simulation est telle que les
images initiale et nale (qui ne sont pas illustrées ii) sont à des positions miroirs l'une
de l'autre. Plus préisément, le mouvement à réaliser par le manipulateur onsiste en
une rotation de π autour de l'axe z et un zoom. Les résultats sont présentés dans trois
ongurations diérentes : le as idéal, le as où nous introduisons des erreurs de modé-
lisation de l'objet et le as où nous introduisons des erreurs d'étalonnage sur le système
de vision.
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Cas idéal : Nous onsidérons tout d'abord le as idéal où R̂ = R et les para-
mètres intrinsèques du système de vision sont orrets. Dans e as, on devrait avoir
Lsn2L̂
+
sn2
= I3. La gure 3.24(a) montre une belle déroissane exponentielle de l'erreur
tandis que la gure 3.24(b) montre les vitesses. La gure 3.24() montre la trajetoire
du entre de gravité de l'image atadioptrique de l'objet. Sur ette dernière gure, on
peut voir que l'utilisation de sn1 induit une trajetoire retiligne qui passe par le entre
de l'image et don par l'angle mort. Dans un as réel, l'objet disparaîtrait du hamp
de vue et l'asservissement se solderait par un éhe. C'est pourquoi nous préférons le
veteur sn2 qui permet de ontourner l'angle mort omme le montre la gure 3.24().
Dans un as réel, il est possible de ontraindre le paramètre ρ de sn2 à éviter l'angle
mort.
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Fig. 3.24  Cas idéal : (a) erreurs sur sn2, (b) vitesses de la améra (m/s et rad/s), ()
trajetoire du entre de gravité de l'ellipse observée.
Erreurs de modélisation : Ii, nous validons la robustesse de la ommande utilisant
sn2 aux erreurs de modélisation sur la balle. Dans le as où R̂= 5R, la gure 3.25 montre
le résultat où on peut voir que la ommande onverge rapidement omme prévu.
Erreurs d'étalonnage : Pour terminer, nous validons la stabilité aux erreurs d'éta-
lonnage sur un système paraatadioptrique dont les paramètres intrinsèques sont tels
que f= fu= fv. Nous avons introduit les erreurs suivantes sur es paramètres intrin-
sèques : f̂= f + 17%fu, û0= u0−13%u0 et v̂0= v0 + 12%v0. Les résultats, donnés sur la
gure 3.26, montrent que la ommande (1.16) onverge alors que nous avons uniquement
prouvé la stabilité loale.
En résumé, nous avons validé deux paramétrisations possibles pour l'image d'une
sphère : une paramétrisation générale et une paramétrisation spéique aux systèmes
de vision à angle mort au entre de l'image. Dans les deux as, nous avons prouvé
théoriquement et validé la stabilité de la ommande lassique en présene d'erreurs de
modélisation de l'objet et en présene d'erreurs d'étalonnage du système de vision. En
utilisant une améra sh-eye, qui n'a pas un entre unique de projetion, nous avons
montré que la ommande utilisant la paramétrisation générale est aussi robuste aux
erreurs de modélisation du système de vision.
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Fig. 3.25  Erreurs de modélisation R̂ = 5R : (a) erreurs sur sn2, (b) vitesses de la
améra (m/s et rad/s).
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Fig. 3.26  Erreurs d'étalonnage en vision paraatadioptrique : (a) erreurs sur sn2, (b)
vitesses de la améra (m/s et rad/s) .
3.4 Positionnement par rapport à une sphère marquée
Nous nous intéressons ii à deux objets partiuliers, ombinaison entre une sphère
et des points, dont l'image permet de ontrler les six degrés de liberté du robot.
Le premier, que nous appellerons sphère CC, est obtenu en marquant S(O,R) d'un
veteur tangent à un point P1 de sa surfae tel que OP1 ⊥ P1P3 (voir gure 3.27(a)).
Cet objet a été introduit dans [Cowan 05℄.
Le seond, plus naturel que le premier, est obtenu en marquant S(O,R) de deux
points P1 et P2 sur sa surfae (voir gure 3.27(b)). Ce seond objet sera appelé sphère
spéiale.
Une sphère marquée, en partiulier la sphère spéiale, peut être une alternative
d'objet passif utilisé pour l'amarrage automatique des robots volants, notamment des
engins spatiaux de servies de maintenane. En eet, un objet onstitué de trois sphères
a été utilisé pour le as du robot de servie volant Ranger [Miller 95, Miller 97℄.
Pour haun des objets, la modélisation d'informations visuelles idéales peut être
séparée en deux parties distintes : le hoix des informations visuelles pour ontrler
les trois degrés de liberté de translation, et le hoix des informations visuelles pour
ontrler les trois degrés de liberté de rotation. Le premier hoix est eetué à partir
de l'image de la sphère et repose sur la modélisation qui a été présentée dans la setion
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2.3 tandis que le seond hoix exploite l'image des points.
r3
r2
r1
O
P3
P1
S(O,R)
φ1
x
y
z
r
S(C,1)
Cδ
p1s os v2
(a)
r3
r2
r1
P2
P1
O
S(O,R)
x
y
z
S(C,1)
os
Cδ
φ2
p2s
r
p1s
φ1
(b)
Fig. 3.27  Projetion sphérique des objets : (a) sphère CC, (b) sphère spéiale.
Deux ontributions sont apportées : l'amélioration en terme de déouplage du ve-
teur d'informations visuelles préédemment proposé pour la sphère CC dans [Cowan 05℄,
et la proposition d'un veteur d'informations visuelles déouplées pour la sphère spé-
iale.
3.4.1 Sphère CC
Informations visuelles existantes : En utilisant le modèle de projetion sphérique
(voir gure 3.27(a)), un veteur de sept informations visuelles pour ontrler l'image
d'une sphère CC a été proposé dans [Cowan 05℄ : scc = (r,os, ζ) où ζ est équivalent à
la représentation θu de la matrie de rotation VV∗−1. On rappelle que la matrie V
est donnée par [Cowan 05℄ :
v1 = p1s = πs(
cP1)
v2 =
Φv1a13
‖Φv1a13‖ =
Φv1(πs(
cP3)−πs(cP1))
‖Φv1 (πs(cP3)−πs(cP1))‖
v3 = v1 × v2,
(3.10)
ave Φv1 = I3 − v1v⊤1 et a13 = cP1cP3. Plus préisément, v2 est un veteur tangent à
S(C,1) au point de oordonnées v1. La matrie d'interation assoiée à scc est donnée
par :
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Lscc =

r2
R
os
⊤ 0
− r
R
(I3 − oso⊤s ) [os]×
− 1
Rβ
(αv1v
⊤
3 − v2v⊤3 + v3v⊤2 ) −I3
, (3.11)
où α= (os
⊤v2)/
√
r2 − sin2 φ, β= (cosφ−
√
r2 − sin2 φ)/r, cosφ= os⊤v1 et
sinφ=
√
1− (os⊤v1)2.
Le point lé de ette approhe originale est l'utilisation d'une ommande à base de
fontions de navigation qui gère la visibilité de l'objet, et par onséquent permet de
dénir un diéomorphisme entre la pose de l'objet et le veteur scc.
Cependant le veteur scc n'est pas minimal. De plus la matrie d'interation assoiée
Lscc présente un ouplage entre le ontrle de l'orientation et les vitesses de transla-
tion de la améra (voir le premier terme de la troisième ligne de Lscc). En utilisant la
ommande simple (1.16), e ouplage a une mauvaise inidene sur la trajetoire du
robot et sur la visibilité de l'objet omme nous allons le voir plus loin en simulation
(puis en expérimentation). Pour remédier à e ouplage, nous proposons dans la suite
un nouveau veteur minimal et déouplé pour les sphères CC.
Informations visuelles hoisies : Il s'agit du veteur minimal de six informations
visuelles sn= (sn1, θu) où sn1 a été proposé pour les sphères en setion 2.3.2
sn1 =
1
r
os =
1
R
cto, (3.12)
ave
cto=
cO la position de O dans Fc. Le veteur θu est alulé à partir de l'orientation
relative
c∗Rc du repère ourant Fc par rapport au repère désiré F∗c : c∗Rc= c∗RocR−1o .
En eet, l'orientation
cRo = [r1 r2 r3] de la sphère CC dans Fc peut être obtenue en
utilisant le diéomorphisme proposé dans [Cowan 05℄. On obtient (voir détails de alul
en Annexe G.1) 
r3 = sn1 − 1r
(
cosφ1 −
√
r2 − sin2 φ1
)
v1
r2 =
(
v2 − r
⊤
3 v2
r⊤3 v1
v1
)
/‖v2 − r
⊤
3 v2
r⊤3 v1
v1‖
r1= r2 × r3,
(3.13)
où φ1= os
⊤p1s= os⊤v1. Il est possible de aluler c∗Ro de la même manière à la pose
désirée. Notons que, lorsque
cP1 ou
cP3 est oulté ou bien hors du hamp de vision
de la améra, le veteur θu ne peut pas être alulé. Ce problème de visibilité peut se
traduire dans l'image en p1s= p3s qui, d'après (3.10), onduit à v2= 0.
La matrie d'interation assoiée à sn est donnée par
Lsn =
[
− 1RI3 [sn1]×
0 Lω
]
, (3.14)
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où Lω est donnée par [Malis 99℄ :
Lω = I3 +
θ
2
[u]× +
(
1− sinθ
sin
2 θ
2
)
[u]2×, (3.15)
où sin(x)= sinx/x. Le ontrle de l'orientation en utilisant θu est omplètement dé-
ouplé des vitesses de translation, e qui n'était pas le as en utilisant ζ. De plus, Lsn
est une matrie triangulaire supérieure, e qui simpliera l'analyse de stabilité de la
ommande qui est donnée en setion 3.4.3. Enn, notons que les veteurs scc et sn
sont mesurables sur le plan image atadioptrique à partir des mesures obtenues pour
les points (voir setion 2.1.2) et pour les sphères (voir setion 2.3.2).
3.4.2 Sphère spéiale
Pour une sphère spéiale aussi, le veteur sn1 (voir (3.12)) qui aratérise l'image
de S(O,R) peut être utilisé pour ontrler la position de la améra.
Le ontrle de l'orientation peut être eetué en utilisant le veteur θu obtenu à
partir de
c∗Rc qui est donné par c∗Rc= c∗RocR−1o . Le détail du alul de cRo= [r1 r2 r3]
est donné en Annexe G.1. On obtient un résultat diérent pour r2, et don r1, par
rapport à la sphère CC :
r3 = sn1 − 1r
(
cosφ1 −
√
r2 − sin2 φ1
)
p1s
r2 =
(
1
Ra12 − (( 1Ra12)⊤r3)r3
)
/‖( 1Ra12 − (( 1Ra12)⊤r3)r3)‖
r1= r2 × r3,
(3.16)
ave
1
R
a12=
(
cosφ1 −
√
r2 − sin2 φ1
)
r
p1s −
(
cosφ2 −
√
r2 − sin2 φ2
)
r
p2s,
où φ1= os
⊤p1s et φ2= os⊤p2s. Il est possible de aluler c∗Ro de la même manière à
la pose désirée. Notons que, lorsque
cP1 ou
cP2 est oulté ou bien hors du hamp de
vision de la améra, le veteur θu ne peut pas être alulé. Ce problème de visibilité
peut se traduire dans l'image en p1s= p2s qui, d'après (3.16) onduit à a12= 0.
En résumé, pour une sphère spéiale, il est possible de déterminer sa pose partielle
(cto/R, θu) à partir de laquelle on peut séletionner un veteur de six informations
visuelles sn= (sn1, θu).
Disussion : Partant du veteur sn= (sn1, θu), il est possible d'obtenir un autre
veteur minimal s= (st, θu) qui déouple totalement le ontrle de la translation et le
ontrle de l'orientation. En eet, si on utilise
st = (s
∗
n1 − c∗Rcsn1), (3.17)
on obtient :
Ls =
[
1
R
c∗Rc 0
0 Lω
]
. (3.18)
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Soit
c∗tc la position relative du repère ourant Fc dans le repère désiré F∗c . On peut noter
que st=
1
R
c∗tc orrespond, à un fateur d'éhelle près, à un shéma d'asservissement
3D où il n'y a pas de ontrle de l'objet dans l'image [Deng 03, Chaumette 06℄. De plus,
il n'existe plus de relation linéaire entre les informations visuelles pour la translation st
et les vitesses de translation v de la améra. Pour es raisons, nous préférons le veteur
sn= (sn1, θu) qui est quasi-linéairement lié aux vitesses vc de la améra (voir (3.14))
tout en permettant le ontrle de l'objet dans l'image. La omparaison entre sn1 et s
sera illustrée en simulation.
3.4.3 Analyse de la ommande
Ii, nous supposons que toutes les marques spéiales de haque objet sont visibles
'est-à-dire qu'elles sont dans le hamp de vision et ne sont pas oultées.
Minima loaux et singularités : Sous l'hypothèse i-dessus mentionnée, le veteur
sn peut être alulé et Lsn est toujours de rang plein six. En eet, sous l'hypothèse de
visibilité de l'objet, Lω est de rang trois [Malis 99℄, et Lsn1 est de rang trois (voir
setion 3.3.1). Par onséquent, il n'existe pas de minima loaux.
Stabilité aux erreurs de modélisation : La matrie Lsn dépend expliitement du
rayon R de la sphère marquée. Cela n'est pas le as de la mesure sn. En eet, le veteur
sn est alulé à partir de os, r, p1s et p2s omme le montrent (2.56), (2.57), (2.58),
(3.13) et (3.16). Par onséquent, une erreur sur l'estimation R̂ n'aete pas la mesure
du veteur sn mais aete la ommande (1.16) à travers la matrie d'interation Lsn .
Pour la sphère spéiale, R est l'unique soure d'erreur de modélisation. En re-
vanhe pour la sphère CC, une autre erreur de modélisation intervient si la ondition
OP1 ⊥ P1P3 n'est pas vériée. Cette deuxième soure d'erreur, qui aete le alul de
θu, n'est pas onsidérée dans l'analyse de la stabilité qui suit.
Théorème 3.5 La ommande (1.16) utilisant sn est loalement asymptotiquement stable
dans l'espae de visibilité de la sphère marquée si et seulement si R̂ > 0. L'erreur sur la
tâhe déroît systématiquement si
0 <
a− 1
a+ 1
<
R̂
R
<
a+ 1
a− 1 , ave a=
√
1 +
1
r∗2
.
La preuve est donnée en Annexe G.2.
Le domaine de valeurs de R̂ tel que la ommande onverge loalement est don très
large : R̂ ∈ ]0,+∞[. Enore une fois, une approximation grossière de R est susante.
Le domaine des valeurs de R̂ tel que l'erreur sur la tâhe déroît systématiquement est
limité et dépend de la valeur r∗ du rayon du ontour du dme à la pose désirée (voir
gure 3.27(a)).
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Stabilité aux erreurs d'étalonnage : L'eet sur la ommande (1.16) des para-
mètres intrinsèques estimés â n'a pas été formellement analysé à ause de la omplexité
des aluls. Cependant, nous verrons dans un as pratique que la ommande (1.16) est
robuste aux erreurs d'étalonnage du système de vision.
3.4.4 Résultats : sphère CC
Dans ette partie, nous validons le hoix du veteur sn à travers des tâhes de
positionnement d'un manipulateur par rapport à une sphère CC. Le manipulateur est
équipé d'une améra perspetive. Auparavant, nous présentons une étude empirique
qui ompare les trois veteurs sn, scc et s (voir tableau 3.2) pouvant être utilisés pour
aratériser l'image d'une sphère CC.
Comparaison des veteurs sn, scc et s : Le but ii est de montrer que, en utilisant
la ommande simple (1.16), le veteur sn est un hoix judiieux. Nous onsidérons la
sphère CC et nous omparons tout d'abord les veteurs sn et scc (voir tableau 3.2) en
utilisant une méthode empirique. Cette méthode onsiste à analyser le omportement
du robot entre une pose désirée xe et 100 poses initiales aléatoirement hoisies. Dans
ertains as, la pose initiale se trouve à la limite de la visibilité de l'objet. Le tableau 3.3
montre les résultats. Le veteur scc onverge seulement pour la moitié des as. Ce
grand pourentage d'éhes est dû au ouplage entre le ontrle de l'orientation et
les vitesses de translation (voir le premier terme de la troisième ligne de Lscc donnée
en (3.11)). Ce ouplage onduit à un large mouvement sur le té (voir par exemple
gure 3.28(a)) ausant ainsi la sortie du point P1 du hamp de vision. Sur es 51
suès, ave scc, la améra parourt une distane moyenne qui est 88% fois plus grande
qu'ave sn. Ce résultat montre aussi qu'en utilisant sn, bien que la stabilité globale de
la ommande (1.16) n'ait pas été formellement prouvée, le domaine de onvergene est
empiriquement très large et la visibilité de l'objet est onservée.
Nous omparons ensuite scc, sn et s (voir tableau 3.2). La pose initiale de la améra
est onstituée de mouvements de translation et de rotation. La gure 3.28 montre les
diérentes trajetoires dans l'espae artésien et dans l'espae image. Comme prévu,
l'utilisation de s produit un déplaement de la améra en ligne droite dans l'espae
artésien (voir gure 3.28(a)). Par ailleurs, sn produit une trajetoire artésienne plus
ourte que elle ave scc et des trajetoires en ligne droite des images de P1 et P3, e
qui n'est pas le as ave scc (voir gures 3.28() et 3.28(d)). Enn, on peut noter que
la trajetoire de l'image de O peut sortir de l'image si on utilise s, omme le montre la
gure 3.28(b). C'est pourquoi l'utilisation de s n'est pas reommandée et le veteur sn
est préféré ar e dernier permet de onserver la visibilité de l'objet.
Dans la suite, nous présentons des résultats expérimentaux dans trois ongurations
diérentes : le as idéal, le as où on introduit des erreurs de modélisation et le as où on
introduit des erreurs d'étalonnage. La gure 3.29 présente les images initiale et désirée
dans es trois ongurations. La sphère CC est une balle de football de rayon 9.5 m
sur laquelle est marquée un veteur tangent en un point de sa surfae. La valeur du gain
est xée à λ= 0.1.
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Informations visuelles existantes [Cowan 05℄ : scc= (r,os, ζ)
Informations visuelles hoisies : sn=
(
1
ros, θu
)
Autre hoix possible : s=
(
1
R
c∗tc, θu
)
Tab. 3.2  Informations visuelles à omparer.
Critères scc sn
Nombre de
suès 51 100
Distane moyenne
parourue par la améra 1.05 m 0.56 m
sur les 51 suès
Tab. 3.3  Comparaison empirique pour la sphère CC.
Cas idéal : Ii, nous onsidérons la valeur exate du rayon de la sphère. Les traje-
toires de la améra et des mesures sont données sur la gure 3.30 . Comme prévu, que e
soit dans l'espae image ou dans l'espae artésien, en utilisant sn les trajetoires sont
plus ourtes qu'en utilisant scc. Ce résultat onrme les observations i-dessus obtenues
en simulations.
De plus, omme prévu, la ommande utilisant sn ahe une déroissane exponen-
tielle des vitesses de rotation de la améra ave moins d'osillations sur les vitesses de
translation (omparer les gures 3.31() et 3.31(d)).
Erreurs de modélisation sur le rayon de l'objet : Nous validons la robustesse
de la ommande utilisant sn par rapport aux erreurs de modélisation sur le rayon de
la sphère. Pour ela nous avons xé R̂= 0.5R. Comme le montre la gure 3.32, la
ommande onverge bien que nous ayons uniquement prouvé la stabilité asymptotique
loale pour sn. En omparaison ave la ommande utilisant scc, il est lair que la
ommande utilisant le nouveau veteur sn est plus robuste aux erreurs ave moins
d'osillations sur les vitesses (omparer les gures 3.32() et 3.32(d)).
Erreurs d'étalonnage : Ii, nous validons la robustesse de la ommande aux erreurs
d'étalonnage. Nous avons xé les paramètres intrinsèques de la améra omme suit :
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û0= u0 − 25%u0, v̂0= v0 + 27%v0, f̂u= fu + 35%fu et f̂v= fv + 30%fv. La gure 3.33
montre le résultat, où là enore la ommande utilisant sn est plus robuste (omparer
les gures 3.33() et 3.33(d)).
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Fig. 3.28  Comportement du robot en simulation : (a) trajetoire (m) de la améra
exprimée dans le repère désiré F∗c , (b) trajetoire (m) de l'image de O (les trajetoires
ave scc et sn sont superposées), () trajetoire (m) de l'image de P1, (d) trajetoire
(m) de l'image de P3.
(a) (b)
Fig. 3.29  Conguration pour la sphère CC : (a) image initiale, (b) image désirée.
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Fig. 3.30  Comportement du manipulateur : (a) trajetoire (m) de la améra exprimée
dans le repère désiré F∗c , (b) trajetoire (m) de l'image de O, () trajetoire (m) de
l'image de P1, (d) trajetoire (m) de l'image de P3.
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Fig. 3.31  Cas idéal : (a) erreurs sur scc, (b) erreurs sur sn, () et (d) vitesses de la
améra (m/s et rad/s) en utilisant scc et sn.
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Fig. 3.32  Erreurs de modélisation R̂ = 0.5R : (a) erreurs sur scc, (b) erreurs sur sn,
() et (d) vitesses de la améra (m/s et rad/s) en utilisant scc etsn.
Erreurs de modélisation sur la forme de l'objet : Ii, nous nous intéressons
à la robustesse de la ommande utilisant sn par rapport aux erreurs de modélisation
sur la forme de l'objet. Pour ela, nous utilisons un ballon de déoration de forme non
sphérique et de ouleur blanhe. Ce ballon est marqué en noir du dessin d'une eur.
Les gures 3.34(a) et 3.34(b) montrent respetivement les images initiale et désirée. En
nous appuyant sur le théorème 3.5, nous avons approximativement xé la valeur du
rayon de l'objet à R̂= 6.5 m. Les marques spéiales cP1 et
cP3 ont été séletionnées
omme deux feuilles sur le dessin de la eur. Le résultat présenté sur les gures 3.34()
et 3.34(d) montre bien que la ommande onverge.
Pour la sphère CC, nous pouvons onlure que la ommande utilisant sn est assez
robuste aux erreurs de modélisation et d'étalonnage et présente un large domaine de
onvergene. Dans la suite, nous nous intéressons à la sphère spéiale, objet plus naturel
que la sphère CC.
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Fig. 3.33  Erreurs d'étalonnage : (a) erreurs sur scc, (b) erreurs sn, () et (d) vitesses
de la améra (m/s et rad/s) en utilisant scc et sn.
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Fig. 3.34  Appliation à un ballon de déoration : (a) image initiale, (b) image désirée,
() erreurs sur sn, (d) vitesses de la améra (m/s et rad/s).
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3.4.5 Résultats : sphère spéiale
Dans ette partie, nous validons le hoix du veteur sn pour la sphère spéiale. Pour
ela, nous réalisons le positionnement d'un manipulateur par rapport à un ballon de
football de ouleur blanhe et marqué de deux points sur sa surfae. La valeur du rayon
du ballon est 9.5 m. La gure 3.35 montre les images initiale et nale utilisées dans les
trois ongurations expérimentales présentées dans la suite.
(a) (b)
Fig. 3.35  Conguration pour la sphère spéiale : (a) image initiale, (b) image désirée.
Cas idéal : Dans le as idéal où la valeur du rayon de la balle est onnue (i.e. R̂= R),
le omportement du manipulateur devrait être idéal puisque LsnL̂
−1
sn
= I6. Les résultats
sont donnés sur la gure 3.36 où, omme prévu, on observe une belle déroissane
exponentielle de l'erreur (voir gure 3.36(a)).
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Fig. 3.36  Cas idéal : (a) erreurs sur sn, (b) vitesses de la améra (m/s et rad/s).
Erreurs de modélisation de l'objet : Pour une sphère spéiale, la seule erreur
de modélisation de l'objet apparaît dans l'estimation R̂ de la valeur de son rayon. La
robustesse de la ommande a été validée en xant R̂= 0.5R. La gure 3.37 montre le
résultat où nous pouvons voir que la ommande onverge, bien que nous ayons seulement
démontré la stabilité asymptotique loale.
Erreurs d'étalonnage et de modélisation : La robustesse aux erreurs ombinées
d'étalonnage et de modélisation a été validée en xant : R̂ = 2R, û0= u0 − 47%u0,
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v̂0= v0 + 20%v0, f̂u= fu − 25%fu et f̂v= fv + 25%fv. Une fois de plus, la ommande
onverge omme le montre la gure 3.38.
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Fig. 3.37  Erreurs de modélisation R̂= 0.5R : (a) erreurs sur sn, (b) vitesses de la
améra (m/s et rad/s).
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Fig. 3.38  Erreurs de modélisation et d'étalonnage : (a) erreurs sur sn, (b) vitesses de
la améra (m/s et rad/s).
Erreurs de modélisation du système de vision : Enn, nous avons validé la
robustesse aux erreurs de modélisation du système de vision. Nous avons utilisé une
améra sh-eye. Celle-i n'a pas un entre unique de projetion. Les images initiale et
désirée sont présentées respetivement sur les gures 3.39(a) et 3.39(b).
Le sous-veteur sn1 de sn, pouvant s'exprimer en utilisant les moments sphériques
(voir 2.105), il a été mesuré en utilisant es moments dont l'expression sur le plan image
d'une améra sh-eye est donnée en Annexe D.2.
Le résultat, présenté sur les gures 3.39() et 3.39(d), montre une fois de plus que
la ommande utilisant sn onverge.
À travers les résultats expérimentaux i-dessus présentés, nous pouvons onlure que
pour les sphères spéiales la ommande utilisant le nouveau veteur sn est robuste aux
erreurs.
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Fig. 3.39  Utilisation de l'image sh-eye du ballon marqué : (a) image initiale, (b)
image désirée, () erreurs sur sn, (d) vitesses de la améra (m/s et rad/s).
3.5 Synthèse
Dans ette partie, nous avons réalisé des tâhes de positionnement relativement à
un point, un objet déni par un nuage de points de forme plane ou volumétrique, une
sphère et une sphère marquée (sphère CC ou sphère spéiale). Pour haque objet, nous
avons hoisi un veteur minimal d'informations visuelles adéquat pour réaliser la tâhe,
i.e. un veteur tel que la ommande l'utilisant soit stable et tel que les trajetoires du
système (dans l'espae 3D) et des mesures (dans l'espae image) soient satisfaisantes.
La tableau 3.4 réapitule pour haque objet le hoix du veteur d'informations et les
propriétés de la ommande lassique utilisant e hoix.
Pour le positionnement du robot mobile par rapport à un point, nous avons hoisi
d'utiliser les oordonnées sphériques de l'image du point à ause de l'angle mort au
entre de l'image de ertains systèmes atadioptriques. Ce veteur a permis de dégager
un shéma de ontrle de forme triangulaire inférieur dont nous avons présenté les
onditions susantes pour la stabilité. En pratique, nous avons montré la robustesse
de e shéma par rapport aux erreurs de modélisations et aux erreurs d'étalonnage du
robot et du système de vision.
Pour un objet déni par un nuage de points nous avons établi un veteur déouplé
d'informations visuelles appliable sur la plupart des ongurations possibles de l'en-
semble des points dénissant l'objet : oplanaire symétrique, oplanaire assymétrique,
non oplanaire symétrique et non oplanaire assymétrique. Ce nouveau veteur est dé-
ni à partir des invariants aux rotations et d'une matrie d'orientation. Le shéma de
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ommande utilisant e nouveau veteur est aussi de type triangulaire inférieur, e qui
induit de bonnes propriétés de la ommande. Même si nous n'avons pas pu apporter
une preuve de la stabilité du shéma de ontrle, nous avons présenté des résultats de
simulations qui montrent la robustesse de la ommande utilisant le nouveau veteur. On
peut don être rassuré sur l'utilisation de e nouveau shéma en pratique où les valeurs
des profondeurs des points de l'objet ne sont pas disponibles. Cependant, des ongura-
tions singulières ont pu être mises en évidene dans le as de quatre points oplanaires
symétriques. Il serait réonfortant de déterminer analytiquement l'ensemble des singu-
larités de e nouveau shéma. Dans le as des mouvements omplexes, les vitesses de
translations peuvent avoir des eets gênants sur les vitesses de rotation. Pour supprimer
totalement es eets, on pourrait imaginer de herher des invariants aux translations
an d'obtenir un shéma de ommande totalement déouplé. Pour le as d'une on-
guration oplanaire symétrique, la matrie d'interation peut perdre son rang plein six,
perturbant ainsi la bonne réalisation de la tâhe. En pratique, e problème peut être
résolu simplement en hoisissant plutt un ensemble de points de forme asymétrique
pour dénir un objet plan.
Objet 3D Veteur hoisi Propriétés du shéma
de ommande lassique
point (φ, θ) Déouplage : shéma triangulaire inférieur
SAG aux erreurs de modélisation
Vériations expérimentales de la robustesse
aux erreurs de modélisation et d'étalonnage
objet déni par
un ensemble de points (r, d01, d02, ζx, ζy, ζz) Déouplage : shéma triangulaire inférieur
de forme plane Vériations en simulations
ou volumétrique de la robustesse aux erreurs de modélisations
Domaine de onvergene large
sphère ( osx
r
,
osy
r
, osz
r
)= η cgd SAG aux erreurs de modélisation
ou et SAL aux erreurs d'étalonnage
(ρ, θ, osz
r
) Vériations expérimentales et en simulations
de la robustesse aux erreurs de modélisation
et aux erreurs d'étalonnage
sphère marquée : ( osx
r
,
osy
r
, osz
r
, θux, θuy, θuz) Déouplage : shéma triangulaire supérieur
sphère CC ou ou SAL aux erreurs de modélisation
sphère spéiale (ρ, θ, osz
r
, θux, θuy, θuz) Domaine de onvergene très large
Vériations expérimentales
de la robustesse aux erreurs de modélisation
et aux erreurs d'étalonnage
Tab. 3.4  Réapitulatif, SAG signie Stabilité Asymptotique Globale et SAL signie
Stabilité Asymtotique Loale.
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Pour les objets volumétriques sphériques, nous nous sommes approhés au mieux
d'un ensemble d'informations visuelles qui assurent une bonne trajetoire dans l'espae
artésien, tout en garantissant aussi une bonne trajetoire dans l'image. En partiulier,
pour la sphère et la sphère CC, nous avons montré que le veteur proposé est plus
judiieux que le veteur existant en terme de déouplage pour la ommande lassique.
L'angle mort, au entre de l'image de ertains systèmes de vision atadioptrique, impose
de onsidérer plutt l'utilisation des oordonnées ylindriques omme paramétrisation
pour l'image des sphères.
L'analyse théorique de la stabilité d'une ommande simple utilisant es informations
visuelles a révélé un large domaine de robustesse de la ommande aux erreurs de mo-
délisation. Bien que pour la sphère CC et la sphère spéiale la matrie d'interation ne
puisse être dénie que dans ertaines onditions de visibilité des marques, le domaine
de onvergene de la ommande semble empiriquement très grand. En e qui onerne
les erreurs d'étalonnage sur une améra perspetive et un système paraatadioptrique,
bien qu'une analyse loale ait été onsidérée uniquement pour la sphère, le domaine de
onvergene de la ommande est grand.
La prise en ompte de la visibilité de l'objet, que e soit sur un système de vision à
angle mort au entre ou bien pour les marques des sphères CC et spéiale, pourrait faire
l'objet de travaux futurs où on utiliserait, par exemple, une stratégie de ommande de
haut niveau telle que la planiation de trajetoire.
Con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Dans e mémoire, il a été question de séletionner des informations visuelles judi-
ieuses pour s'approher du omportement idéal d'un robot ommandé par asservisse-
ment visuel (par exemple au niveau de la trajetoire). En asservissement visuel, plus la
séletion est pertinente meilleur est le omportement du robot. De plus e omporte-
ment est d'autant plus adéquat que le hamp de vision du robot est large.
Nous avons vu, au premier hapitre, des systèmes de vision entrale atadioptrique
(ouplage miroir et améra), qui donnent au robot une vision omnidiretionnelle de la
sène. Cette vision omnidiretionnelle est très utile pour des appliations en robotique
mobile et aérienne. Nous avons aussi vu que le modèle de projetion sphérique est au
entre des modèles de projetions atadioptrique et perspetive.
En utilisant le modèle de projetion sphérique nous avons proposé, dans le deuxième
hapitre, des informations visuelles nouvelles, mesurables aussi bien sur une améra pers-
petive que sur un système de vision atadioptrique, pour les primitives usuelles telles
que les points, les droites, les sphères et les erles 3D. Pour haque primitive, la modéli-
sation a été réalisée en exploitant les propriétés évidentes de sa projetion sphérique an
de déterminer des informations visuelles adéquates. A e niveau, ette étude a révélé un
point essentiel sur l'approhe proposée, à savoir que la séletion d'informations visuelles
pertinentes est plus simple et intuitive en utilisant le modèle de projetion sphérique.
Toujours dans le deuxième hapitre, nous nous sommes intéressés aux moments
sphériques, i.e. les moments 2D alulés sur la surfae de la sphère. Ces moments sont
partiulièrement bien adaptés pour dérire l'image sphérique des primitives 3D non pa-
ramétrables et elle des erles 3D. Dans ette étude, le alul des moments sphériques
a été généralisé à tout système de vision entrale atadioptrique. Les ombinaisons de
moments sphériques invariantes aux translations et aux rotations permettent, quand
elles existent, de dénir un shéma totalement déouplé d'asservissement visuel. Il nous
a paru diile de déterminer des invariants aux translations. En revanhe, nous avons
revisité les invariants aux rotations en faisant le lien ave les valeurs propres de la ma-
trie d'inertie 3D dérivant l'image sphérique de l'objet.
La modélisation eetuée au deuxième hapitre nous a permis, au troisième hapitre,
de nous intéresser à la séletion d'informations visuelles adéquates pour des primitives
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planes et volumétriques représentatives. Dans e dernier hapitre nous avons présenté
en détail les ontributions majeures de ette étude à savoir :
 pour les systèmes de vision atadioptrique à angle mort au entre, il est préférable
d'utiliser les oordonnées ylindriques ou sphériques pour paramétriser l'image de
l'objet. Dans le as du positionnement par rapport à un point d'un robot mobile
équipé d'un tel système de vision, nous avons utilisé la paramétrisation en oor-
données sphériques. Cette paramétrisation, à travers son shéma de ommande
déouplé, a permis de ontrler de manière extrêmement robuste les deux degrés
de liberté du robot.
 pour une sphère, nous avons proposé un veteur d'informations visuelles liées à la
position 3D de la sphère dans l'espae. Nous avons prouvé que, même en présene
d'erreurs de modélisation sur l'objet, une ommande simple utilisant e veteur a
un très large domaine de onvergene.
 pour une sphère marquée (sphère CC ou sphère spéiale), nous avons montré qu'il
est possible d'obtenir sa pose partielle à partir d'une seule image. À partir de
ette pose partielle nous avons proposé un nouveau shéma de ommande déou-
plé. Pour la sphère CC, l'utilisation de e nouveau shéma a montré un domaine
de onvergene plus large que elui obtenu ave le shéma existant en utilisant
une ommande simple.
 enn, pour tout objet plan ou volumétrique déni par un ensemble de points, nous
avons aussi présenté un nouveau shéma de ommande déouplé. Le déouplage
a été obtenu en utilisant des informations visuelles invariantes aux rotations de
la améra. Les autres informations visuelles, hoisies à partir d'une matrie de
rotation partiulière, ont l'avantage d'avoir une variation identique aux rotations
de la améra. Nous avons montré que la ommande utilisant le nouveau veteur
minimal est assez robuste aux erreurs de modélisation. En prenant des as ex-
trêmes de simulation, nous avons montré que le nouveau shéma de ommande a
un domaine de onvergene assez large.
Cette étude ouvre quelques perspetives de reherhe que nous listons i-dessous :
 que e soit dans le as d'utilisation d'un système de vision atadioptrique à angle
mort au entre ou dans le as de l'asservissement visuel d'une sphère marquée
(sphère CC ou sphère spéiale), la ommande lassique devrait être dotée d'un
peu plus d'intelligene an de prendre en ompte la visibilité de l'objet. C'est ainsi
qu'on pourrait imaginer faire de la planiation de trajetoire dans l'image.
 dans le as d'un objet déni par un ensemble de points, il serait réonfortant de
déterminer l'ensemble des singularités, d'y remédier et par ailleurs d'analyser la
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stabilité du shéma de ommande proposé.
 il nous a paru diile de déterminer une ombinaison de moments sphériques
invariante aux mouvements de translation. Nous n'avons ependant pas prouvé
la non existene de telles ombinaisons. Une étude approfondie sur l'existene de
telles ombinaisons semble don néessaire, quand on sait que elles-i peuvent
partiiper au déouplage total d'un shéma de ommande.
 enn, il serait intéressant d'étendre le hamp d'appliations de e travail à la om-
mande d'autres robots que les manipulateurs et les robots mobiles de type uni-
yle. Pour les robots mobiles non-holonomes et les robots aériens par exemple, il
s'agira entre autres d'adapter la séletion d'informations visuelles respetivement
à la ontrainte de non holonomie et la dynamique du système.
Pour terminer, au delà de leurs impats pratiques, les résultats obtenus montrent
aussi qu'en restant dans un adre simple de l'asservissement visuel, i.e. modélisation par
projetion sphérique et utilisation de la ommande lassique, il est possible d'améliorer
signiativement le omportement d'un robot.
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Annexe A
Complément pour la modélisation
de l'image de points
Le tableau A.1 dérit le domaine de dénition des fontions πs et πpξ.
Symbole Dénition
πs : R
∗3→S(C,1) Projetion sphérique
πpξ : S(C,1)→Pπ Projetion de la sphère vers le plan image
Tab. A.1  Notations pour les projetions.
A.1 Calul des informations visuelles
Dans ette partie, nous montrons le alul de la projetion sphérique d'un point à
partir de son image atadioptrique en détaillant la fontion π−1pξ donnée en (2.16).
La fontion
π−1pξ : Pπ → S(C,1)
cp 7→ ps représente le passage de l'image atadioptrique ou
perspetive
cp vers la projetion ps sur la sphère S(C,1) du rayon inident cP. L'expres-
sion analytique de ette fontion est donnée par :

psx=
ξ+λξ
p2x+p
2
y+1
px
psy=
ξ+λξ
p2x+p
2
y+1
py
psz=
ξ+λξ
p2x+p
2
y+1
− ξ,
(A.1)
ave λξ=
√
1 + (1− ξ2)(p2x + p2y).
Nous montrons, dans e qui suit, omment l'expression donnée par (A.1) est obtenue.
Partant de (1.3) où ps est l'inonnue et le veteur
cp est donné, on a le système suivant :
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
px=
psx
psz + ξ
(A.2a)
py=
psy
psz + ξ
(A.2b)
ps
2
x + ps
2
y + ps
2
z= 1. (A.2)
A partir de (A.2a) et (A.2b), on obtient aussitt le système{
psx= px(psz + ξ) (A.3a)
psy= py(psz + ξ), (A.3b)
qui, injeté dans (A.2), donne l'équation du seond degré en psz(
1 + p2x + p
2
y
)
ps
2
z + 2ξ
(
p2x + p
2
y
)
psz + ξ
2
(
p2x + p
2
y
)− 1= 0. (A.4)
Le disriminant réduit de (A.4) est
λ2ξ= 1 + (1− ξ2)
(
p2x + p
2
x
)
.
Les deux valeurs possible de psz sont données par
psz=
−ξ (p2x + p2y)± λξ
p2x + p
2
y + 1
, (A.5)
où on hoisit immédiatement la solution en +λξ, sinon la valeur de psz est toujours
négative. Cette solution peut se réérire omme
psz=
ξ + λξ
p2x + p
2
y + 1
− ξ. (A.6)
En injetant (A.6) dans (A.3), on obtient nalement psx=
ξ+λξ
p2x+p
2
y+1
px
psy=
ξ+λξ
p2x+p
2
y+1
py.
Pour ξ= 0, on a λξ=
√
1 + p2x + p
2
y et le résultat
psx= px/λξ, psy= py/λξ, psz= 1/λξ,
qui orrespond bel et bien aux équations de la projetion sphérique ps du point P à
partir de son image perspetive
cp.
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A.2 Matrie d'interation assoiée à ζ
Dans ette partie, nous détaillons le alul de la matrie d'interation assoiée à
ζ donnée en (2.20) et (2.22). Rappellons que le veteur ζ est la représentation θu de
la matrie de rotation VV∗−1 où V∗ est la valeur désirée de la matrie de rotation
V= [v1 v2 v3] dénie omme suit :
v1 = p1s
v2 =
Γp1s (p2s−p1s)
‖Γp1s (p2s−p1s)‖
v3 = v1 × v2,
(A.7)
où Γp1s = I3 − p1sp1⊤s .
La variation temporelle de ζ est donnée par [Cowan 05℄ :
ζ˙=
[
V˙V⊤
]×
(A.8)
où [M]× désigne le veteur assoié à la matrie du préproduit vetoriel M. En utilisant
la propriété
Sw=
[
S[w]×S⊤
]×
∀S ∈ SO(3) et ∀w ∈ R3, (A.9)
partant de (A.8), on obtient
ζ˙= V
[
V⊤V˙
]×
. (A.10)
On a
V⊤V˙=
 0 v1⊤v˙2 v1⊤v˙3v2⊤v˙1 0 v2⊤v˙3
v3
⊤v˙1 v3⊤v˙2 0
 ,
qui entraîne [
V⊤V˙
]×
=
[
−v2⊤v˙3 − v3⊤v˙1 v2⊤v˙1
]⊤
. (A.11)
Notons que les omposantes du veteur
[
V⊤V˙
]×
ont été hoisies de manière à simplier
les aluls. En injetant (A.11) dans (A.10), on obtient :
ζ˙= [v1 v2 v3]
 −v2
⊤v˙3
−v3⊤v˙1
v2
⊤v˙1
 . (A.12)
Puisque le veteur v1 est la projetion sphérique du point P1, partant de (2.11), on
déduit la variation temporelle de v1 :
v˙1== − 1‖cP1‖
(
I3 − v1v1⊤
)
v + v1×ω. (A.13)
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Partant de (A.13), après quelques développements, on obtient :
v3
⊤v˙1= − 1‖cP1‖v3
⊤v + v2⊤ω (A.14)
et
v2
⊤v˙1= − 1‖cP1‖v2
⊤v − v3⊤ω. (A.15)
Dans la suite, nous détaillons l'expression de v2
⊤v˙3. Partant de l'expression de v3
donnée en (A.7), on a
v˙3= v˙1 × v2 + v1 × v˙2. (A.16)
Partant de (A.16), on a immédiatement
v2
⊤v˙3= v2⊤(v1 × v˙2), (A.17)
puisque v2
⊤(v˙1 × v2) = v˙⊤1 (v2 × v2)= 0.
Partant de l'expression de v2 donnée en (A.7), après quelques développements, on
obtient
v1 × v˙2= 1‖up1sp2s‖
(v1 × u˙p1sp2s)−
˙(‖up1sp2s‖)
‖up1sp2s‖
v3, (A.18)
où up1sp2s = Γp1s(p2s−p1s). En injetant (A.18) dans (A.17), on obtient après quelques
développements
v2
⊤v˙3= − 1‖up1sp2s‖
v3
⊤u˙p1sp2s . (A.19)
L'expression détaillée de up1sp2s est donnée par
up1sp2s = Γp1s(p2s − p1s)= (I3 − p1sp1⊤s )(p2s − p1s)= p2s − p1s(p1⊤s p2s). (A.20)
Partant de (A.20), on a immédiatement
u˙p1sp2s = p˙2s − p˙1s − p1s
(
p2
⊤
s p˙1s + p1
⊤
s p˙2s
)
. (A.21)
Partant de (A.21), après quelques développements, on obtient
u˙p1sp2s = Mp1sp2sv + up1sp2s × ω, (A.22)
ave Mp1sp2s =
(
− 1‖cP2‖Γp1sΓp2s + 1‖cP1‖
(
(p1
⊤
s p2s)I3 + p1sp2
⊤
s
)
Γp1s
)
et
Γp2s = I3 − p2sp2⊤s . Finalement, en injetant (A.22) dans (A.19), on obtient après
quelques développements
v2
⊤v˙3= − 1‖up1sp2s‖
v3
⊤Mp1sp2sv + v1
⊤ω. (A.23)
Pour terminer, en injetant (A.14), (A.15) et (A.23) dans (A.12), on obtient
ζ˙= Lυ,ωv − ω, (A.24)
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ave
Lυ,ω=
1
‖up1sp2s‖
v1v3
⊤Mp1sp2s +
1
‖cP1‖
(
v2v3
⊤ − v3v2⊤
)
.
Partant de (A.24), on a le résultat donné en (2.20)
Lζ=
[
Lυ,ω −I3
]
. (A.25)
A.3 Analyse de la stabilité de la ommande pour un point
Ii, nous donnons la preuve du théorème 3.1 dérit en Setion 3.1.1.
Théorème 3.1 La ommande (1.16) utilisant s est globalement asymptotiquement
stable dans l'espae de la tâhe si
0 < 1 +
2− 2√a2 + 1
a2
<
‖̂cP‖
‖cP‖ < 1 +
2 + 2
√
a2 + 1
a2
,
où a= − cos θ/(sinφ sin θ cosφ).
Preuve : Dans le as où on onsidère uniquement une erreur sur l'estimation ‖̂cP‖
de ‖cP‖, l'équation de la boule fermée est donnée par
e˙= −λLsL̂−1s e, (A.26)
ave e= s− s∗ et
L̂−1s =
[
1/l̂υ 0
l̂ω,υ/l̂υ −1
]
ave
 l̂υ= −(sin θ cosφ)/‖̂cP‖l̂ω,υ= − cos θ/(‖̂cP‖ sinφ).
En utilisant (3.1), on déduit
LsL̂
−1
s =
[
lυ/l̂υ 0(
lω,υ − l̂ω,υ
)
/l̂υ 1
]
, (A.27)
où 
lυ/l̂υ= ‖̂cP‖/‖cP‖(
lω,υ − l̂ω,υ
)
/l̂υ= a
(
1− ‖̂cP‖/‖cP‖
)
a= − cos θ/(sinφ sin θ cosφ).
La ommande (1.16) est globalement asymptotiquement stable si LsL̂
−1
s > 0. Dans
la suite, nous montrons que LsL̂
−1
s > 0 si et seulement si
0 < 1 +
2− 2√a2 + 1
a2
<
‖̂cP‖
‖cP‖ < 1 +
2 + 2
√
a2 + 1
a2
.
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La matrie symétrique assoiée à LsL̂
−1
s est donnée par
Ms=
(
LsL̂
−1
s + (LsL̂
−1
s )
⊤
)
/2=
 ‖̂cP‖/‖cP‖ a/2(1− ‖̂cP‖/‖cP‖)
a/2
(
1− ‖̂cP‖/‖cP‖
)
1
 .
On a LsL̂
−1
s > 0 si et seulement si Ms > 0. La matrie Ms est dénie positive si et
seulement si ses valeurs propres sont stritement positives. Puisque Ms est une matrie
2× 2, ses valeurs propres sont positives si et seulement si Trae(Ms) > 0 et |Ms| > 0.
On a Trae(Ms) = (‖̂cP‖/‖cP‖ + 1) > 0 ar ‖̂cP‖/‖cP‖ > 0. Le déterminant de Ms
est un polynme du seond degré en ‖̂cP‖/‖cP donné par :
|Ms|= −a
2
4
(
‖̂cP‖
‖cP‖
)2
+
(
a2
2
+ 1
) ‖̂cP‖
‖cP‖ −
a2
4
. (A.28)
Le disriminant de |Ms| est positif. Partant de (A.28), on déduit que |Ms| > 0 pour les
valeurs de ‖̂cP‖/‖cP omprises entre les raines rinf = 1 + 2−2
√
a2+1
a2
et rsup= 1 +
2+2
√
a2+1
a2
.
Puisque rinf > 0, on obtient nalement LsL̂
−1
s > 0 si et seulement si
0 < rinf <
‖̂cP‖
‖cP‖ < rsup.
Annexe B
Complément pour la modélisation
de l'image de droites
B.1 Projetion entrale atadioptrique d'une droite
Dans ette partie, nous déroulons les étapes de la projetion atadioptrique d'une
droite et nous montrons que, dans le as général, il s'agit d'une ellipse dont l'équation
est donnée en (2.29).
Soit D une droite 3D. Celle-i peut être dénie, dans Fc, par l'intersetion de deux
plans orthogonaux (voir gure 2.4)
D=
{
n1xPx + n1yPy + n1zPz= 0
n2xPx + n2yPy + n2zPz + d2= 0,
(B.1)
où
cP= (Px, Py, Pz) ∈ D, d2 6= 0 et
n1
2
x + n1
2
y + n1
2
z= 1
n2
2
x + n2
2
y + n2
2
z= 1
n1xn2x + n1yn2y + n1zn2z= 0.
La droite D est projetée sur le plan image en une ellipse. Cette ellipse est ob-
tenue en suivant le modèle unié de projetion entrale atadioptrique proposé dans
[Geyer 00℄. La première étape est la projetion sphérique. On obtient le grand erle
d'équation [Geyer 00℄ : {
n1xpsx + n1ypsy + n1zpsz= 0 (B.2a)
ps
2
x + ps
2
y + ps
2
z= 1. (B.2b)
La deuxième étape est la projetion sur le plan image atadioptrique. Les équations
de projetion sont données par
px=
psx
psz+ξ
, py=
psy
psz+ξ
.
En injetant es équations dans (B.2) et après quelques simpliations, on aboutit à
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
ξn1z
psz + ξ
= n1xpx + n1ypy + n1z (B.3a)
p2x + p
2
y + 1−
2ξ
psz + ξ
+
ξ2 − 1
(psz + ξ)
2
= 0. (B.3b)
A noter que si n1z= 0, partant de (B.3a), l'image atadioptrique de D est la droite
d'équation (voir gure B.1(a)) :
n1xpx + n1ypy= 0. (B.4)
CV
S(C,1)
D
y
x
Ppi
(a)
Ppi
C
D
V
S(C,1)
y
x
z
(b)
Fig. B.1  Projetion atadioptrique d'une droite : (a) as n1z= 0, ii n1= y, (b) as
n1z 6= 0, en rouge une partie de l'ellipse vue dans l'image.
De même, si ξ= 0, on obtient immédiatement de (B.3a) la projetion perspetive
de D donnée par
n1xpx + n1ypy + n1z= 0. (B.5)
Dans la suite, on suppose n1z 6= 0 et ξ 6= 0. On peut don érire (B.3a) sous la forme
1
psz + ξ
=
n1xpx + n1ypy + n1z
ξn1z
. (B.6)
En injetant (B.6) dans (B.3b), après simpliations, on obtient nalement l'ellipse
d'équation (voir gure B.1(b)) :
eop
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 = 0, (B.7)
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ave 
e0= n1
2
zξ
2 + (ξ2 − 1)n12x, e3= −n1xn1z
e1= n1
2
zξ
2 + (ξ2 − 1)n12y, e4= −n1yn1z
e2= (ξ
2 − 1)n1xn1y, e5= −n12z.
De manière surprenante (ar par hypothèse ξ 6= 0 dans (B.6)), l'équation (B.7) de
l'ellipse est aussi valable pour ξ= 0 qui orrespond à une améra perspetive. En eet,
dans e as (B.7) se simplie en
n1xpx + n1ypy + n1z= 0. (B.8)
Pour ξ= 1, qui orrespond à un système de vision paraatadioptrique, on a e2= 0.
De (B.7) on obtient, après simpliations, l'équation d'un erle :
(n1zpx − n1x)2 +
(
n1zpy − n1y
)2
= 1. (B.9)
Cei onrme bien le fait que l'image paraatadioptrique d'une droite est un erle dans
e as là [Nene 98℄.
B.2 Calul des informations visuelles
Soit µ= (gx, gy, n20, n11, n02) le veteur qui ontient les moments 2D de l'ellipse
observée (B.7). Plus préisément, g= (gx, gy) est le entre de gravité, n20, n11 et n02
sont les moments entrés normalisés d'ordre deux.
Dans ette partie, on détaille les expressions, données en (2.38) et (2.39), de sn1 et
sn2 en fontion de µ. On rappelle que
sn1= (φ, θ), ave φ= arcsin(n1z) et θ= arctan(n1y/n1x) (B.10)
et
sn2= (φx, φy), ave φx= arctan(n1x/n1z) et φx= arctan(n1y/n1z). (B.11)
La relation entre les paramètres ei, i= 0..5, de l'ellipse (B.7) et le veteur µ est
donnée par [Chaumette 90℄ :
gx= (e1e3 − e2e4)/(e22 − e0e1)
gy= (e0e4 − e2e3)/(e22 − e0e1)
4n20= (a
2
1 + a
2
2t
2)/(1 + t2)
4n11= t(a
2
1 − a22)/(1 + t2))
4n02= (a
2
1t
2 + a22)/(1 + t
2),
(B.12)
où t et (a1, a2) sont respetivement l'orientation et les longueurs des demi-axes de l'el-
lipse (voir gure B.2 pour un exemple où on observe toute l'ellipse) données par
t= (e1 − e0 ±
√
(e1 − e0)2 + 4e22)/2e2
a21= 2(e0g
2
x + 2e2gxgy + e1g
2
y − e5)/(e0 + e1 ±
√
(e1 − e0)2 + 4e22)
a22= 2(e0g
2
x + 2e2gxgy + e1g
2
y − e5)/(e0 + e1 ∓
√
(e1 − e0)2 + 4e22).
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x
y
β
a1
a2
tanβ= t
cg
Fig. B.2  Représentation d'une ellipse dans l'image.
Après quelques simpliations faites ave Maple, on obtient la relation entre la
normale n1 au plan d'interprétation de D et le veteur µ des moments 2D :
gx= (n1xn1z)/αξ
gy= (n1yn1z)/αξ
4n20=
(
(ξ2 − (n12x + n12y))− (ξ2 − 1)n12x
)
/α2ξ
4n11=
(
n1xn1y(ξ
2 − 1))/α2ξ
4n02=
(
(ξ2 − (n12x + n12y))− (ξ2 − 1)n12y
)
/α2ξ ,
(B.13)
ave αξ= ξ
2 − (n12x + n12y).
A partir de (B.13), il est faile d'obtenir
gx= αxαz (B.14a)
gy= αyαz (B.14b)
4n20=
(
1
αξ
− (ξ2 − 1) g
2
x
α2zαξ
)
(B.14)
4n11= (ξ
2 − 1) gxgy
α2zαξ
(B.14d)
4n02=
(
1
αξ
− (ξ2 − 1) g
2
y
α2zαξ
)
, (B.14e)
ave 
αx= n1x/
√|αξ|
αy= n1y/
√|αξ|
αz= n1z/
√|αξ|.
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En multipliant (B.14) par g2y et (B.14e) par g
2
x, on obtient
4n20g
2
y=
(
g2y
αξ
− (ξ2 − 1) g
2
xg
2
y
α2zαξ
)
(B.15a)
4n02g
2
x=
(
g2x
αξ
− (ξ2 − 1) g
2
yg
2
x
α2zαξ
)
. (B.15b)
En injetant (B.14d) dans la somme de (B.15a) et (B.15b), on obtient
4n20g
2
y + 4n02g
2
x =
g2x + g
2
y
αξ
− 8n11gxgy, (B.16)
d'où on tire
αξ=
g2x + g
2
y
4n20g2y + 4n02g
2
x + 8n11gxgy
. (B.17)
Notons que αξ est ontinue même pour gx= gy= 0, auquel as
αξ= 1/4n20= 1/4n02.
Maintenant, il s'agit d'exprimer sn1= (φ, θ) et sn2= (φx, φy) en fontion de µ. De
l'expression αξ= ξ
2 − (n12x + n12y) (voir (B.13)) on déduit failement
n1z= ±
√
αξ + 1− ξ2. (B.18)
Le signe de n1z peut être xé sans ambiguïté à partir du sens de n1 hoisi suivant
l'orientation du gradient dans l'image. On en déduit don
φ= arcsin(nz)= arcsin(±
√
αξ + 1− ξ2).
Partant de (B.13), on déduit immédiatement
n1y/n1x= gy/gx. (B.19)
On a don
θ= arctan(n1y/n1x)= arctan(gy/gx).
Pour la seonde paramétrisation sn2, l'expression de φx en fontion de µ s'obtient
aisément de (B.13) et (B.18) en notant que
n1x
n1z
=
gx
α2z
=
gxαξ
αξ + 1− ξ2 .
On obtient don
φx= arctan
(
nx
nz
)
= arctan
(
gxαξ
αξ + 1− ξ2
)
.
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De même, on obtient
φy= arctan
(ny
nz
)
= arctan
(
gyαξ
αξ + 1− ξ2
)
.
En vision paraatadioptrique, lorsque ξ= 1, on obtient
n1x
n1z
= gx et
n1y
n1z
= gy.
Ce dernier résultat est onforme à elui proposé pour l'asservissement visuel de droites
ave un système paraatadioptrique, i.e. le hoix des oordonnées du entre du erle
observé dans [Mezouar 04, Hadj-Abdelkader 08℄.
Annexe C
Complément pour la modélisation
de l'image de sphères
C.1 Calul des informations visuelles
Nous rappellons que l'image perspetive ou atadioptrique de S(O,R) est une ellipse
dont on sait mesurer les moments µ= (gx, gy, n20, n11, n02).
Ii, nous détaillons l'expression, donnée par (2.56), (2.57) et (2.58), du veteur sn1
en fontion de µ. Ce alul est d'abord présenté en vision perspetive avant d'être
généralisé à tous les systèmes de vision atadioptrique.
Partant de l'équation de l'ellipse sur le plan image perspetive donnée par (2.41),
en utilisant (B.12), il est possible d'exprimer le veteur µ en fontion des paramètres
3D Ox, Oy, Oz et R [Chaumette 93℄ :

gx= − OxOzR2−O2z
gy= − OyOzR2−O2z
4n20= −(R
2−O2x−O2z)R2
(R2−O2z)2
4n11=
OxOzR2
(R2−O2z)2
4n02= −(R
2−O2y−O2z)R2
(R2−O2z)2
.
(C.1)
Soit
co= (ox, oy) les oordonnées de l'image perspetive de O (voir gure 2.7). On
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a ox= Ox/Oz et oy= Oy/Oz. Posons or= R/Oz. De (C.1), il est faile d'obtenir
gx = − ox
o2r − 1
(C.2a)
gy = − oy
o2r − 1
(C.2b)
4n20 = −
(
o2r − o2x − 1
)
o2r
(o2r − 1)2
(C.2)
4n11 =
oxoyo
2
r
(o2r − 1)2
(C.2d)
4n02 = −
(
o2r − o2y − 1
)
o2r
(o2r − 1)2
. (C.2e)
(C.2) et (C.2e) peuvent se réérire omme 4n20 =
(
1−o2r
(1−o2r)2
+ o
2
x
(1−o2r)2
)
o2r
4n02 =
(
1−o2r
(1−o2r)2
+
o2y
(1−o2r)2
)
o2r .
(C.3)
En élevant (C.2a) et (C.2b) au arré, on obtient g
2
y =
o2x
(o2r−1)2
g2y =
o2y
(o2r−1)2
.
(C.4)
En injetant (C.4) dans (C.3), on obtient
4n20 =
(
1
1− o2r
+ g2x
)
o2r (C.5a)
4n02 =
(
1
1− o2r
+ g2y
)
o2r. (C.5b)
En injetant (C.2a) et (C.2b) dans (C.2d), on a
4n11 = gxgyo
2
r . (C.6)
Le produit de (C.5a) par g2y et de (C.5b) par g
2
x donne{
4n20g
2
y =
o2r
1−o2r g
2
y + g
2
xg
2
yo
2
r
4n02g
2
x =
o2r
1−o2r g
2
x + g
2
xg
2
yo
2
r.
(C.7)
En injetant (C.6) dans (C.7), on a
4n20g
2
y =
o2r
1− o2r
g2y + 4gxgyn11 (C.8a)
4n02g
2
x =
o2r
1− o2r
g2x + 4gxgyn11. (C.8b)
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La somme de (C.8a) et (C.8b) donne
4n20g
2
y + 4n02g
2
x =
o2r
1− o2r
(
g2x + g
2
y
)
+ 8n11gxgy, (C.9)
d'où on déduit
o2r
1− o2r
=
4n20g
2
y + 4n02g
2
x − 8n11gxgy
g2x + g
2
y
. (C.10)
Soit f(µ) =
4n20g2y+4n02g
2
x−8n11gxgy
g2x+g
2
y
. De (C.10), on obtient
or =
√
f(µ)
1 + f(µ)
, (C.11)
d'où on déduit en utilisant (C.2a) et (C.2b){
ox =
gx
1+f(µ)
oy =
gy
1+f(µ) .
(C.12)
On peut noter que la fontion f est ontinue dans tous les as. Cela est lair lorsque
gx 6= 0 ou gy 6= 0, mais est aussi vrai lorsque gx = gy = 0. En eet, en utilisant les oor-
données polaires (gx = ρg cos θg, gy = ρg sin θg) ave ρg=
√
g2x + g
2
y et θg= arctan(gy/gx),
f(µ) se simplie en
f(µ) = 4n20 sin
2 θg + 4n02 cos
2 θg − 8n11 cos θg sin θg.
Puisque n11 = gxgyo
2
r = 0 et n02 = n20 lorsque gx = gy = 0, on a
lim
µ→(0,0,c,0,c)
f(µ) = 4c = f(0, 0, c, 0, c),
et don f(µ)= 4n20= 4n02 lorsque gx= gy= 0.
Enn, en notant que sn1 est lié à (ox, oy, or) par
osx
r =
Ox
R =
Ox
Oz
Oz
R =
ox
or
osy
r =
Oy
R =
Oy
Oz
Oz
R =
oy
or
osz
r =
Oz
R =
1
or
,
on obtient 
osx
r =
gx√
1+f(µ)
√
f(µ)
osy
r =
gy√
1+f(µ)
√
f(µ)
osz
r =
√
1+f(µ)
f(µ) .
(C.13)
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Nous généralisons maintenant le alul de sn1 à tous les systèmes de vision atadiop-
trique. Partant de l'équation (2.55) de l'ellipse sur le plan image atadioptrique et en
utilisant (B.12), il est possible d'exprimer les moments µ de l'ellipse en fontion du
paramètre ξ du système de vision et des paramètres 3D de S(O,R). On a
gx =
OxH1
H2
gy =
OyH1
H2
4n20 =
(H22−(ξ2−1)O2x)R2
H2
2
4n11 = −OxOy(ξ
2−1)R2
H2
2
4n02 =
(H22−(ξ2−1)O2y)R2
H2
2
,
(C.14)
ave 
KO =
√
O2x +O
2
y +O
2
z −R2
H1 = Oz + ξKO
H2 = H
2
1 +
(
ξ2 − 1)R2. (C.15)
Sahant que (OxR ,
Oy
R ,
Oz
R )= (
osx
r ,
osy
r ,
osz
r ), à partir de (C.14), il est faile d'obtenir
gx =
osx
r
h1
h2
(C.16a)
gy =
osy
r
h1
h2
(C.16b)
4n20 =
(
1
h2
−
(
ξ2 − 1)
h22
os
2
x
r2
)
(C.16)
4n11 = −
(
ξ2 − 1)
h22
osx
r
osy
r
(C.16d)
4n02 =
(
1
h2
−
(
ξ2 − 1)
h22
os
2
y
r2
)
, (C.16e)
ave  h1 = H1/R =
osz
r
+ ξ
√
os2x
r2
+
os2y
r2
+
os2z
r2
− 1 (C.17a)
h2 = H2/R = h
2
1 +
(
ξ2 − 1) . (C.17b)
En exploitant le shéma de résolution utilisé i-dessus pour (C.2), on obtient
h2 =
1
f(µ)
, (C.18)
ave f(µ) =
4n20g2y+4n02g
2
x−8n11gxgy
g2x+g
2
y
omme préédemment. Pour assurer la visibilité de
la ible, partant de (C.15) et (C.17), on a
h1 ≥ 0⇐⇒ H1 ≥ 0⇐⇒ Oz ≥ −ξKO. (C.19)
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Don la valeur de h1 est positive même pour des valeurs de Oz négative, notamment
Oz ∈ [−ξKO, 0] pour un système de vision atadioptrique. La ondition de visibilité
(C.19) est aussi vériée en projetion perspetive où on a h1 ≥ 0⇐⇒ Oz ≥ 0. De (C.19)
et (C.17b), on déduit
h1 =
√
h2 + (1− ξ2). (C.20)
Partant de (C.20), les expressions de osx/r et de osy/r sont immédiates en utilisant
(C.16a) et (C.16b). On obtient
osx
r =
h2√
h2+(1−ξ2)
gx
osy
r =
h2√
h2+(1−ξ2)
gy.
(C.21)
Enn, onnaissant les valeurs de h1, osx/r et osy/r, il est possible de déterminer osz/r
en résolvant l'équation du seond degré tirée de (C.17a) et donnée par :
(
1− ξ2) (osz
r
)2
− 2h1
(osz
r
)
+ h21 − ξ2
(
os
2
x
r2
+
os
2
y
r2
− 1
)
= 0. (C.22)
Dans le as des systèmes paraatadioptriques (ξ= 1), on a
osz
r
=
h21 −
(
os2x
r2
+
os2y
r2
− 1
)
2h1
. (C.23)
Pour tous les autres systèmes atadioptriques, on a deux solutions distintes dont nous
retenons
osz
r
=
h1 − ξ
√
h21 + (1− ξ2)
(
os2x
r2
+
os2y
r2
− 1
)
(1− ξ2) , (C.24)
ar l'autre solution, de signe onstant positif, ne orrespond pas ave le fait que, en
vision entrale atadioptrique, la valeur de
osz
r =
Oz
R peut être négative.
Lorsque ξ= 0, (C.21) et (C.24) se réérivent en
osx
r =
gx√
f(µ)
√
1+f(µ)
osy
r =
gy√
f(µ)
√
1+f(µ)
osz
r =
√
1+f(µ)
f(µ) ,
(C.25)
e qui orrespond au résultat obtenu pour les améras perspetives en (C.13).
C.2 Analyse de stabilité de la ommande
Ii, nous démontrons les théorèmes donnés en setion 3.3.1 sur l'analyse de la sta-
bilité de la ommande lors de l'asservissement visuel de sphères. Nous nous intéressons
dans un premier temps à l'analyse de la ommande en présene d'erreurs de modélisa-
tion. Ensuite, nous onsidérons l'eet des erreurs d'étalonnage en visions perspetive et
paraatadioptrique sur la ommande.
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Analyse de stabilité aux erreurs de modélisation : Ii, nous démontrons le théo-
rème 3.2, donné en setion 3.3.1.
Théorème 3.2 La ommande (1.16) utilisant sn1 est globalement asymptotiquement
stable dans l'espae de travail si et seulement si R̂ > 0.
Preuve : L'équation de la boule fermée, en l'absene d'erreurs d'étalonnage et de
traitement d'images, est donnée par :
e˙= −λLsn1L̂+sn1e, (C.26)
ave e= sn1 − s∗n1 et
L̂+sn1 = L
⊤
sn1
(
Lsn1L
⊤
sn1
)−1
=
 − bRr
2
r2+ bR2
(
R̂2sn1s
⊤
n 1 + I3
)
− bR2r2
r2+ bR2 [sn1]×
 ,
où r= 1/‖sn1‖.
Une ondition susante pour la stabilité asymptotique globale est
1
2
(
(Lsn1L̂
+
sn1
)⊤ + Lsn1L̂
+
sn1
)
> 0. (C.27)
L'expression de la matrie Lsn1L̂
+
sn1
est donnée par :
Lsn1L̂
+
sn1
=
R̂r2
R(r2 +R2)
(
R̂2sn1s
⊤
n 1 + I3
)
− R̂
2r2
r2 + R̂2
(
[sn1]
2
×
)
. (C.28)
Puisque [sn1]
2
×= sn1s
⊤
n 1 − ‖sn1‖2 I3, partant de (C.28), on a
Lsn1L̂
+
sn1
=
R̂r2
R(r2 +R2)
(
R̂2sn1s
⊤
n 1 + I3
)
− R̂
2r2
r2 + R̂2
(
sn1s
⊤
n 1 − ‖sn1‖2 I3
)
. (C.29)
A partir de l'expression de Lsn1L̂
+
sn1
donnée en (C.29), il est faile de montrer que
Lsn1L̂
+
sn1
= (Lsn1L̂
+
sn1
)⊤.
La matrie Lsn1L̂
+
sn1
est don une matrie symétrique. Par onséquent, la ondition
susante donnée en (C.27) pour la stabilité asymptotique globale se réérit
Lsn1L̂
+
sn1
> 0. (C.30)
Les valeurs propres de la matrie symétrique Lsn1L̂
+
sn1
peuvent être alulées. Elles
sont données par
bR
R et
bR(r2+R bR)
R(r2+ bR2) (qui est une valeur propre double). Ainsi, on a :
Lsn1L̂
+
sn1
> 0 ⇐⇒ bR(r2+R bR)
R(r2+ bR2) > 0 et
bR
R > 0
⇐⇒ R̂ > 0.
Finalement, si R̂ > 0, alors la ommande (1.16) est globalement asymptotiquement
stable. Cette ondition est également néessaire. En eet, R̂ joue le rle d'un gain.
Don si R̂ ≤ 0, alors le système diverge.
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Corollaire 3.1 La ommande (1.16) utilisant sn2 est globalement asymptotiquement
stable dans l'espae où la ible est visible si et seulement si R̂ > 0.
Preuve :
On rappelle que
Lsn2 =
n2Mn1Lsn1 . (C.31)
On a
L+sn2 = L
+
sn1
n2M−1n1 .
En eet, puisque la matrie Lsn2 est de rang plein trois, sa pseudo inverse au sens de
Moore-Penrose est donnée par
L+sn2 = L
⊤
sn2
(
Lsn2L
⊤
sn2
)−1
= L⊤sn1
n2M⊤n1
(
n2Mn1Lsn1L
⊤
sn1
n2M⊤n1
)−1
= L⊤sn1
n2M⊤n1
(
n2M⊤n1
)−1 (
Lsn1L
⊤
sn1
)−1
n2M−1n1
= L⊤sn1
(
Lsn1L
⊤
sn1
)−1
n2M−1n1
= L+sn1
n2M−1n1 . (C.32)
Dans la suite, nous montrons que Lsn2L
+
sn2
est une matrie symétrique. Partant de
(C.31) et (C.32), on obtient
Lsn2L
+
sn2
= n2Mn1Lsn1L
+
sn1
n2M−1n1 . (C.33)
En injetant (C.29) dans (C.33), on a
Lsn2L
+
sn2
=
R̂r2
R(r2 +R2)
(
R̂2vn2v
⊤
n 2 + I3
)
− R̂
2r2
r2 + R̂2
(
vn2v
⊤
n 2 − ‖sn1‖2 I3
)
, (C.34)
ave vn2=
n2Mn1sn1= (ρ, 0, osx/r)
⊤
et v⊤n 2= s
⊤
n 1
n2M−1n1 .
Partant de (C.34), il est faile de montrer que
Lsn2L
+
sn2
= (Lsn2L
+
sn2
)⊤,
don Lsn2L
+
sn2
est une matrie symétrique. La ondition de stabilité du système
1
2
(
(Lsn2L
+
sn2
)⊤ + Lsn2L
+
sn2
)
> 0
se réérit don
Lsn2L
+
sn2
> 0.
Partant de (C.33), on déduit que les valeurs propres de Lsn2L̂
+
sn2
sont égales aux
valeurs propres de Lsn1L̂
+
sn1
. On a don
Lsn2L̂
+
sn2
> 0 ⇐⇒ Lsn1L̂+sn1 > 0.
On déduit du théorème 3.2 que, en utilisant sn2, la ommande est asymptotiquement
stable si et seulement si R̂ > 0.
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Analyse de stabilité aux erreurs d'étalonnage sur améras perspetives :
Ii, nous démontrons le théorème 3.3, donné en setion 3.3.1, qui résume le résultat
de l'analyse de la stabilité de la ommande aux erreurs d'étalonnage sur une améra
perspetive.
Théorème 3.3 La ommande (1.16) utilisant sn1 est loalement asymptotiquement
stable si et seulement si f̂u > 0 et f̂v > 0.
Preuve : En onsidérant uniquement des erreurs d'étalonnage, l'équation de la
boule fermée devient
e˙ = −λLsn1L̂+sn1E(sn1)e, (C.35)
ave e = sn1 − s∗n1, la matrie E telle que ŝn1 = E(sn1)sn1 et
L̂+sn1 =
[
− Rbr2br2+R2
(
R2ŝn1 ŝ
⊤
n1
+ I3
)
− R2br2br2+R2 [̂sn1 ]×
]
, où r̂= 1‖bsn1‖ .
La non-linéarité de (C.35) rend omplexe l'analyse de la stabilité globale aux erreurs
d'étalonnage. Cette analyse peut être simpliée en onsidérant la stabilité loale ('est-
à-dire pour sn1 = s
∗
n1) et en linéarisant E au voisinage d'un point d'équilibre. On hoisit
ii s∗n1= (0, 0, os
∗
z/r
∗).
A partir de (C.25) et (3.8) (ave ξ= 0 et ϕ= 1, i.e. pour les améras perspetives),
on obtient après quelques développements
˙(osx
r
)
= − u˙0(f
2
u+f
2
v )
fu(f2u+f2v+4n
p∗
20
+4np∗
02)
osz
r
˙(osy
r
)
= − v˙0(f
2
u+f
2
v )
fv(f2u+f2v+4n
p∗
20
+4np∗
02)
osz
r
˙(osz
r
)
= fuf˙u+fv f˙0
f2u+f
2
v+4n
p∗
20
+4np∗
02
osz
r ,
d'où on déduit l'expression E∗ de la linéarisation de E
E∗ =
 1 0 αu00 1 αv0
0 0 1 + αfufv
 ,
ave

αu0 = −
∆u0(f2u+f2v )
fu(f2u+f2v+4n
p∗
20
+4np∗
02)
αv0 = −
∆v0(f2u+f2v )
fv(f2u+f2v+4n
p∗
20
+4np∗
02)
αfufv =
fu∆fu+fv∆fv
f2u+f
2
v+4n
p∗
20
+4np∗
02
,
où

∆u0= û0 − u0
∆v0= v̂0 − v0
∆fu= f̂u − fu
∆fv= f̂v − fv.
On obtient alors :
Ls∗n1L̂
+
s∗n1
E∗ =
r̂∗
2
r̂∗
2
+R2
(
R2E∗s∗n1s
∗
n
⊤
1 E
∗⊤ + I3
)
E∗
− R
2r̂∗
2
r̂∗
2
+R2
(
E∗s∗n1s
∗
n
⊤
1 − s∗n⊤1 E∗s∗n1I3
)
E∗. (C.36)
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Les valeurs propres γi de Ls∗n1L̂
+
s∗n1
E∗ peuvent être obtenues après des aluls ave
Maple. Elles sont données par
γ1 =
br∗2br∗2+R2
r∗2+R2(1+αfufv )
r∗2
γ2 =
br∗2br∗2+R2 (a+ b
1
2 )
γ3 =
br∗2br∗2+R2 (a− b
1
2 ),
(C.37)
où a et b sont des valeurs réelles données par
a = [((R2(1 + αfufv)
3) + (R2(1 + αfufv)) + ((1 + αfufv)R
2α2v0) + ((1 + αfufv)R
2α2u0)
+ ((1 + αfufv)r
∗2) + (R2α2u0) + (R
2α2v0) + r
∗2]/(2r∗2) (C.38)
et
b = [(2R4(1 + αfufv)α
2
u0) + (2R
4(1 + αfufv)α
2
v0) + (2R
2α2v0r
∗2)
+ (2R2α2u0r
∗2)− (2r∗2R2(1 + αfufv)3) + (R4(1 + αfufv)2)
− (2R2r∗2(1 + αfufv)2) + (2R4α2v0(1 + αfufv)4)− (2R4α2v0(1 + αfufv)2)
+ (2R2r∗2(1 + αfufv)) + (2R
4α2u0α
2
v0(1 + αfufv)
2) + (2R2r∗2α2v0(1 + αfufv)
2)
+ (4R4α2u0α
2
v0(1 + αfufv)) + (2R
2r∗2α2u0(1 + αfufv)
2) + (2R4α2u0α
2
v0)
+ (r∗4(1 + αfufv)
2) + (R4(1 + αfufv)
6) + (R4α4u0) + (R
4α4v0)
+ (2R4α2u0(1 + αfufv)
4) + (2R2r∗2(1 + αfufv)
4) + (2R4α2u0(1 + αfufv)
3)
+ (2R4α2v0(1 + αfufv)
3) + (R4α4v0(1 + αfufv)
2) + (2R4α4v0(1 + αfufv))
+ (R4α4u0(1 + αfufv)
2) + (2R4α4u0(1 + αfufv)) + (r
∗4)
− (2R4α2u0(1 + αfufv)2)− (2r∗4(1 + αfufv))− (2R4(1 + αfufv)4)]/(4r∗4).
(C.39)
Remarque C.1 Une façon simple de vérier le alul des valeurs propres est de onsi-
dérer le as où il n'y a pas d'erreur d'étalonnage. Dans e as, on a Ls∗n1L̂
+
s∗n1
E∗= I3.
Partant de (C.37), on obtient aisément a= r
∗2
r∗2+R2
, b= 0 et ∀ i = 1, 2, 3 γi= 1.
Soit Re(γi), i= 1..3, la partie réelle de γi. Dans la suite, nous montrons qu'une
ondition susante pour assurer γi > 0 est∆fu > −fu et∆fv > −fv, 'est-à-dire f̂u > 0
et f̂v > 0.
En eet, si f̂u > 0 et f̂v > 0 alors 1 + αfufv > 0. Dans as, partant de (C.37), on
obtient immédiatement γ1 > 0. Nous montrons i-dessous que Re(γ2) > 0 et Re(γ3) > 0.
En eet, si b ≤ 0 alors Re(γ2) = Re(γ3) = a > 0, sinon il est possible de montrer
que a2 > b ; par onséquent, on a Re(a+ b
1
2 ) > 0 et Re(a− b 12 ) > 0. Don, partant de
(C.37), on a nalement Re(γ2) > 0 et Re(γ3) > 0.
En résumé, f̂u > 0 et f̂v > 0 est don une ondition susante pour assurer la stabilité
asymptotique loale de la ommande. Cette ondition est aussi néessaire ar, si f̂u ≤ 0
ou f̂v ≤ 0, le système diverge.
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Analyse de stabilité aux erreurs d'étalonnage sur systèmes paraatadiop-
triques : Ii, nous démontrons le théorème 3.4, donné en setion 3.3.1, qui résume
le résultat de l'analyse de la stabilité de la ommande aux erreurs d'étalonnage sur e
système de vision.
Théorème 3.4 Pour un système tel que f= fu= fv, la ommande (1.16) utilisant
sn2 est loalement asymptotiquement stable si et seulement si f̂ > 0.
Preuve : Le veteur sn2, pour le as d'un système paraatadioptrique, est donné
par : 
ρ =
√
g2x + g
2
y
h2√
h2+(1−ξ2)
θ = arctan(gy/gx)
osz
r =
h2−
„
os
2
x
r2
+
os
2
y
r2
−1
«
2
√
h2
.
(C.40)
En onsidérant des erreurs d'étalonnage dans Lsn2 , l'équation de la boule fermée
est
e˙ = −λLsn2L̂+sn2Ee, (C.41)
ave e = sn2 − s∗n2, la matrie E telle que ŝn2 = E(sn2)sn2, et
L̂+sn2 =

−cˆR(ρˆ2R2+1)
dˆ
ρˆsˆRbd −bρcˆdoszR
3
dˆrˆ
−sˆR(ρˆ2R2+1)
dˆ
−ρˆcˆR
dˆ
−ρˆsˆ boszR3
dˆrˆ
−ρˆ boszR3
dˆrˆ
0
−R
„
1+̂( oszr )
2
r2
«
dˆ
sˆ boszR2
dˆrˆ
ρˆcˆ boszR2
dˆrˆ
− ρˆsˆR2
dˆ
−cˆdoszR2
dˆrˆ
ρˆsˆdoszR2
dˆrˆ
ρˆcˆR2
dˆ
0 − ρˆ2R2
dˆ
0

,
où d̂= 1 +
((
ôsz
r
)2
+ ρ̂2
)
R2, ĉ= cos θ̂ et ŝ= sin θ̂.
A ause de la non linéarité de (C.41), nous étudions uniquement la stabilité loale au
voisinage d'un point d'équilibre, ii hoisi tel que sn2= s
∗
n2= (1, 0, os
∗
z/r
∗). En utilisant
(C.40) et (3.8), on obtient après quelques développements ρ˙ = −
u˙0
f
osz
r , θ˙ = − v˙0f oszr
˙(osz
r
)
= u˙02f ρ+
f˙
f
osz
r ,
d'où on déduit
E∗ =
 1 0 αu00 1 αv0
−12αu0 0 1 + αf
 ,
ave αu0 = −∆u0f , αv0 = −∆v0f et αf = ∆ff .
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Puisque E∗ n'est pas une matrie triangulaire, l'analyse reste omplexe. C'est la
raison pour laquelle, nous onsidérons uniquement une erreur sur la distane foale f .
Dans e as, ∆u0 = 0 et ∆v0 = 0 et E
∗
est triangulaire. La linéarisation de L̂+s∗n2
est obte-
nue en prenant ĉ∗= cos θ̂∗= 1 et ŝ∗= sin θ̂∗= θ̂∗. Les valeurs propres γi de Ls∗n2L̂
+
s∗n2
E∗
peuvent être alulées ave Maple. On obtient γ1=
fr2(f+∆f)+4np∗2
20 (1+r2)
fr2(f+∆f)2+4np∗2
20
(1+r2)
(valeur propre
double) et γ2=
f+∆f
f . Sans auune surprise, une ondition néessaire et susante pour
la stabilité loale est f̂ > 0.
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Annexe D
Calul des moments sphériques sur
le plan image
Ii, nous donnons l'expression analytique de la mesure du moment sphérique d'ordre
i+ j + k, noté msijk , sur les plans images d'un système atadioptrique et d'une améra
sh-eye.
D.1 Calul des moments sphériques sur un système ata-
dioptrique
Dans ette partie, nous détaillons le alul des moments sphériques sur le plan
image atadioptrique donné en (2.63). Au passage, nous présentons aussi l'expression
des moments sphériques en oordonnées sphériques donnée en (2.66).
En oordonnées artésiennes, l'expression des moments sphériques sur la sphère est
msijk=
∫∫
Ds
pisxp
j
syp
k
sz ds, (D.1)
où ps= (psx, psy, psz) est un point de la projetion sphérique de la ible et Ds est la
surfae oupée par la projetion sphérique de la ible.
Nous utilisons un double hangement de variable pour démontrer que la mesure des
moments sphériques sur le plan image atadioptrique est
msijk=
∫∫
R
pisxp
j
syp
k
sz
(ξ + psz)
3
ξpsz + 1
dpx dpy, (D.2)
où R est la surfae oupée par l'image de la ible.
Posons f(psx, psy, psz)= p
i
sxp
j
syp
k
sz . Le passage de (D.1) à (D.2) est un hangement
de variable que nous notons ψ= π−1pξ où la fontion π
−1
pξ a été donnée en Annexe A.1.
En eet, ψ permet de aluler (D.1) sur le plan image omme suit :∫∫
Ds
f(psx, psy, psz) ds=
∫∫
R
f(ψ(px, py))
∥∥∥∥ ∂ψ∂px× ∂ψ∂py
∥∥∥∥dpx dpy. (D.3)
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Posons fs(px, py)=
∥∥∥∥ ∂ψ∂px× ∂ψ∂py
∥∥∥∥ et montrons que fs(px, py)= (ξ+psz)3ξpsz+1 où l'expression
de psz est donnée en (A.1).
En faisant un seond hangement de variable en oordonnées sphériques sur (D.3),
on obtient∫∫
C2
f(ψ(ψg(θ, φ)))fs(ψg(θ, φ))|Jψg |dθ dφ=
∫∫
C2
f(ψd(θ, φ))
∥∥∥∥∂ψd∂θ ×∂ψd∂φ
∥∥∥∥dθ dφ,
(D.4)
ave C2= [θmin(φ), θmax(φ)]× [φmin, φmax] (voir gure D.1),
ψd : C2 → Ds
(θ, φ) 7→ (psx, psy, psz)
psx= sinφ cos θ
psy= sinφ sin θ
psz= cosφ.
On en déduit ∥∥∥∥∂ψd∂θ ×∂ψd∂φ
∥∥∥∥= sinφ,
à partir de
∂ψd
∂θ = (− sinφ sin θ, sinφ cos θ, 0)⊤, ∂ψd∂φ = (cosφ cos θ, cosφ sin θ, − sinφ)⊤
et
∂ψd
∂θ ×∂ψd∂φ = (− sin2 φ cos θ, − sin2 φ sin θ,− cosφ sin θ)⊤.
De plus, la fontion ψg, obtenue à partir de ψd et ψ, est telle que
ψg : C2 → R
(θ, φ) 7→ (px, py){
px= (sinφ cos θ)/(ξ + cosφ)
py= (sinφ sin θ)/(ξ + cosφ),
d'où on en déduit :
∣∣Jψg ∣∣=
∣∣∣∣∣
∂px
∂θ
∂px
∂φ
∂py
∂θ
∂py
∂φ
∣∣∣∣∣=
∣∣∣∣∣ −
sinφ sin θ
ξ+cos θ
cos θ(1+ξ cosφ)
(ξ+cosφ)2
sinφ cos θ
ξ+cosφ
sin θ(1+ξ cosφ)
(ξ+cosφ)2
∣∣∣∣∣= sinφ ξ cosφ+ 1(ξ + cosφ)3 .
A ette étape du alul, en utilisant l'expression à droite de l'égalité (D.4), on peut
onlure que l'expression, sur la sphère de projetion, du moment sphérique d'ordre
i+ j + k est donnée par
msijk=
∫∫
C2
(sinφ cos θ)i(sinφ sin θ)j(cosφ)k sinφdθ dφ. (D.5)
L'expression (D.5) orrespond bien au résultat donné en (2.66).
Calul des moments sphériques sur une améra sh-eye 155
S(C,1)
C
z
y
x
Ds
ps
θ
φ
cgd
Fig. D.1  Paramétrisation (φ, θ) d'un point ps de Ds.
Enn, partant de (D.4), l'aire de l'image de la ible est
ms000 =
∫∫
C2
fs(ψg(θ, φ))
ξ cosφ+ 1
(ξ + cosφ)3
sinφdθ dφ=
∫∫
C2
sinφdθ dφ, (D.6)
d'où on déduit fs(ψg(θ, φ))=
(ξ+cosφ)3
ξ cosφ+1 et don
fs(px, py)=
∥∥∥∥ ∂ψ∂px× ∂ψ∂py
∥∥∥∥= (ξ + psz)3ξpsz + 1 .
D.2 Calul des moments sphériques sur une améra sh-
eye
Ii, nous donnons l'expression des moments sphériques sur le plan image d'une a-
méra sh-eye utilisée pour les expérimentations données dans les setions 3.3.2 et 3.4.5.
Dans le as d'une ible ontinue, l'expression du moment sphérique d'ordre i+ j+k
sur une améra sh-eye est donnée par
msijk=
∫∫
R
pisxp
j
syp
k
sz
sin(φ(ρ))
ρ(φ) dρdφ
dpx dpy, (D.7)
ave 
θ= arctan(psy/psx)
ρ=
√
p2sx + p
2
sy
φ(ρ)= k1φρ+ k2φρ
3 + k3φρ
5k4φρ
7 + k5φρ
9
ρ(φ)= k1φ+ k2φ
3 + k3φ
5 + k4φ
7 + k5φ
9
dρ
dφ= k1 + 3k2φ
2 + 5k3φ
4 + 7k4φ
6 + 9k5φ
8,
où la fontion φ(ρ) est la réiproque de la fontion ρ(φ) (donnée en (1.5)) qui modélise
la distorsion sur le plan image et les paramètres kiφ, i = 1, .., 5 sont obtenus après
étalonnage de la améra [Kannala 06℄.
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Comme dans le as des systèmes atadioptriques, le terme
sin(φ(ρ))
ρ(φ) dρdφ
,
dans (D.7) dérit la relation entre les surfaes innitésimales sphérique ds et plane
dpxdpy.
Partant de (D.3), nous montrons dans la suite que
fs(px, py)=
∥∥∥∥ ∂ψ∂px× ∂ψ∂py
∥∥∥∥= sin(φ(ρ))ρ(φ) dρdφ .
Pour e type de améra, en exploitant le modèle de distorsion donné dans [Kannala 06℄,
on a
ψd : C2 → Ds
(θ, φ(ρ)) 7→ (psx, psy, psz)
psx= sin(φ(ρ)) cos θ
psy= sin(φ(ρ)) sin θ
psz= cos(φ(ρ)),
d'où on en déduit ∥∥∥∥∂ψd∂θ × ∂ψd∂φ(ρ)
∥∥∥∥= sin(φ(ρ)).
De plus, on a
ψg : C2 → R
(θ, φ) 7→ (px, py){
px= ρ(φ) cos θ
py= ρ(φ) sin θ,
d'où on en déduit∣∣Jψg ∣∣=
∣∣∣∣∣
∂px
∂θ
∂px
∂φ
∂py
∂θ
∂py
∂φ
∣∣∣∣∣=
∣∣∣∣∣ −ρ(φ) sin θ cos θ dρdφρ(φ) cos θ sin θ dρdφ
∣∣∣∣∣= ρ(φ)dρdφ.
Tout omme pour les systèmes atadioptriques, partant de l'expression de l'aire ms000 ,
on déduit nalement
fs(px, py)=
∥∥∥∥ ∂ψ∂px× ∂ψ∂py
∥∥∥∥= sinφ(ρ)|Jψg | = sin(φ(ρ))ρ(φ) dρdφ .
A noter que dans le as de la projetion perspetive, il n'y a pas de distorsion radiale
sur le plan image, 'est-à-dire ρ(φ) = tanφ (voir (1.6) et (1.7)). Dans e as, la relation
entre les surfaes innitésimales sphérique et plane est donnée par
sin(φ(ρ))
ρ(φ) dρdφ
= cos3(φ(ρ))= p3sz. (D.8)
En injetant (D.8) dans (D.7), on obtient bien, omme prévu, l'expression des moments
sphériques (2.64) sur le plan image perspetive.
Annexe E
Moments sphériques et image de la
sphère
E.1 Expression des moments sphériques en fontion des pa-
ramètres 3D de la sphère
Ii, nous donnons l'expression analytique des moments sphériques en fontion des
paramètres 3D de la sphère. Pour ela nous utilisons l'expression des moments sphé-
riques en fontion des oordonnées sphériques donnée par (2.66).
Soit (C,v1,v2,v3) le repère tel que v3=
cgd
‖cgd‖=
cO
‖cO‖ . Nous notons m
′
sijk
le moment
sphérique d'ordre i+ j + k alulé dans le repère (C,v1,v2,v3).
m′s000 =
∫∫
C2
sinφdθ dφ,
ave C2= [−π, π]× [0, φmax] où cos(φmax)=
√
1− r2 et sin(φmax)= r (voir gure E.1).
C
z
y r
S(C,1)
cδ
cgd
v3
φmax
doˆme
δ = base du doˆme
os
Fig. E.1  Vue en oupe du dme : angle φmax dans le repère (C,v1,v2,v3).
Après quelques développements, on obtient
m′s000 = 2π(1−
√
1− r2)
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où r= R‖cO‖ . Puisque m′s000 est invariant aux rotations, sa valeur reste la même dans
(C,x,y, z). On a don l'expression du moment d'ordre zéro en fontion des paramètres
3D de la sphère
ms000 = m
′
s000 = 2π
(
1−
√
1− (R/‖cO‖)2
)
. (E.1)
Les moments sphériques du premier ordre alulés dans (C,v1,v2,v3) sont donnés
par
m′s100 =
∫∫
C2
(sinφ cos θ) sinφdθ dφ = 0,
m′s010 =
∫∫
C2
(sinφ sin θ) sinφdθ dφ = 0
et
m′s001 =
∫∫
C2
(cosφ) sinφdθ dφ = πr2.
Le passage de (C,v1,v2,v3) à (C,x,y, z) est donné par la matrie de rotation
V=

Oz
α1
− OxOyα1‖cO‖
Ox
‖cO‖
0 O
2
x+O
2
z
α1‖cO‖
Oy
‖cO‖
−Oxα1 − OxOzα1‖cO‖
Oz
‖cO‖
 ,
ave α1=
√
O2x +O
2
z .
On a  ms100ms010
ms001
= V
 m′s100m′s010
m′s001
 . (E.2)
Partant de (E.2) et sahant que r= R‖cO‖ , on obtient le lien entre les moments du
premier ordre et les paramètres 3D de la sphère
ms100 = πR
2Ox/‖cO‖3
ms010 = πR
2Oy/‖cO‖3
ms001 = πR
2Oz/‖cO‖3.
(E.3)
Les moments sphériques du seond ordre alulés dans (C,v1,v2,v3) sont donnés
par
m′s200 =
∫∫
C2
(sinφ cos θ)2 sinφdθ dφ,
m′s020 =
∫∫
C2
(sinφ sin θ)2 sinφdθ dφ,
m′s002 =
∫∫
C2
(cosφ)2 sinφdθ dφ,
m′s110 =
∫∫
C2
(sinφ cos θ)(sinφ sin θ) sinφdθ dφ= 0,
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m′s101 =
∫∫
C2
(sinφ cos θ)(cosφ) sinφdθ dφ= 0
et
m′s011 =
∫∫
C2
(sinφ sin θ)(cosφ) sinφdθ dφ= 0.
Les aluls de m′s200 , m
′
s020 et m
′
s002 s'eetuent en linéarisant les puissanes des
fontions cos et sin. Par exemple, pour m′s200 , on a
m′s200 =
∫∫
C2
(cos θ)2(sinφ)2 dθ dφ. (E.4)
La linéarisation des fontions cos et sin est donnée par
(cos θ)2=
(1 + cos(2θ))
2
et (sinφ)3= −1
4
sin(3φ) +
3
4
sinφ. (E.5)
En injetant (E.5) dans (E.4), et après quelques développements, on obtient
m′s200 = π
(
2
3
− 1
4
(
3 cos(φmax)− 1
3
cos(3φmax)
))
. (E.6)
De la même manière que pour le alul de m′s200 , on montre que
m′s020 = π
(
2
3
− 1
4
(
3 cos(φmax)− 1
3
cos(3φmax)
))
(E.7)
et
m′s002 =
π
2
(
4
3
−
(
cos(φmax) +
1
3
cos(3φmax)
))
. (E.8)
Puisque φmax= arccos(
√
1− r2) est invariant aux rotations 3D, cos(φmax) et
cos(3φmax) sont aussi invariants aux rotations 3D. Par onséquent, m
′
s200 (voir (E.6)),
m′s020 (voir (E.7)) et m
′
s002 (voir (E.8)) sont invariants aux rotations 3D. Soit Λ la
matrie d'inertie formée par les moments sphériques du seond ordre alulés dans le
repère (C,v1,v2,v3). On a
Λ=
 m′s200 0 00 m′s020 0
0 0 m′s002
 .
Les moments m′s200 , m
′
s020 et m
′
s002 s'expriment simplement en fontion des paramètres
3D de la sphère en notant que
φmax= arccos
(√
1− r2
)
= arccos
(√
1− (R/‖cO‖)2
)
.
La matrie Λ ontient les valeurs propres de l'ellipsoïde aratéristique de la projetion
sphérique d'une sphère.
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Soit
Ms =
 ms200 ms110 ms101ms110 ms020 ms011
ms101 ms011 ms002

la matrie d'inertie de l'ellipsoïde aratéristique de l'image sphérique de la sphère dans
le repère (C,x,y, z). La déomposition en valeurs propres de Ms est donnée par
Ms= VΛV
⊤. (E.9)
De (E.9), on déduit simplement les expressions des moments sphériques du seond ordre
en fontion des paramètres 3D de la sphère. Par exemple
ms200 = m
′
s200v
2
1x +m
′
s020v
2
2x +m
′
s002v
2
3x ,
ave v1x= Oz/
√
O2x +O
2
z , v2x= −(OxOy)/
(
‖cO‖
√
O2x +O
2
z
)
, v3x= Oz/‖cO‖,
m′s200 = m
′
s020 = π
(
2
3 − 14
(
3
√
1− (R/‖cO‖)2 − 13 cos
(
3 arccos
(√
1− (R/‖cO‖)2
))))
et
m′s002 =
π
2
(
4
3 −
(√
1− (R/‖cO‖)2 + 13 cos
(
3 arccos
(√
1− (R/‖cO‖)2
))))
.
En onlusion, il est possible d'exprimer les moments sphériques d'ordre zéro, un et
deux en fontion des paramètres 3D de la sphère.
Annexe F
Complément sur la modélisation de
l'image de erles 3D
Dans ette partie, nous détaillons le alul de la projetion sphérique d'un erle 3D
donné par (2.112). Ensuite, nous donnons l'expression de la quartique plane (2.111) qui
représente la projetion atadioptrique d'un erle 3D.
F.1 Projetion sphérique d'un erle 3D
Soit C(S,P) un erle 3D de entre O et de rayon R déni dans le repère Fc tel que
C(S,P)= S(O,R) ∩ P(O,np)=
{
(Px −Ox)2 + (Py −Oy)2 + (Pz −Oz)2 −R2 = 0
npx(Px −Ox) + npy(Py −Oy) + npz(Pz −Oz) = 0,
(F.1)
où
cP= (Px, Py, Pz) est un point du erle,
cO= (Ox, Oy, Oz) est le entre de la sphère
S(O,R) de rayon R et P(O,np) est le plan (du erle) qui passe par le entre de S(O,R).
Partant de l'équation du plan P(O,np), on déduit l'expression suivante
1
‖cP‖= nxpsx + nypsy + nzpsz, (F.2)
où ps= (psx, psy, psz) est la projetion sphérique de
cP= (Px, Py, Pz) et
nx= npx/
(
npxOx + npyOy + npzOz
)
ny= npy/
(
npxOx + npyOy + npzOz
)
nz= npz/
(
npxOx + npyOy + npzOz
)
.
La projetion sphérique des points de S(O,R) est donnée par(
psx −
Ox
‖cP‖
)2
+
(
psy −
Oy
‖cP‖
)2
+
(
psz −
Oz
‖cP‖2
)2
− R
2
‖cP‖2 = 0. (F.3)
En injetant (F.2) dans (F.3), on obtient la projetion sphérique de C(S,P) :{
ps
2
x + ps
2
y + ps
2
z= 1
1 + e0ps
2
x + e1ps
2
y + 2e2psxpsy + 2e3psxpsz + 2e4psypsz + e5ps
2
z= 0,
(F.4)
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ave

e0 = n
2
x(O
2
x +O
2
y +O
2
z −R2)− 2nxOx
e1 = n
2
y(O
2
x +O
2
y +O
2
z −R2)− 2nyOy
e2 = nxny(O
2
x +O
2
y +O
2
z −R2)− nyOx − nxOy
e3 = nxnz(O
2
x +O
2
y +O
2
z −R2)− nzOx − nxOz
e4 = nynz(O
2
x +O
2
y +O
2
z −R2)− nzOy − nyOz
e5 = n
2
z(O
2
x +O
2
y +O
2
z −R2)− 2nyOz.
Dans la suite, nous donnons l'expression de la quartique plane (2.111) qui représente
la projetion atadioptrique du erle.
F.2 Projetion atadioptrique d'un erle 3D
Les équations de projetion sur le plan image atadioptrique sont données par
px=
psx
psz + ξ
et py=
psy
psz + ξ
.
En injetant les expressions i-dessus dans (F.4), on obtient après quelques développe-
ments
p2x + p
2
y + 1−
2ξ
psz + ξ
+
ξ2 − 1
(psz + ξ)
2
= 0 (F.5)
et
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 −
2ξ
psz + ξ
(e3px + e4py + e5) +
1 + e5ξ
2
(psz + ξ)
2
= 0.
(F.6)
Dans le as d'un système de vision paraatadioptrique, où ξ= 1, (F.5) et (F.6)
deviennent{
p2x + p
2
y + 1− 2psz+1= 0
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 − 2psz+1 (e3px + e4py + e5) +
1+e5
(psz+1)
2 = 0,
(F.7)
d'où on déduit l'expression analytique de la quartique plane
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5 −
(
p2x + p
2
y + 1
)
(e3px + e4py + e5)
+ (1 + e5)
(
p2x + p
2
y + 1
2
)2
= 0. (F.8)
Pour tous les systèmes de vision atadioptrique, il est possible d'exprimer
1
psz+ξ
en
fontion de px et py en résolvant (F.6). On a
1
psz + ξ
=
ξ (e3px + e4py + e5)±
√
∆
1 + e5ξ2
, (F.9)
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où
∆= ξ2 (e3px + e4py + e5)
2 − (1 + ξ2e5)
(
e0p
2
x + e1p
2
y + 2e2pxpy + 2e3px + 2e4py + e5
)
est le disriminant de (F.6).
En injetant (F.9) dans (F.5) et après quelques développements, on obtient l'expres-
sion de la quartique observée sur le plan image atadioptrique :
“
(p2x+p2y+1)(1+e5ξ2)
2−2ξ2(1+e5ξ2)(e3px+e4py+e5)+(ξ2−1)(ξ2(e3px+e4py+e5)2+∆)
”2
= ∆(2ξ(1+e5ξ2)−ξ(ξ2−1)(e3px+e4py+e5))2. (F.10)
En posant ξ = 0 dans (F.10), on obtient l'expression analytique (2.109) de l'ellipse
observée en projetion perspetive. En posant ξ = 1 dans (F.10), on obtient après
quelques développements l'expression (F.8) de la quartique plane observée en vision
paraatadioptrique.
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Annexe G
Asservissement visuel par rapport
aux sphères marquées
G.1 Calul de la matrie de rotation
c
Ro
Ii, nous détaillons les expressions de
cRo= [r1 r2 r3] données en (3.13) et (3.16)
respetivement pour la sphère CC (gure G.1(a)) et la sphère spéiale (gure G.1(b)).
r3
r2
r1
O
P3
P1
S(O,R)
φ1
x
y
z
r
S(C,1)
Cδ
p1s os v2
(a)
r3
r2
r1
P2
P1
O
S(O,R)
x
y
z
S(C,1)
os
Cδ
φ2
p2s
r
p1s
φ1
(b)
Fig. G.1  Projetion sphérique des ibles : (a) sphère CC, (b) sphère spéiale.
Le alul de r3 est identique pour les deux ibles. En eet, omme le montrent les
gures G.1(a) et G.1(b), le point P1 est tel que [Cowan 05℄ :
r3 =
1
R
(cto − cP1), (G.1)
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où
1
R
cP1=
‖cP1‖
R p1s. Il est possible de aluler ‖cP1‖/R en appliquant la loi des osinus
au triangle (C,P1,O) (voir gures G.1(a) et G.1(b)) dans Fc [Cowan 05℄. On obtient
une équation du seond degré en ‖cP1‖ :
‖cP1‖2 + ‖cO‖2 − 2‖cP1‖‖cO‖ cosφ1 = R2, (G.2)
où φ1= os
⊤p1s. Les deux solutions dépendant de σ= ±1 sont données par
‖cP1‖= R
r
(
cosφ1 + σ
√
r2 − sin2 φ1
)
, (G.3)
d'où on déduit failement ‖cP1‖/R et
1
R
cP1=
1
r
(
cosφ1 −
√
r2 − sin2 φ1
)
p1s. (G.4)
Le hoix de σ= −1 orrespond à la ondition de visibilité dénie dans [Cowan 05℄. A
e niveau, nous pouvons onlure que le veteur r3 peut être alulé à partir de l'image
de la sphère CC ou de la sphère spéiale. En eet, puisque
cto/R n'est autre hose que
sn1, on obtient de (G.1) et (G.4)
r3 = sn1 −
1
r
(
cosφ1 −
√
r2 − sin2 φ1
)
p1s. (G.5)
Le alul de r2 dépend de la ible onsidérée. Pour la sphère CC, l'expression de r2,
obtenue sous l'hypothèse OP1 ⊥ P1P3, est donnée par [Cowan 05℄ :
r2 =
(
v2 − r
⊤
3 v2
r⊤3 v1
v1
)
‖v2 − r
⊤
3 v2
r⊤3 v1
v1‖
, (G.6)
où r3 est donnée par (G.5), v1 = ps1 est la projetion sphérique de P1 et v2 est un
veteur tangent à S(C,1) au point de oordonnées v1 (voir gure G.1(a)).
Nous présentons dans e qui suit le alul de r2 dans le as de la sphère spéiale. Le
veteur P1P2 sur la sphère spéiale peut être modélisé par (voir gure G.1(b)) :
a12 =
cP1
cP2 = λ1r3 + λ2r2, (G.7)
où (λ1, λ2) ∈ R2. De même que pour le alul de 1RcP1, nous obtenons
1
R
cP2=
1
r
(
cosφ2 −
√
r2 − sin2 φ2
)
p2s, (G.8)
où φ2= os
⊤p2s. Il est don possible de aluler
1
R
a12=
1
R
(cP2 − cP1), (G.9)
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qui peut se réérire en utilisant (G.4) et (G.8) omme
1
R
a12=
(
cosφ1 −
√
r2 − sin2 φ1
)
r
p1s −
(
cosφ2 −
√
r2 − sin2 φ2
)
r
p2s. (G.10)
A partir de (G.10), (G.7) et (G.5), on obtient :
λ2
R
r2=
(
1
R
a12 −
(
(
1
R
a12)
⊤r3
)
r3
)
, (G.11)
d'où on déduit aisément la valeur de r2.
Enn, pour la sphère CC et la sphère spéiale, on a r1= r2 × r3 qui donne cRo.
G.2 Analyse de stabilité aux erreurs de modélisation
Ii, on démontre le théorème 3.5 donné en setion 3.4.3 sur l'analyse de la ommande
à une erreur sur l'estimation de la valeur du rayon R de la sphère marquée.
Théorème 3.5 La ommande (1.16) utilisant sn est loalement asymptotiquement
stable dans l'espae de visibilité de la sphère marquée si et seulement si R̂ > 0. L'erreur
sur la tâhe déroît systématiquement si
0 <
a− 1
a+ 1
<
R̂
R
<
a+ 1
a− 1 , ave a=
√
1 +
1
r∗2
.
Preuve : Dans le as où on onsidère uniquement une erreur sur l'estimation R̂ de
R, l'équation de la boule fermée est :
e˙ = −λLsnL̂−1sn e, (G.12)
ave e= (sn1 − s∗n1, θu) et
L̂sn =
[
− 1
R̂
I3 [s]×
0 Lω
]
.
On a :
LsnL̂
−1
sn
=
[ bR
RI3
(
1− bRR
)
[sn1]×L
−1
ω
0 I3
]
. (G.13)
La linéarisation de (G.13) au point d'équilibre e∗= 0 est donnée par :
Ls∗nL̂
−1
s∗n
=
[ bR
RI3
(
1− bRR
)
[sn
∗
1]×
0 I3
]
. (G.14)
Puisque la matrie Ls∗nL̂
−1
s∗n
est arré, son déterminant peut être alulé :
|Ls∗nL̂−1s∗n | =
(
R̂/R
)3
.
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Puisque |Ls∗nL̂−1s∗n | 6= 0, le point e∗= 0 est l'unique point d'équilibre de la ommande. Si
la ommande onverge, alors elle onverge vers e∗= 0.
La ommande est loalement asymptotiquement stable si et seulement si les valeurs
propres de la matrie Ls∗nL̂
−1
s∗n
ont leurs parties réelles stritement positves. Ces valeurs
propres sont données par R̂/R (valeur propre triple) et 1 (valeur propre triple). Ii, la
valeur propre triple R̂/R est stritement positive si et seulement si R̂ > 0. Nous venons
de montrer la première partie du théorème.
Dans la suite, nous déterminons le domaine de valeurs de R̂/R pour lequel l'erreur
sur la tâhe déroît systématiquement. Une ondition susante qui garantit que l'erreur
déroît systématiquement est donnée par :
Ls∗nL̂
−1
s∗n
> 0 ⇐⇒ 1
2
(
(Ls∗nL̂
−1
s∗n
)⊤ + Ls∗nL̂
−1
s∗n
)
> 0.
Les valeurs propres de la matrie
1
2
(
(Ls∗nL̂
−1
s∗n
)⊤ + Ls∗nL̂
−1
s∗n
)
peuvent être alulées
ave Maple. Celles-i sont données par γ1= 1, γ2= R̂/R, γ3=
(
R̂+R+ |R̂−R|a
)
/2R
(valeur propre double) et γ4=
(
R̂+R− |R̂−R|a
)
/2R (valeur propre double) ave
a=
√
1 + 1/r∗2.
En supposant
bR
R > 0, on montre failement que γ4 > 0 si et seulement si
a− 1
a+ 1
<
R̂
R
<
a+ 1
a− 1 .
Par onséquent, γi > 0, i = 1, 2, 3, 4 si et seulement si
R̂
R
> 0 et
a− 1
a+ 1
<
R̂
R
<
a+ 1
a− 1 .
Puisque 0 < a−1a+1 , l'erreur de la tâhe déroît systématiquement si
0 <
a− 1
a+ 1
<
R̂
R
<
a+ 1
a− 1 .
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Résumé
Cette étude s'insrit dans le adre de l'asservissement visuel. La tehnique d'asser-
vissement visuel onsiste à utiliser les informations visuelles fournies par un apteur de
vision pour ommander les mouvements d'un système dynamique.
Un des dés de ette tehnique est de s'approher d'un omportement idéal du robot
ommandé, par exemple une trajetoire satisfaisante. Aujourd'hui, il est bien établi que
l'élargissement du hamp de vision et surtout le hoix d'informations visuelles adéquates
ont une inidene positive sur le omportement du robot.
Si l'élargissement du hamp de vision d'un robot est possible aujourd'hui par l'uti-
lisation des systèmes de vision atadioptrique (ouplage améra et miroir), la séletion
d'informations visuelles adéquates reste enore un problème ouvert puisque peu de tra-
vaux de modélisation ont été menés sur des systèmes à large hamp de vision.
Cette étude vise à modéliser des informations visuelles idéales. L'approhe proposée
est la modélisation par projetion sphérique puisque e modèle de projetion est au
entre des modèles de projetion perspetive et atadioptrique.
Des résultats signiatifs sont présentés pour un objet plan ou volumétrique déni
par un ensemble de points et pour des objets volumétriques sphériques tels qu'une sphère
et une sphère marquée. Pour haque objet, un nouveau veteur minimal d'informations
visuelles idéales est proposé. La validation expérimentale de haque nouveau veteur
montre un omportement adéquat du robot.
Mots lefs : Robotique, asservissement visuel, projetion sphérique.
Abstrat
This study is onerned with visual servoing. Visual servoing onsists in using data
provided by a vision sensor to ontrol the motion of a dynami system.
One of the issues in visual servoing is to approah an ideal system behaviour, for
instane a satisfatory trajetory. Now, it is well established that enlarging the sensor
eld of view and hoosing adequate features have a positive impat on the system
behaviour.
If enlarging the sensor eld of view is now possible with atadioptri vision systems
(oupling of a amera and a mirror), the seletion of adequate visual features is still
an open problem sine there has not been enough researh on modeling features using
large eld of view systems.
The purpose of this study is to design ideal features for visual servoing. The proposed
approah uses a spherial projetion model sine this projetion model is shared both
by the perspetive and atadioptri projetion models.
Signiant results are presented for a volumetri or planar target desribed by a
loud of points and for spherial volumetri targets suh as a sphere and ompound
targets made up of a sphere and points. For eah target, a new minimal set of features
is proposed. The experimental validation of eah new set shows an adequate robot
behaviour.
Keywords : Robotis, visual servoing, spherial projetion.
