Linear and nonlinear Hamiltonian systems are studied on time scales . We unify symplectic flow properties of discrete and continuous Hamiltonian systems. A chain rule which unifies discrete and continuous settings is presented for our so-called alpha derivatives on generalized time scales. This chain rule allows transformation of linear Hamiltonian systems on time scales under simultaneous change of independent and dependent variables, thus extending the change of dependent variables recently obtained by Došlý and Hilscher. We also give the Legendre transformation for nonlinear Euler-Lagrange equations on time scales to Hamiltonian systems on time scales.
LINEAR HAMILTONIAN SYSTEMS
During the past ten years, a calculus on time scales (or measure chains) has been developed by several authors with one goal being the unified treatment of differential equations (the continuous case) and difference equations (the discrete case). Nonempty closed subsets of the reals are considered to be time scales in, for example, [12] [13] [14] -or see [6, 11] for a discussion in the more general framework of measure chains. For the purposes of variable change and because solutions of differential equations are often defined on open intervals, we allow time scales that do not necessarily contain their finite supremum or finite infimum, if such numbers exist. That is, we define a time scale as a nonempty subset of the real numbers with the property that every Cauchy sequence in converges to a point of with the possible exception of Cauchy sequences converging to a finite infimum or finite supremum of . Let i (previously denoted by κ ) denote the set of points of except for a possible maximal isolated point (i.e., a "left scattered maximal point"). This notation is loosely thought of as the "interior" of These concepts will be generalized further in the next section to allow a chain rule for differentiation on time scales.
Define the right jump function σ → by σ t = inf s ∈ s > t (supplemented by inf = sup ). The graininess (or stepsize) µ is then defined by µ t = σ t − t for each t ∈ . A point t ∈ is called right scattered if µ t > 0 while the terminology right dense is used in case of µ t = 0. The derivative defined by Aulbach and Hilger [6, 11, 12] A function f is said to be differentiable at a point t ∈ i if f is defined at σ t f is defined in a neighborhood of t and there exists a quantity f t called the derivative of f at t, such that for each positive real number ε there exists a neighborhood of t such that ⊆ and f σ t − f s − σ t − s f t ≤ ε σ t − s
for every s ∈ We show uniqueness of f t in the next section as a special case of the so-called alpha derivatives introduced there. Since uniqueness does not apply at a point t which is maximal and isolated we must restrict our domains of differentiable functions in the discrete case.
We list some basic properties which will be used throughout this paper. Suppose that x is a function of t for t in a time scale
• If x is defined on and differentiable at a right dense point t ∈ i , then x is differentiable at t with x t = x t .
• If x is continuous at a right scattered point t ∈ and defined at σ t then x is differentiable at t with x t = x σ t − x t /µ t .
• If x is differentiable at t ∈ i , then
holds at t, where we put x σ = x • σ, i.e., x σ t = x σ t
• If x and y are both differentiable at t ∈ i and the matrix product xy is defined, then xy is differentiable at t and at the point t we have
A function x on is called right dense continuous [1, 11, p. 34 ], or just rd-continuous, provided x is continuous at all right dense points in i , and at all left dense points t ∈ the left hand limit lim s→t − x s exists and is finite. It is known [11, Theorem 4.4 ] that rd-continuous functions have antiderivatives.
Let be the skew-symmetric 2n × 2n matrix = 0 I n −I n 0
. We say that a 2n × 2n matrix function is Hamiltonian at a point t ∈ if * t + t + µ t
This definition was motivated by recent work of Došlý and Hilscher [8] and extends the definition for continuous in [7, p. 570, 18, p. 106] . A 2n × 2n matrix valued function S is said to be symplectic [4, p. 74 ] at a point t ∈ if S * t S t = . From the relation
it can be seen that S = I + µ is symplectic at t provided is Hamiltonian at t. This section is concerned with linear Hamiltonian systems
Došlý and Hilscher [8] call such a system a "symplectic dynamic system." Formula (2) implies that a solution x of (7) satisfies x σ = x + µx = x + µ x = I + µ x thus if S = I 2n×2n + µ , then any solution x of (7) is also a solution of the system
Whereas systems of this latter form are important for discrete problems [4] , information about t is lost in system (8) at right dense points t.
ahlbrandt, bohner, and ridenhour [1, 8] 
and and x are defined by
then is Hamiltonian on i and x satisfies x = x on i .
Proof. Assume that y z is a solution of the linear canonical system (9). Since y σ = y + µy = y + µ Ay σ + Bz we have Dy σ = y + µBz and y σ = Ey + µEBz Thus y = AEy + µAE + I Bz = AEy + EBz since
x is a solution of the linear system x = x on i . To verify condition (5), use the identity µAE = E − I and its complex conjugate µE * A * = E * − I (except in the A 2 and A * 2 terms) to reduce the problem of showing that is Hamiltonian on i to verifying the identity AE − A = µA 2 E which follows from A E − I = A µAE A useful error check for the calculations is to note that the left side of Eq. 5 is skewHermitian.
The phrase "linear Hamiltonian systems" for systems (7) whose coefficient matrix satisfies the condition (5) extends previous terminology. Indeed, these systems include as special cases the continuous linear [20, p. 303] and discrete linear cases [3, 10] , including the variable step case [4, p. 187] . But, more importantly, for A t B t and C t n × n with real entries and B t and C t real symmetric, Eq. (9) is the special case of a Hamiltonian system of equations y = H z t y σ t z t z = −H y t y σ t z t
(see Section 4), for H t y z the quadratic Hamiltonian
The partial derivative notation H y denotes the column vector H y i . In addition, linear Hamiltonian systems (7) arise in Section 4 as variational equations for general nonlinear Hamiltonian systems on time scales.
is a family of time scales containing the point t with µ m t > 0 and µ m t → 0 as m → ∞ Suppose that B t and C t are Hermitian and for each m the matrix I − µ m t A t is nonsingular. Let H m t be defined by 10 with µ t = µ m t and E t = E m t = I − µ m t A t −1 for each m Then E m t → I as m → ∞ and m t converges to the t corresponding to the case where µ t = 0, namely,
We now show that as for previously studied linear Hamiltonian systems the transition matrix X t s , which carries a solution at time s to a time t is symplectic. For differential equations this result is due to Radon [19] , and for discrete symplectic systems (8) it is a consequence of the group property of symplectic matrices [4, p. 74].
Theorem 1.3 (Symplectic Flows). If is Hamiltonian on i , s is fixed in
i , and X t = X t s defined for t ∈ satisfies X = t X on i with initial condition X s s = I 2n then X t s is symplectic on .
Proof. If we show that for s fixed, X t s * X t s ≡ 0 on i , then (by [15, Corollary 1.3.1]) the function of t defined by X t s * X t s has constant value on of X s s * X s s = and X t s is symplectic on . For the proof we abbreviate X t s by X, write X σ for X σ t s , and denote the delta derivative of X t s with respect to t by X . We use formulas (4) and (2) to obtain
In the final section of this paper we use this result to establish a generalization to the nonlinear case. We will also be considering a Lagrangian L t y r for t ∈ y ∈ R n and r ∈ R n The Euler-Lagrange equation on a time scale is L y t y σ t y t = L r t y σ t y t (14)
for t ∈ with real n × n matrices P t Q t and R t with P t and R t symmetric. We also assume that R t is nonsingular. 
Then the Jacobi equation (16) is a special case of the linear canonical system (9) with coefficients
ALPHA DERIVATIVES AND THE CHAIN RULE
As presented thus far a time scale is a set as defined in Section 1, together with the induced right jump function σ. For such a time scale suppose that g is a real valued function defined on . We are interested in conditions such that the set = g is also a time scale. We have allowed finite extrema of the time scale to be omitted because examples such as = under x = g t = Arctan t or = + under x = g t = 1/t take a closed set to a nonclosed set. Because g could be decreasing, we need to generalize the concept of a time scale and differentiablity to take orientation into account. Our motivation comes from the need for a chain rule in order to transform equations. We apply our chain rule to that problem in the next section. Furthermore, the chain rule of ordinary calculus has no monotonicity assumptions, so we make definitions which do not require strictly monotone changes of variable.
For purposes of this section, we generalize our previous definition of a time scale as follows: A time scale is a pair α such that (1) is a nonempty subset of the real numbers such that every Cauchy sequence in converges to a point of with the possible exception of Cauchy sequences which converge to a finite infimum or finite supremum of ; (2) α maps into .
We think of α as a generalized jump function. If α = σ, then this is consistent with our previous definition.
Let us define the interior of relative to α to be the set i = t t ∈ such that either α t = t or α t = t and t is not isolated Definition 2.1 (The Alpha Derivative). Let α be a time scale. A real valued function g is said to be α-differentiable at t ∈ i if (i) g is defined in a neighborhood of t;
(ii) g is defined at α t ; (iii) there exists a unique real number g α t , called the α-derivative of g at t such that for each positive real number ε there exists a neighborhood of t with ⊆ and
for every s ∈
We also use the notation dg t /dα t for g α t . This agrees with standard notation for derivatives if is and α t = t. If α = σ, then the σ-derivative is the derivative. If α = ρ Hilger's left jump function, then the ρ-derivative is the left-hand difference quotient at left scattered points. In the example of = −1 ∪ 0 1 ∪ 2 ∪ 3 , the point t = 3 is not in the interior of relative to σ whereas −1 is not in the interior of relative to ρ.
The set = with two jump functions α t = t and β t = t + 1 gives rise to differential-difference operators f α β . Note 2.2. If t is an isolated point of with α t = t then the singleton set = t is a nbhd. of t and for any real L and any ε > 0 the condition g α t − g s − α t − s L = ε α t − s = 0 holds for every s ∈ , i.e., for s = t Since we demand uniqueness of g α t we conclude that no function can be α-differentiable at a point t ∈ \ i . Note 2.3. If t ∈ i g is defined in a nbhd. of t, g α t is defined, and there exist numbers L 1 and L 2 such that for each ε > 0 there exist neighborhoods 1 and 2 of t such that
Add these inequalitites and use 2ε = L 1 − L 2 /2 for the conclusion that
If α t = t choose s = t for a contradiction. If α t = t and t is not isolated, then there exists a point s ∈ 1 ∩ 2 other than t which also gives a contradiction. Thus if t ∈ i and one such L exists, then g α t exists.
Proof. Let ε > 0. Define ε * = ε 1 + f α t + 2 α t − t −1 , where ε * ∈ 0 1 wlog. Hence there exists a neighborhood of t (wlog diam < ε * ) such that
Since the choice of = and α t = t gives the usual calculus, we know that there exist examples of functions which are continuous at a point but not α-differentiable there.
α is a time scale and t ∈ i has α t = t f is continuous at t, and f α t is defined, then f is α-differentiable at t with
Proof. Note that if f α t exists, then this form of f α t follows from Eq. (19) (with g = f ) since every neighborhood of t must contain s = t and t ∈ i implies that the derivative is unique. To see that f is α-differentiable at t let ε > 0. Since α t − t = 0 the function g defined for s ∈ where s = α t by g s = f α t − f s / α t − s is continuous at t. Thus there exists a neighborhood of t such that for f α t given by (20) 
This suggests the useful formula f α t = f t + h t f α t with stepsize h t = α t − t
which holds if f α t exists. As in the notation f σ we write f α t = f α t Theorem 2.6 (Product Rules). If f and g are real valued and α-differentiable at t ∈ i , then fg is α-differentiable at t and the formulas fg α = f α g α + fg α and fg α = f α g + f α g α hold at t.
Proof. Let ε > 0. Define ε * = ε 1 + f t + g α t + g α t −1 , where ε * ∈ 0 1 wlog. Hence there exist neighborhoods 1 , 2 , and 3 of t with
and (from Theorem 2.4)
for all s ∈ 3 Put = 1 ∩ 2 ∩ 3 and let s ∈ . Then fg α t − fg s − α t − s f α t g α t + f t g α t = f α t − f s − α t − s f α t g α t
By Note 2.3 existence of one derivative at a point t ∈ i implies uniqueness. Thus fg α = f α g α + fg α The second formula follows from the first since products commute.
Matrix case product formulas are valid if we also require that the matrix product of the functions is defined. The definition of the α-derivative of a matrix follows from the choice of 2-norm in the definition of α-derivatives. 
. Suppose that t is a point of
i such that g has the property g α t = β g t . If g α t and w β g t exist, then z α t exists and satisfies the chain rule
Proof. Let ε > 0. Define ε * = ε 1 + g α t + w β g t −1 , where ε * ∈ 0 1 wlog. According to the assumptions, there exist neighborhoods of t and of g t on which, respectively, g α t − g s − α t − s g α t ≤ ε * α t − s s ∈ w β g t − w r − β g t − r w β g t ≤ ε * β g t − r r ∈ Since g is α-differentiable at t ∈ i it is continuous at t by Theorem 2.4 and there exists a neighborhood of t such that s ∈ implies g s ∈ .
Put 1 = ∩ and let s ∈ 1 . Then s ∈ g s ∈ , and w g α t − w g s − α t − s w β g t g α t = w g α t − w g s − β g t − g s w β g t
This establishes our chain rule.
The hypothesis g α t = β g t holds in the usual chain rule of calculus because in that setting α t = t and β x = x. Example 2.8 (The Discrete Chain Rule). Suppose that = + and α = σ i.e., α t = t + 1 for t ∈ + . Let g t = 1/t on + let = 1/t t ∈ + , and consider w → defined by w x = x 2 . Then z t = w g t = 1/t 2 and the induced jump function β on such that β x = g α t for x = g t is β x = x/ x + 1 . Thus w β x = w β x − w x / β x − x , x/ x + 1 = 1/ t + 1 and the chain rule reads 
V t x t t = V t t x t + V x σ t x t x t
If one takes their function V to be a function of x alone, then their result would read V x t t = V x x t x t They previously used the notation [15, Eq. (1.2.7), p. 14] of f t for the derivative of f at the point t. Now the symbol V x on right hand side apparently denotes the partial of V t x with respect to x. If this is what they intend, then the example of = + , x t = t, and V x = x 2 would give the erroneous conclusion that t 2 = 2x t · 1 = 2t, i.e., the contradiction t 2 = t + 1 2 − t 2 = 2t + 1 = 2t Their chain rule ignores the induced jump function β on the time scale for the x variable and the concept of a β-derivative on that induced time scale.
Remark 2.9 (Differentiation of the Inverse Function). Let
α be a time scale. Suppose that g is a strictly monotone continuous real valued function on and β is the induced time scale defined by = g with jump function β x = g α t for x = g t Let f be the inverse function of g. Then g • α = β • g on Assume that t is a point of i such that g α t exists and f β exists at x = g t Then g α t is nonzero and
With these developments of time scales α and their properties one could readily convert most of Section 1 to this more general setting by replacing derivatives by α-derivatives. One gap in our development has been in generalizing the result that an rd-continuous function has a antiderivative. Perhaps some type of a class of α-continuous functions would have the analogous property of having α antiderivatives. Because we have not resolved that question we now revert to time scales as defined in Section 1. 
Proof. Let a = min and b = max . Since fg is an rd-continuous function, it possesses a antiderivative F, i.e., F = fg , and f t g t t = F t t
where we have used the chain rule and Remark 2.9.
TRANSFORMATION THEORY
To simplify the notation we will start with a time scale σ with σ x being Hilger's right jump function defined on as in Section 1. Let the graininess h (i.e., the stepsize) of be defined on i by h x = σ x − x. Note that f x = f σ x . Suppose that f is a real valued C 1 function defined on the convex hull X (i.e., on the smallest interval containing X), such that f x is either always positive on X or always negative on X . Let = f and let g be the inverse function of f which carries back onto .
Let τ be the time scale = f with jump function τ t = f σ x and stepsize k t = τ t − t on i = f i . Note that if f x < 0 on , then with jump function τ is oriented in reverse direction to with jump function σ. Also, t ∈ implies there exists a unique x ∈ such that t = f x . We use the notation z o t for the τ-derivative of a function on the time scale .
For time scales and related as above with and related by strictly monotone C 1 functions f and g, suppose w is differentiable at a point x ∈ i and z = w • g is defined in a neighborhood of t = f x and at τ t = f σ x . [Note that z t = w x and z τ t = w σ x Then the chain rule tells us that z is o differentiable at t with o derivative at t given by (here w replaces w and z o replacesż of usual calculus derivative notation)
Note that g o t is for the function g restricted to the time scale even though g is defined on the convex hull . The following result generalizes Theorem 6.2 of [2] , Section 3.18 of [4, p. 144], and Theorem 1 of Došlý and Hilscher [8] . 
for
is related to L by
If M is Hamiltonian on i and N is symplectic on , then Q is Hamiltonian on i .
Note that if N is constant on and f x ≡ x, then Q x is similar to M x for x ∈ i .
Proof. Set y x = N x w x and w x = z t for t = f x x ∈ Then formula (3) gives
Since y is differentiable on i N is nonsingular on and N exists on we know that w x is defined on and differentiable on i The chain rule implies that z is o differentiable on i with z o t = g o t w x Remark 2.9 implies that g o t = f x −1 which gives w x = f x z o t and f N σ −1 L y x = L 0 z t for L 0 defined as in (27) with Q given by (28). To show that M Hamiltonian and N symplectic implies that Q is Hamiltonian, first show that
Introduce the notation
We wish to show that F P h = 0 on i . Rephrase the proof of Došlý and Hilscher [8] , by using the identities
also, the second product formula for derivatives (4) applied to N * N = (and the formula N σ = N + hN ) gives, in the notation G N h = N * N = = 0 on i the resulting identity
We compute F P h by noting from (30) that
Use N σ = N + hN in P * and P. Then expand F P h to get 12 terms, 6 of which cancel, for the identity
Thus P is Hamiltonian on i . Since P x and Q t are related by P x = f x Q t and by formula (2) we have
and F P h = f F Q k ≡ 0. Since f is never 0, we conclude that
and Q is Hamiltonian on i .
NONLINEAR HAMILTONIAN SYSTEMS
Assume throughout this section that is a time scale as defined in Section 1 with right jump function σ. Consider a Lagrangian L t y r defined on × n × n and a fixed endpoint variational problem
where the notation F t = t a f s s means that F is the antiderivative of f , i.e., F t = f t on , with F a = 0. Assume that L t y r is continuous at each right dense point t and has continuous partials of the first two orders with respect to the components of y and r. 
Define a Hamiltonian H t u w by H t u w = w g t u w − L t u g t u w
Define a generalized momentum variable z corresponding to a solution y of the Euler-Lagrange equation by z t = L r t y σ t y t
From the definition of g we have L r t y σ t y t = z t ⇐⇒ y t = g t y σ t z t
Thus we have the system y t = g t y σ t z t z t = L y t y σ t g t y σ t z t
If y is defined on a time scale which contains at least three points, then i and i i are nonempty. Assume that y satisfies the Euler-Lagrange equation (33) on i i . Then z is defined by (36) only for t ∈ i and z t only has meaning on i i . To relax this domain restriction when i = , define z at a maximal isolated (i.e., left scattered) point T ∈ by letting τ = ρ T , i.e., τ satisfies σ τ = T , and define z at T by
Then the phase space coordinates y t z t are defined for t ∈ and the system (37) is satisfied on i . 
Assume henceforth that H t u w is a continuous function on i × n × n which has continuous partials of the first two orders in the components of u and w Suppose that for s a given point of i that is a nonempty open set in n × n such that for p q ∈ the solution y t p q z t p q of the initial value problem y t p q = H w t y σ t p q z t p q y s p q = p z t p q = −H u t y σ t p q z t p q z s p q = q
exists and is unique on Also assume that y t p q and z t p q have continuous first partials with respect to each of the components of p and q and the derivatives and partial derivatives of y and z (with respect to p or q) interchange. Since y is a column n-vector, we use the notation y p to denote the n × n matrix ∂y i /∂p j Use the notation H wu to denote the matrix H w i u j Then if we take the partial of the ith component of y with respect to p j we will have y ip j t p q = 
For fixed p and q set A t = H wu , B t = H ww , C t = −H uu where the partials of H are evaluated at t y σ t p q z t p q . Then −H uw = − H wu T = −A T t and if we assume that the matrix I − µ t H wu t y σ t p q z t p q is nonsingular on 
is symplectic on .
Proof. Let U 1 t = y p t p q , V 1 t = z p t p q , U 2 t = y q t p q and V 2 t = z q t p q . Then the matrix X t s =
is the fundamental matrix solution of a linear Hamiltonian system with X s s = I 2n By Theorem 1.3 the matrix X t s is symplectic and hence = X t s is symplectic.
