On the period and tail of sequences of iterated . . . by Joan Gimbert et al.
On the period and tail of sequences of
iterated eccentric digraphs
Joan Gimbert
Departament de Matematica
Universitat de Lleida, 25001 Lleida, Spain
e-mail: joangim@matematica.udl.cat
Nacho L opez
Departament de Matematica
Universitat de Lleida, 25001 Lleida, Spain
e-mail: nlopez@matematica.udl.cat
Mirka Miller
School of Electrical Engineering and Computer Science
The University of Newcastle, NSW 2308, Australia
e-mail: mirka.miller@newcastle.edu.au
Joseph Ryan
School of Electrical Engineering and Computer Science
The University of Newcastle, NSW 2308, Australia
e-mail: joe.ryan@newcastle.edu.au
3rd April 2008
Abstract
The eccentricity e(u) of a vertex u in a digraph G is the maximum
distance from u to any other vertex in G. A vertex v is an eccentric
vertex of u if the distance from u to v is equal to e(u). The eccentric
digraph ED(G) of a digraph G has the same vertex set as G, but with
an arc from u to v in ED(G) if and only if v is an eccentric vertex of
u in G. Given a positive integer k, the k
th iterated eccentric digraph
of G is dened as ED
k(G) = ED(ED
k 1(G)), where ED
0(G) = G.
In this paper we study the behaviour of the sequence fED
k(G)gk
when G is a labelled [unlabelled] digraph. More precisely, we in-
vestigate the [iso-]period and tail of G dened as the smallest in-
teger numbers p > 0 and t  0 such that ED
p+t(G) = ED
t(G)
1[ED
p+t(G)  = ED
t(G)]. We derive that almost all digraphs have pe-
riod two and tail zero. On the other hand, we show that there exist
digraphs with arbitrarily large iso-period. We construct them using
the generalized lexicographic product, taking as a basis an odd cycle
graph. Additionally, we determine the period and tail of any tree,
as well as other classes of graphs, by considering the connectivity of
a certain subdigraph of ED(G) that `concentrates' the eccentricities
of all vertices of G.
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1 Introduction, denitions and preliminary
results
The study of distance properties of graphs is a classic area of graph the-
ory (see Buckley and Harary [6]). We consider here a distance dependent
mapping, introduced by Buckley [5], which assigns to any graph its `ec-
centric digraph'. Such a construction was rened and extended by others,
including Boland and Miller [1], to any digraph. This has naturally led to
the study of the behaviour of the iterated application of this operator (see
Gimbert, Miller, Ruskey and Ryan [8]). Before further discussion, we need
to introduce some basic denitions.
A digraph G = (V;E) consists of a nite nonempty set V = V (G) of
objects, called vertices, and a set E = E(G) of ordered pairs of vertices
called arcs. For the purposes of this paper, a graph is a symmetric digraph;
that is, a digraph G such that (u;v) 2 E(G) implies (v;u) 2 E(G). The
order of G is the cardinality of V (G), denoted by jGj = jV (G)j. The set of
vertices that are adjacent from [to] a given vertex v is denoted by N+(v)
[N (v)] and its cardinality is the out-degree of v, d+(v) = jN+(v)j [in-
degree of v, d (v) = jN (v)j]. A digraph G is strongly connected if, for
any pair of vertices u and v of G, there is a path from u to v (u ! v path).
The length of a shortest u ! v path is the distance from u to v, denoted
by dist(u;v). If there is no u ! v path in G then we dene dist(u;v) = 1.
The eccentricity of a vertex u, denoted by e(u), is the maximum distance
from u to any vertex in G. If dist(u;v) = e(u) (v 6= u) then we say that
v is an eccentric vertex of u. The radius of G, rad(G), is the minimum
eccentricity of the vertices in G; the diameter, diam(G), is the maximum
eccentricity of the vertices in G. The periphery of G is the set of all of its
vertices with maximum eccentricity. A digraph G is self-centered if all its
vertices have the same eccentricity. The reader is referred to Chartrand
and Lesniak [7] for additional graph concepts.
The eccentric digraph of a digraph G, denoted ED(G), is the digraph
on the same vertex set as G but with an arc from vertex u to vertex v in
2ED(G) if and only if v is an eccentric vertex of u in G. As an example, the
eccentric digraph of the path graph Pn, of order n  3, is given in Figure 1.
1 2 3
:::
n 2 n 1 n
Pn
n 1 n 2
:::
(n+1)=2
n odd
:::
3 2
1 n
ED(Pn)
Figure 1: The path graph Pn and its eccentric digraph ED(Pn).
Given a positive integer k, the kth iterated eccentric digraph of G is
written as EDk(G) = ED(EDk 1(G)), where ED0(G) = G. Figure 2 il-
lustrates these denitions showing the iterated eccentric digraphs ED2(Pn)
and ED3(Pn). Notice that ED4(Pn) = ED2(Pn).
n 1
::: :::
2
1 n
Kn 2
ED2(Pn)
n 1
::: :::
2
1 n
Nn 2
ED3(Pn)
Figure 2: The eccentric digraphs ED2(Pn) and ED3(Pn), n  4, where
Kn 2 and Nn 2 denote the complete and empty digraph of order n   2,
respectively.
An interesting line of investigation concerning the iterated sequence of
eccentric digraphs was initiated in [8]. Since there is a nite number of
distinct digraphs with a given vertex set, for every digraph G there exist
smallest integer numbers p > 0 and t  0 such that EDt(G) = EDp+t(G).
We call p the period of G and t the tail of G; these quantities are denoted
p(G) and t(G), respectively. For example, p(Pn) = t(Pn) = 2, when n  4.
3In the denitions just given, we assumed that the vertices of the graphs
are labelled. It is also natural to consider the corresponding unlabelled
version. For every digraph G, there exist smallest integer numbers p0 > 0
and t0  0, such that EDt
0
(G)  = EDp
0+t
0
(G), where  = denotes graph
isomorphism. We call p0 the iso-period of G and t0 the iso-tail of G; these
quantities are denoted by p0(G) and t0(G), respectively. Clearly p0(G) j p(G)
and t0(G)  t(G).
Typical questions about sequences of iterated eccentric digraphs that
are worth considering (see [8]) are listed below.
(1) Find the period and tail of various classes of graphs and digraphs.
(2) Investigate the period and tail of random digraphs.
(3) Determine if the period and iso-period may take on any value.
(4) Determine if the tail and iso-tail may take on any value.
In this paper we derive that almost all digraphs have period two and
tail zero (see Section 3), which proves a conjecture given in [8]. On the
other hand, we show the existence of digraphs with arbitrarily large iso-
period (see Section 4). We construct such digraphs using the generalized
lexicographic product, taking as a basis odd cycle graphs, whose period
may take on any value, as shown in [8]. In addition, we determine the
period and tail of any tree, and some other classes of graphs, by considering
the connectivity of a certain subdigraph of ED(G) that `concentrates' the
eccentricity of all vertices of G (see Section 5). However, question (4)
remains an open problem.
2 Tail and iso-tail
We prove that the tail and iso-tail of any digraph always coincide, which
answers a question posed in [8].
Proposition 2.1. For every digraph G, t(G) = t0(G).
Proof. Let p = p(G) and t = t(G) be the period and tail of G, respectively.
Let p0 = p0(G) and t0 = t0(G) be the iso-period and iso-tail of G, respec-
tively. From the denition of the period and tail, EDt+p(G) = EDt(G).
In particular, EDt+p(G)  = EDt(G). From the denition of the iso-period
and iso-tail, it follows that p0 j p and t = t0+mp0 (t0  t), where m is a non-
negative integer. Since t  t0 (mod p0), EDt(G)  = EDt
0
(G), which means
that there is a permutation  of the set of vertices V (EDt(G)) = V (G)
such that the relabeled digraph (EDt(G)) is equal to EDt
0
(G). Taking
4into account that ED(G) = (ED(G)), if  is a permutation of V (G), we
derive
EDt
0
(G) = (EDt(G)) = (EDt+p(G)) = EDt+p(G)
= EDp(EDt(G)) = EDp(EDt
0
(G)) = EDt
0+p(G):
Therefore, t  t0, which allow us to conclude that t = t0.
3 Period and tail of random digraphs
First, we recall some basic terminology and facts concerning random (di-
rected) graphs (see Bollob as [2, Chapter 7]).
We consider the probability space (model) of random digraphs G(n;p)
that consists of all digraphs with vertex set V = f1;2;:::;ng in which
the arcs are chosen independently and with the same probability p, where
0 < p < 1. Thus, if G0 is a digraph with vertex set V and it has m arcs
then the probability that a random digraph G 2 G(n;p) coincides with G0,
denoted by P(G 2 G(n;p) : G = G0) or P(G = G0) for short, is equal
to pm(1   p)N m, where N = n(n   1) is the maximum possible number
of arcs. Given a property Q, it is said that almost every digraph (in the
probability space G(n;p)) has property Q if P(G 2 G(n;p) : G 2 Q) tends
to 1 as n ! 1, where p may depend on n (p = p(n)).
The following result can be derived from the work of Bollob as on the
diameter of random graphs (see [3, Chapter 10] and [4]).
Theorem 3.1. Let  > 0 be a real number and let n0 be a natural number.
Let p = p(n) be a function of n such that
r
(2 + )lnn
n   1
 p(n)  1  
r
(2 + )lnn
n   1
; 8n  n0:
Then in G(n;p) almost every digraph G is such that G and its comple-
ment G are both self-centered with radius 2.
Proof. First, notice that a digraph G and its complement G are self-centered
with radius two i diam(G)  2 and diam(G)  2. Let us denote by Q the
set of digraphs G with the property \G has diameter  2". We have
P(G 2 G(n;p) : G 2 Q and G 2 Q)  1   P(G 2 G(n;p) : G 62 Q)
 P(G 2 G(n;1   p) : G 62 Q):
Let us estimate the probability that a random digraph G 2 G(n;p) has
diam(G) > 2. This is equivalent to saying that G has a pair of distinct ver-
tices, (x1;x2), such that (x1;x2) 62 E(G) and for any vertex y 2 V n fx1;x2g
5either (x1;y) 62 E(G) or (y;x2) 62 E(G). For a xed pair of distinct ver-
tices, (x1;x2), the probability that distG(x1;x2) > 2 is (1   p)(1   p2)n 2.
Therefore, since there are n(n   1) choices for the pair of distinct vertices
(x1;x2),
P(G 2 G(n;p) : diam(G) > 2)  n(n   1)(1   p)(1   p2)n 2:
From now on, let us assume that n  n0. Taking into account that
p2 (n   1)  (2 +  ) lnn,
P(G 2 G(n;p) : diam(G) > 2)  n2e p
2(n 1)  n :
Furthermore, since 1   p 
q
(2+)lnn
n 1 ,
P(G 2 G(n;p) : diam(G) > 2) = P(G 2 G(n;1 p) : diam(G) > 2)  n
 :
Hence,
P(G 2 G(n;p) : diam(G)  2 and diam(G)  2)  1   2n ;
which tends to 1 as n ! 1.
In [8] it was pointed out that a digraph G, generated randomly on a
computer, usually happened to have p(G) = 2. This observation led to
the conjecture that almost every digraph has period 2. A proof of this
conjecture, stated in [8], is included next (taking p(n) = p, where 0 < p < 1
is xed).
Corollary 3.1. Let  > 0 be a real number and let n0 be a natural number.
Let p = p(n) be a function of n such that
r
(2 + )lnn
n   1
 p(n)  1  
r
(2 + )lnn
n   1
; 8n  n0:
Then in G(n;p) almost every digraph has period two and tail zero.
Proof. We know that if G is a self-centered digraph with radius two then
ED(G) = G. So, if G and G are both self-centered with radius two then
ED
2(G) = ED(ED(G)) = ED(G) = G = G;
which implies that p(G) = 2, since G 6= Kn, and t(G) = 0. Therefore, in
G(n;p) we have
P(p(G) = 2 and t(G) = 0) 
P(rad(G) = diam(G) = 2 and rad(G) = diam(G) = 2):
Applying Theorem 3.1, we conclude that
lim
n!1
P(G 2 G(n;p) : p(G) = 2 and t(G) = 0) = 1:
64 Digraphs with arbitrarily large iso-period
Given a digraph G = (V;E) and a family of digraphs H = fHvgv2V ,
indexed by V , their generalized lexicographic product, denoted by G[H], is
dened as the digraph with vertex set
V (G[H]) = f(v;w) : v 2 V and w 2 V (Hv)g
and arc set
E(G[H]) = f((v;w);(v
0;w
0)) : (v;v
0) 2 E or (v = v
0 and (w;w
0) 2 E(Hv))g:
The generalized lexicographic product was dened by Sabidussi [10], for
undirected graphs; it is a generalization of the composition operation in-
troduced by Harary [9].
1
6
7 2
5 4
3
Figure 3: The cycle graph of order seven C7 and its generalized lexico-
graphic product with the family of empty graphs fN1;N2;:::;N7g.
It seems dicult to describe, in general, the eccentric digraph of a gen-
eralized lexicographic product G[H]. Assuming certain conditions on the
basis digraph G, we have the following relation between both operations:
Lemma 4.1. Let G = (V;E) be a connected non trivial graph and let
H = fHvgv2V be a family of digraphs indexed by V .
(i) If rad(G) > 2 then ED(G[H]) = ED(G)[N], where N = fNjHvjgv2V .
(ii) If G is self-centered with radius 2 then ED(G[H]) = ED(G)[H], where
H = fHvgv2V .
Proof. Let v 2 V and w;w0 2 V (Hv). From the denition of G[H],
distG[H]((v;w);(v;w0))  2:
7Besides, given two distinct vertices v and v0 of G and a pair of vertices
w 2 V (Hv) and w0 2 V (Hv0), we have
distG[H]((v;w);(v0;w0)) = distG(v;v0):
Thus, if eG(v) > 2 then all eccentric vertices of (v;w) in G[H] are of the
form (v0;w0), where v0 is an eccentric vertex of v in G and w0 2 V (Hv0).
So, if rad(G) > 2 then ED(G[H]) coincides with ED(G) by replacing each
vertex v with an empty graph of order jHvj.
In the case that G is a self-centered graph of radius 2 we observe that
G[H] is also self-centered of radius 2. As a consequence,
ED(G[H]) = G[H] = G[H] = ED(G)[H]:
Proposition 4.1. Let G = (V;E) be a graph such that EDk(G) is a con-
nected graph with radius > 2, for every k  0. Let H = fHvgv2V be a
family of digraphs indexed by V . Then,
(i) p(G[H]) = p(G);
(ii) t(G[H]) = t(G), unless t(G) = 0 and at least one digraph Hv is not
empty, in which case t(G[H]) = 1.
Proof. From Lemma 4.1, we have
EDk(G[H]) = EDk(G)[N]; (1)
where N = fNjHvjgv2V . Therefore, p(G[H]) = p(G).
Let t = t(G) and p = p(G). In order to compute the tail of G[H] we
distinguish two cases, depending on the tail t of G. The case t  1 follows
directly from (1), since
EDp+t(G[H]) = EDt(G)[N] = EDt(G[H]):
If t = 0 then
EDp(G[H]) = G[N] and EDp+1(G[H]) = ED(G[H]):
So, if all digraphs Hv are empty then t(G[H]) = 0; otherwise t(G[H]) = 1.
As an example, since EDk(C7)  = C7 and rad(C7) > 2, we can ap-
ply Proposition 4.1 and conclude that p(C7[fNig7
i=1]) = p(C7) = 3 and
t(C7[fNig7
i=1]) = t(C7) = 0. Notice that
ED(C7[fN1;N2;:::;N7g]) = C7[fN1;N4;N7;N3;N6;N2;N5g]
81
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Figure 4: The eccentric digraph of C7 and the eccentric digraph of
C7[fN1;N2;:::;N7g], where an edge joining two empty graphs means that
every vertex in an empty graph is joined to all vertices in the other empty
graph.
(see Figure 4). It can be checked that p0(C7[fNig7
i=1]) = p(C7) = 3.
Let Cn be the graph cycle of order n, which can be seen as the Cayley
graph Cay(Zn;f1g). If n = 2m + 1 then
EDk(Cay(Z2m+1;f1g) = Cay(Z2m+1;fmkg)  = C2m+1;
since gcd(m;2m + 1) = 1. As a consequence,
p(C2m+1) = minfk  1 j mk = 1 (mod 2m + 1)g
= minfk  1 j m(m + 1)k 1 = 1 (mod 2m + 1)g;
as stated in [8]. In particular, if m = 2k then p(C2m+1) = k + 1, showing
that the period may take on any value (see [8]). However, p0(C2m+1) = 1.
Next we show that taking an odd graph cycle C2m+1 as a basis and using
the generalized lexicographic product, we can construct digraphs whose iso-
period coincides with the period of C2m+1. As a consequence, the iso-period
may also take on any value.
Proposition 4.2. Given the family of empty graphs fN1;N2;:::;N2m+1g,
m > 2, it holds that
p0(C2m+1[fN1;N2;:::;N2m+1g]) = p(C2m+1):
Proof. Since rad(C2m+1) = m > 2, from Proposition 4.1 we have that
p(C2m+1[fN1;N2;:::;N2m+1g]) = p(C2m+1):
Moreover, since EDk(C2m+1)[fN1;N2;:::;N2m+1g] is equal to
C2m+1[fN1;N1+mk (mod2m+1);:::;N1+2mk+1 (mod2m+1)g]
9it follows that
p0(C2m+1[fN1;N2;:::;N2m+1g]) = p(C2m+1[fN1;N2;:::;N2m+1g]):
Notice that we can replace the family of empty graphs fN1;:::;N2m+1g
by a family of digraphs fG1;:::;G2m+1g, such that jV (Gi)j 6= jV (Gj)j, if
i 6= j, and the previous proposition remains true.
Corollary 4.1. For any positive integer n, there exists a digraph G with
p0(G) = n.
5 Period and tail of some classes of graphs
In this section we compute the period and tail of several classes and families
of graphs such as, for instance, trees and grids. As we will see, such a
computation depends on the connectivity of what we call the `eccentric
core' of a digraph G, which is the subdigraph of ED(G) that `concentrates'
the eccentricity of all vertices of G. Given a digraph G = (V;E), we
dene the eccentric core of G, denoted by EccCore(G), as the subdigraph
of ED(G) induced by the subset of vertices of G that are eccentric; that is,
EccCore(G) = hfv 2 V (G) j d
 
ED(G)(v)  1giED(G), where h S iG denotes
the subdigraph of G induced by S  V (G).
Given two digraphs G and H, V (G) \ V (H) = ;, we dene G ! H (or
H   G) to be the digraph G [ H with additional arcs from each vertex of
G to every vertex of H.
Theorem 5.1. Let G = (V;E) be a digraph of order n  3 such that
its eccentric core digraph, EccCore(G), has order ne  n   2. Then the
following conditions hold:
(i) If EccCore(G) is strongly connected then p(G) = 2 and t(G)  2.
(ii) If EccCore(G) = C1 [  [ Ck, k  2, where each strongly connected
component Ci has order  2, then p(G) = 2 and t(G)  3.
Proof. Let Ve  V be the set of vertices of EccCore(G) and let ne = jVej.
If EccCore(G) is strongly connected and n   ne  2 then
ED
2(G) = Kn ne   Nne;
since for every vertex u 2 V ,

distED(G)(u;v) < 1; if v 2 Ve
distED(G)(u;v) = 1; if v 2 Ve n fug:
10Therefore, ED3(G) = Nn ne ! Kne, if ne  2, and ED3(G) = Nn 1+K1,
if ne = 1. In both cases, ED4(G) = ED2(G). So p(G) = 2 and t(G)  2.
Now, let us assume that EccCore(G) = C1 [  [ Ck, k  2, where the
strongly connected component Ci has order ni  2, i = 1;:::;k. Since in
ED(G) there are no adjacencies between vertices of Ci and Cj, for i 6= j,
we can consider the following partition of Ve, Ve = S1 [ S1,
S1 = fv 2 Ve j distED(G)(v;Ci) = 1; i = 1;:::;kg;
S1 = fv 2 Ve j 9Ci such that distED(G)(v;Ci) = 1g;
where distED(G)(v;Ci) = minfdistED(G)(v;w); w 2 V (Ci)g. For each
vertex v 2 S1, let us denote by c1(v) [respectively, c1(v)] the vertex set of
the (non empty) union of the components Ci of EccCore(G) at distance 1
from v in ED(G) [respectively, at distance 1 from v in ED(G)]. We also
consider
c
1(S
1) =
\
v2S1
c
1(v) and c
1(S
1) =
[
v2S1
c
1(v)
(if S1 = ; we dene c1(S1) = c1(S1) = ;). Since n   ne  2 we
can express ED2(G) as the digraph Kn ne   Kn1;:::;nk, together with the
additional set of arcs
[
v2S1
f(v;w); w 2 c1(v)g;
if S1 6= ;. Then, taking into account that ni  2 (i = 1;:::;k), it follows
that ED3(G) is the digraph Nn ne [ (Kn1 [  [ Knk), together with the
additional set of arcs
[
v2S1
f(v;w); w 2 c1(v)g
S

f(v;w); v 2 S1 and w 2 c1(S1)g if c1(S1) 6= ;;
f(v;w); v 2 S1 and w 2 Veg if c1(S1) = ;:
As a consequence, ED4(G) = ED2(G), if c1(S1) = ;. Otherwise, ED4(G)
diers from ED2(G) by the additional set of arcs
[
v2S1
f(v;w); w 2 c1(S1)g
and, as a result, ED5(G) = ED3(G). Hence, p(G) = 2 and t(G)  3.
Notice that in both extreme cases S1 = ; or S1 = ;, ED4(G) = ED2(G).
We point out that a similar reasoning can be used to extend the previous
result to the case where the eccentric core digraph EccCore(G) has order
one less than the order of G. In such a case, the period remains equal to
two and the tail can be at most four.
11Corollary 5.1. If T is a tree of order n  3 then p(T) = 2. Moreover,
t(T) = 2 unless T = K1;n 1, in which case t(T) = 0.
Proof. Since all eccentric vertices of a tree T are end-points, we know that
EccCore(T) has order  n   2, unless T = K1;n 1. Buckley [5] proved
that EccCore(T) is strongly connected, showing that EccCore(T) is the
subdigraph of ED(T) induced by the periphery of T (it can be seen that
EccCore(T) is a complete multipartite digraph). Thus, if T 6= K1;n 1, we
can apply Theorem 5.1 and derive that p(T) = 2 and t(T)  2. From
the proof of Theorem 5.1, and taking into account that T has at least
two eccentric vertices, we have ED3(T) = Nn ne ! Kne. Notice that if
T has diameter d > 2 then ED(T) 6= ED3(T), since given two eccentric
(antipodal) vertices in T, say u and v, we can consider the unique u   v
path, u = u0;u1;:::;ud = v, and see that u1 62 Ve and (u1;v) 2 E(ED(G)),
while (u1;u) 62 E(ED(G)). Therefore, if T 6= K1;n 1 then t(T) = 2.
In the particular case T = K1;n 1, we have ED(T) = N1 ! Kn 1 and
ED2(T) = T, which means that p(T) = 2 and t(T) = 0.
Corollary 5.2. Let G be the k-dimensional grid graph, G = Pn1Pnk,
with k  2 and ni  2 (i = 1;:::;k). Then
(i) p(G) = 2.
(ii) t(G) = 0 if k = 2 and n1 = n2 = 2;
t(G) = 1 if k  3 and n1 =  = nk = 2;
t(G) = 2 otherwise.
Proof. If G = Pn1 Pnk then EccCore(G) is the disjoint union of 2k 1
copies of K2. Thus, EccCore(G) = ED(G), when G = P2
k
P2; that is,
G is the k-cube. In such a case ED2(G) = K
2;2k 1 ::: ;2 and ED3(G) = ED(G);
that is, p(G) = 2 and t(G) = 1, unless G = P2 P2 = C4 whence t(G) = 0.
If maxfn1;:::;nkg > 2, we can apply Theorem 5.1 and conclude that
p(G) = 2. Moreover, it can be seen that t(G) = 2, since the corresponding
set c1(S1), introduced in the proof of Theorem 5.1, is empty.
Finally, we obtain the period and the tail of the sum of two graphs.
We recall that the sum of two graphs G1 and G2, denoted by G1 + G2, is
the graph obtained by taking the union of G1 and G2 and adding all edges
between the corresponding vertex sets, which are disjoint.
Lemma 5.1. Let G be a graph with radius 1 and diameter 2. Then
(i) p(G) = p0(G) = 2.
(ii) t(G) = 0 if G is a complete multipartite graph;
t(G) = 2 otherwise.
12Proof. Since G is a graph such that rad(G) = 1 and diam(G) = 2, we can
express G = Kn1 + H, where H is a non complete graph of order n2 > 1.
As a consequence, ED(G) = Kn1 ! H.
If H is connected then ED2(G) = Kn1 + Nn2 and, consequently,
ED
3(G) = Kn1 ! Kn2 and ED
4(G) = ED
2(G):
Thus, p(G) = p0(G) = 2. Moreover, t(G) = 2, unless G = K1;
n1 :::;1;n2, in
which case t(G) = 0.
If H is the union of k  2 connected components, H = H1[[Hk, we
have ED2(G) = Kn1+KjH1j;:::;jHkj and, consequently, ED4(G) = ED2(G).
Therefore, p(G) = p0(G) = 2. Moreover, t(G) = 2, unless G is the complete
multipartite graph K1;
n1 :::;1;jH1j;:::;jHkj, in which case t(G) = 0.
Proposition 5.1. Let G1 and G2 be two graphs and let G = G1 + G2.
Then
(i) p(G) = p0(G) = 1 if G1 and G2 are complete graphs;
p(G) = p0(G) = 2 otherwise.
(ii) t(G) = 0 if Gi is either an empty graph or a complete multipartite
graph (i = 1;2);
t(G) = 2 otherwise.
Proof. Obviously, p(Kn) = p0(Kn) = 1. Let us suppose that either G1 or
G2 is not complete. We distinguish two cases, depending on the radius of
G. The case rad(G) = 1 directly follows from Lemma 5.1.
If G is self-centered with radius 2 then ED(G) = G = G1 [ G2.
Thus, if G1 and G2 are connected then ED2(G) = KjG1j;jG2j, ED3(G) =
KjG1j [ KjG2j and ED4(G) = ED2(G). Therefore, p(G) = p0(G) = 2.
Moreover, t(G) = 2, unless G = NjG1j + NjG2j, in which case t(G) = 0.
Analogously, if either G1 or G2 is not connected then ED2(G) is also a
complete multipartite graph and, consequently, p(G) = p0(G) = 2.
Corollary 5.3. Let Wn1;n2 = Nn1 + Cn2 be the generalized wheel graph,
with n2  3. Then
(i) p(W1;3) = p0(W1;3) = 1;
p(Wn1;n2) = p0(Wn1;n2) = 2 otherwise.
(ii) t(Wn1;3) = t(Wn1;4) = 0;
t(Wn1;n2) = 2 otherwise.
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