Malware is a computer program that can replicate itself and cause potential damage in data files. The high speed of the computers and networks increased the virus spread. To avoid the virus infection and the data loss, it is important to use an efficient and effective method for virus detection. This paper proposes an approach for malware detection based on the evolving clustering method. The proposed approach effectively combined the information gain method as a feature selector with the evolving clustering method as evolving learning classifier. Based on the experimental results, the proposed malware detection approach proved its capability to detect the malware by decreasing the false positive rate to 1% while increasing the level of accuracy to 99%.
INTRODUCTION
Internet has grown very fast and it touches everything in the human life. However, it is reported the Internet technology also give rise to cybercrime destruction of other organization as well as person. The attacker could create malicious software (malware) to disturb other people activities. Malware is the most serious threat to the computer systems; the spread of malware may have great impact on the computer world (Nachenberg, 1997; Thimbleby et al., 1998) . Moreover, they can also make high risk in the business, economy and other aspects of life (Wierman and Marchette, 2004) . Malware is malicious software which includes virus, Trojan, worm and many other harmful software (Aron et al., 2002; Perdisci et al., 2008) . The number of malwares is increasing continuously, for example in February 2011 there were 252,187,961 malicious programs detected (Zakorzhevsky, 2011) .
Windows Application programming Interface (API) calling sequence indicates the behavior of a particular portable executable (PE) application (Wang et al., 2009 ).
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Malwares attack these PE applications to find the API addresses and control the execution of the victim applications (Willems et al., 2007) .
When the malwares get the API addresses of the normal applications, it changes certain fields to orient the execution of normal applications to their codes. After finishing their task, malwares return the execution control to the normal application (Clemens, 2009) . The API call sequence is used by many researchers to detect and classify the malwares (Jajodia, 2009; Father, 2004; Mori, 2004) . To classify malwares, Khaled et al. (2010) used the API call sequence; using comparison between some algorithms, they concluded that the false alarm still exists. Sami et al. (2010) used data mining techniques to analyze the API call sequences; they found that the data mining techniques minimize the false alarm. Ye et al. (2008) used the API calls sequence to detect the infected PF files.
The main objective of this paper is to propose an approach for malware detection based on the evolving clustering method. The proposed approach effectively combined the information gain method as a feature selector with the evolving clustering method as evolving learning classifier. This paper is organized as follows: An introduction and related work is first presented, followed by the proposed approach for malware detection based on the evolving clustering method. Thereafter, experiments and their results are introduced; and then conclusion.
PROPOSED APPROACH FOR MALWARE BASED ON EVOLVING CLUSTERING METHOD FOR CLASSIFICATION
The proposed approach for malware detection consists of three phases; in the first phase the proposed approach analyzes Windows API execution sequences called by the malware PE files. Then the most informative features are selected in the second phase. The evolving clustering method was then used to perform the detection in the third phase (Figure 1 ).
The malware portable executable (PE) file analyzer
The function of the malware PE analyzer is to analyze the malware PE files and extract the API calls imported by the malware PE file. The PE analysis reflects the behavior of the PE and this explains why malware programmers do their best to learn the PE file structure (Father, 2004) .
The content of a PE file divided into sections and each section stores data with common attributes. The sections of the PE files are illustrated in Figure 2 . The PE analyzer extracts the API called by a PE file from the Import Address Table ( IAT), which contains pointers to the all imported functions and Dynamic Linked Library (DLL) (Ye et al., 2008) .
Features selector
Informative feature selection is an important process for the accurate malware detection. In the proposed approach we adopt correlation measures based on the theoretical concept of entropy, a measure of the uncertainty of random variable. The classification power of each feature is derived by calculating its information gain (IG) based on the number of its appearances in the malicious class and benign class. Features with negligible information gains can then be removed to reduce the number of features and speed the classification process. The entropy of variable X is defined as:
( 1) And the entropy of X after observing values of another variable Y is defined as:
( 2) where P(xi) are the prior probabilities for the values of X, and P(xi|yi) is the posterior probabilities of xi given the values of yi. The amount by which the entropy of X decreases reflects additional information about X provided by Y and is called information gain (Lei and Huan, 2003) . The information gain is given by: (3) Table 1 provides a ranking of some features selected by the proposed approach. The more the information gain, the more useful a feature will be. Based on the information gain ranking, the feature "ExitProcess" has best distinguish power, whereas the feature "LoadStringW" has least distinguish power.
Evolving clustering method for classification
Evolving Clustering Method for Classification is a classifier that divides a data set into a number of classes in the n-dimensional input space by evolving rule nodes. Each rule node rj is associated with a class through a label. Its receptive field R(j) covers a part of the n-dimensional space around the rule node (Kasabov, 2003 , 2001 , Kasabov and Song, 2002 . As an online clustering method, the evolving clustering method for classification (ECM) algorithm performs well on one-pass partitioning of an input space and evolves in an online mode. The evolving clustering method for classification works as in the following steps:
Step 1: Create the first cluster C1 by simply taking the position of the first example from the input data stream as the first prototype p1, and setting a value 0 for its cluster radius r1. Step 2: If all examples from the data steam have been processed, the clustering process finishes. Else, the current input example xi is taken and the normalized Euclidean distance dij between this example and all already created prototypes p j , d ij = ||x i − p j ||, j = 1, · · · , l, is calculated.
Step 3: If there is a cluster Cm with a prototype pm, a cluster radius rm and distance value dim such that:
(i) dim = ||xi − pm|| = min{dij} = min || xi − pj||, for j = 1, · · · , l; and (ii) dim < rm,
The current example xi is considered to belong to this cluster. In this case, neither a new cluster is created, nor any existing cluster is updated. The algorithm then returns to Step 1. Else:
Step 4: Find a cluster Ca with a prototype pa, a cluster radius ra, and a distance value dia, which cluster has a minimum value sia: sia = dia +ra = min{sij}, for j = 1, · · · , l.
Step 5: If sia is greater than 2 × Dthr, the example xi does not belong to any existing cluster. A new cluster is created in the same way as described in Step 0. The algorithm then returns to Step 1. Else:
Step 6: If sia is not greater than 2 × Dthr, the cluster Ca is updated by moving its prototype pa and increasing its radius value ra. The updated radius r new a is set to be equal to sia/2 and the new prototype p new a is located on the line connecting input vector xi and the old prototype pa, so that the distance from the new prototype p new a to the point xi is equal to r new a. The algorithm then returns to Step 1.
EXPERIMENTAL RESULTS
To conduct our experiments we collected 2700 Windows malicious executables and 2300 benign Windows executables. 1000 malicious executables are randomly selected from VX Heavens malware collection (VX Heavens, 2011); another 1700 are collected from Internet from July 2010 to July 2011. All the experiments are conducted under the environment of Windows 7 operating system plus Intel Quad CPU 2.66 GHz and 4 GB of RAM. MATLAB version 7 was used in the proposed intelligent approach for computation and analysis.
The proposed evolving intelligent malware detection approach works through two phases; the first phase is the learning and second one is testing based on the knowledge gained in the first phase. The accuracy of the learning phase was 100%, whereas the accuracy of testing phase was 99%. The proposed evolving intelligent approach used rule extraction in the learning phase to obtain the results in the testing phase. Our proposed approach generated fuzzy rules based on the evolving clustering and is capable of detecting different types of malware files at high speed with low computation cost. The following are samples for the rules generated by our approach: Figure 3 visualizes the process of the proposed evolving intelligent approach in detecting malware files based on the analysis of the API function called by the executable files. In Figure 4 , we also show that our proposed approach successfully finds separated five clusters different from the other clusters, these five clusters are malware files. Whereas the other clusters in the left side of Figure 4 represent the normal files. In order to evaluate the performance of our proposed evolving intelligent malware detection approach, we also compared the results of our proposed approach with other detection approaches like neural network, naïve byes, and decision tree, to prove that our approach has the best accuracy. Table 2 and Figure 4 show the results of the comparison between the proposed intelligent malware detection approach and other classification methods. The proposed intelligent malware detection approach outperforms other classification approaches with the highest accuracy of 99% and lowest false positive of 1%. The proposed intelligent approach achieved highest detection accuracy because it has the capability to evolve with the time and learn how to detect new, previouslyunseen malware.
False positives, that is, flag benign files as malicious and false negatives, that is, flag malicious files as benign, are one of the most important problems faced by malware detection systems today. Figure 5 clearly shows that the false positives by using our malware detection approach are much fewer than other classification approaches.
Conclusion
In this paper, an evolving intelligent approach, which combines an evolving clustering method for classification with the information gain method for feature selection, was proposed for malware detection in dual stack IPv4/IPv6 networks. A controlled environment of a dual stack IP4/IPv6 network was deployed to conduct a comprehensive experiment to validate our proposed intelligent malware detection approach. It is demonstrated, through experiments, that the proposed evolutionary approach for malware detection successfully evolved, and detect known and new, previously-unseen malware with high detection accuracy of 99% and low false positive rate of 1%.
