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       Μια δοµή δέντρου είναι ένας τρόπος για να αναπαραστήσουµε την ιεραρχική 
φύση  µιας δοµής σε  γραφική µορφή. Στην επιστήµη των υπολογιστών, ένα δέντρο 
είναι µια ευρέως χρησιµοποιούµενη δοµή δεδοµένων που προσοµοιώνει µια 
ιεραρχική δοµή δέντρου µε ένα σύνολο συνδεδεµένων κόµβων. 
Ένα δέντρο αποτελεί ένα άκυκλο συνδεδεµένο γράφηµα, όπου κάθε κόµβος έχει 
µηδέν ή περισσότερα παιδιά  κόµβους και το πολύ έναν κόµβο γονέα. Επιπλέον, τα 
παιδιά του κάθε κόµβου έχουν µια συγκεκριµένη τάξη .   
        Ένας κόµβος είναι µια δοµή που µπορεί να περιέχει µια τιµή, µια κατάσταση ή 
να αντιπροσωπεύει µια ξεχωριστή δοµή δεδοµένων (που µπορεί να είναι ένα δέντρο 
από µόνη της). Κάθε κόµβος σε ένα δέντρο έχει µηδέν ή περισσότερους κόµβους 
παιδιά, τα οποία είναι κάτω από αυτόν στο δέντρο (κατά σύµβαση, τα δέντρα  
µεγαλώνουν προς τα κάτω). Ένας κόµβος που έχει ένα παιδί καλείται κόµβος γονέας 
του παιδιού  ή πρόγονος του . Οι κόµβοι που δεν έχουν παιδιά ονοµάζονται φύλλα . 
Το ύψος ενός κόµβου είναι το µήκος του µακρύτερου καθοδικού µονοπατιού προς 
ένα φύλλο από το κόµβο , οπότε το  ύψος της ρίζας είναι το ύψος του δέντρου. Το 
βάθος ενός κόµβου είναι το µήκος του µονοπατιού προς  την ρίζα του.  Ο πιο υψηλός 
κόµβος αποτελεί τη ρίζα του δένδρου , ο οποίος δεν έχει γονείς . Είναι ο κόµβος από 
τον οποίο ξεκινούν οι περισσότερες λειτουργίες στο δέντρο (αν και ορισµένοι 
αλγόριθµοι ξεκινούν µε τα φύλλα και  τερµατίζουν  στη ρίζα). Κάθε κόµβος σε ένα 
δέντρο µπορεί να θεωρηθεί ως  ρίζα του υποδέντρου µε ρίζα αυτόν τον κόµβο. Ένας 
εσωτερικός κόµβος είναι κάθε κόµβος του δέντρου που έχει  παιδιά και δεν είναι 
εποµένως  φύλλο.   
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  Βασικές Πράξεις 
   Οι βασικές πράξεις που εκτελούνται σε ένα δέντρο χωρίζονται σε δύο 
κατηγορίες : πράξεις ερώτησης που επιστρέφουν πληροφορία αλλά δεν µεταβάλλουν 
το ίδιο το σύνολο και πράξεις ενηµέρωσης που το µεταβάλλουν. 
    Οι βασικές πράξεις ενηµέρωσης είναι η εισαγωγή νέου στοιχείου(insert) και η 
διαγραφή (delete) υπάρχοντος στοιχείου. Άλλες πράξεις ενηµέρωσης είναι  η αλλαγή 
του κλειδιού ενός στοιχείου και η διαγραφή του µέγιστου ή ελάχιστου στοιχείου .Η 
βασική πράξη ερώτησης είναι αυτή της αναζήτησης (search) ενός στοιχείου µε 
δεδοµένο κλειδί. Άλλες πράξεις ερώτησης είναι η εύρεση του στοιχείου µε το 
ελάχιστο ή το µέγιστο κλειδί. 
 
To πρόβληµα του λεξικού  
      Το πρόβληµα του λεξικού είναι η αποδοτική υλοποίηση των πράξεων εισαγωγής, 
διαγραφής και αναζήτησης σε δυναµικά σύνολα. Μια δοµή δεδοµένων που 
υποστηρίζει αυτές τις πράξεις σε δυναµικά σύνολα ονοµάζεται δοµή δεδοµένων για 
το πρόβληµα του λεξικού (dictionary data structure) ή απλά λεξικό (dictionary). 
    
 B trees 
     Στην επιστήµη των υπολογιστών, ένα Β-δέντρο είναι µία δοµή δεδοµένων που 
διατηρεί τα δεδοµένα διατεταγµένα και εκτελεί τις αναζητήσεις, τις προσθήκες και τις 
διαγραφές σε λογαριθµικό χρόνο. Το Β-δέντρο είναι µια γενίκευση του δυαδικού 
δέντρου αναζήτησης , υπό την έννοια ότι περισσότερα από δύο µονοπάτια ξεκινούν 
από έναν κόµβο.  Το Β-δένδρο είναι κατάλληλο για συστήµατα που διαβάζουν και να 
γράφουν µεγάλους όγκους δεδοµένων. Χρησιµοποιείται  συνήθως σε βάσεις 
δεδοµένων και συστήµατα αρχείων. Περισσότερες πληροφορίες για τα Β –δέντρα θα 
δούµε στο κεφάλαιο δύο. 
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2. Περιγραφή των Β-trees και bit-trees  
2.1 B-trees 
       Στην επιστήµη των υπολογιστών , τα  δεδοµένα αποθηκεύονται σε κάποιας 
µορφής αποθηκευτικό σύστηµα. Για πολύ µεγάλες βάσεις δεδοµένων , τα να ψάξουµε 
όλες τις  εγγραφές δεδοµένων στο σύστηµα αποθήκευσης µε σκοπό να βρούµε µια 
συγκεκριµένη , είναι εξαιρετικά χρονοβόρο και µη αποδοτικό . Μια πιο αποδοτική  
µέθοδος η οποία εξακολουθεί να είναι χρονοβόρα , είναι να δηµιουργήσουµε ένα 
κλειδί αναζήτησης για κάθε εγγραφή που προσδιορίζει την εγγραφή µε µοναδικό 
τρόπο. Κάθε κλειδί αναζήτησης σχετίζεται µε ένα δείκτη δεδοµένων , που 
υποδεικνύει τη τοποθεσία  στο σύστηµα αποθήκευσης του υπολογιστή  της εγγραφής 
δεδοµένων που σχετίζεται µε το κλειδί αναζήτησης .  Ένας συνηθισµένος τύπος 
δείκτη είναι αυτός  του σχετικού αριθµού εγγραφής( RRN – relative record number). 
Με τη χρήση αυτών των δεικτών , οι εγγραφές δεν είναι απαραίτητο να βρίσκονται σε 
διαδοχικές θέσεις , αλλά µπορούν να είναι αποθηκευµένες σε τυχαίες τοποθεσίες στο 
σύστηµα αποθήκευσης του υπολογιστή . Μία αναζήτηση για µία συγκεκριµένη  
εγγραφή επιταχύνεται ψάχνοντας διαδοχικά ένα ευρετήριο κλειδιών αναζήτησης , 
παρά τις ίδιες τις εγγραφές.  
            Μία πολύ πιο αποτελεσµατική µέθοδος αναζήτησης  για ένα τέτοιο ευρετήριο 
είναι να δηµιουργήσουµε µία δενδρική δοµή ,   παρά  ένα συνεχόµενο αρχείο, για τα 
κλειδιά αναζήτησης . Μια τέτοια δενδρική δοµή είναι το Β – δέντρο.    Σχεδόν όλες οι 
σύγχρονες τεχνικές αναζήτησης αρχείων χρησιµοποιούν κάποιου είδους δοµή  Β – 
δέντρου. Ένα Β – δέντρο αποτελείται από ένα αριθµό κόµβων , κάθε ένας από τους 
οποίους περιέχει ένα αριθµό δεικτών που διαχωρίζονται από τα κλειδιά . Άρα υπάρχει 
ένας παραπάνω δείκτης σε κάθε κόµβο από  τα κλειδιά  , τα οποία είναι διατεταγµένα 
στο κόµβο σε αύξουσα σειρά . Κάθε κόµβος µπορεί να είναι  είτε κόµβος – κλαδί , 
είτε κόµβος φύλλο . Οι δείκτες των κλαδιών δείχνουν σε άλλους κόµβους . Αντίθετα 
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οι δείκτες των φύλλων είναι σχετικοί αριθµοί εγγραφών (relative record numbers 
RRN)  που προσδιορίζουν τους αντίστοιχους  αριθµούς εγγραφών . Όλα τα φύλλα 
απέχουν το ίδιο από τη ρίζα . Ο αριθµός των εισόδων σε ένα κόµβο που καλείται τάξη 
(order)  του δέντρου , εξαρτάται από το µέγεθος του κόµβου . Αν υπάρχει η 
δυνατότητα για συµπίεση κλειδιών , ωστόσο , η τάξη µεταξύ διαφορετικών κόµβων 




               
Εικόνα 2.1: Παράδειγµα Β – δέντρου 
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2.1.1 Αναζήτηση b –trees  
         Η αναζήτηση σε ένα Β – δέντρο για µια εγγραφή µε ένα συγκεκριµένο κλειδί 
είναι απλή. Ξεκινώντας από τη ρίζα , ψάχνουµε κάθε κόµβο που συναντάµε από 
αριστερά προς τα δεξιά µέχρι να βρεθεί ένα κλειδί το οποίο θα είναι ίσο ή µεγαλύτερο 
από το κλειδί που θέλουµε. Μετά αν ο κόµβος δεν είναι κόµβος – φύλλο παίρνουµε 
το δείκτη που προηγείται αυτού του κλειδιού για να βρούµε τον επόµενο κόµβο προς 
αναζήτηση . Αφού ολοκληρώσουµε την αναζήτηση ενός κόµβου – φύλλου , ο δείκτης 
που προηγείται είναι ο σχετικός αριθµός εγγραφής που ζητούσαµε από τα δεδοµένα 
εγγραφής . Αν η ρίζα µπορεί να βρίσκεται στη µνήµη , ο αριθµός των διαβασµάτων 
που απαιτούνται για να βρεθεί µια εγγραφή είναι ίσος µε το ύψος του δέντρου.    
Παρακάτω βλέπουµε ένα παράδειγµα σε β-δέντρο , όπου γίνεται αναζήτηση  του 
κλειδιού 78 
 
              Εικόνα 2.2 : Αναζήτηση του κλειδιού 78 
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2.1.2 Εισαγωγή b - trees 
         Για να προσθέσουµε µια καινούργια εγγραφή στο δέντρο , αρχικά κάνουµε 
αναζήτηση όπως περιγράψαµε προηγουµένως . Μετά µετακινούµε το δείκτη που 
βρέθηκε και όλες τις εισόδους που είναι δεξιά του , µία θέση προς τα δεξιά . 
Εισάγουµε τον αριθµό εγγραφής και το κλειδί της καινούργιας εγγραφής στην άδεια 
θέση . Αν η προσθήκη αυτών των δεδοµένων προκαλεί τα  συνολικά δεδοµένα να 
υπερβαίνουν το µέγεθος του κόµβου , ο κόµβος  σπάει σε δύο κόµβους. 
            Για να σπάσουµε ένα κόµβο , αφαιρούµε το µεσαίο κλειδί που λέγεται κλειδί 
διαχωρισµού. Τώρα γράφουµε όλες τις πληροφορίες στα αριστερά του κλειδιού 
διαχωρισµού σαν ένα κόµβο και όλες τις πληροφορίες στα δεξιά του κλειδιού 
διαχωρισµού σαν ένα ακόµα καινούργιο κόµβο . Κατόπιν εισάγουµε ένα δείκτη στο 
καινούργιο κόµβο και το κλειδί διαχωρισµού στο γονέα του αρχικού κόµβου. Αν 
αυτό προκαλέσει στο γονέα υπερχείλιση  , τότε αυτός σπάει µε τον ίδιο τρόπο και 
ούτω καθεξής. Τελικά αν αυτό προκαλέσει τη διάσπαση της ρίζας , δηµιουργούµε ένα 
καινούργιο κόµβο που να αποτελείται από δείκτες προς τα δύο µισά της 
προηγούµενης ρίζας , διαχωρισµένα από το τελευταίο κλειδί διαχωρισµού . Κατά 
αυτό τον τρόπο το δέντρο µεγαλώνει σε ύψος όσο το αρχείο µεγαλώνει . Αυτή η 
τεχνική µάλιστα διασφαλίζει ότι όλα τα φύλλα βρίσκονται στο ίδιο ύψος . 
Παρακάτω βλέπουµε ένα παράδειγµα εισαγωγής σε β –δέντρο. Εισάγονται διαδοχικά 
στο δέντρο οι αριθµοί ένα έως επτά. 
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2.1.3 ∆ιαγραφή b - trees 
      Για να διαγράψουµε µια εγγραφή αρχικά γίνεται αναζήτηση όπως περιγράφηκε 
προηγουµένως . Εφόσον το κλειδί βρεθεί και γίνει η διαγραφή του επιτυχηµένα , αυτή 
µπορεί να προκαλέσει σε ένα κόµβο φύλλο να πέσει κάτω από το ελάχιστο µέγεθος 
n/2( όπου  n είναι η τάξη του δένδρου) . Οπότε σε αυτή την περίπτωση πρέπει να 
γίνουν κάποιες ενέργειες ώστε να µείνει το δέντρο ισορροπηµένο . ∆ιακρίνουµε δύο 
περιπτώσεις : 
α) Συνένωση :  
      Αν στον αριστερό και στον δεξί κόµβο βρίσκονται λιγότερα από n/2 κλειδιά , τότε 
το άθροισµα των κλειδιών συν  το κλειδί διαχωρισµού στον πατέρα θα είναι 
µικρότερο από n . Οπότε σε αυτή τη περίπτωση οι δύο κόµβοι συνενώνονται  και ο 
ένας εκ των δύο ελευθερώνεται .  
 
β)∆ανεισµός : 
          Αν µετά την διαγραφή ο κόµβος έχει λιγότερα από n/2 κλειδιά και ο αριστερός 
( ή ο δεξιός) του κόµβος   έχει περισσότερα από n/2 κλειδιά  , πηγαίνουµε και 
βρίσκουµε το επόµενο κλειδί από το κλειδί διαχωρισµού . Αφού το βρούµε ,  
τοποθετούµε στη θέση του διαγραµµένου κλειδιού το κλειδί διαχωρισµού και το 
διάδοχο κλειδί που είχαµε βρει γίνεται το καινούργιο κλειδί διαχωρισµού. 
Ένα παράδειγµα αυτής της περίπτωσης δίνεται παρακάτω . Για ένα β – δέντρο µε 
τάξη 4 , γίνεται διαγραφή του κλειδιού  113 . Το 120 που είναι το κλειδί διαχωρισµού 
πηγαίνει στη θέση του 113 . Το διάδοχο κλειδί 126 ανεβαίνει και γίνεται αυτό κλειδί 
διαχωρισµού. 
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Εικόνα 2.4 :∆ιαγραφή του 113 . 
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2.2 bit - trees 
      Αν ένας κόµβος µπορεί να περιέχει  πολλά κλειδιά  αντί για ένα (η πιο απλή 
περίπτωση του β- δέντρου όπου ισοδυναµεί µε το δυαδικό) , µετά για κάθε πράξη 
αναζήτησης θα µπορούν να διαβάζονται πολλαπλά κλειδιά στην υψηλής ταχύτητας 
µνήµη του υπολογιστή .   Με ένα κλειδί αναζήτησης ανά κόµβο , η σύγκριση και η 
απόφαση  που µπορεί να παρθεί είναι ότι το κλειδί που αναζητούµε βρίσκεται στο 
µισό του υπόλοιπου δέντρου . Με  n-1  κλειδιά αναζήτησης ανά κόµβο , η αναζήτηση 
µπορεί να περιοριστεί στο 1/n  του υπόλοιπου του δέντρου . Αυτός ο τύπος δοµής 
είναι γνωστός σαν  “ multi - way ” tree.  
        Μπορούµε να  επωφεληθούµε πολύ από το να έχουµε όσο το δυνατόν 
περισσότερα κλειδιά αναζήτησης ανά κόµβο. Έτσι για κάθε αναζήτηση ενός κόµβου , 
πολλαπλά κλειδιά εξετάζονται  και µια πιο αποτελεσµατική απόφαση µπορεί να 
παρθεί σχετικά µε τη θέση του επόµενου κόµβου ή , στην περίπτωση που ο κόµβος 
είναι φύλλο , για τη θέση της εγγραφής δεδοµένων . Το ύψος του δένδρου και 
συνεπώς ο χρόνος αναζήτησης , µειώνεται σηµαντικά αν ο αριθµός κλειδιών 
αναζήτησης ανά κόµβο αυξηθεί . 
        Τα bit –  trees αποτελούν µία παραλλαγή των Β –trees , στην οποία τα δέντρα 
είναι σχεδιασµένα ώστε να πακετάρουν περισσότερες πληροφορίες στους κόµβους 
που αποτελούν φύλλα . Όσο πυκνότερα µπορούν να συµπυκνωθούν αυτές οι 
πληροφορίες , τόσο µικρότερο και το ύψος του δένδρου   . Αυτό προκαλεί άµεση 
µείωση στον αριθµό των input – output ενεργειών που απαιτούνται για αναζήτηση 
στο δέντρο και επίσης απαιτείται λιγότερος χώρος για το δέντρο .  
       Οποιαδήποτε τεχνική αναζήτησης αρχείου µε ευρετήριο , χρησιµοποιεί 
πληροφορίες κλειδιού και σχετικούς αριθµούς εγγραφής (RRN) , για να βρει την 
επιθυµητή εγγραφή . Στα φύλλα των  bit – trees , η πληροφορία των κλειδιών που 
χρησιµοποιείται είναι το bit  διάκρισης (  distinction bit  ) , µεταξύ δύο διαδοχικών 
κλειδιών . Το   bit  διάκρισης  ορίζεται σαν τον αριθµό των πιο σηµαντικών bit  που 
διαφέρει στα δύο κλειδιά , συνήθως µε µία πόλωση . Ο στόχος της πόλωσης είναι να 
διατηρήσει τιµές  bit  διάκρισης του µηδενός , ώστε να µπορούν να χρησιµοποιηθούν 
για να βρεθεί η αρχή και το τέλος των κόµβων .  
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          Τα  bit – trees έχουν το µειονέκτηµα ότι χάνουν πληροφορίες σχετικά µε τα 
κλειδιά. Όταν η αναζήτηση ενός bit – tree κόµβου ολοκληρωθεί , η σωστή θέση στον 
κόµβο θα έχει βρεθεί µόνο αν µια εγγραφή µε αυτό το κλειδί υπάρχει στο αρχείο . 
Αυτό φυσικά είναι καταστροφικό όταν αναζητούµε κόµβους κλαδιά για ένα κλειδί 
που δεν υπάρχει στο αρχείο ( πχ πριν κάνουµε µια add ) , από τη στιγµή που πρέπει 
να ξέρουµε σε ποιο κόµβο να ψάξουµε µετά . Για αυτό το λόγο τα bit  διάκρισης 
χρησιµοποιούνται µόνο στα φύλλα .  
          Οποιαδήποτε τεχνική που χάνει πληροφορίες για τα κλειδιά δεν µπορεί να 
διασφαλίσει ( χωρίς να διαβάσει το αρχείο δεδοµένων) ότι το κλειδί που αναζητούµε 
υπάρχει στο αρχείο . Κάνοντας µια αναζήτηση χρησιµοποιώντας  bit – tree  , είναι 
τουλάχιστον εξασφαλισµένο ότι ο  σχετικός αριθµός εγγραφής που θα βρεθεί είναι ο 
σωστός , όταν η εγγραφή υπάρχει στο αρχείο . Από την άλλη πλευρά , αν δεν υπάρχει 
τέτοια εγγραφή στο αρχείο και είναι τώρα να προστεθεί , ο αριθµός εγγραφής στη 
θέση που βρέθηκε χρησιµοποιείται για να διαβαστούν τα δεδοµένα εγγραφής . Αυτό 
γίνεται ώστε το κλειδί αναζήτησης να µπορεί να συγκριθεί µε το πραγµατικό κλειδί 



































Εικόνα 2.5 :Παράδειγµα δοµής bit – tree 
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2.2.1 Υπολογισµός distinction bit  
      Έστω ότι το D(K , L) είναι το bit διάκρισης  ανάµεσα στα κλειδιά K και L ,όπου 
το K δεν ισούται µε το  L. Αν τα bits αριθµούνται από αριστερά προς τα δεξιά 
ξεκινώντας από το 0 και το ⊕  είναι το XOR , το D(K , L) ορίζεται ως :  
 D(K , L) = b+ m- 1- [ log (K ⊕ L ) ] , όπου 
  m είναι το µήκος κλειδιού σε bits , b είναι η πόλωση και το [χ] είναι το ακέραιο 
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2.2.2 Αναζήτηση στα bit – trees  
Από τη στιγµή που τα distinction bits χρησιµοποιούνται µόνο στα φύλλα , 
από τη ρίζα µέχρι τα φύλλα η αναζήτηση γίνεται µε τον ίδιο τρόπο που περιγράφηκε 
για τα  Β – trees . Στα φύλλα των bit – trees όµως η αναζήτηση γίνεται  διαφορετικά.  
Όταν φτάσουµε σε ένα φύλλο για να το ψάξουµε για ένα συγκεκριµένο κλειδί  Κ , 
αναθέτουµε στη µεταβλητή R  ίση µε  Ro . Κατόπιν , για κάθε Di ( bit διάκρισης ) , 
ελέγχουµε  αν το Di bit  είναι on στο κλειδί Κ .  Αν είναι on , αναθέτουµε Ri στη 
µεταβλητή R  και συνεχίζουµε . Αν δεν είναι on, παραλείπουµε τα ακόλουθα  bits 
διάκρισης µέχρι να βρεθεί ένα µικρότερο . 
Αυτό γίνεται διότι το Di bit είναι  on σε κάθε µία από τις εισόδους . Όταν φτάσουµε 
στο τέλος του κόµβου , ο σχετικός αριθµός εγγραφής στην R   είναι ο αριθµός 
εγγραφής της επιθυµητής εγγραφής , αν αυτή βρίσκεται στο αρχείο . Οπότε τώρα 
διαβάζουµε την εγγραφή και συγκρίνουµε το κλειδί της µε το Κ . Στην περίπτωση 
που είναι ίσα η εγγραφή έχει βρεθεί . Αν η εγγραφή βρέθηκε και η λειτουργία είναι 
“get”  δε χρειάζεται να γίνουν άλλες λειτουργίες στο δέντρο . 
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                             Εικόνα 2.7 :Αλγόριθµος αναζήτησης φύλλων       
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2.2.3 Εισαγωγή στα bit – trees  
      Έχουµε κάνει αναζήτηση στο δέντρο και η επιθυµητή εγγραφή δεν έχει βρεθεί , 
µε τη λειτουργία να είναι “ get equal or greater ” . Πρώτα υπολογίζουµε το bit 
διάκρισης D, µεταξύ του κλειδιού αναζήτησης Κ  και του Κi , του κλειδιού που 
βρέθηκε από τη ρουτίνα αναζήτησης . Αν Κ> Κi τότε ξεκάθαρα το Κ ανήκει στα 
δεξιά του Κi . Όποτε ψάχνουµε τις εισόδους που ακολουθούν το Di , παραλείποντας 
αυτές που τα bits διάκρισης τους είναι µεγαλύτερα του D επειδή , όπως το Κi , θα 
έχουν και αυτές επίσης το D – bit off ( αλλιώς το bit διάκρισης τους θα ήταν  D) και 
άρα είναι επίσης µικρότερες από Κ. Η επιθυµητή εγγραφή είναι η πρώτη εγγραφή που 
ακολουθεί µε bit διάκρισης µικρότερο από D . Ένα bit διάκρισης ίσο µε το D δεν 
µπορεί να προκύψει γιατί µετά η είσοδος Ri  δεν θα είχε επιλεχθεί . 
       Αντιστρόφως αν το Κ< Κi , τότε το Κ θα ανήκει στα αριστερά του Ki. Ψάχνουµε 
προς τα πίσω ξεκινώντας µε Di , έστω Dj το πρώτο bit διάκρισης που βρίσκουµε που 
είναι µικρότερο από το D .  Τότε αφού το D bit είναι οn στο Κi, πρέπει να είναι on 
πάνω σε όλα τα κλειδιά  Κj µέχρι Κi επειδή δεν βρέθηκαν bits διάκρισης τόσο µικρά 
όσο το D σε αυτό το διάστηµα . Αφού to D bit είναι on στο Kj και off στο K, K<Kj. 
Eπίσης αφού Dj είναι οff στο Κj-1 και on στο Κ , Κj-1 <Κ. Άρα Rj είναι ο αριθµός 
εγγραφής που θέλαµε . ( Αυτό το επιχείρηµα ισχύει ακόµα και όταν i= j ) . 
         Εξαιτίας του προηγούµενου αλγορίθµου τα bits διάκρισης πρέπει να είναι 
biased . Αφού οι τιµές των bits διάκρισης εγγράφονται σε µη προσηµασµένο πεδίο , η 
µικρότερη δυνατή τιµή είναι το 0 . Το biasing θα απαγορεύσει οποιοδήποτε bit 
διάκρισης από το να γίνει 0. Μετά ο πρώτος αριθµός εγγραφής στο κόµβο µπορεί να 
προηγηθεί από ένα µηδενικό και ο τελευταίος αριθµός εγγραφής ακολουθείται από 
ένα µηδενικό . Αυτό διασφαλίζει ότι οι παραπάνω αναζητήσεις , προς τα εµπρός και 
προς τα πίσω , για ένα µικρότερο bit διάκρισης θα είναι επιτυχηµένες .Αυτές τις 2 
εισόδους µπορούµε να τις πούµε Do και Dn+1. Ένα add , το οποίο ακολουθεί µετά 
από µία “ not found ” συνθήκη , προχωράει στο αρχείο όπως στην τελευταία 
περίπτωση για ένα “ get equal or greater ” . Όταν το επόµενο µεγαλύτερο κλειδί 
βρεθεί , εισάγετε το bit διάκρισης που υπολογίστηκε παραπάνω  D και το καινούργιο 
αριθµό εγγραφής σε αυτό το σηµείο .  
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   Εικόνα 2.8: Αλγόριθµος εισαγωγής στα φύλλα των  bit – trees 
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     Ας δούµε ένα απλό παράδειγµα εισαγωγής σε bit – tree . Υποθέτουµε  ότι στο 
δέντρο µας ,  στους κόµβους - κλαδιά χωράνε 2 κλειδιά  ενώ στα φύλλα µέχρι 5 
distinction bits . Για τα  distinction bits παίρνουµε µήκος κλειδιού 16 και το bias ίσο 
µε 8 ,  οπότε θα παίρνουν τιµές από 0 έως 23. 





Όπου στη ρίζα έχουµε τα κλειδιά 7 και 44  , ενώ στα φύλλα βλέπουµε τα distinction 
bits και όχι τα ίδια τα κλειδιά . Έστω ότι επιθυµούµε να εισάγουµε το κλειδί 20  , 
γίνεται αναζήτηση στο bit – tree. 
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Αρχικά στη ρίζα επιλέγεται το µεσαίο µονοπάτι για να συνεχιστεί η αναζήτηση .Στο 
φύλλο εφαρµόζεται ο αλγόριθµος αναζήτησης φύλλων που περιγράφηκε παραπάνω 
και ο  οποίος επιλέγει τη θέση 2 όπου βρίσκεται   το distinction bit 21 . Πηγαίνουµε 
και διαβάζουµε το κλειδί από το αρχείο εγγραφών και βλέπουµε ότι  είναι το κλειδί 
22 . Οπότε εισάγεται το κλειδί  20 σε αυτή τη θέση , το κλειδί 22 µετακινείται προς τα 
δεξιά και υπολογίζεται το distinction bit µεταξύ των κλειδιών 20 και 22 . Οπότε το 
δέντρο θα έχει πλέον τη µορφή :  
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                Εικόνα 2.11 
 
2.2.4  ∆ιαχωρισµός κόµβων 
     Η αξία των Β – δέντρων βασίζεται στην έννοια του να διαχωρίζουµε κόµβους . 
Μία τέτοια στρατηγική διαχωρισµού χρησιµοποιείται στα “ Prefix B - trees ” , όπου 
διαχωρίζουµε ένα κόµβο στο σηµείο που ελαχιστοποιεί το µήκος του µερικού 
κλειδιού που θα εισαχθεί στο κόµβο γονέα του . Μία παρόµοια τεχνική µπορεί να 
χρησιµοποιηθεί για τα bit – trees , αν και δεν είναι καθόλου προφανής επειδή τα 
κλειδιά δεν είναι ορατά . Θα ήταν πολύ αναποτελεσµατικό να διαβάζουµε κάθε 
υποψήφιο κλειδί από το αρχείο δεδοµένων για να βρούµε αυτό που παράγει το 
µικρότερο µερικό κλειδί για το γονέα .  
    Ευτυχώς αυτό δεν χρειάζεται να γίνει. Το πιο αποτελεσµατικό κλειδί διαχωρισµού 
είναι το Κi , όπου i είναι τέτοιο ώστε , το Di να είναι το ελάχιστο στο εύρος των 
υποψήφιων κλειδιών διαχωρισµού. Αυτό που µας ενδιαφέρει εδώ είναι η συµπίεση 
προσφύµατος ( suffix ). Το τελευταίο byte του κλειδιού διαχωρισµού που χρειάζεται 
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να συµπεριληφθεί στο γονέα είναι το πρώτο byte που διαφέρει από το προηγούµενο 
κλειδί . Παίρνοντας το µικρότερο D -bit , διασφαλίζουµε ότι ο αριθµός των bytes που 
απαιτούνται είναι ο ελάχιστος , ακόµα και χωρίς να γνωρίζουµε το κλειδί του Ri-1. 
Συγκεκριµένα το τελευταίο byte που χρειάζεται να συµπεριληφθεί από το κλειδί 
διαχωρισµού , είναι το byte Bj όπου j=[ Di / 8] για 8 – bit bytes biased στο 8 . 
   Παράδειγµα διαχωρισµού 
        Ας συνεχίσουµε στο παράδειγµα της εισαγωγής , όπου είχαµε το  δέντρο της 




H θέση εισαγωγής είναι  η θέση 4   του δεύτερου φύλλου , όπου βρίσκεται το 
distinction bit 20 . ∆ιαβάζουµε από το αρχείο εγγραφών και βλέπουµε ότι σε αυτή τη 
θέση βρίσκεται το κλειδί 25 . Όµως επειδή κάθε κόµβος φύλλο χωράει µέχρι 5  
distinction bit , θα γίνει διαχωρισµός του κόµβου . Το κλειδί το οποίο θα ανεβεί στο 
γονέα είναι αυτό µε το µικρότερο  distinction bit , δηλαδή στο κόµβο µας το 19 . 
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∆ιαβάζουµε από το αρχείο εγγραφών και βλέπουµε ότι είναι το κλειδί 16 .  Όπως 
είχαµε αναφέρει και στο παράδειγµα της εισαγωγής οι κόµβοι κλαδιά χωράνε 2 
κλειδιά αναζήτησης , οπότε όταν το 16 ανεβεί στη ρίζα θα πρέπει να σπάσει και αυτή. 
Αυτό θα έχει σαν αποτέλεσµα να αυξηθεί το ύψος του δέντρου . Στο τέλος της 
εισαγωγής το δέντρο θα δείχνει ως εξής :  
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2.2.5 ∆ιαγραφή στα bit trees 
         Αρχικά γίνεται αναζήτηση του κλειδιού όπως περιγράφηκε παραπάνω στην  
αναζήτηση  των bit – trees . Αν η εγγραφή βρέθηκε και η λειτουργία ήταν “ delete ” 
τότε ο κόµβος πρέπει να αλλάξει . Υποθέτουµε ότι αριθµός εγγραφής Ri είναι για να 
διαγραφεί . Τότε τα Di  και Di+1 πρέπει επίσης να διαγραφούν αφού αναφέρονται 
στο κλειδί του Ri  το οποίο δεν θα υπάρχει πια . Όλα αυτά πρέπει να 
αντικατασταθούν µε το bit διάκρισης ανάµεσα στα Κi-1 και Κi+1 . Καµία εγγραφή 
ωστόσο δεν χρειάζεται να διαβαστεί . Όταν το Ri διαγραφεί το καινούργιο bit 
διάκρισης µεταξύ Κi-1 και Κi+1 , είναι το µικρότερο από τα παλιά Di και Di+1 .   
Παράδειγµα διαγραφής      
     Έστω ότι έχουµε εισάγει διαδοχικά τα κλειδιά 0 έως 12  σε ένα bit – tree όπου 
κάθε κόµβος κλαδί χωράει 2 κλειδιά αναζήτησης και κάθε κόµβος φύλλο 5 
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Έστω ότι θέλουµε να διαγράψουµε το κλειδί 2 . Κάνουµε αναζήτηση στο δέντρο : 
     Εικόνα 2.15 
Κάνουµε αναζήτηση και βρίσκουµε τη δεύτερη θέση του πρώτου φύλλου , όπου 
βρίσκεται το distinction bit 22. ∆ιαβάζουµε το αρχείο εγγραφών και επιβεβαιώνουµε 
ότι πρόκειται για το κλειδί 2 . Το επόµενο distinction bit από το 22 είναι το 23 . Όπως 
είπαµε για τις διαγραφές θα επιλέξουµε το µικρότερο από τα δύο , άρα επιλέγεται το 
22 .     
 
Εικόνα 2.16 
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3. Πειραµατική αξιολόγηση των bit - trees 
         3.1 Εισαγωγικά    
          Στα περισσότερα δέντρα αναζήτησης ,  σε κάθε κόµβο αποθηκεύονται ένας 
αριθµός ολοκληρωµένων κλειδιών αναζήτησης  µαζί µε τους δείκτες που σχετίζονται 
µε αυτά . Σαν παράδειγµα θα χρησιµοποιήσουµε την υλοποίηση του ΙΒΜ System/34 , 
όπου κάθε κόµβος έχει µέγεθος 256 bytes , που ανταποκρίνεται στο µέγεθος του 
µαγνητικού δίσκου αυτού του υπολογιστή . Σε αυτό το παράδειγµα λοιπόν , το 
µέγιστο µήκος κλειδιού που επιτρέπεται είναι 29 bytes . Χρησιµοποιούµε σχετικούς 
αριθµούς εγγραφής των 3- byte  για τους δείκτες  και 13 byte σε  κάθε κόµβο 
χρησιµοποιούνται για πληροφορίες του συστήµατος .  Τα υπόλοιπα 243 byte του κάθε 
κόµβου µπορούν να χρησιµοποιηθούν για τα κλειδιά αναζήτησης και τους σχετικούς 
αριθµούς εγγραφής τους . Αν “ κ ” θεωρήσουµε το µήκος ενός κλειδιού αναζήτησης , 
τότε ο µέγιστος αριθµός κλειδιών αναζήτησης ανά κόµβο είναι   243 / (κ+3) . Ο 
µέγιστος αριθµός από maximum κλειδιά αναζήτησης , για κάθε κόµβο κλαδί είναι 
συνεπώς 7 ( κ= 29 bytes ) .   
         Στα φύλλα όπως έχουµε ήδη αναφέρει χρησιµοποιούµε τα distinction bits  αντί 
για τα κλειδιά αναζήτησης . Το  distinction bit καθορίζεται συγκρίνοντας  δύο κλειδιά 
αναζήτησης  και βρίσκοντας τον αριθµό του πρώτου bit  που είναι διαφορετικό στα 
δύο κλειδιά . Στο παράδειγµα µας , το µέγιστο κλειδί αναζήτησης που επιτρέπεται 
είναι 29 bytes  και αφού έχουµε 8 bits ανά byte , το µέγιστο µήκος ενός κλειδιού 
αναζήτησης είναι 232 bits . Οπότε ο αριθµός που αντιπροσωπεύει οποιαδήποτε από 
αυτές τις 232 θέσεις χρειάζεται να είναι µόνο 8 bits , ή ένα byte  σε µήκος .  
      Ο µέγιστος αριθµός από distinction bits µαζί µε τους σχετικούς αριθµούς 
εγγραφής  , που µπορούν να χρησιµοποιηθούν σε κάθε κόµβο – φύλλο είναι συνεπώς 
243/ ( 1+3)   , δηλαδή 60 , άσχετα από το µήκος του ίδιου του πραγµατικού κλειδιού . 
Αυτή η χρήση των distinction bits   είναι το κύριο πλεονέκτηµα των bit – trees . Από 
τη στιγµή που σχεδόν όλοι οι κόµβοι σε ένα δένδρο αποτελούν φύλλα και στα φύλλα 
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των bit – trees µπορούν να περιέχονται περισσότερες είσοδοι , από ότι στους κόµβους 
που περιέχουν τα κανονικά κλειδιά αναζήτησης , υπάρχουν λιγότεροι κόµβοι στο 
δέντρο που χρειάζεται να ψάξουµε και να διαβάσουµε . Επιπλέον , απαιτείται 
λιγότερος αποθηκευτικός χώρος για το ίδιο το δέντρο  , αφού περισσότερη 
πληροφορία συσσωρεύεται σε λιγότερους κόµβους – φύλλα . Άρα ένα υπολογιστικό 
σύστηµα που χρησιµοποιεί αυτή τη τεχνική για µία δενδρική δοµή αναζήτησης , είναι 
πολύ πιο αποτελεσµατικό από τις συνηθισµένες δενδρικές δοµές αναζήτησης που 
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3.2 Εισαγωγή κλειδιών 
      Αρχικά εισάγουµε στο δέντρο 20.000 κλειδιά , µε σκοπό να υπολογίσουµε τον 
χρόνο που απαιτείται . Μετράµε το πλήθος των κόµβων που προσπελάζουµε σε κάθε 
εισαγωγή . Ενδεικτικά για τις πρώτες 10.000 εισόδους έχουµε :  
 
X Y X Y 
100 2 5100 4 
200 2 5200 4 
300 3 5300 4 
400 3 5400 4 
500 3 5500 4 
600 3 5600 4 
700 3 5700 4 
800 3 5800 4 
900 3 5900 4 
1000 3 6000 4 
1100 3 6100 4 
1200 3 6200 4 
1300 3 6300 4 
1400 3 6400 4 
1500 4 6500 4 
1600 4 6600 4 
1700 4 6700 4 
1800 4 6800 4 
1900 4 6900 4 
2000 4 7000 4 
2100 4 7100 4 
2200 4 7200 4 
2300 4 7300 4 
2400 4 7400 4 
2500 4 7500 4 
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2600 4 7600 4 
2700 4 7700 4 
2800 4 7800 5 
2900 4 7900 5 
3000 4 8000 5 
3100 4 8100 5 
3200 4 8200 5 
3300 4 8300 5 
3400 4 8400 5 
3500 4 8500 5 
3600 4 8600 5 
3700 4 8700 5 
3800 4 8800 5 
3900 4 8900 5 
4000 4 9000 5 
4100 4 9100 5 
4200 4 9200 5 
4300 4 9300 5 
4400 4 9400 5 
4500 4 9500 5 
4600 4 9600 5 
4700 4 9700 5 
4800 4 9800 5 
4900 4 9900 5 
5000 4 10000 5 
Όπως φαίνεται και στην ακόλουθη γραφική παράσταση , ο χρόνος αυξάνεται 
λογαριθµικά όσο αυξάνονται οι εισαγωγές στο δένδρο .  
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   Όπως έχουµε ήδη αναφέρει η αξία των bit – trees βασίζεται στην έννοια του 
σπασίµατος  των κόµβων . Οπότε  θέλουµε για ένα αριθµό εισαγωγών 20.000 , να 
µετρήσουµε   πόσοι κόµβοι σπάζουν  σε κάποιες από τις εισαγωγές . Εδώ µετράµε  
ανά 100 εισαγωγές . Ενδεικτικά για τις πρώτες 10.000 έχουµε : 
  
X Y X Y 
100 0 5100 0 
200 0 5200 0 
300 0 5300 0 
400 0 5400 0 
500 0 5500 0 
600 0 5600 0 
700 0 5700 0 
800 1 5800 0 
900 0 5900 0 
1000 0 6000 0 
1100 0 6100 0 
1200 0 6200 0 
1300 0 6300 0 
1400 0 6400 0 
1500 0 6500 0 
1600 0 6600 0 
1700 0 6700 0 
1800 0 6800 0 
1900 1 6900 0 
2000 0 7000 0 
2100 0 7100 0 
2200 0 7200 0 
2300 0 7300 0 
2400 0 7400 0 
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2500 0 7500 1 
2600 0 7600 0 
2700 0 7700 0 
2800 0 7800 0 
2900 0 7900 0 
3000 0 8000 2 
3100 0 8100 0 
3200 0 8200 0 
3300 0 8300 0 
3400 0 8400 0 
3500 0 8500 0 
3600 0 8600 0 
3700 0 8700 0 
3800 0 8800 0 
3900 0 8900 0 
4000 0 9000 0 
4100 0 9100 0 
4200 0 9200 0 
4300 0 9300 0 
4400 0 9400 0 
4500 0 9500 0 
4600 0 9600 0 
4700 0 9700 0 
4800 0 9800 0 
4900 0 9900 0 
5000 0 10000 0 
 
Όπως βλέπουµε στις πιο πολλές εισαγωγές δεν έχουµε σπασίµατα . Αυτό 
δικαιολογείται λόγω της χρήσης των distinction bits στα φύλλα , στα οποία χωράνε 
περισσότερες είσοδοι και µειώνεται έτσι ο αριθµός σπασιµάτων. 
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       Πέρα από κάποια τυχαία σηµεία θέλουµε τώρα να βρούµε το µέσο όρο των 
σπασιµάτων . ∆ηλαδή ο µέσος όρος θα είναι, ο αριθµός των σπασιµάτων που έχουν 
γίνει για την εισαγωγή i εισόδων , προς τις εισόδους i . Ενδεικτικά για τις πρώτες 
10.000 εισαγωγές έχουµε : 
 
  
X Y X Y 
100 0.03 5100 0.03 
200 0.03 5200 0.03 
300 0.04 5300 0.03 
400 0.03 5400 0.03 
500 0.04 5500 0.03 
600 0.03 5600 0.03 
700 0.03 5700 0.03 
800 0.03 5800 0.03 
900 0.04 5900 0.03 
1000 0.04 6000 0.03 
1100 0.04 6100 0.03 
1200 0.04 6200 0.03 
1300 0.03 6300 0.03 
1400 0.03 6400 0.03 
1500 0.03 6500 0.03 
1600 0.03 6600 0.03 
1700 0.03 6700 0.03 
1800 0.03 6800 0.03 
1900 0.03 6900 0.03 
2000 0.03 7000 0.03 
2100 0.04 7100 0.03 
2200 0.04 7200 0.03 
2300 0.04 7300 0.03 
2400 0.04 7400 0.03 
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2500 0.04 7500 0.03 
2600 0.03 7600 0.03 
2700 0.03 7700 0.03 
2800 0.04 7800 0.03 
2900 0.03 7900 0.03 
3000 0.04 8000 0.03 
3100 0.03 8100 0.03 
3200 0.03 8200 0.03 
3300 0.03 8300 0.03 
3400 0.04 8400 0.03 
3500 0.04 8500 0.03 
3600 0.04 8600 0.03 
3700 0.04 8700 0.03 
3800 0.03 8800 0.03 
3900 0.03 8900 0.03 
4000 0.03 9000 0.03 
4100 0.03 9100 0.03 
4200 0.03 9200 0.03 
4300 0.03 9300 0.03 
4400 0.03 9400 0.03 
4500 0.03 9500 0.03 
4600 0.04 9600 0.03 
4700 0.04 9700 0.03 
4800 0.04 9800 0.03 
4900 0.04 9900 0.03 
5000 0.04 10000 0.03 
Παρατηρούµε ότι ο µέσος όρος είναι περίπου σταθερός στη τιµή 0,03 σπασίµατα  ανά 
εισαγωγή .  
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3.3 ∆ιαγραφή  κλειδιών  
      Θέλουµε να βρούµε το χρόνο , δηλαδή τον κόµβο αριθµών που προσπελάζονται , 
όταν γίνονται διαγραφές στο δέντρο . Σε ένα δέντρο µε 1000 κλειδιά αρχίζουµε να τα 























Παρακάτω βλέπουµε και τη γραφική παράσταση  η οποία είναι λογαριθµική .   
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Όπως είχαµε αναφέρει για τις διαγραφές  στα bit – trees , όταν δύο γειτονικοί κόµβοι 
βρεθούν να έχουν λιγότερα από n/2 κλειδιά ( όπου  n η τάξη του δέντρου ) τότε 
συγχωνεύονται σε  ένα . Θα µετρήσουµε για ένα δέντρο µε 1000 κλειδιά , σε κάποιες 
από τις διαγραφές πόσες συγχωνεύσεις γίνονται . Κατόπιν θα υπολογίσουµε το µέσο 
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                                                 Εικόνα 3.5 
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Πέρα από κάποια τυχαία σηµεία θέλουµε τώρα να βρούµε το µέσο όρο των 
συγχωνεύσεων . ∆ηλαδή ο µέσος όρος θα είναι, ο αριθµός των συγχωνεύσεων που 
























Παρατηρούµε ότι το κόστος είναι περίπου σταθερό  στις 0,17 συγχωνεύσεις  ανά 
διαγραφή
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5. Παράρτηµα κώδικα   
Στο κεφάλαιο αυτό θα δούµε τον κώδικα  ενός bit – tree µε την  υλοποίηση να  έχει 
γίνει στη γλώσσα C  . Οι λειτουργίες που  µπορούµε να κάνουµε στο δέντρο είναι 
εισαγωγή , διαγραφή , αναζήτηση  κλειδιού  , καθώς και  να εµφανίσουµε ολόκληρο 
το δέντρο .  
 
 





#define M 60 
#define P 8 
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char outputfile[] = "out.list"; 
 
struct node{ 
   int n; /* n < M  O arithmos twn kleidiwn sto kombo tha einai panta mikroteros  
                        apo ti taksi tou Bit tree */ 
 
   int keys[M-1];  /*pinakas kleidiwn*/ 
   int dbits[M];   /*pinakas distinction bits */ 
    
   struct node *p[M]; /* (n+1) deiktes */ 




enum KeyStatus { Duplicate,SearchFailure,Success,InsertIt,LessKeys }; 
 
void insert(int key); 
void display(struct node *root,int); 
void DelNode(int x); 
 
int search(int x); 
int counter=0,counter2=0,plithos=0,plithos2=0; int l=0, l2=0; 
int kleidia=0; 
 
int Dbit(int a,int b); 
int searchDbit(int key,int *dbit_arr,int *key_arr,int n); 
int split(int *dbit_arr,int n); 
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int minimum(int a,int b); 
 
enum KeyStatus ins(struct node *r, int x, int* y, struct node** u); 
int searchPos(int x,int *key_arr, int n); 









ofp = fopen(outputfile, "w"); 
 
if (ofp == NULL) { 
  fprintf(stderr, "Den mporoume na anoiksoume to arxeio %s!\n",   outputfile); 







srand ( time(NULL) ); 
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//Sinartisi eisagwgis  
void insert(int key)   
{ 
 
struct node *newnode; 
int upKey; 
enum KeyStatus value; 
 
value = ins(root, key, &upKey, &newnode); 
 
if (value == Duplicate) 
printf("To kleidi einai idi diathesimo\n"); 
 
if (value == InsertIt) 
{ 
 
 struct node *uproot = root; 
 root=malloc(sizeof(struct node)); 
 root->n = 1; 
 root->keys[0] = upKey; 
 
 root->p[0] = uproot; 
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 if(kleidia==1) root->isleaf=1; 
 
 else root->isleaf=0; 
 








struct node *newPtr, *lastPtr; 
int pos, i,j, n,splitPos; 
int newKey, lastKey; 
enum KeyStatus value; 
 
 
if (ptr == NULL) 
{ 
*newnode = NULL; 
*upKey = key; 
return InsertIt; 
} 
n = ptr->n; 
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value = ins(ptr->p[pos], key, &newKey, &newPtr); 








/*An ta kleidia sto kombo einai ligotera apo max*/ 
if ( ((n < M - 1) && (ptr->isleaf==1)) || ((n < P - 1) && (ptr->isleaf==0)) ) 
{ 
  
          
   if(key==ptr->keys[pos]) return  Duplicate; 
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 /*Metakinoume ta kleidia kai tous deiktes sta deksia gia na eisagoume to 
kainourgio kleidi*/ 
 for (i=n; i>pos; i--) 
 { 
  ptr->keys[i] = ptr->keys[i-1]; 
  ptr->p[i+1] = ptr->p[i]; 
 } 
 
 /*To kleidi eisagetai stin akribi tou thesi*/ 
  
        ptr->keys[pos] = newKey; 
 ptr->p[pos+1] = newPtr; 
 ++ptr->n;                 /*Auksanoume ton arithmo twn kleidwn ston kombo*/ 
         
       for(i=1;i<=n;i++) { ptr->dbits[i]=Dbit(ptr->keys[i],ptr->keys[(i-1)]) ;}  
 
       return Success; 
 
} 
/*Telos if */ 
 
 
/*An ta kleidia einai max kai i thesi eisagwgis einai i teleytaia*/ 
if ( ((pos == M - 1)&&(ptr->isleaf==1)) || ((pos == P-1) && (ptr->isleaf==0)) ) 
{ 
 
 lastKey = newKey; 
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  lastKey = ptr->keys[M-2]; 
  lastPtr = ptr->p[M-1]; 
 
  for (i=M-2; i>pos; i--) 
  { 
  ptr->keys[i] = ptr->keys[i-1]; 
  ptr->p[i+1] = ptr->p[i]; 





  lastKey = ptr->keys[P-2]; 
  lastPtr = ptr->p[P-1]; 
 
  for (i=P-2; i>pos; i--) 
  { 
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  ptr->keys[i] = ptr->keys[i-1]; 
  ptr->p[i+1] = ptr->p[i]; 
  } 
 } 
 
 ptr->keys[pos] = newKey; 






splitPos = split(ptr->dbits,n); 
//printf("\nsplipos=%d\n",splitPos); 




(*newnode)=malloc(sizeof(struct node)); /*O deksis kombos meta to diaxwrismo*/ 
ptr->n = splitPos; /*Arithmos kleidiwn gia ton aristero kombo*/ 
 
if (ptr->isleaf==1) (*newnode)->n = M-1-splitPos; /*Arithmos kleidiwn gia ton 
deksio kombo*/ 
 
if (ptr->isleaf==0)  (*newnode)->n = P-1-splitPos; 
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for(i=1;i<=n;i++) { ptr->dbits[i]=Dbit(ptr->keys[i],ptr->keys[(i-1)]) ;}  
 
for (i=0; i < (*newnode)->n; i++) 
{ 
 (*newnode)->p[i] = ptr->p[i + splitPos + 1]; 
 
 if(i < (*newnode)->n - 1) 
 (*newnode)->keys[i] = ptr->keys[i + splitPos + 1]; 
 
 else 
 (*newnode)->keys[i] = lastKey; 
}//telos for 
 
(*newnode)->p[(*newnode)->n] = lastPtr; 
 
 for (i=1; i <= (*newnode)->n; i++)  
{  
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// Sinartisi ektipwsis 










   printf(" "); 
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int search(int key) 
{ 
 
int pos, i, n; 






 n = ptr->n; 
  
 for (i=0; i < ptr->n; i++) 
 printf(" %d",ptr->keys[i]); 
 printf("\n"); 
 
 pos = searchDbit(key,ptr->dbits, ptr->keys, n); 
 
 if (pos < n && key == ptr->keys[pos]) 
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 ptr = ptr->p[pos]; 
} 
 
















//Sinartisi me thn opoia kanoume anazitisi tou mikroterou distinction bit 
//poy yparxei se ena kombo 
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int split(int *dbit_arr,int n) 
{ 
 int i,split=1; 
               //Psaxnoume gia to mikrotero dbit 
 for(i=2;i<n;i++){ 
           if(dbit_arr[i]<dbit_arr[split]) split=i;      
   
          } 
 return split; 
} 
 
int minimum(int a,int b) 
{ 
 
 if(a>=b) return a; 
           else return b; 
} 
 
//Sinartisi ipologismou distinction bit 
int Dbit(int a,int b)  
{ 
 int m=16; 
 int bias=8;     
 int d; 
 float p=log2(a^b); 
  
 d=bias+m-1-(floor(p));  // ypologismos distinction bit                                 
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 //   printf("%d\n",d); 
 return d; 
} 
 
//Sinartisi anazitisis basi distinction bit 
int searchDbit(int key,int *dbit_arr,int *key_arr,int n) 
{ 
         int i,j,t; 
 int pos=1; 
        double k,p; 
 
 if(n==1){    //An yparxei mono ena stoixeio 
          
             if(key>key_arr[0]) return 1; 
              




       if(n==2){ 
                pos=searchPos(key,key_arr,n);  
                return pos; 
       } 
       
 
 if(key<=key_arr[0]) { 
    pos=0;  return pos; 
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    } 
    int test=1; 
        i=1; 
        




 int timi=(int) p; 
  
          //Elegxoume an to dbit einai on                  
        if((key & (int)p)!=0 )  
                        {  
                        pos=i;             
   if(key==key_arr[pos]) return pos; 
                  if(key<key_arr[pos]) test=0;     
  
                              if(i<n-1)  i++;  
 
                             else test=0;   
   }  
                     
                    else{    
   
   if(i<n-1){ 
   j=i+1; 
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   int test2=1; 
    
   //psaxnoume pros ta deksia gia mikrotero dbit 
                                         while (test2==1){             
                k=23-dbit_arr[j]; 
           p=pow(2,k); 
           timi=(int) p; 
 
    if((dbit_arr[j]<dbit_arr[i]) && ((key & (int)p)!=0 ) )  
    {    
    pos=j;   test2=0; 
          if(key==key_arr[pos]) return pos; 
    
    if(key<key_arr[pos]) { test=0;} 
 
    if(j<n-1)  i=j+1; 
    
    else test=0;    
    }   
     
    else 
    { 
    if(key<key_arr[j]) { test2=0; test=0;}  
 
    if(j<n-1) j++; 
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        else {test2=0; test=0; }  
     } 
     
   }//telos while test2                         
 
   } 
   else test=0;    
    
   }//telos else 
            
}//telos while test 
  
                   




       
 
if(key>key_arr[pos]){                    //An to kleidi einai megalitero 
                         
   if(pos<n-1){ 
   i=pos+1; 
                           
                           //psaxnoume pros ta deksia gia mikrotero dbit 
                              while(dbit_arr[i]>=t && i<(n-1))                                  
   { 
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   i++; 




                       if(dbit_arr[i]<t || key<key_arr[i])  
   return i; 
 
   return i+1; 
               } 
                return pos+1; 
       } 
  
 
     if(key<key_arr[pos]){ 
    
   if(pos>1){ 
                           i=pos; 
                           
                //psaxnoume pros ta aristera gia mikrotero dbit 
                                 while(dbit_arr[i]>t && i>1) i--;  
   if( key<key_arr[i] ) return i; 
               } 
               return pos; 
       } 
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void DelNode(int key) 
{ 
 
struct node *uproot; 
enum KeyStatus value; 










uproot = root; 
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enum KeyStatus del(struct node *ptr, int key) 
{ 
 




enum KeyStatus value; 
struct node **p,*lptr,*rptr; 
 
if (ptr == NULL) 
return SearchFailure; 
 
/*Anathesi timwn tou kombou*/ 
 
n=ptr->n; 
key_arr = ptr->keys; 
dbit_arr = ptr->dbits; 
p = ptr->p; 
 
min = (M - 1)/2;  /*Elaxistos arithmos kleidiwn*/ 
min2=(P-1)/2; 
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pos = searchPos(key, key_arr, n); 
 
if (p[0] == NULL) 
{ 
 if (pos == n || key < key_arr[pos]) 
 return SearchFailure; 
 
        dbit_arr[pos]= minimum(dbit_arr[pos],dbit_arr[pos+1]);  
 
 /*Metakinoume ta kleidia kai tous deiktes sta aristera*/ 
 for (i=pos+1; i < n; i++) 
 { 
 key_arr[i-1] = key_arr[i]; 




       return --ptr->n >= (ptr==root ? 1 : min) ? Success : LessKeys; 
 
}/*Telos if */ 
 
 
if (pos < n && key == key_arr[pos]) 
{ 
 struct node *qp = p[pos], *qp1; 
 int nkey; 
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        while(1) 
 { 
 nkey = qp->n; 
 qp1 = qp->p[nkey]; 
  
        if (qp1 == NULL) 
 break; 
 qp = qp1; 
 }/*Telos while*/ 
 
 key_arr[pos] = qp->keys[nkey-1]; 
 qp->keys[nkey - 1] = key; 
 




value = del(p[pos], key); 




if (pos > 0 && p[pos-1]->n > min) 
{ 
 
 pivot = pos - 1;  
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        lptr = p[pivot]; 
 rptr = p[pos]; 
 
 /*Anathetoume times sto deksi kombo*/ 
 rptr->p[rptr->n + 1] = rptr->p[rptr->n]; 
 
 for (i=rptr->n; i>0; i--) 
 { 
 rptr->keys[i] = rptr->keys[i-1]; 




 rptr->keys[0] = key_arr[pivot]; 
        rptr->p[0] = lptr->p[lptr->n]; 
 
        rptr->dbits[pos]= minimum(rptr->dbits[pos],rptr->dbits[pos+1]); 
 
 key_arr[pivot] = lptr->keys[--lptr->n]; 
  
        return Success; 
 
}/*Telos if */ 
 
 
if (pos > min) 
{ 
Institutional Repository - Library & Information Centre - University of Thessaly




 pivot = pos;  
 lptr = p[pivot]; 
 rptr = p[pivot+1]; 
 
 /*Anathetoume times ston aristero kombo*/ 
  
  lptr->keys[lptr->n] = key_arr[pivot]; 
 lptr->p[lptr->n + 1] = rptr->p[0]; 
 key_arr[pivot] = rptr->keys[0]; 
 
        lptr->dbits[pos]= minimum(lptr->dbits[pos],lptr->dbits[pos+1]);   
 
            lptr->n++; 
 rptr->n--; 
 
 for (i=0; i < rptr->n; i++) 
  
        { 
 rptr->keys[i] = rptr->keys[i+1]; 




 rptr->p[rptr->n] = rptr->p[rptr->n + 1]; 
 
 return Success; 
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}/*Telos if */ 
 
if(pos == n) 
pivot = pos-1; 
 
else 
pivot = pos; 
 
 
lptr = p[pivot]; 
rptr = p[pivot+1]; 
 
/*Enwnoume to deksi me ton aristero kombo*/ 
lptr->keys[lptr->n] = key_arr[pivot]; 




for (i=0; i < rptr->n; i++) 
{ 
 
lptr->keys[lptr->n + 1 + i] = rptr->keys[i]; 




lptr->n = lptr->n + rptr->n +1; 
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free(rptr); /*Diagrafoume to deksi komvo*/ 
 
for (i=pos+1; i < n; i++) 
{ 
key_arr[i-1] = key_arr[i]; 
p[i] = p[i+1]; 
} 
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