In 2004, I described a relativistic version of the Ghirardi-Rimini-Weber (GRW) model of spontaneous wave function collapse for N non-interacting distinguishable particles. Here I present a generalized version for N interacting distinguishable particles. Presently, I do not know how to set up a similar model for indistinguishable particles or a variable number of particles. I also explain here what is wrong with the argument of Jones, Guaita, and Bassi to the effect that it be impossible to extend my 2004 model to interacting or indistinguishable particles.
Introduction
In this paper, I describe a relativistic model of spontaneous wave function collapse for N distinguishable particles with interaction, thereby generalizing my 2004 model without interaction [26, 27, 29] . The model involves, like the GRW model [14, 7] on which it is based, discrete jumps of the wave function with unitary evolution in between. I will describe the model in terms of Bell's flash ontology [7, 2, 30] by specifying the joint probability distribution of all flashes, but it could also be set up using Ghirardi's matter density ontology [9, 2] along the lines described in [6] . Neither choice of ontology makes the problem easier or more difficult. In the model, one can, as already suggested by Aharonov and Albert in 1981 [1] , associate a wave function ψ Σ with every spacelike hypersurface Σ. For every flash in the past of Σ, a collapse operator gets applied to the wave function; thus, each collapse affects the wave function everywhere in the universe, although the model is fully relativistic. Since the flashes occur randomly, ψ Σ is a random wave function and can thus be regarded as subject to a stochastic time evolution. In contrast to Bohmian mechanics but like the non-interacting 2004 model, the present model does not invoke a preferred foliation (i.e., slicing) of space-time into spacelike hypersurfaces.
Since, unlike Bohmian mechanics, the model does not involve trajectories in spacetime, the word "particle" should not be taken literally. Rather, in this paper it means a space-time variable in the wave function (or in the configuration PVM on Hilbert space).
The interaction is incorporated by assuming the unitary part of the time evolution as given and including interaction. More precisely, I assume that a unitary Tomonaga-Schwinger type evolution between spacelike hypersurfaces is given and describe how to insert collapses in between unitary evolution operators. I assume that the unitary evolution is relativistic and interaction-local (i.e., involves no interaction terms between spacelike separated regions, see below). For example, such an evolution is rigorously known for N Dirac particles in 1+1 dimensions with zero-range interaction [17, 18, 19] . For another example, the N particles could be taken to interact through a quantized field (which will neither be associated with local beables by itself nor with collapses). 1 If the unitary evolution is non-interacting, then the model reduces, up to small deviations, to the 2004 version. In particular, the model is non-local, i.e., two spacelike separated events a and b can influence each other, although there is no fact about the direction of the influence (whether a influenced b or b influenced a) [28] . Also like the 2004 version, the model obeys, up to small deviations, the condition that the distribution of the flashes up to a given spacelike hypersurface Σ does not depend on external fields in the future of Σ; this condition is a microscopic analog of the condition known as "parameter independence."
Much of the difficulty of devising a model with interaction arises from the fact that the collapse operators associated with different particles do not generally commute, whereas they do in the non-interacting case. This leads to a question of how to order the operators in the formula defining the joint probability density of the flashes, all the while with a need to ensure that the density integrates up to 1. The procedure proposed here is, roughly speaking, based on ordering the operator factors associated with two flashes in the temporal order when they are timelike separated, while the operators essentially still commute when the flashes are spacelike separated, except for certain details arising from the width σ of the collapses.
Another difficulty arises precisely from the use of smeared-out collapse operators of width σ. Partly due to the use of different operator orderings depending on the spacetime locations of the flashes, it turned out relevant to cut off the tails of the profile function, usually a Gaussian function of width σ, to ensure it vanishes exactly outside a certain admissible region. In fact, "cut off the tails" is a shorthand for a somewhat more involved procedure that will also change the shape of the profile function (away from a Gaussian shape) in the region where it does not vanish, as I will explain in Section 4.1. To make the model work, these several difficulties must jointly be dealt with.
Like the original GRW model, the present model has two parameters, the width σ of the collapse and the collapse rate λ per particle (or, equivalently, the expected waiting time τ = 1/λ for a collapse for a given particle). For our purposes, the waiting time is the relativistic timelike distance between two flashes associated with the same particle. We assume here the values suggested by GRW [14] , σ ≈ 10 −7 m and τ ≈ 10 16 s. The empirical predictions of the model are presumably, like those of the original GRW model, too close to those of standard quantum mechanics to allow for an experimental test with present technology; a careful study of its empirical predictions, its deviations from the original GRW model, and possible experimental tests would be of interest.
While the considerations of this paper also work in curved space-time, they will be formulated for Minkowski space-time M.
Let me mention other proposals of relativistic collapse theories: Early attempts at a relativistic version of continuous spontaneous localization (CSL) [22, 23] are divergent and lead to infinite energy increase; see also [5] . A regularized relativistic version was developed by Bedingham and Pearle [3, 4, 24] . A model due to Dowker and Henson [11] lives on a discrete space-time and is relativistic in the appropriate lattice sense. A relativistic model due to Tilloy [25] is based on starting from a standard quantum field theory in a suitable regime, tracing out certain degrees of freedom, obtaining a master equation for the remaining ones, and finally using an unraveling of that master equation that should be empirically equivalent to the original quantum field theory in the regime considered.
The remainder of this paper is organized as follows. In Section 2, I review the noninteracting model. In Section 3, I describe the assumptions made on the unitary part of the time evolution. In Section 4, I define the interacting model. In Section 5, I discuss some of its properties. In Section 6, I explain where the argument by Jones et al. to the effect that interacting relativistic GRW models be impossible went wrong.
Review of the Non-Interacting Version
We begin with a brief summary of the 2004 model for N distinguishable non-interacting particles.
I will specify the joint distribution of the first n i flashes for each particle number i ∈ {1, . . . , N }. Let X ik with i ∈ {1, . . . , N }, k ∈ {1, . . . , n i } be the random space-time points at which the flashes occur. Let X denote the collection of all X ik with 1 ≤ i ≤ N and 1 ≤ k ≤ n i , likewise x the collection of the space-time points x ik , and
the volume element in 4ν dimensions (meaning either an infinitesimal set or its volume) with ν := n 1 + . . . + n N . For each i, let x i0 be a given "seed" flash. The distribution of X is of the form
with operators D to be specified below and ψ 0 a wave function on a surface Σ 0 playing the role of an initial surface. In particular, the distribution of X is associated with a POVM G(dx) = D(x) dx with density D(x). Let H 1Σ be the 1-particle Hilbert space associated with the spacelike surface Σ, and
iΣ be the unitary time evolution of particle i from the spacelike surface Σ to the spacelike surface Σ . For all particles together, the unitary time evolution is Let H y (s) be the surface of constant timelike distance s from y ∈ M in the future of y (henceforth called a hyperboloid, see Figure 1 ); we also write |·| for the invariant (proper) length of a timelike 4-vector, H y (x) := H y (|x − y|) for the hyperboloid containing x ∈ future(y), and 2
Letg yx be the Gaussian function centered at x along the hyperboloid H y (x),
where s-dist Σ means the spacelike distance along Σ, and g yx the version normalized in x,
where, for a spacelike surface Σ and f : Σ → C,
is the L 2 norm and d 3 x means the invariant volume of a 3-surface element (defined by the 3-metric on Σ). For the multiplication operator by g yx on Σ = H y (x), we write P (g yx ). To the flash x ik we associate the collapse operator
and to all flashes together the operator
with the order in the product so that k increases from right to left. Then set
It was shown in [26] (and it follows from the proofs below that apply to the more general interacting case) that
with I the unit operator; as a consequence, P is a probability distribution for every
If ψ 0 factorizes into a tensor product ⊗ N i=1 ψ 0i , then P will factorize, and the flashes for different i will be independent of each other. But in general, even though G factorizes, P will not factorize, which leads to non-local correlations between the flashes associated with different i.
We now prepare for defining the novel interacting version of the model.
Assumptions
In this article, I put no emphasis on mathematical rigor. But the reasoning is actually rigorous if the assumption is satisfied that the unitary evolution is defined not only between Cauchy surfaces but also to hyperboloids or surfaces consisting of pieces of hyperboloids. For example, a sufficient class of surfaces would be the set S of those sets that are intersected exactly once by every timelike straight line; in the following, I will simply say "spacelike surface" for any Σ ∈ S . For massive free Dirac particles, it is known [12] (see also [29] ) that the unitary evolution is also defined from a Cauchy surface to a hyperboloid, so it seems plausible that it is also defined between any two surfaces belonging to S . So, we assume that the unitary part of the time evolution is given by a Tomonaga-Schwinger type evolution, more precisely, by a unitary hypersurface evolution [20] between spacelike surfaces. That is, we assume that with every spacelike surface Σ ∈ S there is associated a Hilbert space H Σ (see [20] for examples), and that for any two spacelike surfaces Σ, Σ we are given a unitary isomorphism U Σ Σ : H Σ → H Σ representing the time evolution without collapses, such that
for all Σ, Σ , and Σ . Moreover, for each Σ we are given a position PVM P Σ ("configuration observable") on Σ N acting on H Σ . This completes the definition of "unitary hypersurface evolution." For a function f : Σ N → R, we define the associated multiplication operator
Of the unitary evolution we assume
Interaction locality (IL) [20] : For any two spacelike hypersurfaces Σ, Σ , any set A ⊆ Σ ∩ Σ in the overlap, and any i ∈ {1, . . . , N },
The condition expresses that the unitary evolution includes no interaction term between spacelike separated regions. Specifically, the unitary evolution from Σ to Σ acts like the identity on Σ ∩ Σ . Here are some consequences of IL:
1. Fix a function f on Σ ∩ Σ and a label i ∈ {1, . . . , N }, and let P (f ) be the associated multiplication operator in the i-th variable; more precisely, let
Then
That is because, setting A = d 3 x in (14),
That is because, using the normalization P Σ (Σ N ) = I,
4 Interacting Model
A Simple Case
As a warm-up we consider the simple case of N = 2 particles and limit our attention to the first flash for each particle. That is, we define the joint distribution of two flashes, X 1 and X 2 , each associated with a different particle. We take as given a seed flash for each particle, y 1 and y 2 , and an initial wave function ψ 0 . We postulate that the joint distribution is of the form
with positive operator-valued density
where L will be defined below. As before, the distribution of (X 1 , X 2 ) is determined by a POVM G(dx 1 × dx 2 ) = D(x 1 , x 2 ) dx 1 dx 2 with density D(x 1 , x 2 ). We will consider two relevant hyperboloids,
and a profile function g yx (z) on H y (x) that has a bump shape around x; the first thought would be to use the Gaussian functiong yx centered at x given by (4), but we will refine this choice later. We write g yxi for the function g yx applied to the i-th variable; that is, g yx is a function on a 3-surface Σ, and g yxi a function on Σ N (here with N = 2). A basic difference between the interacting and the non-interacting case is that in the non-interacting case, one can evolve particle 1 to Σ 1 and independently particle 2 to another surface Σ 2 ; in the interacting case, we can only evolve all particles jointly to a certain surface. Let us consider two candidates for L(x 1 , x 2 ),
We can think of each of (23a) and (23b) as a product of two multiplication operators, each Heisenberg-evolved to the initial surface Σ 0 . Since the unitary evolution does not commute with multiplication operators, the two multiplication operators on different surfaces do not commute with each other, so (23a) and (23b) are in general not equal, with two relevant exceptions: First, in the absence of interaction, the unitary evolution factorizes, and the two multiplication operators commute because they act on different factors. Second, if the supports of g y 1 x 1 and g y 2 x 2 are spacelike separated (i.e., if every point in the one set is spacelike from every point in the other), then they commute by virtue of IL. (It may appear pointless to talk about the support of g yx if g yx is a Gaussian because then its support is the entire surface H y (x); but we will later cut off the Gaussian tails to create smaller supports.) So, for the purpose of defining the operator L(x 1 , x 2 ), we are confronted with a problem of operator ordering. Roughly speaking, we choose the ordering according to the temporal ordering of x 1 and x 2 : For x 1 in the past of x 2 , we choose L = L (21) and vice versa. But the exact definition is a little more complicated, partly because we need to consider the support of g y 1 x 1 , not just the point x 1 .
To this end, we subdivide each H i into two parts (see Figure 2 ),
(Note that the interface H 1 ∩ H 2 has measure 0 in H 1 as well as in H 2 , except if y 1 = y 2 and τ 1 = τ 2 , which happens with probability 0. Ignoring sets of measure 0, we can pretend that F i and P i form a partition of H i .) For any set A ⊆ H y (x), set
and
Some functions of this type are depicted in Figure 3 . Figure 2 : Two hyperboloids H 1 , H 2 are each subdivided according to (24) into two 3-regions F i and P i , above and below the other.
Sinceg
it follows that for every z ∈ H y (x),
Again, we write g yAxi for the function g yAx applied to the i-th variable. It follows from (28e) that, for any i ∈ {1, . . . , N } and A ⊆ H y (s),
We define
Proposition 1. Interaction locality implies that
As a consequence, G(·) is a POVM, and (20) defines a probability distribution for every ψ 0 ∈ H 0 with ψ 0 = 1. (26), but defined on the real line instead of a hyperboloid, here with A = [0, ∞). The first factor on the right-hand side of (26) causes a deviation from the Gaussian shape which is small for x far from the boundary of A but visible for x close to it. The right axis shown is z, the functions plotted are
Ag x (z) withg x the Gaussian density with center x and width 1 for the values x = 0, 1 2 , 1, 2, 5 (in the order of centers from left to right, or of decreasing values of g Ax (0)).
Proof. Since (coarea formula)
and since
it suffices to show that for any two hyperboloids H 1 , H 2 based at y 1 and y 2 , respectively,
Let Σ := P 1 ∪ P 2 . Writing H i = P i ∪ F i yields four parts for H 1 × H 2 . We deal with each part separately, beginning with P 1 × P 2 : By the consequence (18) of IL,
By the consequence (16) of IL,
for every x 1 ∈ P 1 . Thus,
Here, we used in (37e) that the operators of a PVM commute, and in the last step that, for every PVM, P (A)P (B) = P (A ∩ B).
We now turn to the contribution from P 1 × F 2 . Here we exploit that, by the consequence (18) of IL applied to H 2 and Σ = P 1 ∪ P 2 ,
With the same strategy as in (37), we now obtain that
For F 1 × P 2 , we interchange the order of integration so that the x 1 integration is carried out first (i.e., inside the x 2 integral). Exploiting that, by (18),
we obtain through the same strategy as before that
Likewise for F 1 × F 2 :
Putting together (37g), (39), (41), and (42), we obtain that
as claimed in (34).
General Case
Consider n i flashes for particle i; they occur at the random points X ik , i ∈ {1, . . . , N }, k ∈ {1, . . . , n i }. Let X denote again the collection of all X ik with 1 ≤ i ≤ N and 1 ≤ k ≤ n i , likewise x the collection of the space-time points x ik , and dx as in (1). For each i, let x i0 be a given seed flash. The distribution of X is again of the form
with D again of the form
In particular, the distribution of X is again determined by a POVM G(dx) = D(x) dx with density D(x). We use the notation H ik as in (3). The first, rough idea would be to take L to be something like
with a problem of operator ordering. To address this problem, we need to construct the analogs of the 3-cells P i and F i of the previous section.
Division into Cells
The connected components of M \ ∪ ik H ik (more precisely, their closures) we call 4-cells. They can be labeled by k = (k 1 , . . . , k N ) ∈ N i=1 {0, . . . , n i }: the 4-cell for k is defined as
where future(H i0 ) and past(H in i +1 ) should be understood as M; see Figure 4 for an example. There are i (n i + 1) 4-cells. The 4-cells form a partition of space-time, except (47) for overlap on the hyperboloids. For k with all k i = 0 we write 0 N , and we write n = (n 1 , . . . , n N ), as well as 4 C for the set of all 4-cells.
The faces of the 4-cells are pieces of hyperboloids henceforth called 3-cells,
where k must be such that k i ≥ 1. In fact, 3 C ik is the common boundary of 4 C k and 4 C k , where k i = k i − 1 and k j = k j for all j = i. For example, for two hyperboloids as in Figures 2 and 4 ,
The set of all 3-cells will be denoted by 3 C . If two 4-cells border on each other along a 3-cell 3 C ik , then the one in the future of H ik i will henceforth be said to be a successor of the one in the past of H ik i , and conversely a predecessor. The predecessors of 4 C k are those for which one k j in k has been replaced by k j − 1.
We say that a set S ⊆ M is past complete if past(S) ⊆ S; correspondingly future complete. For example, ∅ and M are both past and future complete, the past of any set is past complete, an intersection of past complete sets is past complete, 4 C 0 N is past complete, 4 C n is future complete, and M \ 4 C n is past complete. One easily verifies that the complement of a past complete set is future complete and vice versa. While the exact location and shape of 4 C k depends on the hyperboloids, many relations between the 4-cells, such as which one borders on which others along which 3-cells, can be read off from the index k. That is why we also call k ∈ i {0, . . . , n i } an abstract 4-cell and a pair (i, k) such that k i ≥ 1 an abstract 3-cell. The set of abstract 4-cells (respectively, 3-cells) is 4 A := i {0, . . . , n i },
The future faces of the abstract 4-cell k are the abstract 3-cells (i, k ) with k i = k i + 1 and k j = k j for all j = i (if they exist); the past faces of k are the (i, k) with k i ≥ 1. The predecessors of k are those abstract 4-cells for which one k j in k has been replaced by k j − 1; correspondingly successors. A set V of abstract 4-cells will be called predecessor complete iff 3 it contains every predecessor of each of its elements; correspondingly successor complete. A set is successor complete iff its complement is predecessor complete. Proposition 3. If a set V ⊆ 4 A is predecessor complete, then the corresponding spacetime set S(V ) = ∪ k∈V 4 C k is past complete. Furthermore, if the hyperboloids are such that 4 C k has non-empty interior (or non-zero 4-volume) for every k ∈ 4 A , then also the converse is true: S(V ) is past complete only if V is predecessor complete.
Proof. To see that S(V ) is past complete, consider x ∈ S(V ) and y in the past of x. The straight line (or any causal curve) from x to y, when crossing hyperboloids, enters a predecessor of the 4-cell, and thus remains in S(V ). We remark that if some 4 C k is empty (as would happen if
Now assuming that the 4-cells have non-empty interior, if S(V ) were past complete but V not predecessor complete, then let k / ∈ V be a predecessor of k ∈ V . Since the interiors are non-empty, there are interior points x ∈ 4 C k and y ∈ 4 C k such that y ∈ past(x), in contradiction to y ∈ S(V ).
Let N be the set of predecessor complete sets of abstract 4-cells. It becomes a directed network by putting a directed edge from V 1 to V 2 whenever V 2 can be obtained from V 1 by adding one abstract 4-cell, V 2 = V 1 ∪ {k}. In particular, every edge is related to some abstract 4-cell, while the same abstract 4-cell can occur for several edges at different vertices. An admissible sequence (V 1 , . . . , V r+1 ) is a path in N (using only edges in their direction) from the vertex ∅ to the vertex 4 A . We will show in Proposition 6 that admissible sequences exist.
We say that the admissible sequence (V 1 , . . . , V r+1 ) crosses the 4-cell k in step n iff V n+1 = V n ∪{k}. We say that it crosses the 3-cell (i, k) ∈ 3 A in step n iff V n+1 = V n ∪{k}. Proof. Since each step in the path adds exactly one 4-cell, and since the last element of the sequence is the set of all 4-cells, each 4-cell must occur sooner or later, and cannot occur twice. The 3-cell (i, k) gets crossed exactly when the 4-cell k gets crossed.
In particular, r equals the number of 4-cells. Since the starting point is fixed, an admissible sequence can be characterized by specifying which edge to use in each step. Since the edges are labeled with abstract 4-cells, it can be specified by the sequence (k 1 , . . . , k r ) of abstract 4-cells in the order in which they are crossed. Such a sequence is Proof. "only if": Otherwise V n+1 = V n ∪ {k n } is not predecessor complete, as V n = {k 1 , . . . , k n−1 }. "if": The sequence of 4-cells tells us in each step of the path in N which edge to take. In order to verify that such edges exist in N , we need to check that, for each step from V n to V n+1 = V n ∪ {k n }, V n+1 is predecessor complete. It is because each predecessor of k n is contained in V n = {k 1 , . . . , k n−1 } by assumption, and because V n is predecessor complete. Since every 4-cell occurs, the end point of the path in N is the set of all 4-cells.
As a consequence, the sequence of 4-cells must begin with 0 N (the only one without predecessor) and end with n (the only one without successor). For N = 2 and n 1 = 1 = n 2 as in Figures 4, 5, and 6, there are two orderings as described in Proposition 5: (00,01,10,11) and (00,10,01,11). Proposition 6. For every choice of N, n 1 , . . . , n N ∈ N, there exists an admissible sequence.
Proof. For every k, define m(k) = k 1 + . . . + k N . We specify the ordering of 4-cells. Begin with k = 0 N , the only 4-cell with m(k) = 0. Then list, in arbitrary order, all 4-cells k with m(k) = 1. Then, in arbitrary order, all 4-cells k with m(k) = 2, and so on up to m(k) = ν, which occurs only for k = n. Then all 4-cells have occurred exactly once. Every predecessor k of k occurred earlier than k because m(k ) = m(k) − 1. (We remark that not every admissible sequence needs to have this structure.)
Of two admissible sequences, we say that they differ by an elementary deformation if their associated orderings of 4-cells differ only by an exchange of two successive 4-cells, i.e., one is (k 1 , . . . , k r ) and the other k 1 , . . . , k n−1 , k n+1 , k n , k n+2 , . . . , k r (49) for some n ∈ {1, . . . , r − 1}. For example, in Figure 5 this exchange corresponds to switching from the left path to the right one or vice versa. An exchange of 4-cells as in (49), applied to an admissible sequence, does not necessarily yield another admissible sequence, but here we need the converse fact:
Proposition 7. Any two admissible sequences can be obtained from each other through finitely many elementary deformations.
Proof. Let (k 1 , . . . , k r ) be the ordering of 4-cells corresponding to one of the two admissible sequences and (k 1 , . . . , k r ) the other. Apply the following elementary deformations to the primed ordering. Find the place where k 1 occurs and move k 1 one place to the left in the primed ordering (by exchange with its left neighbor). The resulting ordering corresponds to an admissible sequence because k 1 has no predecessor. Likewise, k 1 can be moved again to the left, in fact repeatedly until it reaches the first position. Repeating the procedure, we can move k 2 to the second position and so on until we have reached the unprimed ordering. In each intermediate ordering, predecessors always occur earlier, because they did in the two given orderings.
Definition of L
We use an admissible sequence to define the operator ordering in L(x), and then proceed to show that the operator L(x) does not, in fact, depend on the choice of admissible sequence. So fix an admissible sequence. Since each H ik is partitioned into 3-cells, there is exactly one 3-cell 3 C(x ik ) containing x ik (except in the probability-0 case that x ik lies on the boundary between two 3-cells on H ik , which we ignore). To the flash x ik we associate the operator
We define L(x) as the product of the K(x ik ) in the order from right to left in which the 3-cells are crossed in the admissible sequence. Now in some steps of the sequence, several 3-cells are crossed in the same step. Among these, it does not matter which order we choose, as their operators commute:
Proposition 8. Assume interaction locality and consider V and V = V ∪ {k} in N . If 3 C(x ik ) and 3 C(x j ) are two 3-cells in the common boundary of S(V ) and 4 C k (so k = k i and = k j ), then K(x ik ) commutes with K(x j ). As a consequence, every admissible sequence unambiguously defines a product L(x).
Proof.
, the consequence (16) of interaction locality implies that multiplication by this g function can as well be carried out on ∂S(V ), i.e.,
Since multiplication of the two g functions is commutative, K(x j ) K(x ik ) yields the same expression.
Proposition 9. Assuming interaction locality, any two admissible sequences lead to the same operator L(x).
Proof. By Proposition 7, it suffices to consider two admissible sequences that differ by an elementary deformation as in (49). By Proposition 5, the two 4-cells k n , k n+1 that get exchanged must be such that neither is a predecessor of the other; that is, they do not have a 3-cell in common. Hence, for each of them the past boundary is a subset of ∂S(V n ) with V n = {k 1 , . . . , k n−1 }. For the same reasons as in the proof of Proposition 8, the K operators for any two flashes in 3-cells in the past boundaries of 4 C k n and 4 C k n+1 commute (they are multiplication operators on a common spacelike surface). Thus, the different operator orderings associated with the two admissible sequences yield the same L(x).
This completes the definition of L(x) and thus of D(x) as in (45) and of the distribution of X as in (44). It remains to verify that P is a probability distribution. (52)
Normalization
As a consequence, G(·) is a POVM, and (44) defines a probability distribution for every ψ 0 ∈ H 0 with ψ 0 = 1.
Proof. Written out, (52) reads
with the abuse of notation that ik d 4 x ik means, not a product, but repeated integration over all x ik , with each integral extending up to the equal sign. By the coarea formula (32) and the normalization (33), it suffices to show that for all s ik > 0,
While Fubini's theorem allows us to exchange the order of integration, it must be noted here that the domain for x ik depends on x ik−1 , so the x ik -integral must occur to the right of the x ik−1 -integral. This limitation on the possible ordering of the integrals must be kept in mind; note also that the order of integrals is not a priori related to the order of factors in L(x). Fix the s ik and let H ik := H x ik−1 (s ik ). We split the multiple integral, corresponding to the partition of each H ik into the 3 C ik 's with k i = k, into a sum
Each summand is associated with a certain element of 4 A ν , and different summands with different elements of 4 A ν . As a preparation for the general procedure, let us outline the first step of the induction. In each summand, consider the two innermost K factors of L(x) † L(x), let them be K(x j ) † K(x j ). We want to integrate them out using (29) , resulting in a factor P j 3 C jk j in the abbreviated notation
(which depends only on the 3-cell rather than on H ik i by interaction locality). But let us be slow and integrate out, at this step, x j only if 3 C jk j lies on ∂ 4 C n (the futuremost surface formed by 3-cells). Since k j j = , and H j must border on 4 C n , = n j ; thus, there is no H j +1 , and therefore no obstacle to changing the order of integration so that the rightmost integral is over x j . That is, such an x j can, in fact, be integrated out.
Since factors corresponding to different 3-cells on ∂ 4 C n commute, we can integrate them all out. As a result, in each summand, there is no integration any more over any 3-cell on ∂ 4 C n , but for each 3-cell on ∂ 4 C n involved in a summand, there is a factor of the form (56). The induction step will be about considering surfaces made up of 3-cells that lie further and further in the past, until we are done with the pastmost surface ∂ 4 C 0 N and all variables are integrated out. Now we give the details.
Fix an admissible sequence (V 1 , . . . , V r+1 ). We will consider the sequence backwards and count down the index n of V n from r + 1 to 1. We write V c n := 4 A \ V n for the complement of V n ; since the corresponding space-time set S(V c n ) = S(V n ) c is future complete, it is for every n = r + 1 the future of some spacelike surface
At each stage of the process, each summand stemming from (55) is related to ν 3-cells. After integrating out one variable, we call the associated 3-cell an out-cell, while a 3-cell associated with a variable that has not yet been integrated out will be called an in-cell.
In each step n → n − 1 of the induction, we will operate on the summands keeping their sum the same. Let B denote the set of abstract flashes, i.e., of all pairs (i, k):
The abstract 3-cells on H ik form the set
Moreover, we define the sets that will turn out to be the sets of all in-cells (out-cells, respectively) by
Out nik := (j, ) ∈ ∂V n : no later than 3 A ik .
They correspond to the space-time sets
Together, they form the spacelike surface ∂ future(H ik ) ∪ future(Σ n ) ; see Figure 7 . 
where the product over K(x ik ) is understood in the order from right to left in which the 3-cells are crossed in the admissible sequence.
The form (63) of the summand labeled θ means, in particular, that the in-cells are integrated over, and the out-cells appear only in the projections in the middle. The order of the factors P ik 3 C θ(ik) need not be specified: they commute pairwise because all of the 3-cells 3 C θ(ik) lie on a common spacelike surface Σ n .
The anchor of the induction is the case n = r, in which In rik = {(i, k) ∈ 3 A : k i = k} and Out rik = ∅, so M r as in (62) corresponds to those (k 11 . . . k N n N ) with k ik i = k, and the summands agree with those of (55).
On the other end, for n = 2, we find that V 2 = {0 N }, Σ 2 = ∂ 4 C 0 N , In 2ik = ∅, and Out 2ik contains exactly the 3-cells on Σ 2 . So the induction hypothesis, when proved, will imply that no summands involve integrals any more, and the sum reads
as needed for (54). So it remains to carry out the induction step n → n − 1, which consists of two parts. The first part deals with the projections in the middle of (63), the second with integrating out some of the variables.
First part: Interaction locality in the form (18) implies that the projection to the future boundary of a 4-cell can be "pulled across" the 4-cell, i.e., is equal to the projection to its past boundary,
where ∂ ± denotes the future (past) boundary, which consists of one or more 3-cells, and P j ∂ ± 4 C equals the sum of the P j 3 C over all 3-cells 3 C belonging to ∂ ± 4 C. The relevant 4cell 4 C here is the one crossed by the admissible sequence between n−1 and n, 4 C = 4 C k with V n = V n−1 ∪ {k}. The future boundary of 4 C consists of 3-cells belonging to Σ n , the past boundary of 3-cells belonging to Σ n−1 ; in fact, the only difference between Σ n and Σ n−1 is that the 3-cells belonging to the future boundary of 4 C are replaced by those belonging to the past boundary of 4 C. 
Indeed, either 4 C ⊆ future(H ik ) or 4 C ⊆ past(H ik ). In the former case, ∂ + 4 C ⊆ future(H ik ) \ H ik ; since Out nik lies in the past of H ik , none of the 3-cells in ∂ + 4 C belong to Out nik . In the latter case, ∂ + 4 C ⊆ past(H ik ); since all of the 3-cells in ∂ + 4 C belong to Σ n , they all belong to Out nik , which proves (66). Now define
and M n like M n in (62) but with Out nik replaced by Out nik .
Claim:
The sum over θ ∈ M n of (63) equals the sum over θ ∈ M n of (63) with Out nik replaced by Out nik .
To see this, think of M n as the rightmost expression of (62). We take the following step successively for each j ∈ B (in any ordering of B): We replace Out nj in (62) and (63) by Out nj ; that is, a P factor appears in each summand for each ik for which θ(ik) ∈ Out nik respectively θ(ik) ∈ Out nik , depending on whether the replacement step has already been done for ik. We check that each step leaves the sum unchanged; in fact, for every fixed choice of θ(ik) for all ik = j , the sum of the summand remains unchanged. Indeed, this sum is a sum over all θ(j ) ∈ In nj ∪ Out nj . The summands with θ(j ) ∈ In nj ∪ Out nj \ ∂ + 4 C do not change. By (66), the summands with θ(j ) ∈ Out nj ∩ ∂ + 4 C together are either 0 or can be combined into one expression of the form (63) with P j 3 C θ(j ) replaced by P j ∂ + 4 C . By (65), ∂ + can be replaced by ∂ − , and by the same reasoning backwards, this equals the sum over θ(j ) ∈ Out nj ∩ ∂ − 4 C. Thus, each step leaves the sum unchanged, and after all steps (for all j ), we have proved the claim (68).
At this point, we have achieved in particular that all P factors refer to 3-cells on Σ n−1 .
Second part: We now wish to integrate out all variables that vary over 3-cells in Σ n−1 . We can do this for each summand individually, so focus on a particularθ ∈ M n . The only 3-cells in Σ n−1 that were not included already in Σ n are those in ∂ − 4 C, and the only ones that any variable x ik ever gets integrated over are those in In nik . In the given summandθ, there can be none or one or several variables x ik for which ∂ − 4 C overlaps with In nik . If none, we leave the summand unchanged. If one or more, we will treat them successively in an arbitrary order. So let x j be one of them. The leftmost factors in the K(x ik ) in (63) are those referring to 3-cells in ∂ − 4 C; by Proposition 8, these factors commute with each other, so we can assume that K(x j ) is the leftmost one. Now we want to make sure that the integral over x j is the rightmost integral. We can change the order of integration using Fubini's theorem, provided the domains of integration of the other integration variables do not depend on x j . The variables whose domain depends on x j are x j +1 and higher ones for particle j. Since these domains all lie on H j +1 or later, and thus in the future of x j , they lie on Σ n or later, so by (60b) and the induction hypothesis, all of these variables have already been integrated out in previous induction steps (In nj +1 = ∅), and we can assume that the x j integral is the rightmost integral.
For carrying out the integral, we need that the space-time locations of the 3-cells 3 Cθ (ik) in the factors P ik
do not depend on x j . This follows if none of these 3-cells lies in the strict (open) future of x j . Now all of these 3-cells lie on Σ n−1 , a spacelike hypersurface containing x j , and thus not in the strict future of x j .
We also need that K(x j ) commutes with the P 's in the middle. That is the case because the P 's are multiplication operators on their 3-cells and thus (by interaction locality) on Σ n−1 ; likewise, K(x j ) is by its definition (50) a multiplication operator on the 3-cell 3 C(x j ) containing x j (which remains the same 3-cell 3 C := 3 Cθ (j ) during the integration over x j ) and thus (by interaction locality) a multiplication operator on Σ n−1 . Since all multiplication operators on a common spacelike surface commute, we can pull K(x j ) to the left of all P 's, where it arrives next to K(x j ) † . Since none of the other factors (P 's and K's) in the integrand depends on x j , they can be pulled out of the x j integral. By (29) , the integral can be carried out to yield
This factor joins the P factors, showing up in the correct position among all factors in the remaining integrand (63). In particular, still all P factors refer to 3-cells on Σ n−1 .
We repeat this operation of carrying out the integral for all integrals over 3-cells on ∂ − 4 C. Afterwards, in this summandθ the out-cells (with P factors) are those in Out nik together with those in ∂ − 4 C, and thus exactly those in Out n−1,ik ; the in-cells (with K factors) are those in In nik except for those on Σ n−1 or later, and thus exactly those in In n−1,ik . The summand has the form (63) with n replaced by n − 1, and the index θ labeling the summands runs through M n−1 . We have thus proved the induction hypothesis for n − 1, completed the induction step, and completed the proof of Proposition 10.
Definition of the Theory
We have defined the model in (44) for chosen numbers n i of flashes for each particle i. If we want to think of this model as a theory of the universe, and compare it to our empirical observations, we should take the limit n i → ∞ or choose n i very large.
In contrast to the non-interacting 2004 model, in the present model the marginal distribution of the firstñ i flashes for each particle i (i.e., the distribution after integrating out the flashes afterñ i ) is not given by the same formula (44), although it is still given by some POVM. That is because the partition of the hyperboloids into 3-cells depends on the later flashes, and thus so does the procedure of cutting off the tails of the Gaussians. As a consequence, for the 2004 model we did not actually have to specify the numbers n i , but now we have to; any choice of very large n i should yield reasonable behavior of the theory, as well as the limit n i → ∞.
5 Properties of the Model 1. Size of 3-cells. Since the tails of the Gaussian profile function get cut off at the boundary of a 3-cell A, the width of the resulting profile function g yAx could be smaller than σ if the diameter of A is, which could have undesirable consequences such as amplified empirical deviations of the model from standard quantum mechanics. I have made a crude estimate of the typical diameter of the 3-cells for condensed matter under everyday conditions and arrived at several millimeters or larger, which is much larger than GRW's suggested value of σ = 10 −7 m and thus suggests that the deviations are not amplified. Put differently, the tails are typically cut off at about 10 4 standard deviations, so the change is tiny. A more careful study of this question would be of interest.
Matthias Lienert has made the interesting suggestion (personal communication) that since the Gaussians get cut off anyway, maybe they can be dispensed with altogether and replaced by a constant function (corresponding to the limit σ → ∞); at each collapse, the wave function would then be localized to the size of a 3-cell. An investigation of whether such a theory is viable would be of interest.
2. Stochastic evolution of the wave function. In order to define a theory with flash ontology, it suffices to define the joint distribution of the flashes. But it is common to think of collapse model in terms of a stochastically evolving wave function. Such a wave function ψ Σ can be defined for the present model for every spacelike surface Σ as follows. It should be related to the conditional probability distribution of X, given the flashes up to Σ. To express this distribution, let I ⊆ B be an arbitrary index set of ik's (with B as in (58) the set of all ik's), let I c := B \ I , and let X I be the collection of X ik with ik ∈ I ; likewise x I etc., so we can write x = (x I , x I c ). Then the conditional distribution of the flashes after Σ, given that those before Σ were at x I ∈ past(Σ) I , is
with positive operators
(The condition that X ik+1 ∈ future(X ik ) restricts the relevant index sets I , but this fact does not change the validity of (70).) We therefore define, given that the flashes up to Σ were x I ,
in analogy to Eq. (25) of [27] . Considering a fixed pattern x of flashes and varying Σ, this wave function changes abruptly whenever Σ crosses one of the flashes (as I changes then). The conditional probability (70) can be expressed as
3. Non-interacting special case. If the given unitary hypersurface evolution U Σ Σ is non-interacting, the situation simplifies as different particle variables x j in the wave function can be evolved to different surfaces, and K(x ik ) commutes with K(x j ) for j = i. If we could replace the cut-off Gaussians g yAx of (26) in the definition (50) of the collapse by the original Gaussiansg yx of (4), we would obtain exactly the 2004 model. Thus, whenever it is the case that the 3-cells A are typically much larger than the width σ of the Gaussians, then (with high probability) the cutting off does not make a big difference as it concerns only tiny tails of the Gaussian, and the 2004 model is a close approximation to the non-interacting case of the present model.
4.
Non-locality. The collapse model presented here is non-local while being fully relativistic. In fact, it violates Bell's inequality. The non-locality corresponds to the fact that the joint distribution of two flashes is not a product even when the flashes are spacelike separated. Already the 2004 model was non-local, and further aspects of this property were discussed in [26, 27, 28, 29] .
5.
Microscopic parameter independence. This is the property of a theory that the probability distribution of the local beables before any spacelike surface Σ does not depend on the external fields after Σ. For example, microscopic parameter independence is grossly violated in Bohmian mechanics (for Σ not belonging to the preferred foliation). The model presented here does not satisfy microscopic parameter independence exactly, but it does up to small deviations. This is suggested by the following considerations. First, U Σ 0 does not depend on the external fields after Σ if both Σ 0 and Σ lie in the past of Σ; by interaction locality, a collapse operator K(x ik ) does not depend on the external fields after Σ if 3 C(x ik ) lies in the past of Σ. The space-time location of 3 C(x ik ) (specifically, where its boundaries are) depends on other x j , but only on those before Σ. As a by-product of the proof of Proposition 10, the marginal distribution of the flashes in the past of ∂V n for V n ∈ N is given by the sum over θ ∈ M n of the integrands in (63), so if S(∂V n ) lies in the past of Σ, this distribution will not depend on external fields after Σ. However, even if x ik lies in the past of Σ, 3 C(x ik ) need not lie in the past of Σ. Yet, it seems that the significant support of g x ik−1 , 3 C(x ik ),x ik reaches no further than about σ/c ≈ 10 −15 s into the future of Σ. 6 . No signaling. This property means the impossibility for agents to transmit messages faster than light; it should follow from microscopic parameter independence, as the message to be sent could be modeled as an external field and the message received would have to be some (coarse-grained) function of the local beables. 7. Non-relativistic limit. In the non-relativistic limit, the present model reduces to the non-relativistic GRW model, provided that the unitary evolution reduces to a non-relativistic unitary evolution. To see this, note that in the limit the hyperboloids become horizontal 3-planes, while the intersection between two hyperboloids escapes to infinity, so that every 3-cell becomes a full horizontal 3-plane and every 4-cell a layer between two such planes. Thus, cutting off the Gaussians becomes irrelevant, there is only one admissible sequence, K is just the Heisenberg-evolved multiplication by a Gaussian, and it becomes visible that the joint distribution of the flashes approaches that of the non-relativistic GRW model.
Claimed Impossibility
Jones et al. [16] recently wrote 4 about the 2004 model for N non-interacting particles that "[t]his model does not go far beyond the single particle model" [i.e., beyond the 1particle version of the 2004 model]. This statement does not do justice to the situation, as the N -particle model is non-local while the 1-particle version is local, and it was a challenge to set up a model that is both non-local and relativistic. In fact, the model was the first one in Minkowski space-time to be non-local without invoking a preferred foliation, and several authors (e.g., [21, 10] ) thought before that this was impossible. More profoundly, Jones et al. claimed in [16] that it was impossible to generalize the 2004 model to either interacting or indistinguishable particles. Needless to say, the model presented here is a counter-example to this claim. So what went wrong? Their reasoning hinges on the thought that flashes (or collapse centers) cannot be spacelike separated. In the present model, they often are spacelike separated, so the model illustrates that the demand that flashes never be spacelike is unreasonable. However, already in the 2004 model spacelike separated flashes occur (associated with different particles-for example, if two particles are initially separated by much more than cτ ); it thus remains unclear what Jones et al. thought about the status of their demand, given that they accepted the 2004 model as relativistic. Also in orthodox quantum mechanics (OQM), collapses can naturally occur at spacelike separation. Indeed, since in OQM collapses are said to occur upon measurements, let us consider local measurements (e.g., of spin observables) on N entangled particles; we can carry out these measurements at space-time points z 1 , z 2 , . . . of our choice, and of course, some or all of these points can be spacelike separated.
As Aharonov and Albert [1] suggested, the wave function ψ Σ on Σ will have undergone (besides unitary evolution) all collapses associated with measurements at those z k before Σ (see [13, Sec. 7 ] for more detail).
So why did Jones et al. object to spacelike separated collapse centers? Because they thought that ψ must have a deterministic transformation behavior under Lorentz boosts-not a random one. That is, they thought, for every Lorentz boost Λ there should be one fixed operator S(Λ) that maps ψ Σ 0 to ψ Λ(Σ 0 ) ,
In contrast, the Aharonov-Albert wave function ψ Λ(Σ 0 ) is random for a given, fixed, non-random ψ Σ 0 because collapses may occur between Σ 0 and Λ(Σ 0 ), and the outcome of a collapse is random. Moreover, since the Poincaré group of symmetries of Minkowski space-time contains the time translations as well as the Lorentz boosts, we may wonder why one of them should be deterministic and the other not. But the case is much worse: Every time translation can be obtained as the composition of two suitable Lorentz boosts (by opposite amounts) around different (but parallel) spacelike 2-planes (just like the composition of two rotations of the Euclidean plane with opposite angles around two different points yields a translation). In their paper [16] , Jones et al. only considered boosts around 2-planes through the origin, but since the choice of origin is arbitrary, it would seem odd if we did not demand the same rule (74) for boosts around every spacelike 2-plane. But then it would follow that also the time translation is deterministic, given by a fixed operator, and cannot be random.
Let me come back to what motivated Jones et al. to think that ψ must transform as in (74). They used the notation P (x|y, ψ σ 0 ) for the conditional probability (density) of a collapse center at x, given that the last previous collapse center was y and the collapsed wave function on a spacelike 3-plane σ 0 containing y was ψ σ 0 . They considered a Lorentz frame F with y as the origin and σ 0 as {t = 0} and wrote, "For a Lorentz transformed inertial frame F with coordinates x the initial conditions are the point of last collapse y and the state on the hyperplane σ 0 . Therefore special relativity requires that: P (x|y, ψ σ 0 ) = P (x |y , ψ σ 0 ). (8)" Indeed, if we just assign different numerical coordinates to the same space-time point (or surface), then physical probabilities cannot change, but this would amount to a passive Lorentz transformation, in contrast to the active boosts I talked about above, which are mappings M → M that are not the identity. But a passive transformation would constitute no physical requirement, and would in particular have nothing to say about possible collapses between two surfaces. And a passive transformation is not what they meant, because they wrote a little later, "In order to verify eq. 8 the map between ψ σ 0 and ψ σ 0 must be known, therefore positions of all collapses between those surfaces must be known." So they must have meant that σ 0 is the {t = 0} 3-plane, defining a surface Σ in M that is different from the surface Σ defined by {t = 0}. But then it is not clear at all why the quoted relation (8) should hold: Since the event E := "no collapse before Σ" is different from the event E := "no collapse before Σ ," the conditional probability given E is different from that given E . So (8) should not hold.
To sum up, the impossibility claim of Jones et al. was premature and based on an inappropriate condition for what it means for a collapse model to be relativistic.
