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РЕФЕРАТ
Квалiфiкацiйна робота мiстить: 80 стор., 11 рисункiв, 2 таблицi, 8
джерел.
Метою дослiдження є аналiз та уточнення методiв
криптографiчного аналiзу блокових шифрiв.
Для досягнення мети необхiдно розв’язати задачу дослiдження,
яка полягає у вдосконаленнi методiв пошуку неможливих, орiєнтованих
на «Калина»-подiбнi шифри, що дозволить, зокрема, уточнити оцiнки
стiйкостi нацiонального державного стандарту України «Калина» до
аналiзу неможливих диференцiалiв.
Об’єктом дослiдження є процеси криптографiчного перетворення
iнформацiї та методи їх аналiзу.
Предметом дослiдження є криптографiчнi властивостi
«Калина»-подiбних схем шифрування.
У ходi роботи було виконано:
1) аналiз та модифiкацiю iснуючого методу автоматизованого
пошуку неможливих диференцiалiв для блокових шифрiв;
2) формалiзацiю отриманих алгоритмiв для «Калина»-подiбних
шифрiв;
3) програмну реалiзацiю отриманих алгоритмiв;
4) по отриманим даним проведений повторний аналiз стiйкостi
«Калина»-подiбних шифрiв.
БЛОКОВI ШИФРИ, АНАЛIЗ НЕМОЖЛИВИХ ДИФЕРЕНЦIАЛIВ,
ШИФР «КАЛИНА»
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РЕФЕРАТ
Квалификационная работа содержит: 80 стр., 11 рисунков, 2 таблицы,
8 источников.
Целью иследования является анализ и уточнение методов
криптографического анализа блочных шифров.
Для достижения цели необходимо решить задачу исследования,
которая заключается в совершенствовании методов поиска невозможных,
ориентированных на «Калина»-подобные шифры, что позволит, в
частности, уточнить оценки устойчивости национального
государственного стандарта Украины «Калина» к анализу невозможных
дифференциалов.
Обьектом иследования являются процессы криптографического
преобразования информации и методы их анализа.
Предметом иследования является криптографические свойства «
Калина » - подобных схем шифрования.
В процесе роботы было проделано такие задачи:
1) анализ и модификацию существующего метода
автоматизированого поиска невозможных диференциалов для блочных
шифров;
2) формализацию полученных алгоритмов для «Калина» - подобных
шифров;
3) программную реализацию полученных алгоритмов;
4) по полученным данным проведен повторный анализ устойчивости
«Калина»-подобных шифров.
БЛОЧНЫЕ ШИФРЫ, АНАЛИЗ НЕВОЗМОЖНЫХ
ДИФФЕРЕНЦИАЛОВ, ШИФР «КАЛИНА»
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ABSTRACT
Qualifying work includes: 80 pg., 11 pictures, 2 tables, 8 sources.
The research task – improve and specify methods of impossible differential
cryptoanalisys for block and oriented for «Kalyna»-like cyphers. It helps us
make more correct estimation of DSTU «Kalyna».
The Object of research is the cryptographic transformations of information
and methods of its analisys.
The Subject of research is cryptographic properties ща «Kalyna»-like
cyphers.
The main points of this project:
1) analisys and modification of existing method of automatic search of
truncated impossible differentials for block cyphers;
2) formalization of these methods for «Kalyna»-like cyphers;
3) program realization of these methods;
4) final analisys of results
BLOCK CYPHERS, IMPOSSIBLE DIFFERENTIAL ANALISYS,
«KALYNA» CYPHER
The goal of research: make analisys and specify methods of
cryptoanalisys of block cyphers
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ПЕРЕЛIК УМОВНИХ ПОЗНАЧЕНЬ, СКОРОЧЕНЬ I
ТЕРМIНIВ
ФТI — Фiзико-технiчний iнститут
⊕ — операцiя побiтового додавання;
НД — неможливий диференцiал;
ВТ — вiдкритий текст;
ШТ — шифртекст;
𝑆𝑢𝑏𝐵𝑦𝑡𝑒𝑠 — пiдстановка байтiв;
𝑆ℎ𝑖𝑓𝑡𝑅𝑜𝑤𝑠 — зсув рядкiв;
𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 — перемiшування стовпцiв;
𝐴𝑑𝑑𝐾𝑒𝑦 — додавання ключа.
9 – неможливий перехiд
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ВСТУП
Актуальнiсть дослiдження. Метод аналiзу неможливих
диференцiалiв являється доволi зручним та ефективним способом оцiнки
стiйкостi шифрiв. Окрiм цього, даний метод має достатньо потенцiйних
областей покращення та розширення. Саме тому, даний напрямок
являється настiльки цiкавим та потенцiйно корисним напрямком
всеможливих дослiджень.
Метою дослiдження є аналiз та уточнення методiв
криптографiчного аналiзу блокових шифрiв. Задачею дослiдження є
вдосконалення методiв пошуку неможливих, орiєнтованих на
«Калина»-подiбнi шифри, що дозволить, зокрема, уточнити оцiнки
стiйкостi нацiонального державного стандарту України «Калина» до
аналiзу неможливих диференцiалiв. Для цього вирiшувались такi задачi:
1) був проведений аналiз опублiкованих по данiй темi статей та
методiв;
2) було проведено дослiдження на предмет доцiльностi доповнення
алгоритму для «Калина»-подiбних шифрiв, який мiг би дати покращенi
результати;
3) доповнити вже реалiзований метод пошуку НД для
«Калина»-подiбних шифрiв;
4) Оцiнити стiйкость шифру «Калина» до аналiзу неможливих
диференцiалiв iз застосуванням запропонованого методу.
Об’єктом дослiдження є процеси криптографiчного перетворення
iнформацiї та методи їх аналiзу.
Предметом дослiдження є криптографiчнi властивостi
«Калина»-подiбних схем шифрування.
При розв’язаннi поставлених завдань використовувались такi методи
дослiдження: математичного моделювання, дискретної математики,
комбiнаторного аналiзу, теорiї iмовiрностей та математичної статистики,
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лiнiйної алгебри.
Наукова новизна отриманих результатiв полягає в тому, що не
iснує формальної теорiї стiйкостi для для такої атаки як аналiз
неможливих диференцiалiв. Саме тому дослiдження шифрiв i схем
шифрування на стiйкiсть до нього є важливим аспектом. В роботi для
низки схем шифрування одержано умови, при виконаннi яких данi
шифри можуть вважатись практично стiйкими до аналiзу методом
неможливих диференцiалiв.
Практичне значення результатiв полягає в тому, що
використовуючи результати аналiзу неможливих диференцiалiв, можна
уточнити оцiнки стiйкостi схеми шифрування для неуможливлення
потенцiйних атак.
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1 ПОНЯТТЯ НЕМОЖЛИВОГО ДИФЕРЕНЦIАЛУ ТА
РОЗВИТОК МЕТОДIВ ЇХ ПОШУКУ
Практично за останнi два останнi десятилiття з однаковою
регулярнiстю виходять все новi науковi статтi з описом нових способiв
пошуку НД. В бiльшостi iдея та суть висунутих методiв базується на
попереднiх самих ефективних методах. Новi методи завжди покривають
результати своїх попередникiв i вдосконалюють їх або ж в швидкодiї, або
ж новими результатами.
Для опису висунутих iдей в наступних роздiлах досить доцiльним
буде провести екскурс по основоположним методам в даному напрямку.
Це допоможе плавно ввести в дану роботу бiльшiсть iдей, що стоятимуть
за побудовою готового алгоритму.
Оскiльки дане дослiдження продовжує мою попередню роботу в
даному напрямку, то доцiльним буде вказати здобутi результати, якi я
отримав перед цим в кiнцi даного роздiлу.
1.1 Першi працi, де розглядались неможливi диференцiали
Сама iдея дослiджувати диференцiали з ймовiрнiстю 0 була вперше
запропонована Ларсом Кнудсеном для аналiзу DEAL в 1998 роцi i
розвинена Елi Бiхамом для атаки на IDEA та Skipjack. Для кращого
розумiння сутностi того, що з себе представляють неможливi
диференцiали, розглянемо деякi викладки з роботи Бiхама i Келлера
“Cryptanalysis of Reduced Variants of Rijndael” [4].
Як вiдомо, принцип роботи шифру 𝐴𝐸𝑆 наступний:
– довжина блоку ВТ (ШТ вiдповiдно) може приймати значення 128,
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192 та 256 бiтiв;
– довжина ключа може приймати значення 128, 192 та 256 бiтiв;
– кiлькiсть циклiв приймає значення вiд 10 до 14 в залежностi вiд
перших двох параметрiв.
Блок ВТ, а також ключ зручно представляти записаними у таблицi з
чотирма рядками та 𝑁𝑏 i 𝑁𝑘 стовпцями вiдповiдно (𝑁𝑏, 𝑁𝑘 ∈ {4, 6, 8}):
(а) (б)
Рисунок 1.1 – Зображення блоку ВТ та ключа у виглядi таблиць: (a) -
блок ВТ 𝑁𝑏, (б) - ключ 𝑁𝑘
У кожнiй клiтинцi таблицi записаний один байт. Таблицi заповнюються
зверху до низу по стовпцях. Один стовпчик таблицi є 4-байтовим словом.𝑁𝑏
i𝑁𝑘 – кiлькiсть слiв у вiдповiднiй таблицi. Наприклад, якщо довжина блоку
вiдкритого тексту = 192, то 𝑁𝑏 = 6 i т.д. Параметри 𝑁𝑏 i 𝑁𝑘 вибираються
незалежно один вiд одного.
Кiлькiсть циклiв 𝑁𝑟 визначається виходячи з вибраних довжин блоку
ВТ i ключа згiдно таблицi
Рисунок 1.2 – Таблиця вiдповiдностей 𝑁𝑟 вiд (𝑁𝑏, 𝑁𝑘)
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Кожен промiжний результат перетворень, що виконуються у
криптоалгоритмi, будемо називати станом. Стан на кожному кроцi
алгоритму також будемо зображати у виглядi таблицi з 𝑁𝑏 слiв.
Перетворення на одному циклi :
1) 𝑆𝑢𝑏𝐵𝑦𝑡𝑒𝑠 (пiдстановка байтiв);
2) 𝑆ℎ𝑖𝑓𝑡𝑅𝑜𝑤𝑠 (зсув рядкiв);
3) 𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 (перемiшування стовпцiв);
4) 𝐴𝑑𝑑𝐾𝑒𝑦 (додавання ключа).
Причому останнiй цикл не мiстить етапу перемiшування стовпцiв.
The Square Attack
Досить тривалий промiжок часу найбiльш результативною атакою на
𝐴𝐸𝑆 вважався “ The Square Attack” - метод, що був висунутий власне
самими ж авторами.
Якщо вдаватись в деталi, власне iдея атаки будувалась на фактi того,
що якщо розглядати версiю шифру 𝐴𝐸𝑆 в чотири раунди, де на входi
вказанi 256 наборiв ВТ, що мають всi можливi вiдмiннi значення в одному
конкретному байтi, а в усiх решту вiдрiзняється, то на входi перетворення
𝑆𝑢𝑏𝐵𝑦𝑡𝑒𝑠 четвертого раунду 𝑋𝑂𝑅 всiх станiв в кожному байтi буде рiвним
нулю. Ця властивiсть диктується структурою самого шифру.
Таким чином для атаки на нього вдавались до наступної
послiдовностi крокiв. Пiдбирались 256 наборiв ВТ, де перший байт
кожного з них був вiдмiнного вiд решту усiх значення. Всi iншi байти, що
залишались, для кожного з наборiв були однаковi. Далi вгадувався
єдиний невiдомий байт у раундовому ключi номер чотири, i з
врахуванням його значення отримувався вiдповiдний стан перед
𝑆𝑢𝑏𝐵𝑦𝑡𝑒𝑠 перетворенням четвертого раунду. Тодi, згiдно з властивiстю,
що була надана в попередньому абзацi, якщо 𝑋𝑂𝑅 всiх станiв в кожному
байтi буде рiвним нулю, то нехватаючий байт раундового ключа був
пiдiбраний правильно. Якщо нi, то робилось нове припущення, щодо
значення вiдповiдного байту раундового ключа.
Сам же спосiб знаходження неймовiрних диференцiалiв для цiєї
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конфiгурацiї шифру, виник як спосiб отримання кращих результатiв для
описаної вище атаки.
Покращення The Square Attack, з використанням
неможливих диференцiалiв
При вiдмiнностi ВТ тiльки в одному байтi вiдповiднi пари ШТ нiзащо
не будуть одинаковими в наступних комбiнацях байтiв:
– (1, 6, 11, 16);
– (2, 7, 12, 13);
– (3, 8, 9, 14);
– (4, 5, 10, 15)
Це пояснюється "розмазуванням"рiзниць станiв пiсля двох раундiв.
А саме, якщо рiзниця станiв перед першою операцiєю 𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 є в
одному байтi, отож пiсля неї рiзниця буде поширена по одному стовпцю, а
вже опiсля операцiї 𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 другого раунду стани вiдрiзнятимуться
в усiх байтах.
З iншої сторони, якщо ШТ на виходi буде рiвним однiй з
"заборонених"комбiнацiй, що були описанi двома абзацами вище, значить
пiсля третьої операцiї 𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 данi будуть рiвними в одному
стовпцi. Це в свою чергу означає, що перед другою операцiєю
𝑀𝑖𝑥𝐶𝑜𝑙𝑢𝑚𝑛𝑠 є чотири байти з однаковими значеннями. Отримуємо
протирiччя, в силу того, що ранiше ми стверджували про рiзницю всiх
байтiв на даному етапi. Нагляднiше зрозумiло суть описаних речей на
рисунку 1.3.
Cлiд зауважити про деякi спрощення в данiй моделi. Перетворення, що
не вносили нiяких змiн на промiжнi стани, такi як 𝑆𝑢𝑏𝐵𝑦𝑡𝑒𝑠 та 𝐴𝑑𝑑𝐾𝑒𝑦,
не розглядались.
Цей доволi простий приклад є дуже наглядним для описання сутi
НД. Якщо пiдсумувати її в розрiзi даного прикладу, то оперуючи
перетворенням пар рiзниць байтiв здобувались деякi промiжнi результати
з ймовiрнiстю 1. Пропускаючи набори рiзниць через перетворення по
обидвi сторони шифру, ми маємо можливiсть отримати протирiччя на їх
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Рисунок 1.3 – Приклад iснування НД
«стицi». Зрозумiло ж що два стани, якi отриманi з ймовiрнiстю 1
незалежно один вiд одного, не можуть мати протирiччя.
Даний метод застосовується для припущення щодо вигляду, i в
результатi поступового вiдкидання множини пiдключiв. Дана процедура
зазвичай проводиться iтеративно поки не отримуємо множину власне
ключiв, що можна вiдкидати.
Звiсно, в даному методi орiєнтуються тiльки на специфiку роботи 𝐴𝐸𝑆
i вiн не є застосовним для блокових шифрiв з iншою архiтектурою. Але все
ж вiн був досить важливим для розвитку способiв пошуку НД в даному
напрямку в свiй час.
1.2 Узагальнений криптоаналiз НД на структурах блокових
шифрiв
Як i було зазначено, описаний вище метод є досить наглядним для
описання сутностi НД i способiв їх пошуку, але вiн зовсiм не несе
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узагальнений характер. З часом було розроблено багато схожих
«спецiальних» методiв для рiзних шифрiв, якi давали досить хорошi
результати, але теж носили частковий характер. Як можна догадатись
вони були просто чiтко продуманi пiд архiтектуру якогось конкретного
шифру. Звiсно вони могли давати досить серйознi результати, але як
серйозний спосiб дослiдження стiйкостi шифрiв в майбутньому не
розглядались.
Все ж згодом був висунутий досить вдало формалiзований метод, що
мiг описати i врахувати особливостi бiльшостi блокових шифрiв чи скажiмо
легко модифiкувався в залежностi вiд шифру. Такий метод можна було
вже задiяти для автоматизацiї обчислень, легшого отримання результатiв
i порiвняння стiйкостi шифрiв мiж собою. В лiтературi вiн вiдомий як 𝑈𝐼𝐷-
метод (Unified Impossible Differential Cryptoanalys)[2].
Процес, що лежить в основi атак за допомогою НД в даному методi
складається з таких основних крокiв:
– описання всiх можливих типiв значень, що можуть набувати змiннi,
потрiбних для роботи;
– задання всiх можливих наборiв варiантiв типiв вхiдних та вихiдних
станiв;
– формальне задання усiх шифруючих перетворень мiж його рiзними
станами для роботи з ними;
– вибрати вхiднi та вихiднi стани з множини можливих;
– iтеративно пропускати стани в двох *незалежних потоках:
iнiцiалiзованих вхiдним та вихiдним станом вiдповiдно;
– знаходження невiдповiдностей на промiжних раундах (на «стицi»
двох потокiв);
Iншими словами при переборi всiх можливих пар "вхiд-вихiд"шифру,
знаходяться пари характеристик з ймовiрнiстю 1, що суперечать одна
однiй. Потiм вiдкидаються всi пари пiдключiв, якi вiдповiдають цiй
множинi.
Для формальностi пiд неможливою диференцiйною характеристикою
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довжини 𝑟, будемо пiдрозумiвати структуру, яку позначатимемо наступним
чином:
(𝑥1, 𝑥2, . . . , 𝑥𝑛)9𝑟 (𝑦1, 𝑦2, . . . , 𝑦𝑛),
що означає що пiсля 𝑟 раундiв вхiдна рiзниця (𝑥1, 𝑥2, ..., 𝑥𝑛) не може
перейти в вихiдну (𝑦1, 𝑦2, ..., 𝑦𝑛) .
Нехай даний блочний шифр 𝑆, з 𝑛 пiдблоками. Якщо вхiдна рiзниця
має вигляд 𝑈 = (𝑢1, . . . , 𝑢𝑛), тодi назвемо U – вектором рiзницi i 𝑢𝑖,
0 ≤ 𝑖 ≤ 𝑛 – рiзниця 𝑖-го пiд-блоку. Позначимо вихiдну рiзницю для 𝑈
пiсля 𝑟 раундiв 𝑈 𝑟 i позначимо значення 𝑖-го пiдблоку для рiзницi 𝑈 𝑟 як
𝑈 𝑟𝑖 . Отримана вихiдна рiзниця кожного пiдблоку пiсля 𝑟 раундiв є
лiнiйною XOR комбiнацiєю наступних чотирьох типiв рiзниць: Нульова
рiзниця – рiзниця яка дорiвнює нулю i позначається 0. Ненульова
фiксована рiзниця – рiзниця, яка не рiвна нулю i приймає фiксоване
значення, позначимо її 𝑙𝑖. Ненульова змiнна рiзниця – рiзниця, яка
приймає будь-яке вiдмiнне вiд нуля значення, позначимо її 𝑚𝑖. Змiнна
рiзниця – рiзниця, яка приймає будь-яке значення, позначимо її 𝑟𝑖. Серед
цих чотирьох типiв рiзниць, ненульова фiксована рiзниця 𝑙𝑖 i ненульова
змiнна рiзниця 𝑚𝑖 не можуть бути рiвними 0, а змiнна рiзниця 𝑟𝑖 може
бути рiвна як нульовiй рiзницi, так i ненульовiй рiзницi.
Введемо наступне означення: два вектори 𝑈 = (𝑈1, 𝑈2, ..., 𝑈𝑛) i
𝑉 = (𝑉1, 𝑉2, ..., 𝑉𝑛) називаються несумiсними, якщо iснує пiдпослiдовнiсть
𝐼 ⊂ {1, 2, . . . , 𝑛} така, що XOR рiзниць в пiдпослiдовностi завжди не є
рiвним:
⊕𝑖∈𝐼 𝑈𝑖 ̸= ⊕𝑖∈𝐼𝑉𝑖 (1.1)
Наприклад, якщо 𝑈 = (𝑙1 ⊕ 𝑚1, 0) i 𝑉 = (𝑙1, 0), де 𝑙1 є ненульовою
фiксованою рiзницею i 𝑚1 є ненульовою змiнною рiзницею, тодi 𝑈 i 𝑉 є
несумiсними, оскiльки 𝑙1 ⊕𝑚1 не може бути рiвним 𝑙1.
Якщо 𝑈 = (𝑢1, 𝑢2) = (𝑙1, 𝑙1 ⊕ 𝑚1) i 𝑉 = (𝑣1, 𝑣2) = (𝑚1,𝑚2), тодi
𝑢1 ⊕ 𝑢2 = 𝑚1 i 𝑣1 ⊕ 𝑣2 = 0 , завжди є не рiвними таким чином 𝑈 i 𝑉 є
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несумiсними.
Нехай для блочного шифру 𝑆 даний вхiдний вектор 𝑈 0 i вихiдний
вектор 𝑉 0 ми можемо порахувати вектор рiзницi 𝑈 𝑖 через 𝑖 раундiв
шифрування i аналогiчно порахувати вектор 𝑉 𝑗 через 𝑗 раундiв
розшифрування. Якщо знайденi вектори є несумiсними згiдно з 1.1, то
значить iснує 𝑖+ 𝑗 – раундовий неможливий диференцiал 𝑈 0 9𝑖+𝑗 𝑉 0.
Ми вважаємо, що маємо три рiзних види перетворень в блочних
шифрах: нульове перетворення 0, iдентичне перетворення 1 i нелiнiйне
перетворення F. Якщо вхiдна рiзниця дорiвнює 0, тодi пiсля 𝐹
перетворення вихiдна рiзниця також буде дорiвнювати 0. Якщо вхiдна
рiзниця рiвна ненульовiй фiксованiй рiзницi 𝑙𝑖, тодi пiсля 𝐹 трансформацiї
вона буде дорiвнювати 𝑚𝑗, новiй ненульовiй змiннiй рiзницi. В iншому
випадку, вихiдною рiзницею буде 𝑟𝑗, що являється новою змiнною
рiзницею . Данi три перетворення наведенi нижче у таблицi 1.1.
Таблиця 1.1 – Типи перетворень у блочних шифрах
Перетворення Вхiд Вихiд Вiдмiтки
0 𝑥 ∈ {0, 𝑙𝑖,𝑚𝑖, 𝑟𝑖} 0 Нульове перетворення
1 𝑥 ∈ {0, 𝑙𝑖,𝑚𝑖, 𝑟𝑖} 𝑥 Iдентичне перетворення
𝐹
0 0
𝐹 – перетворення
𝑙𝑖 𝑚𝑗
𝑚𝑖 𝑚𝑗
Iнакше 𝑟𝑗
Пошук неможливих диференцiалiв для матричного
представлення
Всi перетворення в блочному шифрi можливо задати матрицею
переходу. Нехай ми отримали для деякого шифру вiдповiднi матрицi
шифрування та дешифрування. Тодi результат множення вектору рiзниць
𝑈 = (𝑢1, . . . , 𝑢𝑛) на характеристичну матрицю
шифрування(дешифрування) 𝐸(𝐷) розумiється як використання
перетворення 𝑒𝑖𝑛 до рiзницi 𝑢𝑖.
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Наприклад, якщо вхiдна рiзниця для фейстелiвської схеми буде рiвною
𝑈 = (𝑙1, 0), тодi
𝑈 · 𝐸 =
(︂
𝑙1, 0
)︂
·
⎛⎜⎜⎝0 1
1 𝐹
⎞⎟⎟⎠ = (︂𝑙1, 0)︂ (1.2)
Iснують деякi блочнi шифри, якi не можуть бути перетворенi в
𝑈𝐼𝐷-форми, що наведене вище. В такому випадку, ми можемо
перетворити їх в композицiю декiлькох 𝑈𝐼𝐷-форм, i для кожної форми
буде iснувати вiдповiдна характеристична матриця.
Отже, в першу чергу для потрiбної схеми шифрування необхiдно
побудувати вiдповiдну матрицю перетворень станiв. За допомогою неї
можна буде отримувати вигляд станiв через необхiдну кiлькiсть
раундових перетворень.
Нехай в нас є стан блоку через 𝑖 раундiв 𝑈 𝑖 = ((𝑈 0 ·𝐸) · · · · ·𝐸), який
отриманий поступовим множенням на матрицю перетворення 𝑖 разiв, а
також вектор рiзницi через 𝑗 раундiв дешифрування, отриманий з
вихiдного вектору 𝑉 0: 𝑉 𝑖 = ((𝑉 0 · 𝐷) · · · · · 𝐷). Якщо 𝑈 𝑖 та 𝑉 𝑗 є
несумiсними, то це означає, що ми знайшли неможливий диференцiал
довжини 𝑖+ 𝑗 такого вигляду: 𝑈 0 9𝑖+𝑗 𝑉 0
Вцiлому, даний метод давав хорошi результати. Але все ж багато
«спецiалiзованих» методiв давали кращi результати, тобто знаходила НД
бiльшої довжини. Це означало, що багато важливої iнформацiї все ж
втрачалось по ходу роботи алгоритма.
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1.3 Загальний опис методу У-Ваня
У 2012 роцi У-Ванем було висунуто доволi вiдмiнний вiд усiх
попереднiх способiв знаходження неможливих диференцiалiв. Як
стверджувалось, метод був узагальненим випадком 𝑈𝐼𝐷-методу, а тому
не втрачав своєї загальностi.
Головним плюсом свого методу У-Вань висували те, що на вiдмiну
вiд 𝑈𝐼𝐷-методу, який використовує так званий 𝑀𝑖𝑠𝑠 − 𝑖𝑛 − 𝑡ℎ𝑒 −𝑚𝑖𝑑𝑑𝑙𝑒
пiдхiд, на їхнiй метод не дiють данi обмеження. Тобто, алгоритм не
нацiлений, щоб на «стицi» або ж знайти протирiччя, або ж нi i завершити
розгляд даної пари вхiд-вихiд. Натомiсть, вiн здобуває нову iнформацiю i
продовжує роботу, де або знаходить протирiччя, або ж, дiйсно, завершає
роботу, якщо нової iнформацiї здобути вже неможливо.
Згiдно з результатами, вказаними в данiй статтi, даний метод окрiм
того, що повторив найкращi результати 𝑈𝐼𝐷-методу, вiн ще й повторив
результати багатьох ефективних спецiалiзованих неузагальнених методiв,
якi давали кращi результати за 𝑈𝐼𝐷-метод, але були розробленi конкретно
пiд котрусь з схем шифрування.
Довжина неможливих диференцiалiв нас цiкавить з розрахунку на те,
що чим довший неможливий диференцiал знайдений, тим кращу атаку на
шифр ми можемо побудувати.
Отож, опиратимемось на метод автоматичного пошуку неможливих
диференцiалiв, який може бути використаним для словоорiєнтованих
блокових шифрiв з бiєктивними 𝑆-блоками, який об’єднав в собi
особливостi 𝑈𝐼𝐷- методу та багатьох вiдомих спецiальних методiв.
Входом для даного алгоритму служать деякi обмеження на вигляд
вхiного та вихiдного стану i система рiвнянь, що описує проходження
станiв через внутрiшнi перетворення шифру. Пiсля цього алгоритм
передбачає значення змiнних стану з ймовiрнiстю 1 на кожному кроцi. В
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результатi, алгоритм видає можливiсть iснування неможливого
диференцiалу з розрахунку iнформацiї, яку ми йому надали.
Одним з його основних блокiв вважається побудова системи рiвнянь,
що описує поведiнку рiзниць при проходженнi певних внутрiшнiх
перетворень шифра. Нехай Δ𝑋 = (Δ𝑥𝑖)1≤𝑥𝑖≤𝑛, Δ𝑌 = (Δ𝑦𝑖)1≤𝑦𝑖≤𝑛,
Δ𝑍 = (Δ𝑧𝑖)1≤𝑧𝑖≤𝑛 є векторами над 𝐹 𝑛2 .
Вважатимемо, що надалi в данiй роботi ми розглядатимемо блоковi
шифри довжини 𝑙 · 𝑠 бiт, де 𝑠-бiтовий розмiр машинного слова. Також, як
i ранiше, перетворення 𝐴𝑑𝑑𝐾𝑒𝑦 не впливатиме нiяк на дану модель, тому
воно опускатиметься.
Для початку варто описати основнi з можливих перетворень, якi дуже
часто присутнi в бiльшостi вiдомих шифрiв:
1) Для операцiї гiлкування ми маємо Δ𝑋 = Δ𝑌 = Δ𝑍. Це
рiвнняння може бути описане як 2𝑛 лiнiйних рiвнянь Δ𝑥𝑖 ⊕ Δ𝑦𝑖 = 0 та
Δ𝑥𝑖 ⊕Δ𝑧𝑖 = 0
2) Для XOR-операцiї ми маємо Δ𝑋⊕Δ𝑌 = Δ𝑍. Це рiвнняння може
бути описане як 𝑛 лiнiйних рiвнянь Δ𝑥𝑖 ⊕Δ𝑦𝑖 ⊕Δ𝑧𝑖 = 0
3) Для операцiї лiнiйного перемiшування ми маємо
Δ𝑌 𝑇 = 𝑃 · Δ𝑋𝑇 , де 𝑃 є матричним представленням, що задає лiнiйне
перемiшування. Це рiвнняння може бути описане як 𝑛 лiнiйних рiвнянь
Δ𝑦𝑖 ⊕
⨁︀𝑛
𝑗=1 𝑝𝑖,𝑗 ·Δ𝑥𝑖 = 0
4)Дляшару 𝑆-блокiв з бiєктивним вiдображенням 𝑆𝑖 : 𝐹 𝑠2 → 𝐹 𝑠2 ,
будується n рiвнянь виду 𝑆𝑖(Δ𝑥𝑖,Δ𝑦𝑖) = 0
Користуючись формальним описом кожного з перетворень можна
скласти систему рiвнянь, яка вiдповiдатиме двом найважливiшим та
найпоширенiшим класам блокових шифрiв, а саме 𝑆𝑃 -мережам та схемам
фейстелiвського типу.
𝑆𝑃 -мережi. Один раунд шифрування 𝑆𝑃 -мережi, як правило,
складається з трьох шарiв:
– шар додавання раундового ключа;
– шар 𝑆-блокiв;
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(а) (б)
(в)
Рисунок 1.4 – Основнi перетворення у блокових шифрах: (a) операцiя
гiлкування, (б) XOR-операцiї, (в) операцiя лiнiйного перемiшування /
шар 𝑆-блокiв.
– шар лiнiйного перемiшування.
Як i в розглянутих ранiше методах, шар додавання раундового
ключа не вносить нiяких змiн в вид нашої моделi, тому ми його не
враховуємо. Також останнiй шар лiнiйного перемiшування не впливає на
довжину результуючого неможливого диференцiалу.
Вважатимемо, що Δ𝑋 = (Δ𝑥𝑖)1≤𝑥𝑖≤𝑛, Δ𝑌 = (Δ𝑦𝑖)1≤𝑦𝑖≤𝑛 є рiзницями
перед i пiсля шару 𝑆-блокiв вiдповiдно. Тодi вiдповiднi системи, описуючi
проходження станiв через внутрiшнi перетворення даного типу шифрiву
буде мати наступний вигляд:
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(а) (б)
Рисунок 1.5 – Схеми найважливiших класiв блокових шифрiв: (a)
𝑆𝑃 -мережi, (б) шифрiв фейстелiвського типу.
⎧⎪⎨⎪⎩𝑆𝑖(Δ𝑋𝑖,𝑗,Δ𝑌𝑖,𝑗) = 0, 1 ≤ 𝑥 ≤ 𝑟, 1 ≤ 𝑗 ≤ 𝑙Δ𝑋𝑇𝑖+1 ⊕ 𝑃 ·Δ𝑌 𝑇𝑖 = 0, 1 ≤ 𝑥 ≤ 𝑟 − 1
Шифри фейстелiвського типу. Для 𝑟-раундового шифру
Фейселiвського типу вважатимемо, що Δ𝑋𝑖−1 = (Δ𝑋𝑖−1,𝑗)1≤𝑗≤𝑙/2 i
Δ𝑋𝑖 = (Δ𝑋𝑖,𝑗)1≤𝑗≤𝑙/2 є рiзницями правої та лiвої гiлки для 𝑖-ого раунду
шифрування вiдповiдно. Як i для 𝑆𝑃 -мережi, раунд шифрування для
шифрiв Фейстелiвського типу складається з тих же шарiв перетворень.
Позначимо також, що Δ𝑌𝑖 = (Δ𝑌𝑖,𝑗)1≤𝑗≤𝑙/2 – рiзниця станiв пiсля
шару 𝑆-блокiв 𝑖-ого раунду шифрування i Δ𝑍𝑖 = (Δ𝑍𝑖,𝑗)1≤𝑗≤𝑙/2 – рiзниця
станiв пiсля 𝐹 -функцiї 𝑖-ого раунду шифрування. Тодi вiдповiднi системи,
описуючi проходження станiв через внутрiшнi перетворення даного типу
шифрiв будуть мати наступний вигляд:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
𝑆𝑖(Δ𝑋𝑖,𝑗,Δ𝑌𝑖,𝑗) = 0, 1 ≤ 𝑥 ≤ 𝑟, 1 ≤ 𝑗 ≤ 𝑙/2
Δ𝑍𝑇𝑖 ⊕ 𝑃 ·Δ𝑌 𝑇𝑖 = 0, 1 ≤ 𝑥 ≤ 𝑟
Δ𝑋𝑖−1 ⊕Δ𝑋𝑖−1 ⊕Δ𝑍𝑖 = 0, 1 ≤ 𝑥 ≤ 𝑟
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,де 𝑃 – матриця лiнiйного перетворення шару 𝐹 .
На прикладi побудови систем рiвнянь для даних двох типiв
шифрувань, можна побудувати бiльш вiдповiдну i ефективну систему для
iнтересуючого нас шифру.
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1.4 Результати попереднiх дослiджень
Попередня робота в даному напрямку була висунута з основною
iдеєю адаптування та допрацювання основних iдей, описаних в методi
У-Ваня стосовно «Калина»-подiбних шифрiв, розробка програмної
реалiзацiї висунутого нового алгоритму та отримання результатiв
стосовно стiйкостi даного класу шифрiв перед атаками з застосуванням
аналiзу неможливих диференцiалiв.
Iншими словами було попередньо проаналiзовано основнi технiки та
напрацювання в роботi У-Ваня. З iншої сторони, було проаналiзовано
структуру шифру «Калина-2» та його можливих модифiкацiй в термiнах
роботи У-Ваня. Використавши все вищеперечислене, було запропоновано
новий, адаптований саме пiд «Калина»-подiбнi шифри метод. Вiн в свою
чергу був доповнений деякими новими правилами переходiв.
Запропонована методика була застосована до зменшеної версiї шифру
«Калина» iз блоком у 64 бiти та до оригiнальних версiї шифрiв «Калина-
128» та «Калина-256». Даний метод знайшов широкий клас трираундових
НД для рiзних модифiкацiй шифру «Калина». Також отриманi результати,
дали повiд висунути допущення, що при певних допрацюваннях можливо
знайти було ще ряд класiв НД.
Сама можливiсть iснування бiльшого класу неможливих
диференцiалiв, якi можна знайти за допомогою ускладнення даного
методу випливає з можливостi пропускання деякої кiлькостi промiжної
iнформацiї мiж застосуванням формалiзованих правил. Таким чином, в
моделi потенцiйно iснували частини, якi давали не достатньо зворотньої
iнформацiї, яку можна було б використовувати для отримання протирiч.
Одним з таких вузьких мiсць даного методу була вiдсутнiсть кроку
розв’язування системи лiнiйних рiвнянь на кожному з раундiв.
Реалiзувавши цей функцiонал, метод одразу ж почне пiдтримувати
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набагато ширший клас «Калина»-подiбних шифрiв. Також вже пiсля
отримання результатiв була опублiкована ще одна робота в даному
напрямку, яка пропонувала деякi цiкавi уточнення до методу У-Ваня та
несла бiльш загальний характер.
Висновки до роздiлу 1
Даний роздiл слугує коротким екскурсом в предметну область даної
роботи. Роздiл починається з описання вироджених випадкiв, де чiтко
прослiдковується першi випадки застосування поняття НД, для
практичних цiлей.
Поступово розглядаються самi вагомi методи в областi зi своїми
деталями роботи. Данi методи необхiдно було описати, ввиду перенесення
багатьох цих iдей в "фiнальний"метод в данiй роботi, опис якого
почнеться починаючи з наступного роздiла.
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2 ФОРМАЛIЗАЦIЯ ПРАВИЛ ДЛЯ ПОБУДОВИ
УТОЧНЕНОГО МЕТОДУ
В даному роздiлi детально розглядаються всi необхiднi теоретичнi та
практичнi напрацювання для побудови вже власне вдосконаленого методу
пошуку неможливих диференцiалiв для «Калина»-подiбних шифрiв.
Почавши з не складного математичного апарату, що
використовуватиметься в певнiй частинi методу, буде описано метод
У-Ваня, що є основоположним для всього "нового"алгоритму. Для
кращого його розумiння буде описано характерну рiзницю мiж методом
У-Ваня та 𝑈𝐼𝐷-метода.
З iншої сторони необхiдно буде коротко описати основнi деталi шифру
«Калина-2» та його внутрiшнiх перетворень.
Пiд кiнець роздiлу будуть поданi основнi тезиси для побудови
формальних правил та реалiзацiї алгоритму згiдно з ними.
2.1 Розвязуванiсть лiнiйних систем
Важливим доповненням до попередньої множини правил, що
вносились до правил у методi У-Ваня стосовно «Калина»-подiбних
шифрiв, є здобуття додаткової iнформацiї за допомогою винесення
додаткової iнформацiї на сувмiснiсть системи лiнiйних рiвнянь на
кожному раундi. Отже, перед тим як приступити до детального опису
подальших методiв пошуку неможливих диференцiалiв потрiбно
розглянути основи лiнiйної алгебри, що визначають вирiшуванiсть
системи лiнiйних рiвнянь.
Нехай 𝑚 та 𝑛 будуть позитивними цiлими числами такими, що 𝑚 < 𝑛,
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i 𝐴𝑥 = 𝑏 є системою 𝑚 лiнiйних рiвнянь з 𝑛 змiнними, де 𝐴 – матриця
розмiрностi 𝑚 · 𝑛 над полем 𝐹2 i 𝑥 = (𝑥1, 𝑥2, ..., 𝑥𝑛) та 𝑏 = (𝑏1, 𝑏2, ..., 𝑏𝑛) є
двiйковими векторами, тодi доповнена 𝑚 · (𝑛 + 1) матриця 𝐵 = [𝐴|𝑏] буде
визначати вирiшуванiсть системи.
Одним з поширених способiв є виведення зменшеної ешелонної форми
рядка матрицi за допомогою алгоритму Гауса-Жордана розв’язання систем
лiнiйних алгебраїчних рiвнянь. Цей спосiб використовувався в рядi робiт
по даному напрямку.
В загальному випадку цей метод працює за наступним алгоритмом:
– Обирається перша злiва колонка, що мiстить хоч одне ненульове
значення;
– Якщо верхнє число у цiй колонцi - нуль, то обмiнюється увесь
перший рядок матрицi з iншим рядком матрицi, де у цiй колонцi нема
нуля;
– Усi елементи першого рядка дiляться на верхнiй елемент обраної
колонки;
– Вiд рядкiв, що залишились, вiднiмається перший рядок,
помножений на перший елемент вiдповiдного рядка, з метою отримання
нуля в першому елементi кожного рядка (крiм першого);
– Далi, повторюємо цi операцiї iз матрицею, отриманою з початкової
матрицi пiсля викреслювання першого рядка та першого стовпчика
– Пiсля повторення операцiй 𝑛−1 разiв отримаємо верхню трикутну
матрицю;
– Вiднiмаємо вiд передостаннього рядка останнiй рядок, помножений
на вiдповiдний коефiцiєнт, щоб у передостанньому рядку залишилась лише
1 на головнiй дiагоналi;
– Повторюємо попереднiй крок для наступних рядкiв. У результатi
отримуємо одиничну матрицю i рiшення на мiсцi вiльного вектора (над ним
необхiдно виконувати тi самi перетворення);
Зменшена форма ешелону рядка матрицi унiкальна i позначається як
B’. Один починає перевiряти B’ вiд останнього ряду до першого, щоб
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побачити, чи iснує рядок в якому першi n записiв - нулi, а останнiй запис
- ненульовим. Якщо є такi рядки, то лiнiйна система не має вирiшення.
Наприклад, якщо доповнена матриця B лiнiйної системи в зменшеному
ряду ешелонова форма є наступною:
𝐵′ =
⎛⎜⎜⎜⎜⎜⎜⎝
1, 0, 0, 𝑏1
0, 1, 0, 𝑏2
0, 0, 0, 𝑏3
⎞⎟⎟⎟⎟⎟⎟⎠ (2.1)
, де 𝑏3 є ненульовим , лiнiйна система рiвнянь немає розв’язкiв.
З iншої сторони, як буде видно нижче, в наслiдок обрання
специфiчної пiдмножини множини всiх можливих пар входiв-виходiв для
шифрiв даного класу дуже поширеною буде ситуацiя так званого
"викреслення"стовпцiв та рядкiв матрицi на бiльшостi раундiв. Ця
ситуацiя отримується як наслiдок розгляданих нульових типiв змiнних на
входi i виходi перетворення. В такому разi розглядаєма матриця буде
вiдмiнною в залежностi вiд пар входiв-виходiв для даного перетворення.
В такому разi, зручним способом для вияснення сумiсностi системи
лiнiйних рiвнянь на кожному етапi стане застосування теореми Кронекера-
Капеллi. В нiй сказано:
Система лiнiйних алгебраїчних рiвнянь являється сумiсною тодi i
тiльки тодi, коли ранг матрицi системи є рiвним рангу розширеної
матрицi системи 𝑟𝑎𝑛𝑔𝐵 ̸= 𝑟𝑎𝑛𝑔𝐵′. Звiдси, як наслiдок випливає що:
– Якщо 𝑟𝑎𝑛𝑔𝐵 ̸= 𝑟𝑎𝑛𝑔𝐵′, то система лiнiйних алгебраїчних рiвнянь
є несумiсною;
– Якщо 𝑟𝑎𝑛𝑔𝐵 = 𝑟𝑎𝑛𝑔𝐵′ < 𝑛, то система лiнiйних алгебраїчних
рiвнянь є невизначеною;
– Якщо 𝑟𝑎𝑛𝑔𝐵 = 𝑟𝑎𝑛𝑔𝐵′ = 𝑛, то система лiнiйних алгебраїчних
рiвнянь є визначеною;
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2.2 Метод У-Ваня, як базовий
Головна iдея, що використовується в цьому методi для знаходження
неможливих диференцiалiв є досить простою: В першу чергу, фiксується
певна iнформацiя про рiзницi вхiдного та вихiдного тексту. За допомогою
попередньо складених формальних правил, згiдно до архiтектури шифру
що розглядається, можемо передбачити iнформацiю про новi змiннi i
таким чином отримати новий набiр вiдомих змiнних. не знайдуться
суперечностi. Це означатиме вже iснування неможливого диференцiалу.
Якщо ж ми бiльше не зможемо отримати будь-яку нову iнформацiю i
нових iтерацiй вже не передбачається, то НД не знайдено.
Вважатимемо, що для потрiбної схеми шифрування внутрiшнi
раундовi перетворення можна умовно подiлити на двi пiдсистеми: лiнiйну
– 𝐿 та нелiнiйну – 𝑁𝐿.
𝐿 включає в себе всi лiнiйнi перетворення, в той час коли 𝑁𝐿
вiдповiдатиме за всi бiєктивнi 𝑆-блоки. Тодi нова iнформацiя
здобувається двома шляхами:
1)Здобути нову iнформацiю з лiнiйної частини:
Якщо 𝐿 має розв’язок, тодi можна її рiшити за допомогою метода
Гауса-Жордана, який дає рiшення зведенням розширеної матрицi 𝐿 до
дiагональної форми, використовуючи елементарнi манiпуляцiї з рядками
матрицi. Зведена матриця в результатi буде еквiвалентною вхiднiй.
Припустимо, що 𝐿 має розв’язок i доповнена матриця отримана, тодi:
– якщо в цiй доповненiй матрицi можна знайти афiнне рiвняння одної
змiнної виду Δ𝑋⊕𝑐 = 0, де с – константа, то можливо тiльки, що Δ𝑋 = 0,
якщо 𝑐 = 0 i Δ𝑋 ̸= 0, якщо 𝑐 ̸= 0 ;
– якщо в цiй доповненiй матрицi можна знайти лiнiйне рiвняння двох
змiнних видуΔ𝑋⊕Δ𝑌 = 0, то можливо тiльки, щоΔ𝑋 ̸= 0, якщоΔ𝑌 ̸= 0;
2)Здобути нову iнформацiю з нелiнiйної частини:
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Допустимо ми маємо бiєктивний 𝑆-блок,Δ𝑋 таΔ𝑌 - вхiдна та вихiдна
рiзницi вiдповiдно.
Якщо Δ𝑃 та Δ𝐶 – вхiдна i вихiдна рiзницi вiдповiдно, то матимемо
Δ𝑃 9 Δ𝐶, якщо справедлива одна з двох ситуацiй:
– лiнiйна система 𝐿 немає розв’язкiв;
– iснують одночасно нульовi та ненульовi змiннi;
Наведемо невеликий приклад для другої ситуацiї:
Приклад 2.1. Нехай маємо рiвняння Δ𝑌 ⊕ Δ𝑍 = 0 та
𝑆(Δ𝑋,Δ𝑌 ) = 0, що належать системi поширення рiзниць. Ми знаємо, що
Δ𝑋 = 0 та Δ𝑍 ̸= 0 з отриманої ранiше iнформацiї. Тодi для наступної
iтерацiї ми знаємо, що Δ𝑌 ̸= 0 з правил обробки лiнiйної частини. Але
також ми знаємо, що Δ𝑌 = 0 з правил обробки нелiнiйної частини.
Отже, ми отримали протирiччя.
Algorithm 2.1 Псевдокод алгоритму
1: for (кожної пари (Δ𝑃,Δ𝐶)) do
2: iндикатор = false;
3: iндекс = false;
4: while iндекс do
5: if (система 𝐿 немає жодного рiшення) then
6: iндикатор = true;
7: iндекс = false;
8: else
9: Передбачити iнформацiю з 𝐿;
10: Передбачити iнформацiю з 𝑁𝐿;
11:
12: if (не знайдено нiякої нової iнформацiї) then
13: iндекс = false;
14: else
15: if (знайденi змiннi, що одночасно з ймовiрнiстю 1 нульовi та ненульовi) then
16: iндикатор = true;
17: iндекс = false;
18: end if
19: end if
20: end if
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Реалiзацiя алгоритму в загальному випадку
Отже, 𝐿-систему ми формально записуємо, як 𝐴·𝑥 = 𝑏, де 𝐴 – матриця
коефiцiєнтiв, 𝑏 – вектор констант. 𝑥 – набiр всiх змiнних, що проходитимуть
через внутрiшнi перетворення. Для зручностi, можна виразити цю систему
наступним чином:
𝐴1 · 𝑥1 ⊕ 𝐴2 · 𝑥2 ⊕ · · · ⊕ 𝐴𝑛 · 𝑥𝑛 = 𝑏,
Примiтно, що якщо змiнити в нiй порядок змiнних, то й матриця 𝐴
повинна змiнити свiй вигляд для вiдповiдностi.
Приклад 2.2. Якщо примiняти даний пiдхiд до шифрiв
фейстелiвського типу, то враховуючи його будову 1.4, розглянену ранiше
отримаємо: 𝐼1 · Δ𝑋𝑇𝑖−1 ⊕ 𝐼2 · Δ𝑋𝑇𝑖+1 ⊕ 𝑃 · Δ𝑋𝑇𝑖+1 = 0, 1 ≤ 𝑖 ≤ 𝑟, де
𝐼1 = 𝐼2 = 𝐼 – одиничнi матрицi. Завважимо, що Δ𝑍𝑖 виключено з системи
для спрощення.
Далi ми сортуємо всi змiннi для спрощеної системи як:
𝑥 = [Δ𝑋0,Δ𝑋1,Δ𝑋2, . . . ,Δ𝑋𝑟,Δ𝑋𝑟+1,Δ𝑌1,Δ𝑌2, . . . ,Δ𝑌𝑟, ]
В результатi отримуємо 𝐴 · 𝑥𝑇 = 0,
де
𝐴 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑙1, 0, 𝐼2, 0, . . . , 0, 0, 0, 𝑃, 0, . . . , 0
0, 𝑙1, 0, 𝐼2, . . . , 0, 0, 0, 0, 𝑃, . . . , 0
. . . , . . . , . . . , . . . , . . . , . . . , . . . , . . . , . . .
0, 0, 0, 0, . . . , 𝐼1, 0, 𝐼2, 0, 0, . . . , 𝑃
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.2)
є комплексною блоковою матрицею з 𝑟 рядками та 2𝑟 + 2 стовпцями.
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2.3 Порiвняння методу У-Ваня з 𝑈𝐼𝐷-методом
Твердження 2.1. 𝑈𝐼𝐷-метод є частковим випадком, методу У-
Ваня
Доведення.
1) По-перше, матричне представлення в 𝑈𝐼𝐷-методi, приклад якого
був наведений в формулi 1.2, є специфiчною формою системи проходження
станiв.
2) По-друге, операцiї, що використовуються в 𝑈𝐼𝐷-методi,
визначенi в таблицi 1.1, а також в формулах 1.1 та 1.2 є включеними в
правила здобування нової iнформацiї, що наведенi в роздiлi 2.1.
3) Ну й на кiнець, буде показано, що протирiччя, яке здобуває 𝑈𝐼𝐷
завжди може бути знайдене i методом У-Ваня.
Згiдно з 𝑈𝐼𝐷-методом знаємо, що для виявлення НД необхiдно, щоб
виконувалась умова формули 1.1. Але ми цього не можемо зробити в
деяких випадках. Ми не можемо нiчого стверджувати, якщо вираз
мiстить змiннi з невiдомим значенням, або ж двi змiннi з ненульовим
змiнним значенням. Також метод не видає точне рiшення якщо вiн
мiстить стан з ненульовим незмiнним значенням та з ненульовим змiнним
значенням якихось двох або бiльше своїх змiнних вiдповiдно.
Таким чином, ми дiйсно можемо знайти протирiччя, якщо стани в нас
мiстять тiльки одну змiнну з ненульовим змiнним або ж незмiнним
значеннями.
Натомiсть, в методi У-Ваня будуємо 𝑙 лiнiйних рiвнянь виду
Δ𝑢𝑖 ⊕ Δ𝑣𝑖 = 0, 1 ≤ 𝑖 ≤ 𝑙 в системi розповсюдження рiзниць з введенням
потрiбних внутрiшнiх змiнних. Цi лiнiйнi рiвняння включаються в
систему 𝐿, отже маємо:
– якщо ⊕𝑖∈𝐼(Δ𝑢𝑖 ⊕ Δ𝑣𝑖) = Δ𝑐, де Δ𝑐 – ненульова змiнна рiзниця.
Звiдси, ненульова змiнна рiзниця належатиме простору {Δ𝑢𝑖 ⊕ Δ𝑣𝑖 = 0 :
33
1 ≤ 𝑖 ≤ 𝑙}. В цьому випадку, ранг матрицi 𝐿 не буде рiвним рангу
доповненої матрицi. Так ми отримуємо НД згiдно з правилами
здобування нової iнформацiї з лiнiйної частини;
– якщо ⊕𝑖∈𝐼(Δ𝑢𝑖 ⊕Δ𝑣𝑖) = Δ𝑎, де Δ𝑎 – ненульова незмiнна рiзниця.
З означення 𝑎 ̸= 0, але якщо система рiшається, то 𝑎 = 0. Таким чином,
знову отримуємо НД згiдно з правилами здобування нової iнформацiї з
лiнiйної частини.
Таким чином, 𝑈𝐼𝐷 дiйсно є частковим випадком методу У-Ваня.
Згiдно з твердженням 2.1, усi НД, що знаходить 𝑈𝐼𝐷-метод, зможе
знайти i метод У-Ваня. Але все ж iснує великий клас НД, якi можна
отримати тiльки методом У-Ваня. Для прикладу 𝑈𝐼𝐷-метод не зможе
знайти НД зображений на рисунку
Отже, можна довести, що метод У-Ваня узагальнює в собi
𝑈𝐼𝐷-метод та 𝑈 -метод, як частковi випадки. Зокрема, було показано, що
за допомогою методу У-Ваня реально знайти неможливi диференцiали з
бiльшим значенням довжини.
Важливо також зазначити, що в 𝑈𝐼𝐷-методi є ще одна знакова
вiдмiннiсть, що вiдрiзняє його вiд 𝑈 -методу та власне методу У-Ваня. А
саме, в ньому розглядаються вiдношення мiж вхiдними та вихiдними
змiнними i провiряє чи вони однаковi, в той час як iншi методи з
перечислених використовують тiльки поняття нульових та ненульових
змiнних, оминаючи власне вiдношення мiж самими змiнними.
2.1
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Рисунок 2.1 – Приклад НД для 8-раундового шифру 𝑀𝐼𝐵𝑆
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2.4 Шифр «Калина-2»
До 2015 року ГОСТ 28147-89 був основним блоковим шифром, що
використовувався в Українi. Навiть зараз цей шифр як i ранiше
забезпечує прийнятний рiвень стiйкостi. Проте його реалiзацiя
програмного забезпечення є значно повiльнiшою i менш ефективною на
сучасних платформах порiвняно з новими рiшеннями наприклад в
стандартi AES. Шифр «Калина-2» – це криптографiчний алгоритм
симетричного блокового шифрування. Побудований на основi 𝑆𝑃 -мережi.
Алгоритм був розроблений вiтчизняними спецiалiстами та був прийнятий
у якостi нацiонального стандарту України ДСТУ 7624:2014. Це сучасний
алгоритм для забезпечення таких задач криптографiї як
конфiденцiйнiсть та цiлiснiсть.
Для стандарту шифрування визначено 10 режимiв роботи алгоритму.
Ми будемо розглядати тiльки базове перетворення або iнакше – режим
простої замiни. У такому режимi використання алгоритму для
забезпечення конфiденцiйностi не рекомендується. Задля цього в iнших
режимах є додатковi перетворення, якi пiдвищують криптографiчну
складнiсть.
В залежностi вiд розмiрiв блоку та ключа шифр може мати рiзну
кiлькiсть iтерацiї. Ця залежнiсть наведена у таблицi 2.1.
Таблиця 2.1 – Залежнiсть кiлькостi iтерацiй вiд розмiру блоку и
довжини ключа
Розмiр блоку Довжина ключа Кiлькiсть iтерацiй
128
128 10
256 14
256
256 14
512 18
512 512 18
36
Вхiдний, вихiдний блоки та внутрiшнiй стан перетворення
представляється у виглядi матрицi розмiром 8 * 𝐶 байтiв. Кожен байт ми
представляємо як елемент поля 𝐺𝐹 (28).
Базове перетворення виконує обробку вхiдного блоку даних
довжиною 𝑙 бiтiв. Матриця внутрiшнього стану позначається як
𝐺 = (𝑔𝑖,𝑗), 𝑔𝑖,𝑗 ∈ 𝐷(28), де 𝑖 = 0..7.
Записуються та зчитуються байти матрицi по стовпцях.
Зашифрування. Пряме перетворення алгоритму Калина-2 складається
iз наступних операцiй:
– Функцiя додавання раундового ключа за модулем 264.
Цикловий ключ представлений як матриця розмiром 8 ·𝐶. Ми додаємо по
стовпцям раундовий ключ до стовпцiв стану перетворення.
– Шар нелiнiйного бiєктивного вiдображення (байтовi пiдстановки).
На даному етапi ми застосовуємо до кожного байту матрицi внутрiшнього
стану 𝐺 = (𝑔𝑖,𝑗) пiдстановку 𝑆𝑘 : 𝑉8 → 𝑉8, 𝑘 = 0, 1, 2, 3 , де 𝑆𝑘 пiдстановки
наведенi у ДСТУ.
– Перестановка елементiв
Дана операцiя виконує циклiчний зсув вправо рядкiв матрицi стану.
Кiлькiсть елементiв зсуву залежить вiд номеру рядка та розмiру блоку.
Обчислюється за формулою 𝛿𝑖 = ⌊𝑖 * 𝑙/512⌋. Наприклад, п’ятий рядок
станової матрицi шифру з 256-бiтним розмiром блоку циркулярно
змiщений вправо на двi позицiї.
– Лiнiйне перетворення
Дана операцiя виконується наступним чином: кожен елемент матрицi
стану представляється як елемент 𝐺𝐹 (28), що утворено незвiдним
полiномом 𝑓(𝑥) = 𝑥8 + 𝑥4 + 𝑥3 + 𝑥2 + 1. Кожен елемент результуючої
матрицi стану отримується, як результат множення векторiв довжини 8
над полем 𝐺𝐹 (28).
– Функцiя додавання раундового ключа за модулем 2.
Раундовий ключ в нас представлений, як матриця розмiру 8 ·𝑐. Пiд час цiєї
операцiї ми беремо i додаємо байти раундового ключа та байти матрицi.
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Таблиця 2.2 – Порядок операцiй для шифру Калина-2
# iтерацiї Операцiї
0 Додавання раундового ключа за модулем 264
1−−𝑡− 1
Шар нелiнiйного бiєктивного вiдображення
Перестановка елементiв
Лiнiйне перетворення
Функцiя додавання циклового ключа за модулем 2
𝑡
Шар нелiнiйного бiєктивного вiдображення
Перестановка елементiв
Лiнiйне перетворення
Функцiя додавання циклового ключа за модулем 264
У таблицi 2.2 приведено порядок операцiї у алгоритмi Калина-2.
Отже, «Калина-2» - це блоковий шифр iз SPN-подiбною структурою.
Вiн має збiльшений розмiр MDS-матрицi, новий набiр iз чотирьох рiзних
S-боксiв i тд. Калина пiдтримує розмiр блоку та довжину ключа в 128, 256
i 512 бiт.
2.5 Формалiзацiя Калина-подiбних шифрiв для уточнення
методу У-Ваня
Розiбравшись з основними деталями та перетвореннями шифру
«Калина-2» та з загальними деталями власне побудови формальних
правил для пошуку неможливих диференцiалiв можемо побачити, що
«Калина»-подiбнi шифри досить зручно виражаються в термiнах методу.
Окрiм того слiд взяти до уваги наступний фактор. Як було показано
ранiше, система в загальному випадку є неподiльною i з ростом довжини
НД, росла i складнiсть рiшення цiєї системи. Кiлькiсть комбiнацiй для
пропускання правил сильно росте при великих значеннях. Однак для
SP-мереж всi лiнiйнi перетворення розмежованi мiж собою нелiнiйними
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шарами, а тому лiнiйнi рiвняння рiзних раундiв не мiстять спiльних
змiнних. У AES-подiбних та «Калина»-подiбних шифрiв це твердження
справедливо взагалi для кожного окремого стовпчика матрицi стану.
Вiдповiдно, система лiнiйних рiвнянь розпадається на окремi незалежнi
пiдсистеми малого розмiру, якi треба перевiряти на розв’язуванiсть.
Як визначав Клод Шеннон у своїй роботi "Communication Theory of
Secrecy Communication розсiювання та перемiшування є двома
властивостями, необхiдними для роботи будь-якого захищеного
криптографiчного алгоритму [1]. У класичних шифрах цi атрибути були
досягнутi за допомогою використання шифрiв замiни чи перестановки .
Сучасна криптографiя використовує одне i те ж явище у формi SPN
мереж. Фейстелiвськi мережi для схожих цiлей використовують 𝑆-блоки.
Дифузiя в 𝑆𝑃𝑁 пов’язана з практикою перестановки блокiв, що
розсiюють статистичну структуру вiдкритого тексту в загальнiй
статистицi шифртексту. Максимально роздiленi по вiдстанi матрицi
(Maximum Distance Separable (MDS)), якi в основному походять вiд
ReedSolomon кодiв, доставляють дифузiйнi властивостi, що робить їх
однiєю з життєво важливих складових сучасних шифрiв типу AES i
«Калина-2».
В MDS-матриць є багато корисних властивостей, якi позволяють їх
на повну використовувати при побудовi шифрiв. Одною з них вляється
те, що у MDS-матрицi всi квадратнi пiдматрицi є невиродженими. З цього
випливає, що якщо кiлькiсть ненульових слiв на входi та виходi
MDS-перетворення не менша за його iндекс розгалуження, то вiдповiдна
система лiнiйних рiвнянь завжди буде мати розв’язок. Вiдповiдно, якщо
система лiнiйних рiвнянь утворена MDS-перетворенням, то перевiрка її
розв’язуваностi фактично зводиться до пiдрахунку кiлькостi ненульових
слiв у вхiдному та вихiдному векторах змiнних.
Метод У-Ваня перевiряє сумiснiсть системи лiнiйних рiвнянь лише на
самому початку аналiзу. Однак пiд час пошуку суперечностей i
встановлення значень промiжних змiнних у лiнiйних рiвняннях також
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вiдбуваються змiни, якi можуть дати певну суперечнiсть. Перевiрка цих
умов може надати додаткову iнформацiю про проходження диференцiалу
у шифрi та, вiдповiдно, про наявнiсть певних суперечностей.
Окрiм доданих в минулiй роботi B-спiввiдношення, що пов’язують
вхiднi та вихiднi змiннi кожного MDS-перетворення у шифрi, вводяться
новий клас спiввiдношень для перевiрки розв’язуваностi системи для
кожного з промiжних значень змiнних. Ми називатимемо їх
C-спiввiдношеннями i вони також будуть давати додаткову iнформацiю
для отримання НД. Але все ж варто зазначити,щ ця iнформацiя може
бути застосовною тiльки для отримання НД на цьому етапi. Для
наступних же етапiв нiякої нової iнформацiї з цих перетворень ми не
отримуємо.
Послiдовно розглядаючи кроки цiєї схеми шифрування можна
помiтити, що додавання ключiв за певним модулем не буде впливати на
вигляд диференцiалiв, тому вони й не розглядатимуться. Таким чином,
дiйсний вплив на результат матимуть шар нелiнiйного вiдображення
(який i утворюватиме 𝑁𝐿-пiдсистему), шар перестановки елементiв та
шар лiнiйного перетворення, на основi якого можна побудувати матрицю
𝐿.
Матриця 𝐿 будується на основi циркулятивної матрицi, яка i задає
всi впливовi переходи змiнних. Циркулятивна матриця в Калинi має
вигляд вектора 𝑣 = (0𝑥01, 0𝑥01, 0𝑥05, 0𝑥01, 0𝑥08, 0𝑥06, 0𝑥07, 0𝑥04), що
складається з послiдовностi байтових констант у шiснадцятковому
поданнi. Всi вони iнтерпретуються як елементи поля 𝐺𝐹 (28), при цьому
циклiчний зсув виконується вiдносно елементiв вектора над скiнченним
полем.
𝑁𝐿-шар для «Калина»-подiбних шифрiв принципово не
вiдрiзняється вiд 𝑁𝐿-шарiв для бiльшостi поширених блокових шифрiв.
Вiн також задається набором правил переходiв змiнних одна в одну i
допомагає шукати протирiччя.
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Висновки до роздiлу 2
Даний роздiл являється дуже важливим для побудови вже власне
готового методу в наступнiй главi. В цьому роздiлi на вiдмiну вiд
першого, вже описана власне iдейна та математична база, необхiднi для
розумiння всiх деталей, що висуватимуться надалi. Оскiльки дана робота
трактується як продовження моїх попереднiх дослiджень, то багато
описових частин були запозиченi з неї. Їх формулювання являється доволi
чiтким i тому структура даного роздiлу є аналогiчною.
В наступному роздiлi на основi даного матерiалу вже буде чiтко
описаний алгоритм для отримання результатiв.
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3 ВИСУНУТИЙ АЛГОРИТМ ТА ЙОГО РЕАЛIЗАЦIЯ
В даному роздiлi використовуються всi вiдомостi з попереднього
роздiлу для побудови ефективного методу пошуку неможливих
диференцiалiв. Також вводиться спроба доповнення попередньої моделi
новими правилами або ж етапами в алгоритмi для спроби покращення
результатiв. Ну i як результат, буде приведено чи покращення програмної
реалiзацiї згiдно з доповненнями до минулого методу дозволяє найти
бiльше неможливих диференцiалiв.
3.1 Введення змiнних на кожному раундi та правила їх
обробки
Як вже було описано в попередньому роздiлi, чимала доля
потенцiйно важливої для знаходження неможливого диференцiалу
iнформацiї втрачається за рахунок недосконалої моделi типiзацiї змiнних.
Тобто в попереднiй реалiзацiї 𝑃 [.] та 𝐶[.] ⊂ {0, 1, 2}, де 𝑃 [.] та 𝐶[.] -
вхiдний та вихiдний маcиви, i приймають значення нульової, ненульової
та невiдомої рiзницi вiдповiдно до значень.
Натомiсть, ми можемо використати модель в якiй значення типу, що
рiвне 1 натомiсть варiюватиметься можливими буковними позначеннями
в залежностi вiд вiдношень мiж власне змiнними. Таким чином в цьому
методi можливо буде знайти бiльше можливих комбiнацiй НД. Для
прикладу, якщо Δ𝑃 = (𝑎, 0, 0, 𝑎) i Δ = (𝑎, 0, 0, 𝑏), де 𝑎 та 𝑏 - рiзнi
ненульовi значення, то в такому разi можна стверджувати, що
𝑥1 = 𝑥4 = 𝑦1 та 𝑦4 ̸= 𝑥1.
Слiд зауважити, що при роботi з системою лiнiйних рiвнянь для
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виявлення її сумiсностi, значення змiнних розглядатиметься в контекстi
нульових та ненульових значень. Диференцiювання на вiдмiннi вже мiж
собою значення змiнних нас не цiкавитиме на даному етапi.
В такому разi виникає ряд запитань, щодо доцiльностi даного методу
в контекстi його ефективностi. Iншими словами, якщо ми маємо множину
можливих значень: {0, 𝑎1, ..., 𝑎𝑛, 𝑏1, ..., 𝑏𝑛, 2}, де символи 𝑎𝑖, 𝑏𝑖, 1 ≤ 𝑖 ≤ 𝑛−2𝑛
рiзних точно вiдмiнних вiд нуля значень. В такоми випадку ми отримаємо
((𝑛+ 1)𝑛 − 1) · ((2𝑛+ 1)𝑛 − 1) диференцiйних пар. Для класiв шифрiв, що
ми будемо розглядати, це значення являється занадто великим.
Тим не менш, вiдштовхуючись вiд найбiльш вiд результатiв минулої
роботи i практики використання даного пiдходу, досить рацiональним
пiдходом буде використовувати простi шаблони деференцiйних пар.
Тимпаче, всi НД знайденi для блокових шифрiв опублiкованi в лiтературi
є простого виду.
Отже, в данiй роботi для вхiдного та вихiдного диференцiалу виду
(Δ𝑃1, ...,Δ𝑃𝑛) та , матимуть Δ𝑃𝑖,Δ𝑃𝑖 ⊂ {0, 𝑎, 𝑏}. Таким чином кiлькiсть
диференцiйних пар, що розглядатимуться сягатиме (3𝑛 − 1) · (3𝑛 − 1).
З iншої сторони, як i ранiше, вибiр множини вхiдних та вихiдних
масивiв змiнних зручно зупинити на масивах виду: {𝑥1, 𝑥2, ..., 𝑥𝑠, ..., 𝑥𝑛},
де 𝑥𝑠 ̸= 0, 𝑥𝑖 = 0, для 𝑖 ̸= 𝑠.
Пiдкреслимо ще раз, що змiнна вiдповiдає рiзницi певного машинного
слова, адже розглядати в якостi змiнної рiзницi бiтiв дуже затратно та не
практично.
Вцiлому, вигляд основного циклу в контекстi внесених доповнень
зовсiм не змiнюється. Вiдповiдно iнiцiалiзацiя змiнних та правил
переходiв буде все тiєю ж.
Основний цикл:
1) Далi необхiдно ввести новi змiннi, що вiдповiдатимуть можливим
значенням масиву пiсля проходження через нелiнiйний шар, якi
вiдповiдають
2) Додаємо нелiнiйнi правила переходiв через 𝑁𝐿-частину виду
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(𝑥𝑖, 𝑧𝑖), де 𝑧𝑖 - змiнна, в яку переходить 𝑥𝑖 при проходi через 𝑁𝐿-частину.
3) Вводимо новi змiннi для описання переходiв через лiнiйну частину
𝐿
4) Додаємо вiдповiднi лiнiйнi правила переходiв.
Основний цикл ми проганяємо 𝑟-раз, де 𝑟 – кiлькiсть раундiв.
3.2 Наглядний приклад вiдмiнностi нової моделi присвоєнь
значень змiнним
Давайте розглянемо приклад 5-раундового шифру Фейстелiвського
типу. Для початку присвоємо диференцiйнi змiннi для 5-раундового
шифру Фейстелiвського типу.
На рисунку 3.1 𝐹𝑖, 1 ≤ 𝑖 ≤ 5 є перемiшуваннями, де вихiдна рiзниця
𝐹𝑖 отримує на вхiд 𝑋𝑖 i видає на вихiд 𝑌𝑖. Отже позначимо це як 𝑋𝑖 ∼ 𝑌𝑖.
Згiдно з цим же обчислювальним графiком для 5-раундового шифру
Фейстелiвського типу, ми отримуємо наступну систему рiвнянь:
𝑋0 ⊕𝑋2 ⊕ 𝑌1 = 0, 𝑋1 ∼ 𝑌1
𝑋1 ⊕𝑋3 ⊕ 𝑌2 = 0, 𝑋2 ∼ 𝑌2
𝑋2 ⊕𝑋4 ⊕ 𝑌3 = 0, 𝑋3 ∼ 𝑌3
𝑋3 ⊕𝑋5 ⊕ 𝑌4 = 0, 𝑋4 ∼ 𝑌4
𝑋4 ⊕𝑋6 ⊕ 𝑌5 = 0, 𝑋5 ∼ 𝑌5
Для того, щоб перевiрити чи являється (𝑎, 0) → (𝑎, 0) неможливим
диференцiалом, де 𝑎- ненульового значення потрiбно вирiшити систему з
𝑋0 = 𝑎,𝑋1 = 0, 𝑋5 = 0, 𝑋6 = 𝑎. Так як 𝑋1 ∼ 𝑌1 та 𝑋5 ∼ 𝑌5 повинно бути
𝑌1 = 0 та 𝑌5 = 0. З лiнiйних правил ми маємо 𝑌3 = 0, а отже i 𝑋3 = 0,
оскiльки𝑋3 ∼ 𝑌3. Далi ж з лiнiйних рiвнянь ми отримуємо, що 𝑌2 = 0, хоча
i 𝑋2 = 𝑎 i 𝑋2 ∼ 𝑌2. Таким чином система немає розв’язкiв i (𝑎, 0)→ (𝑎, 0)
є неможливим диференцiалом для даного шифру.
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Рисунок 3.1 – Найменування промiжних значень змiнних для
5-раундового шифру Фейстелiвського типу
Тепер же щоб знайти всi неможливi диференцiали для даного шифру,
ми перечислюємо всi можливi пари диференцiйних пар:
{(0, 𝑎), (𝑎, 0), (𝑎, 𝑎), (0, 𝑏), (𝑏, 0), (𝑏, 𝑏), (𝑎, 𝑏), (𝑏, 𝑎)}, де 𝑎, 𝑏 мають два
вiдмiннi ненульовi значення. Прогнавши всi пари диференцiалiв через
аналогiчнi процедури, ми отримаємо всi неможливi диференцiали даного
шифру в рамках даної моделi.
Звiсно, даний алгоритм не носить в собi узагальнений характер. Вiн
бiльше схожий на спецiалiзований та адаптований пiд шифри
Фейстелiвського типу спосiб пошуку неможливих диференцiалiв. Але все
ж вiн допомагає наглядно розiбратись в деяких деталях нового способу
введень промiжних значень для змiнних.
В основному цi змiни допоможуть ввести деякi новi формальнi
правила для пропускання змiнних через внутрiшнi примiтиви та, звiсно,
для отримання бiльш широкого спектру протирiч.
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3.3 Схема алгоритму для знаходження неможливих
диференцiалiв максимальної довжини для Калина-подiбних
шифрiв
Нам необхiдно, задаючи вибранi нами пари масивiв типiв змiнних
входу i виходу шифрiв (𝑃 [.] та 𝐶[.]), отримати результат чи являються
вони неможливим диференцiалом. Тому алгоритм здобуває все нову
iнформацiю з лiнiйної та нелiнiйної частини до тих пiр, поки не знайдено
протирiччя, або ж вiн ще може здобувати цю нову iнформацiю.
Схема його роботи виглядає наступним чином:
1) Вибираємо множину вхiдних та вихiдних масивiв типiв змiнних.
2) Будуємо загальну систему всiх лiнiйних рiвнянь i перевiряємо її
на розв’язуванiсть.
3) Пробiгаємо всi 𝑁𝐿-правила.
– Якщо знаходимо одночасно нульовi та ненульовi змiннi, то iснує
неможливий диференцiал
– Якщо знаходимо змiннi, що одночасно вiдповiдає рiзним
ненульовим значенням, то iснує неможливий диференцiал даної довжини
– Якщо двi умови не виконуються, то змiнюємо значення змiнних
вiдносно правил
4) Для 𝐿-частини перевiряємо чи iснують рiвняння виду:
– 𝑎 · 𝑥 = 𝑐𝑜𝑛𝑠𝑡 тодi, якщо 𝑐𝑜𝑛𝑠𝑡 = 0, 𝑥 = 0, або ж якщо 𝑐𝑜𝑛𝑠𝑡 ̸= 0,
𝑥 ̸= 0.
– 𝑎 · 𝑥⊕ 𝑏 · 𝑦 = 𝑐𝑜𝑛𝑠𝑡.
– 0 = 𝑐𝑜𝑛𝑠𝑡 ̸= 0, якщо так – протирiччя.
5) Обробка 𝐵 правил. Для кожного B-спiввiдношення [y, z] в описi
шифру перевiряємо:
– якщо всi змiннi вектору 𝑦 є нульовими, то зробити всi змiннi вектору
𝑧 нульовими аналогiчно i навпаки.
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– якщо загальна кiлькiсть нульових змiнних у векторах 𝑦 та 𝑧 є
строго бiльшою за 𝑙 − 1, то знайдено протирiччя.
6) Обробка правил. Для кожного С-спiввiдношення [y, z] в описi
шифру перевiряємо чи задана векторами 𝑦 та 𝑧 пiдматрицi будуть
максимального рангу. Iншими словами це являється провiркою на
сумiснiсть лiнiйної системи рiвнянь, яка утворюєтья в даному випадку.
Якщо ранг є меншим за максимальний, то знайдено протирiччя.
7) Якщо пiсля обробки всiх правил 𝑋[.] не змiнився, то завершуємо
роботу, адже ми вже не можемо витягнути нiякої додаткової iнформацiї.
Пояснимо бiльш детально обробку 𝐵-правил. Для
MDS-перетворення, яке визначається матрицею розмiру 𝑙 · 𝑙, загальна
кiлькiсть ненульових змiнних на входi та виходi є щонайменше 𝑙 + 1.
Вiдповiдно, загальна кiлькiсть ненульових змiнних на виходi не може
перевищувати 𝑙 − 1. Таким чином, якщо виявиться, що загальна кiлькiсть
нульових змiнних буде бiльшою за 𝑙 − 1, то це гарантована суперечнiсть у
шляху проходження диференцiалу шифру.
Слiд зазначити, що умови перевiрки для лiнiйної частини типу:
𝑎 · 𝑥 ⊕ 𝑏 · 𝑦 = 𝑐𝑜𝑛𝑠𝑡 та 0 = 𝑐𝑜𝑛𝑠𝑡 ̸= 0, будуть розглядатись як можливе
доповнення до запропонованих умов У-Ванем.
Зауваження. Оригiнальний шифр «Калина» на початку та
наприкiнцi шифрування використовує додавання iз ключем за модулем
264. Ця операцiя не є блоковою та в загальному випадку не зберiгає
структуру шаблонiв. Однак шаблони виду, що розглядається в роботi
будуть зберiгатись при проходженнi через ключовий суматор такого виду.
Таким чином, запропонована модель застосовна i до оригiнального
шифру «Калина» iз не блоковими операцiями у ключовому суматорi
першого та останнього раундiв, якщо обмежитись усiченими
диференцiалами описаного виду.
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3.4 Деякi деталi програмної реалiзацiї алгоритму
– За основу програмного ядра бралась програмна реалiзацiя з
попередньої роботи
– Враховуючи архiтектуру програмного коду, що був написаний для
попередньої версiї програмного ядра, в бiльшiй мiрi модифiкацiя вплинула
на дописання частини для роботи з СЛАР та розширенням варiативностi
можливих значень промiжних змiнних.
– Множину можливих пар диференцiалiв на вхiд-вихiд, що
розглядались при модифiкуваннi програмної реалiзацiї обмежувалось
згiдно з принципом,що описаний в секцiї 3.2.
– Пiсля генерацiї всiх можливих шаблонiв змiнних,
iнiцiалiзовувались по порядку лiнiйнi та нелiнiйнi правила переходу
змiнних;
– В лiнiйних правилах принциповим є кiлькiсть змiнних в блоцi, адже
вiд цього залежить вид лiнiйної системи, яка в них будується;
– Пiсля цього вiдбувається поступовий перебiр всiх можливих
комбiнацiй згiдно з множиною шаблонiв i, власне, робота алгоритму з
ними;
– Обробка правил ведеться з двох сторiн – «знизу» i «зверху» аж до
моменту поки вони не перетнуться;
– Власне з цього моменту алгоритм перевiряє на протирiччя данi,
що отримав з двох потокiв. Вiн або знаходить його, або ж дiстає нову
iнформацiю для обох потокiв, згiдно з правил обробки для лiнiйних та
нелiнiйних правил вiдповiдно;
– Якщо наступає момент, коли потiк отримав всi змiннi невiдомого
типу, цей потiк припиняє роботу;
– Якщо два потоки припинили свою роботу, або ж протирiччя не
знайдено на всiх раундах, алгоритм дає негативний результат.
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Рисунок 3.2 – Схема роботи алгоритму з «Калина»-подiбними шифрами
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3.5 Результати експериментальних даних
В попереднiй роботi в даному напрямку, хоч i метод формалiзувався
для роботи з широким класом «Калина»-подiбних шифрiв, але результати
були застосованi по бiльшiй мiрi до зменшеної версiї шифру «Калина» iз
блоком у 64 бiти та до оригiнальних версiї шифрiв «Калина-128» та
«Калина-256».
Цього ж разу, враховуючи доданi новi правила, була проведена спроба
отримати певнi порiвняльнi данi для «Калина»-подiбних шифрiв з рiзними
матрицями взятими для опрацювання на етапi C-перетворень.
Були розглянутi матрицi оригiнальної «Калина-2» та її зменшеної
версiї, як i ранiше. Окрiм цього були розглянутi матрицi шифрiв Midori та
Camellia. Iншими словами за мету було взято порiвняти стiйкiсть даного
типу шифрiв до вiдповiдних атак в залежностi вiд замiни матриць.
Також на метi дослiдження, було дослiдити чи реально буде
розширити кiлькiсть НД або ж збiльшити максимальну їх довжину, якщо
модифiкувати його пiд отримання бiльшої кiлькостi промiжної
iнформацiї.
Як показали результати, набiр НД, якi було отримано за допомогою
оновленої програмної реалiзацiї залишався аналогiчним. Це в свою чергу
значить, що весь даний клас шифрiв є стiйким до всiх покращень якi
вносились для даного методу. Очiкуваного диференцiалу довжини 4 з
набору розгляданих пар вхiд-вихiд так i не було отримано.
Таким чином для бiльшої наглядностi сумарних результатiв, що були
отриманi за допомогою даного методу, будуть продубльованi попереднi
результати в їхнiй системi позначень.
Для першого шифру було знайдено 900 класiв неможливих
диференцiалiв. У всiх диференцiалiв виникала суперечнiсть пiд час
аналiзу лiнiйних правил i знаходилась за двi iтерацiї обробки правил.
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Наведемо приклад диференцiального шляху трираундового
неможливого диференцiалу. Тут 0 – нульова змiнна, 1 – ненульова змiнна,
2 – невiдома змiнна, INPUT – вхiдний вектор рiзниць. На червоному тлi
видiлено мiсце виникнення суперечностi.
Рисунок 3.3 – Приклад НД для зменшеної версiї шифру «Калина»
Як було написано ранiше, чотирираундових шифрiв не вдалось знайти
жодного неможливого диференцiалу.
– для шифру «Калина-128» було знайдено 5184 класи неможливих
диференцiалiв з 18496, що розглядались;
– для шифру «Калина-128» було знайдено 278784 класи неможливих
диференцiалiв з 278784, що розглядались;
Як i для зменшеної версiї, в усiх знайдених неможливих диференцiалах
суперечнiсть виникала пiд час обробки лiнiйних правил i знаходилась в 2
iтерацiї.
Всi неможливi диференцiали, якi були знайденi на виходi мiстили хоча
б одну повнiстю нульову колонку.
Нижче наведено приклад диференцiйних шляхiв знайдених
неможливих диференцiалiв:
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Рисунок 3.4 – Калина-128
Рисунок 3.5 – Калина-256
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Висновки до роздiлу 3
В даному роздiлi було детально описано всi додатковi частини нового
методу пошуку НД на основi попереднього та причини по яким вони
вводяться. З врахуванням цих доповнень був описаний уточнений метод з
додатковими формальними правилами та оновлена програмна реалiзацiя.
Результатом роботи згаданого оновленого програмного ядра
виявилось одержання аналогiчного сегменту НД тiєї ж довжини. Це
означає в свою чергу, що данi типи шифрiв є стiйкими вiдносно внесених
доповнень та не пiддаються їм.
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ВИСНОВКИ
В ходi даної роботи був проведений аналiз основних опублiкованих
iснуючих методiв для пошуку неможливих диференцiалiв, якi мали мiсце
для знаходження вагомих класiв неможливих диференцiалiв. Описавши
всi цi алгоритми, був чiтко описаний послiдовний зв’язок мiж ними та
проведений розрiз перетiкання iдей та частин одного методу в iнший.
Було показано, що бiльшiсть нових в свiй час методiв, були отриманi як
бiльш загальнi способи пошуку НД своїх попередникiв.
В другому роздiлi були описанi базовий метод для пошуку НД на
основi якого i робились всi уточнення та адаптування пiд
«Калина»-подiбнi шифри. Також були розглянутi важливi поняття i
теоретичнi данi для уточнення конкретно попереднього алгоритму та
вказанi основнi деталi щодо особливостей шифру «Калина-2».
В завершальному третьому роздiлi були вже детально формалiзованi
всi правила методу та описанi всi доповнення до цих правил. Була
проведена аргументацiя доцiльностi введення даних додаткових правил
та можливий їх вплив на роботу алгоритму.
За результатами роботи програмної реалiзацiї методу було виявлено
стiйкiсть «Калина»-подiбних шифрiв до покращення даної атаки. Iншими
словами, нiякої нової iнформацiї вiдносно старої версiї методу не
здобувалося.
З iншої сторони, данi дослiдження та програмна реалiзацiя методу
можуть послужити в майбутньому для подальшого доповнення та
уточнення даного методу, або ж бiльш глобального пошуку НД для
схожих шифрiв.
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ДОДАТОК А ТЕКСТИ ПРОГРАМ
Нижче наведенi найважливiшi частини програмного коду, що
використовувався для реалiзацiї запропонованого методу пошуку
неможливих диференцiалiв.
А.1 Клас представлення L-правил
А.1.1 Iнтерфейс
class CLRules
{
public:
CLRules(int blockSize, int numberOfRounds) ;
void initializeRules(std::vector<int> namesOfVariables,
int numberOfCurrentRound);
void recoverInfoUpDown(std::vector<CVariable> & arrayOfVariables,
int numberOfRound);
void recoverInfoDownUp(std::vector<CVariable> & arrayOfVariables,
int numberOfRound);
bool checkContradiction(std::vector<CVariable>
& arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables,
int numberOfRound);
bool LynearSystemSolviability(std::vector<int> ZeroRaws, std::vector<int> ZeroColumns, int numberOfInputZeros,
int numberOfOututZeros);
private:
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std::vector<int> cycleShiftForRow(std::vector<int> inputRaw,
int shiftValue);
std::vector<std::vector<int>> generateKalynaBlockView
(std::vector<int> input);
std::vector<std::vector<int>> m_circulantMatrix;
std::vector<std::vector<int>> m_variableMatrix;
int m_numberOfColumns;
int m_firstRowWithCycleShift;
int m_numberOfRounds;
};
А.1.2 Реалiзацiя класу
CLRules::CLRules(int blockSize, int numberOfRounds)
{
m_circulantMatrix[0] = { 0, 1, 1, 1, 1, 0, 0, 1 };
m_circulantMatrix[1] = { 1, 0, 1, 1, 1, 1, 0, 0 };
m_circulantMatrix[2] = { 1, 1, 0, 1, 0, 1, 1, 0 };
m_circulantMatrix[3] = { 1, 1, 1, 0, 0, 0, 1, 1 };
m_circulantMatrix[4] = { 0, 1, 1, 1, 1, 1, 1, 0 };
m_circulantMatrix[5] = { 1, 0, 1, 1, 0, 1, 1, 1 };
m_circulantMatrix[6] = { 1, 1, 0, 1, 1, 0, 1, 1 };
m_circulantMatrix[7] = { 1, 1, 1, 0, 1, 1, 0, 1 };
m_numberOfRounds = numberOfRounds;
switch (blockSize)
{
case 128:
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{
m_numberOfColumns = 2;
m_firstRowWithCycleShift = 4;
break;
}
case 256:
{
m_numberOfColumns = 4;
m_firstRowWithCycleShift = 2;
break;
}
case 512:
{
m_numberOfColumns = 8;
m_firstRowWithCycleShift = 1;
break;
}
default:
m_numberOfColumns = 0;
break;
}
m_variableMatrix = std::vector<std::vector<int>>
(m_numberOfColumns*m_numberOfRounds,
std::vector<int>(16, 0));
}
void CLRules::initializeRules(std::vector<int> namesOfVariables,
int numberOfCurrentRound)
{
int currentShiftValue = 0;
int nextRowWithShift = m_firstRowWithCycleShift;
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std::vector<int> initializedVector(16,0); // !!!
auto rawVectors = generateKalynaBlockView(namesOfVariables);
for (int i = 0; i < 8; ++i)
{
if (i < nextRowWithShift)
{
rawVectors[i] = cycleShiftForRow(rawVectors[i],
currentShiftValue);
}
else
{
nextRowWithShift += m_firstRowWithCycleShift;
currentShiftValue += 1;
rawVectors[i] = cycleShiftForRow(rawVectors[i],
currentShiftValue);
}
}
for (int i = 0; i < m_numberOfColumns; ++i)
{
for (int j = 0; j < 8; ++j)
{
initializedVector[j] = rawVectors[j][i];
initializedVector[j + 8] = namesOfVariables[j]
+ namesOfVariables.size() + i*8;
}
m_variableMatrix[i + numberOfCurrentRound
* m_numberOfColumns] = initializedVector;
}
}
void CLRules::recoverInfoUpDown(std::vector<CVariable>&
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arrayOfVariables, int numberOfRound)
{
for (int i = 0; i < m_numberOfColumns; ++i)
{
auto tmpColumn = m_variableMatrix[i +
numberOfRound*m_numberOfColumns];
for (int j = 0; j < 8; ++j)
{
bool existSingleNonzeroVar = false;
bool existUnknownVar = false;
bool allVarsAreZero = true;
for (int k = 0; k < 8; ++k)
{
if (arrayOfVariables
[tmpColumn[k]].getType() == 1)
{
if ((!existSingleNonzeroVar))
{
existSingleNonzeroVar = true;
}
else
{
existUnknownVar = true;
break;
}
allVarsAreZero = false;
}
else if (arrayOfVariables
[tmpColumn[k]].getType() == 2)
{
existUnknownVar = true;
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break;
}
}
if (existUnknownVar)
{
for (int k = 0; k < 8; ++k)
{
arrayOfVariables[tmpColumn[k + 8]].setType(2);
}
break;
}
if (existSingleNonzeroVar)
{
arrayOfVariables[tmpColumn[j + 8]].setType(1);
}
if (allVarsAreZero)
{
arrayOfVariables[tmpColumn[j + 8]].setType(0);
}
}
}
}
void CLRules::recoverInfoDownUp
(std::vector<CVariable>& arrayOfVariables, int numberOfRound)
{
for (int i = 0; i < m_numberOfColumns; ++i)
{
auto tmpColumn = m_variableMatrix[i +
(m_numberOfRounds - numberOfRound - 1)*m_numberOfColumns];
int numberOfZeroVars = 0;
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int numberOfNonzeroVars = 0;
for (int j = 0; j < 8; ++j)
{
if (arrayOfVariables[tmpColumn[j + 8]].getType() != 0)
{
for (int k = 0; k < 8; ++k)
{
arrayOfVariables[tmpColumn[k]].setType(2);
}
break;
}
}
}
}
bool CLRules::checkContradiction
(std::vector<CVariable> & arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables,
int numberOfRound)
{
for (int i = 0; i < m_numberOfColumns; ++i)
{
auto tmpColumn = m_variableMatrix[i +
numberOfRound*m_numberOfColumns];
std::vector<int> indexesOfNonzeroVars(8, 0);
std::vector<int> indexesOfZeroRaws(8, 0);
std::vector<int> indexesOfZeroColumns(8, 0);
for (int j = 0; j < 8; ++j)
{
int numberOfInputZeroVars = 0;
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for (int k = 0; k < 8; ++k)
{
if (arrayOfInputVariables
[tmpColumn[k]].getType() == 0)
{
++numberOfInputZeroVars;
indexesOfZeroColumns[k] = 1;
}
else
{
indexesOfNonzeroVars[k - numberOfInputZeroVars]
= k + i * 8;
}
}
if (8 - numberOfInputZeroVars < 2)
{
if (8 - numberOfInputZeroVars == 1)
{
if ((arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[0]]].getType() == 1) &&
(arrayOfOutputVariables[tmpColumn
[j + 8]].getType() == 0))
{
return true;
}
else if ((arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[0]]].getType() == 0) &&
(arrayOfOutputVariables[tmpColumn
[j + 8]].getType() == 1))
{
return true;
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}
}
else if (8 - numberOfInputZeroVars == 2)
{
if ((arrayOfOutputVariables[tmpColumn
[j + 8]].getType() == 0) &&
(arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[0]]].getType() == 1) &&
(arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[1]]].getType() == 2))
{
arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[1]]].setType(1);
}
else if ((arrayOfOutputVariables[tmpColumn
[j + 8]].getType() == 0) &&
(arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[0]]].getType() == 2) &&
(arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[1]]].getType() == 1))
{
arrayOfInputVariables[tmpColumn
[indexesOfNonzeroVars[0]]].setType(1);
}
}
}
else
{
int numberOfOutputZeroVars = 0;
for (int k = 0; k < 8; ++k)
{
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if (arrayOfOutputVariables[tmpColumn
[k + 8]].getType() == 0)
{
++numberOfOutputZeroVars;
indexesOfZeroRaws[k] = 1;
}
}
if (numberOfInputZeroVars
+ numberOfOutputZeroVars > 7)
{
return true;
}
if (LynearSystemSolviability(indexesOfZeroRaws, indexesOfZeroColumns, numberOfInputZeroVars, numberOfOutputZeroVars) == true)
{
return true;
}
}
}
}
return false;
}
std::vector<int> CLRules::cycleShiftForRow(std::vector<int> inputRaw,
int shiftValue)
{
std::vector<int> outputRaw(inputRaw.size(),0);
for (int i = 0; i < inputRaw.size(); ++i)
{
outputRaw[i] = inputRaw[(i - shiftValue) % inputRaw.size()];
}
return outputRaw;
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}
std::vector<std::vector<int>> CLRules::generateKalynaBlockView
(std::vector<int> input)
{
std::vector<std::vector<int>> resultVector
(8 ,std::vector<int>(m_numberOfColumns, 0));
std::vector<int> tmpVector(input.size() / m_numberOfColumns, 0);
for (int i = 0; i < 8; ++i)
{
for (int j = 0; j < m_numberOfColumns; ++j)
{
resultVector[i][j] = input[i+8*j];
}
}
return resultVector;
}
void swap(std::vector<std::vector<int>> & matrix, int row1, int row2,
int col)
{
for (int i = 0; i < col; i++)
{
int temp = matrix[i][row1];
matrix[i][row1] = matrix[i][row2];
matrix[i][row2] = temp;
}
}
int calcRankOfMatrix(std::vector<std::vector<int>> & matrix)
{
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int rank = matrix.size();
for (int row = 0; row < rank; row++)
{
if (matrix[row][row])
{
for (int col = 0; col < matrix[0].size(); col++)
{
if (col != row)
{
double mult = (double)matrix[row][col] /
matrix[row][row];
for (int i = 0; i < rank; i++)
matrix[i][col] -= mult * matrix[i][row];
}
}
}
else
{
bool reduce = true;
for (int i = row + 1; i < matrix[0].size(); i++) //
{
if (matrix[row][i])
{
swap(matrix, row, i, rank);
reduce = false;
break;
}
}
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if (reduce)
{
rank--;
for (int i = 0; i < matrix[0].size(); i++)
matrix[row][i] = matrix[rank][i];
}
row--;
}
}
return rank;
}
bool CLRules::LynearSystemSolviability(std::vector<int> zeroRaws, std::vector<int> zeroColumns,
int numberOfInputZeros, int numberOfOutputZeros)
{
std::vector<std::vector<int>> reducedMatrix(8 - numberOfOutputZeros,
std::vector<int>(8 - numberOfInputZeros, 0));
int reducedMatrixNumOfRaw = 0;
for (int i = 0; i < zeroRaws.size(); ++i)
{
if (zeroRaws[i] == 1)
continue;
else
{
int reducedMatrixNumOfColumn = 0;
for (int j = 0; j < zeroColumns.size(); ++j)
{
if (zeroColumns[j] == 1)
68
continue;
else
{
reducedMatrix[reducedMatrixNumOfRaw][reducedMatrixNumOfColumn]
= m_circulantMatrix[i][j];
}
++reducedMatrixNumOfColumn;
}
++reducedMatrixNumOfRaw;
}
}
int p2 = calcRankOfMatrix(reducedMatrix);
return (calcRankOfMatrix(reducedMatrix) < numberOfOutputZeros);
}
А.2 Клас представлення NL-правил
А.2.1 Iнтерфейс
class CNLRules
{
public:
CNLRules(int blockSize, int numberOfRounds):
m_numberOfVariables(blockSize/8),
m_numberOfRounds(numberOfRounds){};
void initializeRules(std::vector<int> namesOfVariables,
int numberOfCurrentRound);
void recoverInfoUpDown(std::vector<CVariable> & arrayOfVariables,
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int numberOfRound);
void recoverInfoDownUp(std::vector<CVariable> & arrayOfVariables,
int numberOfRound);
bool checkContradiction
(std::vector<CVariable> & arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables,
int numberOfRound);
private:
int m_numberOfVariables;
int m_numberOfRounds;
std::map<int, std::vector<int>> correspondingPairsOfNames;
};
А.2.2 Реалiзацiя класу NL
void CNLRules::initializeRules(std::vector<int> namesOfVariables,
int numberOfCurrentRound)
{
std::vector<int> tmpVector1(m_numberOfVariables,0);
std::vector<int> tmpVector2(m_numberOfVariables, 0);
for (int i = 0; i < m_numberOfVariables; ++i)
{
tmpVector1[i] = namesOfVariables[i];
tmpVector2[i] = namesOfVariables[i] + m_numberOfVariables;
}
correspondingPairsOfNames
70
[2 * numberOfCurrentRound] = tmpVector1;
correspondingPairsOfNames
[2 * numberOfCurrentRound + 1] = tmpVector2;
}
void CNLRules::recoverInfoUpDown
(std::vector<CVariable>& arrayOfVariables, int numberOfRound)
{
for (int i = 0; i < m_numberOfVariables; ++i)
{
if (arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 0)
{
arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].setType(0);
}
if (arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 1)
{
arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].setType(1);
}
if (arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 2)
{
arrayOfVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].setType(2);
}
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}
}
void CNLRules::recoverInfoDownUp
(std::vector<CVariable>& arrayOfVariables, int numberOfRound)
{
for (int i = 0; i < m_numberOfVariables; ++i)
{
int r = m_numberOfRounds - numberOfRound - 1;
if (arrayOfVariables[correspondingPairsOfNames
[2 * r][i] + m_numberOfVariables].getType() == 0)
{
arrayOfVariables[correspondingPairsOfNames
[2 * r][i]].setType(0);
}
if (arrayOfVariables[correspondingPairsOfNames
[2 * r][i] + m_numberOfVariables].getType() == 1)
{
arrayOfVariables[correspondingPairsOfNames
[2 * r][i]].setType(1);
}
if (arrayOfVariables[correspondingPairsOfNames[2 * r][i]
+ m_numberOfVariables].getType() == 2)
{
arrayOfVariables[correspondingPairsOfNames
[2 * r][i]].setType(2);
}
}
}
bool CNLRules::checkContradiction
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(std::vector<CVariable> & arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables,
int numberOfRound)
{
int numberOfZeroVars = 0;
for (int i = 0; i < m_numberOfVariables; ++i)
{
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 0) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].getType() == 1))
{
return false;
}
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 1) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].getType() == 0))
{
return false;
}
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 1) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].getType() == 2))
{
arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i] + m_numberOfVariables].setType(1);
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}
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 2) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].getType() == 1))
{
arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].setType(1);
}
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 0) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i] +
m_numberOfVariables].getType() == 2))
{
arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].setType(0);
}
if ((arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].getType() == 2) &&
(arrayOfOutputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]
+ m_numberOfVariables].getType() == 0))
{
arrayOfInputVariables[correspondingPairsOfNames
[2 * numberOfRound][i]].setType(0);
}
}
return true;
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}
А.3 Основна програма
void buildPropagationRules(int blockSize, int numberOfRounds,
CNLRules* NL, CLRules* L,
std::vector<CVariable> & arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables)
{
int numberOfVariables = blockSize / 8;
for (int i = 0; i < arrayOfInputVariables.size(); ++i)
{
arrayOfInputVariables[i].setName(i);
arrayOfOutputVariables[i].setName(i);
}
std::vector<int> namesOfVariables(numberOfVariables,0);
for (int i = 0; i < numberOfRounds; ++i)
{
for (int j = 2*i*numberOfVariables;
j < (2*i + 1)*numberOfVariables; ++j)
{
namesOfVariables[j % numberOfVariables] = j;
}
NL->initializeRules(namesOfVariables,i);
for (int j = (2*i + 1)*numberOfVariables;
j < 2*(i + 1)*numberOfVariables; ++j)
{
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namesOfVariables[j % numberOfVariables] = j;
}
L->initializeRules(namesOfVariables, i);
}
}
void generatePossibleCombination(int blockSize,
int numberOfRounds, std::vector<std::vector<int>> & input)
{
for (int i = 0; i < blockSize / 8; ++i)
{
for (int j = 0; j < blockSize / 8; ++j)
{
if (j == i)
{
input[i][j] = 1;
}
else
{
input[i][j] = 0;
}
}
}
};
void generatePossibleCombination1(int blockSize,
int numberOfRounds, std::vector<std::vector<int>> & input)
{
int lastIndex = 0;
for (int i = 0; i < blockSize / 8; ++i)
{
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for (int j = 0; j < blockSize / 8 - i; ++j)
{
for (int k = 0; k < blockSize / 8; ++k)
{
input[j + lastIndex][k] = 0;
}
input[j + lastIndex][i] = 1;
input[j + lastIndex][(i + j) % (blockSize / 8)] = 1;
}
lastIndex += blockSize / 8 - i;
}
};
void resetVariablesValues(std::vector<int> & inputValues,
std::vector<int> & outputValues,
std::vector<CVariable> & arrayOfInputVariables,
std::vector<CVariable> & arrayOfOutputVariables)
{
for (int i = 0; i < inputValues.size(); ++i)
{
arrayOfInputVariables[i].setType(inputValues[i]);
arrayOfOutputVariables[i + arrayOfInputVariables.size()
- outputValues.size()].setType(outputValues[i]);
}
for (int i = inputValues.size();
i < arrayOfInputVariables.size(); ++i)
{
arrayOfInputVariables[i].setType(0);
arrayOfOutputVariables[i - outputValues.size()].setType(0);
}
}
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int main()
{
int blockSize = 256;
int numberOfRounds = 3;
CNLRules* NL = new CNLRules(blockSize, numberOfRounds);
CLRules* L = new CLRules(blockSize, numberOfRounds);
std::vector<std::vector<int>> consideredBlockVarsTypes
(((blockSize / 8 - 1) + (blockSize / 8 - 1)
*(blockSize / 8 - 1)) / 2 + blockSize / 8,
std::vector<int>(blockSize / 8, 0));
std::vector<CVariable> arrayOfInputVariables((blockSize/8)
* (1 + 2 * numberOfRounds), CVariable());
std::vector<CVariable> arrayOfOutputVariables((blockSize / 8)
* (1 + 2 * numberOfRounds), CVariable());
buildPropagationRules(blockSize, numberOfRounds, NL, L,
arrayOfInputVariables, arrayOfOutputVariables);
generatePossibleCombination1(blockSize, numberOfRounds,
consideredBlockVarsTypes);
int numberOfIDWithThisLength = 0;
for (int j = 0; j < ((blockSize / 8 - 1)
+ (blockSize / 8 - 1)*(blockSize / 8 - 1))
/ 2 + 16; ++j)
{
for (int k = 0; k < ((blockSize / 8 - 1)
78
+ (blockSize / 8 - 1)*(blockSize / 8 - 1))
/ 2 + 16; ++k)
{
resetVariablesValues(consideredBlockVarsTypes[j],
consideredBlockVarsTypes[k], arrayOfInputVariables,
arrayOfOutputVariables);
bool findedND1 = false, findedND2 = false,
findedND3 = false, findedND4 = false;
for (int i = 0; i < numberOfRounds; ++i)
{
if (!(findedND1 || findedND2
|| findedND3 || findedND4))
{
bool oddnumberOfRounds = numberOfRounds % 2;
bool readyForComparing = false;
if (!readyForComparing)
{
if (2 * i < numberOfRounds - 1)
{
NL->recoverInfoUpDown
(arrayOfInputVariables, i);
L->recoverInfoUpDown
(arrayOfInputVariables, i);
L->recoverInfoDownUp
(arrayOfOutputVariables, i);
NL->recoverInfoDownUp
(arrayOfOutputVariables, i);
}
else
{
readyForComparing = true;
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}
}
if (readyForComparing)
{
if (numberOfRounds - 2 * i > 0)
{
if (oddnumberOfRounds)
{
NL->recoverInfoUpDown
(arrayOfInputVariables, i);
L->recoverInfoDownUp
(arrayOfOutputVariables, i);
findedND1 = L->checkContradiction
(arrayOfInputVariables,
arrayOfOutputVariables, i);
}
else
{
findedND1 = L->checkContradiction
(arrayOfInputVariables,
arrayOfOutputVariables, i);
L->recoverInfoUpDown
(arrayOfInputVariables, i);
NL->recoverInfoDownUp
(arrayOfOutputVariables, i);
}
}
else
{
findedND1 = NL->checkContradiction
(arrayOfInputVariables,
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arrayOfOutputVariables, i);
findedND2 = L->checkContradiction
(arrayOfOutputVariables,
arrayOfOutputVariables, i);
findedND3 = L->checkContradiction
(arrayOfInputVariables,
arrayOfOutputVariables, i);
findedND4 = NL->checkContradiction
(arrayOfOutputVariables,
arrayOfOutputVariables, i);
}
}
}
else
{
++numberOfIDWithThisLength;
}
}
}
}
std::cout << numberOfIDWithThisLength;
std::cin.get();
std::cin.get();
return 0;
}
