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A semilinear integro-differential equation:
global existence and hidden regularity
Paola Loreti ∗ Daniela Sforza †
Abstract
Here we show a hidden regularity result for nonlinear wave equations with an integral term of
convolution type and Dirichlet boundary conditions. Under general assumptions on the nonlinear
term and on the integral kernel we are able to state results about global existence of strong and mild
solutions without any further smallness on the initial data. Then we define the trace of the normal
derivative of the solution showing a regularity result. In such a way we extend to integrodifferential
equations with nonlinear term well-known results available in the literature for linear wave equations
with memory.
1 Introduction
Let Ω ⊂ RN (N ≥ 1) be a bounded open domain of class C2. Let us denote by ν the outward unit
normal vector to the boundary Γ. In this paper we will consider the Cauchy problem for nonlinear wave
equations with a general integral term and Dirichlet boundary conditions:

utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds+ g(u(t, x)), t ≥ 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ Γ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.
(1)
According to the physical model as proposed in [26], we will assume that the integral kernel satisfies
a : (0,∞)→ R is a positive definite function with a(0) < 1,
a , a˙ ∈ L1(0,+∞),
(2)
and the nonlinear term fulfils the following conditions:
• g ∈ C(R) such that there exist α ≥ 0, with α(N − 2) ≤ 2, and C > 0 so that
g(0) = 0,
|g(x) − g(y)| ≤ C(1 + |x|α + |y|α)|x− y| ∀x, y ∈ R ,
(3)
• set G(t) =
∫ t
0
g(s) ds, there exists C0 > 0 such that
G(t) ≤ C0|t|
2 ∀t ∈ R . (4)
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We will establish the following global existence result without any smallness assumption on initial data.
Theorem 1.1 Under the assumptions (2)–(4), for any (u0, u1) ∈ H
1
0 (Ω) × L
2(Ω) problem (1) admits a
unique mild solution u on [0,∞).
In our previous work [20] we study the linear case of (1) where the integral kernel a˙ : [0,∞)→ (−∞, 0]
is a locally absolutely continuous function, a˙(0) < 0, a¨(t) ≥ 0 for a.e. t ≥ 0 and a(0) < 1.
In this paper the existence result may be stated for more general kernels, as
• a(t) = a0
∫∞
t
e−αs
sβ
ds, with α > 0, 0 ≤ β < 1 and 0 ≤ a0 <
Γ(1−β)
α1−β
,
• a(t) =
∫∞
t (a0s+ a1)e
−αs ds = (a0α t+
a0+αa1
α2 )e
−αt,
with α > 0, a0, a1 ≥ 0,
a0+αa1
α2
< 1, αa1 − a0 ≥ 0,
• a(t) = k
∫∞
t
1
(1+s)α ds, with k > 0 such that a(0) < 1, α > 2.
Examples of fading memory kernels can be found in [9],[11].
Some examples of g satisfying assumptions (3)–(4) are
g(x) = c|x|px, c < 0, p(N − 2) ≤ 2 , g(x) = c sinx, c ∈ R .
In addition, for more regular kernels we will prove a so-called hidden regularity result.
Theorem 1.2 Assume (3)–(4),
C0 < λ(1− a(0))/2 , λ := inf{‖∇v‖
2
L2 , v ∈ H
1
0 (Ω), ‖v‖L2 = 1},
and
a ∈ C1([0,∞)), a˙(0) < 0, a(t) ≥ 0, a˙(t) ≤ 0 ∀t ≥ 0,
a¨(t) ∈ L1loc(0,+∞), a¨(t) ≥ 0, a.e. t ≥ 0,
a , a˙ ∈ L1(0,+∞), a(0) < 1 .
(5)
Let T > 0, there exists a constant c = c(T ) > 0 such that for any u0 ∈ H
1
0 (Ω) and u1 ∈ L
2(Ω) if u is the
mild solution of (1), then, denoting by ∂νu the normal derivative, we have
∫ T
0
∫
Γ
|∂νu|
2 dΓ dt ≤ c(‖∇u0‖
2
L2 + ‖u1‖
2
L2) .
Moreover, if the energy E(t) of the solution u satisfies
∫ t
0
E(s) ds ≤ c0E(0) ∀t ≥ 0 (c0 > 0 independent of t),
then we have
∂νu ∈ L
2(0,∞;L2(Γ)).
The proof of the existence of the solution u relies on energy estimates. Although we use some results
obtained in [1], [6] and [7], here we are interested to treat initial data without any smallness, so the
previous results have to be adapted to consider our setting. We also mention the papers [3, 12].
To understand how to frame our paper in the literature, we recall briefly some known results. Lasiecka
and Triggiani [15] established the hidden regularity property for the weak solution u of the wave equation
with Dirichlet boundary conditions that is
∂νu ∈ L
2
loc(R;L
2(Γ)).
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The term hidden was proposed by J.L. Lions [16] for the wave equation in the context of the exact
controllability problems. Later in [17] J.L. Lions proved that the weak solution of the nonlinear wave
equation
utt(t, x) = △u(t, x)− |u|
pu, t ≥ 0, x ∈ Ω,
satisfies a trace regularity result. Milla Miranda and Medeiros [22] enlarged the class of nonlinear terms
by means of approximation arguments. However they do not consider memory terms in the equation, that
is a˙ ≡ 0. To our knowledge it seems that there are not previous papers studying the hidden regularity
for solutions of nonlinear integro-differential problems when the integral kernels satisfy the assumptions
(5).
The plan of our paper is the following. In Section 2 we list some notations and preliminary results. In
Section 3 we establish existence and uniqueness results of mild and strong solutions. Finally, in Section
4 we give hidden regularity results for a nonlinear equation with memory.
2 Preliminaries
Let L2(Ω) be endowed with the usual inner product and norm
‖u‖L2 =
(∫
Ω
|u(x)|2 dx
)1/2
u ∈ L2(Ω) .
Throughout the paper we will use a standard notation for the integral convolution between two functions,
that is
h ∗ u(t) :=
∫ t
0
h(t− s)u(s) ds . (6)
A well-known result concerning integral equations (see e.g. [10, Theorem 2.3.5]), that we will use later is
the following.
Lemma 2.1 Let h ∈ L1(0, T ), T > 0. If the function ϕ(t) + h ∗ ϕ(t) belongs to L2(0, T ;L2(Ω)) then
ϕ ∈ L2(0, T ;L2(Ω)) and there exist a positive constant c1 = c1(‖h‖L1(0,T )), depending on the norm
‖h‖L1(0,T ), such that ∫ T
0
‖ϕ(t)‖2L2 dt ≤ c1
∫ T
0
∥∥ϕ(t) + h ∗ ϕ(t)∥∥2
L2
dt . (7)
Recall that h is a positive definite kernel if for any y ∈ L2loc(0,∞;L
2(Ω)) we have
∫ t
0
∫
Ω
y(τ, x)
∫ τ
0
h(τ − s)y(s, x) ds dx dτ ≥ 0 , t ≥ 0 . (8)
Also, h is said to be a strongly positive definite kernel if there exists a constant δ > 0 such that h(t)−δe−t
is positive definite. This stronger notion for the integral kernel allows to obtain uniform estimates for
solutions of integral equations, see [7, Corollary 2.12]. For completeness we recall here that result, because
we will use it later.
Lemma 2.2 Let a ∈ L1(0,∞) be a strongly positive definite kernel such that a˙ ∈ L1(0,∞) and a(0) < 1.
If the function ϕ(t) + a˙ ∗ ϕ(t) belongs to L2(0,∞;L2(Ω)) then ϕ ∈ L2(0,∞;L2(Ω)) and there exist a
positive constant c1, such that∫ ∞
0
‖ϕ(t)‖2L2 dt ≤ c1
∫ ∞
0
∥∥ϕ(t) + a˙ ∗ ϕ(t)∥∥2
L2
dt . (9)
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Regarding the nonlinear term, we will follow the approach pursued in [8] for the nonintegral case when
a˙ ≡ 0. Precisely, we will consider a function g ∈ C(R) such that there exist α ≥ 0, with (N − 2)α ≤ 2,
and C > 0 so that
g(0) = 0,
|g(x) − g(y)| ≤ C(1 + |x|α + |y|α)|x− y| ∀x, y ∈ R .
(10)
In [8, Proposition 6.1.5] the following result has been proved.
Proposition 2.3 If g satisfies the hypotheses (10), then g is Lipschitz continuous from bounded subsets
of H10 (Ω) to L
2(Ω). In particular, there exists a positive constant C such that∫
Ω
|g(u(x))|2 dx ≤ C
∫
Ω
|∇u(x)|2 dx ∀u ∈ H10 (Ω) . (11)
We will assume that the integral kernel satisfies the following conditions:
a : (0,∞)→ R is a positive definite function,
a , a˙ ∈ L1(0,+∞),
a(0) < 1 .
(12)
For reader’s convenience we begin with recalling some known notions and results. First, we write the
Laplacian as an abstract operator. Indeed, we define the operator A : D(A) ⊂ L2(Ω)→ L2(Ω) as
D(A) = H2(Ω) ∩H10 (Ω)
Au(x) = −∆u(x) u ∈ D(A) , x ∈ Ω a.e.
We recall, see e.g. [6, Definition 3.1], that there exists a unique family {R(t)}t≥0 of bounded linear
operators in L2(Ω) the so-called resolvent for the linear equation
u′′(t) +Au(t) +
∫ t
0
a˙(t− s)Au(s) ds = 0 , (13)
that satisfy the following conditions:
(i) R(0) is the identity operator and R(t) is strongly continuous on [0,∞), that is, for all u ∈ L2(Ω),
R(·)u is continuous;
(ii) R(t) commutes with A, which means that R(t)D(A) ⊂ D(A) and
AR(t)u = R(t)Au , u ∈ D(A) , t ≥ 0 ;
(iii) for any u ∈ D(A), R(·)u is twice continuously differentiable in L2(Ω) on [0,∞) and R′(0)u = 0;
(iv) for any u ∈ D(A) and any t ≥ 0,
R′′(t)u+AR(t)u+
∫ t
0
a˙(t− τ)AR(τ)u dτ = 0 .
In the sequel we will use the following uniform estimates for the resolvent, see e.g. [6, Proposition 3.4-(i)],
taking into account that D(A1/2) = H10 (Ω).
Proposition 2.4 For any u ∈ L2(Ω) and any t > 0, we have 1 ∗ R(t)u ∈ H10 (Ω) and
‖R(t)u‖2L2 +
(
1− a(0)
)
‖∇(1 ∗ R)(t)u‖2L2 ≤ ‖u‖
2
L2 . (14)
In particular, ∇(1 ∗ R)(·) is strongly continuous in L2(Ω).
4
Let 0 < T ≤ ∞ be given. We recall some notions of solution for the semilinear equation
utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds + g(u(t, x)), t ∈ [0, T ] , x ∈ Ω . (15)
Definition 2.5 We say that u is a strong solution of (15) on [0, T ] if
u ∈ C2([0, T ];L2(Ω)) ∩ C([0, T ];H2(Ω) ∩H10 (Ω))
and u satisfies (15) for every t ∈ [0, T ].
Let u0, u1 ∈ L
2(Ω). A function u ∈ C1([0, T ];L2(Ω)) ∩ C([0, T ];H10 (Ω)) is a mild solution of (15)
on [0, T ] with initial conditions
u(0) = u0, ut(0) = u1, (16)
if
u(t) = R(t)u0 +
∫ t
0
R(τ)u1dτ +
∫ t
0
1 ∗ R(t− τ)g(u(τ))dτ, (17)
where {R(t)} is the resolvent for the linear equation (13).
Notice that the convolution term in (17) is well defined, thanks to Proposition 2.3. A strong solution is
also a mild one.
Another useful notion of generalized solution of (15) is the so-called weak solution, that is a function
u ∈ C1([0, T ];L2(Ω)) ∩C([0, T ];H10 (Ω)) such that for any v ∈ H
1
0 (Ω), t→
∫
Ω utv dx ∈ C
1([0, T ]) and
d
dt
∫
Ω
utv dx = −
∫
Ω
∇u ·∇v dx−
∫
Ω
∫ t
0
a˙(t− s)∇u(s) ds ·∇v dx+
∫
Ω
g(u(t))v dx , ∀t ∈ [0, T ] . (18)
Adapting a classical argument due to Ball [2], one can show that any mild solution of (15) is also a weak
solution, and the two notions of solution are equivalent in the linear case when g ≡ 0 (see also [25]).
Throughout the paper we denote with the symbol · the Euclidean scalar product in RN .
3 Existence and uniqueness of mild and strong solutions
The next proposition ensures the local existence and uniqueness of the mild solution for the Cauchy
problem 

utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds+ g(u(t, x)), t ≥ 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ Γ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.
(19)
The proof relies on suitable regularity estimates for the resolvent {R(t)} such as (14) (for more details
see e.g. [6, section 3]) and a standard fixed point argument (see [5] for an analogous proof).
Proposition 3.1 If u0 ∈ H
1
0 (Ω) and u1 ∈ L
2(Ω), there exists a positive number T such that the Cauchy
problem (19) admits a unique mild solution on [0, T ].
Assuming more regular data and using standard argumentations, one can show that the mild solution
is a strong one.
Proposition 3.2 Let u0 ∈ H
2(Ω) ∩ H10 (Ω) and u1 ∈ H
1
0 (Ω). Then, the mild solution of the Cauchy
problem (19) in [0, T ] is a strong solution. In addition, u belongs to C1([0, T ];H10 (Ω)).
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To investigate the existence for all t ≥ 0 of the solutions, for g satisfying (10) we introduce G ∈ C(R)
by means of
G(t) =
∫ t
0
g(s) ds . (20)
We define the energy of a mild solution u of (19) on a given interval [0, T ], as
E(t) =
1
2
∫
Ω
|ut|
2 dx+
1− a(0)
2
∫
Ω
|∇u|2 dx−
∫
Ω
G(u) dx . (21)
In view of (10) we have
∫
Ω
|G(u0(x))| dx ≤ C
∫
Ω
|∇u0(x)|
2 dx ∀u0 ∈ H
1
0 (Ω) , (22)
and hence
E(0) ≤ C(‖∇u0‖
2
L2 + ‖u1‖
2
L2) u0 ∈ H
1
0 (Ω), u1 ∈ L
2(Ω) . (23)
About the energy of the solutions, we recall some known results, see [7, Lemma 3.5].
Lemma 3.3 i) If u0 ∈ H
2(Ω) ∩H10 (Ω) and u1 ∈ H
1
0 (Ω), then the strong solution u of problem (19)
on [0, T ] satisfies the identity
E(t) +
∫ t
0
∫
Ω
a ∗ ∇ut(s) · ∇ut(s) dx ds
= E(0) + a(0)
∫
Ω
|∇u0|
2 dx− a(t)
∫
Ω
∇u0 · ∇u(t) dx−
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds , (24)
for any t ∈ [0, T ].
ii) If u0 ∈ H
1
0 (Ω) and u1 ∈ L
2(Ω), then the mild solution u of problem (19) on [0, T ] verifies
E(t) ≤ E(0) + a(0)
∫
Ω
|∇u0|
2 dx− a(t)
∫
Ω
∇u0 · ∇u(t) dx−
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds , (25)
for any t ∈ [0, T ].
Assuming an extra condition on G, global existence will follow for all data. For further convenience we
introduce the notation
λ = inf{‖∇v‖2L2 , v ∈ H
1
0 (Ω), ‖v‖L2 = 1} . (26)
Theorem 3.4 Suppose that there exists C0 > 0 such that
G(t) ≤ C0|t|
2 ∀t ∈ R . (27)
Then for any (u0, u1) ∈ H
1
0 (Ω)× L
2(Ω) problem (19) admits a unique mild solution u on [0,∞).
Moreover, if we suppose that the constant C0 > 0 in (27) satisfies
C0 < λ(1− a(0))/2, (28)
where λ is defined in (26), then E(t) is positive and we have for any t ≥ 0
E(t) ≥
1
2
‖ut(t)‖
2
L2 +
C
2
‖∇u(t)‖2L2 , (29)
E(t) ≤ C
(
‖u1‖
2
L2 + ‖∇u0‖
2
L2
)
, (30)
‖ut(t)‖
2
L2 + ‖∇u(t)‖
2
L2 ≤ C
(
‖u1‖
2
L2 + ‖∇u0‖
2
L2
)
, (31)
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where the symbol C denotes positive constants, that can be different.
Furthermore, if u0 ∈ H
2(Ω) ∩H10 (Ω) and u1 ∈ H
1
0 (Ω), then u is a strong solution of (19) on [0,∞),
u ∈ C1([0,∞);H10 (Ω)) and for any t ≥ 0
E(t) +
∫ t
0
∫
Ω
a ∗ ∇ut(s) · ∇ut(s) dx ds ≤ C
(
‖u1‖
2
L2 + ‖∇u0‖
2
L2
)
. (32)
Proof. Let [0, T ) be the maximal domain of the mild solution u of (19). To prove T =∞, we will argue
by contradiction and assume that T is a positive real number. We will show that there exists a constant
C = C(T ) > 0 such that
∫
Ω
|ut|
2 dx+
∫
Ω
|∇u|2 dx ≤ C ∀t ∈ [0, T ) . (33)
First, thanks to (25) we have
∫
Ω
|ut|
2 dx+
(
1− a(0)
) ∫
Ω
|∇u|2 dx
≤ ‖u1‖
2
L2 +
(
1− a(0)
)
‖∇u0‖
2
L2 − 2
∫
Ω
G(u0) dx+ 2a(0)‖∇u0‖
2
L2
− 2a(t)
∫
Ω
∇u0 · ∇u(t) dx− 2
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds+ 2
∫
Ω
G(u(t)) dx
≤ ‖u1‖
2
L2 +
(
1 + a(0)
)
‖∇u0‖
2
L2 + 2
∫
Ω
|G(u0)| dx
− 2a(t)
∫
Ω
∇u0 · ∇u(t) dx− 2
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds + 2
∫
Ω
G(u(t)) dx . (34)
We note that
− 2a(t)
∫
Ω
∇u0 · ∇u(t) dx
≤ 2‖a‖∞
∫
Ω
|∇u0| |∇u(t)| dx ≤
1− a(0)
2
∫
Ω
|∇u|2 dx+
2‖a‖2∞
1− a(0)
‖∇u0‖
2
L2 .
Putting the above estimate into (34), we obtain
∫
Ω
|ut|
2 dx+
1− a(0)
2
∫
Ω
|∇u|2 dx
≤ ‖u1‖
2
L2 +
(
1 + a(0) +
2‖a‖2∞
1− a(0)
)
‖∇u0‖
2
L2 + 2
∫
Ω
|G(u0)| dx
− 2
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds + 2
∫
Ω
G(u(t)) dx . (35)
Now, we have to estimate the last two terms on the right-hand side of the previous inequality. As regards
the first one, we note that
− 2
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds ≤
2‖a˙‖1
1− a(0)
‖∇u0‖
2
L2 +
1− a(0)
2
∫ t
0
|a˙(s)|
∫
Ω
|∇u(s)|2 dx ds . (36)
Concerning the other integral, assumption (27) yields for any t ∈ [0, T )
∫
Ω
G(u(t)) dx ≤ C0
∫
Ω
|u(t)|2 dx . (37)
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In addition, we observe that
‖u(t)‖2L2 = ‖u0‖
2
L2 +
∫ t
0
d
ds
∫
Ω
|u(s)|2 dx ds = ‖u0‖
2
L2 + 2
∫ t
0
∫
Ω
u(s)ut(s) dx ds .
Since, by the definition (26) of λ we have
∫
Ω
|∇u|2 dx ≥ λ
∫
Ω
|u|2 dx , (38)
we deduce
‖u(t)‖2L2 ≤ ‖u0‖
2
L2 +
∫ t
0
( ∫
Ω
|ut(s)|
2 dx+
1
λ
∫
Ω
|∇u(s)|2 dx
)
ds .
Therefore, by (37)
∫
Ω
G(u(t)) dx ≤ C0‖u0‖
2
L2 + C0
∫ t
0
(∫
Ω
|ut(s)|
2 dx+
1
λ
∫
Ω
|∇ut(s)|
2 dx
)
ds
≤ C0‖u0‖
2
L2 +M
∫ t
0
(∫
Ω
|ut(s)|
2 dx+
1− a(0)
2
∫
Ω
|∇u(s)|2 dx
)
ds , (39)
where M = C0max{1,
2λ
1−a(0)}. Plugging (36) and (39) into (35), thanks also to (22) we get
∫
Ω
|ut|
2 dx+
1− a(0)
2
∫
Ω
|∇u|2 dx
≤ ‖u1‖
2
L2 +
(
1 + a(0) + 2
‖a‖2∞ + ‖a˙‖1
1− a(0)
+
C0
λ
+ C
)
‖∇u0‖
2
L2
+
∫ t
0
(
|a˙(s)|+M
)(∫
Ω
|ut(s)|
2 dx+
1− a(0)
2
∫
Ω
|∇u(s)|2 dx
)
ds . (40)
Applying Gronwall lemma, we obtain for any t ∈ [0, T )
∫
Ω
|ut|
2 dx+
1− a(0)
2
∫
Ω
|∇u|2 dx
≤
(
‖u1‖
2
L2 +
(
1 + a(0) + 2
‖a‖2∞ + ‖a˙‖1
1− a(0)
+
C0
λ
+ C
)
‖∇u0‖
2
L2
)
e
∫ t
0
(
|a˙(s)|+M
)
ds
≤
(
‖u1‖
2
L2 +
(
1 + a(0) + 2
‖a‖2∞ + ‖a˙‖1
1− a(0)
+
C0
λ
+ C
)
‖∇u0‖
2
L2
)
e‖a˙‖1+MT ,
and hence, set
C(T ) =
e‖a˙‖1+MT
min{1, 1−a(0)2 }
(
‖u1‖
2
L2 +
(
1 + a(0) + 2
‖a‖2∞ + ‖a˙‖1
1− a(0)
+
C0
λ
+ C
)
‖∇u0‖
2
L2
)
we have that (33) holds true.
To have a contradiction, we will prove that u ∈ C([0, T ];H10 (Ω)) ∩ C
1([0, T ];L2(Ω)). First, set
v(t) = R(t)u0 +
∫ t
0
R(τ)u1dτ t ≥ 0 , (41)
we note that, thanks to the properties of the resolvent we have
v(t) ∈ C([0,+∞);H10 (Ω)) ∩C
1([0,+∞);L2(Ω)) . (42)
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Since by (17) and (41) we can write
u(t) = v(t) +
∫ t
0
1 ∗ R(t− τ)g(u(τ))dτ, (43)
for h > 0 and 0 ≤ t < t+ h < T we have
u(t+ h)− u(t) =v(t+ h)− v(t) +
∫ t+h
0
1 ∗ R(τ)g(u(t + h− τ))dτ −
∫ t
0
1 ∗ R(τ)g(u(t − τ))dτ
=v(t+ h)− v(t) +
∫ t
0
1 ∗ R(τ)
[
g(u(t + h− τ))− g(u(t− τ))
]
dτ
+
∫ t+h
t
1 ∗ R(τ)g(u(t + h− τ))dτ.
As a consequence, by (14) we have
‖∇u(t+ h)−∇u(t)‖L2 ≤‖∇v(t+ h)−∇v(t)‖L2 +
1
1− a(0)
∫ t
0
‖g(u(s + h))− g(u(s))‖L2ds
+
1
1− a(0)
∫ h
0
‖g(u(s))‖L2ds.
Thanks to Proposition 2.3 and (33) we deduce that
‖∇u(t+ h)−∇u(t)‖L2 ≤‖∇v(t+ h)−∇v(t)‖L2 + C
∫ t
0
‖∇u(s + h))−∇u(s)‖L2ds
+ C
∫ h
0
‖∇u(s)‖L2ds
≤‖∇v(t+ h)−∇v(t)‖L2 + Ch+ C
∫ t
0
‖∇u(s + h))−∇u(s)‖L2ds,
where C = C(T ) > 0 is a positive constant. Applying Gronwall lemma, we get
‖∇u(t+ h)−∇u(t)‖L2 ≤
(
‖∇v(t+ h)−∇v(t)‖L2 + Ch
)
eCT ,
and hence the function ∇u(t) is uniformly continuous in [0, T [ with values in L2(Ω). Therefore u(t) can
be also defined in T in a way that u ∈ C([0, T ];H10 (Ω)). Moreover, again by (43) we have
ut(t) = vt(t) +
∫ t
0
R(t− τ)g(u(τ))dτ,
and hence, thanks to the regularity of v(t), see (82), and u ∈ C([0, T ];H10 (Ω)) we get u ∈ C
1([0, T ];L2(Ω)).
Therefore, one can restart by the data (u(T ), ut(T ) ∈ H
1
0 (Ω)×L
2(Ω) but this is in contrast with the fact
that T is maximal. The contradiction follows by assuming that T is a positive real number and hence
T =∞.
Now we suppose that the constant C0 in (27) satisfies the extra condition (28). By (37) and (38) we
get ∫
Ω
G(u) dx ≤
C0
λ
∫
Ω
|∇u|2 dx . (44)
Therefore, putting the previous estimate into the expression (21) of the energy, we obtain
E(t) ≥
1
2
∫
Ω
|ut|
2 dx+
(1− a(0)
2
−
C0
λ
)∫
Ω
|∇u|2 dx ,
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that is (29) where C = λ(1−a(0))−2C0λ > 0 thanks to the assumption C0 < λ(1 − a(0))/2. In particular
E(0) ≥ 0.
Again by (25), we get
E(t) ≤
1
2
‖u1‖
2
L2 +
1 + a(0)
2
‖∇u0‖
2
L2 +
∫
Ω
|G(u0)| dx
− a(t)
∫
Ω
∇u0 · ∇u(t) dx−
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds . (45)
If C > 0 is the constant in (29), taking into account that
−a(t)
∫
Ω
∇u0 · ∇u(t) dx ≤ ‖a‖∞
∫
Ω
|∇u0| |∇u(t)| dx ≤
C
4
∫
Ω
|∇u|2 dx+
‖a‖2∞
C
‖∇u0‖
2
L2 ,
−
∫ t
0
a˙(s)
∫
Ω
∇u0 · ∇u(s) dx ds ≤
C
4
∫ t
0
|a˙(s)|
∫
Ω
|∇u(s)|2 dx ds +
‖a˙‖1
C
‖∇u0‖
2
L2 ,
from (45) we get
E(t) ≤
1
2
‖u1‖
2
L2 +
(1 + a(0)
2
+
‖a‖2∞ + ‖a˙‖1
C
)
‖∇u0‖
2
L2 +
∫
Ω
|G(u0)| dx
+
C
4
∫
Ω
|∇u|2 dx+
C
4
∫ t
0
|a˙(s)|
∫
Ω
|∇u(s)|2 dx ds . (46)
Putting together (29) and (46), we get
1
2
‖ut(t)‖
2
L2 +
C
4
‖∇u(t)‖2L2 ≤
1
2
‖u1‖
2
L2 +
(1 + a(0)
2
+
‖a‖2∞ + ‖a˙‖1
C
)
‖∇u0‖
2
L2 +
∫
Ω
|G(u0)| dx
+
C
4
∫ t
0
|a˙(s)|‖∇u(s)‖2L2 ds .
Applying Gronwall lemma, we have for any t ≥ 0
1
2
‖ut(t)‖
2
L2 +
C
4
‖∇u(t)‖2L2
≤ e‖a˙‖1
(1
2
‖u1‖
2
L2 +
(1 + a(0)
2
+
‖a‖2∞ + ‖a˙‖1
C
)
‖∇u0‖
2
L2 +
∫
Ω
|G(u0)| dx
)
.
Moreover, putting the above estimate into (46) and taking into account (22) we obtain that (30) holds
true. Finally, (31) follows from (29) and (30), while (32) holds for strong solutions in view of (24). 
Under more regular assumptions on the integral kernel, we can establish a different result concerning
the global existence of solutions and the dissipation of energy. Indeed, we will assume that the integral
kernel satisfies the following conditions
a ∈ C1([0,∞)), a˙(0) < 0, a(t) ≥ 0, a˙(t) ≤ 0 ∀t ≥ 0,
a¨(t) ∈ L1loc(0,+∞), a¨(t) ≥ 0, a.e. t ≥ 0,
a , a˙ ∈ L1(0,+∞), a(0) < 1 .
(47)
It is well known that these conditions imply that a is a strongly positive definite kernel, see [24, Corollary
2.2], and hence (12) holds true. Then we can consider a different expression for the energy of the solutions
with respect to (21). More precisely, we will define the energy as follows
E(t) =
1
2
∫
Ω
|ut(t, x)|
2 dx+
1− a(0) + a(t)
2
∫
Ω
|∇u(t, x)|2 dx
−
1
2
∫
Ω
∫ t
0
a˙(t− s)|∇u(s, x)−∇u(t, x)|2 ds dx−
∫
Ω
G(u) dx t ≥ 0 .
(48)
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Thanks to the assumptions (47) E(t) is a decreasing function, see e.g. [23, 1]. In particular, we have
E′(t) =
1
2
a˙(t)
∫
Ω
|∇u(t, x)|2 dx−
1
2
∫
Ω
∫ t
0
a¨(t− s)|∇u(s, x)−∇u(t, x)|2 ds dx a.e. t ≥ 0 . (49)
Theorem 3.5 Let us assume (47), (10), (27) and (28).
For any u0 ∈ H
1
0 (Ω) and u1 ∈ L
2(Ω) there exists a unique mild solution u on [0,∞) of the Cauchy
problem 

utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds + g(u(t, x)) , t ≥ 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ Γ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.
(50)
In addition, if the initial data are more regular, that is u0 ∈ H
2(Ω) ∩ H10 (Ω) and u1 ∈ H
1
0 (Ω) the mild
solution of (50) is a strong one.
Moreover, the energy of the mild solution u, defined by (48) is positive and we have for any t ≥ 0
1− a(0)
2
‖∇u(t)‖2L2 −
∫
Ω
G(u) dx > C‖∇u(t)‖2L2 (51)
E(t) ≥
1
2
‖ut(t)‖
2
L2 + C‖∇u(t)‖
2
L2 , (52)
E(t) ≤ C
(
‖u1‖
2
L2 + ‖∇u0‖
2
L2
)
, (53)
‖ut(t)‖
2
L2 + ‖∇u(t)‖
2
L2 ≤ C
(
‖u1‖
2
L2 + ‖∇u0‖
2
L2
)
, (54)
where the symbol C denotes positive constants, maybe different.
4 Hidden regularity results
Throughout this section we will assume on the integral kernel and on the nonlinearity the conditions
(47), (10), (27) and (28).
We will follow the approach pursued in [13, 14] for linear wave equations without memory and in [20]
for the linear case with memory. First, we need to introduce a technical lemma, that we will use later.
For the sake of completeness we prefer to give all details of the proof, nevertheless some steps are similar
to those of the linear case.
Lemma 4.1 Let u ∈ H2loc((0,∞);H
2(Ω)) be a function satisfying the following equation
utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds + g(u(t, x)) , in (0,∞) × Ω. (55)
If h : Ω→ RN is a vector field of class C1, then for any fixed S, T ∈ R, 0 ≤ S < T , the following identity
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holds true∫ T
S
∫
Γ
[
2∂ν
(
u+ a˙ ∗ u
)
h · ∇
(
u+ a˙ ∗ u
)
− h · ν|∇
(
u+ a˙ ∗ u
)
|2 + h · ν (ut)
2
]
dΓ dt
=2
[ ∫
Ω
ut h · ∇
(
u+ a˙ ∗ u
)
dx
]T
S
+
∫ T
S
∫
Ω
N∑
j=1
∂jhj (ut)
2 dx dt
− 2
∫ T
S
∫
Ω
ut h ·
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds dx dt− 2
∫ T
S
a˙(t)
∫
Ω
ut h · ∇u dx dt
+ 2
∫ T
S
N∑
i,j=1
∫
Ω
∂ihj∂i
(
u+ a˙ ∗ u
)
∂j
(
u+ a˙ ∗ u
)
dx dt−
∫ T
S
∫
Ω
N∑
j=1
∂jhj |∇
(
u+ a˙ ∗ u
)
|2 dx dt
+ 2
∫ T
S
∫
Ω
g(u(t))h · ∇
(
u+ a˙ ∗ u
)
dx dt .
(56)
Proof. To begin with, we multiply the equation (55) by
2h · ∇
(
u(t) +
∫ t
0
a˙(t− s)u(s) ds
)
and integrate over [S, T ]×Ω. For simplicity, here and in the following we often drop the dependence on
the variables.
First, we will handle the term with utt. Indeed, integrating by parts in the variable t gives
2
∫ T
S
∫
Ω
utt h · ∇
(
u(t) +
∫ t
0
a˙(t− s)u(s) ds
)
dx dt
= 2
[ ∫
Ω
ut h · ∇
(
u(t) +
∫ t
0
a˙(t− s)u(s) ds
)
dx
]T
S
− 2
∫ T
S
∫
Ω
ut h · ∇ut dx dt− 2
∫ T
S
∫
Ω
ut h · ∇
(∫ t
0
a¨(t− s)u(s) ds+ a˙(0)u(t)
)
dx dt . (57)
Now, we note that, if we integrate by parts in the variable x then we obtain
2
∫
Ω
ut h · ∇ut dx =
∫
Ω
h · ∇(ut)
2 dx =
∫
Γ
h · ν (ut)
2 dΓ−
∫
Ω
N∑
j=1
∂jhj (ut)
2 dx . (58)
In addition, we can write∫ t
0
a¨(t− s)u(s) ds =
∫ t
0
a¨(t− s)(u(s)− u(t)) ds+
∫ t
0
a¨(s)u(t) ds
=
∫ t
0
a¨(t− s)(u(s)− u(t)) ds+ a˙(t)u(t)− a˙(0)u(t) .
(59)
Therefore, plugging (58) and (59) into (57) yields
2
∫ T
S
∫
Ω
utt h · ∇
(
u(t) +
∫ t
0
a˙(t− s)u(s) ds
)
dx dt
=2
[ ∫
Ω
ut h · ∇
(
u(t) +
∫ t
0
a˙(t− s)u(s) ds
)
dx
]T
S
−
∫ T
S
∫
Γ
h · ν (ut)
2 dΓ dt
+
∫ T
S
∫
Ω
N∑
j=1
∂jhj (ut)
2 dx dt− 2
∫ T
S
∫
Ω
ut h ·
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds dx dt
− 2
∫ T
S
a˙(t)
∫
Ω
ut h · ∇u dx dt .
(60)
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Now, to manage the terms with △u, we set
w(t) = u(t) +
∫ t
0
a˙(t− s)u(s) ds , (61)
so, we have to evaluate the term
2
∫ T
S
∫
Ω
△w h · ∇w dx dt .
Integrating by parts in the variable x we get
2
∫ T
S
∫
Ω
△w h · ∇w dx dt
=2
∫ T
S
∫
Γ
∂νw h · ∇w dΓ dt− 2
∫ T
S
∫
Ω
∇w · ∇(h · ∇w) dx dt .
(62)
We observe that
2
∫
Ω
∇w · ∇(h · ∇w) dx =2
N∑
i,j=1
∫
Ω
∂iw ∂i(hj∂jw) dx
=2
N∑
i,j=1
∫
Ω
∂ihj∂iw∂jw dx+ 2
N∑
i,j=1
∫
Ω
hj∂iw ∂j(∂iw) dx ,
(63)
and
2
N∑
i,j=1
∫
Ω
hj∂iw ∂j(∂iw) dx =
N∑
j=1
∫
Ω
hj ∂j(
N∑
i=1
(∂iw)
2) dx
=
∫
Γ
h · ν|∇w|2 dΓ−
∫
Ω
N∑
j=1
∂jhj |∇w|
2 dx .
(64)
Therefore, by putting (63) and (64) into (62) we obtain
2
∫ T
S
∫
Ω
△w h · ∇w dx dt
=2
∫ T
S
∫
Γ
∂νw h · ∇w dΓ dt−
∫ T
S
∫
Γ
h · ν|∇w|2 dΓ dt
− 2
∫ T
S
N∑
i,j=1
∫
Ω
∂ihj∂iw∂jw dx dt+
∫ T
S
∫
Ω
N∑
j=1
∂jhj |∇w|
2 dx dt .
(65)
Finally, by (60) and (65), taking into account (61) we have the identity (56). 
Theorem 4.2 Let u0 ∈ H
2(Ω) ∩H10 (Ω), u1 ∈ H
1
0 (Ω) and u the strong solution of

utt(t, x) = △u(t, x) +
∫ t
0
a˙(t− s)△u(s, x) ds + g(u(t, x)) , t ≥ 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ Γ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Ω.
(66)
If T > 0, there is a constant c0 > 0 independent of T such that u satisfies the inequality∫ T
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt ≤ c0
∫ T
0
E(t) dt+ c0E(0) , (67)
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where E(t) is the energy of the solution given by (48).
Moreover, for a positive constant c0 = c0(T ) we have∫ T
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt ≤ c0(‖∇u0‖2L2 + ‖u1‖2L2) . (68)
Proof. To begin with we consider a vector field h ∈ C1(Ω;RN ) such that
h = ν on Γ , (69)
see e.g. [13] for the construction of such vector field. From now on, we will denote with c positive
constants, maybe different. In particular, we have
|h(x)| ≤ c and
N∑
i,j=1
|∂ihj(x)| dx ≤ c , ∀x ∈ Ω. (70)
We will apply the identity (56) with the vector field h satisfying (69) and with S = 0. First, we observe
that
ut = 0 , ∇u = (∂νu)ν on (0, T )× Γ . (71)
For a detailed proof of the second identity see e.g. [22, Lemma 2.1]. Therefore, thanks to (71) the
left-hand side of (56) with S = 0 becomes
∫ T
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt ,
and hence (56) can be written as
∫ T
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt
=2
[ ∫
Ω
ut h · ∇
(
u+ a˙ ∗ u
)
dx
]T
0
+
∫ T
0
∫
Ω
N∑
j=1
∂jhj (ut)
2 dx dt
− 2
∫ T
0
∫
Ω
ut h ·
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds dx dt− 2
∫ T
0
a˙(t)
∫
Ω
ut h · ∇u dx dt
+ 2
∫ T
0
N∑
i,j=1
∫
Ω
∂ihj∂i
(
u+ a˙ ∗ u
)
∂j
(
u+ a˙ ∗ u
)
dx dt−
∫ T
0
∫
Ω
N∑
j=1
∂jhj |∇
(
u+ a˙ ∗ u
)
|2 dx dt
+ 2
∫ T
0
∫
Ω
g(u(t))h · ∇
(
u+ a˙ ∗ u
)
dx dt .
(72)
To prove (67) we have to estimate every term on the right-hand side of (72). Indeed,
2
[ ∫
Ω
ut h · ∇
(
u+ a˙ ∗ u
)
dx
]T
0
=2
∫
Ω
ut(T ) h · ∇
(
u+ a˙ ∗ u
)
(T ) dx− 2
∫
Ω
u1 h · ∇u0 dx
≤c
∫
Ω
|ut(T )|
2 dx+ c
∫
Ω
|∇
(
u+ a˙ ∗ u
)
(T )|2 dx+ c
∫
Ω
|u1|
2 dx+ c
∫
Ω
|∇u0|
2 dx .
(73)
We proceed to evaluate for all t ∈ [0, T ] the term
∫
Ω |∇
(
u + a˙ ∗ u
)
(t)|2 dx, because that evaluation will
be also useful later. Since for all t ∈ [0, T ]
∇u(t) + a˙ ∗ ∇u(t) =
(
1− a(0) + a(t)
)
∇u(t) +
∫ t
0
a˙(t− s)
(
∇u(s)−∇u(t)
)
ds ,
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we have
|∇
(
u+ a˙ ∗ u
)
(t)|2 ≤ 2
(
1− a(0) + a(t)
)2
|∇u(t)|2 + 2
( ∫ t
0
|a˙(t− s)|
∣∣∇u(s)−∇u(t)∣∣ ds)2 .
In view of a˙(t) ≤ 0, a(t) ≥ 0 and a(0) < 1 we get
(∫ t
0
|a˙(t− s)|
∣∣∇u(s)−∇u(t)∣∣ ds)2 ≤
∫ t
0
|a˙(s)| ds
∫ t
0
|a˙(t− s)|
∣∣∇u(s)−∇u(t)∣∣2 ds
≤ −
∫ t
0
a˙(t− s)
∣∣∇u(s)−∇u(t)∣∣2 ds ,
and hence
|∇
(
u+ a˙ ∗ u
)
(t)|2 ≤ 2
(
1− a(0) + a(t)
)
|∇u(t)|2 − 2
∫ t
0
a˙(t− s)
∣∣∇u(s)−∇u(t)∣∣2 ds .
Therefore, taking into account the formula (48) for the energy, by (52) and (51), we get
2
(
1− a(0)
) ∫
Ω
|∇u(t)|2 ≤ cE(t) ,
2
∫
Ω
(
a(t)|∇u(t)|2 −
∫ t
0
a˙(t− s)
∣∣∇u(s)−∇u(t)∣∣2 ds
)
dx ≤ 4E(t)
and hence ∫
Ω
|∇
(
u+ a˙ ∗ u
)
(t)|2 dx ≤ cE(t) . (74)
By putting (74) with t = T into (73) and using again (48), we obtain
2
[ ∫
Ω
ut h · ∇
(
u+ a˙ ∗ u
)
dx
]T
0
≤ cE(T ) + cE(0) ,
and hence, since the energy E(t) is decreasing, see (49), we have
2
[ ∫
Ω
ut h · ∇
(
u+ a˙ ∗ u
)
dx
]T
0
≤ cE(0) .
Now, we estimate the second term on the right-hand side of (72) by using (70), the expression of energy
(48) and (52), that is ∫ T
0
∫
Ω
N∑
j=1
|∂jhj | |ut|
2 dx dt ≤ c
∫ T
0
E(t) dt .
In order to bound the term
2
∫ T
0
∫
Ω
∣∣ut h ·
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣dx dt
we note that, thanks also to (70), we have
2c
∫ T
0
∫
Ω
∣∣ut∣∣
∣∣∣
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣∣ dx dt
≤ c
∫ T
0
∫
Ω
|ut|
2 dx dt+ c
∫ T
0
∫
Ω
∣∣∣
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣∣2 dx dt . (75)
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To evaluate the second term on the right-hand side of the previous formula, we observe
∣∣∣
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣∣2 ≤ (
∫ t
0
|a¨(t− s)|1/2|a¨(t− s)|1/2
∣∣∇u(s)−∇u(t)∣∣ds)2
≤
∫ t
0
a¨(s) ds
∫ t
0
a¨(t− s)
∣∣∇u(s)−∇u(t)∣∣2ds
= (a˙(t)− a˙(0))
∫ t
0
a¨(t− s)
∣∣∇u(s)−∇u(t)∣∣2ds .
Therefore, in view of a˙ ≤ 0 and formula (49), giving the derivative of the energy, from the above inequality
we obtain∫ T
0
∫
Ω
∣∣∣
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣∣2dx dt
≤− a˙(0)
∫ T
0
∫
Ω
∫ t
0
a¨(t− s)
∣∣∇u(s)−∇u(t)∣∣2 ds dx dt ≤ 2a˙(0)
∫ T
0
E′(t)dt ≤ −2a˙(0)E(0) .
(76)
Plugging (76) into (75) and using (52) yield
2
∫ T
0
∫
Ω
∣∣ut h ·
∫ t
0
a¨(t− s)
(
∇u(s)−∇u(t)
)
ds
∣∣dx dt
≤c
∫ T
0
∫
Ω
|ut|
2 dx dt+ cE(0) ≤ c
∫ T
0
E(t) dt+ cE(0) .
Keeping in mind that a˙(t) ≥ a˙(0) and by using again (70) and (52), we get
− 2
∫ T
0
a˙(t)
∫
Ω
|ut h · ∇u| dx dt
≤− 2a˙(0) c
∫ T
0
∫
Ω
|ut||∇u| dx dt ≤ −a˙(0) c
∫ T
0
∫
Ω
|ut|
2 + |∇u|2 dx dt ≤ c
∫ T
0
E(t) dt .
To evaluate the next two terms on the right-hand side of (72) we will use the estimate (74). Indeed, as
regards the first one, by means of (70) we have that
∫ T
0
N∑
i,j=1
∫
Ω
|∂ihj∂i
(
u+ a˙ ∗ u
)
∂j
(
u+ a˙ ∗ u
)
| dx dt
≤c
∫ T
0
∫
Ω
( N∑
i=1
|∂i
(
u+ a˙ ∗ u
)
|
)2
dx dt ≤ 2N−1c
∫ T
0
∫
Ω
|∇
(
u+ a˙ ∗ u
)
|2 dx dt .
Since, from (74), we obtain
∫ T
0
∫
Ω
|∇
(
u+ a˙ ∗ u
)
|2 dx dt ≤ c
∫ T
0
E(t) dt, (77)
thus it follows ∫ T
0
N∑
i,j=1
∫
Ω
|∂ihj∂i
(
u+ a˙ ∗ u
)
∂j
(
u+ a˙ ∗ u
)
| dx dt ≤ c
∫ T
0
E(t) dt .
In a similar way, thanks again to (70) and (77) we have
∫ T
0
∫
Ω
N∑
j=1
|∂jhj | |∇
(
u+ a˙ ∗ u
)
|2 dx dt ≤ c
∫ T
0
∫
Ω
|∇
(
u+ a˙ ∗ u
)
|2 dx dt ≤ c
∫ T
0
E(t) dt .
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Finally, to estimate the last term on the right-hand side of (72) first we use (70)
2
∫ T
0
∫
Ω
g(u(t))h · ∇
(
u + a˙ ∗ u
)
dx dt ≤ c
∫ T
0
∫
Ω
|g(u(t))|2 dx dt + c
∫ T
0
∫
Ω
|∇
(
u + a˙ ∗ u
)
|2 dx dt .
Since by (11) and (52) we have
∫ T
0
∫
Ω
|g(u(t))|2 dx dt ≤ c
∫ T
0
∫
Ω
|∇u(t)|2 dx dt ≤ c
∫ T
0
E(t) dt ,
thanks also to (77), we obtain
2
∫ T
0
∫
Ω
g(u(t))h · ∇
(
u+ a˙ ∗ u
)
dx dt ≤ c
∫ T
0
E(t) dt .
In conclusion, the previous argumentations show that the sum of all terms on the right-hand side of (72)
can be majorized by c0
∫ T
0 E(t) dt+ c0E(0), with c0 > 0 independent of T , and hence (67) holds true. In
addition, since E(t) is a decreasing function and
E(0) =
1
2
‖∇u0‖
2
L2 +
1
2
‖u1‖
2
L2 −
∫
Ω
G(u0) dx ,
thanks also to (22), (68) follows from (67). 
Corollary 4.3 For any T > 0 there exists a unique continuous linear map
L : H10 (Ω)× L
2(Ω)→ L2((0, T );L2(Γ))
such that for any u0 ∈ H
2(Ω) ∩H10 (Ω) and u1 ∈ H
1
0 (Ω), called u the strong solution of (66), we have
L(u0, u1) = ∂νu .
Proof. For u0 ∈ H
2(Ω) ∩ H10 (Ω) and u1 ∈ H
1
0 (Ω), if we denote by u the strong solution of problem
(66) and apply Lemma 2.1 with X = L2(Γ), then for any T > 0, thanks to (68) and (7) there exists a
constant c0 = c0(T, ‖a˙‖L1) > 0 such that
∫ T
0
∫
Γ
|∂νu|
2dΓdt ≤ c0(‖∇u0‖
2
L2 + ‖u1‖
2
L2) .
By density our claim follows. 
Remark 4.4 For the mild solution u of (66) we can introduce the notation ∂νu instead of L(u0, u1),
thanks to Corollary 4.3. So, for any T > 0 we have the following trace theorem:
(u0, u1) ∈ H
1
0 (Ω)× L
2(Ω)⇒ ∂νu ∈ L
2((0, T );L2(Γ)) ,
and there is a positive constant c0 depending on T and ‖a˙‖L1 such that
∫ T
0
∫
Γ
|∂νu|
2dΓdt ≤ c0(‖∇u0‖
2
L2 + ‖u1‖
2
L2) ∀(u0, u1) ∈ H
1
0 (Ω)× L
2(Ω) . (78)
This result does not follow from the usual trace theorems of the Sobolev spaces. For this reason it is called
a hidden regularity result. The corresponding inequality (78) is often called a direct inequality.
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Theorem 4.5 Assume there exists c0 > 0 independent of t such that∫ t
0
E(s) ds ≤ c0E(0) ∀t ≥ 0. (79)
Then, a constant C > 0 exists such that for any u0 ∈ H
1
0 (Ω) and u1 ∈ L
2(Ω) the mild solution u of (66)
satisfies ∫ ∞
0
∫
Γ
|∂νu|
2dΓdt ≤ C(‖∇u0‖
2
L2 + ‖u1‖
2
L2) , (80)
that is
∂νu ∈ L
2(0,∞;L2(Γ)) . (81)
Proof. In view of (67) and (79) we have
∫ T
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt ≤ CE(0) ∀T > 0 ,
where the constant C is independent of T , and hence∫ ∞
0
∫
Γ
∣∣∣∂νu+ a˙ ∗ ∂νu
∣∣∣2dΓdt ≤ CE(0) .
Finally, thanks to (9) and (22) the estimate (80) follows. 
Remark 4.6 For example, the assumption (79) holds if the energy decays exponentially. Indeed, if there
exists m > 0 such that
−a¨(t) ≤ m a˙(t) for any t ≥ 0,
that is the kernel −a˙ decays exponentially, we can apply [1, Theorem 3.5] to have that the energy of the
mild solution also decays exponentially. Therefore, there exist α > 0 such that
E(t) ≤ e1−αtE(0) ∀t ≥ 0 .
Also in the case the integral kernel decays polinomially then (79) holds (see [1]).
Remark 4.7 If one assumes more regularity on the integral kernel k = −a˙, then it is possible to approach
the study of the equation
utt = △u−
∫ t
0
k(t− s)△u(s, x) ds + g(u) ,
by using the so-called MacCamy’s trick, see [21]. Adapted to our case, the trick consists in setting
v = u− k ∗ u ,
to obtain
u = v + ρk ∗ v,
(where ρk is the resolvent kernel of k and has the same regularity of k), so v is the solution of the equation
vtt + ρk(0)vt + ρ¨k ∗ v + ρ˙k(0)v = △v + g(v + ρk ∗ v) . (82)
However, in (82) the terms ρ¨k ∗ v and ρ˙k(0)v have a meaning only if k, and hence ρk, is more regular
than in our case. For example, a class of kernels fitting our assumptions (see [24, Corollary 2.2]), but
not suitable for applying the MacCamy’s trick is given by
k(t) = k0e
−√t
for a suitable k0 > 0.
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