Abstract. When dealing with computationally expensive simulation codes or process measurement data, global surrogate modeling methods are firmly established as facilitators for design space exploration, sensitivity analysis, visualization and optimization. Popular surrogate model types include neural networks, support vector machines, and splines. In addition, the cost of each simulation mandates the use of active learning strategies where data points (simulations) are selected intelligently and incrementally. When applying surrogate models to multi-output systems, the hyperparameter optimization problem is typically formulated in a single objective way. The different response outputs are modeled separately by independent models. Instead, a multi-objective approach would benefit the domain expert by giving information about output correlation, facilitate the generation of diverse ensembles, and enable automatic model type selection for each output on the fly. This paper outlines a multi-objective approach to surrogate model generation including its application to two problems.
Introduction
Regardless of the rapid advances in High Performance Computing and multi-core architectures, it is rarely feasible to explore a design space using high fidelity computer simulations. As a result, data based surrogate models (otherwise known as metamodels or response surface models) have become a standard technique to reduce this computational burden and enable routine tasks such as visualization, design space exploration, prototyping, sensitivity analysis, and optimization.
It is important to first stress that this paper is concerned with fully reproducing the simulator behavior with a global model. The use of metamodels to approximate the costly function for optimization (Metamodel Assisted Optimization) is not our goal. Our objective is to construct a high fidelity approximation model that is as accurate as possible over the complete design space of interest using as few simulation points as possible (= active learning). This model can then be reused in other stages of the engineering design pipeline, for example as cheap accurate replacement models in design software packages (e.g., ADS Momentum).
In engineering design simulators are typically modeled on a per-output basis. Each output is modeled independently using separate models (though possibly sharing the same data). Instead, the system may be modeled directly using multi-objective algorithms while maintaining the tie-in with active learning (classically a fixed data set is chosen up front). This benefits the practitioner by giving information about output correlation, facilitating the generation of diverse ensembles (from the Pareto-optimal set), and enabling the automatic selection of the best model type on the fly for each output without having to resort to multiple runs. The purpose of this paper is to illustrate these concepts by discussing possible use-cases and potential pitfalls.
Global Surrogate Modeling
Again we stress that optimization of the simulation output is not the main goal, rather we are concerned with optimization of the surrogate model parameters (hyperparameter optimization) in order to generate accurate global models with a minimum number of data points. Mathematically, the problem is to approximate an unknown multivariate function f : R d → C n by finding a suitable function s from an approximation space S such that s : R d → C n ∈ S and s closely resembles f as measured by some criterion ξ = (Λ , ε, τ). Λ is the generalization estimator, ε the error (or loss) function, and τ is the target value required by the user.
This means that the global surrogate model generation problem (i.e., finding the best approximation s * ∈ S) for a given set of data points D is defined as
such that Λ (ε, s * t,θ , D) τ. s t,θ is the parametrization θ (from a parameter space Θ ) of s and s t,θ is of model type t (from a set of model types T ). The first minimization over t ∈ T is the task of selecting a suitable approximation model type, i.e., a rational function, a neural network, a spline, etc. This is the model type selection problem. In practice, one typically considers only a single t ∈ T , though others may be included for comparison. Then given a particular approximation type t, the task is to find the hyperparameter assignment θ that minimizes the generalization estimator Λ (e.g., determine the optimal order of a polynomial model). This is the hyperparameter optimization problem, though generally both minimization's are simply referred to as the model selection problem. Many implementations of Λ have been described: the holdout, bootstrap, cross validation, Akaike's Information Criterion, etc.
An additional assumption is that f is expensive to compute. Thus the number of function evaluations f (X) needs to be minimized and data points must be selected iteratively, at points where the information gain will be the greatest. This process is referred to as active learning or adaptive sample selection. An important consequence of the adaptive sampling procedure is that the task of finding the best approximation s * becomes a dynamic problem instead of a static one. Since the optimal model parameters will change as the amount and distribution of data points (D) changes.
Multi-objective Modeling
There are different ways to approach the global surrogate modeling problem in a multiobjective manner. The most obvious is to use multiple criteria to drive the hyperparameter optimization instead of a single one. In this case the minimization problem in equation 1 becomes a multi-objective one. This approach is useful because single criteria are inadequate at objectively gaging the quality of an approximation model. This is the so called "The five percent problem" [1] which always arises during approximation.
Secondly, a multi-objective approach is also useful if models with multiple outputs are considered. It is not uncommon that a simulation engine has multiple outputs that need to be modeled. Also, many Finite Element packages generate multiple performance values for free. The direct approach is to model each output independently with separate models (possibly sharing the same data). However, it is usually more computationally efficient to approximate the different responses together in the same model. The question then is how to drive the hyperparameter optimization. Instead of simple weighted scalarization (which is usually done) a useful approach is to tackle the problem directly in a multi-objective way. This avoids the weight assignment problem and the resulting multi-objective hyperparameter trace gives information about how the structure of the responses are correlated. This is particularly useful if the hyperparameters can be given physically relevant interpretations.
In addition, in both cases (multi-criteria, multi-output) the final Pareto front enables the generation of diverse ensembles, where the ensemble members consist of the (partial) Pareto-optimal set (see also references in [2] ). This way all the information in the front can be used. Rainfall runoff modeling and model calibration in hydrology [3] are examples where this is popular. Models are generated for different output flow components and/or derivative measures and these are then combined into a weighted ensemble or fuzzy committee. Finally, a Pareto based approach to multi-output modeling also allows integration with the automatic surrogate model type selection algorithm described in [4] . This enables automatic selection of the best model type (Kriging, neural networks, support vector machines (SVM), etc.) for each output without having to resort to multiple runs or compromising accuracy. While for this paper we are concerned with the global case, this also applies to the local (optimization) case.
Related Work
There is an emerging body of research available on multi-objective hyperparameter optimization and model selection strategies. It is only since the emergence of off-the-shelf algorithms (with NSGA-II being the most popular) that work in this area has taken off. Increasingly authors are proposing multi-objective versions of classical metamodeling methods (e.g., [5] ). An extensive and excellent overview of the work in this area is given by Jin et al. in [2] . By far the majority of the cited work uses multi-objective techniques to improve the training of learning methods. Typically an accuracy criterion (such as the validation error) is is used together with some regularization parameter or model complexity measure in order to produce more parsimonious models [6] .
Another topic that has been the subject of extensive research is that of multi-objective surrogate based optimization (MOSBO). While initially their use has been constrained to the single objective case, results are increasingly being reported in the multi-objective case. Examples are ParEGO [7] , the surrogate based variants of NSGA-II [8] and the work on statistical improvement by Keane et al. [9] . Though the research into MOSBO is still very young, an excellent overview of current research is already available in [10] .
Little work seems to have been done on multi-objective multi-output modeling, with only some results for classification problems [11] . The link with active learning has also not yet been explored it seems. A multi-objective approach also enables automatic model type selection, both for the global and local (optimization) case. As Knowles et al. state in [10] : "Little is known about which types of model accord best with particular features of a landscape and, in any case, very little may be known to guide this choice". Thus an algorithm to automatically solve this problem is very useful [12] . This is also noticed by Voutchkov et al. [8] who compare different surrogate models for approximating each objective during optimization. They note that, in theory, their approach allows the use of a different model type for each objective. However, such an approach will still require an a priori model type selection choice and does not allow for dynamic switching of the model type or the use of hybrid models.
Problems
We now discuss two problems to illustrate how multi-output problems can be modeled directly using multi-objective algorithms: an analytic test function and a Low Noise Amplifier (LNA). In addition to the results described here, more data and test cases can be found in [1] . For results involving multiple criteria the reader is also referred to [1] .
Analytic Function
To easily illustrate the concepts and potential problems we first take a predefined analytical function with two input parameters x 1 , x 2 and two responses y 1 , y 2 :
Readers may recognize these two responses as representing the Rosenbrock and Ackley functions, two popular test functions for optimization. Plots of both functions are shown in figure 1.
We chose this combined function since it is an archetypal example of how two outputs can differ in structure. Thus it should show a clear trade-off in the hyperparameter space when modeled together (i.e., a model that accurately captures y 1 will be poor at capturing y 2 and vica versa).
It is important to stress that we are not interested in optimizing these functions directly (as is usually done), rather we are interested in reproducing them with a regression model (with two inputs and two outputs), using a minimal number of samples. Thus the problem is effectively a dynamic multi-objective optimization problem in the hyperparameter space. 
Low Noise Amplifier (LNA)
As second test case we consider an RF circuit block. A LNA is the typical first stage of a receiver, having the main function of providing the gain needed to suppress the noise of subsequent stages, such as a mixer. In addition it has to give negligible distortion to the signal while adding as little noise as possible. The performance figures of a LNA (e.g. voltage gain, linearity, noise figure, etc.) can be determined by means of computer simulations and are functions of the design parameters (e.g. width and length of transistors, bias conditions, values of passive components) [13] . The goal of the design process is to figure out one or more sets of design parameters resulting in a circuit which fulfills the specifications, i.e. constraints given on the performances. More details and results of a modeling study of the noise parameters and admittances (in function of the design parameters) can be found in [14] . For this paper we consider the modeling of the performance figures directly.
We consider the two dimensional case where the power consumption P and thirdorder linearity IIP3 are approximated in function of the transistor width W and the inductance Lm.
Experimental Setup

SUMO-Toolbox
As experimental platform we used the SUrrogate MOdeling (SUMO) Toolbox v6.1.1 The SUMO Toolbox [14] is an adaptive tool that integrates different modeling approaches and implements a fully automated, adaptive global surrogate model construction algorithm. Given a simulation engine the toolbox produces a surrogate model within the time and accuracy constraints set by the user. Different plugins are supported: model types (rational functions, Kriging, splines, etc.), hyperparameter optimization algorithms (PSO, GA, simulated annealing, etc.), active learning (random, error based, density based, etc.), and sample evaluation methods (local, on a cluster or grid). Components can easily be added, removed or replaced by custom implementations.
The toolbox control flow is as follows: Initially, a small initial set of samples is chosen according to some experimental design. Based on this initial set, one or more surrogate models are constructed and their hyperparameters optimized according to a chosen optimization algorithm (e.g., PSO). Models are assigned a score based on one or more measures (e.g., cross validation) and the model parameter optimization continues until no further improvement is possible. The models are then ranked according to their score and new samples are selected based on the best performing models and the behavior of the response (the exact criteria depend on the active learning algorithm used). The hyperparameter optimization process is continued or restarted intelligently and the whole process repeats itself until one of the following three conditions is satisfied: (1) the maximum number of samples has been reached, (2) the maximum allowed time has been exceeded, or (3) the user required accuracy has been met. The SUMO-Toolbox and all the algorithms described here is available from http://www.sumo.intec.ugent.be
Analytic Function (AF)
In a first use case for this problem the Kriging [15] and NSGA-II plugins were used. The correlation parameters (θ ) represent models in the population. Following general practice, the correlation function was set to Gaussian, and a linear regression was used. Starting from an initial Latin Hypercube Design of 24 points, additional points are added each iteration (using a density based active learning algorithm) up to a maximum of 150. The density based algorithm was used since it is shown to work best with Kriging models [16] . The search for good Kriging models (using NSGA-II) occurs between each sampling iteration with a population size of 30. The maximum number of generations between each sampling iteration is also 30.
A second use case of the same problem was done using the automatic model type selection plugin. This algorithm is based on heterogeneous evolution using the GA island model and is able to select the best model type for a given data source. A full discussion of this algorithm and its settings would consume too much space. Such information can be found in [4] . The following model types were included in the evolution: Kriging models, single layer ANNs (based on [17] ), Radial Basis Function Neural Networks (RBFNN), Least Squares SVMs (LS-SVM, based on [18] ), and Rational functions. Together with the ensemble models (which result from a heterogeneous crossover, e.g., a crossover between a neural network and a rational function), this makes that 6 model types will compete to fit the data. In this case, the multi-objective GA implementation of the Matlab GADS toolbox is used (which is based on NSGA-II). The population size of each model type is set to 10 and the maximum number of generations between each sampling iteration is set to 15. Again, note that the evolution resumes after each sampling iteration. In all cases model selection is done using the Root Relative Square Error (RRSE) on a dense validation set.
LNA
The same settings were used for this problem except that the sample selection loop was switched off and LS-SVM models were used to fit the data (instead of Kriging). Instead of sampling, a 12 2 full factorial design was used. More extensive results (including sampling and more dimensions) will be presented in a separate publication.
Results
Analytic Function: Use Case 1
Two snapshots of the Pareto front at different number of samples are shown in figure 2 . The full Pareto trace (for all number of samples) is shown in figure 3(a) . The figures clearly show that the Pareto front changes as the number of samples increase. Thus the multi-objective optimization of the hyperparameters is a dynamic problem, and the Pareto front will change depending on the data. This change can be towards a stricter trade-off (i.e., a less well defined 'elbow' in the front) or towards an easier trade-off (a more defined 'elbow'). What happens will depend on the model type. From the figure it is also immediately clear that the Rosenbrock output is much easier to approximate than the Ackley output. Strangely though, there seems to be a discontinuity in the front. The Pareto front is split into two parts and as sampling proceeds the algorithm (NSGA-II) oscillates between extending the left front over the right front (or vica versa). The full Pareto trace in figure 3 (a) also shows this.
To understand what is causing this behavior, a brute force search of the hyperparameter space was performed for a fixed LHD of 124 sample points. The space of all possible θ parameters was searched on a 100x100 grid with bounds [-4 3] (in log 10 space) in each dimension. Simultaneously an extensive NSGA-II Kriging run was performed on the same data set for 450 generations. In both cases a dense validation set was used to calculate the accuracy of each model. The combination of both searches (for both outputs) is shown in figure 4 (note that the RRSE is in log scale). The brute force search of the θ -surface also allows the calculation of the true Pareto front (by performing a non-dominated sorting). The resulting Pareto front (and the next 119 fronts, these are shown for clarity) are shown in figure 3(b) .
Studying the surfaces in figure 4 reveals what one would expect intuitively: the Rosenbrock output is very smooth and easy to fit, so given sufficient data a large range of θ values will produce an accurate fit. Fitting the Ackley output, on the other hand, requires a much more specific choice of θ to obtain a good fit. In addition both basins of attraction do not overlap, leading to two distinct optima. This means that (confirming intuition) the θ -value that produces a good model for y 1 produces a poor model for y 2 and vice versa. Together with figure 3(b) this explains the separate Pareto fronts seen in figure 2 . The high ridge in the Ackley surface makes that there are no compromise solutions on the first front. Any model whose performance on y 2 would lie between the two separate fronts would never perform well enough on y 1 to justify a place on the first front. Thus, the fact that NSGA-II does not find a single united front is due to the structure of the optimization surface and not due to a limitation of NSGA-II itself.
Analytic Function: Use Case 2
The analytic problem was also tackled with the automatic model type selection algorithm described in [4] . This should enable the automatic identification of the most adequate model type for each output without having to perform separate runs. Figure 5 shows the full Pareto search trace for the test function across all sampling iterations.
The figure shows the same general structure as figure 3(a): there is a strong trade-off between both outputs resulting in a gap in the search trace. If we regard the model selection results we find they agree with intuition. The Rosenbrock function is very easily fit with rational functions, and its smooth structure makes for an excellent approximation with almost any degree assignment (illustrated by the straight line at roughly 10 −7 on the x-axis). However, those same rational models are unable to produce a satisfactory fit on the Ackley function, which is far more sensitive to the choice of hyperparameters. Instead the LS-SVM models perform best, the RBF kernel function matching up nicely with the different 'bumps' of the Ackley function.
Thus, we find the results to agree with intuition. The Rosenbrock function is better approximated with a global model since there are no local non-linearities. While the Ackley function benefits more from a local model, and this is exactly what figure 5 shows. Note the diverse front shown in the figure now allows the generation of a diverse ensemble (further improving accuracy) using standard ensemble techniques (bagging, weighted, etc.).
LNA: Use Case 1
The analytic function is of course just a synthetic example, but it is useful as an illustration and for pointing out potential problems. When we now turn to the LNA problem we shall see that the same kind of problems can arise when modeling real data. Figure 7 (a) shows the search trace of an LS-SVM hyperparameter optimization run using NSGA-II (RBF kernel, optimizing c and σ ). Of course the trade-off is not as extreme as with the analytic example but we do note some similarities: one output (P) is significantly easier to model than the other and there is again a gap in the Pareto front. A brute force search of the LS-SVM hyperparameter space (with the NSGA-II results overlaid) confirms this (figure 6). It is also interesting to compare figure 6 with figure 4. Both figures are in line with the authors' experience that optimizing the Kriging θ parameters is typically harder than selecting good values for c, σ . Our experience is that the θ optimization landscape is more rugged, multi-modal, and more sensitive to the data distribution (see also the discussion in [16] ). On the other hand, it is usually quite easy to generate an LS-SVM that captures the trends in the data without being too sensitive to the data distribution. An added benefit of SVM type models is that the number of hyperparameters is independent of the problem dimensionality (unlike Kriging).
LNA: Use Case 2
Finally, we can also apply the automatic model type selection algorithm to the LNA data. The resulting search trace is shown in figure 7(b) . Again, note the similarity with figure 5 . However, contrary to the previous problem, we see that in this case including different model types can actually alleviate the trade-off in the data. It turns out that while LS-SVM models have problems capturing both outputs accurately, the Kriging models are able to do so, producing a single best model for both outputs. Again the almost straight line at 10 −8 indicates that the P output is extremely easy to fit, a wide range of hyperparameters will produce a good fit.
Conclusion and Future Work
The use of metamodels to aid design space exploration, visualization, etc. has become standard practice among scientists and engineers alike. In order to increase insight and save time when dealing with multi-response systems, the goal of this paper was to illustrate that a multi-objective approach to global surrogate model generation can be useful. This allows multiple outputs to be modeled together, giving information about the trade-off in the hyperparameter space. It further enables selecting the best model type for each output on the fly, permits the generation of diverse ensembles, and the use of multiple criteria. All for roughly the same computational cost as performing multiple independent runs (which is still outweighed by the simulation cost). While this paper presented some interesting use cases, still much work remains. An important area requiring further investigation is understanding how the iterative sample selection process influences the hyperparameter optimization landscape. For the tests in this paper the authors have simply let the optimization continue from the previous generation. However, some initial tests have shown that an intelligent restart strategy can improve results. Knowledge of how the number and distribution of data points affects the hyperparameter surface would allow for a better tracking of the optimum, reducing the cost further. The influence of noise on the hyperparameter optimization (e.g., neural network topology selection) also remains an issue as is the extension to high dimensional problems (many outputs/criteria). In general, while progress towards dynamic multi-objective optimization has been made, this is a topic that current research in multi-objective surrogate modeling is only just coming to terms with [10] .
