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Troy, New York 
Two interesting and important properties of the conjugate points 
have been discussed and it, lustrated by means of examples. These 
properties are shown to have significant implications for trajectory 
and guidance optimization problems. 
The conjugate point nearest o the initial time determines the 
maximum duration of an optimal control for a linear process with a 
quadratic ost functional and for a certain onlinear process. 
If there is a conjugate point to the terminal time, then it is not 
possible to construct the linear, optimal guidance system in a neigh- 
borhood of the nominal trajectory. 
LIST OF SYMBOLS 
t real t ime 
x(t) n X 1 state vector or trajectory 
2(t) a t ime derivative of x(t) 
u(t) r X 1 control vector 
J cost functional,  a number  
I modified cost functional, a number  
fo(x, u, t) cost integrand, a scaler funct ion 
go(x(tl) ) terminal  cost 
to init ial  t ime 
t~ terminal  t ime 
f(x, u, t) n X 1 vector describing the process 
H(x, u, p, t) Hami l ton ian funct ion 
p(t) n × 1 Lagrange mult ipl ier vector 
AI differential cost functional 
R~ the second order remainder of AI  
* This work was done in part at General Electric Research Laboratory, Sche- 
nectady, N. Y. and completed with a partial support from the U. S. Air Force 
under Grant No. AF-AFOSR-27963, Air Force Office of Scientific Research. 
589 
590 L~ 
R3 
x*(t) 
u*(t) 
R(t) 
s(t) 
Q(t) 
A(t) 
B(t) 
v J-/ 
0 
~x(t) 
~u(t) 
~,(t) 
P 
t~ 
t~ 
t~ 
Tf 
the third order remainder of AI 
the second variation term 
the nominal trajectory 
the nominal control 
r X r matrix of second order partial derivatives I of 
H(x, p, u, t) with respect o u. 
n X r matrix of second order partial derivatives of 
H(x, p, u, t) with respect o x and u. 
n X n matrix of second order partial derivatives of 
H(x, p, u, t) with respect o x. 
n X n matrix of second order partial derivatives of 
go(x(ts)) with respect o x(ts) 
n X m matrix of first order partial derivatives of f(x, 
u, t) with respect o x. 
n X r matrix of first order partial derivatives of f(x, 
u, t) with respect o u. 
gradient of H with respect o x 
null vector 
n X 1 perturbation vector of x*(t) 
r X 1 perturbation vector of u*(t) 
n X 1 accessory multiplier vector 
n X 1 vector, the second order remainder of f(x, u, t) 
a conjugate point to to 
Min. to, the smallest of t~ 
a conjugate point to t] 
a terminal time less than ts 
fundamental matrices of the accessory Euler eqs. 
I. INTRODUCTION 
It is well known that one can formulate a wide class of trajectory and 
guidance optimization problems as the problem of Bolza in the classical 
calculus of variations. A considerable amount of published literature is 
devoted to trajectory optimization problems and computational solu- 
tions of the Euler equations. 
The solutions of Euler equations are called extremals. Each extremal 
is a trajectory which satisfies the given constraints of the variational 
problem. Along any extremal, the given cost functional achie=ces a
1 All the partial derivatives are evaluated along the nominal trajectory. 
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stationary value. The extremal along which the cost functional achieves 
a weak local minimum is called an optimal trajectory in this paper. 
In order for an extremal to be an optimal trajectory, it must not only 
satisfy the Euler equations but also the Legendre-Clebsch ondition, 
and the Jaeobi condition. This paper is primarily devoted to clarifying 
some important implications of the Jacobi condition on conjugate points 
for trajectory and guidance optimization problems. 
Pertinent results from the elassicM calculus of variations are briefly 
reviewed in Section II. The serious consequence of a conjugate point 
to the terminal time in the synthesis of a linear optimal guidance system 
is discussion in Section III. It is shown next that the conjugate point 
nearest to the initial time determines the maximum duration of a class 
of optimally controlled processes. 
Perhaps the most important question in applications work is to formu- 
late optimal control problems properly at the outset to satisfy the 
Legendre-Clebsch ondition and Jacobi condition. If this is done, then 
the Euler equations give an optimal trajectory and one can avoid the 
tedious and expensive test for fulfillment of the sufficiency conditions 
for a weak, local minimum. This very question, however, raises many 
difficult problems that have not been resolved by the classical theory 
and it is discussed in the last part of this paper. 
It is hoped that a better understanding of control theoretic implica- 
tions of the Jaeobi condition may help provide clues toward better ways 
of formulating the optimal control problem to avoid a detailed examina- 
tion of the subtle mathematical conditions mentioned above. 
II. THE CONJUGATE POINT AND OPTIMAL TRAJECTORY: 
A REVIEW OF PERT INENT CLASS ICAL  T I IEORY 
We consider the simplified problem of Bolza in the context of optimal 
control theory: Find the optimal control u*(t), in the class of admissible 
controls, which minimizes the cost functional 
f:',0(x J = u, t) dt -]- go(x (@)  (1) 
subject o the constraint 
= f (x ,  u,  t ) ,  X(to) = c, to < t < ts (2) 
where 
f (x ,  u, t) and x = x( t )  are n-vectors, 
u = u( t )  is an r-vector, r -< n, 
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f0(x, u, t) is a scalar function with vector arguments, 
J and go are functionals, 
2 = dx/dt, and 
t is the time variable in the fixed interval [to, t j]. 
In order to focus our attention on the significance of conjugate point, 
it is assumed in the subsequent analysis that fo(x, u, t), go(x(ts)), 
f (x ,  u, t) belong to C~[to, tl] with respect o their arguments x, u, and t 
unless stated otherwise. The class of admissible controls is taken to be 
r-tuple of continuous time functions in the interval to ~ t =< is. This 
open set is denoted by U. 
It is also assumed that any constraints on magnitude of control and 
state vectors are adequately approximated by appropriate penalty 
functions which are included in fo(x(t) ,  u(t) ,  t) and go(x(ts), tf). 
In order to see the significance of a conjugate point for an optimal 
trajectory, it is necessary to examine the first and second variations of 
the cost functional. This can be easily done if we introduce the modified 
cost functional to handle the constraint (2). 
f'f I = J ~- p ' ( f (x ,u ,  t) - 2) dt o 
= go(x(t])) + [fo(x, u, t) + p ' ( f (x ,  u, t ) - -2)]  dt (3) 
0 
= go + [H(z, u, p, t) -p'~l at 
t 
where p is the Lagrange multiplier, an n-vector, and H(x,  u, p, t) is 
the I-Iamiltonian defined by 
H(x ,  u, p, t) --- fo(x, u, t) -~ p'f(x, u, t) 
(4) 
= fo + ~'~ pi(t) f i (x,  u, t) 
i= l  
It is assumed that there are optimal control u*(t) in U and the cor- 
responding optimal trajectory x*(t) along which the cost functional J 
takes its minimum (a local minimum). This local minimum is charac- 
terized by the following conditions: 
AI = i(x, u) - I(x*, u*) 
(5) f ts H* = go(x(ts)) -- go(u*(tf)) Jr [1t -- -- p ' (2  -- 2*)] dt> 0 
to 
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for all x = x* + ~x and u = u* + au such that 
~2 = A(t)~x -t- B(t)~u; ~x(to) = O, to <= t < t: 
where 
= Forq  
A(t) Lax~ J ' 
i<m<r;= = 
(6) 
= prq 
1 ~ i, j ~ n; B(O Lau~J ' 
f*~ = f~(x*, u*, t) and H* = H(u*, u*, p, t) 
The above conditions for the local minimum imply that I(x*, u*), 
the cost along the optimal path defined by x* and u*, is compared with 
I(x, u), the cost along any neighboring path defined by x = x* + ~$ and 
u = u*+~u where the differences x -x*= 5x and u - -u*= ~u 
satisfy the linear differential equation (6). The collection of all such 
neighboring paths is called the admissible family, and the collection 
of all ~x and ~u that satisfy (6) is called the admissible variations. 
If the inequality (5) holds for any x and u that satisfy (2), then I (x*, 
u*) is the global minimum. However, if the condition (5) holds only 
for the admissible family {x(t) = x*(t) + ~x(t)} which belongs to 
Cl[to, tl], then I(x*, u*) is a weak, local minimum. I(x*, u*) is called a 
strong local minimum if it is a minimum in the admissible family {x = 
x* + 5x} which belongs to C[to, tl]. In this paper, the subsequent dis- 
cussion will be cmrfined to the optimal control in the sense of weak, 
local minimum only. 
Expanding the differential cost functional AI in the linear and quadra- 
tic terms of ~x and ~u, integrating by parts, and collecting various terms 
together we have 
i: H* 
M = ~x'(V40 - p),: + [~x'(~ + v .  ) 
to (7) 
+ ~uqT~H*] dt + Re > 0 
for the all admissible variations which satisfy (6). R~ is the second order 
remainder. Since (7) must hold for any suitably small variations, the 
linear terms in ~x and ~u, the first variation of I, must vanish. 
~x'(V~g0 - -  p)t: + [~x'(15 -+- V~H*) + ~u'V~H*] dt = 0 (7a) 
to 
If we choose p(t) to satisfy the differential equation, ~i + VJt* = 0, 
p(t:) = V4o(x(t:)), then (7a) implies VuH* = 0 since ~u is arbitrary. 
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Thus we obtain the well known Euler equations: 
-* ~H*, ( ) x =V xto =c  
-p  = v J /* ,  p(t9 = v40(x(tg) 
0 = V~/*  
where 
(8) 
and R3 is the third order remainder. 
where 
+ ~ ~x T x ], s + R~ = Is + R~ 
F O H* ] 
Q(t) = t _~J  
s(t) = Lo~o~J '  
= [- a~H* -]. 
R(t) L~J '  
L Ox~Ox~ J 
; 1 < i, j < n 
1 -< i<n, -  1 <m < r _ _  =
l <k ,m = 
For suitably "small" ~x(t) and ~u(t), the sign of AI is determined by 
the second variat ion/2 provided I2 does not vanish and R3 may be ig- 
nored for this purpose. Now we seek to ascertain whether there exist 
(9) 
V~H = co l . \0u l  ' ' Ou. / 
The solutions of Euler equations are the programmed control u*(t) 
and the corresponding extremal x*(t). They are not necessarily optimal, 
because such x*(t) and u*(t) make only the first variation of I vanish, 
but do not necessarily make AI => 0 as required by (7). 
Now we have to examine the second order remainder R2 of AI in 
detail to check the optimality of x*(t) and u*(t). Expanding R2, we 
obtain 
1 f / f  [~2Qbx 9- 2~x'S~u 9- ~u'R~u] dt A I=-~ to 
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nontrivial variations ~x(t) and ~u(t) such that 
1 
I2 = ~ [~x1Q~x + 2~x'S~u + ~urR~u] dt -t- ~x'T~x l~s < 0 
o 
subject o : 
52 = A~x + B~u, ~x(to) = 0 (6) 
If 12 < 0 for some admissible nonzero, 8x and ~u; then A[ < 0 and 
x* and u* are not optimal. 
It  is obviously impractical to evaluate I2(~x, ~u) for all admissible 
~x and ~u. Instead we try to find nontrivial ~x and ~u that minimize 
Is while satisfying (6). This minimization problem is known as the 
necessary minimum problem of Jacobi. If Is > 0 for all admissible ~x 
and ~u, then AI > 0 and control u*(t) is optimal. 
It  is necessary that 
R is positive definite (10) 
for I2 min >0. This is the Legendre-Clebseh condition [Bliss, 1945, 
p. 224]. It is assumed in the subsequent analysis that this condition 
is satisfied. Any admissible ~x(t) and ~u(t) that minimize Is must satisfy 
the Euler equations: 
~ = A~x + B~u, ~x(to) = 0 (6) 
--X = Q~x -t- S~u -[- A'X, X(ti) = T~x(Q) (11) 
0 = R~u -}- S'~x + B'X (12) 
where X is the Lagrange multiplier for this accessory minimum prob- 
lem. Solving (12) for ~u and substituting into (6) and (11), we have 
62 = WSx -P GX (13) 
-k  = C6x -t- W'X (14) 
~x(to) = 0 (13a) 
k(t:) = T~z(t:) (14a) 
where W = A -- BR-1B ', C = Q - S'R-1S, and G = --BR-IB '. 
If there are ~x(t) and X(t) which satisfy all of the above equations, 
then I2 = 0. In such case, there are either multiple minima such that 
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I(x*, u*) = I(x* + ~x, u* + ~u) or a complicated stationary point 
of I that must be characterized by higher order variations of I. We are 
not concerned with the latter case. 
The following important theorem characterizes ~x(t) and ~u(t) which 
make I2 < 0. 
TI~EOREM 1. I f  there exist nonzero ~x(t) and k(t) that satisfy either 
(13), (14), (13a) and 
k(t~) = T~x(t~) for some to < t~ < tl (15) 
or (13), (14), (14a) and 
~x(ts) = O for some to < t~ < t] (16) 
then there are admissible nonzero, 6x and ~u that make I2(~x, $u) < O. 
This is a well known result from the classical calculus of variations 
(Bliss, 1945, pp. 253-257). 
DEFINITION. The point t~ in (15) is called a conjugate point to to 
while t~ in (16) is called a conjugate point to tf. 
As a consequence of this theorem, the absence of the coniugate point 
is necessary for u*(t) and x*(t) to be optimal. This necessary condition 
is the Jacobi condition. If the Legendre-Clebsch ondition and Jacobi 
condition are satisfied, then u*(t) and x*(t) are optimal. This is the 
sufficient condition for a weak, local minimum (Bliss, 1945, p. 252). 
The serious consequence of the coniugate point t~ in guidance opti- 
mization is discussed in the next section. 
III. THE CONJUGATE POINT AND OPTIMAL GUIDANCE 
The control u*(t) that minimizes the cost J in (1) subject o the 
constraint (2) is optimal with respect o the given initial condition 
x*(to) = c only. Normally the measured initial condition of the actual 
process may deviate from the given condition due to the presence of 
disturbances in the process, even if there are no measurement errors. 
If the same control u*(t) is applied to the actual process assuming 
the disturbances in the process are "small," then the resulting trajectory 
may be described by an appropriate perturbation of the nominal path 
x*(t), i.e., x(t) = x*(t) + ~x(t) for to -<_ t < ti. The nominal control 
u*(t)  is, of course, not an optimal control for this perturbed path. 
The problem of optimal guidance is to find a scheme of "automatically 
up-dating" the nominal control u*(t) in such a manner that the update 
control is optimal with respect to the perturbed process. Now we give a 
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precise statement ofthe guidance problem: Find an optimal control u°(t) 
that minimizes the cost functional 
f+ J = fo(x, u, t) d t+ go(x(tl)) (1) o 
along a perturbed path, x(t) = x*(t) + 8x(t) where 
2 = f(x, u, t); x(to) = c "F ~c (17) 
x*(t) is the nominal path for x(to) = c. This problem has been pre- 
viously considered for the one case in which the nominal path x*(t) 
was assumed to be optimal (Kelley, 1962). At first, the central result 
from this case is briefly reviewed in order to discuss the other case in 
which x*(t) is simply an extremal and has a conjugate t~ in the interval. 
The latter case has neither been adequately discussed in the published 
literature nor adequately understood by many workers in the field of 
optimal control. 
First we calculate the cost along a perturbed path generated by 
application of a new control u(t) -= u*(t) -4- 8u(t). Since we consider a
family of perturbed paths in a neighborhod of the optimal path only, 
we expand the new cost functional also in a neighborhood of the nomi- 
nal cost functional. 
We construct the modified cost functional 
f/' z = ~o(z, u, t) + p' ( f (z ,  u, t) - ~)] dt + go(z(t+)) to 
f ' s  [H(x, u, p, t) p'2] d t+ go (18) 
to 
= I* + ~c'p(to) + I2 + R3 
where I* is the nominal cost along x*(t), p(t) is the multiplier asso- 
ciated with the nominal path as given in (8), ~c'p(to) is the residue from 
the first variation due to a perturbed initial state;/2 is the quadratic 
terms given in (9) and R3 is the third order remainder. 
Writing it explicitly, we have 
1 ft t+ I = [o • -~ [~x'Q~x + 2~x'S~u + ~u'R~u] dt 
o (19) 
1 $x +T~x It I ~ R3 +-~ 
where lo = I* -~ ~c'p(to) is a constant. 
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l f / s  
subject o: 
Finding the new optimal control u°(t) = u*(t) + ~u°(t) is the same 
as finding ~u°(t) that minimizes I subject o the constraint 
62 = A~x + B~u + p, ~x(to) = ~c (20) 
where the matrices A and B are the same as defined in (6) and p is the 
second order remainder. The equation (20) is obtained from rewriting 
(17). Up to this point, no approximations are made. For the subsequent 
analysis it is assumed that the perturbations ~x(t) and ~u(t) are suffi- 
ciently "small" to ignore the higher order terms R3 in (19) and p in (20). 
Now we state the linear optimal guidance problem: Find the control 
or the guidance law ~u*(t) that minimize the cost 
1 ~x'T~x I*s (21) [~x'Q~x + 23x'S~u + ~u'R~u] dt + -~ 
~2 = A~x + B~u, ~x(to) = ~c (22) 
This variational problem is also called the neighboring optimal control 
problem (Breakwell et al., 1963). 
The solution of this problem is well known (Merriam, 1959; Kalman, 
1961). The Euler equations are 
52 = A~x + B~m, 
-k  = Q~x + S~u + A'X, 
0 = R~m+ S%x +B'~ 
~x(to) = ~c (23) 
X(~) = T~x(~) (23a) 
(23b) 
and the linear optimal guidance law 8u*(t) is a feedback control given by 
~u*(t) = --2-~[S ~- B'F]~x(t) = - -K ( t )Sx( t )  (24) 
where F is defined by the matrix Riccati equation 
-F  = F (A  -- BR- IS  q- (A -- BR-~S) 'F  
-- FBR-1B 'F  + Q - S'R-~S (25) 
F(t]) = T 
Consequently the optimal control for the perturbed process (17) is 
given by 
u(t)  = u*(t) + ~u*(t) = u*(t) -- K( t ) [x( t )  -- x*(t)] (26) 
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Of course, this control law is optimal to a first approximation, be- 
cause of the assumption made earlier in formulating the linear optimal 
guidance problem, (21) and (22). The control aw (26) gives a scheme 
for automatically updating the nominal control u*(t) by means of feed- 
back to produce an optimal control for a process continuously per- 
turbed by disturbances. In the preceding discussion, it was explicitly 
assumed that the nominal path x*(t) was the optimal path if no dis- 
turbances were present. If an extremal is chosen as the nominal and it 
has a conjugate point t,, then the linear optimal guidance law (26) does 
not exist. 
T~EOU~M 2. I f  the nominal trajectory x*(t) is not optimal but has a 
point t~ which is conjugate to ts , then the solution of the Riccati equation 
F(t) becomes unbounded at t = t~. (Gelfand and Formin, 1963; Break- 
well and Ho, 1964.) 
As a consequence of this theorem, the feedback gain Ki t )  in (24) 
also becomes unbounded at t = t , and it is not physically realizable. 
Proof: Let the fundamental solutions of the accessory Euler equations 
(13) and (14) be 
= 
L¢~(t, to) ¢~(t, t0)J L x(t0) J
X(ts) = T~x(ts) 
Then ~x(t) and X(t) are related through the matrix F(t) defined by (25) 
X(t) = F(t)~x(t) (27a) 
where 
F(t) = [(I,x~(t, o) -+- 4~x(t, t¢)M][¢~(t, to) + (I'~x(t, o)M]-' 
M = --[¢x×(ts, to) -- Text(t/,  t0)]-'[~x~(ts, to) -- T '~( ts ,  to)] 
At t = t~, 6x(t~) = 0 by definition in (16). This implies either k(t~) 
= F(tO~x(&) = 0 or X(t~) ~ 0. If ?,(t~) = 0, then both ~x(t) and X(t) 
must vanish everywhere in the interval [to, ts]. But this is contrary to 
the assumption in Theorem 1 that there exist nonzero 6x(t) and X(t) 
which satisfy the conjugate point conditions (15) and (16). Conse- 
quently X(t~) ~ 0, and this implies that F(to) must become unbounded 
such that F(t,)6x(t~) is finite. Q.E.D. 
Furthermore, the guidance law 6u(t) obtained from the Euler equa- 
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tions (23), (23a), and (23b) is not optimal by virtue of Theorem 1. 
Therefore, there is not a linear optimal g~idance law if the conjugate 
point to Q exists in the interval. 
Example 1. A linear regulator. 
i 1 x~(t:) 1 'I (u2(t) _ 2x2(t)) dt +-~J =-~ ,o 
2(t) = x(t)  + u(t) ,  x(to) = 1 
t: = 3~, to = 0 
The Euler equations are 
2=x+u,  x(O) = 1 
- -~ = - -2z + p, p(t:)  = x(t /)  (28) 
O=u+p 
and the solutions are found to be 
x*(t) = cost 
u*(t) = -- (cos t + sin t) 
If  u*(t) is optimal, one would expect I x*(t:)l << I x(to) l .  But 
I x*(t:)l = Ix(to)] = 1 and this result should make one doubt the 
optimality of u*(t).  
Next, consider the optimal guidance problem, choosing x*(t) as the 
nominal. Find ~u*(t) that minimize 
1 
I° = I°+2 to 
subject o ~2 -- ~x + ~u, ~x(to) = ~c. The feedback control is given by 
~u*(t) = -K ( t )~x( t )  
where K( t )  is the solution of Riecati equation 
- -K  = 2K- -  K 2 -  2, K( t : )  = 1 
The so]ution is K( t )  = [1 -- tan (Q -- t)] and it becomes unbounded at 
t -- ~/2, 3~/2, and 5~'/2. These are the points conjugate to t:.  The con- 
trol u(t) for the perturbed process is 
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u(t)  = u*(t) + 5u*(t) = -K ( t ) ix* ( t )  + ~x(t)] 
= -K( t )x ( t )  
but this cannot be implemented by feedback. 
The stationary value of the cost functional along the extremal given 
by (28) is 
J*  J (x*,  u*) = 1 * = ½ = ~p(O)x (0) 
However, if we choose the nonoptimal control law ~z(t) = -2x( t ) ,  
then x(t)  = e -t and the cost is 
] = 71e-2(~c/2-1)t f -~ -~1°-6(~J~-1)~ << j *  
This shows clearly that the extremal but nonoptimal control u*(t) 
could result in a very poor performance, and there exists at least one 
control that makes the cost functional ess than J*. 
Example 2. A nonlinear egulator 
1 [t,~ 1 2 
J =-2Jr (x2 "q- u2) dtq-~x(t/) 
o 
2 = -- %/12- -  2x 2q-u ,  x(to) = - 1 
tf = 5~/3, to = 0 
The Euler equations are 
= - ~v/~ - 2x 2 + u, x(0) = -1  
2x 
- f9  = x -1- %/3  - 2x ~ p' P(tl) = x(tl)  (29) 
O=p-t -u  
and the solutions are 
x*(t) = --2 cos(t  ~- 7r/3), 0 -< t -< t/ 
u*(t) = 2[sin (t q- 7r/3) q- %/3 - 2 cos 2 (t q- ~r/3)l 
Again a quick check for the terminal position, x*(tj)  = -2 ,  gives rise 
to a suspicion that u*(t) may not be optimal. Suppose the extremal 
x*(t) is selected as the nominal trajectory. 
Now consider the linear optimal guidance problem: Find 8u*(t) that 
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minimizes 
1 f t/ I. = Io+~ o 
subject o: 
where 
1 ~x2(tf) [Q(t)~2(t) + ~u2(t)] dt + -~ 
62 = A( t )6x  + 6u, 5x(to) = 5c 
2x*(t) 
A( t )  = %/12 - 2(x*(t)) ~' Q(t) = 1 - 24112 -- 2(x*(t))2]-3/~u*(t) 
to = 0, t /=  5~r/3 
The feedback control is given by 
~u*(t) = -K ( t )~x( t )  
where the feedback gain K( t )  is defined by the Riccati equation: 
--I~ = 2A( t )K  -- K 2 + Q(t), K(t / )  = 1 
The solution of this equation is 
K( t )  = A( t )  -- tan (0 -- t) 
where 0 = ty -- tan-1 3 = 57r/3 - tan -1 3. The feedback gain K( t )  
becomes unbounded at t = to = 77r/6 - tan-X3 - 2.41498 where 
0 - t, = 7r/2. Consequently it is not possible to implement the guidance 
law, ~u*(t) = -K ( t )~x( t ) ,  and ~u*(t) is not optimal. 
IV. THE CONJUGATE POINT AND DURATION OF AN 
OPTIMAL CONTROL 
The synthesis of an optimal control system consists of two parts. 
The first part is a trajectory optimization, i.e., determination of the 
programmed control u*(t) and the nominal trajectory x*(t) which are 
optimal for the given initial state x*(to) = c in the sense of a weak local 
minimum. The second part is a guidance optimization, i.e., derivation 
of an optimal, first order correction procedure by which tile nominal 
control is "automatically" corrected to produce an optimal control for 
small perturbations in the given initial state. 
In the optimal control prob!em defined by  (1) and (2), the terminal 
time t /was assumed to be fixed. There are, however, many variational 
problems in which the terminal time is variable and implicitly specified 
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by some terminal conditions. For example, one may desire the control 
law that minimizes the time to intercept a moving object or the control 
law that minimizes the fuel consumption i an instrumented lunar shot. 
In the latter, the controlled motion will come to a natural end when the 
vehicle hits the lunar surface. The terminal time is the moment of impact 
which may not be fixed in advance but determined by the terminal 
condition, that is, the intersection of the trajectory with the lunar sur- 
face. This class of variational problems with free terminal time has not 
been discussed in this paper in order to simplify the calculations of the 
first and second variations. In practice, there is another class of control 
problems in which the terminal time may be a design parameter which 
can be somewhat arbitrarily chosen within the specified limits. Often 
there may be the upper and lower bounds on the terminal time such 
that 
tsmin _-< ts < tsmax 
and the process hould be controlled in this time span. For example, in 
the start-up or shut-down of a physical plant the constraints of pressure 
and temperature limits may be extremely critical factors and the opera- 
tion may take, say, 30 rain to 60 min. Any duration of control, ts - to, 
within these limits may be acceptable. 
In the synthesis of an optimal control system, one may face a situa- 
tion in which the Legendre-Clebsch ondition is satisfied but there are 
conjugate points in the interval [to, ts] which is initially chosen. This 
very situation is illustrated by Examples 1 and 2. In such cases, is it 
possible to find a terminal time rs smaller than ts so that there are no 
conjugate points in [to, rs]? If there is such a terminal time rs, then the 
process (2) can be optimally controlled in the shorter interval [to, rs]. 
I t  is shown that the duration of a linear optimal control, rs - to, may 
not be greater than tom - to where tom is the conjugate point nearest o 
the initial time, i.e., t~m = Min. Its}. Note that there may be several 
points t~ that are conjugate to to in [to, ts]. It is useful in the subsequent 
discussion to derive from (15) another characterization f the conjugate 
point t~. 
COROT.LAUY 1.1. The fundamental solutions of the accessory Euler 
equations (13) and (14) are given by (27): 
r ®x,(t, t0)]r x(t0)] 
= L~(t ,  to) ~xx(t, to)_] [x(t0) _] (27) 
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The conjugate point condition (15) implies 
~x(tc, to) = T~x(t~,  to) (30) 
The proof follows directly from (13)-(15). In general, the funda- 
mental matrix depends on the nominal trajectory. However, if the cost 
functional (1), i.e. fo(x, u, t) and go(x) are quadratic in x and u and 
the process (2), i.e., f (x,  u, t) is linear in x and u, then the fundamental 
solutions are independent of the nominal trajectory. 
TrIEOnEM 3. I f  a linear process with a quadratic cost functional satisfies 
the Legendre condition but has the conjugate point t~m in the interval [to, tl], 
then the same process is optimal in a shorter control interval [to, 7/] if and 
only ~f 
r/ < t~ (31) 
Proof. If (31) is satisfied, then there is not a conjugate point t~ in 
the shorter interval [to, rr] and the process is optimal (by virtue of the 
sufficiency theorem for a weak, local minimum). On the other hand, if 
the process is optimal, then there cannot be any conjugate point t~. 
Q.E.D. 
In Example 1, there are three conjugate points t~ ; 7r/2, 3~r/2 and 
57r/2. The conjugate point nearest o to is t~ = ~r/2. For a shorter 
terminal time T/, which is less than 7r/2, the solutions of (28) are 
x*(t) - cos (r/ -- t) u*(t) = - -K( t )x* ( t )  
COS "rf 
where 
K(t )  = 1 - tan (.r/ - t) , 0 -< t -< rf < 7r/2 
cos  ~'/ 
The control law u(t) = -K ( t )x ( t )  is optimal for any perturbations 
in the nominal path x*(t).  
In Example 2, the conjugate point nearest o to is found to be tc~ = 
1.412672. For a shorter terminal time r/ = ~r/3 = 1.0438642 < tom, 
there are no conjugate points in the shorter interval [0, 7r/3]. In this 
case, the nominal trajectory is x*(t) = -2  cos (7r/3 - t), 0 <_- t =< ~-/3 
and the feedback gain of the linear guidance system is givdn by 
K(t )  = A( t )  -f- tan (a -4- t) 
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where 
2 cos  (~- /3  - t) 
a = tan-13 -- ~r/3, A(t) = %/3 -- 2 cos ~ Or/3 -- t) 
K(t) is bounded everywhere in the shorter interval [0, ,v/3] and the 
control aw 
u( t )  = u* ( t )  - I ; ( t )~x( t )  
is optimal for small perturbations in the nominal path x*(t). 
I t  is not known yet whether this result is valid for the general non- 
linear variational problem defined by (1) and (2). In a nonlinear prob- 
lena, properties of the nominal traiectory may change considerably as 
the terminal time is changed. Since the fundamental solutions of the 
accessory Euler equations depend on the nominal path, it is difficult to 
see the structure of relationship between the conjugate point tc and the 
terminal time tj in a nonlinear problem. 
One may also take quite different approaches when faced with the 
conjugate point problem. One approach is to modify the cost criterion 
so as to avoid the conjugate point. For instance, if the integrand is 
modified in Example 1 so that the cost criterion is positive definite, 
then there are no eonjugate points in this ease. But the positive definite 
cost criterion by itself is not sufficient o eliminate the coniugate point 
as shown in Example 2. Is there, then, any general procedure for con- 
struetion of the cost criterion to guarantee that the extremal is always 
optimal? A partial answer to this very important question is presented 
in the next section. 
V. CONCLUSIONS 
It is shown that the conjugate points have serious consequences for 
synthesis of the linear optimal guidance system in a neighborhood of the 
nominal trajectory and for the maximum duration of a certain class of 
optimally controlled processes. 
It is left to future investigations to find a better way to construct the 
cost functional, i.e., f0(x, u, t) and go(x(t/)) in (1) so as to satisfy the 
Legendre-Clebseh condition and avoid the conjugate points in the in- 
terval [to, ti]. These conditions, as well as the Weierstrass condition, are 
always satisfied for the problem of Bolza defined by (1) and (2) if the 
following conditions are met (Ringlee, 1964) :
1. The integrand to(x, u, t) is strictly convex with respect o u. 
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2. fo(x, u, t) and go(x) are convex with respect o x. 
3. The constraint (2) is linear in x and u. 
These three conditions are sufficient for the solutions of Euler equations 
to be not only a local minimum but also the unique global minimum. 
The well known special case is the minimization of a positive definite 
cost functional subject o the constraint of linear dynamics. 
The similar sufficient conditions are not known even for the simple 
nonlinear process shown in Example 2. It  is not only tedious but very 
expensive to check the Legendre-Clebsch ondition and the conjugate 
points in practical problems. These difficulties may be avoided in appli- 
cations work if one can find a wider class of variational problems that 
satisfies a priori the Legendre-Clebsch condition and avoids the con- 
jugate points. 
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