Latent position models are nowadays widely used for the analysis of networks in a variety of research fields. In fact, these models possess a number of desirable theoretical properties, and are particularly easy to interpret. However, statistical methodologies that infer latent position models generally require a computational cost which grows with the square of the number of nodes in the graph. This makes the analysis of large social networks impractical. In this paper, we propose a new method characterised by a linear computational complexity, which may be used to fit latent position models on networks with several tens of thousands of nodes. Our approach relies on an approximation of the likelihood function, where the amount of noise introduced can be arbitrarily reduced at the expense of computational efficiency. We establish several theoretical results that show how the likelihood error propagates to the invariant distribution of the Markov chain Monte Carlo sampler. In particular, we illustrate that one can achieve a substantial reduction in computing time and still obtain a reasonably good estimation of the latent structure. Finally, we propose applications of our method to simulated networks and to a large coauthorships network, demonstrating the usefulness of our approach.
Introduction
In the last few decades, network data has become extremely common and readily available in a variety of fields, including social sciences, biology, finance and politics. After the pioneering work of Hoff et al. (2002) , latent position models (hereafter LPMs) have become one of the cornerstones in the statistical analysis of networks. LPMs are flexible models capable of capturing inherently many salient features of realised networks while providing 1 arXiv:1804.02274v1 [stat.CO] 6 Apr 2018 results which are easy to interpret. However, a crucial aspect of statistical analyses of networks is scalability: the computational burden required when fitting LPMs generally grows with the square of the number of nodes. This seriously hinders their application, since it limits their use to small to average sized networks. We precisely address this issue by introducing a new methodology to fit LPMs characterised by a computational complexity which is linear in the number of nodes.
LPMs postulate that the nodes of an observed network are characterised by a unique position in a latent space: in the most common setup, each node is mapped to a point of R 2 . Additionally, the probabilities of observing edges between two nodes are determined by the corresponding pairwise latent distances. A common assumption requires that closer nodes are more likely to connect than nodes farther apart, or, equivalently, that the probability of connection ρ (d ij ) is a non-increasing function of the distance d ij between nodes i and j. Evidently, the aforementioned quadratic computing costs originate from the necessity of keeping track of all of the pairwise distances between the nodes.
In our approach we construct a partition of the latent space, therefore inducing a partition on the nodes of the graph itself. This allows us to cluster together nodes that are expected to have approximately the same behaviour, with regard to their connections.
In principle, this is similar to imposing a stochastic block model structure (Wang and Wong 1987) , whereby the nodes belonging to the same block are assumed to be stochastically equivalent (Nowicki and Snijders 2001) . The crucial advantage of our approach is that working with the aggregated information derived from the partitioning does not involve the calculation of pairwise distances at any stage, therefore decreasing the overall computational complexity.
Similarly to the original paper of Hoff et al. (2002) , our approach also relies on Markov chain Monte Carlo (hereafter MCMC) to obtain a Bayesian posterior sample of the latent positions. However, differently from their approach, we replace the likelihood of the LPM with an approximate (hence noisy) likelihood that aggregates the latent position of nodes belonging to the same block. By construction, the cost of the calculation of this surrogate likelihood grows linearly in the number of nodes hence giving a significant computational advantage to our method compared to the original work of Hoff et al. (2002) and other subsequent related works.
Since the LPM likelihood is replaced by a proxy, our method broadly fits within the context of noisy Markov chain Monte Carlo (Alquier et al. 2016 ), a topic that has recently generated a noticeable interest within the field of computational statistics and beyond. The theoretical aspect of our paper relies and builds upon the core ideas and results of noisy Markov chain Monte Carlo. In particular, our methodology is supported by a collection of theoretical results showing that our approach leads to quantifiable gains in efficiency. More precisely, we show that the error in the MCMC output induced by the likelihood approximation can be arbitrarily bounded by refining the partition in the latent space. Besides, a finer partition also implies higher computational costs.
As a consequence, our algorithm allows a tradeoff between speed and accuracy that can be set according to the computational budget available to the user and the level of precision required for inference. In addition, our theoretical developments include a lemma that can be regarded as an extension of the results of Alquier et al. (2016) to the widely used Metropolis-within-Gibbs (MwG hereafter) algorithm, and which may thus have applications beyond the context of LPMs.
The theoretical results are illustrated for a generic LPM framework; in fact, the assumptions we introduce are very general and encompass most of the commonly used
LPMs. In addition to these results, we propose applications of our method to both simulated and real datasets. By contrast, in the applications we focus our attention on a LPM which is equivalent to that of Hoff et al. (2002) . Our simulation study demonstrates that the noisy algorithm succeeds in recovering the latent structure correctly, achieving the same qualitative results obtained with the currently available approaches. Crucially, the computing time required by our proposed approach is only a fraction of that of the non-noisy method.
Finally, we apply our method to a large social network representing coauthorships in the astrophysics category of the repository of electronic preprints, arXiv. This application highlights the fact that our approach is capable to recover the structure of the latent space at the macro level with just a small fraction of the actual computational cost, providing a useful bi-dimensional summary of the data.
The structure of the paper is as follows: in Section 2 we give an overview of the literature related to LPMs and noisy Markov chain Monte Carlo. In Section 3, we formally characterise the main features of the original LPM of Hoff et al. (2002) , and we give an overview of their MwG sampling strategy used to perform inference, highlighting some of its limitations. In Section 4, we lay the foundations for our theoretical results, by defining the general assumptions that our LPMs must satisfy. In Section 5, we formally introduce the partitioning of the latent space and all of the associated notation. Section 6 introduces the novel noisy algorithm, whereas in Section 7 we expose the main theoretical results.
Finally, Sections 8 and 9 illustrate the applications of our methodology to simulated and a real dataset, respectively.
Review of related literature
The study of the mathematical properties of latent position models dates back at least to Gilbert (1961) . However, the first application of LPMs for the statistical analysis of social networks is due to Hoff et al. (2002) , who introduced a feasible methodology to fit
LPMs to interaction data. Since the work of Hoff et al. (2002) , LPMs have been intensively studied and widely applied to a range of contexts, becoming one of the prominent statistical models for network analysis. There are a number of reasons for this success.
Most importantly, LPMs are particularly easy to interpret, and offer a clear graphical representation of the results, which can be appreciated even without sound knowledge of the statistical model. In addition, LPMs are capable of capturing a number of features of interest such as transitivity, clustering, homophily and assortativity, which are often exhibited by observed social networks. An overview of the theoretical properties of realised LPMs is given in Rastelli et al. (2016) .
In fact, in order to increase the flexibility of these models, a number of extensions of the basic framework have been considered. Handcock et al. (2007) introduce a more sophisticated prior on the latent point process to represent clustering in the network, that is, the presence of communities. Krivitsky et al. (2009) further extends the model to include nodal random effects, i.e. additional latent features on the nodes capable of tuning their in-degrees and out-degrees. Both of these extensions are implemented in the R package latentnet.
LPMs have also been extended to account for multiple network views (Gollini and Murphy 2014; Durante et al. 2017; Salter-Townshend and Mccormick 2017) , binary interactions evolving over time (Sarkar and Moore 2006; Sewell and Chen 2015b; Durante and Dunson 2016) , ranking network data (Gormley and Murphy 2007; Sewell and Chen 2015a) and weighted networks (Sewell and Chen 2016) . Review papers dealing with LPMs include Salter-Townshend et al. (2012) , Matias and Robin (2014) and Raftery (2017) .
Similarly to our contribution, three other papers address the issue of scalability for the inference on LPMs. In Salter-Townshend and Murphy (2013) , the authors propose a variational approximation (coupled with first order Taylor expansions to deal with various intractabilities) to perform posterior maximisation for the model described by Handcock et al. (2007) . One drawback of this approach is that it is not possible to assess the magnitude of the error induced by the variational approximation. Also, the modelling assumptions are not flexible, since the variational framework can only be used with a restricted selection of parametric distributions.
In Ryan et al. (2017) , the authors consider the same latent position clustering model, and propose a Gaussian finite mixture prior distribution on the latent point process that allows one to collapse the posterior distribution. This means that several model parameters can be analytically integrated out from the posterior distribution of the model, hence simplifying the sampling scheme and achieving better estimators with a smaller computational cost.
Finally, Raftery et al. (2012) proposes a case-control likelihood approximation for the LPM with nodal random effects . In this paper, the authors argue that the majority of large social networks are sparse, hence, most of the contributions to the LPM likelihood are given by missing edges. By analogy with the case-control idea from epidemiology, they estimate the likelihood value using only a subset of the contributions given by the missing edges. We find this approach particularly similar to ours, since both methods rely on a noisy likelihood approach. We point out that our noisy algorithm benefits from a series of theoretical results that guarantee its correctness and characterise the error induced by the approximation. Nonetheless, our method may be applied to networks of potentially huge size regardless of the level of sparseness.
Regarding the theoretical analysis of our algorithm, the main reference we follow is Alquier et al. (2016) . These authors argue that the computational problems arising when inferring large datasets can often be relieved by introducing approximations in the MCMC schemes. These approaches are generally referred to as noisy MCMC, since one ends up sampling using a noisy transition kernel, rather than the correct one. In Alquier et al. 2016 , the authors exploit a theoretical result from Mitrophanov (2005) to characterise the error induced by these approximations on the invariant distribution of the transition kernel. They also propose several applications based on the MetropolisHastings algorithm to a number of relevant statistical modelling frameworks. We also point out that, more recently, the noisy Monte Carlo framework has been adopted by Boland et al. (2017) and Maire et al. (2017) , as a means to speed up inference for Gibbs random fields and other general models. Even though the literature on noisy MCMC has been recently enriched by a number of relevant entries (Negrea and Rosenthal 2017; Johndrow and Mattingly 2017; Rudolf and Schweizer 2017) , the theoretical framework developed in Alquier et al. 2016 proved sufficient to establish our results, as shown in Section 7.
3 Latent Position Models
Definition
A random graph is an object G = {V, E} where V = {1, . . . , N } is a fixed set of nodes'
labels and E is a list of the randomly realised edges. In social sciences, random graphs are used to represent the social interactions within a set of actors. The values appearing on the undirected ties are modeled through the random variables:
In this paper we only deal with undirected binary graphs, hence:
y ij = 1 if an edge between i and j appears; 0 otherwise;
for every i ∈ V and j ∈ V such that j > i. Note that, in the framework considered, self-edges are not allowed.
In latent position models (LPMs) the nodes are characterised by a latent position, generically denoted z ∈ R m , which determines their social profile. The choice m = 2 is the most common since it usually couples a good fit and a convenient framework to represent the results. Hence, we illustrate our methodology assuming that the number of latent dimensions is two, noting that extensions to other cases may be possible.
In the basic LPM model, the probability of an edge appearing is determined by the positions of the nodes at its extremes and by some other global model parameters (denoted ψ) which are independent from i and j. This may be formally written as follows:
A number of possible formulations for these edge probabilities have been proposed.
Within the statistical community, the most common choice is the logit structure pro-posed by Hoff et al. 2002 :
where d (z i , z j ) denotes the Euclidean distance between the two nodes, and ψ ∈ R is simply an intercept parameter. Alternative formulations are used in Gollini and Murphy (2014) and Rastelli et al. (2016) . In physics, a variety of edge probability functions have been proposed. A list of these can be found, for example, in Parsonage and Roughan 2015 and references therein. One feature that all of these formulations have in common is that the edge probability is a function ρ (·) of the distance between the two nodes, and that this function decreases as the latent distance increases, making long edges less likely to appear.
Since the data observations are conditionally independent given the latent positions, the likelihood of all LPMs may be written as:
We note that, for a given set of positions Z and global parameters ψ, the computational cost for the likelihood evaluation is O (N 2 ), i.e. it grows with the square of the number of nodes.
Bayesian inference
Inference for LPMs is usually carried out in a Bayesian framework, using Markov chain Monte Carlo (MCMC) to obtain posterior samples of the model parameters (Hoff et al. 2002; Handcock et al. 2007; Krivitsky et al. 2009; Raftery et al. 2012) . For simplicity, we consider all of the global parameters ψ to be known and fixed, so that only the latent positions must be estimated. This assumption is used only to simplify the illustration, and it will not be exploited in the experiments and applications. Since the global parameters are fixed, the generic probability of an edge is simply denoted by p (z i , z j ).
The posterior distribution of interest is:
Assuming that the cost of the evaluation of the prior π (Z) is O (N ), the complexity of the posterior is again O (N 2 ), which is the bottleneck imposed by the likelihood term. A MwG sampler can be designed to sample each of the latent positions in turn, using the following full-conditional distributions:
for every i ∈ V, where Z −i = {z j } j∈V\{i} . Here, we have assumed that the latent positions are independent apriori: this is indeed very common and it will be formalised in the following sections. Since each evaluation of (7) requires O (N ) calculations, the overall complexity of the sampler still grows with the square of N .
The full-conditional (7) is generally not in standard form. Hence, positions are first sampled according to a proposal distribution q (z i → z i ); then, the planned move is performed with probability:
where ∧ denotes the minimum between the two quantities. The acceptance probability may also be written as:
where the new sets and quantities are defined as:
and
By sampling the latent positions from their full-conditional distributions, the so-obtained Markov chain satisfies ergodicity for a variety of proposals. In fact, the posterior 6 corresponds to the stationary distribution of the process; hence, the samples obtained fully characterise the posterior distribution of interest.
Non-identifiability of the latent positions
LPMs are known to be non-identifiable with respect to translations, rotations, and reflections of the latent positions. This issue has no particular effect on the sampling itself, yet it may hinder the interpretation of the posterior samples. For this reason, the latent positions are usually post-processed using the so-called Procrustes' matching. This procedure consists in rotating the configurations of points observed at the end of each iteration, to match a given reference layout. In this way, the trajectory of each node during the sampling may be properly assessed, since the overall rotation effect has been removed. A detailed description of the method is given, for example, in Hoff et al. (2002) and Shortreed et al. (2006) . In this paper, we adopt exactly the same strategy to solve the non-identifiability problem, using as reference either the true positions (if available) or the maximum a posteriori configuration.
Assumptions
The methodology we develop in this paper relies on several assumptions which are described in this section. These are not restrictive and are generally satisfied by all of the most common LPMs.
Assumption 1. The latent positions are constrained in a box:
for some finite constant S, and they are IID random vectors distributed apriori according to π (·). Furthermore, ∀z, z ∈ S:
for some finite constant κ π .
Note that, throughout the paper, a spherical truncated Gaussian distribution is used as prior on the latent positions:
where γ > 0, and φ (·) and Φ (·) are the p.d.f. and c.d.f. of a standard Gaussian distribution, respectively. This prior specification satisfies Assumption 1, as shown in Appendix A.1.
Assumption 2. The edge probability function ρ :
and Lipschitz, i.e.:
for all d 0 , d 1 ∈ R + and for some finite constants κ ρ and 0 < ρ 0 < ρ 1 < 1.
We note that, under Assumption 1, the Euclidean distance between any two points in bounded by 2 √ 2S, hence ρ 0 = ρ 2 √ 2S and ρ 1 = ρ (0).
Assumption 3. The proposal distribution q (z → z ) is such that:
for some finite constant κ q and for all z and z in a compact set S ⊂ R 2 .
Note that, throughout the paper, a truncated Gaussian proposal is advocated. In such case Assumption 3 is satisfied, as shown in Appendix A.2.
5 Grid approximation of the latent distances and (bg, bh − b), where the indexes g and h are positive or negative but non-null integers,
i.e. g, h ∈ Z \ 0. Figure 1 shows the latent space with the partitioning given by these boxes.
We denote with N [g, h] the number of points located in a generic box:
where |H| denotes the cardinality of the set H.
It is also useful to introduce the centre of a generic box c[g, h] :
Given a node j ∈ V such that z j ∈ B[g, h], we also indicate the centre of B [g, h] with c j , representing the centre of the box containing j. It is important to note that the distance d (z i , z j ) between any two nodes may be approximated by d (z i , c j ), i.e. the distance between node i and the centre of the box containing j.
Finally, we denote as ξ i [g, h] the number of edges between node i and the nodes allocated in B [g, h] , i.e.: and by ζ i [g, h] the number of missing edges:
where 1 (A) is 1 if A is true or 0 otherwise.
These quantities introduced are exploited in the following sections to illustrate a new way of carrying out Bayesian inference for LPMs, requiring a dramatically reduced computational cost.
Noisy MCMC
As explained in the previous section, the distance from node i to the centre of a generic box c [g, h] can be used as a proxy for the true distances between i and all of the points contained in B [g, h] , for all g and h. This in turn allows one to approximate the edge g, h] . This fact may be exploited in a number of ways. For example, the likelihood defined in (5) may be replaced by the following noisy likelihood:
where the square root is introduced to remedy the fact that each edge contributes twice.
We point out that a number of alternative estimators are available for the likelihood value using the grid approximation: the estimator we propose in (20) is one that generally works well in practice.
With NoisyLPM, we refer to a MwG sampler that relies on the approximate edge probabilities rather than the true ones, or, similarly, that uses the likelihoodL
In NoisyLPM it is convenient to use the following proxies for the full-conditional distributions:
Similarly, the exact acceptance probabilities of (9) are replaced by the following approximate counterparts:
.
It is apparent that the computational cost of one evaluation ofα
it depends on the number of boxes rather than on the number of nodes, hence making the computational complexity of the NoisyLPM procedure of an order smaller than O (N 2 ).
Theoretical guarantees
This section provides theoretical results that characterise the error induced by our ap-
in the MwG acceptance ratio makes the posterior no longer the stationary distribution of the Markov chain described at Section 3.2. Here, our main goal is to show that a noisy MwG sampler, such as the one relying on the equations of Section 6, generates a sequence of random variables whose distribution can be made arbitrarily close to the posterior π.
In fact, one can note that, by construction, our noisy MwG sampler admits the approximate posteriorπ as stationary distribution. Hence, the approximation error is directly, and globally, given by π −π . However, obtaining an explicit expression or an upper bound of π −π proves challenging. In addition, sinceπ is the limiting distribution, evaluating π −π would only be meaningful for an analysis in asymptotic regime. For these reasons, here we propose a series of results whose final goal is to quantify the error in a non-asymptotic framework, by aggregating the elementary errors that are generated by the noisy sampler at each iteration.
We stress that the results presented in this section are only valid when the parameters ψ are kept constant throughout the process. We focus on this scenario for its simpler structure and tractability. While this assumption may appear of limited practical interest, based on our experiments presented in Section 8, we argue that similar results are valid when ψ is part of the Markov chain state space.
Our approach closely follows that of Alquier et al. (2016) , where a convergence result is given for a Metropolis-Hastings type of sampler. Here, we extend a similar reasoning to our MwG framework, where component updates are performed in a deterministic order.
First, the following proposition gives error bounds for some of the quantities involved in the acceptance probabilities of the non-noisy and noisy MwG samplers. Proposition 1. Let z i , z j , and z i be points of a compact set S ⊂ R 2 . Assume there exists a point c j ∈ S such that:
for some constant κ d < +∞. Then, under Assumptions 1 and 2, the following hold:
for some 0 < κ µ < +∞ and 0 < κ ν < +∞. Also, as a consequence, the following holds:
where
The proof of Proposition 1 is given in Appendix A.3. The results exposed in the above proposition are exploited in the following main theorem to bound the errors on the acceptance probabilities, for any elementary latent position update.
Theorem 1. Let the exact and noisy acceptance probabilities be defined as in (9) and (22), respectively. Then, under Assumptions 1, 2 and 3, and under the hypotheses of Proposition 1, the following holds:
for some finite constant κ α . In particular, for some constants k 1 > 0 and k 2 > 0:
The proof of this theorem is provided in Appendix A.4. Theorem 1 shows that, whenever a single latent position is updated, the acceptance probabilities obtained in the noisy scheme are arbitrarely close to the true counterparts. As illustrated in Corollary 2.3 of Alquier et al. (2016) , this property is sufficient to obtain an upper bound of the error induced by replacing the acceptance ratio with its noisy counterpart. However, while Alquier et al. (2016) focus on a Metropolis-Hastings framework, in this paper we deal with a MwG sampler scenario, where the parameter space is multidimensional and each point of Z is updated in turn. We now show that a similar convergence result holds in a general MwG sampler framework.
First, we bound the transition kernel errors using Theorem 1. We introduce the following notations. Let A be any sigma-algebra on S ⊂ R 2 . For any signed measure µ on (S, A), we denote the total variation distance of µ by µ := sup A∈A |µ(A)|. For any Markov kernel P operating on S × A, we denote the operator norm of P as:
Finally, we denote by µP the measure µP = S µ(dx)P (x, · ). The following corollary of Theorem 1 is the building block of Theorem 2. It shows that the distance between the one step transition of an elementary MwG update and its noisy counterpart is uniformly bounded.
Corollary 1. Let P i and (resp.)P i be the exact and (resp.) noisy transition kernels for a latent position update, for some i ∈ V. Then, under the Assumptions of Theorem 1, there exists a finite constant κ P < 1 such that:
The proof of this Corollary is given in Appendix A.5. Now, we want to show that the error introduced by a full sweep of the MwG sampler is also bounded. We denote with P [N ] the kernel corresponding to a sequential update of all of the latent positions:
This corresponds to the composition of the N elementary kernels, each characterising the update of one latent position. The following theorem proves that if the errors on the elementary transition kernels are bounded, then the error on the kernel for the full iteration can be kept arbitrarily small.
Theorem 2. Let P 1 , . . . , P N andP 1 , . . . ,P N be a finite number of transition kernels defined on the compact set S ⊂ R 2 , such that:
Then the composite kernels defined in (32) satisfy:
The proof of this theorem is provided in Appendix A.6.
Remark. In Theorem 2 the deterministic-scan assumption is in fact not necessary: the result holds for any MwG sampler where component updates are performed sequentially, in any (even random) order.
Finally, as in Alquier et al. (2016), we rely on Corollary 3.1 (page 1006) of Mitrophanov (2005) to give our result for the NoisyLPM as follows:
Corollary 2. Let P (resp.P ) be the transition kernel for the non-noisy MwG sampler (resp. NoisyLPM) described in Section 6. Assume that the Markov chain with kernel P is uniformly ergodic, i.e. after t ∈ N iterations, its distance to the stationary distribution is bounded as follows:
for some C < ∞ and τ < 1. Then, for any t and for any starting point u:
In our context, this corollary gives a bound on the error for the transition kernel after an arbitrary number of iterations, proving that the bias introduced by our noisy approximation is controlled by the level of refinement of the grid denoted with κ d .
Experiments
In this section we propose two simulation studies, to characterise the bias introduced by our approximation, and to gauge the gain in computing time achieved.
The model
The LPM considered so far is rather generic and is characterised by fixed global parameters: this property greatly simplifies the theoretical tractability; however, in general,
it cannot be assumed in applications, since the global parameters are in fact unknown and to be estimated from the data. Hence, we relax this assumption and propose the same likelihood model in (5), where the likelihood parameters are ψ = (β, θ) and they characterise the edge probabilities as follows:
Here, β ∈ R, θ ∈ R, and d denotes the Euclidean distance between the two latent positions.
Apriori, the latent positions are IID variables distributed according to a truncated Gaussian, as shown in (14). We fix both the threshold parameter S and the standard deviation γ to 1. This choice does not hinder the flexibility of the model; in fact, the likelihood parameter θ directly regulates the contribution given by the latent space. In other words, e θ may simply be considered as the standard deviation for the latent positions. The likelihood parameters β and θ are assumed to be independent apriori, and both distributed according to non-informative Gaussian priors with fixed large standard deviations.
Study 1: likelihood approximation
In the first study, we focus only on the approximation of the log-likelihood, i.e. we analyse the error introduced when (5) is replaced with the noisy counterpart in (20).
First, we generate random LPMs with global parameters set to β = 0.5 and θ = log (3), and with latent positions drawn uniformly in the rectangle S. This combination of parameters yields realised networks where about 10% of the possible edges appear. 1000 networks are generated for each value of N varying in the set {200, 400, 600, 800, 1000}.
For each of these realised networks, the exact log-likelihood function derived from (5) (20) is thus evaluated using such grid. The same procedure is repeated on the same networks using two finer grids determined by M = 12 and M = 16, respectively. Note that the finest grid contains 256 boxes; hence, it may give a computational advantage only when N is particularly large. Figure 2 shows the error introduced by the noisy approximation, for some combinations of N and M . Evidently, regardless of N , the bias of the approximation diminishes as the number of boxes increases. Across all of the cases considered, the approximation is biased towards an underestimation of the log-likelihood value. The number of nodes N seems also to play a role in the magnitude of the bias, in that larger networks exhibit a larger approximation error.
Remark. The persistent underestimation of the log-likelihood value originates from the log transformation. Essentially, this is a demonstration of Jensen's inequality, as shown in Appendix A.7. Figure 3 shows the average log-likelihood computing times for all of the combinations of N and M . This plot clearly shows that the order of complexity is smaller for the noisy log-likelihood, since the its computing time grows slower as N increases. For small networks, there seems to be no difference between noisy and non-noisy methods, since the construction of the grids generally requires a number of additional computations.
However, for networks of 1000 nodes, the overall computing cost is approximately halved in the noisy method. The difference between the three grid approaches appears to be not particularly relevant and is mainly due to the randomness of the approach.
Metropolis-within-Gibbs samplers
We focus now instead on the estimation of the LPM of Section 8.1. We use two algorithms:
one corresponds to a standard implementation of the MwG as described in Hoff et al. (2002) , whereas the second is our noisy sampler.
Ground truth results. Using (7), the MwG sampler introduced in Section 3.2 can return draws from the posterior distribution of the latent positions while keeping β and θ fixed. For the applications, we simply extend this algorithm to include also updates of β and θ, hence obtaining posterior samples also for these parameters. The MwG sampler -Update β through a Gaussian random walk Metropolis-Hastings step using its fullconditional distribution:
-Update θ through a Gaussian random walk Metropolis-Hastings step using its fullconditional distribution:
-For every i ∈ V update the latent position of node i using Metropolis-Hastings with a truncated multivariate Gaussian proposal and full-conditional as in (7).
We note that the updates for both β and θ require a full evaluation of the likelihood.
The output of this MwG sampler consists of posterior samples for β, θ and for the latent position of each node. These samples fully characterise the joint posterior distribution: from now on, we refer to these results as ground truth.
Noisy sampler. NoisyLPM refers instead to a MwG sampler where the approximate edge probabilities are used. In this case the sampler deterministically cycles over the following update steps:
-Update β through a Gaussian random walk Metropolis-Hastings step using the following noisy full-conditional distribution:
-Update θ through a Gaussian random walk Metropolis-Hastings step using the following noisy full-conditional distribution:
-For every i ∈ V update the latent position of node i using Metropolis-Hastings with a truncated multivariate Gaussian proposal and noisy full-conditional as in (21).
Study 2: comparison of posterior samples
As data, we use three artificial networks, which are generated following the same procedure of the previous study; hence, each of them has edge density close to 10%. One difference with the previous setup is that, in this study, node 1 is assumed to be located exactly at the origin of the space, for comparison purposes. The number of nodes N of the networks is set to 200, 400 and 600, respectively. For the NoisyLPM, we consider three different grid structures: as in the previous study, the number of intervals M in each axis varies in the set {8, 12, 16}.
The non-noisy MwG sampler and the NoisyLPM are run on each dataset for a total of 200,000 iterations. The first 100,000 iterations are discarded as burn-in, and only one draw every 10-th is stored to be kept in the final sample. Eventually, all of the algorithms are bound to return a collection of 10,000 draws for each model parameter. these plots confirm that uncertainty on global parameters tends to vanish as N increases, for both non-noisy and noisy algorithms. As expected, a larger M gives results closer to the ground truth.
We further analyse the results by comparing the estimated edge probabilities, in Figure   8 These plots also confirm the correctness of the noisy procedure, and the limited effects of the approximation on the results.
Finally, in Table 1 we show the computing time required for each sampler. The highest gain is achieved for M = 8 and N = 600, where the NoisyLPM is roughly three times faster than the benchmark. As we will show in the next section, the gain can become decisive when larger networks are considered. 
Coauthorship in astro physics
The coauthorship network studied in this section was first analysed by Leskovec et al. (2007) . The nodes correspond to authors, whereas the presence of an edge between two nodes signifies that the two persons appear as coauthors on a paper submitted to arXiv, in the astrophysics category. The network is by construction undirected and without self-edges. The number of nodes is 18,872, whereas the number of edges is 198,110, corresponding to an average degree of about 21. We fit the LPM of Section 8.1 to this data using the NoisyLPM with M = 16. First, we let the algorithm run for a large number of iterations. We use this phase as burn-in, and to tune the proposal variances individually for each parameter until the corresponding acceptance probability lies between 20% and 50%. Then, we run the NoisyLPM for 50,000
iterations, storing only one draw every 10-th. 10 shows instead the posterior densities for the global parameters β and θ. We find the parameter θ to be rather large, signalling that the heterogeneity of the graph is well captured by the latent space. We point out that the nodes have a tendency to be distributed close to the centre of each box. This is reasonably a natural consequence of our construction, since the centre of the boxes is used as a proxy to calculate the latent distances. For example, if a node with a low degree is connected only to nodes allocated to the same box, it will tend to move towards the centre of the same box, since that would maximise the likelihood of those edges appearing. More generally, we argue that, while the overall macro-structure of the network (i.e. the association of nodes to boxes)
is properly recovered, the micro-structure, given by the latent positions within each box, may not necessarily be correct. 
Conclusions
In this paper, we have introduced a new methodology to perform inference on latent position models. Our approach specifically addresses a crucial issue: the scalability of the method with respect to the size of the network. By taking advantage of a discretisation of the latent space, our proposed approach is characterised by a computational complexity which is linear with respect to the number of nodes of the network.
The framework introduced heavily relies on several important results introduced in the context of noisy MCMC. We have followed the core ideas of such strand of literature, and adapted the main results to the latent position model context, thereby giving theoretical guarantees for our proposed approximate method. In particular, our results underline the existence of a tradeoff between the speed and the bias of the noisy algorithm, whereby the user can arbitrarily increase the accuracy at the expense of speed. One possible extension of our results would include a characterisation of the bounds proposed as the number of nodes of the network increases. In fact, in the current formulation, the bounds given refer to a constant network size, and are not useful in the asymptotic scenario.
Additionally, we have proposed applications to both simulated and real datasets.
When compared to the non-noisy algorithm, the noisy results did not show any relevant qualitative difference, yet they were obtained with a substantially smaller computing time.
A limitation of our work is that the theoretical results only refer to a special case of the model where the global parameters are fixed. Also, increasing the number of latent dimensions (for example introducing nodal random effects) would increase the number of boxes to consider, hence dramatically reducing the computational gain. For the same reason, the introduction of covariates may not be feasible.
However, a possible extension of our work could include a clustering structure in the latent point process. Also, the grid approximation may be extended to other types of latent spaces, such as the multidimensional sphere used in projection models (Hoff et al. 2002) .
Software
The method has been implemented in C++, and it uses parallel computing through the library OpenMPI. All of the computations described in the paper have been performed on a 8-cores (2.2 GHz) Debian machine. The code for both the non-noisy sampler and
NoisyLPM are available from the corresponding author upon request.
Hence, (25) can be verified as follows:
Now we focus instead on (26). The property in (44) implies the following bounds:
The log function is Lipschitz on such interval, thus the following holds:
where κ is the best Lipschitz constant, i.e.:
Then, following from (49):
To prove the additional result in (27), first note that (25) is equivalent to the following:
which implies:
where D i denotes the degree of node i. We can use a similar reasoning with (26), thus obtaining:
which is equivalent to:
Then, since κ η ≥ 0, the following holds true:
ending the proof of the proposition.
A.4 Proof of Theorem 1
Proof. First note that the function g (x) = 1 ∧ x, x ∈ R, is Lipschitz in any compact C ⊂ (0, 1) since it satisfies:
Then, using 27:
where we have used the bounds in (48) and the fact that N −1 2 2 is the maximum value achieved by
At this stage, we recall that:
where κ 0 does not depend on κ d . Hence, assuming that κ d goes to zero and that all other values remain fixed, the error goes to zero as 1 − e −κ d , which is approximately linear.
The bound guarantees asymptotically correct acceptance probabilities as the quality of the approximation improves. However, we also point out that this type of result is not particularly useful to study the dependency of the approximation on N . In fact, if we consider the following limit:
this attains a finite value only if κ ∝ N −α , for α > 3, suggesting that κ d should decrease with the cube of N .
A.5 Proof of Corollary 1
Proof.
The quantity S = κ S is constant and generally equal to 4.
A.6 Proof of Theorem 2
Note that, in the context of LPMs, the compact set denoted by S in this proof corresponds to [−1, 1] N .
Proof. If N = 1 then P [1] −P [1] = P 1 −P 1 ≤ κ P . If N = 2, then: 
The first term of the last line satisfies the following: ≤ P 2 −P 2 sup u∈S P 1 (u, dv)
Similarly, the second term satisfies the following: ≤ sup u∈S sup A⊂S P 1 (u, dv) −P 1 (u, dv) P 2 (v, A)
≤ P 1 −P 1 sup A⊂S P 2 (dv, A)
As a consequence:
Now, we assume that (34) is valid for every n ≤ N − 1, and prove the statement for n = N . 
The first term of the last line satisfies the following: 
In (67) 
Finally, using the inequalities (67) and (69) in (66), we obtain the following:
proving the theorem by mathematical induction.
A.7 A note on the remark in Section 8.2
The likelihood function of a LPM is made of a number of terms, say:
In our framework, we construct estimators {b i } i for each of the likelihood terms {a i } i . The noisy likelihood may be written as:
whereas the log-likelihoods are defined as:
In our paper we do not show whether the estimators b i are biased or not, so there is no way to know if the noisy likelihood unbiased. As a consequence, we cannot say much on the bias of the noisy log-likelihood, either. Now, even if we assume that the estimators are unbiased, i.e.
E[b
then, by Jensen's inequality, we can only achieve the following result:
log (a i ) = a ;
which is in agreement with the results shown in Section 8.2.
