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Resumen— La Memoria Transaccional (TM) ofrece
un modelo de ejecucio´n concurrente optimista en ar-
quitecturas multinu´cleo, permitiendo a los programa-
dores extraer paralelismo cuando la informacio´n de
las dependencias de datos no esta´ disponible hasta la
ejecucio´n del programa. Existe investigacio´n reciente
enfocada a explotar paralelismo a nivel de hilo usando
TM. Sin embargo estas propuestas son de uso general,
va´lidas para cualquier tipo de aplicacio´n.
Este trabajo presenta ReduxSTM, un TM softwa-
re especialmente disen˜ado para mejorar la extraccio´n
de paralelismo en aplicaciones irregulares. La gestio´n
de las versiones y la deteccio´n de conflictos se han
disen˜ado para aprovechar tanto la ordenacio´n secuen-
cial de las transacciones, necesaria para asegurar la
correccio´n de los resultados, como la privatizacio´n de
patrones de reduccio´n, un patro´n de acceso a memoria
muy frecuente en aplicaciones irregulares. La infor-
macio´n adicional que proporcionan estas propiedades
en tiempo de ejecucio´n se utiliza para evitar abortos
transaccionales innecesarios.
Se ha elegido una funcio´n del benchmark 300.twolf
de la suite SPEC CPU2000 como ejemplo de progra-
ma irregular con reducciones. Este co´digo se ha pa-
ralelizado mediante TM utilizando ReduxSTM y una
versio´n ordenada de TinySTM. Los resultados mues-
tran que ReduxSTM es capaz de explotar ma´s para-
lelismo.
Palabras clave— Aplicaciones irregulares, Memoria
transaccional, thread-level speculation, patrones de
reduccio´n
I. Introduccio´n
LA disponibilidad de mu´ltiples nu´cleos que com-parten una memoria global en los procesadores
de uso comu´n esta´ teniendo una fuerte influencia en
co´mo las aplicaciones han de ser disen˜adas para que
puedan beneficiarse de toda la potencia computacio-
nal disponible. Cuando se descompone un problema
en varias tareas concurrentes, el rendimiento obteni-
ble esta´ sujeto a la correcta resolucio´n de las depen-
dencias de datos y de control en dichas tareas. En
general, las dependencias se suelen resolver de mo-
do conservativo, especialmente cuando se resuelven
en tiempo de compilacio´n. Tal es el caso de las apli-
caciones que exhiben patrones de acceso irregulares,
cuyas dependencias no pueden determinarse hasta la
ejecucio´n. En este contexto, la memoria transaccio-
nal (TM) [1] proporciona un soporte optimista para
la concurrencia en arquitecturas multinu´cleo, ayu-
dando a los programadores a explotar paralelismo
en aplicaciones irregulares cuando la informacio´n de
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las dependencias de datos no se puede analizar fa´cil-
mente (o no esta´ disponible) antes de la ejecucio´n.
La memoria transaccional aparece como un para-
digma de coordinacio´n de hilos concurrentes. Para
ello proporciona el concepto de transaccio´n, un cons-
tructor que asegura la atomicidad, consistencia y ais-
lamiento en la ejecucio´n de las instrucciones envuel-
tas en la misma. Las transacciones pueden ejecutarse
de manera concurrente, pero siempre asegurando que
los resultados sean los mismos que se obtendr´ıan si
se ejecutasen en serie.
En un sistema TM, las transacciones se ejecutan de
forma especulativa y sus cambios son monitorizados
por un gestor de versiones de datos. Si dos transac-
ciones concurrentes conflictu´an (realizan una escri-
tura/escritura, escritura/lectura en una misma di-
reccio´n compartida), una de ellas debe abortar. Tras
restaurar su estado inicial, la transaccio´n abortada
reinicia su ejecucio´n. Cuando una transaccio´n fina-
liza su ejecucio´n, entra en una fase de confirmacio´n
o commit, donde los cambios en memoria se hacen
definitivos. El disen˜o del gestor de versiones puede
ser eager si los cambios se trasladan a memoria in-
mediatamente, y se usa un undo-log para almacenar
los valores previos (para ser restaurados en caso de
aborto). Por el contrario, un gestor de versiones lazy,
almacena las operaciones de escritura en un write-
buffer, y retrasa su volcado a memoria compartida
hasta la fase de commit. De una forma similar, el
gestor de conflictos puede detectarlos en el instante
en que ocurren (eager), o puede posponer su com-
probacio´n a un momento posterior, generalmente la
fase de commit (lazy). En las u´ltimas dos de´cadas se
han propuesto muchos sistemas TM, implementados
tanto en software (STM) como en hardware (HTM),
o combinando ambos enfoques (HyTM) [2].
Animados por los beneficios de los sistemas TM, se
han realizado esfuerzos para aprovechar la TM pa-
ra extraer paralelismo de aplicaciones secuenciales.
De hecho, muchas operaciones ba´sicas de un siste-
ma TM, como la deteccio´n y resolucio´n de conflic-
tos de memoria, el almacenamiento de las escrituras
a memoria compartida y los reinicios de transaccio-
nes se requieren tambie´n para especulacio´n multihilo
(SpMT) o thread-level speculation (TLS) [3]. Estas
te´cnicas han demostrado ser u´tiles a la hora de ex-
traer paralelismo de programas secuenciales.
En general, extraer paralelismo multihilo a partir
de un programa secuencial requiere descomponer di-
cho programa en tareas y resolver correctamente las
dependencias entre las mismas. Sin embargo no siem-
pre es posible detectar y resolver estas dependencias
de forma esta´tica (en tiempo de compilacio´n), so-
bre todo en aplicaciones complejas. En estos casos
las te´cnicas SpMT/TLS pueden ser de utilidad a la
hora de encontrar paralelismo, ya que no requieren
un ana´lisis esta´tico de dependencias de datos. De es-
te modo, la concurrencia optimista que aportan los
sistemas TM puede ayudar a paralelizar aplicacio-
nes irregulares. Las tareas, que podemos definir como
secciones de co´digo, se pueden ejecutar como transac-
ciones concurrentes de manera que sea el sistema TM
quien se encargue de monitorizar los accesos a memo-
ria durante la ejecucio´n de las mismas, detectando y
resoliviendo posibles conflictos (dependencias de da-
tos) entre transacciones. Hay que tener en cuenta, sin
embargo, que se deben cumplir algunas restricciones
de orden entre transacciones para evitar violaciones
de las dependencias de datos y asegurar resultados
correctos. En general, las transacciones deben finali-
zar en un orden que preserve la sema´ntica secuencial.
Se pueden encontrar trabajos de investigacio´n que
proponen explotar TLS usando te´cnicas TM [4] [5]
[6] [7] [8] [9]. La mayor´ıa de estas te´cnicas son de
uso general, sin centrarse en aplicaciones espec´ıficas.
Sin embargo, las te´cnicas especulativas son especial-
mente u´tiles para aplicaciones irregulares, como se
ha explicado anteriormente. En este trabajo presen-
tamos ReduxSTM, un sistema TM espec´ıficamente
desarrollado para extraer paralelismo de aplicacio-
nes irregulares, considerando que no se tiene a prio-
ri informacio´n alguna sobre dependencias de datos.
Para explotar el paralelismo entre tareas, el sistema
esta´ disen˜ado para aprovechar tanto el orden secuen-
cial de ejecucio´n de transacciones como la privatiza-
cio´n de patrones irregulares de reduccio´n, evitando
as´ı abortos y reejecuciones innecesarias (so´lo las de-
pendencias reales implicara´n algu´n aborto por parte
de las transacciones).
Como aplicacio´n motivadora se ha seleccionado un
benchmark de la suite SPEC CPU2000. Este co´digo
contiene un comportamiento irregular en cuanto a
accesos a memoria que lo hace un buen candidato
para ser paralelizado usando TLS, ya que sus depen-
dencias no son fa´cilmente analizables en tiempo de
compilacio´n. La paralelizacio´n de este tipo de aplica-
ciones requiere un esfuerzo importante. El objetivo
de este art´ıculo es mostrar co´mo ReduxSTM pue-
de ayudar a simplificar significativamente el trabajo
del programador a la hora de paralelizar el co´digo,
extrayendo un mayor nivel de paralelismo que otros
sistemas TM ordenados.
II. Aplicacio´n Irregular Motivadora
Como caso de estudio y aplicacio´n motivadora
se ha seleccionado el benchmark de enrutamiento
y posicionamiento de componentes TimberWolfSC
(300.twolf) de la suite SPEC CPU2000. Este pro-
grama determina la posicio´n y conexiones globales
de componentes esta´ndar en un microchip.
Nos hemos centrado en la funcio´n new dbox a()
incluida en el fichero dimbox.c, en el benchmark
300.twolf. Esta funcio´n se muestra en la figura 1. El
co´digo tiene un bucle externo que incluye dos sen-
tencias con patrones de reduccio´n, las cuales usan
costptr y delta vert cost como variables de re-
duccio´n. Sin embargo, como costptr es un punte-
ro, su direccio´n final puede coincidir con otra varia-
ble de reduccio´n o con otras variables globales uti-
lizadas dentro del bucle, como tmp num feeds[] o
tmp missing rows[]. Debido a esto, el compilador
no es capaz de analizar las dependencias ni por tan-
to de extraer paralelismo de este bucle.
Aunque no se pueden aplicar te´cnicas convenciona-
les de paralelizacio´n, la condicio´n de reduccio´n puede
ser va´lida para algunos de los accesos a la variable
de reduccio´n (este feno´meno se denomina reduccio´n
parcial [10] [11]). Si la fraccio´n de accesos que cum-
plen dicha condicio´n es suficientemente alto, se puede
extraer un buen porcentaje de paralelismo del bucle.
III. Disen˜o de ReduxSTM
El principal objetivo en el disen˜o de ReduxSTM
es aprovechar los mecanismos ba´sicos de TM para
explotar paralelismo especulativo a partir de aplica-
ciones secuenciales (especialmente las que presentan
patrones irregulares en su acceso a memoria), consi-
derando que no hay disponible ninguna informacio´n
sobre sus dependencias de datos.
Transacciones ordenadas. Una caracter´ıstica
necesaria en ReduxSTM es mantener las restriccio-
nes de orden secuencial entre transacciones. La eje-
cucio´n concurrente de las tareas especulativas en las
que se ha descompuesto la aplicacio´n debe preservar
la sema´ntica secuencial del programa para asegurar
la correccio´n del resultado final. Por ello, ReduxSTM
debe finalizar las transacciones de acuerdo con el or-
den de ejecucio´n secuencial. Esta restriccio´n de orden
se puede an˜adir al gestor de conflictos pero conlleva
una pe´rdida de rendimiento debido a los retrasos que
experimentan las transacciones que finalizan fuera de
orden. Para hacer frente a este problema, el gestor de
conflictos utiliza la informacio´n adicional del orden
de cada transaccio´n para filtrar algunos conflictos y
evitar as´ı abortos y reinicios innecesarios. [3] [12]
Patrones de reduccio´n. Una segunda carac-
ter´ıstica de ReduxSTM es un mecanismo de priva-
tizacio´n. Esto permite filtrar conflictos innecesarios
entre trasancciones, mejorando la explotacio´n del pa-
ralelismo. De hecho, la privatizacio´n ha demostrado
ser una te´cnica clave a la hora de conseguir parale-
lismo. [13] [14]
En particular, ReduxSTM utiliza el mecanismo de
privatizacio´n impl´ıcito de TM para privatizar selecti-
vamente los patrones acceso a memoria en reduccio-
nes. Las aplicaciones cient´ıficas presentan a menudo
estos patrones y, en el caso de problemas irregulares,
puede explotarse una buena cantidad de paralelismo
mediante te´cnicas de privatizacio´n. Un patro´n de re-
duccio´n se caracteriza por una sentencia de reduccio´n
en el programa de la forma A[] = A[] ⊗ ξ, donde
A[] es la variable de reduccio´n (un array en gene-
ral), ξ es una expresio´n que no incluye A[] y ⊗ es un
operador asociativo y conmutativo. Esta sentencia se
1 new_dbox_a(...) {
2 ...
3 for ( termptr = antrmptr; termptr; termptr = termptr->nextterm ) {
4 ...
5 new_mean = ...; old_mean = ...;
6 for ( netptr = dimptr->netptr; netptr; netptr = netptr->nterm ) {
7 oldx = netptr->xpos;
8 if( netptr->flag == 1 ) { newx = netptr->newx; netptr->flag = 0; }
9 else { newx = oldx; }
10
11 // (1) Sentencia potencial de reduccio´n
12 *costptr += ABS(newx - new_mean) - ABS(oldx - old_mean);
13 }
14 ...
15 tmp_num_feeds[net] = f; // Alias potencial entre *costptr y delta_vert_cost
16 ...
17 tmp_missing_rows[net] = -m; // Alias potencial entre *costptr y delta_vert_cost
18
19 // (2) Sentencia potencial de reduccio´n
20 delta_vert_cost +=
21 ((tmp_num_feeds[net]-num_feeds[net]) +
22 (tmp_missing_rows[net]-missing_rows[net])) *
23 2 * rowHeight;
24 }
25 return;
26 }
Fig. 1. Funcio´n new dbox a() del co´digo 300.twolf de la suite SPEC CPU2000
encuentra en el cuerpo de un bucle.
En co´digos irregulares los accesos a las variables
de reduccio´n suelen ir ligados al uso de indirecciones
o punteros, lo que dificulta su paralelizacio´n. Si la
variable de reduccio´n es le´ıda o escrita fuera de la
sentencia de reduccio´n puede que estemos ante una
reduccio´n parcial, donde las condiciones de reduc-
cio´n so´lo son va´lidas en una porcio´n de la variable
de reduccio´n.
Para habilitar la privatizacio´n de reducciones en
ReduxSTM, se ha definido una primitiva expl´ıcita
para reducciones. Esta primitiva es controlada por
los gestores de conflictos, versio´n y commit como una
tercera operacio´n transaccional: lectura (R), escri-
tura (W) y reduccio´n (Rdx). Sin soporte espec´ıfico
de reducciones, Rdx estar´ıa representada como una
combinacio´n de dos operaciones; una lectura seguida
de una escritura en la misma posicio´n de memoria de
la variable de reduccio´n:
Rdx(addr, val,⊗) := W (addr,R(addr)⊗ val)
Gestio´n de versiones. Para poder soportar la
privatizacio´n de operaciones de reduccio´n la gestio´n
de versiones de ReduxSTM es lazy, es decir, las ac-
tualizaciones a memoria compartida se mantienen en
un buffer privado durante la ejecucio´n de la transac-
cio´n. El buffer de escritura, utilizado normalmente
para mantener los nuevos valores de las escrituras
transaccionales, se ha extendido para privatizar los
valores de las reducciones transaccionales. La exten-
sio´n consiste en una etiqueta de estado asociada a
cada entrada del buffer, que especifica si la entra-
da correspondiente almacena un valor a escribir o
a reducir (junto con la operacio´n de reduccio´n co-
rrespondiente). Cada vez que se lanza una reduccio´n
transaccional, se realiza una consulta en este nuevo
buffer de la direccio´n a reducir. Si dicha direccio´n se
encuentra en e´l y la etiqueta de estado corresponde a
una escritura, la expresio´n de la operacio´n de reduc-
cio´n se reduce con el valor almacenado en el buffer.
Sin embargo, la etiqueta de estado se mantiene como
escritura, ya que la condicio´n de reduccio´n no se ha
cumplido. Por el contrario, si la etiqueta de estado
corresponde a una reduccio´n, se realiza un proceso
similar, pero la etiqueta de estado se mantiene como
una reduccio´n. De un modo parecido, una escritura
transaccional requiere tambie´n de una bu´squeda de
la direccio´n en el buffer. Si se encuentra, la entrada
es actualizada y la etiqueta de estado se actualiza a
escritura, independientemente del estado original. El
nuevo buffer se denomina buffer de actualizacio´n.
Gestio´n de conflictos. La deteccio´n de conflic-
tos en ReduxSTM es tambie´n lazy, es decir, se realiza
durante la fase de commit, permitiendo filtrar la ma-
yor´ıa de los conflictos y mejorando as´ı la concurrencia
entre transacciones. La tabla I muestra que´ conflic-
tos se evitan gracias a la informacio´n de orden de las
transacciones y la privatizacio´n de las operaciones
de reduccio´n. La primera fila especifica dos opera-
ciones transaccionales ejecutadas por transacciones
diferentes donde la primera debe finalizar antes de
la segunda (para mantener el orden secuencial). Por
ejemplo, R–W representa una antidependencia. La
segunda fila corresponde al comportamiento de un
TM cla´sico, mientras que las u´ltimas dos filas consi-
deran el soporte adicional de orden y de reducciones.
El gestor de conflictos utiliza conjuntos de lectura y
de escritura para la deteccio´n de conflictos. Dichos
conjuntos han sido implementados como signaturas
basadas en filtros de Bloom.
Gestio´n de commit . Para minimizar el sobrecos-
te de las operaciones transaccionales y dar soporte al
sistema lazy-lazy, ReduxSTM se basa en un algorit-
mo full-commit-invalidation [15], donde los conflictos
son detectados y resueltos durante el commit, inva-
lidando ante un conflicto la transaccio´n activa, que
sera´ siempre menos prioritaria al encontrarse fuera
de su fase de commit.
La fase de commit se encarga de las siguientes cua-
tro tareas: (1) Comprobar si las restricciones de or-
den se cumplen (en caso contrario, esperar a que se
TABLA I
Conflictos con transacciones ordenadas en diferentes escenarios
R−W W−R W−W Rdx−R R−Rdx Rdx−W W−Rdx Rdx−Rdx
TM aborto aborto aborto - - - - -
TM + Order s/c aborto s/c - - - - -
TM + Order + Rdx s/c aborto s/c aborto s/c s/c s/c s/c
n/c = sin conflicto
cumplan); (2) comprobar si la transaccio´n ha sido
invalidada por una transaccio´n previa ya finalizada;
(3) actualizar la memoria principal con los valores
almacenados en el buffer de actualizacio´n, reducien-
do en memoria las operaciones correspondientes; (4)
comparar el filtro de Bloom de actualizacio´n con los
filtros de Bloom de lectura de todas las transacciones
activas subsiguientes (en el orden secuencial estable-
cido), invalidando aquellas en las que se detecte un
conflicto.
IV. Evaluacio´n experimental
En esta seccio´n se evalu´a el rendimiento de Re-
duxSTM aplicado a una versio´n paralela de la fun-
cio´n new dbox a() del benchmark 300.twolf. El ob-
jetivo es mostrar co´mo ReduxSTM permite extraer
ma´s paralelismo del co´digo secuencial que otros sis-
temas TM ordenados actuales, gracias al filtrado de
conflictos y a la privatizacio´n selectiva de reduccio-
nes.
A. Configuracio´n experimental
Los experimentos se han realizado en un servidor
con 8 GB RAM y un procesador quad-core Intel Core
i7-3770 a 3.4GHz que soporta 8 hilos concurrentes.
El servidor usa Linux (kernel 3.2.0-75 x86 64) y to-
dos los programas se han compilado usando GNU
GCC (con optimizacio´n -O2). Como TM base para
la comparacio´n se ha utilizado la u´ltima versio´n de
TinySTM (v1.0.5), que permite la ejecucio´n ordena-
da de transacciones. [16] [17]
Para la evaluacio´n se ha utilizado la siguiente me-
todolog´ıa: primero se ha instrumentado el progra-
ma original para obtener una traza de los accesos a
memoria relevantes, es decir, los accesos a memoria
compartida que pueden por tanto ocasionar conflic-
tos (acceso compartido). La figura 2 muestra la ver-
sio´n instrumentada de la funcio´n new dbox a(). Las
macros MARKREAD(), MARKWRITE() y MARKREDUX()
especifican que´ accesos a memoria deben aparecer
en la traza y que´ tipo de operacio´n se ha de realizar
(lectura, escritura o reduccio´n). MARKREDUX() marca
una posicio´n de memoria sujeta a un patro´n poten-
cial de reduccio´n. Esta reduccio´n es potencial porque
sera´ el gestor de conflictos de ReduxSTM el encar-
gado de determinar en tiempo de ejecucio´n si dicho
patro´n es realmente una reduccio´n o no. En un segun-
do paso, un simulador procesa la traza de accesos a
memoria que simula la funcio´n original new dbox a()
recreando tanto el patro´n de accesos a memoria co-
mo los valores reales utilizados. Esta simulacio´n se
realiza en paralelo y utilizando memoria transaccio-
nal. Para ello se ha particionado el bucle externo de
la funcio´n simulada en bloques de iteraciones conse-
cutivas (chunks), cada uno de los cuales es ejecutado
como una transaccio´n. Las transacciones se asignan
a los diferentes hilos de ejecucio´n siguiendo un esque-
ma round-robin.
Los experimentos se han ejecutado con una carga
de trabajo media (correspondiente al perfil training
del benchmark 300.twolf). El tiempo de ejecucio´n de
esta configuracio´n es largo; la funcio´n new dbox a(),
en concreto, ejecuta casi 12 millones de iteraciones.
La traza de memoria resultante contiene aproxima-
damente 550M de lecturas, 46M de escrituras y 70M
de reducciones. Los resultados que se van a mostrar
en el art´ıculo se han obtenido a partir de una seccio´n
de 500K iteraciones obtenidas de la parte media de la
traza de ejecucio´n. Esta seccio´n representa alrededor
de 24M de lecturas, 2M de escrituras y 3M de reduc-
ciones de la traza de memoria. Un dato interesante
es que los 29M de accesos a memoria totales con-
tienen so´lo 43K de posiciones de memoria diferentes
(menos del 0.15 % de las referencias de memoria son
diferentes). Esto conlleva unos niveles de contencio´n
de memoria altos en la ejecucio´n. Adema´s, el co´digo
del benchmark es memory-bounded, lo que limita la
cantidad de paralelismo que se puede explotar.
Los experimentos incluyen las siguientes versiones
de la aplicacio´n: (1) La versio´n original secuencial
(ejecutada en un hilo); (2) una versio´n paralelizada
usando el TM TinySTM en su versio´n ordenada, don-
de el orden de finalizacio´n viene dado por el orden
de inicio de las transacciones (primera en comenzar,
primera en finalizar); (3) una versio´n paralelizada ba-
sada en ReduxSTM con ordenacio´n impl´ıcita basada
en el momento de entrada a la fase de commit (prime-
ra en terminar su ejecucio´n, primera en finalizar); (4)
una versio´n paralelizada basada en ReduxSTM con
ordenacio´n expl´ıcitamente especificada por el progra-
mador (de modo que el orden de las transacciones
sea el mismo que el orden secuencial). Esta u´ltima
versio´n (4) es la u´nica que asegura la correccio´n de
los resultados (ya que el orden de finalizacio´n de las
transacciones equivale al secuencial). Las otras dos
versiones TM, cuyas restricciones de orden son ma´s
relajadas, se usan como referencia a efectos de com-
paracio´n.
B. Rendimiento
La figura 3 (izquierda) muestra la aceleracio´n ob-
tenida con ambas versiones de ReduxSTM (con or-
den impl´ıcito y expl´ıcito) comparada con la obtenida
usando TinySTM con orden y con el rendimiento de
la versio´n secuencial. Los valores mostrados corres-
ponden al o´ptimo de los experimentos realizados con
1 new_dbox_a(...) {
2 ...
3 for ( termptr=antrmptr; termptr; termptr=termptr->nextterm ) {
4 ...
5 MARKREAD(&dimptr->new_total);
6 MARKREAD(&dimptr->numpins);
7 MARKREAD(&dimptr->old_total);
8 new_mean = dimptr->new_total / dimptr->numpins;
9 old_mean = dimptr->old_total / dimptr->numpins;
10 MARKREAD(&dimptr->netptr);
11 for ( netptr=dimptr->netptr; netptr; netptr=netptr->nterm ) {
12 MARKREAD(&netptr->xpos);
13 oldx = netptr->xpos;
14 MARKREAD(&netptr->flag);
15 if( netptr->flag == 1 ) {
16 MARKREAD(&netptr->newx);
17 newx = netptr->newx;
18 netptr->flag = 0;
19 MARKWRITE(&netptr->flag,0);
20 }
21 else { newx = oldx; }
22
23 // (1) Sentencia potencial de reduccio´n
24 *costptr += ABS(newx - new_mean) - ABS(oldx - old_mean);
25 MARKREDUX(&(*costptr),ABS(newx - new_mean) - ABS(oldx - old_mean));
26 MARKREAD(&netptr->nterm);
27 }
28 ...
29 tmp_num_feeds[net] = f; // Alias potencial entre *costptr y delta_vert_cost
30 MARKWRITE(&tmp_num_feeds[net],f);
31 ...
32 tmp_missing_rows[net] = -m; // Alias potencial entre *costptr y delta_vert_cost
33 MARKWRITE(&tmp_missing_rows[net],-m);
34 MARKREAD(&tmp_num_feeds[net]);
35 MARKREAD(&num_feeds[net]);
36 MARKREAD(&tmp_missing_rows[net]);
37 MARKREAD(&missing_rows[net]);
38
39 // (2) Sentencia potencial de reduccio´n
40 delta_vert_cost += ((tmp_num_feeds[net] - num_feeds[net]) +
41 (tmp_missing_rows[net] - missing_rows[net])) *
42 2 * rowHeight;
43 MARKREDUX(&(delta_vert_cost), ((tmp_num_feeds[net] - num_feeds[net]) + ...));
44 MARKREAD(&termptr->nextterm);
45 }
46 return;
47 }
Fig. 2. Instrumented new dbox a() function
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Fig. 3. Aceleracio´n de ReduxSTM sobre TinySTM y versio´n secuencial (izda.), TCR de ReduxSTM y TinySTM (dcha.)
distintos taman˜os de chunk en cada STM (de 1 a 8
iteraciones de bucle por transaccio´n) dado que cada
TM obtiene su mejor rendimiento con un taman˜o de
chunk diferente.
La aceleracio´n obtenida con ReduxSTM es signifi-
cativamente mayor que la obtenida usando TinySTM
gracias a la habilidad del primero de evitar abortos
y reinicios innecesarios. En estas pruebas se muestra
co´mo ReduxSTM es capaz de explotar el paralelis-
mo a partir de un co´digo secuencial, a pesar de ser
memory-bounded. En co´digos ma´s intensivos compu-
tacionalmente, la mejora esperada es superior.
En general se espera que el nu´mero de conflictos
entre transacciones aumente con el nu´mero de hi-
los. Sin embargo, ReduxSTM consigue una mejora
de rendimiento superior a TinySTM gracias a que su
disen˜o le permite filtrar gran parte de esos conflic-
tos. Con 8 hilos, ReduxSTM es 6.5 veces (con orden
impl´ıcito) o 4.8 veces (con orden expl´ıcito) mejor que
TinySTM con orden.
C. Transaction Commit Rate
En la figura 3 (derecha) puede verse una compara-
tiva del Transaction Commit Rate (TCR) de ambos
sistemas TM. El TCR se define como el porcenta-
je de transacciones finalizadas respecto del total de
transacciones ejecutadas, y es un para´metro usado a
menudo para medir el nivel de concurrencia explo-
tada. En la figura se muestran dos versiones de Re-
duxSTM; una con el soporte de reducciones activo
y otra con esta caracter´ıstica desactivada. Se puede
observar como para esta aplicacio´n, este soporte de
reducciones permite explotar mucho ma´s paralelis-
mo, especialmente al aumentar el nu´mero de hilos.
Por ejemplo, para 8 hilos, la versio´n de ReduxSTM
con soporte de privatizacio´n de reducciones obtiene
un TCR de casi el 70 % (es decir, casi el 70 % de
transacciones se ejecutaron y finalizaron sin ningu´n
reinicio debido a conflictos). Sin este soporte de re-
ducciones, sin embargo, el TCR baja a menos de un
20 %. Por su parte, el TCR de TinySTM ordena-
do es pra´cticamente cero (por lo que ba´sicamente,
las transacciones se ejecutan en serie, una detra´s de
otra).
De estos resultados se puede concluir que el filtra-
do adicional de conflictos que permite el reconoci-
miento y tratamiento de los patrones de reduccio´n
es muy relevante, ya que permite mantener un TCR
elevado al aumentar el nu´mero de hilos de ejecucio´n.
Del mismo modo, en un contexto de ejecucio´n espe-
culativa, donde es necesario establecer un orden en-
tre las transacciones, poder filtrar conflictos gracias
a la informacio´n de orden tambie´n resulta beneficio-
so. Conviene mencionar que, gracias a su disen˜o, Re-
duxSTM limita el nu´mero de reinicios ma´ximo que
una transaccio´n puede sufrir debido a conflictos al
nu´mero de hilos utilizados menos uno.
D. Sensibilidad al taman˜o de transaccio´n
El impacto del taman˜o de la transaccio´n (en te´rmi-
nos del nu´mero de iteraciones del bucle externo de
la funcio´n new dbox a()) en el rendimiento de Re-
duxSTM se muestra en la figura 4 (izquierda). El
gra´fico muestra la aceleracio´n obtenida usando Re-
duxSTM respecto a la ejecucio´n con 1 hilo y transac-
ciones de una iteracio´n.
Con un hilo, el rendimiento crece con el taman˜o de
la transaccio´n, ya que el nu´mero total de transaccio-
nes se reduce y por tanto el sobrecoste debido a su
instrumentacio´n. Cuando el nu´mero de hilos aumen-
ta, la probabilidad de conflictos crece con el nu´mero
de transacciones y decrementa el rendimiento obte-
nido. La figura muestra unas aceleraciones modestas
debido a la naturaleza memory-bounded de la apli-
cacio´n.
E. Sensibilidad a la carga computacional
Para poder comprobar el rendimiento de Re-
duxSTM en situaciones donde hay una combinacio´n
ma´s balanceada de accesos a memoria y compu-
tacio´n, se han realizado una serie de experimentos
con diferentes cargas computacionales an˜adidas a las
transacciones. Esta carga adicional se ha especificado
en te´rminos de un nu´mero de operaciones en punto
flotante por acceso a memoria. La figura 4 (derecha)
muestra los resultados obtenidos, medidos como ace-
leracio´n respecto a la ejecucio´n usando un hilo.
Como es de esperar, el rendimiento de ReduxSTM
con 4 y 8 hilos mejora significativamente al aumentar
la carga computacional, ya que el impacto relativo en
el rendimiento de la gestio´n de transacciones dismi-
nuye.
F. Sensibilidad al taman˜o del filtro de Bloom
ReduxSTM utiliza filtros de Bloom (signaturas)
como estructuras de datos para almacenar los con-
juntos de lectura y actualizacio´n (escrituras y reduc-
ciones) de las transacciones. Estas estructuras basa-
das en funciones hash permiten realizar operaciones
ra´pidas de insercio´n y comprobacio´n para un con-
junto no limitado de direcciones de memoria, pero
tienen la desventaja de que existe una cierta proba-
bilidad de obtener falsos positivos (debido a posibles
alias de la funcio´n de hash). Aumentar el taman˜o
de estos filtros reduce esta probabilidad a expensas
de ocupar ma´s espacio y de incrementar su tiempo
de reinicio (que es necesario realizar despue´s de un
aborto o de un commit). Se hace necesario por tanto
encontrar un equilibrio entre el taman˜o de los filtros
y la probabilidad de falsos positivos que maximice el
rendimiento final.
La figura 5 muestra el rendimiento de ReduxSTM
para diferentes taman˜os de filtros de Bloom (tanto
el filtro de lectura como el de actualizacio´n tienen
el mismo taman˜o). El rendimiento se mide como el
ratio entre el TCR y el tiempo de ejecucio´n obteni-
do, ya que maximizar dicho ratio significa obtener
una ma´xima explotacio´n de la concurrencia con un
tiempo mı´nimo de ejecucio´n.
A partir de la figura podemos concluir que el me-
jor taman˜o de filtro esta´ en el rango entre 214 y 218
bits para los diferentes taman˜os de transaccio´n y de
hilos simulta´neos. Con taman˜os menores en los fil-
tros se producen ma´s abortos debido a falsos positi-
vos, aunque el rendimiento permanece constante ya
que el nu´mero ma´ximo de abortos para una transac-
cio´n esta´ limitado en el disen˜o de ReduxSTM por el
nu´mero de hilos en ejecucio´n. Para filtros demasia-
do grandes, el rendimiento cae ra´pidamente debido
al sobrecoste de almacenar los filtros en los prime-
ros niveles de la jerarqu´ıa de la cache´ y el coste de
reiniciarlos tras un aborto o una nueva transaccio´n.
G. Conclusiones
Es un hecho que la mayor´ıa de aplicaciones que
exhiben patrones de acceso irregulares son comple-
jas de paralelizar. En estas aplicaciones es comu´n
que no exista informacio´n disponible sobre las depen-
dencias de datos en tiempo de compilacio´n. En este
contexto, el soporte de concurrencia optimista que
proporciona la memoria transaccional (TM) puede
ser u´til para extraer paralelismo de estas aplicacio-
nes. En este trabajo se ha presentado ReduxSTM, un
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Fig. 5. Sensibilidad al taman˜o del filtro de Bloom
TM software (STM) espec´ıficamente disen˜ado para
extraer paralelismo de aplicaciones irregulares. Pa-
ra ello se han adaptado el gestor de conflictos y de
versiones para privatizar selectivamente variables de
reduccio´n y para aprovechar el orden secuencial, ne-
cesario para obtener un resultado correcto del pro-
grama. Ambas caracter´ısticas han permitido evitar
reinicios innecesarios de las transacciones filtrando
conflictos potenciales. Los resultados experimenta-
les utilizando una aplicacio´n del benchmark SPEC
CPU2000 muestran que ReduxSTM mejora sustan-
cialmente el rendimiento de un sistema STM conven-
cional.
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