Abstract-Ultra Wideband (UWB) radar has been extensively investigated as a means of detecting early-stage breast cancer.
INTRODUCTION
Microwave Imaging (MI) has been comprehensively investigated as a means of detecting tumours within the breast, and is based on the dielectric contrast between different types of tissue at microwave frequencies. Three different MI approaches have been investigated by many authors: Microwave Tomography, Time-Reversal FDTD methods and UWB Radar Imaging. In this study only UWB is addressed so for further detail on Microwave Tomography the reader is advised to refer to [1] [2] [3] [4] [5] [6] and for Time-Reversal Finite-Difference Time-Domain (FDTD) method to [7] [8] [9] .
When the breast is illuminated by a UWB pulse, reflections are generated by dielectric scatterers, such as tumours. These reflections can be processed to produce an image of the breast, where high energy regions suggest the possible presence of cancerous tissue. Historical studies such as those by Joines et al. [10] and Surowiec et al. [11] found significant dielectric contrast between normal and cancerous tissue in the breast.
Historically, many studies have examined UWB Radar imaging to detect early stage breast cancer. Hagness et al. [12] developed one of the first UWB beamforming algorithms based on the Confocal Microwave Imaging (CMI) approach. More recently, a series of beamformers have been developed in studies such as [13] [14] [15] [16] [17] [18] [19] [20] , with different antenna configurations compared in studies such as [21] [22] [23] . Finally, in [24, 25] a UWB Radar system to detect breast cancer is described.
However, recent findings by Lazebnik et al. [26, 27] have found that the dielectric contrast between benign and malignant tumour may not be as significant as indicated in previous studies. Therefore, it is important to develop a good imaging modality that allows not only to identify but also to classify tumours, as UWB imaging on its own may not be sufficient.
Chen et al. [28, 29] addressed the issue of tumour classification by analysing the effect that different tumours had on the late-time response of backscattered signals from a 2D FDTD breast model, and more recently, in [30] , he included the use of a contrast-agent which is applied to the lesions in order to increase the contrast between tumour tissues and normal breast tissue. In previous work, Davis et al. [31] investigated the RTS of dielectric scatterers within the breast in order to characterise tumours as either benign or malignant. In her paper, Davis created tumour models based on GRS -first introduced by Muinonen [32] -which represent the different stages of growth of a tumour through a range of shapes and sizes.
The tumour classification process is composed of three distinct steps:
• PCA on each backscattered signal.
• Dimensionality reduction.
• Classification using both LDA [31, [33] [34] [35] [36] and QDA approaches [33] [34] [35] [36] .
This paper investigates the development of a classifier which distinguishes the different types of tumours (malignant or benign), using shape and size as the key characteristics. There are three significant differences between this study and the previous work of Davis [31] :
• The classifiers used in this study are designed in different architectures that are combinations of coarse and/or fine size and shape classifiers; • A fourth tumour model is introduced: the macrolobulated GRS which represents a benign tumour in a stage of development that may indicate that a tumour is in a pre-malignant stage. The introduction of this tumour model is significant because it is particularly important to classify tumours at the earliest stage of development possible; • QDA is investigated as a method for classification.
The remainder of the paper is organized as follows: Section 2 describes the GRS method used to model the growth patterns of benign and malignant tumours; Section 3 introduces both the PCA method applied to the RTS and the LDA and QDA methods; Section 4 describes the breast model (incorporating the GRS tumour models) developed to generate representative UWB backscattered signals; finally, the results and conclusions are presented in Section 5.
TUMOUR MODELS
Tumours present different characteristics based on their type, i.e., whether they are benign or malignant. The most relevant features from the perspective of UWB imaging are size, shape and texture of surface, as these are characteristics that most significantly influence the RTS of tumours. Benign tumours typically have smooth surfaces and have spherical, oval or at least well-circumscribed contours. Conversely, malignant tumours usually present rough and complex surfaces with spicules or microlobules, and their shapes are typically irregular, illdefined and asymmetric. Although size may play an important role when analysing the development of a tumour over a period of time and may be an indication of malignancy, in this study the primary concern is the analysis of small tumours (up to 1 cm in radius), therefore shape and texture of the surface of a tumour are the two most important characteristics that will help differentiate between a benign and a malignant tumour [37] [38] [39] [40] .
The tumour models are based on the GRS method [31, 32, 41] . GRS can be modified mathematically to model both malignant and benign tumours by varying the mean radius (α) and the covariance function of the logarithmic radius (or simply logradius). The shape, r = r(ϑ, ϕ), is described in spherical coordinates (r, ϑ, ϕ) by the spherical harmonics series for the logradius s = s(ϑ, ϕ):
In the equations above, β is the standard deviation of the logradius, s lm are the spherical harmonics coefficients and Y lm are the orthonormal spherical harmonics. Four different models of tumours at four different sizes are considered in this paper. Malignant tumours are represented by spiculated and microlobulated GRS, whereas benign tumours are modeled with macrolobulated and smooth GRS. Microlobulated, macrolobulated and smooth GRS are obtained by varying the correlation angle from low to high. Spiculated GRS are obtained by adding 3, 5 or 10 spicules to smooth GRS. The average radius of all types of spheres are 2.5, 5, 7.5 or 10 mm [31, 32] . Between all sizes and shapes, the number of tumour models developed was 288. A sample of each of the four shapes of the GRS, with a radius of 5 mm, is shown in Figure 1 .
TUMOUR CLASSIFICATION ALGORITHM
The tumour classification is accomplished through an algorithm which analyses the RTS of the tumours. Firstly, PCA is applied to each recorded backscattered signal. This is followed by a dimensionality reduction in which the more representative Principal Components of the data are extracted. Finally, two classification methods are applied to the selection of Principal Components: LDA and QDA. These stages of the classification algorithm are detailed in the following two subsections. 
Principal Components Analysis
In order to analyse the RTS of the tumours it is important to use a method to extract the most significant bases of the recorded backscattered signals of each tumour so that the classification can be applied more efficiently. The method used in this study is called PCA, which reduces the dimensionality of multivariate data and reveals simplified structures that are often hidden in the original data set while also disregarding less relevant information such as noise or colinearities in signals [42, 43] .
This process is accomplished when, by means of a linear algebraic operation, the basis that was used to record the original signals is changed into one new orthonormal basis, or rows of vectors, that allows the best representation to discriminate the original data set, i.e., when the new data set presents maximal variance. The principal components are ordered by decreasing variance, and furthermore the variance along each principal component provides a measurement of the relative importance of each dimension [43] .
It must also be noted that PCA is non-parametric, meaning that the data on its own is sufficient to calculate its principal components by means of its sample mean and sample covariance matrix, disregarding how the data was acquired or the need of any type of parameters. However, it must be added that PCA does not explicitly identify the optimal basis for discriminating among the analysed class labels and so the PCA results must be appropriately dimensioned and classified [31, 43] . For the sake of computational simplicity, the original data should be well represented with the minimum number of principal components, thus creating a problem with the least number of dimensions possible [44] .
To obtain the principal components of a matrix X represented by (m × n), where m is the number of measurements and n is the number of samples, the mean of the sample for each ith measurement is subtracted and finally the basis vectors h m , which are the eigenvectors of the covariance matrix C = E{XX T }, are calculated. The centered data is represented, for each ith measurement, by its Karhunen-Loéve expansion:
in which, θ m represents each basis expansion coefficient and N m represents the full dimensionality of the problem [31, 43] .
Classifiers Based on Linear and Quadratic Discriminant Analysis
Two classification methods are investigated in this paper: LDA [31, [33] [34] [35] [36] and QDA [33] [34] [35] [36] . LDA is used under the assumption that the groups being discriminated have multivariate normal distributions and have the same covariance matrix.
With the LDA method, the pooled within-group covariance matrix is calculated and used to determine the discriminant function which will allow classification [33] [34] [35] [36] . QDA is usually applied when the groups being discriminated have significantly different group-specific covariance matrices, while the group populations represent multivariate normal distributions with the same mean [33] [34] [35] . Generally, QDA offers increased flexibility over LDA at the cost of possibly 'overfitting' the training sample [33] .
Both LDA and QDA classifiers are applied to the data using the cross-validation method so that the performance of each classifier is evaluated using a testing set, independent from the training set [45] . The cross-validation method is as follows: to test the whole set of 288 tumours, the set is divided in A subsets, each of which contains one sample of each type and each size of tumour; each subset is then tested against the remaining (A − 1) subsets and, finally, all resulting A sub-classifications are averaged to obtain the performance of each classifier.
Eight different classifier architectures are considered, five of which first classify the RTS by size and then by shape, and the other three only classify the RTS by shape. The different architectures are defined by the size and shape granularity, i.e., how many categories are classified in each step (two or four categories), and by the number of steps each size and/or shape classifier is composed of (one or two steps). It must be emphasized that a coarse shape classifier is used to classify tumours into either malignant or benign tumours, which may give sufficient information to the patient. However, extra granularity in the shape classifier allows further classification of tumours into spiculated, microlobulated (both malignant tumours) and in macrolobulated and smooth (both benign tumours), giving important clinical information on the development stage of a breast tumour.
The first classifier architecture, Coarse-Shape (CS), splits the RTS in one step into two shape groups: malignant or benign. Similarly, the Fine-Shape (FS) initially classifies the RTS into the same shape categories as the CS, but then adds another level of shape granularity by dividing malignant tumours into spiculated and microlobulated tumours and benign tumours into macrolobulated and smooth tumours.
The Coarse-Size-Coarse-Shape (CSCS) splits the RTS in one step into two size groups (the first group has 2.5 and 5 mm tumours and the second has 7.5 and 10 mm tumours), before further classifying the tumours into either benign or malignant. Similarly, the CoarseSize-Fine-Shape (CSFS) initially classifies the RTS into the same size and shape categories as the CSCS, but then adds another level of shape granularity by dividing malignant tumours into spiculated and microlobulated tumours and benign tumours into macrolobulated and smooth tumours in a second step of classification.
The Fine-Size-Coarse-Shape (FSCS) and Fine-Size-Fine-Shape further classify the RTS into four subcategories of size (2.5 mm, 5 mm, 7.5 mm and 10 mm) in two steps. The FSCS then divides them into two categories of tumour, benign and malignant, while the FSFS classifies them into four shape categories: spiculated, microlobulated, macrolobulated and smooth in two steps.
The Direct-Fine-Shape (DFS) performs the same function as the FS classifier, but divides the RTS into four shape categories in one step. The Direct-Fine-Size-Fine-Shape (DFSFS) performs the same function as the FSFS classifier, but divides the RTS into four size categories in one step, and similarly classifies the RTS into the four shape categories in a single step.
MODEL OF THE BREAST
A 3D FDTD model of the breast was developed which incorporates the dielectric properties within the breast. A half millimeter resolution cubic grid was used for the FDTD model. In order to analyse the RTS of the tumours, the backscattered data was generated by means of a Total-Field/Scattered-Field (TF/SF) simulation [31, 46] , as previously used by Davis et al. [31] .
The Scattered Field (SF) is a square geometric prism with the square bases measuring 153.5 mm and the height measuring 137.5 mm. The Total Field (TF) is represented by a 50 mm cube and is located at the centre of the SF, and the origin of the system (0, 0, 0) mm corresponds to the centre of the TF. The TF/SF region is terminated with a 6 mm-layer Uniaxial Perfectly Matched Layer (UPML) which suppresses any boundary reflections [31, 47] .
The tumour is modeled with the Debye parameters for malignant tissue whereas the normal breast tissue and the surrounding media is modeled with the Debye parameters for homogeneous lossy adipose tissue, as established by Lazebnik et al. [26, 27] A pulsed plane wave is transmitted towards the target from four different equidistant angles (0, 90, 180 and 270 • ) and the resulting cross-polarized backscatter is recorded and analysed from four observation points located at: (0, 0, −74), (−74, 0, 0), (0, 0, 74) and (74, 0, 0) mm, in (x, y, z) axes. The incident pulse was a modulated Gaussian pulse with center frequency at 6 GHz where the 1/e full temporal width of the Gaussian envelop was 160 ps [31] . The pulse is linearly polarized in the y and x direction and transmitted in the z direction. Each observation point is located in the Scattered Field at a distance of 74 mm from the center of the tumour, which is located at the center of the Total Field. The acquired backscattered recorded signals are then downsampled from 1200 GHz to 75 GHz. 
RESULTS AND DISCUSSION
For all results, a database of 288 models was used for testing and training the classifiers, using the cross-validation method described in Section 3.2. For both size and shape classifiers the performance of the classifications was observed against the number of PCA components (data not shown) and results indicated that 30 principal components are suitable as the classification performance starts to saturate at this level. The use of 30 principal components offers a good compromise between classification accuracy and computational time, which had also been found in [31] .
There are two subsections in this section: the first subsection analyses the performance of the eight possible architectures for the classifiers and the second subsection compares the LDA and the QDA approaches.
Analysis of the Performance of the Eight Classification Architectures
The results for the eight different architecture of classifiers are presented in Table 1 , which presents the groups in which models are classified and the corresponding accuracy results. The accuracy results are shown in three columns:
• the first column presents the partial accuracy for the size classification • the second column presents the partial accuracy for the shape classification • the third column presents the overall accuracy for each cascade classifier that follow the size-then-shape structure.
The accuracy of the partial size or the partial shape classifier is expressed in terms of the proportion of tumours correctly identified in terms of size or shape, respectively, in isolation. The overall accuracy for the size-then-shape cascade classifier is calculated by multiplying the partial accuracies for the size and shape classifiers and represents the percentage of tumours correctly classified in terms of both size and then shape. Before examining the results from Table 1 in detail, the manner in which errors propagate when a partial coarse size (or shape) classifier is extended to a fine classifier must be considered. The implication of the fine-size (or fine-shape) architecture is that any misclassified tumours in the first step of the size (or shape) classification -which also corresponds to the results of the coarse classifier -are necessarily misclassified in the second step of size (or shape) classification, and therefore an error propagation takes place. An example in which this error propagation is most noticeable is for the first two classifier architectures: CS to FS, where the increase of granularity of the shape classification results in a decrease in the accuracy of 22.57% (LDA) and 28.13% (QDA).
Examining the CS/FS, CSCS/CSFS and FSCS/FSFS architectures in Table 1 shows that the accuracy for the partial shape classification is considerably higher when a previous size classifier is used, in particular a fine size classifier (FSCS/FSFS architectures), for both LDA and QDA -with an exception for the shape classifier in CSCS when using QDA as the correspondent performance in CS is higher by 1.74%. Even though the accuracy of the fine size classifier is lower than the coarse classifier, the fact that the fine size classifier has higher granularity allows for better accuracy results in the following shape classifier.
Finally, examining the overall performance of the classifiers, there are several significant findings:
• When considering the overall accuracy of the size-then-shape cascade classifier, the accuracy of the cascade classifiers tends to worsen with increasing number of steps in the partial size and/or shape classifications, i.e., when fine-size and/or fine-shape classifiers are used. The accuracy drops by 25.44% (LDA) and by 37.39% (QDA) from a coarse classifier with one step (CS) to a fine classifier with four steps (FSFS).
• FS and DFS are the least accurate shape classifiers, leading to the conclusion that a shape classifier is more accurate when preceeded by a size classifier.
• There was very little performance difference between the FSFS and DFSFS classifiers, the overall size-then-shape cascade classifier accuracy of FSFS was 55.46% (LDA) and 46.64% (QDA) whereas for DFSFS it was 46.64% (LDA) and 46.14% (QDA).
• The best classifier to simply detect whether a tumour is malignant or benign is FSCS with QDA and CSFS with LDA, in which a finesize and a coarse-size classifiers are used respectively. In terms of highest granularity in both size and shape, FSFS and DFSFS performed better with LDA instead of QDA. However it must also be noted that DFSFS results do not deteriorate to the same extent as FSFS when using the alternative discriminant analysis method.
• To obtain a clearer discrimination of the shape of tumours beyond simply malignant and benign (spiculated, microlobulated, macrolobulated or smooth), the FSFS, which involves a fine-size and fine-shape classifier, performs best.
Comparison of the LDA and the QDA Approaches
Overall, LDA and QDA output similar results for the same architectures or, at least, they tend to output results that reflect the same trends when comparing the different architectures. Next, LDA and QDA are examined in the context of the best architectures established in Section 5.1. The best classifier to simply differentiate between a malignant and benign tumour is FSCS, which works better when the LDA method is used, achieving a partial shape accuracy of 86.80% (compared to 84.72% achieved with QDA). In terms of the accuracy of the size-then-shape cascade classifier for the FSCS, the LDA method once again offers improved performance: 69.32% (as opposed to 61.19% with the QDA approach).
The architectures that provide higher granularity in terms of shape are FSFS and DFSFS. FSFS has higher performance when the LDA approach is used, as shown by the partial shape classifier which has an accuracy of 69.44% (compared to 64.58% achieved with QDA). On the other hand, DFSFS has higher performance when the QDA approach is used, as shown by the partial shape classifier which has an accuracy of 63.89% (compared to 62.50% achieved with LDA). Similar conclusions are drawn when analysing the accuracy of the sizethen-shape cascade classifier. FSFS promises higher performance with the LDA approach: 55.46% (as opposed to 46.64% through QDA); similarly DFSFS promises higher performance with the LDA approach: 47.74% (as opposed to 46.14% possible through QDA).
CONCLUSIONS AND FUTURE WORK
In this paper, a number of different methods for diagnosing the type (malignant or benign), and ultimately diagnosing the stage of development (spiculated, microlobulated, macrolobulated and smooth) of breast tumours, are analysed. The type of tumours was correctly classified with an accuracy of 86.80% when the LDA was applied to a FSCS architecture, under these experiment conditions. In terms of the stage of development of the tumours, the models were correctly classified with an accuracy of 63.89% when the QDA was applied to a DFSFS architecture, and the highest accuracy obtained was of 69.44% when the LDA was applied to a FSFS architecture, under these experiment conditions. Overall, these results are very promising for improved diagnosis and treatment of early-stage breast cancer within the context of UWB Radar Imaging.
Future work will include the investigation of alternative classification algorithms including Support Vector Machines (SVM) and Spiking Neural Networks. The effects of dielectric heterogeneity will also be addressed in future work.
ACKNOWLEDGMENT
This work is supported by Science Foundation Ireland (SFI) under grant number 07/RFP/ENEF420.
