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Abstract 
 
The full characterisation of the compound series Cr2VX (X = Al, Si, Ga, Ge) is reported.  
X-ray and neutron diffraction measurements were performed along with electrical 
resistivity and magnetisation measurements on each compound. It is found that Cr2VAl 
crystallises in the disordered Heusler A2 structure with space group       and this 
structure remains stable between 5K and 1223K. Contrary to this, the other compounds 
in the series crystallise in a partially ordered A15 structure with space group      . 
These compounds are shown to behave more like pseudo binary systems of composition 
X3Y such as Cr3X and V3X than Heusler systems of composition X2YZ. Each compound 
acts metallically and has magnetic properties consistent with those of weak Pauli 
paramagnetic materials.  
It is suggested that the size of the unit cell is the dominant factor for these compounds 
whether they crystallise into either the A2 or the A15 structure. This is investigated with 
the high temperature characterisation of the compound series Cr2VGa1-xAlx  
(x = 0, 0.25, 0.5, 1). Structural phase transformations are identified and characterised 
using a combination of high temperature neutron diffraction and electrical resistivity 
measurements. The results of these measurements show that the phase transformations 
involve displacive, order – disorder and diffusion based processes. Furthermore, they 
reveal the existence of a metastable intermediate phase with a tetragonal unit cell and 
space group      .  
The compound series Cr2-xFexVAl (x = 0, 0.5, 1.5, 2) was investigated to better 
understand the nature of the magnetic properties observed within this group of alloys. 
The magnetisation of each compound was measured with a SQUID magnetometer. At 
high temperature, weak Pauli paramagnetic behaviour retained for each compound. 
However, at low temperature an up-turn can be seen in the magnetisation of the 
compounds containing Fe such that their susceptibility has a logarithmic relationship 
with temperature. Neutron diffraction measurements show that the Fe rich and Cr rich 
vi 
 
compounds form the ordered L21 and disordered A2 Heusler structures, respectively. 
However, no evidence was found of a structural change at low temperatures to activate 
the change in magnetic response. 
Finally, the structural ordering of the compound series Ni2-xMn1+xGa is explored using 
high temperature electrical resistivity measurements. Increasing Mn content is shown to 
decrease the order – disorder transition temperatures due to increased levels of atomic 
disorder. This affects a sample‟s state of atomic order after heat treatment, which is 
usually performed by quenching samples from 800ºC. Therefore, it is an important 
influence on the compound‟s reported magnetic and martensitic transitions particularly 
for Mn rich samples. 
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1 Introduction 
1.1 Overview 
The purpose of this thesis is the experimental characterisation of some Cr based 
Heusler alloys. Techniques including X-ray and neutron diffraction experiments, 
resistivity measurements and magnetisation measurements were utilised to characterise 
each compound and investigate their properties over a broad temperature range. In the 
course of this investigation, the following compound series were synthesised;  
Cr2VX (X=Al, Si, Ga, Ge); Cr2VGa1-xAlx (x=0, 0.5, 0.75, 1) and Cr2-xFexVZ (x=0.5, 1.5) 
(Z=Al, Si). 
The first of these series, Cr2VX (X=Al, Si, Ga, Ge), was chosen because band structure 
calculations predicted them to be candidates for ferrimagnetic half metallicity, suitable 
for applications within spintronics and semiconductor technology [1]. Experimentally 
the crystallisation structures of the compounds were found to differ from the ones used 
for the purpose of the band structure calculations in the literature. In response to these 
results, the other compound series were investigated to explain the structural 
preferences of the compounds as well as to ascertain their electric and magnetic 
properties.  
To enable the characterisation of these compounds, a high temperature resistivity 
measurement system was designed and manufactured. The temperatures of interest 
posed a huge challenge and so a significant portion of this work involved the design, 
construction, development, calibration and testing of the rig and networking the system 
to function as an automated unit. With the results obtained through the use of this 
system, combined with results from the other experiments, high temperature phase 
transitions were identified. A model for the phase transitions and their relation to 
structural crystallisation is proposed. 
A further compound series Ni2-xMn1+xGa was also synthesised for measurement with 
the high temperature resistivity system. Martensitic, paramagnetic – ferromagnetic and 
order – disorder phase transitions all occur within this series. The parent Heusler 
compounds Ni2MnGa and Mn2NiGa are well documented [2, 3, 4] and so these were 
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used as a means of checking the validity of the high temperature resistivity 
measurement system. The composition dependence of the critical temperatures of the 
transitions was recorded. This served as the first step into the modelling of the order – 
disorder transitions within the compound series. Work is underway on this model with 
the use of band structure calculations [5]. The Ni2-xMn1+xGa compound series has been 
chosen as a suitable system to compare the Cr-based Heusler alloys to in terms of their 
magnetic and crystallographic properties. Furthermore, the high temperature part of the 
Ni2MnGa phase diagram is relatively unexplored. This gives an independent reason for 
investigation in itself. 
The thesis is split into 5 main chapters. The first chapter is designed to give an 
introduction into the key concepts involved in the work. It will begin by outlining the 
types of materials predicted theoretically for these series. This includes brief 
discussions of Heusler alloys, metals, semiconductors and half metals. Subsequently, a 
short explanation of spintronics highlights the initial motivation for both theorists and 
experimentalists to investigate these groups of intermetallic compounds. Finally, the 
conclusion of the chapter will describe the types of structures that were actually 
revealed within this experimental investigation and discuss the possible applications for 
such materials.  
The second chapter is devoted to the theory behind the experimental procedures used in 
this work. The analysis of diffraction data is discussed with regard to crystal structure 
and symmetry, an explanation of the electrical conductivity of metals and 
semiconductors is given, and the relevant theories of magnetism are outlined along with 
methods of analysis of materials with certain magnetic properties.  
The third chapter gives a description of the instrumentation used to perform the 
measurements, accompanied by experimental details. This begins with an extensive 
look at the design, construction, development, calibration and automation of the high 
temperature resistivity measurement system. Details are also given of the apparatus 
used for X-ray diffraction, neutron diffraction, magnetisation measurements, low 
temperature resistivity experiments and surface analysis techniques. 
Chapter four discusses all the results obtained in the various characterisations of the 
compounds in this thesis. Because of the large quantity of data produced, the chapter is 
split into four parts, each relating to an individual investigation. Section 4.1 is dedicated 
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to the initial, low temperature characterisation of the Cr2VX (X = Al, Si, Ga, Ge) parent 
compound series. Section 4.2 is devoted to the investigation into the structural 
preferences and high temperature characterisation of the compound series  
Cr2VGa1-xAlx (x = 0, 0.25, 0.5, 1). Section 4.3 focuses on the investigation into the 
magnetic properties or more specifically, the lack of magnetism observed in the 
compounds characterised up to this point. This is done with the characterisation of the 
two compound series Cr2-xFexVY  (x = 0, 0.5, 1.5, 2; Y = Si, Al). In section 4.4, the high 
temperature resistivity measurement system is used to analyse the effects that changing 
the concentration of Mn has on the level of atomic order within the compound series 
Ni2-xMn1+xGa (x = 0, 0.2, 0.4, 0.6, 0.8, 1). 
Finally, in chapter five the research as a whole is summarised. The significance of the 
results obtained from the investigations in chapter four is highlighted, the key areas are 
explained and the conclusions are drawn. 
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1.2 Heusler Alloys 
Full Heusler alloys are intermetallic compounds of stoichiometric composition X2YZ, 
where the X and Y species are transition metals and the Z species is a main group 
element. Heusler alloys have been in high demand over recent decades on account of 
some interesting magnetic and structural effects that have been observed [6]. They 
sometimes exhibit a structural phase transition called a „Martensitic phase transition‟. 
This is a non-diffusive, temperature dependent, reversible process that causes a change 
in the structural properties of the unit cell. When the material is at high temperature and 
then cooled below the transition temperature,    , the material‟s lattice is displaced 
layer by layer until the entire material has had its structure changed to one with lower 
symmetry. This results in a macroscopic change in dimensions. At this low temperature 
the material is said to be in its martensite phase. Reheating the material causes it to 
revert back to the high temperature, or austenite phase of the material, thereby returning 
it to its original dimensions. This process is termed the „shape memory effect‟ because 
the material „remembers‟ its austenite shape no matter what form it is forced into whilst 
in its martensitic phase below the transition temperature [7, 8]. 
Other desirable properties of Heusler alloys include interesting magnetic effects such as 
ferrimagnetism and ferromagnetism with high Curie temperatures, and theoretically 
predicted half metallic behaviour [1, 9, 12]. These properties are in high demand in the 
fields of spintronics and semiconductor technologies, aiming to advance the 
information technology industry. These topics will be covered in the following sections. 
However, in order to understand these materials and their properties, it is important to 
first take a look at their atomic structures. 
Heusler alloys frequently crystallise in the highly ordered, L21 structure with space 
group      , #225 in the International Tables of Crystallography [73]. This structure 
consists of four interpenetrating face centred cubic sublattices. Lattice positions (000), 
(¼¼¼), (½½½), (¾¾¾), identified as A, B, C and D sites, respectively, each contain 
just one species of atom. It is important to note that although the B and D sites are often 
listed separately, they must have equivalent occupations to obey the limitations applied 
by the space group      . There are two main types of Heusler structure called L21A 
and L21B. L21A has the Y and Z species ordered on the A and C sites, respectively, and 
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the X species takes the other two sites. L21B has the X species on the A and C positions 
while the Y and Z species are disordered on the B and D sites.  
   
 
Figure 1.1: L21 Heusler structure and occupied Wyckoff sites as found in Ni2MnGa. Here Mn 
atoms adopt the A sites, the C sites are occupied by Ga, and Ni atoms occupy both the B and D 
sites thus forming the L21A structure. 
 
Certain elements prefer to take up particular sites. The site preference of 3d elements is 
determined by the number of valence electrons that they contain. Elements with more 
valence electrons tend to occupy the (000) and (½½½) sites to form a Cu2MnAl type or 
L21A structure. Elements with less valence electrons tend to fill the (¼¼¼) sites to form 
a Hg2CrTi type or L21B structure (Lou H. et al. [10] and Kandpal H. et al. [11]). This 
preferential site selection by elements is often the case but not always, as was found 
when the half-metallic compounds Cr2MnZ (Z=P, As, S, Bi) were proposed [12]. For 
these, Mn takes up the (¼¼¼) sites opposing the usual case.  
It is commonly known that there are also a number of disordered structures that can 
form as well. These structures can be described using the same space group by just 
altering the atomic occupancies of each site. In the following explanation, the 
occupancies of disordered structures will refer back to the site identifiers for the 
Wyckoff sites as shown above in Figure 1.1. 
Atomic disorder describes the event that two or more atomic species wish to occupy the 
same set of positions. Rather than a single site being occupied by two atoms, there is a 
random selection of atoms from either species in the set of positions. Each unit cell may 
Site 
Identifier 
Multiplicity 
Wyckoff 
site 
A  4a (000) 
B 4c (¼¼¼) 
C 4b (½½½) 
D 4c (¾¾¾) 
6 
 
have an imbalance, where more sites are occupied by one atomic species than another, 
but the average across the whole lattice will have the nominal abundance of each 
disordered atomic species and so the compound retains its stoichiometry. The primitive 
cubic B2 structure and the body centred cubic A2 structure, shown in Figure 1.2 a) and 
b), respectively, are equivalent to the Heusler L21 structure but have different levels of 
disorder. Both structures have lattice parameters that are exactly half that of the 
equivalent L21 structure and so each cell has an eighth of the volume. 
The B2 structure has a       space group, where the 1a (000) and 1b (½½½) sites 
contain different atomic species. The (½½½) sites are disordered by the Y and Z atoms 
sharing the site. The equivalent Heusler superlattice has the A and C sites occupied by 
one atomic species and the B and D sites occupied by the two disordered species. The 
A2 structure has space group      , where all atomic species occupy the 2a (000) site. 
Here the equivalent Heusler superlattice has the A, B, C and D sites evenly occupied.  
 
          
Figure 1.2: a) B2 Heusler structure with disorder on the (½½½) site and      space group. 
b) A2 Heusler structure disordered on all sites and       space group. 
 
Many full Heusler alloys crystallise in the L21 structure and then disorder into either the 
B2 or A2 structures at high temperatures. As temperature increases, the lattice gains 
more thermal energy E. Once E reaches a sufficient level, the only way to keep a stable 
lattice structure and minimise the amount of energy available to do work F, (i.e. the free 
energy), is to increase the entropy S by way of an order disorder transition. Magnetism, 
superconductivity and half metallicity are all properties that rely on high levels of 
atomic order. Therefore, detecting such transitions and the state of atomic order is 
important. There are various methods, but the techniques used in this thesis are X-ray 
and neutron diffraction, and resistivity measurements. These will be discussed later in 
chapter 2.  
a) b) 
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1.3 Metals and Semiconductors 
Solids are bound in a crystal by the attractive electrostatic interaction between the 
charges of electrons and protons in nuclei. There are contributions to this mechanism by 
magnetic forces. These, however, are very weak. Solids can be separated into classes 
according to their physical properties. Differences between types of solids in general 
are caused by the ion cores and the outermost electrons of an atom. Metals, 
semiconductors, insulators and semi-metals are classes of materials essentially divided 
by the way that their electronic structures facilitate electrical conduction. Understanding 
these types of condensed matter is very important to this work and to the interpretation 
of the experimental results. Therefore, the key principles are outlined in this chapter 
[13, 14, 15, 16]. 
 
1.3.1 Metals 
Metallic materials are classified as metals due to their high electrical conductivity. The 
electronic configuration of metallic atoms gives rise to conductivity by delocalising 
electrons in their valence shells. This leads to partially filled energy bands, resulting in 
more mobile electrons when atoms bond and form a solid. It can be stated that metallic 
behaviour will result if an atom has an odd number of valence electrons per primitive 
unit cell. Furthermore, an even number of valence electrons in a primitive unit cell will 
result in metallic behaviour if there is a band overlap as shown in Figure 1.3.  
 
 
Figure 1.3: Simplified band structure of a metal with overlapping  
conduction and valence bands at the Fermi level. 
   
Conduction 
band 
Valence 
band 
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These conduction electrons are said to be delocalised and free to move around the solid 
i.e. they are not confined to the ion cores. The binding energy of the valence electrons 
in the free atom is characteristically lowered by the formation of the metal. However, 
the conduction electron‟s interaction with the ion cores does make a significant 
contribution to the binding energy in some metals.  
In general the binding energy of metals is relatively low because of the weak interaction 
between conduction electrons and ion cores. This leads to metals tending to crystallise 
in close packed structures where the interatomic spacing is smaller, such as, hcp, bcc 
and fcc, rather than loosely packed structures like diamond. For this thesis work, this 
type of bonding is applied to Al and Ga. However, it is important to note that there is a 
class of metals for which the binding energies are much higher. Transition metals, 
including Cr and V, have an additional contribution to their binding energies from their 
inner electron shells, thanks to their large d-electron shells. The strength of transition 
metal bonding is also represented in their very high melting points and bulk moduli. For 
comparison, the binding energies of the elements used in this thesis are listed along 
with bulk moduli and melting points in Table 1.1. 
 
Element 
Binding energy 
[kJmol
-1
] 
Bulk modulus 
[10
11 
Nm
-2
] 
Melting point 
[K] 
Interactions causing  
bonding 
V 512 1.619 2202 
Conduction electron - ion core 
3d electron 
Cr 395 1.901 2133 
Conduction electron - ion core 
3d electron 
Al 327 0.722 933.5 Conduction electron - ion core 
Ga 271 0.569 302.9 Conduction electron - ion core 
Table 1.1: Binding energies comparison for specific metals [16]. 
 
Ductility and malleability are properties of metals acquired due to the delocalised 
electronic bonding. Local bonds can be easily broken via deformation and then replaced 
afterwards. However, in the presence of impurities and defects in the lattice, metals can 
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become harder and more brittle. For example, pure 24-karat gold is soft and malleable 
and so 18-karat gold or lower is preferred for jewellery because it is harder.  
Thermal conduction of metals is also typically high due to the delocalised nature of the 
conduction electrons adding to the net heat flow caused due to phonons. Phonons are 
the delocalised atomic vibrations that travel throughout the crystal lattice that enable 
thermal conduction in other materials. Conduction electrons coming from a region of 
the material at high temperature have more thermal energy than those in regions at 
lower temperatures. This causes a flow of heat energy to pass on to the lattice via 
interactions with phonons.  
 
1.3.2 Semiconductors 
The binding energy of semiconductors is formed from both ionic bonding and covalent 
bonding. Ionic bonding is due to the Coulomb attraction felt by ions from different 
atoms with opposing charge. Covalent bonding is due to an electron from each atom 
joining and forming an electron pair. This is a strong bond although it has strong 
directional properties as seen in the diamond structure in which Ge and Si crystallise. 
The loosely packed diamond structure is possible because of the strong tetrahedral 
bonds linking just the four nearest neighbours of each atom. The electrons forming the 
bonds are localized to the region between the two atoms and the bonds are strongest 
when their spins are antiparallel to each other.  
The dependence on spin orientation is due to the modification on the charge distribution 
made by the Pauli Exclusion Principle. This states that there is an exchange interaction 
that causes a strong repulsive force between atoms with filled electron shells. Therefore, 
electron overlap cannot occur without the excitation of electrons to higher energy states. 
The elements of interest in this thesis that use covalent bonding, Si and Ge, have four 
electrons missing from the outer shell and so they have an attractive interaction 
associated with charge overlap. 
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The binding energies of the elements used in this thesis are listed along with bulk 
moduli and melting points for comparison in Table 1.2. 
 
Element 
Binding energy 
[kJmol
-1
] 
Bulk modulus 
[10
11 
Nm
-2
] 
Melting point 
[K] 
Interactions causing  
bonding 
Si 446 0.988 1687 
Covalent bonding 
Pauli exchange interaction 
Ge 372 0.772 1211 
Covalent bonding 
Pauli exchange interaction 
Table 1.2: Binding energies comparison for specific semiconductors [16]. 
 
Semiconductor behaviour is found amongst atoms that have even numbers of electrons 
in the valence band per primitive unit cell. Unlike the condition for metallic behaviour, 
there is no overlap of the valence and conduction bands. In a semiconductor, the highest 
occupied electron state is in the valence band. This is the band that contains the 
localised electrons that form the covalent bonds. The lowest unfilled states are in the 
conduction band, which is separated from the valence band by a gap spanning an 
energy,   , of the order of 1eV. If the band gap is too large to result in electronic 
excitation from the valence band to the conduction band at finite temperatures, the 
material is classed as an insulator rather than a semiconductor. The electronic band 
structure is shown in Figure 1.4 for a semiconductor at  T = 0K.  
 
 
Figure 1.4: Simplified density of states of a semiconductor with a band gap 
 between the valence and conduction bands at the Fermi level. 
Valence 
band 
Conduction 
band 
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1.4 Spintronics  
Spintronics, or spin electronics, is a relatively new technology that is growing and 
developing fast, promising to improve the efficiency and capabilities of computing in 
the future. It is a form of electronics that utilises the spin of conduction electrons in 
conjunction with semiconductor technology. This relies on there being a net spin 
polarisation meaning that there is an imbalance of electrons with spin up or spin down 
directions. The spin polarisation Pn can be defined as  
    
      
        
 
      
        
  (1.1) 
where    and    are the density of states and vF is the electronic velocity at the Fermi 
level. The density of states is defined as the number of energy states filled by electrons 
in either the up or down directions. When n = 0, P0 is solely defined by the density of 
states. However, to account for the transport properties of some materials n = 1 and n = 
2 are used for the ballistic or diffusive regimes, respectively [17].  
The first devices using spintronics in information technology (IT) for signal processing 
were Spin Field Effect Transistors (SPINFET‟s). The SPINFET was first proposed in 
[18] and designed in exactly the same way as Metal-Oxide-Semiconductor Field Effect 
Transistors (MOSFET‟s) that are used in thousands of applications within modern 
semiconductor electronic devices. The only difference is that the source and drain 
terminals are ferromagnetic. By manipulating the spin of the conduction electrons with 
magnetic fields, it was thought that highly efficient transistors could be produced. 
Adjustments to the SPINFET design were proposed by Bandyopadhyay when flaws 
were identified [19],
 
but he later claimed that due to the rapid developments made with 
traditional semiconductor technology, it was not possible for SPINFET to be 
competitive [20]. However, the interest these devices brought to the area of spintronics 
drove huge developments. Spin Bipolar Junction Transistors (SBJT‟s) [21, 22], Spin 
Valve Transistors (SVT‟s) [ 23 , 24 ], and Giant magnetoresistance (GMR) based 
transistors [25, 26]
 
have all been progressed and developed. 
All these devices still encode digital information using charge with the systems being 
on to encode the binary bit „1‟ indicating current flow, or off to encode the binary bit 
„0‟ indicating no current flow. Therefore, they have less to gain when compared to 
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similar devices developed with semiconductor technology. Possibly, the area of 
spintronics that has the potential to yield the most gains in comparison to charge based 
systems is „monolithic spintronics‟.  This is the process by which the spin polarisation 
of a single electron is harnessed to process digital information. Binary 0‟s and 1‟s are 
assigned to “up” and “down” spins. Encoding spin with information is an attractive idea 
since flipping bits of information can be done by simply switching the direction of the 
spin. This negates the necessity to physically move it in space to cause a current flow. 
There is a subsequent reduction in heat dissipation and the power requirement is lower. 
Therefore, it can be a more efficient method of data transfer than traditional methods 
[27, 28].  
One stumbling block encountered when attempting to produce spintronic devices is the 
spin polarisation of materials used for spin injection. The higher the spin polarisation of 
injectors, the more efficient the spintronic device can be. This poses a major challenge 
for the field of Spintronics. However, a class of materials called „half-metals‟, hold 
100% spin polarisation. These could prove to be an essential part of the future of 
spintronics. A review on spintronics and spintronic devices including material 
considerations is given by Zutic et al. (2004) [29]. For further information on spintronic 
devices see [30]. 
 
 
 
 
 
 
 
 
 
 
13 
 
1.5 Half metals 
Half-metallic materials have a gap in the density of states in one spin direction and act 
metallically in the opposite direction. Thus, they exhibit 100% spin polarisation. This 
makes them the ideal class of materials for spintronic devices. Hence, there is strong 
motivation to find half-metallic materials. Figure 1.5 shows the simplified density of 
states for such a material. 
 
 
Figure 1.5: Density of states for a half metal. Spin-up electrons, (left), are in the conduction 
band. Spin-down electrons, (right), a band gap arises between the valence and conduction 
bands at the Fermi level. 
 
The first half metallic Heusler compounds were, NiMnSb and PtMnSb, were discovered 
by de Groot et al. in 1983, via the calculation of their electronic band structures [31]. 
These materials belong to a group of intermetallic compounds called „half-Heuslers‟. 
They crystallise in the C1b structure, closely related to the full Heusler L21 structure 
described previously. The relation of these early ferromagnetic half metals to Heusler 
alloys created a lot of excitement. It alludes to the possibility of finding half metallic 
compounds combined with the magnetic effects sometimes found in Heusler alloys. 
Furthermore, Heusler alloys and the commonly used semiconductors, GaAs and InAs, 
crystallise in similar structures making them likely to be compatible for use within 
spintronic devices.  
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Over recent years, theorists have been looking towards Heusler alloys in their search for 
half-metallic materials. The advantage of full Heusler half-metallic materials over 
others is that they commonly have high Curie temperatures. Some Heusler alloys have 
ferrimagnetic or antiferromagnetic ordering which brings yet further incentive for 
applications within spintronics because of the lower stray fields, resulting in increased 
efficiency of devices. This highlights the importance and interest of finding a full 
Heusler that exhibits half-metallic properties.  
Band structure calculations are commonly used to identify the spin polarisation of 
compounds depending on structure, lattice parameter and levels of disorder. Many 
studies have predicted the property in a range of Heusler alloys [32, 33, 34, 35]. 
However, many experimentalists have experienced difficulties in synthesising these 
materials due to impurities and levels of disorder that is reported to destroy half-
metallicity. As such, no full Heusler half-metallic materials have yet been found 
experimentally [ 36 , 37 , 38 , 39 ]. Further theoretical studies have investigated the 
fragility of the half metallicity in some Heusler alloys, concluding that spin polarisation 
is strongly affected by disorder, defects, lattice parameters, stoichiometry and crystal 
structure [40, 41, 42, 43]. 
Cr2VX (X = Ge, Ga, Si, Sb) is a series that is predicted to include ferrimagnetic half-
metals and nearly-half-metals (close to 100% spin polarisation). J. Li et. al. [1] 
performed band structure calculations on the series based on the assumption that they 
crystallised in the L21 ordered Heusler structure. The ferrimagnetism is said to be due to 
Cr atoms carrying a moment anti-parallel to the moment of V atoms. The authors 
calculate that each compound should carry a total moment that agrees closely with the 
„Slater-Pauling curve‟ for Heusler alloys,          [44]. This rule states that the 
total magnetic moment  , of a compound is directly related to the total number of 
valence electrons Zt. This would result in total magnetic moments for Cr2VSi, Cr2VGe, 
and Cr2VGa of -3µB, -3µB and -4µB, respectively. 
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1.6 Experimental Findings 
The experimental investigation into the compound series Cr2VX (X=Al, Si, Ga, Ge) in 
this thesis has revealed a very different story to the theoretically based predictions 
described up until now. The Cr and V atoms disorder in some compounds and share the 
same sites because of their similar electronic structures. This leads to them crystallising 
in a structure more commonly associated with binary transition metal compounds with 
X3Y compositions. Despite the compound series conforming to the X2YZ composition of 
the Heusler alloys. 
There are seven structure types that form from X3Y transition metal compounds. These 
are the body centred cubic Cr3Si, the primitive cubic AuCu3, the face centred cubic 
Fe3Si, the body centred tetragonal Al3Ti, the hexagonal Ni3Ti and Ni3Sn, and the 
orthorhombic Cu3Ti structures [45]. However, the two structure types of most impact to 
this work are Cr3Si also known as the A15 structure, and Fe3Si also known as the DO3 
structure.  
The DO3 structure of Fe3Si has a face centred cubic unit cell containing sixteen atoms. 
Its space group is       and the atomic occupations are comparable to a disordered 
version of the Heusler L21 structure, shown in Figure 1.1 p5. The Wyckoff sites  
4a (000) and 8c (¼¼¼) (including (¾¾¾)) are occupied by the X species (Fe) and the 
4b (½½½) site is taken up by the Y species (Si) as shown in Figure 1.6.  
   
 
Figure 1.6: D03 structure with space group        as found in Fe3Si where the Fe atoms adopt 
the A, B and D sites whilst the Si atoms occupy the C sites [46]. 
Site 
Identifier 
Multiplicity 
Wyckoff 
site 
  A  4a (000) 
  B 4c (¼¼¼) 
  C 4b (½½½) 
  D 4c (¾¾¾) 
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The A15 structure has a body centred cubic unit cell containing eight atoms. There are 
two sets of Wyckoff lattice positions, the (000) and the (¼0½) sites. Here we shall refer 
to these as A and B sites, respectively, as shown in Figure 1.7. A symmetrically 
equivalent structure can be made from 2a (000) and 6d (¼½0) sites. With many X3Y 
compounds that crystallise in this structure, such as Cr3Si and V3Si, the transition metal 
X ions take up the B sites, whilst main group Y ions occupy the A sites. This is also 
found to be the case with the compounds studied in this work, with Cr and V 
disordering and occupying the B sites.  
 
          
Figure 1.7: A15 structure with space group       as found in Cr3Si,  
where Cr adopts the B sites and Si occupies the A sites. 
 
A lot of interest has surrounded the A15 structure since superconductivity was found in 
V3Si (TC=17K) in connection with a martensitic transition at low temperatures 
(Tm=30K) [47]. Superconductivity has since been discovered in many compounds with 
A15 structures [48]. One high profile example is Nb3Sn which will be used in the 
magnetic field confined fusion reactor ITER because of its ability to support fields of up 
to 13T [ 49 ]. Investigations into critical temperatures and explanations for the 
superconductivity in these compounds suggest that the linear chains formed by the A 
atoms in this structure results in favourable conditions for superconductivity [50]. 
Interestingly, it has been reported that atomic disorder on the B sites in these systems 
does not destroy the potential for superconductivity. This has been clearly demonstrated 
by the doped compounds such as Nb3Si1-xGex that actually result in the raising of the 
critical temperature [51]. Despite the invention of high TC superconductivity developed 
Site 
Identifier 
Multiplicity 
Wyckoff 
site 
A  2a (000) 
B 6c (¼0½) 
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as a result of the discovery of the oxide superconductors, interest in materials within the 
A15 structure group remained strong. This was due to many other structural anomalies, 
phase transitions and elastic, electronic and magnetic properties [52, 53]. 
The interplay between the two structure types and their electronic and magnetic 
properties is clearly of interest for the current work. They can be seen by looking at the 
compound series Cr3-xFexSi.  This series combines the Heusler L21 structure, the A15 
and D03 structures, ferromagnetism, Pauli paramagnetism (this is the magnetic effect 
attributed to conduction electrons in an applied magnetic field and is further discussed 
in section 2.4) and half metallicity [54]. Therefore, it is a good example to express the 
motivation for the current work because of these inherent similarities.  
Cr3Si does not become superconducting and its A15 structure remains stable even at 
very low temperatures T~0.015K [55, 56, 57]. The interest in this particular material is 
down to its significance when used in metal – semiconductor interfaces for applications 
within semiconductor device technology [ 58]. A study to determine the magnetic 
behaviour of the alloy system Cr3-xFexSi, where x=0.02, 0.1, 0.2 and 0.3, has revealed 
weak ferromagnetism for compounds with Fe concentrations above x=0.2 [59]. All 
compounds maintained the A15 structure and had equal lattice parameters of    
        . Another compound that has similar applications to this is Fe3Si. However, 
Fe3Si is ferromagnetic and crystallises in the DO3 structure [ 60 ]. Recently first 
principles calculations were performed for the Fe3-xCrxSi alloys over a concentration 
range (-0.25<x<2.75 in steps of 0.25) [54]. The findings showed metallic behaviour for 
all A15 structures, but where the L21 structure is stable, metallic behaviour is only found 
for concentrations of Cr with x<1. Half metallicity is predicted at x = 1 [61, 62] and 
above this concentration, compounds behave as semiconductors.  
The system described above gives good motivation for studying the Cr2VX  
(X = Al, Si, Ga, Ge) series. Although it introduces a higher level of atomic disorder than 
found in the above compounds thanks to the partial substitution of V for Cr, the 
similarities in composition are clear to see.  
One further observation relating to the structures of these compounds should be stated 
at this point. Analysis of results obtained in this thesis, shows evidence of a transition 
mechanism resulting in a transformation of the A2 structure into the A15 structure. In 
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the process of this transformation, the compounds stabilise in an intermediate phase that 
forms a tetragonal structure with space group      .  
A tetragonal unit cell equivalently describing the Heusler structure can be found by 
rotating the Heusler       unit cell 45º around the z-axis, as shown in Figure 1.8. 
 
                     
Figure 1.8: Tetragonal unit cell equivalently describing the Heusler structure 
a) L21 structure with space group      ;  
b)Tetragonal structure with space group    . 
 
This tetragonal unit cell describes the same atomic arrangement via different symmetry 
conditions. The basic geometry relating unit cells gives simple relations between each 
cell volume. These can be used to check the validity of lattice parameters measured in 
experiments.  
 
                   
    
  
  
(1.2) 
                        (1.3) 
                  
    
 
   
(1.4) 
The cells described above are all equivalent apart from disorder levels. Therefore, 
principle Bragg reflexions found in diffraction patterns would be indistinguishable. The 
tetragonal cell found in the intermediate phase between the A2 and A15 structures, is 
a) b) 
19 
 
slightly different. On top of the 45º rotation, the cell is expanded along the x and y 
directions while being compressed in the z-direction. A transformation such as this does 
not require any atomic diffusion. Hence, the transition is displacive, falling under the 
category of a martensitic transformation. The space groups        and       both 
describe atomic sites in equivalent locations as shown in Table 1.3. In a state of full 
atomic disorder, both unit cells are the same. However, when ordered, they become 
distinguishable by neutron diffraction experiments.  
 
           #139           #112 
Site 
Identifier 
Multiplicit
y 
Wyckoff  
site 
Site 
Identifier 
Multiplicity 
Wyckoff 
site 
A  2a (000) A  2e (000) 
B 2b (00½) B 2f (½½0) 
C 4d (0½¼) C 2b (½0¼) 
   D 2d (0½¼) 
Table 1.3: Atomic positions for tetragonal unit cells with space groups 
        and     . 
 
Measurements described in section 4.2, show the intermediate phase observed during 
the transformation between the A2 and A15 structures forms a partially ordered 
structure that can only be described with space group      .  
Further observations of these compounds, their structures and their physical properties 
will be shown in chapter 4. 
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2 Theoretical Background 
In this chapter I will give a brief outline of the theory involved in the experimental 
techniques used for this thesis. The aim of this is to show the physical meaning of the 
results by way of describing the physics underlying the experiments. This will first 
involve some theoretical background to the solid state physics of crystals. 
2.1 Crystal lattice classification 
All solids, with the exception of amorphous solids and glasses, are a collection of atoms 
arranged periodically throughout a lattice. The three translation vectors a1, a2, a3, define 
the lattice so that the atomic arrangement viewed from position r, is exactly equal to 
that viewed from position r’. 
                     (2.1) 
where u1, u2, and u3 are arbitrary integers. A primitive unit cell defines the smallest 
volume of lattice points that, when repeated, represents the whole lattice of a crystal. 
Other unit cells can be chosen to represent the same lattice. This is often done to 
simplify the symmetry of the unit cell or to suit a particular set of axes. However, these 
can never be of a smaller volume or contain fewer atoms than the primitive unit cell. 
The lengths of the x, y and z axes of a unit cell are called the lattice parameters a, b and 
c, respectively. A unit cell, and by extension a crystal lattice, can be mapped onto itself 
via symmetry operations such as lattice translations or rotation about an axis passing 
through a lattice point. Further symmetry operations include mirror planes and 
inversion operations. The latter being composed of a rotation through 180º followed by 
a reflexion in a plane normal to the rotation axis.  
There is a limit to the amount of symmetry elements that can be found in a continuous 
lattice. It has been found that a periodic lattice can only be mapped onto itself via one, 
two, three, four or six fold rotations. It can be shown that further orders of rotation 
symmetry cannot exist in a periodic lattice by attempting to order a net of the 
appropriate shapes without leaving spaces between them. Quasi crystals are examples 
of materials with five fold rotation that can continuously fill all available space. 
However, these do not have translational symmetry.  
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These limits in symmetry operations combined with restrictions to the translation 
vectors and the angles between them (     ) result in a finite number of fundamental 
types of lattices. In three dimensions, there are 14 types of lattices called Bravais 
lattices as listed in Table 2.1. The fact that there are 14 fundamental types of lattice 
does not mean that there are just 14 crystal structures or that there are even just 14 
groups of symmetry operations. In fact there are 230 crystallographic space group types 
which are groups containing combinations of symmetry elements found in a lattice each 
being associated with a Bravais lattice. Within these space group types, there are 
specific sets of positions, at which atomic species may lie, called Wyckoff sites. The 
combination of the occupied Wyckoff positions, the space group and the lattice 
parameters a, b and c, is all that is required to describe the entire lattice. All this 
information about a crystal structure can be found via analysis of diffraction patterns 
gained experimentally using the process described in section 2.2. 
All the structures encountered in this thesis lie amongst the cubic and tetragonal 
systems which comprise 5 of the 14 Bravais lattices. The three cubic lattices are the 
simple cubic (sc), the body-centred cubic (bcc) and the face-centred cubic (fcc) lattices. 
The two tetragonal lattices are the body-centred tetragonal (bct) and primitive 
tetragonal (pt) lattices. Details of the specific structures, space group types, Wyckoff 
positions and the experiments used to obtain the information will all be given in 
chapters 3 and 4. 
 
System 
Number of  
lattices 
Restrictions on unit cell  
axes and angles 
Triclinic 1           ;        
Monoclinic 2           ;            
Orthorhombic 4           ;            
Tetragonal 2           ;            
Cubic 3           ;            
Trigonal 1           ;                 
Hexagonal 1           ;           ;          
Table 2.1: The 14 Bravais lattices in three dimensions [16]. 
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2.2 Diffraction 
Neutron and X-ray diffraction were utilised in the structural characterisation of the 
compounds in this thesis. X-ray measurements were taken in the Physics Department in 
Loughborough University and neutron measurements were taken at the Institut Laue 
Langevin (ILL) in Grenoble, France. Both methods use similar diffraction techniques to 
gain information about the atomic structures of the specimen being measured. However, 
their underlying physics is quite different from one another. In the following sections 
we will look into the sources of radiation and the physics behind their use in diffraction 
experiments for the characterisation of materials. 
2.2.1 Bragg’s Law 
Bragg‟s law is a key concept that explains why diffraction experiments give 
information about a crystal.  
As the incident monochromatic beam of radiation comes into contact with the sample 
material in a particular direction, it is reflected off planes in the crystal structure. The 
planes that reflect the X-rays are decided by the symmetry of the crystal, depending on 
occupied atomic sites and the space group of the crystal. They are defined by the Miller 
indices [hkl] as shown in Figure 2.1. 
 
                    
Figure 2.1: a) [101] plane of the       Heusler structure; b) [002] plane of a       structure.   
 
a) 
b) 
a 
b 
c 
a 
b 
c 
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The condition for which the radiation is reflected off the inter-atomic planes is 
described by Bragg‟s law. 
           (2.2) 
where  is the wavelength of the radiation, d  is the inter-planar spacing,   is the angle 
of incidence of the X-rays and n is an integer describing the order of diffraction. Every 
direction of the sample is observed by careful orientation of the sample with respect to 
the incident X-ray beam and so all the planes allowed by the symmetry of the crystal 
are investigated. The detector registers each time scattered radiation shows constructive 
interference and records the angle. There is constructive interference when the path 
difference ABC is equal to an integer multiple of the wavelength of the radiation and so 
the radiation exiting the crystal from different layers are in phase with each other. This 
only occurs when Bragg‟s law is satisfied at the so called Bragg angles.  
The number of counts at each angle leads to a diffraction pattern with peaks at the 
Bragg angles corresponding to planes of particular Miller indices that can be analysed 
to decipher the crystal structure of the sample. 
 
 
 
Figure 2.2:  Scattering of radiation from atoms on two lattice planes with Miller indices [hkl] 
and separation d. Radiation enters the crystal with wave vector ki. These waves are deflected 
by the scattering vector q. The radiation then exits the crystal with wave vector kf. Due to the 
path difference (length ABC), waves exiting the crystal after scattering from atoms on different 
levels of the same plane are in phase according to Bragg’s law. 
 
A C 
D 
B 
d 
    
ki kf 
q 
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There are many factors that affect the exact angle of diffraction. The way that the 
radiation interacts with the atoms is different for X-ray and neutron diffraction and, as 
will be discussed later, the very nature of these interactions can cause an element of 
imperfection when it comes to precise measurements of the lattice. Grain size, preferred 
orientation and internal stresses and strains all play a role. In powder diffraction, 
ideally, the grain size is small enough so that it is assumed that each grain is a single 
crystallite. The number of grains in a sample is therefore large enough that statistically, 
all crystal orientations are equally likely, resulting in no preferred orientation [63]. 
Similarly, perfect specimen will also be free from any internal stresses and strains that 
can deform the crystal lattice such that the precise periodicity of the lattice is lost. In 
practice, with real samples, this is not the case. Diffraction patterns show broad peaks 
rather than the sharply defined spikes at the exact Bragg angles as would be found with 
a perfect sample. These factors must all be taken into account when analysing a 
diffraction pattern in an attempt to characterise the structure of a compound. 
 
2.2.2 X-rays 
X-rays are electromagnetic radiation with a wavelength of the order of 10
-10 
m which 
makes it ideal for gaining information about objects at the atomic level by scattering 
from atoms. X-rays are generated by firing high energy electrons at a metallic target. 
The incident electrons collide with electrons within the metal target transferring energy. 
The electrons in the target are excited by the collisions of the incident electrons that 
exceed their ionisation energies. This leads to them escaping the atom and leaving a 
vacancy in the electron shell, which is then filled by an electron with higher energy 
from an outer shell. The energy difference leaves the atom in the form of an energetic 
photon. Since the photon‟s energy is dependent on the energy difference between the 
shell levels that the electron drops to and from, it is dependent on the electronic 
structure of the target material. This also relates the wavelength of the photon to the 
target material through the equation  
 
     
  
 
 (2.3) 
where   is the frequency,                  is Plank‟s constant,   is the speed of light 
and   is the wavelength.  
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The electronic structure for Cu results in a beam of    and    X-ray photons. The    
X-rays are produced when an electron comes from the L-shell and moves to a vacancy 
in the K-shell. They are produced as a doublet of very similar wavelengths and are by 
far the more common out of the two types of X-ray. The    beam consists of a separate 
small range of wavelengths that are created when an electron from the M-shell or higher 
moves to the K-shell as shown in Figure 2.3. A monochromating crystal is used to 
ensure that only the    X-rays are used in experiments. 
 
 
 
Figure 2.3:  Electrons taking up vacancies in the K-shell from outer shells  
creating characteristic x-rays   or  . 
 
In this study, X-ray experiments where performed using a Philips PW2233/20 and a 
Siemens D5000 diffractometer with a 2kW, 60kV Cu target tube, and an excitation 
current of 20mA for the Philips and 30mA for the Siemens machines. A voltage of 
40kV gave a primary beam with the characteristic doublet of     and     with 
wavelengths 1.54051A and 1.544433A, respectively [64]. Powder samples were placed 
in the brass or aluminium sample holder and positioned in the Goniometer in the 
diffractometer. The 2θ scans were taken between 15° and 100°, with a step size of 0.05° 
and a scan speed of 0.5°/min.  
In order to determine the positions of the atoms in a unit cell, X-rays must be scattered 
from each individual atom uniquely. The atomic scattering factor   , is the amplitude of 
the wave scattered by the j
th
 atom,  and is a way of defining how efficiently an atom 
scatters X-rays in comparison to the scattering by a single electron.   , depends on the 
number of electrons in the atom. The higher the number of electrons   , the larger the 
K (1p) 
L1 (1s) 
L2 (2p 
1/2) 
L3 (2p 
3/2) 
M1 (3s) 
M2 (3p) 
M3 (3d) 
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atomic scattering factor is. However, interference within the atom reduces the effect of 
the number of electrons. This is caused by the fact that the electrons are spread across a 
finite volume.  In the forward direction (      ) there is no interference and      
remains at a maximum, but it reduces as the scattering angle becomes more acute as a 
function of       .  
The reduction of the effect of electronic concentration on      by the scattering direction 
and wavelength of the X-rays is heightened by thermal vibrations. As the atom vibrates 
the effective volume of the atom increases causing a lower electron concentration. For 
simplicity the vibrations can be thought of as isotropic, in which case the temperature 
factor correction for the j
th
 atom is  
          
         
 
  (2.4) 
where     is the mean-square amplitude of vibration of the j
th 
atom from its equilibrium 
position in a direction normal to the reflecting plane.     is a function of temperature.  
Since both the factors      and      are functions of       , the structure factor 
corrected by the temperature factor for the j
th
  atom can be written as 
           (2.5) 
Figure 2.4 shows a representation of the relative drop-offs of the temperature corrected 
and non-temperature corrected atomic scattering factors for the j
th
 atom. 
 
Figure 2.4: Atomic scattering factors:  
a) stationary atom,      ; b)atom corrected for thermal vibration,        [13]. 
  
          
b) 
a) 
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The combined scattering of X-rays for all of the atoms contained in a unit cell is given 
by the structure factor       . The structure factor is a function of the atomic scattering 
factors and phase differences resulting in the X-ray scattering from every atom and is 
given by 
            
   
 
   
 (2.6) 
where    2               is the phase difference of the X-ray scattered by an atom 
located at          from the origin [65]. 
The structure factor is a major stumbling block for X-ray diffraction experiments due to 
what‟s called „the phase problem‟. The full structure factor cannot be obtained for  
X-ray scattering because of their high frequency. The intensity data can give the 
modulus          from  
             (2.7) 
However, the phase difference is not calculable using standard X-ray generation 
methods. For example, for copper,    has a wavelength of          and a frequency 
of approximately           . Therefore one period is approximately 
           and measurements of the phase difference would mean time 
measurements of even shorter duration. It should be noted that there are methods of 
getting round this phase problem such as the multi-wavelength anomalous diffraction 
(MAD) method that uses synchrotron radiation [66].  
The atomic scattering factor dependence on the electron concentration of an atom 
means that the strength of X-ray scattering is very similar for atoms close to one 
another in the periodic table. When the scattering from all atoms in the unit cell is 
summed in the structure factor, it becomes difficult to identify the occupancies for sites 
in disordered systems containing atoms of similar electron concentrations. Similarly  
X-ray diffraction struggles to identify very light atoms, particularly when they are in a 
material that also contains much heavier atoms, because of the interference between 
radiation scattered by different parts of the electron cloud. 
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2.2.3 Neutrons 
Neutrons have no charge and so they are not affected by the electron concentrations of 
an atom. Instead they scatter from an atom‟s nucleus due to the nuclear strong force. 
The strength of the scattering is determined by the scattering length and is denoted by b 
such that the total cross section for scattering is     . There are two contributions to the 
total scattering length, the coherent and incoherent scattering lengths bc and bi, 
respectively. When a neutron travels through a crystal, it is scattered by many scattering 
centres. The average value of this scattering denotes the coherent scattering length, and 
its variance denotes the incoherent scattering length. The scattering length has the same 
type of effect as the atomic form factor has for X-rays. It is a weaker scattering source, 
however, due to the size of the nucleus, the scattering length is regarded as acting as a 
point scattering source. This results in directional independence meaning b is not a 
function of       . Furthermore, the scattering length does not increase incrementally 
like   does for X-rays. Therefore, the differences between neighbouring atoms can be 
distinguished more clearly in diffraction experiments and the determination of the 
structure of materials containing light elements is more effective. This is illustrated in 
Figure 2.5 which shows the scattering lengths as a function of atomic mass for neutrons 
and X-rays. 
 
Figure 2.5: Scattering lengths of the elements as a function of atomic mass 
 for neutrons and X-rays [13]. 
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The level of disorder can be determined from the structure factors from neutron 
diffraction measurements with the occupation numbers. For Heusler alloys, the type of 
disorder (L21, B2 or A2) can also be found by analysing the relative intensities of certain 
peaks in a diffraction pattern [ 67 ]. Bragg peaks displayed by Heusler alloys in 
diffraction patterns can be split into three sets classified by the Miller indices of the 
reflexion plane. These are, when     and   are all odd, when            and 
when         , where n is an integer. The following equations give the intensities 
of the amplitudes of the waves scattered by atoms in these planes [68]. 
                            
(2.8) 
                      (2.9) 
                    (2.10) 
This directly relates the atomic scattering factors to the information gained from 
diffraction experiments since the peak intensity is proportional to the square of the 
amplitude of a wave.  
            
  (2.11) 
It can be clearly seen that (2.8) and (2.9) are order dependent while (2.10) is unaffected 
by structural disorder. Therefore the relative intensities of      and      , normalised to 
   , can reveal information about the structural order of a compound. The reflexions 
(111), (200) and (220) are most appropriate for gaining such information about Heusler 
alloys since they appear at the lowest    angles for each set. This method of peak 
analysis can be used to illustrate the difference between diffraction results using X-rays 
and neutrons and the merits of using one over the other for the purposes of 
characterisation. Equally, it can be shown which differences are to be expected if 
certain types of order are present [4].  
As an example, Table 2.2 shows ratios        
      
  and        
      
  for  
X-rays and neutrons calculated for Cr2VAl in the 6 main different structural ordering of 
Heusler compounds.  
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Site occupancies Neutrons X-rays 
Structure A B C D R1 R2 R1 x10
3 R2 x10
3 
L21 A V Cr Al Cr 0.172 0.143 0.020 0.014 
L21 B Cr 
 
 
 Cr  
 
 V Al  
 
 Cr  
 
 V 0.143 0.000 0.014 0.017 
DO3 Al 
 
 
 Cr  
 
 V 
 
 
 Cr  
 
 V 
 
 
 Cr  
 
 V 0.013 0.013 0.016 0.016 
B2 Cr 
 
 
 V  
 
 Al Cr  
 
 V  
 
 Al 0.172 0 0.020 0 
A2  
 
 Cr  
 
 V  
 
 Al  
 
 Cr  
 
 V  
 
 Al  
 
 Cr  
 
 V  
 
 Al  
 
 Cr  
 
 V  
 
 Al 0 0 0 0 
Table 2.2: Cr2VAl site occupancies and intensities of (111) and (200) peaks normalised to the 
(220) principle reflexion for structures of varying order. 
 
As shown in Figure 2.6, plotting these ratios against one another for the different 
structures illustrates the difficulties in using X-ray diffraction to identify the type of 
disorder in this compound. The intensities of the (111) and (200) reflexions are so low 
that they would be completely lost in the background intensity (                   
    ). This is due to the similarities in electron concentration of Cr and V. 
 
 
Figure 2.6: Relative intensities of (111), (200) peaks normalised to the (220) peak calculated 
using atomic scattering lengths (neutrons) and atomic Z numbers (X-rays) for Cr2VAl. 
( See Table 2.2 for site occupancies.). 
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Neutrons have no charge, and therefore no electrical dipole moment. However, they do 
carry a magnetic moment thanks to their spin. This makes them sensitive to magnetic 
fields produced by unpaired electrons in materials so there is a magnetic component to 
the scattering of neutrons from magnetic compounds. The magnetic contribution to the 
scattering length of an atom is given by 
           (2.12) 
where   is the angle between the atomic magnetic moment and the scattering vector   
while   is a coefficient proportional to the atomic magnetic moment and the neutron 
moment. Since magnetic scattering is produced by interaction with electrons, it falls off 
in a similar manner to the atomic scattering factor   for X-rays [69]. 
Therefore, nuclear and magnetic structural characterisations can be performed on 
samples under many different conditions. Also, because neutron wavelengths can be 
varied from 0.1Å to 1000Å they can be used to probe a larger variety of samples with 
the potential for far greater resolution. Furthermore, because there is almost a random 
variation between the scattering power among nuclei, light atoms can be identified 
among heavy atoms and neighbouring atoms can be distinguished from one another. 
This is a particular advantage in the systems studied in this thesis enabling the 
investigation of highly disordered systems containing the similarly sized atoms  
Cr and V. 
The deep penetration of neutrons through matter allows specimen to be fully sealed and 
placed in any measurement environment with ease. Helium cooled cryostats can be 
used to reduce the sample temperatures to        and furnaces can bring the sample 
environment to temperatures well above 1000ºC. Evacuation of the sample chamber 
makes such high temperature measurements clean without the threat of oxidation.  
Despite all the benefits of using neutrons rather than X-rays as a source of radiation for 
diffraction, neutron experiments are far less common. This is due to the costly way in 
which they are produced. Nuclear fission is the process of splitting fissile atoms into 
two smaller nuclei. When a fissile nucleus, for example U
235
 (naturally occurring) or 
Pt
239
 (bred from U
238
 by neutron capture), absorbs a neutron, it decays into two smaller 
nuclei. This releases gamma radiation and free neutrons. Some of these neutrons are 
absorbed by more U
235
 and the process is repeated in a chain reaction until the fuel is 
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spent. A moderator is used to slow down the „fast neutrons‟ produced by fission 
because slow „thermal neutrons‟ are less energetic and are more likely to be absorbed 
by fissile atoms resulting in further fission events thus increasing fuel efficiency.  
The moderation process causes a flux of neutrons with multiple speeds and 
wavelengths. Monochromators are required to deliver a beam of constant wavelength to 
a diffraction experiment. This is typically done using a single crystal oriented at the 
appropriate Bragg angle to diffract only neutrons of the desired wavelength towards the 
measurement instrument. The un-diffracted beam of all other wavelengths continues 
uninterrupted down the beam line. Commonly Ge crystals are used for monochromating 
neutrons because the (111) direction has essentially no 2
nd
 order (222) reflection. 
Consequently neutrons of half the desired wavelength are not diffracted towards the 
instrument.  
The fission reactor at the Institut Laue Langevin (ILL) in Grenoble, France, was used as 
the neutron source for the diffraction experiments performed for this thesis. It is the 
most intense neutron source in the world delivering a continuous neutron flux of 
1.5x10
15 
n·cm
-2
s
-1
 with a thermal power of 58.3MW. There are 40 high performance 
instruments providing scientists from right across the globe the chance to undertake a 
hugely diverse range of experiments. 
 
2.2.4 Indexing 
„Indexing‟ is the method used to assign hkl values to a Bragg reflection and thus enable 
calculation of the lattice parameters of an alloy. Angles at which the peaks occur 
indicate the Bragg angles 2θ. For a cubic crystal system the lattice parameters are equal 
and constant, (a = b = c), and the link between the inter-planar spacing d, the Miller 
indices [hkl] and the lattice parameter is given by the equation  
 
 
      
  
         
  
 (2.13) 
Substituting the inter-planar spacing d into Bragg‟s law, it follows that the square sum 
of the Miller indices are directly proportional to        . 
                  (2.14) 
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Unit cell type Symbol Limiting conditions Translations G(hkl) 
Primitive P None None 1 
A-face centred A k + l = 2n b/2 + c/2 2 
B-face centred B h + l = 2n a/2 + c/2 2 
C-face centred C h + k = 2n a/2 + b/2 2 
Body Centred I h + k + l = 2n a/2 + b/2 + c/2 2 
Face Centred F 
k + l = 2n 
h + l = 2n 
h + k = 2n 
b/2 + c/2 
a/2 + c/2 
a/2 + b/2 
4 
Table 2.3:  Limiting Conditions for Unit-Cell Type [65].  
 
G(hkl) is the number of lattice points per unit volume associated with the particular 
unit-cell type. This result means that the lattice parameter „a‟ and the Miller indices 
[hkl] can be calculated from the Bragg angles.  
Each unit cell type has limitations for the Miller indices allowed by its symmetry. Thus 
systematic analysis of the absences of Bragg reflections and Miller indices in a 
diffraction pattern can indicate the type of unit cell. The limiting conditions for each 
unit-cell type are given above in Table 2.3.  
 
2.2.5  FullProf 
The physical information acquired by indexing can then be entered into the refinement 
program „FullProf‟ and refined in order to characterise the sample‟s structure. FullProf 
is a refinement program for neutron and X-ray diffraction data that makes a model of 
the crystal and compares the diffraction pattern of that model to the diffraction pattern 
obtained experimentally [70]. It does this by performing hundreds of calculations 
involving many aspects relating to the sample‟s symmetry, atomic structure, form 
factors, structure factors, atomic positions, thermal factors and magnetic properties [71].  
The space group can be found by using the indexing programs such as Dicvol04 [72], 
Treor90 and ITO, which are all built into the „FullProf suite‟. These programs take the 
peak positions and intensities and apply the indexing technique previously described in 
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section 2.2.3. However, on top of this, they analyse the peaks and look at the systematic 
absences that occur due to the symmetry not „allowing‟ certain Miller indices. By 
matching these with the program‟s databases, a short list of potential space groups is 
given along with a merit rating allowing the user to tell which of the space groups in the 
list is the most likely. It should be noted, however, that these programs do not always 
give a result. They fail due to experimental error when there are impurity phases in the 
sample that lead to small peaks, when there is too much peak broadening due to induced 
strain in the powdering process, or when there are multiple phases in the sample. This is 
particularly evident when there is peak overlap due to peaks from multiple phases. 
Once the space group is known, the atomic positions can be worked out from the 
International Tables for Crystallography [ 73 ] and the occupation numbers can be 
calculated. These can then be entered into „FullProf‟ along with all the other 
crystallographic data about the sample which is already known and the program can 
perform a refinement using the Rietveld method. The shape parameters are fitted to the 
diffraction pattern and the best fit for the temperature factors are taken.  
The background radiation picked up by the diffractometer can either be calculated as a 
polynomial in the „FullProf‟ (.pcr file), or it can be included taking points directly from 
the diffraction pattern, which can be done from the „win plotter‟ engine inside the 
„FullProf suite‟.  
It is also important to include the details of the sample holder in a refinement. There is 
sometimes back scattering from the surface of the sample holder which causes new 
peaks or adds a contribution to existing peaks on the diffraction pattern. This is done by 
adding another phase into the operation file (.pcr file), which can also be done for an 
impurity phase, secondary structural phase or even a magnetic phase for analysis of 
neutron scattering. 
The Siemens D5000 diffractometer used for most of the experiments in this study used 
a large plastic sample holder that did not cause any back scattering. Therefore the .pcr 
file needed no extra phase including the crystallographic data of the sample holder 
thereby simplifying the refinement. 
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2.3 Transport properties 
2.3.1 Electrical conductivity of metals 
The electrical conductivity of metals is based on the transport properties of the charge 
carriers. i.e. the movement of the conduction electrons. In the free electron model it is 
assumed that the electrons in a metal act as a gas and do not interact with one another. 
The atomic ion cores are assumed to have a uniform charge density throughout the 
material so that the electrons move in a constant electrostatic potential. Thus the 
equation of motion for the conduction electrons is given by 
   
  
  
          (2.15) 
where v is the electron velocity, E the electric field and B the magnetic field. In cases 
where there is no applied magnetic field, this equation predicts that a dc electric field 
will cause an ever increasing current. This is clearly not what happens in practice due to 
collisions with phonons and impurity atoms in the crystal. To account for collisions, a 
term is introduced to reduce the electron velocity to zero when the field is removed 
    
  
  
 
 
 
           (2.16) 
where   is a time constant and   is now considered the drift velocity. The steady state 
solution where only a dc electric field is applied is 
    
  
  
  (2.17) 
The electric current density          where       is the electron density. 
Combining these equations gives 
   
    
  
     (2.18) 
which is Ohm‟s law with an electrical conductivity given by 
   
    
  
      (2.19) 
where    is the electron mobility [16]. 
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2.3.2 Electrical resistivity of metals 
The electrical resistivity of a material is a property that depends on many physical 
processes. It is a complicated property to calculate and analyse because of the varying 
contributions of its dependent factors. The single value obtained when measured at any 
given temperature depends on the scattering of conduction electrons from phonons, 
atomic and magnetic disorder along with strain and band structure effects. This means 
that when looked at as a function of temperature, a great many physical effects can be 
identified.  
Fortunately, the measurement of electrical resistivity is not nearly as complicated as the 
underlying processes. It can be determined by passing a current, I, across a sample of 
cross sectional area, A, whilst measuring the voltage drop,  , between two contact 
points a known distance apart from one another,  . The resistance  , of course is 
      and the resistivity, ρ, is given by 
   
  
 
 (2.20) 
For perfect crystals of a pure metal, the collisions are predominantly with thermally 
excited lattice vibrations causing a departure from periodicity. Less perfect crystals also 
involve the scattering by structural defects including impurities and vacancies. These 
two contributions to electron scattering have two separate time constants. Scattering 
from phonons gives a temperature dependent collision time,       , whereas scattering 
from impurities and defects gives a temperature independent collision time,   . This 
explains Matthiessen‟s rule which says that for resistivity against temperature graphs of 
two samples of the same compound, the only difference is a displacement relating to the 
different imperfection densities. Thus the total resistivity      , for the compound can 
be written as 
                           (2.21) 
where the resistivity of the pure host material at that temperature known as the ideal, or 
lattice, resistivity. This is made up by contributions made by magnetic disorder 
       , electron – phonon interactions        and electron – electron interactions.    
is the temperature independent resistivity of the impurities known as the residual 
resistivity. It follows then, that as    K, only the residual resistivity    will remain. 
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In the free electron theory the conduction electrons are assumed to move through a 
metal like a gas, or Fermi gas, and do not interact with each other. The temperature 
dependent part of the resistivity,       , is proportional to the collision rates caused by 
all scattering within the metal. Therefore, it is important to test the authenticity of the 
free electron model by considering possible electron – electron interactions. These 
interactions are caused by the attractive coulomb forces between electrons. The 
introduction of collisions of this nature into the model of the electrical resistivity is 
described by the nearly free electron theory, where the flow of electrons is considered 
to act as a Fermi liquid rather than a Fermi gas. 
The rate of collisions within the Fermi liquid in metals is very low. Collisions occur 
because of the electrostatic interactions felt amongst electrons due to their close 
proximity. However, in metals, the mean free path for these collisions at room 
temperature is of the order of      and at 1K this can increase to the order of 10cm. 
These long mean free paths make the interactions between electrons insignificant, when 
compared to the electron – phonon interactions, resulting in the viability of the free 
electron model for metals. Electrons have such few collisions with each other because 
of the Pauli exclusion principle. 
The exclusion principle in the context of electron – electron interactions can be 
explained by considering an electron in the excited orbital 1, with energy   , colliding 
with an electron in the filled orbital 2, with energy   . The exclusion principle states that 
the two electrons may only collide and scatter into available states 3 and 4 with energies 
   and    respectively. These are only found outside the Fermi sphere since all states 
inside the Fermi sphere are occupied in the electron liquid. Taking the Fermi energy to 
equal zero for convenience, the conservation of energy,            , limits the 
energy of the occupied initial state 2, to a region within    of the Fermi surface,  
       . This is illustrated in Figure 2.7, where     indicates the Fermi level and the 
dark-shaded area shows the allowed filled energy states that electron 1 is allowed to 
scatter from. Therefore only       of all electrons in filled orbitals are suitable electron 
targets. 
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Figure 2.7: Illustration of Pauli exclusion principle applied to show region of allowed electron 
scattering targets within the Fermi surface,    , for excited electron 1 [16]. 
 
Figure 2.8 indicates a sphere of final states, on the surface of which, the orbitals 3 and 
4, may lie opposite one another satisfying the conservation of energy and momentum 
laws. However, since both scattered states have to lie outside the Fermi sphere, only the 
shaded areas are suitable to scatter to. Thus, a second factor of       must be applied, 
hence further reducing the probability and the frequency of scattering events between 
electrons. Therefore 3 and 4 may only lie on the surface of the sphere of final states 
around the dark shaded area outside the Fermi sphere.  
 
 
Figure 2.8: Illustration of the weakness of electron – electron interactions within a metal.  
Region of allowed available final states (dark shaded) compared to total number of filled 
states within the Fermi sphere (light shaded) [16]. 
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The application of the Pauli exclusion principle to electron – electron interactions 
within a metal reduces the occurrence of scattering events to such an extent that they 
may be disregarded as a contributing factor to the calculation of electrical resistivity.  
The limit for the rate of phonon – electron collisions occurs at the Debye temperature. 
The Debye temperature,    gives the temperature at which the maximum phonon 
concentration is reached and therefore by extension, phonon energy is at a maximum 
value,     . This is typically around room temperature for most metals which is clearly 
much less than the energy      of an electron on the Fermi surface. When an electron 
collides with a phonon, it can absorb or emit, that phonon conserving energy and 
momentum 
           (2.22) 
This causes the scattering of the electron from its initial state k to its final state k’ inside 
the first Brillouin zone as shown in Figure 2.9. The final state must be a vacant state in 
accordance with the Pauli exclusion principle and these only occur in the outer shells 
i.e. close to the Fermi surface. Consequently, only electrons near the Fermi surface can 
be scattered by phonons.  
 
 
Figure 2.9: Electron – phonon scattering event inside the first Brillouin zone. 
 
At high temperatures,     , phonon energies are constant at the maximum value 
    . However, since at high temperatures the lattice vibration energy is      , the 
phonon number must be proportional to T. The time between electron – phonon 
First  
Brillouin zone 
Fermi  
sphere 
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collisions is therefore inversely proportional to temperature,         . Substituting 
this result into equation (2.18) and rearranging we find 
        
  
      
   (2.23) 
Umklapp scattering is another mechanism of scattering between electrons and phonons. 
It is the dominant cause of resistivity in metals at low temperatures,      , where the 
typical energy of a phonon,    , is insufficient to cause the absorption and emission 
scattering events found at high temperatures. Phonons with low energy scatter electrons 
near the Fermi surface into an adjacent Brillouin zone as shown in Figure 2.10.  
 
 
Figure 2.10: Two adjacent Fermi spheres illustrating an Umklapp  
electron – phonon scattering event across the Brillouin zone boundary [16]. 
 
This type of scattering causes the electron to gain or lose momentum to the value of   , 
so that equation (2.22) becomes 
              (2.24) 
where g is the reciprocal lattice vector. The extra momentum is simply added to the 
crystal as a whole to conserve momentum overall. Such collisions can be strong 
scatterers because the scattering angle can be close to  . Umklapp scattering results in a 
temperature dependent resistivity where,         
 . However, this result is not 
always found experimentally, which is normally attributed to masking by the residual 
Brillouin zone 
boundary 
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resistivity or in very pure samples a possible contribution by the week electron – 
electron interaction. 
Umklapp processes cannot occur at very low temperatures because the phonon 
wavevector, q, must be large enough to bridge the gap between the two Fermi spheres. 
The minimum change of momentum of an electron in an Umklapp scattering event with 
a phonon is therefore    . Consequently electron – impurity collisions are dominant 
leading to a temperature independent electrical resistivity at the lowest temperatures 
    . Figure 2.11 shows the theoretical temperature dependence of the electrical 
resistivity based on the normal and Umklapp electron – phonon collisions, the electron 
– electron collisions, and the electron – impurity collisions.  
 
 
 
Figure 2.11: Temperature dependence of electrical resistivity [13]. 
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2.3.3 Electrical conductivity of semiconductors 
Due to the small band gap EG, electrons can be excited to the conduction band from the 
valence band, leaving it partially filled. Since these vacant states in the valence band 
and filled states in the conduction band are what results in many of the physical 
properties of a semiconductor, it is sufficient to consider only these states ignoring the 
filled states of the valence band. The dispersion relations,     , are given by 
Conduction band      
    
   
 (2.25) 
Valence band    
    
   
 (2.26) 
where    and     denote the mass of the free electron in the conduction band and the 
negative effective mass for the vacancy in the valence band. We can regard each vacant 
state in the valence band as a particle called a hole that has positive charge    , positive 
mass  , and energy   
        . Therefore the energy required to excite an electron 
from the valence band in state k to state k’ in the conduction band and create a hole can 
be calculated from equations (2.25) and (2.26) 
       
     
   
 
    
   
 (2.27) 
Similarly, the act of producing a hole in the valence band requires the removal of the 
momentum of an electron at that state. Therefore the hole must have momentum 
        (2.28) 
Including the correction to account for collisions as performed with equation (2.16), this 
leads to the equation of motion for the hole 
    
   
  
 
  
  
            (2.29) 
where    is the drift velocity of the hole,   the electric field,   the magnetic field and 
   is a time constant.  
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Using the same technique as with the electrons in metals we find the steady state 
solution in the absence of an applied magnetic field to be 
    
   
  
  (2.30) 
The current density is given by the summation of the electric current density 
         and the hole current density          where        and        are 
the electron and hole densities respectively.  
Therefore the total current density of a semiconductor can be expressed as 
    
    
  
 
     
  
      (2.31) 
which is Ohm‟s law with an electrical conductivity given by 
   
    
  
 
     
  
           (2.32) 
where    and    are the electron and hole mobilities. 
 
2.3.4 Charge carrier production 
In a pure semiconductor like Ge or Si, the electron and hole densities n and p are 
equivalent because holes and electrons are created within the same process. The 
concentration of charge carriers produced in these semiconductors is called intrinsic 
carrier concentration (see Table 2.4 for Si and Ge values), which leads to intrinsic 
conductivity. However, adding impurities from groups III or V from the periodic table 
can unbalance n and p. The unbalancing of electron and hole densities is only possible 
for low concentrations of impurities, where the mean separation between impurities is 
large compared to the size of the wavefunction of the bound impurity electron or hole. 
This gives limiting concentrations of the order of 10
24 
m
-3
.  
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Figure 2.12: Electron energy states allowing for the bound states near  
donor and acceptor impurities [13]. 
 
Substituting group V elements, such as As or P, means that there are enough electrons in 
the valence band to form the tetragonal covalent bonds of the diamond structure with 
one surplus electron. This extra electron is bound to the impurity atom at T=0K. 
However, binding energies of these electrons are far lower than the band gap between 
valence and conduction bands. In fact, at room temperature            , such that 
most impurity atoms are ionised (see Table 2.4 for donor energies). Hence at room 
temperature the electron can be free to occupy one of the states in the conduction band. 
Such impurities are called donors because they are capable of giving an electron to the 
conduction band.  
A similar statement can be made about the substitution of group III elements like B or 
Al. Instead of having a surplus electron after the formation of covalent bonds, there is 
one too few. The missing electron represents a hole in the valence band which is bound 
to the impurity atom. The filling of this hole by an electron in the valence band creates a 
hole in the valence band which is delocalised and can contribute to conductivity. This is 
achieved at room temperature because of the weak binding of the hole to the impurity 
atom (see Table 2.4 for acceptor energies).  
Acceptor 
level 
Donor 
level 
   
   
   
Valence band 
(holes) 
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These types of impurity atoms are called acceptors because they are capable of 
accepting electrons from the valence band. Figure 2.12 shows the energy states of a 
doped semiconductor.  
 
Element EG(eV) ED (eV) EA (eV) 
Intrinsic carrier  
concentration (m
-3
) 
 At T=0K P As B Al at T=300K 
Si 1.08 0.045 0.049 0.045 0.057 2 x 10
16 
Ge 0.66 0.012 0.013 0.010 0.010 2 x 10
19
 
Table 2.4: Band gaps, donor and acceptor energies and intrinsic carrier concentrations  
for Si and Ge [74]. 
 
At very low temperatures, charge carriers in doped semiconductors act intrinsically 
because the available thermal energy is insufficient to break the bonds and delocalise 
the impurity electrons or holes. However, as temperature increases, the charge carrier 
concentrations become dependent on the donor electrons and acceptor holes, leading to 
extrinsic conductivity. A semiconductor with more conduction electrons than holes in 
the valence band is termed an „n-type‟ semiconductor. In such a material donor 
impurities are dominant and the electrons are referred to as the majority charge carriers 
and holes, the minority charge carriers. By contrast, when acceptor impurities are 
dominant, the material is termed a „p-type‟ semiconductor because the holes are the 
majority carriers and the electrons are the minority carriers.  
Thermal excitation of charge carriers affects both intrinsically and extrinsically 
behaving semiconductors. The intrinsic conductivity is largely dependent on the ratio 
      . The larger it is, the lower the carrier concentrations and electrical conductivity 
and vice versa. This relation can be seen in the comparison between Si and Ge. Si has a 
lower intrinsic conductivity than Ge at any specified temperature due to its broader 
band gap EG.  
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2.4 Magnetism 
Magnetic effects, relevant to the compounds studied in this thesis, will be explained in 
the following section along with methods of analysis of magnetisation results. This will 
include the essential theory of paramagnetism, Pauli-paramagnetism, and the basics of 
analysis via Arrott plots. 
 
2.4.1 Magnetic materials 
Paramagnetism is a form of magnetism that occurs for a system with magnetic moments 
of fixed magnitude. The magnetisation of paramagnetic materials has a linear 
dependence on the strength of the applied field and disappears when the field is 
removed. Paramagnetic susceptibility is the rate of change of magnetisation with field. 
Ferromagnets, ferrimagnets and antiferromagnets are all types of materials that exhibit 
spontaneous magnetisation. This effect is attributed to the aligning of locally bound 
magnetic ions in the crystal lattice. Ferrimagnets have a net magnetic moment thanks to 
partial alignment of these ions. If all the magnetic ions within a lattice align to give a 
positive contribution to the total magnetic moment, the material is classed as a 
ferromagnet. Antiferromagnets have no net moment thanks to ions aligning such that 
the positive and negative contributions to the moment are equal.  
When a spontaneously magnetised material is heated past a critical temperature called 
the Curie temperature   , the increased thermal energy causes the ions to disorder. This 
results in the material becoming paramagnetic, at which point the reciprocal of its 
susceptibility depends linearly on temperature. This is known as the Curie-Weiss law 
given by  
   
 
    
 (2.33) 
where the Curie constant        
     and N is the number of spins per unit volume. 
The paramagnetic Curie temperature Tc is then the point of intersection of the positive 
temperature axis.  
Materials with no local magnetic moments can also be magnetic. Such materials are 
termed itinerant electron magnets. These materials have a relatively weak susceptibility 
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which may be close to temperature independent. In these materials, the magnetism is 
attributed to the conduction electrons rather than electrons bound to the ion cores [75]. 
In these itinerant systems, there is no orbital contribution to the moment since they are 
able to move relatively freely through the material. Many of the compounds studied in 
this thesis exhibit paramagnetism of this kind which is also known as Pauli-
paramagnetism. 
 
2.4.2 Pauli-paramagnetism 
Pauli paramagnetism is the weak paramagnetic moment caused by conduction electrons 
when exposed to an applied magnetic field. When the valence band is full of electrons 
in equal numbers of spin up and spin down, only the conduction electrons close to the 
Fermi level will respond. The result is a small excess of spins in one spin direction over 
the other resulting in a small delocalised moment. The following describes how weakly 
paramagnetic samples can be analysed to find their density of states and paramagnetic 
susceptibility. 
The spin magnetic moment of conduction electrons can take a value of      when 
parallel to an applied magnetic field. Their energies are therefore decreased and 
increased by     when their moments are parallel and anti-parallel to the field B.  
Figure 2.13 shows the density of states for conduction electrons to illustrate this 
process. 
 
Figure 2.13: Occupied states for conduction electrons in a magnetic field parallel to    and 
antiparallel to   electrons at T=0K  [13]. 
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The difference between the number of electrons with parallel moments and antiparallel 
moments is approximately equal to 
               (2.34) 
Since      , the magnetisation per unit volume at T = 0K can be given by 
      
        (2.35) 
This result means that the density of states at the Fermi surface per unit volume can be 
calculated easily from magnetisation measurements [75]. Furthermore the paramagnetic 
susceptibility per unit volume at T=0 is 
    
 
 
    
       (2.36) 
This procedure was utilised in the analysis of the weak paramagnetic samples measured 
in this thesis. The results are given in section 4. 
 
2.4.3 Arrott plot analysis 
In 1957, Arrott A. [76]
 
outlined a simple way of determining the Curie temperature and 
spontaneous magnetisation of ferromagnets from measured magnetic isotherms of 
samples. It stems from the Landau theory of 2
nd
 order phase transitions where the field 
dependence of the magnetisation of a sample can be expanded as a power series and 
written as 
      
 
     
        (2.37) 
where    is the susceptibility. Rearranging equation (2.37) gives 
    
 
 
 
   
 
 
 
      
 (2.38) 
Plotting   against     for isotherm measurements must therefore yield straight line 
graphs.  The intercept of these plots gives information about the nature of magnetism 
held by the sample. The sample is in a paramagnetic state at temperatures for which the 
intercept,      
 
        and a ferromagnetic state for temperatures at which the 
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intercept,            . The Curie temperature is therefore identified as the 
temperature for the isotherm that has its intercept passing through the origin  
i.e.             . This relationship is represented below in Figure 2.14. 
 
 
Figure 2.14: Example of Arrott plots for a ferromagnetic compound across the Curie 
temperature. 
 
The magnetisation is converted into the total magnetic moment per formula unit in Bohr 
magnetons    by  
         
         
    
 (2.39) 
where    is the Bohr magneton and    is Avagadro‟s number.  
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3 Instrumentation  
A significant part of this thesis work involved the development of a high temperature 
resistivity measurement system. It was needed to characterise and investigate the high 
temperature properties in the compounds of focus. In this chapter I will describe the 
processes involved in the design, manufacture, testing, calibration and function of the 
Loughborough University high temperature resistivity measurement system. Also 
details are given of all other experimental methods and the equipment used in this work. 
 
 
Figure 3.1: High Temperature Resistivity Rig. 
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3.1 High Temperature Resistivity Measurement System 
3.1.1 Resistivity-Rig Design and Manufacture 
Taking resistivity measurements at temperatures up to 1000ºC creates many obstacles 
that need to be overcome. This meant that the resistivity rig had to be designed to a 
unique set of specifications based on the environment in which it was to be used.  
- The sample chamber had to be put under vacuum or an argon atmosphere to 
prevent oxidation. 
- Probe tips had to be attached to a mechanism to press them onto the sample to 
maintain a good electrical contact throughout the measurement process. 
- The probe forcing mechanism had to be situated outside of the furnace to ensure 
that it did not exceed its working temperature. 
- All materials based inside the furnace had to be able to withstand temperatures 
of up to 1000ºC. 
- A thermocouple had to be able to pass through the chamber to allow for 
measurement of the temperature inside the furnace. 
- The sample bed had to accommodate the sample and not allow for it to move 
around. 
3.1.1.1 Structure of Rig 
Initial sketches and drawings were made to develop the general layout of the resistivity 
rig. It was soon evident that a tube furnace would be required and that a cylindrical, 
horizontally oriented insert would be the most efficient method of meeting the 
specifications. 
A high temperature, machineable ceramic called Duratec-750
©
 was used for the end 
plate, base plate and support discs. Each of these sections was separated by non-
machineable ceramic tubes, some of which were for support only and some were for 
transportation of the wires and probe tips. The ceramics used had a maximum use 
temperature of 1000ºC and very good thermal and electrical insulation properties. An 
Omegabond
©
 high temperature cement was used to hold all of these parts together. 
However, due to its porosity, the machineable ceramic needed dampening with a 
thinning liquid before the cement would adhere effectively. 
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3.1.1.2 Wiring and probe tips 
Tungsten was chosen for the wires and probe tips because of its very high melting 
point, good electrical conductivity, and poor thermal conductivity. The probe tips used 
initially were cut out of sheet tungsten and spot-welded onto the ends of the 0.4mm 
diameter wires. However, tungsten has a re-crystallisation temperature at which it 
becomes brittle. This temperature is reached during welding which causes the tips to 
snap off the wires when thermal expansion causes higher forces on the joints during 
measurement. To solve this problem the wires were simply bent round the ends of the 
ceramic tubes and trapped onto the sample without the need for welding.   
3.1.1.3 End plate mechanism 
The end plate of the rig was designed so that it would exert a force on the probe tubes 
and thus press the tips onto the sample resulting in good contacts on the sample 
throughout the measurement process. This was done by sinking the probe and support 
tubes into the end plate and resting them on compression springs rather than directly 
onto the ceramic surface. The end plate is moved back and forth by means of three 
stainless steel nuts and bolts being tightened or relaxed. This has the effect of 
compressing the springs when the probe tips are pressed onto the sample resulting in a 
force which maintains the contacts. Figure 3.2 shows the workings of this mechanism. 
 
 
Figure 3.2: End plate mechanism. 
 
To stop air pockets becoming trapped in the tubes, holes were drilled through the end 
plate to allow for evacuation down the entire length of the rig. 
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3.1.1.4 End cap for furnace tube 
Since the sample chamber required a vacuum or gaseous environment, the end cap 
needed to have an air tight seal. This meant that junctions were required for the 
thermocouple and tungsten wires to pass in and out of the sample chamber. Two 
junctions were made for the four wires. Each one consisted of a brass ring soldered into 
the end cap. These were filled with an araldite based medium into which two thick 
copper wires were set.  
 
    
Figure 3.3: Exit junctions for a) Wires and b) K-type Thermocouple.  
 
The copper and tungsten wires are joined inside the furnace tube with four individual 
brass connectors. These can be opened at either end to release the wires and allow for 
the rig to be taken out more easily. Another junction was made to pass the 
thermocouple into the sample chamber. This was done by fitting a small, high 
temperature, rubber „O‟-ring over the thermocouple and screwing it in tight to the end 
cap. The end cap seals the furnace tube and sample environment with another rubber 
„O‟-ring. The working temperatures of the „O‟-rings and the springs inside the end plate 
are relatively low, approximately 150ºC and 200ºC. Therefore a heat flow by thermal 
conduction and radiation along the furnace tube needs to be controlled. This is done 
with an external fan which blows on the end cap, flange and exposed portion of the 
tube. 
 
Figure 3.4: Resistivity end cap (flange). 
a) b) 
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3.1.1.5 Sketch of resistivity rig 
 
Figure 3.5: Resistivity rig vertically mounted. 
Wire exit junctions 
End cap 
Thermocouple exit  
junction 
End plate 
Probe adjustment 
rods 
Probe adjustment 
nuts 
Evacuation holes 
Sunken compression  
springs 
Support tubes 
Thermocouple Support discs 
Probe tubes 
Base plate 
Sample bed 
55 
 
3.1.2 Set-up 
There are many devices that need to be considered in the resistivity rig equipment. The 
main 10 constituents are as follows 
 Computer 
 Eurotherm 2408 Temperature Controller 
 Elite Thermal Systems Ltd. SOFC-65 Tube Furnace 
 Tastronic RS-232 to IEEE-488 Converter 
 HP 34401A Digital Multi-meter 
 K-type Thermocouple 
 Datron 1071 Digital Multi-meter 
 Research Inc. LR-400 Resistance Bridge 
 4 Point Probe Resistivity Rig 
 Sample Chamber Evacuation System 
The main functions of these devices and their positions in the resistivity measuring 
equipment as a whole are discussed further in the coming sections. 
Computer TAS016
Datron 1071
(DMM)
HP 34401A
(DMM)
K-Type Thermocouple
4 Point Probe Rig
LR 400
Resistance
Bridge
Eurotherm 2408
Controller
1
2
3
4
5
6
7
8
 
Figure 3.6:  Flow diagram of the resistivity measurement system.   
 Arrows show direction of queries sent by the computer. 
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3.1.3 System control 
The computer is the central hub of the high temperature resistivity measurement 
system. It sends commands to, and receives responses from, other devices on the 
network. It makes calculations based on the data passed from these other devices and 
also plots and analyses the results.  
3.1.3.1 Programming in ‘Matlab’ 
Matlab was the chosen package for this work because of the inbuilt functions that it is 
able to call upon to facilitate serial communications interfacing. It is also capable of 
handling large arrays, drawing graphs throughout a process and it has good inbuilt tools 
for handling and manipulating strings.  
The measurement process, including isothermal and temperature scans, the testing of 
the individual devices and the calibration of the thermocouple, was all controlled by 
separate programmes written in Matlab. In the measurement process itself, programmes 
were written and used to 
- input relevant sample and scan parameters 
- change the set-point on the furnace 
- get a voltage reading from the thermocouple 
- convert thermocouple voltages to temperatures using look-up tables 
- recognise when the sample chamber temperature is stable enough for 
measurement 
- get a voltage reading from the resistance bridge 
- convert potential difference to resistance and resistivity values for 
the sample 
- plot the results as a function of temperature or time 
- save results to a user defined „.dat‟ file 
 
All of the programmes used are intertwined so that the whole measurement process 
happens smoothly and efficiently. This means that the user only needs to call one single 
function to initiate the equipment for either isothermal, or temperature scans and can 
watch the results outputted on-screen in real time throughout the experiment. 
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3.1.3.2 Communications 
The computer needs to communicate directly to three separate devices in order to 
perform all the necessary tasks involved in the measurement procedure. These are two 
digital multi-meters (DMM) and the temperature controller on the furnace. It 
communicates with these devices in a variety of ways. 
Modbus Protocol 
The Modbus protocol is a serial communications protocol published by Modicon in 
1979 that is used with RS232 and RS485 serial interfaces. It is a request and reply 
based system in which the „master‟ asks the „slave‟ to perform a task, the „slave‟ then 
performs that task and sends a response back to the „master‟. 
There are 3 types of Modbus protocol 
1. American Standard Code for Information Interchange (ASCII) 
– Data bits are coded in hexadecimal. 
– Messages consist of 7 bytes.  
2. Remote Terminal Unit (RTU)  
– Data bits are coded in binary. 
– Messages consist of 8 bytes.   
3. (TCP)  
– RTU protocol embedded into TCIP packets. 
– For wireless and Ethernet connections.   
 
Eurotherm 2408 controllers only communicate using the Modbus RTU protocol and so 
this is the focus of this section. The steps required to successfully implement the 
Modbus protocol across an interface between a programmable logic controller (PLC) 
and another device are as follows. In this case the computer is the PLC and the 
„Eurotherm 2408‟ controller is the other device.  
Firstly, a serial cable is attached to the PLC (computer) and the other end to the device 
(Eurotherm controller). This can be done with RS232 since only one device is required 
to be controlled (one slave). 
Note: if more devices were added as slaves, a RS485 cable would be required. 
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The first serial interfaces were RS232 but the majority of more modern devices use the 
RS485 serial connections because they allow for 
- Faster data transfer. 
- Longer distances between „master‟ and „slave‟ devices. 
- Multi-drop networking for up to 32 devices. 
A null-modem cable is used because the data transmission line on the PLC end needs to 
become the data receive line by the time it reaches the controller, and vice-versa. In a 
null-modem cable this is done by switching pins 2 and 3 at one end. Once connected, 
the messages can be constructed and sent. The format of Modbus RTU messages is 
independent of the type of interface. The properties of Modbus RTU messages are 
shown in Table 3.1 and are structured in the following way 
- Device address – address of the receiver 
- Function code – code defining message type (read, write etc) 
- Data – Data block with values 
- Error check – test for communication errors  
 
Property Modbus / RTU 
Characters Binary 0...255 
Error Check CRC – Cyclic Redundancy Check 
Frame start 3.5 characters silence 
Frame end 3.5 characters silence 
Gaps in message 1.5 times character length 
Start bit 1 
Data bits 8 
Parity Odd / Even None 
Stop bits 1 2 
Table 3.1:  Properties of Modbus RTU messages. 
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Messages from the „master‟ are addressed to the „slave‟ and give commands that refer 
to specific parameter addresses. This prompts the relevant „slave‟ device not only to 
perform a task like read or write, but directs it to the parameter of interest. For example, 
to change the „set-point‟ of the furnace to 40°C one would need  
- the address of the device – 01 
- the command to overwrite a parameter – 01 
- the parameter address for the „set-point‟ – 02  
- the value to which it is to be changed – 40 
 
IEEE-488.2 Bus 
Interfacing with the multi-meters again is based on a request-reply system so that the 
messages tell the devices when to „talk‟ and when to „listen‟. However, the DMM‟s use 
an IEEE-488 interface, so they are incapable of receiving messages directly from the 
computer‟s serial ports. Therefore a device called the Tastronic TAS016 is used as a 
converter. The TAS016 receives and interprets messages sent by the computer via the 
serial interface. It then forwards the second part of the message (written for IEEE-488 
interfacing) to the DMM‟s. This process therefore requires a two-part message. Firstly, 
it tells the TAS016 what to do and to which device the message is to be sent. Secondly, 
it contains the information needed to program the DMM. This step is essential for the 
longevity of this equipment because as computing progresses, existing computers age 
and become outdated. The TAS016 makes it possible to connect programmable devices 
separated by decades of technological advancement. 
Programming the Digital Multi-Meters 
The device programming stage of the messages sent through the TAS016 is, of course, 
device dependent. Because each multi-meter acknowledges different command strings 
for programming its parameters. The newer HP-34401A, which measures the 
thermocouple voltage, is programmed with „Standard Commands for Programmable 
Instruments‟ (SCPI). This is an ASCII-based command language used in many 
measurement devices. It is based on a „tree system‟, i.e. headings of groups of 
parameters are classed as roots and other related parameters then branch off from them. 
All parameter names are written in words with a mix of capital and lower case letters. 
This makes navigation through the parameter lists logical and simple. For example to 
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configure the multi-meter to function as a sensitive voltmeter the command string 
would be 
SENSe:VOLTage:DC:RESolution MAX 
whereas the Datron 1071 labels all its parameters under function headings denoted by a 
letter. Ranges of these parameters are then listed in order of severity. Therefore using 
the same example as above the command would be 
A0F3R1 
where A0 puts the device in normal mode, F3 is for the DC voltage function and R1 is 
for maximum Range.  
3.1.3.3 Temperature controller 
The furnace used for the resistivity rig was an „Elite Thermal Systems Limited SOFC-
65‟. It is a tube furnace with a maximum set-point temperature of 1100°C. A tube 
furnace was desirable because it makes it possible to evacuate the sample chamber and 
back-fill it with gas to change the sample environment. The temperature of this furnace 
is monitored and controlled by a „Eurotherm 2408‟ temperature controller.  
The Eurotherm 2408 is a 1/8 DIN controller. It has an „N-type‟ thermocouple sensor 
calibrated in the range of -200°C to 1300°C. It is fitted with a RS485 communications 
serial interface and supports Modbus (RTU) protocols. There are programmes inbuilt in 
the controller that will allow set-point changes. However, these are limited to just 16 
phases. Thus it was necessary to have the set-point accessed by an external source. This 
would allow for complete control and the capability to run hundreds of temperatures in 
any given temperature scan. 
3.1.3.4 Resistance Bridge 
The resistivity of the sample is calculated from the measured potential difference across 
it given a known excitation current. The Linear Research Inc. LR-400 Resistance 
Bridge maintains an accurate, alternating current flow to the 4-point probe rig and 
across the sample. An analogue signal is sent to the Datron 1071 digital multi-meter. 
The Datron 1071 digital multi-meter (DMM) is programmed to function as a very 
sensitive voltmeter. It is configured using the command strings addressed to device 
number 4 from the TAS-016 converter across the GPIB bus. Configuration sets the 
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measurement parameters to maximum resolution, minimum range and resets the Datron 
1071 to a „ready state‟. The DMM is continuously sent an analogue signal from the 
resistance bridge and is triggered to listen to that signal and convert it from analogue to 
digital before relaying it back to the computer 
 
3.1.4 Measurements 
3.1.4.1 Sample Temperature Measurement 
A K-type thermocouple is positioned at the heart of the resistivity rig as a sensor of the 
sample environment inside the furnace. Thermocouples work because of the voltage 
that is produced at the interface between two different metals that are put in contact 
with one another. The magnitude of this voltage is temperature dependent. Therefore, 
by measuring the voltage, the ambient temperature can be determined. In the high 
temperature resistivity system, the K-type thermocouple is used to determine when the 
sample chamber reaches a stable enough temperature for resistivity measurements to 
take place. A temperature dependent voltage is read from the HP-34401A DMM and 
converted with the use of a standard K-type thermocouple look-up table. Not all 
thermocouples are the same although they will all follow a linear relationship with 
temperature. Calibration is still required to adjust the absolute values of temperature 
read from the thermocouple. This was completed by way of a temperature scan through 
the range of 50ºC to 1000ºC with steps of 10ºC. The results were plotted against the 
known set-point temperature of the furnace as shown in Figure 3.7.  
 
 
Figure 3.7:  Results for thermocouple calibration scan. 
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A least squares fit gives the equation of the straight line so it could be shifted to match 
the straight line of y=x. The equation of the fitted straight line was                  
and the quality of fit parameter          . Hence the readings from the 
thermocouple were adjusted accordingly on recording the results of the temperature 
scans. 
A few single set point temperature scans gave an estimate of the systematic error for 
temperature measurements. Fluctuations were seen at a stable temperature giving a 
measurement error of     ºC. Furthermore, over the course of the six hour scan, an 
undulation of furnace temperature is seen with an amplitude of approximately 1ºC, as 
seen in Figure 3.8. This undulation is seen in all isotherm scans. Therefore, its effect 
can be eliminated by making the period between temperature settling and taking the 
measurement consistent for each set point. Consequently, the total error in temperature 
measurement can be reduced by simply taking the mean measured value of multiple 
measurements.  
 
 
Figure 3.8: Settling and fluctuation of furnace temperature measured with the thermocouple. 
Furnace set-point changed from 60oC to 70oC. Measurements were taken before least squares 
correction accounting for the difference between the scale and the furnace set-points. 
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3.1.4.2 Resistivity Measurement 
The 4 point probe high temperature resistivity rig is positioned inside the furnace. The 
current received down the wires from the resistance bridge is passed through the sample 
via the two outermost probes. The innermost probes are used by the resistance bridge 
for measurement of the potential difference across a known length of the sample. 
Another four point probe measurement method is the Van Der Pauw method. This is 
very common amongst electrical resistivity measurements. In the Van Der Pauw 
method, the probes are positioned in a square. Unlike the linear probe orientation that is 
adopted for this system, the size and shape of the sample measured in the Van Der 
Pauw method is not important as long as it has one flat and smooth surface. However, 
the four point probe system used for low temperature electrical resistivity 
measurements in this thesis uses the linear probe orientation. Therefore, this is preferred 
in the high temperature measurement system to allow for measurement of the same 
samples in both systems.  
 
 
Figure 3.9:  Resistance measurement 4-point probe method. 
 
When the voltage reading gets back to the computer the calculation of the resistance is 
made using a rearrangement of Ohm‟s law. 
       (3.1) 
Resistivity is calculated from this resistance value and the dimensions of the sample. 
   
  
 
 (3.2) 
The main limitations for the resolution of resistivity scans is the accuracy of the 
distance measurements between the voltage pick up probes and the minimum size of the 
V
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temperature steps that can be made by the furnace. The delay in the temperature rise of 
the sample environment is such that the furnace will overshoot small temperature 
changes. This extends the settling time and requires cooling before measurements can 
take place, which can be destructive to a specimen that undergoes non-reversible, or 
time dependent phase transitions. To avoid this, measurement scans are programmed 
for large temperature intervals. Resistivity and temperature measurements are then 
recorded at small steps during the slow temperature ramping procedure. This results in 
shorter durations for temperature scans due to fewer programmed set points and 
improves resolution. A measurement scan of Ti0.85V0.15 showing its structural phase 
transition at high temperature is given as an example below in Figure 3.10. The 
transition temperature is consistent with the phase diagram and values obtained for the 
Ti1-xVx compound series [77].
 
 
 
Figure 3.10:  Electrical resistivity of Ti0.85V0.15 with evidence of a structural phase transition at 
high temperatures. Data was obtained using this system. 
 
Obviously, the quality of the sample and its surface plays a critical role in the accuracy 
of the measurements. When preparing for high temperature measurements, it is 
therefore, particularly important to consider the sample environment. Evacuation of the 
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sample by minimising contamination thereby enhancing the reliability of any results. 
This is done in two stages. Initially the chamber is roughed out with a rotary pump 
down to a pressure of approximately 2x10
-2 
mbar. Then a diffusion pump improves the 
vacuum by taking the pressure down to less than 2x10
-5
 mbar before a measurement 
scan is started.  
 
3.1.5 Discussion 
3.1.5.1 Measurement scans 
Each set point takes approximately 25 minutes to settle before a set of measurements 
are taken. Therefore, a full temperature scan including heating and cooling cycles in the 
temperature range of 25ºC – 1000ºC is very lengthy. In order to reduce the time spent at 
high temperature, and therefore reduce the potential for contamination, scans typically 
use large steps between stabilised measurement temperatures of between 10ºC and 
25ºC. On its own, this is clearly insufficient to produce the resolution required for the 
analysis of the electrical resistivity of a compound. The very slow ramp speed of the 
furnace offers a solution to this problem. A measurement is taken every 2ºC during the 
ramp between set point temperatures whether the temperature has settled or not.  This 
allows for larger step sizes between set temperatures and increases the resolution of the 
measurement scans. The program also enables the user to assign smaller temperature 
steps across a particular temperature range within the full scan. This is a useful feature 
that enables the user to increase the resolution of a scan around a known transition 
temperature as required. 
The measurement accuracy of the high temperature resistivity measurement system 
depends on the correct measurement of sample temperature, sample dimensions and 
distance between voltage pick-up probes, as well as sample surface quality and the 
consistency of the applied current. The error in each measurement is calculated and 
stored in a data file along with the temperature, resistance and resistivity results. The 
measurement errors are reduced by taking multiple measurements and using the mean 
value in calculations. The measurements have been shown to be reproducible over 
multiple high temperature scans. However, the thermocouple values drift over time and 
must be re-calibrated regularly. 
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Screen prompts guide the user through the initial process of inputting all the required 
information for the measurement scan including sample name, sample dimensions, scan 
parameters, file name and file directory. Once this information has been entered, 
communications to all devices are opened and the scan commences. A graph of the 
resistivity against temperature including error bars is plotted in real time on the screen 
throughout a measurement scan. Furthermore, the present and three most recent 
temperature settling curves are displayed in a separate window. This allows the user to 
check on the progress of the measurement scan at any time during an experiment. On 
completion of the scan, the furnace is programmed to return to 25ºC and 
communications to all devices are closed. The results can then be accessed via the data 
file produced at the start of the scan and imported for analysis.  
3.1.5.2 Suggested improvements 
Many adaptations to the resistivity rig have been made as thorough testing has revealed 
problems and possible improvements of its functionality. The most significant of these 
developments was using springs to push the wire directly onto the sample without the 
need for welding tips. This resulted in the removal of a weak and brittle link between 
wire and tip which had caused many problems with sample contact at higher 
temperatures.  
Further developments outlined here have been proposed as changes for a resistivity rig 
„mark 2‟ for which work has now begun. 
- Larger holes for reduced friction of end plate mechanism. 
- Larger diameter ceramic rod to increase space and make it more user 
friendly for sample changes. 
- Use a machineable ceramic with zero porosity to accelerate evacuation, 
improve adherence of the high temperature ceramic and reduce potential 
for contamination. 
 
The communications and programs written for control and automation of measurement 
scans all function correctly and can be left unchanged for immediate use with the new 
rig. The code that enables temperature scans is given in appendix section B.1. 
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3.2 Sample Preparation 
3.2.1 Argon Single Arc Furnace 
To form the alloys Cr2VX first the correct amounts of the individual elements had to be 
calculated and measured out. The mass to be measured of each element depends on 
their proportions in the alloy and their atomic weight. After calculation was completed, 
the amounts were measured out as accurately as possible, ensuring all apparatus were 
clean and that the materials were not touched directly by hands contaminating them 
with grease from the fingers. 
Keeping a record of these measurements and the error involved in the process, the 
materials were then placed into an argon single arc furnace. The individual elements sit 
on a Cu hearth which is cooled with water to ensure that only the sample melts. With 
this set of samples, the Z element was placed at the bottom of a pile with Cr and V lying 
on top inside the furnace. This arrangement was selected as the Cr and V have high 
melting points and could be heated directly. The Z elements were placed underneath 
because they require less heat to melt. Also the Ge and Si are semiconductors and using 
the heat from the molten Cr and V to melt them is easier than trying to hold the arc 
directly over them. 
Argon is introduced into the arc furnace after a vacuum pressure of about 10
-2
 mbar is 
attained. It is then pumped out to create another vacuum before more Argon is allowed 
to enter the sample chamber. This cycle is performed three times. It is a process that 
helps to remove any impurities in the furnace and when the Argon fills the furnace for 
the melting itself, it acts as a neutral environment so that no unwanted reactions occur 
with the molten material. This is a particular risk with materials such as titanium and 
aluminium since they oxidise very quickly as liquids. Therefore, a specimen of titanium 
is placed in the furnace separate to the sample. This specimen of titanium is melted first 
to ensure that the environment inside the furnace is free from oxygen.  
If the titanium has a white powder on it after cooling (titanium oxide), it is a sign that 
some oxygen remains in the environment and thus the furnace requires proper sealing 
and evacuation before melting can take place. 
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The furnace heats the sample using a tungsten needle, which transports a very large 
current. The needle can be moved around the inside of the furnace to localise the heat 
being applied via the arc, which is struck up on the end of it. In just a matter of seconds 
the sample material begins to glow and fuse together. The sample is allowed to re-
solidify and then it is turned over using the end of the needle and re-melted four times 
to ensure homogeneity. 
After cooling, the sample is weighed again to measure its percentage weight-loss due to 
evaporation in the melting process. A high weight-loss causes a difference in 
stoichiometry since not all the evaporation would be attributed to a particular element 
or set of elements in the composition. This would result in an uncertainty of the 
composition of the compound and thus conclusions dependent on the precise 
stoichiometry would be called into question. 
 
3.2.2 Spark Eroder 
The spark eroder uses an un-intrusive method of cutting the alloy. It holds a large 
potential difference between a wire and the sample of about 2kV. The system is lowered 
into a dielectric fluid and as the wire is lowered onto the sample, it causes sparks across 
it and cuts the sample without altering its structure. Using this equipment, a stick of 
rough dimensions 1x1x20mm is cut. This stick is made for use in an experiment to 
calculate the resistivity of the sample over a given temperature range. The end of the 
sample is cut off as a dome shaped sample of mass approximately 1g for use in a 
specific heat experiment and the remainder of the alloy is crushed into a fine powder of 
particle size no greater than 250μm for X-ray diffraction.  
 
3.2.3 Heat treatment & Annealing 
When a sample is powdered, a lot of force is used to crush it and this causes internal 
stress and deformation of the crystal lattice. These stresses and deformations result in a 
diffraction pattern with significant peak broadening. Peak broadening can cause peaks 
close together to overlap and this makes the sample more difficult to index properly and 
thus more difficult to characterise.  
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Annealing is the reduction of internal stresses in a sample by heating the material to a 
high temperature, causing atomic mobility. The heat treatment allows the atoms to relax 
into their positions in the lattice crystallising without deformation. This process 
improves the definition and causes narrowing of peaks in X-ray and neutron diffraction 
patterns. The heat treatment is followed by either quenching or slow cooling. 
Heat treatment of a sample can also be used as a method for finding out if there are any 
structural phase transitions at high temperature. When a material is heated past a 
transition temperature and then quenched into cold water to cool it quickly, there is not 
enough time for all the atoms to relax into their room temperature structure. This leads 
to a diffraction pattern with peaks from two separate structural phases; for example, a 
high temperature Austenitic phase and a low temperature Martensitic phase. 
The method for the annealing process is as follows. The sample is placed into a quartz 
ampoule. Air is evacuated and then argon is flushed in up to a little less than 
atmospheric pressure. This evacuation and flushing procedure is repeated three times to 
ensure that all the oxygen is taken out of the sample container. There is a final back fill 
of argon at a low pressure and the ampoule is closed. This seals in an inert environment 
and partial vacuum in which, heat treatment can take place. The pressure of the argon 
atmosphere is determined such that the gas is at atmospheric pressure at the annealing 
temperature. This reduces any force felt by the quartz container, which is softened by 
the high temperature. The sealed ampoule containing the sample is then placed in a 
furnace at 800ºC for three days until being quenched or slow cooled depending on the 
purpose of the heat treatment.  
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3.3 Neutron Diffraction 
Neutron diffraction experiments were undertaken on the instrument D2B at the ILL. 
These were performed with the use of a furnace allowing measurements to be taken up 
to 900ºC. D2B is a high resolution powder diffractometer. 28 Ge crystals positioned at a 
take-off angle of 135º to coincide with the (115) reflexion were used as a 
monochromator. The crystals diffract neutrons of wavelength         into the 
instrument. High resolution scans were taken in the 2θ range of 10º - 165º with a step 
size of 0.05º. The instrument layout is shown in Figure 3.11 below. 
 
Figure 3.11: D2B high resolution diffractometer instrument layout [78]. 
 
The powdered sample was placed in a capsule made of vanadium and the air was 
evacuated from it before the measurement to ensure that no oxidation takes place even 
at high temperatures. Vanadium has approximately zero coherent scattering length and 
so the neutrons pass through it unaltered from their initial states. Consequently there is 
zero contribution to the peak intensity from the sample holder in the diffraction 
patterns. This makes specimen characterisation simpler since only background 
subtraction is required to isolate the peaks attributed to the sample. 
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3.4 X-ray diffraction 
Room temperature X-ray diffraction experiments were performed with a Siemens 
D5000 diffractometer with a copper target at an excitation of 40kV and 30mA. 
Measurements were taken for the 2θ range of 15° - 100° at a speed of 0.5°/min with a 
resolution of 0.05°. Sample holders for this system were made of plastic and no holder 
scattering was detected in the resulting diffraction patterns.  
 
 
Figure 3.12: Siemens D5000 X-ray diffractometer used for all room temperature structural 
characterisation measurements of powder samples in this thesis. 
 
A second diffractometer was used for measurements in other environmental conditions. 
This was a Philips PW2233/20 with a copper target. X-ray generation values were the 
same as with the Siemens D5000 except the current supply was a 20mA rather than 
30mA. Two different vacuum chambers could be attached for high or low temperature 
measurements. The high temperature rig used a resistive heating element measuring up 
to a maximum temperature of 500ºC while the low temperature rig pumped a 
continuous flow of liquid nitrogen through the chamber to cool the sample to a 
minimum temperature of 80K. The sample holders in the high and low temperature rigs 
were made of copper. The scattering caused by these had to be included in the model 
for structural characterisation of the samples.  
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3.5 Low temperature resistivity measurements 
Low temperature resistivity measurements were performed using a system developed at 
Loughborough University. The underlying measurement principles and the sample 
chamber evacuation procedures are the same as those already described in section 3.1.4. 
However, the structure of the rig, materials and temperature control mechanisms are 
quite different.  
The system layout for the low temperature resistivity measurement system is shown 
below in Figure 3.13. 
 
Figure 3.13: Low temperature resistivity measurement system layout [64]. 
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An Oxford Instruments ITC 503 temperature controller was used for system 
temperature control. This works in conjunction with an Oxford Instruments Silicon 
Diode temperature sensor and 40W heater block placed just beneath the Sapphire 
sample base plate inside the chamber. A low excitation current of      is supplied to 
the Silicon Diode by the temperature controller and the voltage drop is fitted to a 
standard curve in the controller‟s memory. The temperature controller then uses 
proportional, integral and derivative (PID) values to gauge the amount of heating 
required to attain the desired set point as efficiently as possible.  
Cooling power is supplied continuously throughout a measurement scan facilitated by 
Air Products CSA-202 Dysplex closed cycle Helium Compressor and HV-202 expander 
module. The cooling system has the potential to reach an absolute minimum 
temperature of 10K. However, in practice there is too much thermal loading for this and 
so typical measurement scans are run over the temperature range of 296K to 32K.  
Low temperatures do not cause such problems for material selection as are encountered 
for the high temperature resistivity system. The main points to consider are the thermal 
and electrical conduction of the materials used for particular purposes within the 
system, and the minimising of undesired heat introduction. Key areas for these 
considerations are listed below 
 Sample base plate: Made of Sapphire, it acts as a good electrical insulator 
isolating the sample, and a good thermal conductor to allow heat from the 
sample to dissipate into the large thermal loads and cooling system below it 
 Sample probes: Gold plated for good electrical conductance 
 Wiring:  Wiring is thermally anchored at the 70K stage to reduce resistive 
heating 
 Radiation shielding: 2 radiation shields are positioned between the sample and 
the vacuum sealed outer shell to further reduce heat conduction and radiation 
from the outside 
A schematic of the rig and its measurement environment is given in Figure 3.14.  
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Figure 3.14: Low temperature resistivity measurement environment [64].
1. O ring vacuum seal 
2. High vacuum pumping line 
3. O ring vacuum seal 
4. 10K cold head and base-plate 
5. Miniature Silicon Diode 
temperature sensor 
6. Sapphire disc 
7. Sample 
8. Spring loaded, gold plated contact 
probes 
9. Inner radiation shield 
10. Insulating probe holder assemble 
11. Spring 
12. Heater unit 
13. Intermediate radiation shield 
14. Vacuum enclosure 
15. 70K stage 
16. Thermally anchored wiring loom 
17. Vacuum lead through for electrical 
connections 
18. Expander module piston assembly 
Expander Module Motor 
75 
 
3.6 Magnetisation Measurements 
A SQUID magnetometer was used to measure the magnetisation of each sample at 
constant temperature whilst the magnetic field strength was varied up to a maximum of 
5.5T. Isotherms from 350K to 5K were measured and Arrott plots of these results were 
then analysed to determine the magnetic characteristics of the samples using the 
criterion explained in section 2.4.3. The measured magnetic moments were then 
compared to the values obtained through band structure calculations in the literature.  
 
 
Figure 3.15: Cut away view of SQUID magnet, sensing coils and sample transport tube 
according to Quantum Design [79]. 
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The SQUID magnetometer used was a Quantum Design, Magnetic Property 
Measurement System (MPMS). It consists of a SQUID detection system, a Helium 
dewer and a control computer for measurement scan automation. The applied field was 
facilitated by a reversible superconducting magnet made of Nb3Sn which has a critical 
temperature of 18K and a critical magnetic field of 24.5T. The 
4
He dewer was designed 
to accommodate the measurement instruments such that the SQUID detection system, 
sample environment, superconducting magnet and temperature control systems all sit in 
liquid 
4
He. The SQUID capsule containing the sample transport tube, superconducting 
magnet and sensing coils can be seen in Figure 3.15 above [79]. 
The theory behind the operation of SQUID magnetometers is well documented [80]. 
Therefore, we shall only discuss the essentials here. The detection system involves a 
sensing loop, a superconducting transformer with a radio frequency interface, a radio 
frequency shield and a SQUID sensor. The SQUID sensor consists of a coil of 
superconducting wire and a superconducting ring that has a small insulating gap called 
a Josephson junction. As the sample is passed through the coil, a flux is picked up in the 
SQUID ring and quantised by the Josephson junction. This quantisation of flux occurs 
because conduction electrons in a superconductor condense into pairs of opposite 
momentum and spin called Cooper pairs. These Cooper pairs can tunnel through the 
insulating junction but their wave functions undergo a phase shift that causes 
interference. The phase difference   can be expressed as 
   
   
  
 (3.3) 
where   is the flux passing through the sensing loop and    is the flux quantum, given 
by 
    
 
  
 (3.4) 
where    is the charge of a Cooper pair [81]. For every change of flux quantum 
detected, a voltage pulse is induced in the sensing loop and amplified before being 
passed to the SQUID sensor through the RFI transformer. The signal is then used to 
calculate the magnetisation of the sample.  The MPMS SQUID sensor is sensitive to a 
maximum resolution of         facilitating the measurement of samples with very 
small magnetic moments.  
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3.7 Tri-arc single crystal growth 
The technique of using a tri-arc furnace to facilitate crystal growth was utilised in an 
attempt to grow a single crystal of Cr2VAl. The furnace works in the same way as the 
single-arc furnace described in section 3.2.1, but instead of one conduction arc being 
struck-up on the sample, there are three. The three electrodes are positioned over the 
sample (an ingot, pre-formed in the single arc-furnace) by manually moving the arms 
into place and three separate generators deliver a continuous voltage of up to 100V. 
Both the copper hearth and the furnace walls are water cooled and the generators are air 
cooled to prevent overheating. Argon is constantly pumped through the chamber and 
out through a release valve during the growth process to ensure an inert atmosphere. 
Once the sample is molten and kept at a stable temperature, the tip of a needle is 
lowered into it and withdrawn at a rate of approximately 1-10 mm/hr. This is controlled 
by a motor slowly turning a screw thread which gently rotates the needle around its axis 
and withdraws it. The process is slow enough that the liquid metal crystallises on the tip 
of the needle like a stalactite forming in reverse. Over many hours, this slow 
crystallisation allows the crystal to grow in some preferred orientation, ideally resulting 
in a single crystal.  
 
 
Figure 3.16: Crystal growth inside a tri-arc furnace. The three arcs glow bright green;  
Markers indicate a) Needle withdrawing from liquid sample; b) Molten sample of Cr2VAl. 
 
 
a) 
b) 
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3.8 Laue Diffraction 
A single crystal of Cr2VAl was identified by taking Laue diffraction photographs. The 
instrument used was the „Orient Express‟ at the ILL. A polychromatic neutron radiation 
source is fired at the crystal. The multiplicity of wavelengths results in several sets of 
planes being correctly oriented to cause Bragg diffraction for wavelengths satisfying 
equation (2.2) on p23. An array of diffraction spots are produced on a photographic 
plate, each one relating to a particular set of [hkl] planes. The resulting diffraction 
patterns can be used to determine the orientation and structure of the crystal. Spots 
become smeared and distorted if the crystal is polycrystalline.  
Two goniometers are used to align the crystal along one of the axes of symmetry. 
Exposure times required for this is only a few seconds making crystal orientation a 
quick and easy process. If after orientation and translation, photos in the same plane are 
equivalent, it shows that the crystal is a single crystal. Detailed information and an 
instrument specification is given in [82]. 
 
 
Figure 3.17: Instrument photo of Orient Express Laue diffractometer. 
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3.9 Surface analysis 
Surface analysis was required to analyse a surface of a Cr2VGa0.75Al0.25 sample when 
spark eroding uncovered a patch of an unidentified phase. The following two 
experiments were used to identify the atomic composition of the material‟s surface in 
the main ingot and in the unidentified patch. 
3.9.1 Scanning Electron Microscopy (SEM) 
SEM measurements give high resolution pictures of the surface of a material. The 
instrument used in this work was a Cambridge Instruments (LEO)S360 electron 
microscope in the department of materials at Loughborough University. The instrument 
has a secondary electron detector for surface imaging. The maximum resolution of the 
electron microscope under ideal conditions and suitable samples is of the order of 5nm. 
For the purposes of the images taken in this study, a resolution of the order of 200 m 
was sufficient. The subsequent images clearly showed the existence of two phases 
within the ingot. This is shown in Figure 3.18 below.  
 
 
Figure 3.18: SEM image of the surface of a sample of Cr2VGa0.75Al0.25 with highlighted sections 
for measurement with X-ray Photoemission Spectroscopy. 
 
3.9.2 X-ray Photoemission Spectroscopy (XPS) 
It was then necessary to find out the compositions of the two phases and this was done 
via X-ray photoemission spectroscopy. Analytical instrumentation attached to the SEM 
system includes Oxford Instruments Inca, X-ray analysis systems. An electron beam is 
fired at the surface of the sample. Some of the electrons scatter with electrons in atoms 
      
Section 1 
Section 2 
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on or near the surface of the sample leading to photons being emitted from the sample. 
These photons are characteristic of the atom from which it was expelled. This process 
occurs by the same mechanism as used in X-ray production for diffraction experiments 
as described in section 2.2.2. Analysis of the photon wavelengths identifies the atomic 
species present within the surface at that point and their relative concentrations. 
Therefore it is possible to ascertain the stoichiometry of the material and, by extension, 
the sample quality. This was utilised for the sections of the surface of Cr2VGa0.75Al0.25 
described and identified in the previous section with the SEM images.  
 
       
       
 
 
It was confirmed that the sample had not melted properly and had not formed a single 
phased ingot. One phase consisted almost entirely of pure Chromium and the other was 
a compound containing all four atomic species. Consequently the sample was discarded 
and a new one was synthesised for characterisation, the results for which, are given in 
section 4.2.1.3.  
Element 
Atomic 
Concentration 
Cr 43.14 % 
V 28.50 % 
Ga 20.67 % 
Al 7.69 % 
Element 
Atomic 
Concentration 
Cr 99.69 % 
Ga 0.31 % 
Figure 3.19: XPS results taken of a) Section 1 and b) Section 2; of Cr2VGa0.75Al0.25 
surface shown in Figure 3.18. 
keV 
keV 
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4 Results and Discussion 
In this chapter all the experimental results will be presented and discussed. Throughout 
this thesis several Cr and V based compound series are structurally characterised with 
X-ray diffraction measurements at room temperature. The magnetic response of each 
compound is measured with a SQUID magnetometer in the temperature range from 5K 
to 350K. Resistivity measurements are used to identify and analyse any phase 
transitions that are encountered in the temperature range between 32K and 296K. High 
temperature characterisations are made using neutron diffraction and resistivity 
measurements as and when the investigation requires them. These high temperature 
measurements generally apply to the compound series Cr2VGa1-xAlx (x = 0, 0.25, 0.5, 1) 
and Ni2-xMn1+xGa (x = 0, 0.2, 0.4, 0.6, 0.8, 1).  
With such a large number of experiments, it is convenient to organise the results into 
four distinct sections. The first section will be dedicated to the parent compounds 
Cr2VX (X = Al, Si, Ga, Ge), their characterisation and the discussion of key concepts 
surrounding them. The second section will give details on the subsequent investigation 
into the crystallographic structure of the alloy series Cr2VGa1-xAlx (x = 0, 0.25, 0.5, 1), 
where some interesting high temperature behaviour is identified, explored and 
discussed. The third and fourth sections are devoted to the alloy series Cr2-xFexVSi (x = 
0, 0.5, 1, 1.5, 2) and Cr2-xFexVAl (x = 0, 0.5, 1.5, 1), where the lack of magnetic 
response of these compounds is investigated. Finally the compound series Ni2-xMn1+xGa  
(x = 0, 0.2, 0.4, 0.6, 0.8, 1) is discussed in the context of high temperature order – 
disorder transitions specifically by means of resistivity measurements.  
4.1 Parent compounds Cr2VX (X = Al, Si, Ga, Ge) 
As indicated in section 1.1, the Heusler compound series of main interest in this thesis 
is Cr2VX (X = Al, Si, Ga, Ge). These compounds are investigated in order to follow up 
claims of ferrimagnetism and near half-metallicity as predicted by theorists by way of 
band structure calculations [1]. Magnetic responses were measured with the SQUID 
magnetometer, resistivity measurements were done at low temperatures, and structural 
characterisations were performed with X-ray diffraction at room temperature (see 
Chapter 3 for instruments and experimental methods). 
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4.1.1 Cr2VAl 
4.1.1.1 Structure 
X-ray diffraction results for Cr2VAl are displayed in Figure 4.1. As will be the case for 
all refinements shown in this thesis, the red points are the raw experimentally observed 
intensities, the black line is the model calculated by Rietveld refinement, the green 
markers indicate the positions of Bragg reflections and the blue line is the displaced 
difference between calculation and observation. 
 
 
Figure 4.1: X-ray diffraction pattern and refinement (       ) for Cr2VAl. 
 
The three peaks shown in Figure 4.1 are the (220), (400) and (422) principle reflexions 
of the Heusler structure. The absence of the (111), (200), (311) and (222) peaks are a 
sign that the structure crystallises in the disordered A2 structure with space group 
      rather than the ordered L21 structure with space group     . In section 2.2.3, it 
was calculated that X-rays only produce these peaks with very low intensity and so may 
not have sufficient resolution to make the distinction for this compound. However, even 
taking very long measurements at increased resolution and intensity, there is zero 
intensity where the (111) and (200) reflexions should appear. Therefore, we can assume 
that the compound has crystallised in the A2 disordered structure.  
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This is supported by room temperature neutron diffraction results shown in Figure 4.2, 
where again, the (111), (200), (311) and (222) peaks are absent.  A small impurity 
phase consisting of pure Cr was identified in the neutron diffraction sample. Cr 
crystallises in the A2 structure with space group       and lattice parameter 
        . 
 
Figure 4.2: Neutron diffraction pattern and refinement (       ) of Cr2VAl. 
 
Structural information for the compound gathered by X-ray diffraction measurements is 
given in Table 4.1. 
 
 
 
 
 
 
 
 
             Table 4.1: Cr2VAl structural parameters. 
Cr2VAl 
Weight-loss = 0.39% 
Structure A2 
Space Group        
Site  
occupancies 
2a (000)     
 
   
 
  
Lattice  
parameters 
                
Cell volume                    
84 
 
4.1.1.2 Resistivity 
Low temperature resistivity measurements for Cr2VAl were taken over the temperature 
range 296K – 32K. The temperature dependence of the resistivity is very low and the 
overall gradient is negative as shown in Figure 4.3. The value of the resistivity  
(~140 µΩ·cm) is too low for classification as a semiconductor. Therefore the compound 
must be thought of as metallic, despite the negative temperature dependence.  
 
 
Figure 4.3: Low temperature resistivity measurements for Cr2VAl. 
The two linear sections of the cooling scan are indicated by fitted lines that meet at 155 ± 2K. 
 
The overall resistivity drop is just 0.86%, which makes both a classification of the 
compound and the small change in gradient at 155 ± 2K difficult to characterise with 
confidence. The change of gradient is marked in Figure 4.3 as the point of intersection 
of the two fitted, black lines drawn on top of the cooling scan data. High intensity low 
temperature X-ray diffraction measurements were taken at 80K to investigate the cause 
of this change in gradient. No structural transformation or evidence of atomic ordering 
was found when compared to the room temperature measurement. This is seen in the 
diffraction patterns shown in Figure 4.4, where only background intensity is measured 
in both scans within the angular region 15º - 35º. This is the angular range, within 
which the order dependent (111) and (200) peaks would be expected if any structural 
ordering had taken place at low temperature.  
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Figure 4.4: X-ray diffraction patterns of Cr2VAl at room temperature (red) and 80K (blue). 
Green markers indicate the expected peak positions of the (111) and (200) reflections.  
Zero peak intensity is found despite measuring 5 times longer than standard, 0.01 º/min.  
 
A neutron diffraction measurement was also taken at 5K. This also shows no evidence 
of any atomic ordering at low temperatures giving further evidence of structural 
stability. The diffraction pattern, refinement and associated crystallographic information 
obtained from this measurement are given in the appendix section A.1.1. When 
measured with the SQUID magnetometer, no change in the behaviour of the magnetic 
response was detected between room temperature and 100K (results of magnetisation 
measurements will be given and discussed in the following section). This is not a 
definitive indication that there is no low temperature structural change. However, all 
this experimental evidence suggests that the change in gradient seen in the resistivity 
data may be caused by some impurity effect rather than being attributed to a property 
change of the compound itself.  
 
   
 
 
 
 
(111) (200) 
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4.1.1.3 Magnetisation 
Magnetisation measurements were taken using the SQUID magnetometer for a variety 
of stable temperatures across changing magnetic fields. Figure 4.5 shows the 
magnetisation data of 10 isotherm measurements. The magnetisation is very small and 
there is not much spread between the isotherms. The linear relationship that exists for 
all isotherms above the field of 0.75T suggests that the sample is weakly paramagnetic. 
 
 
Figure 4.5: Magnetisation isotherms for Cr2VAl  
normalised to the mass of the powder sample. 
 
The total magnetic moment of the compound was calculated using the magnetisation at 
5K and the maximum magnetic field of 5.5T in equation (2.39).  
         
         
    
  
The magnetic moment of                 is far from the value of            
predicted with the Slater-Pauling rule. This is unexpected because the Slater-Pauling 
rule is only dependent on the number of valence electrons within the compound, not on 
the structure or the level of disorder in the system. The very low moment combined 
with the apparent temperature independence of the magnetisation suggests that the 
conduction electrons, rather than the electrons confined to the ion cores, are responsible 
for the magnetism in this compound. Hence, the density of states       and the 
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paramagnetic susceptibility    were calculated using the theory of Pauli paramagnetism 
which attributes weak paramagnetic behaviour to conduction electrons as described in 
section 2.4.2.  
Ferromagnetic materials have much larger susceptibilities than paramagnetic or 
diamagnetic materials. Therefore, any ferromagnetic impurities within the sample can 
drastically influence the calculation of the susceptibility for a paramagnetic compound. 
The effect of such impurities can be seen by looking at the plots of the magnetisation 
against magnetic field as shown in Figure 4.5 above. At low applied fields, the 
impurities dominate the magnetic response and the susceptibility is large. However, at 
high applied fields, the ferromagnetic impurities are saturated and the paramagnetic 
compound dominates the susceptibility. Plots of the susceptibility against the inverse of 
the applied magnetic field can be used to estimate the susceptibility at infinite field by 
extrapolating to the y-intercept,  
 
  . This serves as a method of nullifying the effect of 
ferromagnetic impurities on the calculation of the paramagnetic susceptibility. Using 
this approach, the temperature dependence of the susceptibility was plotted as shown in 
Figure 4.6. The plot is least squares fitted as                
           with a 
quality of fit parameter    1.47. Error bars of ± 0.5 mJ       were attributed to the 
calculation of the susceptibility extrapolated to  
 
   from the susceptibility against the 
inverse applied magnetic field curves.  
 
 
Figure 4.6: Temperature dependence of the susceptibility of Cr2VAl. 
Least squares fit    1.47 with error bars of ± 0.5 mJ       . 
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The point of intersection of the least squares fitted line with the y-axis  
(38.7 ± 0.26 mJT
-2
kg
-1
) represents the susceptibility at T=0K. From this the density of 
states at the Fermi level,      , at T=0K was calculated using  
    
 
 
    
        
This equation is (2.36) as obtained using the theory of Pauli paramagnetism in  
section 2.4.2. The density of states can be expressed as       = 2.72 ± 0.02  
      
       
 and 
is listed in Table 4.2 along with all the other magnetic properties found by 
magnetisation measurements for Cr2VAl including the differential of the density of 
states obtained from the gradient of the least squares fitted line in Figure 4.6 above.  
 
Cr2VAl 
Magnetic properties 
Total Magnetic  
Moment 
0.0151 
  
   
 
Density  
of States 
2.72 ± 0.02 
      
       
 
      
  
  -0.0011 
      
         
 
Paramagnetic  
Susceptibility 
38.7 ± 0.26  
  
     
 
Table 4.2: Magnetic properties of Cr2VAl. 
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4.1.2 Cr2VSi 
4.1.2.1 Structure 
The room temperature X-ray diffraction measurement for Cr2VSi shows a completely 
different structure to that of Cr2VAl. As shown in Figure 4.7, the 10 Bragg peaks are all 
from a single phased crystal structure known as the A15 structure which has the space 
group       and is described in section 1.6.   
A neutron diffraction study on the alloy series Cr3-xVxSi identified the A15 structure 
with a cubic lattice parameter of           for Cr2VSi. The lattice parameter was 
shown to fit linearly when plotted against the concentration parameter x across the 
series. This supported other studies on the compounds V3Si [47] and Cr3Si [55], which 
also show crystallisation in the A15 structure with the Si atoms preferring the (000) 
sites. In the A15 structure, the Cr and V atoms have the tendency to disorder because of 
their similarities in atomic size and electron number. The Si atoms take up the (000) 
position leaving the disordered Cr and V atoms to take up the (¼0½) sites.  
 
 
Figure 4.7: X-ray diffraction pattern and refinement (       ) for Cr2VSi. 
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Structural information for the compound as gathered from X-ray diffraction 
measurements is given in Table 4.3.  
 
Cr2VSi 
Weight-loss = 1.7% 
Structure A15 
Space Group        
Site  
occupancies 
2a (000) 2Si 
6c (¼0½) 4Cr, 2V 
Lattice  
parameters 
                
Cell volume                    
Table 4.3: Cr2VSi structural parameters. 
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4.1.2.2 Resistivity 
Low temperature resistivity measurements were performed across the temperature 
range from 296K-32K using the instrument and method described in section 3.5. As can 
be seen in Figure 4.8, the resistivity has an almost linear relationship with temperature 
between room temperature and about 50K. The gradient of the line is positive which 
shows that the compound is a metallic material and there is a total change in resistivity 
of 11% over the temperature range. Below 50K the resistivity begins to plateaux. This 
is because at very low temperatures the temperature independent residual resistivity 
becomes the dominant cause of electron scattering due to the lack of energy causing 
thermal vibrations within the metal.  
 
 
Figure 4.8: Low temperature resistivity against temperature scan for Cr2VSi. 
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4.1.2.3 Magnetisation 
Magnetisation measurements were performed using the SQUID magnetometer as 
described in section 3.6. Similarly to the data obtained for Cr2VAl, only a very small 
magnetic moment was measured at 5K and 5.5T. A magnetisation against applied 
magnetic field graph was drawn for the isotherms and, as shown in Figure 4.9, very 
little temperature dependence is seen. The linear magnetisation response with 
increasing field is seen for all temperatures suggesting paramagnetic behaviour. 
 
 
Figure 4.9: Magnetisation isotherms for Cr2VSi  
normalised to the mass of the powder sample. 
 
The total magnetic moment was calculated from the magnetisation at 5K and 5.5T to be 
               . The magnetism of the sample is attributed to Pauli paramagnetism. 
Therefore the magnetic moment is due to the paramagnetic response of the conduction 
electrons to the applied field. Analysis using the method described in section 2.4.2 
yields the density of states and paramagnetic susceptibility for the compound.  
The temperature dependence of the susceptibility was calculated accounting for any 
ferromagnetic impurities. The graph was least squares fitted               
          
with a quality of fit parameter     0.83 as shown in Figure 4.10. Error bars of  
± 0.5 mJ        were attributed to the calculation of the susceptibility from the fitting 
of the susceptibility against inverse applied magnetic field curves. 
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Figure 4.10: Temperature dependence of the susceptibility of Cr2VSi.  
Least squares fit    0.83 with error bars of ± 0.5 mJ       . 
 
The point of intersection of the least squares fitted line with the y-axis  
(28.1 ± 0.2 mJT
-2
kg
-1
) represents the susceptibility at T=0. From this the value of the 
density of states at the Fermi level,      , at T=0K was calculated. The value is 
expressed as 1.98 ± 0.02 states/eV·atom and is listed in Table 4.4 along with the other 
magnetic properties found by magnetisation measurements for Cr2VSi.  
 
Cr2VSi 
Magnetic properties 
Total Magnetic  
Moment 
0.0079 
  
   
 
Density  
of States 
1.98 ± 0.02 
      
       
 
      
  
  -0.0018 
      
         
 
Paramagnetic  
Susceptibility 
28.1 ± 0.24 
  
     
 
Table 4.4: Magnetic properties of Cr2VSi. 
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4.1.3 Cr2VGa 
4.1.3.1 Structure 
X-ray diffraction results for Cr2VGa are shown in Figure 4.11. The refinement had a 
quality of fit parameter of         and the structure was identified as A15 with space 
group       similar to Cr2VSi. 
 
Figure 4.11: Diffraction pattern and refinement (       ) for Cr2VGa. 
 
Structural information gathered through X-ray diffraction is given below in Table 4.5. 
Again the disorder in the structure is formed by Cr and V as they occupy the same 
(¼0½) set of positions within the lattice.  
Cr2VGa 
Weight-loss = 1.65% 
Structure A15 
Space Group        
Site  
occupancies 
2a (000) 2Ga 
6c (¼0½) 4Cr, 2V 
Lattice  
parameters 
                
Cell volume                    
Table 4.5: Cr2VGa structural parameters. 
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4.1.3.2 Resistivity 
Low temperature resistivity measurements were taken in the temperature range between 
32K and 296K. The absolute value of the resistivity is relatively high compared to the 
values seen for other A15 structure compounds within this series at base and room 
temperature. However, it is too low to class it a semiconductor. Furthermore, the 
positive gradient suggests metallic behaviour as the resistivity increases with 
temperature. The total change in resistivity over the measured temperature range is 
approximately ~17%.  
 
 
Figure 4.12: Low temperature resistivity of Cr2VGa. 
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4.1.3.3 Magnetisation 
The magnetisation measurements for the other compounds in this series have all 
resulted in very weak paramagnetic moments that are orders of magnitude smaller than 
those predicted by the Slater-Pauling rule. Cr2VGa is no different. The total magnetic 
moment at T=0K and B=5.5T is calculated to be                . However, similarly 
to the other samples measured in this series, the moment is thought to be attributed to 
the conduction electrons within the compound. Also, a contribution of the magnetic 
moment is thought to be due to magnetic impurities within the sample. The effects of 
the impurities on the magnetic response can be seen by the steep gradient at low applied 
field in Figure 4.13, indicating a large susceptibility. This is swamped at high field, 
where the gradient is shallower.  
 
Figure 4.13: Magnetisation isotherms for Cr2VGa  
normalised to the mass of the powder sample. 
 
Analysis of the Pauli paramagnetism for the compound using the method described in 
section 2.4.2 yields the density of states and paramagnetic susceptibility. The 
temperature dependence of the susceptibility corrected for the effect of magnetic 
impurities was plotted as shown in Figure 4.14. Error bars of ± 0.5 mJ        are 
attributed to the calculation of the impurity correction. The least squares fitted line 
               
          , with a quality of fit parameter    0.96, was used to 
extrapolate to the susceptibility at T=0,   = 30.7 ± 0. 17 mJT-2kg-1.  
 
0.00 
0.10 
0.20 
0.30 
0 1 2 3 4 5 6 
M
a
g
n
e
ti
s
a
ti
o
n
 [
(
J
/
k
g
·T
)
]
 
B field [T]  
5K 
25K 
50K 
75K 
100K 
150K 
200K 
250K 
300K 
97 
 
 
Figure 4.14: Temperature dependence of the susceptibility of Cr2VGa. 
Least squares fit    0.96 with error bars of ± 0.5 mJ       . 
 
Subsequently, the value of the density of states at the Fermi level,      , at T=0K was 
calculated to be 2.54 ± 0.014 states/eV·atom. All the magnetic properties found by 
magnetisation measurements for Cr2VSi are listed in Table 4.6 below. 
  
Cr2VGa 
Magnetic properties 
Total Magnetic  
Moment 
0.0125 
  
   
 
Density  
of States 
2.54 ± 0.014 
      
       
 
      
  
  -0.0017 
      
         
 
Paramagnetic  
Susceptibility 
30.71 ± 0.17 
  
     
 
Table 4.6: Magnetic properties of Cr2VGa. 
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4.1.4 Cr2VGe 
4.1.4.1 Structure 
X-ray diffraction results for Cr2VGe are shown in Figure 4.15. The refinement had a 
quality of fit parameter of         and the structure was identified as A15 with space 
group       similar to Cr2VSi. Structural information gathered through X-ray 
diffraction is given below in Table 4.7. Again the Cr and V atoms disorder and occupy 
the 6c (¼0½) set of positions within the lattice.  
 
 
Figure 4.15: Diffraction pattern and refinement (       ) for Cr2VGe. 
 
Cr2VGe 
Weight-loss = 1.55% 
Structure A15 
Space Group        
Site  
occupancies 
2a (000) 2Ge 
6c (¼0½) 4Cr, 2V 
Lattice  
parameters 
                
Cell volume                    
Table 4.7: Cr2VGe structural parameters. 
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4.1.4.2 Resistivity 
Low temperature resistivity measurements were taken for Cr2VGe using the 
instrumentation described in section 3.1. Figure 4.16 shows the results in the 
temperature range 32K to 296K. The scan shows the metallic nature of the compound 
as the resistivity increases approximately linearly with temperature throughout the 
temperature range. There is no evidence of any phase transitions across the observed 
temperature range.  
The overall resistivity drop between room temperature and base temperature is ~74%. 
This is significantly larger than is observed with the other compounds in the series that 
crystallise in the A15 structure. Furthermore the absolute value observed at base 
temperature is the lowest in the series. However, base temperature is not low enough to 
see the plateaux in the resistivity curve that signifies the value of the residual resistivity. 
This suggests that there are relatively few impurities in the sample. 
 
 
Figure 4.16: Resistivity of Cr2VGe using the low temperature measurement system. 
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4.1.4.3 Magnetisation 
Cr2VGe has another very small magnetic response in keeping with all the parent 
compounds measured in the series. The total magnetic moment of the sample at 5K and 
5.5T was found to be         
 
     . Figure 4.17 shows the temperature independent 
nature of the low magnetic response. 
 
 
Figure 4.17: Magnetisation isotherms for Cr2VGe 
 normalised to the mass of the powder sample. 
 
By analysing the magnetisation against magnetic field plot below using the method 
described in section 2.4.2, it is possible to obtain the density of states of the compound 
along with its paramagnetic susceptibility. The effect of magnetic impurities on the 
susceptibility has to be corrected for. As for the other parent compounds in this series, 
this is done by making an estimation of the susceptibility at infinite applied magnetic 
field for each isotherm measurement. The susceptibility for each temperature is plotted 
against the inverse applied magnetic field and the subsequent line is extrapolated to 
zero. Plotting each point against temperature yields the temperature dependence of the 
susceptibility of the compound, as shown in Figure 4.18. This plot was least squares 
fitted with                
           with a quality of fit parameter of    0.86. 
Error bars of ± 0.5 mJ        were attributed to the calculation of the susceptibility 
from the fitting of the susceptibility against the inverse applied magnetic field curves. 
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Figure 4.18: Temperature dependence of the susceptibility of Cr2VGe. 
Least squares fit    0.86 with error bars of ± 0.5 mJ       . 
 
The point of intersection of the least squares fitted line with the y-axis  
(22.8 ± 0.2 mJT
-2
kg
-1
) represents the susceptibility at T=0. From this the density of 
states at the Fermi energy       at T=0K was calculated and expressed in units of 
states/eV·atom as listed in Table 4.8 along with all the other magnetic properties found 
by magnetisation measurements for Cr2VGe.  
 
Cr2VGe 
Magnetic properties 
Total Magnetic  
Moment 
0.0069 
  
   
 
Density  
of States 
2.00 ± 0.02 
      
       
 
      
  
  -0.0015 
      
         
 
Paramagnetic  
Susceptibility 
22.86 ± 0.20 
  
     
 
Table 4.8: Magnetic properties of Cr2VGe. 
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4.1.5 Discussion 
Experimental characterisation results have been obtained for the parent compound 
series Cr2VX (X = Al, Si, Ga, Ge). The structures, electronic transport properties and 
magnetic properties have been investigated and will now be reviewed. Band structure 
calculations have predicted high spin polarisation resulting in nearly half metallic 
behaviour for most of the series [1]. The calculations showed that the compounds‟ 
magnetic moments conformed to the Slater – Pauling rule thanks to ferrimagnetic order 
caused by opposing moments carried by Cr and V. Consequently, the predicted „nearly 
half metallic ferrimagnets‟ were put forward as candidates for applications within 
spintronic devices. The authors used the ordered Heusler L21 structure in their model 
leading to these predictions. However, in reality, X-ray diffraction measurements in this 
study have shown that most of these compounds crystallise in an entirely different 
structure, as shown in Table 4.9.  
 
Compound 
Structure 
type 
Space  
Group 
Lattice 
Parameter 
Cell 
volume 
Atoms 
/ cell 
Cr2VAl A2       2.981 ± 0.001  26.490 ± 0.015  
  2 
Cr2VSi A15       4.617 ± 0.002   98.419 ± 0.074  
  8 
Cr2VGa A15       4.699 ± 0.001   103.782 ± 0.038  
  8 
Cr2VGe A15       4.675 ± 0.002   102.175 ± 0.076  
  8 
Table 4.9: Summary of characterisation results  
for all parent compounds. 
 
There are two different structure types that are found in these four compounds. The 
physical properties that compounds usually have when they are found to crystallise in 
these two structures are quite different. Therefore, for the remainder of this section the 
series characterisation results will be discussed in two separate groups, those that 
crystallise in the A15 structure, and those that crystallise in the A2 structure. 
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4.1.5.1 Cr2VX (X = Si, Ga, Ge) 
Cr2VSi, Cr2VGa and Cr2VGe crystallise in the A15 structure with space group      . 
The transition metals Cr and V disorder to simultaneously occupy the (¼0½) sites, 
leaving the main group element ordered on the (000) site. This structural arrangement is 
more commonly found within compounds with composition X3Y, as discussed in  
section 1.6. For comparison, the structural parameters found for the compound series 
Cr3X, V3X and Cr2VX (X = Si, Ga, Ge) are displayed in Table 4.10.  
 
Compound 
Lattice 
Parameter 
Cell 
volume 
*Cr3Si 4.555   94.51  
  
Cr2VSi 4.617   98.419  
  
*V3Si 4.725   105.49  
  
*Cr3Ga 4.654   100.80  
  
Cr2VGa 4.699   103.782  
  
*V3Ga 4.817   111.74  
  
*Cr3Ge 4.632   99.38  
  
Cr2VGe 4.675   102.175  
  
*V3Ge 4.769   108.46  
  
Table 4.10: Structural information for Cr3-yVyX (X = Si, Ga, Ge). 
Each compound forms the A15 structure with space group       with 8 atoms per unit cell. 
Data for y = 0, 3 compounds marked by * were obtained from  [83, 84]. 
 
Each of these X3Y compounds form the A15 structure with space group      , where 
both Cr and V ions prefer to occupy the (¼0½) sites. This implies that when alloys are 
made by substituting Cr for V and vice versa, the structure will remain stable in the A15 
structure. This is in agreement with the X-ray diffraction results for the X2YZ parent 
compounds measured in this thesis, where the two atomic species disorder as they both 
choose to occupy the same atomic positions within the lattice.  
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Not only do the structures of the Cr2VX compounds match the Cr3X and V3X  
(X = Si, Ga, Ge) compounds, but each fits linearly when plotted to show the 
concentration dependence of the lattice parameter. Figure 4.19 shows the relationship 
between lattice and concentration parameters. It clearly shows that the higher the 
concentration of V, the larger the lattice parameter becomes. As a method of 
quantifying the effect of the increased concentration of V on the unit cell, the 
percentage change of the unit cell volume per atom per unit concentration, 
   
 
 
  
  
, is 
calculated for each series. These values are shown in the insert to Figure 4.19. The 
linear relationship highlights the link between these compounds and the X3Y parent 
compounds. It suggests that it is more appropriate to analyse the properties of these 
compounds within the context of X3Y compounds such as Cr3Si and V3Si, rather than 
X2YZ Heusler alloys with the L21 structure.  
 
              
Figure 4.19: Lattice parameters of the compounds within the series Cr3-yVyX (X = Si, Ga, Ge). 
Cr3X and V3X compound data obtained from [83, 84]. 
 
These three compounds also share similar electronic transport and magnetic properties. 
None of the magnetisation measurements performed on the parent compounds in this 
series showed the theoretically predicted results. The total magnetic moment should 
conform to the Slater – Pauling rule [1]. This is a simple counting law independent of 
atomic structure that relates the total magnetic moment of a Heusler alloy to the total 
number of valence electrons. However, this is not the case with the compounds 
measured in this work. Each compound exhibits only weak Pauli paramagnetism 
leading to a negligible total magnetic moment. Analysis of this yielded the density of 
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states and the paramagnetic susceptibility corrected for the effect of magnetic 
impurities. The obtained values for these are listed in Table 4.11 below.   
 
Compound 
 
 
 
Density of 
States 
 
      
       
   
Derivative of Density 
of States 
 
      
         
        
Susceptibility 
 
 
 
     
        
Gradient of the 
Susceptibility 
 
 
       
        
Cr2VAl 2.72 ± 0.02 -1.1 ± 0.4 38.7 ± 0.3  -4.26 ± 1.39 
Cr2VSi 1.99 ± 0.02 -1.8 ± 0.4 28.1 ± 0.2 -6.91 ± 1.32 
Cr2VGa 2.54 ± 0.01 -1.7 ± 0.4 30.7 ± 0.2 -5.31 ± 1.71 
Cr2VGe 2.00 ± 0.02  -1.5 ± 0.3 22.9 ± 0.2 -4.64 ± 1.06 
Table 4.11: Magnetic properties of parent compounds. 
 
Again, the X3Y compounds are used for comparison. For Cr2VX (X = Si, Ga, Ge), the 
value calculated for the density of states are of the same order as the values found for 
the corresponding V3X compound calculated from heat capacity measurements. The 
density of states of Cr2VGe matches well with the value of 2.1 states·eV
-1
atom
-1 
obtained for V3Ge [85, 86], although the values of 3.8 and 4.8 states·eV
-1
atom
-1 
for V3Si 
and V3Ga, respectively [86, 87], are larger by a factor of two compared to those found 
for Cr2VSi and Cr2VGa. Unfortunately, the Cr3X (X = Si, Ga, Ge) compounds are not 
well documented. This is due to the complications found treating the valence electrons 
of Cr [88]. Experimental investigations have been mainly focussed on structural and 
magnetic properties of these compounds [89].  
Low temperature resistivity measurements were taken in the temperature range of 296K 
to 32K. Each compound shows metallic character by way of increasing resistivity in 
response to increasing temperature. At very low temperatures, the dominant cause of 
scattering is from impurities within the lattice. This is temperature independent and 
therefore a value called the residual resistivity is eventually reached at T = 0K. The 
instruments used for these experiments do not allow cooling to sufficiently low 
temperatures to reach the residual resistivity. However, the gradient in each 
measurement scan begins to decrease below approximately 45K signifying the start of 
this phenomenon.  
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4.1.5.2 Cr2VAl 
The compound containing Al does not conform to the same trends as the other 
compounds in the series. As shown in Table 4.12, Cr2VAl crystallises in the A2 
structure like the two X3Y compounds V3Al and Cr3Al [83, 90].   
 
Compound 
Structure 
type 
Space  
Group 
Lattice 
Parameter 
Cell 
volume 
Atoms 
/ cell 
Cr3Al* A2       2.949   25.65  
  2 
Cr2VAl A2       2.981   25.65  
  2 
V3Al
+ 
A2       3.075   29.08    2 
Table 4.12: Structural parameters for Cr3-xVx Al. 
Data for x = 0, 3 compounds were obtained from [83+, 90*]. 
 
Similar to the trend found with the compounds in the A15 structure analysed in the 
previous section, plotting the unit cell volume per atom of the A2 compounds against 
the Cr3-xVxAl series‟ concentration parameter x also yields a linear relationship. This is 
shown in Figure 4.20 and highlights the stability of the structure within this series. It 
shows that the unit cell volume per atom expands 4.6% per unit concentration. 
 
 
Figure 4.20: Lattice parameters of the series Cr3-xVxAl compounds.  
The linear fit shows a 1.5% increase in lattice parameter per unit concentration. 
Cr3Al and V3Al data obtained from [90] and [83], respectively. 
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The A2 structure is a disordered version of the Heusler structure with space group 
     , in which all atomic species are randomly distributed on the (000) sites. It is 
therefore more closely related to the Heusler structure than the other A15 structure 
compounds of this series. The closest atomic arrangement to the A2 structure typically 
formed by compounds of X3Y concentrations is the D03 structure. This is considered an 
ordered Heusler structure with space group       for X2YZ compositions in which X 
and Y are the same atomic species. An example of this is the compound Fe3Si where the 
Fe atoms are arranged on the A (000), B (¼¼¼), and D (¾¾¾) sites, while the C 
(½½½) sites are occupied by Si atoms. 
The link between these structures is so strong that band structure calculations have been 
performed on Cr3Al assuming the D03 structure [91]. This is despite the fact that Cr3Al 
has been characterised in the A2 structure [90]. In this case the A, B and D sites are 
occupied by Cr and the C sites are occupied by Al. The calculations predict nearly half-
metallic behaviour with a spin polarisation of 84% and a total moment of         , in 
agreement with the Slater-Pauling rule. In this work Cr2VAl has been shown to be a 
Pauli paramagnet rather than ferrimagnetic as Cr3Al is predicted to be. The difference 
between the D03 structure used for the band structure calculations and the A2 structure 
found here by X-ray diffraction is simply the level of atomic order. Previous 
investigations have shown that atomic disorder is detrimental to high levels of spin 
polarisation and the formation of a magnetic moment in Heusler alloys [36, 92, 93, 94]. 
Thus, it is tempting to argue that the level of disorder found in Cr2VAl is the reason for 
its unpredicted magnetic properties. The density of states and the paramagnetic 
susceptibility are given in Table 4.11 along with the magnetic properties of the other 
compounds in the series.  
Because of the obvious structural link between the D03 and A2 structures, it was of 
interest to find out if a partially ordered structure could be found within the compound 
Cr2VAl. Low temperature resistivity results showed a negative gradient with increasing 
temperature. This is a phenomenon most commonly associated with semiconductors. 
However, the magnitude of the resistivity, ~140µΩ·cm, is too low for consideration as a 
semiconductor. A change of gradient at T =158 ± 2K was identified suggesting a 
possible order – disorder transition. However, the weak temperature dependence of the 
compound meant that it was difficult to interpret this result with confidence. To 
investigate further, low temperature X-ray diffraction measurements were performed at 
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80K and neutron diffraction measurements were taken at 5K. The resulting diffraction 
patterns showed only background intensity where the order dependent (111) and (200) 
peaks should be despite measuring for five times the length of a typical measurement 
scan. Therefore, it must be stated that there is no detectable evidence of structural 
ordering via a phase transition in Cr2VAl down to 5K.  
 
4.1.5.3 Summary 
In summary, the experimental characterisation results obtained for the parent compound 
series Cr2VX (X = Al, Si, Ga, Ge) have identified various trends. Firstly, the compounds 
in the series can be split into two groups. Those that crystallise in the A15 structure are 
the Si, Ga and Ge compounds. These can be thought of as pseudo binary compounds of 
X3Y concentration. This is attributed to the similar electronic concentrations of Cr and V 
atoms that disorder and share atomic positions within the lattice. Each compound is 
metallic in nature, although none of them exhibit the magnetic properties predicted by 
band structure calculations [1]. Instead, they are all Pauli paramagnetic materials with 
susceptibilities ranging from 22.9 to 30.7 mJT
-2
kg
-1
 and density of states ranging from 
1.99 to 2.54 states·eV
-1
atom
-1
. These are of the same order as seen in the compound 
series V3X (X = Ga, Ge, Si) [85, 86, 87] and other Pauli paramagnetic materials such as 
the alkali metals [75]. 
Secondly, Cr2VAl crystallises in the A2 structure. This can be thought of as a disordered 
form of the ordered D03 Heusler structure for compounds of concentration X2YZ, where 
X and Y are the same atomic species. The electrical resistivity is low enough to class it 
as a metal, although the resistivity decreases very slightly with increasing temperature 
unlike most metals. Low temperature X-ray and neutron diffraction measurements show 
no evidence of structural ordering at low temperature. However, this cannot be 
completely disregarded since the predicted response of such an order – disorder 
transition for this compound is small and difficult to detect. The compound is found to 
be Pauli paramagnetic, similar to the other compounds in the series. The values of  
38.7 mJT
-2
kg
-1
 for the susceptibility and 2.72 states·eV
-1
atom
-1
 for the density of states 
are the largest of the series. Further investigations into the structural preferences of 
these compounds are carried out and discussed in the following chapter. 
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4.2 Alloy series Cr2VGa1-xAlx 
Up to this point, the physical reasons for the preference of each compound in the series 
Cr2VX (X = Al, Si, Ga, Ge) to crystallise in either the A2 or A15 structures are still 
unclear. Hence, two investigations were initiated in relation to structural preferences. 
The first sought to discover if electronic band filling or atomic size was more 
significant to structure crystallisation by the synthesis and structural characterisation of 
alloys Cr2VAl0.5X0.5 (X = Si, Ga). This will be the focus of the first part of this results 
section. The second investigation aimed to identify links between the A2 and A15 
structures by the synthesis and high temperature characterisation of the alloy series 
Cr2VGa1-xAlx. This will be the focus of the second part of this section. 
 
4.2.1 Structural preference 
By making a substitution of 50% Al for Si and Ga in their respective compounds, an 
investigation was initiated into the reasons for structure preference during 
crystallisation. The rationale for this stems from the electronic structures and atomic 
size of the elements Al, Si and Ga. Al and Si are similar in atomic size but Si contains 
one more valence electron. In contrast, Al and Ga have the same number of valence 
electrons but Ga is larger. Therefore the characterisation of Cr2VSi0.5Al0.5 acts as a test 
of the influence of electronic band filling on crystallisation preference. By contrast the 
characterisation of Cr2VGa0.5Al0.5 acts as a test of the influence of atomic size on the 
crystallisation preference. Both compounds were synthesised from high purity elements 
structurally characterised with X-ray diffraction measurements made at room 
temperature. 
 
 
 
 
110 
 
4.2.1.1 Cr2VSi0.5Al0.5 
Cr2VSi0.5Al0.5 is a mix of the Al and Si parent compounds that crystallise in the A2 and 
A15 structures, respectively. It is used in this investigation as a test of the influence of 
band filling on crystallisation preference because Si has one more valence electron than 
Al and is of similar atomic size. Unfortunately, as illustrated in Figure 4.21, X-ray 
diffraction results for Cr2VSi0.5Al0.5 show that the compound did not crystallise into a 
single phase.  
 
 
Figure 4.21: Diffraction pattern and refinement (       ) for Cr2VSi0.5Al0.5. 
 
There are a couple of possible explanations for the appearance of multiple phases 
within the compound. The first is that they form as a result of phase separation. This 
occurs when the elements in the compound do not dissolve into one structural phase. 
Instead, it is as if two compounds are created simultaneously within the same sample. In 
this case the two phases present are the A2 and A15 structures that are found in the 
parent compound series. Hence, the A2 phase could be made from Cr2VAl and the A15 
phase made from Cr2VSi. However, the crystallographic structural properties of the two 
phases presented in Table 4.13 do not support this explanation. The lattice parameters 
of each phase do not agree with the values obtained for the individual parent 
compounds (also presented in Table 4.13). 
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Cr2VSi0.5Al0.5 NHT 
Weight-loss = 1.8% 
 Phase 1 Phase 2 
Structure A2 A15 
Space group               
Site  
occupancies 
2a (000)     
 
   
 
   
 
  2a (000) Si, Al 
6c (¼0½) 4Cr, 2V 
Lattice  
parameters 
                                
Cell volume V =                 V =                
Parent 
Compound 
Cr2VAl 
                
Cr2VSi 
                
Table 4.13:  Cr2VSi0.5Al0.5 structural parameters. 
 
The A2 phase has a reduced lattice parameter compared to that found in Cr2VAl. The 
A15 phase has a lattice parameter larger than that found in Cr2VSi. Both of these cases 
can be understood by noting that the binding energy of Si (446 kJ·mol
-1
) is larger than 
that of Al (327 kJ·mol
-1
). As such, by substituting Si for Al in the parent compound 
Cr2VAl, the result is a net increase of the binding energy and so the unit cell contracts. 
In contrast, by substituting Al for Si in the parent compound Cr2VSi, there is a net 
reduction in the binding energy which causes a unit cell expansion. This rationale 
suggests that each phase contains a disordered mixture of both Al and Si.  
Another possible interpretation of the appearance of multiple phases is that a phase 
transition has partially transformed the structure from one phase into another. In this 
case each phase would have the same stoichiometry. However, because the X-ray 
structure factors of these two elements are very similar, it is not possible to confirm 
their exact proportions within each phase. This makes it impossible to claim that each 
phase has equivalent stoichiometry. 
112 
 
The uncertainty surrounding this compound meant that there was little value in pursuing 
it further. Therefore the remainder of the investigation into the structural preferences of 
these alloys will be focussed on compounds containing Ga. 
 
4.2.1.2 Cr2VGa0.5Al0.5 
Structure 
Cr2VGa0.5Al0.5 is a mix of the Al and Ga parent compounds that crystallise in the A2 and 
A15 structures, respectively. The compound is used in this investigation as a test of the 
influence of atomic size on crystallisation preference because Ga has an equal number 
of valence electrons as Al but has a larger atomic size. The X-ray diffraction 
measurements made on a non-heat treated powder sample of Cr2VGa0.5Al0.5 show a 
single phase of the A2 structure accompanied by a small (~1%) pure Cr impurity phase. 
The structural refinement of this data is shown in Figure 4.22.  
 
 
Figure 4.22: Diffraction pattern and refinement (       ) for a  
non-heat treated sample of Cr2VGa0.5Al0.5. 
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The result that Cr2VGa0.5Al0.5 crystallises in the A2 structure invites comparison with 
the Cr2VAl parent compound. Structural information obtained from the refinement is 
given in Table 4.14 along with the lattice parameter of Cr2VAl for comparison. It can be 
seen that the lattice parameter is larger in the alloyed compound as a result of the 
replacement of 50% of the Al with Ga. This is as expected due to the lower binding 
energy of Ga (271 kJ·mol
-1
) compared to that of Al (327 kJ·mol
-1
). 
Furthermore, it appears that within the series Cr2VGa1-xAlx, less than a 50% substitution 
of Al for Ga is required to cause the compound to crystallise in the A2 structure. 
Therefore we can assume that for an Al concentration of x ≥ 0.5 the compound will 
exist in the A2 structure. To investigate the effect of an increase of Ga concentration, 
Cr2VGa0.75Al0.25 was synthesised and structurally characterised in the same way. 
 
Cr2VGa0.5Al0.5 NHT 
Weight-loss = 1.85% 
Structure A2 
Space Group        
Site  
occupancies 
2a (000)     
 
   
 
   
 
  
Lattice  
parameters 
                
Cell volume                    
Parent 
Compound 
Cr2VAl 
                
Table 4.14: Cr2VGa0.5Al0.5 NHT structural parameters. 
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Resistivity 
Low temperature resistivity measurements were taken for a non-heat treated stick 
sample of Cr2VGa0.5Al0.5 over the temperature range from 296K – 32K. As shown in 
Figure 4.23 both the heating and cooling scans follow the same trend closely. The 
positive gradient of the curve and the magnitude of the resistivity suggest that the 
sample is metallic albeit a relatively poorly conducting metal. 
 
 
Figure 4.23: Low temperature resistivity of a non-heat treated sample of Cr2VGa0.5Al05. 
 
It can be seen that at low temperatures the curve begins to plateaux. This implies that 
the temperature independent contribution made by lattice defects and impurities is 
becoming the dominant cause of resistivity. The instrument used to take these 
measurements does not allow for cooling to a region where the constant value of the 
residual resistivity can be seen. However, it is simple to follow the curve and 
extrapolate to T = 0K. This yields an approximation of the residual resistivity to be 
~115 µΩ·cm. 
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4.2.1.3 Cr2VGa0.75Al0.25 
Structure 
The non-heat-treated alloy Cr2VGa0.75Al0.25 was identified to crystallise in the 
disordered A2 structure similar to the parent compound Cr2VAl and Cr2VGa0.5Al0.5. 
Since the cell contains three times as many Ga atoms as Al atoms, one may have 
expected an A15 structure similar to the parent compound of Cr2VGa. Figure 4.24 
shows the refinement performed on the diffraction pattern containing two structural 
phases. Unlike the compound Cr2VGa0.5Al0.5, which is single-phased at room 
temperature, Cr2VGa0.75Al0.25 forms two phases. The dominant A2 phase contributes the 
three principle reflexions, (110), (200) and (211). The shoulders on these peaks are 
attributed to the disordered tetragonal structure with       space group, as described in 
section 1.6. These two structures are linked via a „Bain transformation‟ which is a 
common mechanism for many Heusler alloys undergoing a Martensitic transformation.  
 
 
Figure 4.24: Diffraction pattern and refinement (       ) for a  
non-heat treated sample of Cr2VGa0.75Al0.25. 
 
The unit cell parameters of both structures obtained via X-ray diffraction are listed in  
Table 4.15 including the site occupancies of each atomic species.  
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Cr2VGa0.75Al0.25 NHT 
Weight-loss = 0.86% 
 Phase 1 Phase 2 
Structure A2 ... 
Space group               
Site  
occupancies 
2a (000)    
 
 
 
   
 
 
  
 
 
 2b (½0¼)    
 
 
 
   
 
 
  
 
 
 2d (0½¼)    
 
 
 
   
 
 
  
 
 
 2e (000)    
 
 
 
   
 
 
  
 
 
 2f (½½0)    
 
 
 
   
 
 
  
 
 
Lattice  
parameters 
                
                
                
Cell volume                                      
Parent 
Compound 
Cr2VAl 
                
 
Table 4.15: Structural parameters for a non-heat treated sample of Cr2VGa0.75Al0.25. 
 
Using the volume relation of equation (1.4) 
                  
    
 
  
 
we find that the volumes of the two unit cells are consistent with the hypothesis linking 
the two structures. The volume per atom for each phase is equivalent within the 
measurement error bars as would be expected for such a small lattice distortion. This 
suggests that the two phases are caused by partial transformation rather than phase 
separation. 
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Resistivity 
Low temperature resistivity heating and cooling scans were taken for the temperature 
range 296K – 32K. The results of these measurements are presented in Figure 4.25. At 
very low temperatures the residual resistivity is approached as the curve begins to 
plateaux below T < 50K. This extrapolates to a value of approximately ~74µΩ·cm. The 
overall drop in resistivity between room temperature and base temperature is ~20%.  
At around room temperature there is a distinct turning point in the cooling scan while 
between 225K and 125K there is hysteresis from the cooling to the heating scans. The 
feature at around room temperature is attributed to a structural transformation as the 
cubic low temperature A2 structure begins to form the intermediate tetragonal structure. 
Table 4.15 has the crystal structure properties for these two structures as found in the 
non-heat-treated compound with room temperature X-ray diffraction measurements. 
 
 
 
Figure 4.25: Low temperature resistivity of a non-heat treated sample of Cr2VGa0.75Al0.25. 
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4.2.1.4 Discussion 
The three compounds Cr2VSi0.5Al0.5, Cr2VGa0.5Al0.5 and Cr2VGa0.75Al0.25, were 
synthesised and structurally characterised using X-ray diffraction measurements taken 
at room temperature.  
The multiple phases found in Cr2VSi0.5Al0.5 meant that it was not a viable candidate for 
further investigation into structure preferences. No conclusions could be drawn from the 
compound‟s characterisation because it did not form a single phased solid solution. 
However, Cr2VGa0.5Al0.5, did yield helpful results. It was found to crystallise in the A2 
structure, comparable to the parent compound Cr2VAl but with a larger lattice parameter 
attributed to the lower binding energy that Ga has (271 kJ·mol
-1
) compared to  
Al (327 kJ·mol
-1
). 
Cr2VGa0.75Al0.25 was also found to crystallise predominantly in the A2 structure with a 
lattice parameter still larger in response to the increased concentration of Ga. However, 
a tetragonal structural phase was also identified during characterisation. The second 
phase is attributed to a structural phase transition. This hypothesis is supported by low 
temperature resistivity measurements that found a significant change in gradient at 
290K. Within this series there is no band filling effect because Ga and Al have the same 
number of valence electrons. The appearance of a phase transition coincides with the 
increasing concentration of Ga within the series. This suggests that atomic size is an 
important factor for structure crystallisation. There is a near linear relationship between 
the cell volume per atom and the Ga concentration for each of the A2 phases, as shown 
in Figure 4.26. The cell volume per atom increases 3.3% per unit concentration. 
 
 
Figure 4.26: Lattice parameters of the series Cr2VAl1-xGax compounds. 
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To investigate a potential phase transition and to see if any links between the A2 and 
A15 structures can be found, high temperature neutron diffraction and high temperature 
resistivity measurements were made and room temperature X-ray diffraction 
measurements were taken after heat treatment (HT) of each compound in the series. The 
results of these measurements are given in the following section. 
  
4.2.2 High temperature structural phase transitions 
At first glance the parent compounds that crystallise in the A15 structure with       
space group i.e. Cr2VX (X = Si, Ga, Ge), bare no structural relationship to Cr2VAl which 
crystallises in the A2 structure with space group      . However, there is precedent that 
certain binary compounds of atomic composition X3Y can crystallise in either structural 
arrangement. V3Al has been found to crystallise in both the A2 and A15 structures 
depending on conditions such as the temperature and pressure of the atmosphere during 
synthesis [95, 96]. The A2 phase crystallises at low temperatures, but when high 
pressures are exerted, the compression of the lattice parameter allows for crystallisation 
into the A15 phase at high temperatures. This suggests that there is a connection 
between the two structures involving the lattice parameter of the unit cell [95, 96].  
To investigate possible connections between the two structures, high temperature 
characterisations were performed on the alloy series Cr2VGa1-xAlx (x = 0.25, 0.5, 1). 
This involved a mixture of techniques including, high temperature resistivity, high 
temperature neutron diffraction and a combination of various types of heat treatment 
and room temperature X-ray diffraction. 
 
4.2.2.1 Cr2VAl 
Structure 
Neutron diffraction measurements were taken at 20ºC, 650ºC, 800ºC and 950ºC. The 
results confirm the structural properties of the compound found by X-ray diffraction at 
room temperature. No structural phase transitions are seen at these temperatures. 
However, there is a left shift of the peaks with increasing temperature.  
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This can be seen clearly in Figure 4.27. It signifies an increase in size of the cubic 
lattice parameter as temperature increases. This is attributed to the thermal expansion of 
the lattice.  
 
 
Figure 4.27: (111) peak measured for Cr2VAl at  
200C – blue; 6500C – orange; 8000C – brown; 9500C – red. 
 
Table 4.16 displays the lattice parameters and cell volumes of the compound at each 
measurement temperature. The refinements for these measurements are given in the 
appendix section A.1.1. 
 
Temperature 
[ºC] 
   
Lattice Parameter  
[ ] ± 0.001 
Cell Volume 
[   ] ± 0.015 
20 3.36 2.981  26.490  
650 2.49 3.004  27.135  
800 2.65 3.011  27.298  
950 3.24 3.011  27.298  
Table 4.16: Cell volume information for Cr2VAl as a function of temperature. 
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Resistivity 
High temperature resistivity measurements displayed in Figure 4.28 show a 
continuation of the minimal temperature dependence seen in the low temperature 
measurements (Figure 4.3, p84). The noise seen in this data is attributed to systematic 
measurement fluctuations. It is of the same magnitude as found in any of the data 
reported in this work but it appears exaggerated by the scaling of this figure due to the 
minimal change in resistivity encountered across the temperature range. The net change 
over the whole temperature range is negative but the magnitude of the resistivity 
(~96µΩ·cm) is much lower than values found in semiconducting materials. This 
suggests that it is a metallic compound, but some other mechanism must be contributing 
on top of the electron – phonon interaction to cause the negative gradient. Atomic 
ordering is one potential mechanism that would work in this way. However, the 
reduction in resistivity, (~0.5%), is too small to draw any firm conclusions from.  
 
 
Figure 4.28: High temperature resistivity of Cr2VAl. 
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4.2.2.2 Cr2VGa0.5Al0.5 
Structure 
Neutron diffraction measurements were taken at 28ºC, 530ºC, 640ºC and 875ºC. The 
measurement temperatures were chosen in accordance with critical points identified 
from resistivity results that will be discussed in the following section. Figure 4.29 
shows the diffraction pattern and refinement containing multiple phases for the 
measurement taken at 640ºC. The rest of the refinements can be found in the appendix 
section A.1.2. 
 
Figure 4.29: Neutron diffraction pattern and refinement (       ) of Cr2VGa0.5Al0.5 at 640ºC. 
Phase 1: Space group      ; a =3.008± 0.001Å;  
Phase 2: Space group     ; a =4.342± 0.001Å; c = 5.809± 0.001Å; 
Phase 3: Space group      ; ; a =4.760± 0.001Å;  Phase 4: Impurity - pure Cr. 
 
The neutron diffraction results give evidence of structural phase transitions between 
every measurement temperature. Figure 4.30 shows the diffraction patterns in the 
angular range of 38º - 50º in three stages. Each diffraction pattern contains more than 
one phase due to an impurity phase of pure Cr which remains stable throughout the 
experiment. Figure 4.30 a) shows the measurements taken at 28ºC and 530ºC. The room 
temperature measurement shows the compound in its A2 phase in support of the room 
temperature X-ray diffraction results given in section 4.2.1.2. The measurement taken at 
530ºC shows the emergence of a tetragonal intermediate phase with space group      . 
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This is the same tetragonal structure that was found in the room temperature X-ray 
diffraction measurement of Cr2VGa0.75Al0.25 discussed earlier. A diagram of this 
structure can be found in section 1.6. Figure 4.30 b) shows the diffraction patterns 
measured at 530ºC and 640ºC. At 640ºC the tetragonal intermediate phase is more 
defined than at 530ºC and on top of this, the high temperature cubic phase with the A15 
structure begins to show itself. Figure 4.30 c) shows the diffraction patterns measured at 
640ºC and 875ºC. The highest measurement temperature of 875ºC shows a further 
progression into the A15 structure but the tetragonal intermediate phase disappears. This 
suggests that once enough energy is available, the transformation from the A2 into A15 
structure does not stabilise into an intermediate phase. Instead, it transforms directly 
from the low temperature A2 phase into the high temperature A15 phase. 
 
 
 
Figure 4.30: 3 staged phase transition shown via high temperature neutron diffraction data; 
a) Low temperature A2 phase transforms into the tetragonal intermediate phase;  
210C - blue; 5300C -orange;  
b) Tetragonal intermediate phase with emerging high temperature A15 phase; 
5300C - orange;  6400C - brown;  
c) Increased abundance of the A15 phase and disappearance of the intermediate phase;  
6400C - brown;  8750C - red. 
a) b) 
c) 
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These results suggest that the transformation processes, from the low temperature cubic 
A2 structure to the intermediate tetragonal structure, and from the intermediate 
tetragonal structure to the high temperature cubic A15 structure, are dependent on time 
as well as temperature. This is shown by the incremental increase in peak intensity and 
definition from one measurement to the next. Furthermore, even at 875ºC, the low 
temperature A2 cubic structure is a prominent part of the crystal structure.  
This is consistent with a process of transformation for which diffusion is a dominant 
factor. This idea is supported by the fact that the atomic positions of the intermediate 
and high temperature structural phases are not equivalent. This means that certain atoms 
must relocate onto other sites thus changing the symmetry of the crystal. This does not 
happen instantaneously throughout the sample. It takes time which results in slow phase 
transformations even at high temperatures. The structural information obtained from the 
high temperature neutron diffraction refinements is given in Table 4.17.  
  
Temp 
[ºC] 
χ2 Phase 
Space 
Group 
Lattice 
Parameter 
± 0.001 [ ] 
Cell Volume 
[  ] 
Atoms 
/ cell 
 
28 1.42 Low temp       a = 2.985  26.597 ± 0.016 2  
530 0.67 
Low temp       a = 3.002  27.054 ± 0.016 2  
Intermediate       
a = 4.323  
c = 5.822  
108.803 ± 0.040 8  
640 0.63 
Low temp       a = 3.008  27.217 ± 0.016 2  
Intermediate       
a = 4.340  
c = 5.810  
109.435 ± 0.040 8  
High temp       a = 4.760 107.850 ± 0.040 8  
875 2.13 
Low temp       a = 3.022  27.598 ± 0.016 2  
High temp       a = 4.783  109.421 ± 0.040 8  
Table 4.17: Structural parameters of phases of Cr2VGa0.5Al0. 5 obtained by high temperature 
neutron diffraction measurements. Each measurement contains an impurity phase of pure Cr 
as well as the phases listed in this table. 
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Figure 4.31 shows the cell volume per atom plotted against temperature for each 
structural phase of the compound. It shows that even at the same temperature, the 
intermediate tetragonal phase has a 0.5% larger volume per atom than the low 
temperature cubic A2 phase. However, in transforming from the intermediate phase to 
the high temperature cubic A15 phase, there is a percentage volume drop of ~1.5% per 
atom. 
 
 
Figure 4.31: Cell volume per atom calculated from the lattice parameters for each phase of 
Cr2VGa0.5Al0.5 obtained from neutron diffraction measurements at various temperatures. 
 
Further to the change in cell volume that occurs in response to the phase transitions, 
there is also a change in atomic order. While in the A2 structure (low temperature 
phase), all the atoms are disordered and randomly distributed throughout the lattice. 
However, this is not the case within the tetragonal structure in the intermediate phase. 
Here the Ga and Al atoms lie disordered on the (000) sites and the Cr and V atoms 
randomly occupy the (½0¼) and (½½0) sites. In the high temperature A15 phase, the 
Ga and Al atoms are disordered on the (000) sites, while the Cr and V atoms disorder on 
the (½0¼) sites. This is consistent with the ordering present in the A15 structures of the 
parent compounds Cr2VX and the binary compounds Cr3X and V3X (X = Si, Ga, Ge), 
where the transition elements occupy the (½0¼) sites and the X atoms occupy the (000) 
sites [45, 47, 48, 50, 51, 55]. 
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Resistivity 
The high temperature resistivity of Cr2VGa0.5Al0.5 was measured to characterise the 
compound over the temperature range 25ºC – 900ºC. As can be seen in Figure 4.32, the 
resistivity in the heating scan is largely temperature independent from room 
temperature until a transition at 470ºC initiates a decrease in resistivity with increasing 
temperature. This behaviour is often seen amongst semiconductors. However, the value 
of the resistivity is too low for the material to be classed as a semiconductor. An 
alternative interpretation is the reduction in resistivity due to a removal of disorder 
thanks to partial ordering due to a phase transition. This is supported by the high 
temperature neutron diffraction results obtained in the previous section. 
 
 
Figure 4.32: High temperature resistivity measurements for a  
non-heat treated sample of Cr2VGa0.5Al0.5. 
 
In the cooling scan, within the temperature range from 450ºC to 900ºC, the resistivity is 
largely temperature independent. However, between 450ºC and 350ºC there is an up-
turn in the resistivity. This is attributed to a phase transition where the structure begins 
to revert back to the A2 phase. At 350ºC the compound regains its metallic 
characteristic of a positive gradient. Furthermore, the final value of the resistivity is 
17.8% lower than the original value obtained before the measurement cycle began.  
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A second consecutive measurement cycle showed similar trends, as shown in  
Figure 4.33. The low temperature end of the heating scan shows metallic behaviour as 
the resistivity increases with temperature. A phase transition then causes a drop in the 
resistivity at high temperatures. However, in the second measurement cycle, each 
transition temperature is higher than that observed in the first. Furthermore, the overall 
resistivity drop from start to finish of the second cycle is only 4.8% compared to 17.8% 
in the first. These observations can be explained by the notion that the transition is time 
dependent due to a diffusion process. An explanation also supported by the neutron 
diffraction results obtained in the previous section. 
From the moment the transition temperature is reached in the heating scan, until it is 
reached when cooling from high temperatures, there is enough thermal energy available 
to activate the transformation processes. Because of the hysteresis between the 
transition temperatures of the heating and cooling scans, by the time the transition 
temperature is reached in the cooling scan, there is far less thermal energy available for 
the activation of the transitions back to the low temperature phase. When the 
temperature reduces further, there is no longer enough thermal energy available for the 
diffusion process required in the phase transformation. Therefore, even with slow 
cooling, the compound does not transform from the high temperature A15 structure 
back to the intermediate or low temperature phases.  
 
 
Figure 4.33: High temperature resistivity measurements for a  
non-heat treated sample of Cr2VGa0.5Al0.5. 2nd consecutive measurement cycle. 
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4.2.2.3 Cr2VGa0.75Al0.25 
Structure 
The temperature dependence of the structure of Cr2VGa0.75Al0.25 was characterised with 
the use of neutron diffraction measurements taken at 28ºC, 450ºC, 520ºC, 580ºC, 680ºC 
and 800ºC. The temperatures were chosen to investigate the points of interest identified 
via high temperature resistivity measurements. These will be discussed in the following 
section. The parameters obtained from the room temperature measurement were 
consistent with those found previously for the compound via X-ray diffraction 
measurements. Figure 4.34 shows the diffraction pattern and refinement of the 
measurement taken at 580ºC. The refinement shows that the compound contains 
multiple phases. Each of these phases is similar to a phase previously identified in the 
set of high temperature neutron diffraction measurements for Cr2VGa0.5Al0.5 that were 
discussed in the previous section.  
 
 
Figure 4.34: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 580ºC containing: Phase 1:  Cr impurity; Phase 2: A2 
structure; Phase 3 & 4: tetragonal intermediate structure; Phase 5: A15 structure. 
 
Because of the large numbers of phases involved in these refinements, it is easier to 
view them by isolating small angular regions and focussing on the differences between 
diffraction patterns at various temperatures. Figure 4.35 shows the three main stages of 
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the phase transition through distinct temperature ranges. It focuses on a section of the 
diffraction patterns between 37º and 53º in 2 . In this angular range the (220) peak of 
the A2 structure exists at low temperature. As temperature increases, this peak splits as 
the transition to the intermediate tetragonal phase takes place. At higher temperatures 
the emergence of the (200), (210) and (211) reflections of the A15 structure can also be 
seen. The (110) peak of the Cr impurity phase can also be seen at each stage. The 
integrated intensity of the impurity phase is constant in all the measurements apart from 
the one taken at 800ºC where the abundance of pure Cr is reduced.  
 
  
 
Figure 4.35: 3 staged phase transition shown via high temperature neutron diffraction data; 
a) Low temperature A2 phase transforms into the tetragonal intermediate phase;  
210C - dark blue; 4500C - light blue; 520ºC - green; 
b) Tetragonal intermediate phase with emerging high temperature A15 phase; 
5200C - green;  5800C - orange;  
c) Increased abundance of the A15 phase and reduction of the tetragonal intermediate phase; 
580ºC - orange; 6800C - brown;  8000C – red. 
 
a) b) 
c) 
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The refinements for these neutron measurements are shown in the appendix  
section A1.3. However, the relevant data and crystallographic properties including 
space group, lattice parameter, unit cell volume, and number of atoms per unit cell for 
each phase is shown below in Table 4.18. 
 
Temperature Phase 
Space 
Group 
Lattice 
Parameter 
Cell  
Volume 
Atoms 
/ cell 
 
[ºC]   [ ] ± 0.001 [  ]  
21 
Low temp       a = 2.967  26.119 ± 0.016 2  
Intermediate       
a = 4.348  
c = 5.773  
109.139 ± 0.040 8  
450 
Low temp       a = 2.976  26.357 ± 0.016 2  
Intermediate       
a = 4.362  
c = 5.761 
109.614 ± 0.040 8  
520 
Low temp       a = 2.977  26.383 ± 0.016 2  
Intermediate       a = 4.369  
c = 5.763  
110.005 ± 0.040 8  
580 
Low temp       a = 2.976  26.357 ± 0.016 2  
Intermediate       
a = 4.376  
c = 5.763 
110.358 ± 0.040 8  
High temp       a = 4.771  108.600 ± 0.040 8  
680 
Low temp       a = 2.956  25.829 ± 0.016 2  
High temp       a = 4.786  109.627 ± 0.040 8  
800 
Low temp       a = 2.968  26.145 ± 0.016 2  
High temp       a = 4.792  110.040 ± 0.040 8  
Table 4.18: Structural parameters of phases of Cr2VGa0.75Al0.25 obtained by high temperature 
neutron diffraction measurements. 
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Resistivity 
The high temperature resistivity results for a non-heat treated sample of 
Cr2VGa0.75Al0.25 are shown in Figure 4.36. Between room temperature and 100ºC, 
resistivity decreases with increasing temperature. By noting the differences between the 
neutron diffraction patterns measured at 28ºC and 450ºC, it can be seen that this occurs 
in response to the increase of the tetragonal structural phase with space group      . The 
transition seen at just below 500ºC indicates the start of the transformation into the A15 
structure.  
At approximately 640ºC, another transition can be seen where the resistivity increases 
again for a short temperature range before it begins to fall again at 700ºC. To identify 
the significance of this transition we must examine the neutron diffraction data between 
the measurements taken at 580ºC and 680ºC. It can be seen that the transition coincides 
with the disappearance of the intermediate tetragonal phase, and the vast increase in the 
abundance of the A15 high temperature phase (see Figure 4.35 – c).  
There are a couple of gradient changes visible during the cooling scan at approximately 
550ºC and 380ºC. During each of these possible transition points, there is a small rise in 
resistivity, but the overall effect of the heating and cooling cycle is to lower the 
resistivity by 23.2%.  
 
 
Figure 4.36: High temperature resistivity of a non-heat treated sample of Cr2VGa0.75Al0.25. 
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Similarly to the conclusions drawn in the high temperature resistivity measurements for 
Cr2VGa0.5Al0.5 in the previous section, this net reduction in resistivity is attributed to the 
time dependent nature of the structural phase transitions. Again, as shown in  
Figure 4.37, a second consecutive measurement cycle was performed. It shows a 
completely different behaviour compared with the first set of measurements. Both the 
heating and cooling scans show metallic behaviour as resistivity increases with 
temperature. This is attributed to another feature identified in the high temperature 
neutron diffraction results. The high temperature A15 structure was already the 
dominant structural phase with an abundance of 98% by the time the 800ºC 
measurement was taken. Therefore, it is probable that the resistivity stick sample 
consisted predominantly of the A15 structure by the start of the second resistivity 
measurement cycle.  
 
Figure 4.37: High temperature resistivity of Cr2VGa0.75Al0.25. 2nd scan. 
 
This suggests a shorter time constant for the phase transition in Cr2VGa0.75Al0.25 
compared to the one for Cr2VGa0.5Al0.5. In an attempt to confirm these findings and this 
hypothesis, an experiment was devised to explore the time dependence of the 
transitions. An isothermal resistivity scan was performed on a new stick sample of 
Cr2VGa0.75Al0.25 at 500ºC. This measurement coincides with the first transition 
temperature identified from the first temperature scan as shown in Figure 4.36. The 
resistivity of the sample was measured as a function of time. A powder sample was also 
placed in the sample chamber exposed to the same conditions. Once a stable value was 
160 
170 
180 
190 
200 
0 100 200 300 400 500 600 700 800 
R
e
si
st
iv
it
y 
[µ
Ω
·c
m
] 
 
Temperature [ºC] 
Heating 
Cooling 
133 
 
achieved with the resistivity measurements, the samples were cooled and the powder 
was characterised by X-ray diffraction. The same procedure was performed at a 
temperature of 650ºC in a consecutive isotherm scan to coincide with the second 
transition temperature.  
 
Figure 4.38: 500ºC Isotherm resistivity scan of Cr2VGa0.75Al0.25  
fitted with a logarithmic trend line with a quality of fit parameter R2 = 0.98. 
 
The resulting resistivity plot for the 500ºC isotherm resistivity scan is shown in  
Figure 4.38. A stable resistivity is reached after just a few hours, at which point the 
value of the resistivity had reduced 5.9%. After cooling, the powder was measured by 
X-ray diffraction. The refinement for this measurement is shown in Figure 4.39. 
 
Figure 4.39: Diffraction pattern and refinement (       ) of Cr2VGa0.75Al0.25,  
heat treated at 500ºC for 12 hours and slow cooled. 
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The results showed that the compound was partially in the low temperature A2 phase 
(58%) and partially in the intermediate phase with space group       (42%). One might 
have expected the sample to have been entirely in the intermediate phase as it had been 
heat treated until the value of the resistivity became constant signifying a stable state. 
However, it is thought that the high abundance of the low temperature phase is due to 
the intermediate phase being metastable. Hence, the compound is able to revert back to 
its low temperature phase during the slow cooling process before the X-ray diffraction 
measurement is made.   
Both the resistivity and powder samples were then taken to 650ºC for the second 
isotherm measurement. The results of the resistivity isotherm scan are presented in 
Figure 4.40.  It shows another significant drop in resistivity, but this time there are two 
distinct sections to the curve. The first drop only lasts for 2 hours before it begins to 
stabilise. This is attributed to the transformation from the low temperature A2 phase to 
the intermediate phase as observed in the 500ºC isotherm measurement. However, the 
second drop-off takes far longer, spanning over 40 hours.  
 
 
Figure 4.40: 650ºC Isotherm resistivity scan of Cr2VGa0.75Al0.25. 
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dependence of the rate constant k of chemical reactions on the temperature T and the 
activation energy E.  
            (4.1) 
As a result of such a process, one would expect that the slow cooled samples would 
retain their high temperature structures to a considerable degree. Hence they do not 
revert back to the structure which minimises the total energy. This is supported by the 
subsequent X-ray diffraction measurements. The refinement for the X-ray diffraction 
measurements taken for the powder sample after cooling is shown in Figure 4.41. It 
shows a single phase of the A15 structure indicating that the phase transition was 
completed fully during the 52 hour heat treatment at 650ºC. The large energy 
requirement and long time constant involved for the diffusion process of the phase 
transition means that the process is not reversed such that a detectable quantity of 
powder is found in either the low temperature A2 phase, or the intermediate tetragonal 
phase.  
 
 
Figure 4.41: Diffraction pattern and refinement (       ) of a sample of Cr2VGa0.75Al0.25 
heat treated at 650ºC for 52 hours and slow cooled. 
 
It is also worth noting that while the abundance of the intermediate or high temperature 
structural phases increase, the value of the resistivity measured in the isotherm 
measurements decreases. This indicates that these structures have a lower degree of 
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disorder. This was also confirmed by the structural information obtained by the X-ray 
diffraction measurements. The A2 structure of Cr2VGaxAl1-x is a disordered structure for 
all atomic species. As such, Cr, V, Ga and Al randomly distribute across the 2a (000) 
sites. In contrast, in the A15 structure, Ga and Al ions disorder and occupy the 2a (000) 
sites, but the Cr and V disorder and occupy the 6c (½0¼) sites. This observation is 
unusual because commonly when materials go through phase transitions, the high 
temperature phase contains a higher level of atomic disorder than the low temperature 
phase. In order to abide by the second law of thermodynamics, the total entropy of the 
system must increase with increasing temperature. In the A15 structure, the 6c (½0¼) 
and 6d (0½¼) sites are equivalent and so they are indistinguishable via neutron or X-ray 
diffraction measurements. This gives the atoms double the number of possible 
configurations and therefore a higher level of entropy. It is because of this, that the Ga 
and Al sites are able to remain separated from the Cr and V atoms. 
The structural parameters for each phase as measured in the two X-ray diffraction 
measurements after each isotherm resistivity scan are given in Table 4.19. They are 
consistent with those measured in the high temperature diffraction experiments. The 
differences are attributed to thermal expansion of the neutron diffraction measurements 
since these were taken at high temperatures while the X-ray diffraction measurements 
were taken at room temperature. 
 
Heat 
Treatment 
[ºC] | [hrs] 
Phase 
Space 
Group 
 
Lattice 
Parameter 
[ ] ± 10-4 
Cell  
Volume 
[  ] 
Atoms 
/ cell 
 
500   |   12 
A2       a = 2.976  26.331 ± 0.002 2 
Intermediate       
a = 4.289  
c = 5.763  
106.013 ± 0.004 8 
650   |   52 A15       a = 4.727  105.620 ± 0.002 8 
Table 4.19: Structural parameters for a sample of Cr2VGa0.75Al0.25 heat treated at  
500ºC and 650ºC. Data obtained from room temperature X-ray diffraction measurements. 
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4.2.2.4 Discussion 
Low temperature characterisation results for the alloy series Cr2VGa1-xAlx were 
presented previously in section 4.2.1.  Both compounds crystallised in the A2 structure, 
matching the structure of the parent compound Cr2VAl. Furthermore, the cell volume 
per atom increased with increasing Ga concentration as expected considering that Ga 
has a lower binding energy than Al. 
Resistivity results showed that close to room temperature, Cr2VGa0.75Al0.25 begins to 
undergo a structural transformation. High temperature neutron diffraction results 
combined with high temperature resistivity measurements were used to characterise this 
transition in Cr2VGa0.75Al0.25 and determine if similar transitions existed for 
Cr2VGa0.5Al0.5. The measurements revealed that the transition is indeed present in both 
samples, but it is the compound with the largest unit cell that transforms at the lower 
temperatures. The transformation was found to change the structure of the compounds 
from the body centred cubic A2 phase with space group        to a metastable 
tetragonal phase with space group         
The transformation involves significant lattice distortions where the unit cell expands in 
the x and y directions and compresses in the z direction. This causes the volume per 
atom within the lattice to increase by approximately 0.5%. Further to this, the main 
group elements Ga and Al separate from the transition metal elements Cr and V 
resulting in a reduction in the level of disorder in the system. 
At higher temperatures, another structural phase transition was identified. This is a 
transformation that links the A2 disordered Heusler compounds like Cr2VAl to the 
binary or pseudo binary X3Y compounds A15 structure type. The process is achieved 
with further expansion of the lattice in the x and y directions and further compression in 
the z direction until the unit cell becomes cubic. This results in a 1.5% decrease in the 
unit cell volume per atom. Following this, the disordered Cr and V atoms relocated via 
atomic diffusion.  
Another important temperature also needs to be considered. It was seen in both 
compounds that the abundance of the tetragonal intermediate phase increases only up 
until the point where the A15 phase began to emerge. This suggests that once enough 
energy is available, the transformation from the A2 to A15 structures can happen 
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without the need for an intermediate step. As temperature increases further, a 
temperature is reached, at which evidence of the tetragonal intermediate phase 
disappears as it is transformed into the A15 phase which gets substantially more 
prevalent. This suggests that there are two different critical temperatures. One activates 
the transformation of the A2 low temperature phase into the A15 high temperature 
phase. The other activates the transition that transforms the tetragonal intermediate 
phase into the A15 high temperature phase.  
Approximate critical temperatures were deduced from a combination of high 
temperature neutron diffraction and resistivity results. The precise determination of the 
critical temperatures is made difficult by the time dependent nature of the phase 
transitions. The reason that this makes things difficult is because it means that the 
abundance of each phase is constantly changing once the transition temperature has 
been exceeded. Therefore, the contribution to the total measured resistivity is a function 
of temperature, time and phase abundance. This can cause the exact transition point to 
be obscured because close to the transition temperature the increase of one phase and 
the decrease in another is very small and may not be detectable. Therefore rather than 
giving specific values for the critical temperatures, it is more appropriate to give a 
known temperature range. This range consists of a lower limit that expresses the last 
temperature where no evidence of the phase was produced, and an upper limit 
expressing the first temperature at which the phase was observed. These are given in 
Table 4.20 below.  
 
Compound A2  Tetragonal A2  A15 Tetragonal  A15 
Cr2VGa0.5Al0.5 470ºC – 530ºC 530ºC – 640ºC 640ºC – 875ºC 
Cr2VGa0.75Al0.25 < 28ºC 480ºC – 580ºC 580ºC – 680ºC 
Table 4.20: Summary of the different phases found in Cr2VGa0.5Al0.5 and Cr2VGa0.75Al0.25. 
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4.3 Alloy series Cr2-xFexVY (Y = Si, Al) 
The compound series Cr2-xFexVSi and Cr2-xFexVAl were synthesised in the search of 
magnetism within the Cr2VSi and Cr2VAl families.  
4.3.1 Cr2-xFexVSi 
It has been previously discovered in this thesis that Cr2VSi is a weakly paramagnetic 
metallic compound. It crystallises in the A15 structure in close comparison to Cr3Si and 
V3Si. Fe2VSi has been extensively investigated in the past. It crystallises in the L21 
structure and is reported to have negligible magnetic moment until it is doped such that 
the composition is moved away from stoichiometry [54]. The compound series  
(Fe1-xVx)3Si, has been shown to crystallise in the DO3 structure when x < 0.2. These 
compounds are metallic ferromagnets at low temperature and have a maximum 
resistivity at their Curie temperature. Close to this point there is an order – disorder 
transition that transforms them into the B2 structure. At higher temperatures the 
resistivity has a negative gradient up to 1273K [97].  
The aim was to characterise the structural and magnetic properties of the alloy series in 
the hope of finding some critical stoichiometry at which the change from one structure 
to the other is forced. By substituting Cr with Fe atoms the electron concentration is 
changed leaving the bands partially filled. The compounds were heat-treated at 800ºC 
for two days and quenched into cold water. X-ray diffraction revealed phase separation 
between the structures of the parent Heusler compounds as shown in Figure 4.42.  
 
 
Figure 4.42: Diffraction patterns of Cr2-xFexVSi series showing phase splitting, 
       (220) peak (right) and       (210) peak left, 
 x = 2 – blue; x = 1.5 – green; x = 1 – orange; x = 0.5 – red; x = 0 – brown.  
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The structural information for the two phases remain consistent throughout the series 
such that only the integrated intensities of the       (220) and       (210) peaks vary. 
The lattice parameters for each phase are consistent with the values obtained for each 
parent compound previously in this thesis and in the literature for Cr2VSi and Fe2VSi, 
respectively. Plotting the integrated intensities against the concentration parameter x 
shows a linear relationship as shown in Figure 4.43.  
 
 
Figure 4.43: Integrated peak intensities plotted for each compound in Fe2-xCrxVSi series 
       (220) peak (blue) and        (210) peak (red). 
 
This suggests that both parent structures are separated from one another and form 
proportionally to the amounts of Fe and Cr in the compound. The result of the phase 
separation meant that nothing was to be gained by measuring the magnetisation of this 
series in the context of this work. Instead, the Si was substituted for Al and the 
compound series Cr2-xFexVAl was synthesised for characterisation. 
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4.3.2 Cr2-xFexVAl 
Previously in this thesis, Cr2VAl was found to crystallise in the disordered A2 Heusler 
structure, (see section 4.1.1). X-ray and neutron diffraction measurements have given 
evidence that the structure is stable in the temperature range from 5K to 1223K. It is a 
Pauli paramagnetic material down to 5K and although its resistivity is largely 
independent of temperature, its high electrical conductivity classifies it as a metal. 
Fe2VAl has been reported to crystallise in the L21 Heusler structure [ 98 ]. It is 
nonmagnetic down to 2K and non-metallic measured between 2K and 1273K  
[99, 100, 101, 102]. Previous studies have investigated the structural, electronic and 
magnetic properties of off-stoichiometric compounds. Predominantly, this has involved 
the substitution of V with Cr, varying the relative concentrations of Fe and V, or 
changing the Al concentration. These studies have uncovered some interesting physics, 
such as sharp increases in magnetisation and electrical resistivity at low temperatures, 
weak itinerant ferromagnetism and metal – semiconductor phase transitions  
[103, 104, 105, 106].  
The two compounds, Fe2VAl and Cr2VAl, share similar lattice parameters and their 
occupied lattice positions only differ due to atomic disorder. The similarities of the 
lattices of these compounds make them good candidates for making an alloy series 
whilst avoiding the phase separation encountered in the previous section with the 
compound series Cr2-xFexVSi. Hence, the compounds Cr1.5Fe0.5VAl and Fe1.5Cr0.5VAl 
were synthesised and characterised to discover their structural and magnetic properties, 
and compare them to the parent compounds. 
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4.3.3 Cr1.5Fe0.5VAl 
4.3.3.1 Structure 
A sample of Cr1.5Fe0.5VAl was structurally characterised by an X-ray diffraction 
measurement at room temperature. The refinement identified a single phase of the A2, 
disordered Heusler structure as shown in Figure 4.44. This is the same structure as the 
parent compound Cr2VAl adopts, although its unit cell is smaller with a lattice 
parameter of 2.956 ± 0.001Å. The structural information obtained from the X-ray 
diffraction pattern refinement is given in Table 4.21. 
 
Figure 4.44: Diffraction pattern and refinement (       ) for Cr1.5Fe0.5VAl. 
 
Cr1.5Fe0.5VAl  
Weight-loss = 0.54% 
Structure A2 
Space Group        
Site  
occupancies 
(000) 
   
 
 
  
 
 
 
 
 
  
 
 
Lattice  
parameters 
                
Cell volume             
Table 4.21: Cr1.5Fe0.5VAl room temperature structural parameters. 
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Neutron diffraction measurements were also taken at various low temperatures  
(300K, 200K, 100K, 1.5K). The diffraction patterns and refinements of these neutron 
diffraction measurements are given in the appendix section A.2.1. These confirm the 
level of disorder and show that the structure remains stable down to a base temperature 
of 1.5K. The measurement at 300K gives the cubic lattice parameter to be in good 
agreement to the X-ray diffraction measurement at room temperature. Plotting the 
lattice parameter against temperature shows the effect of thermal expansion on the 
lattice as shown in Figure 4.45. It can be seen that the lattice parameter depends on 
temperature as a function of T
2
.  
 
 
Figure 4.45: Temperature dependence of the lattice parameter for Cr1.5Fe0.5VAl. 
 
The neutron diffraction measurements show no sign of any change in magnetic 
behaviour down to 1.5K. However, the more sensitive SQUID magnetometer reveals 
some subtle changes as a function of temperature. This is discussed in the following 
section. 
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4.3.3.2 Magnetisation 
Isothermal magnetisation measurements were taken for multiple temperatures at various 
stable applied magnetic fields. The results in Figure 4.46 show that at high temperature, 
the magnetic response is largely temperature independent. This suggests Pauli 
paramagnetism despite the addition of one ferromagnetic Fe atom per unit cell.  
 
 
Figure 4.46: Magnetisation isotherms for Cr1.5Fe0.5VAl  
normalised for the mass of the powder sample. 
 
At low temperature there is greater temperature dependence. The susceptibility was 
calculated from each isotherm correcting for ferromagnetic impurities by extrapolating 
to infinite applied magnetic fields. Plotting this against temperature shows clearly the 
change in magnetic response. There is linear, Pauli paramagnetic behaviour at high 
temperature and a logarithmic dependence at low temperature as shown in  
Figure 4.47.  
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Figure 4.47: Temperature dependence of the susceptibility of Cr1.5Fe0.5VAl. 
 
The analysis of the compound‟s magnetic response at high temperature is performed in 
the same way as for Cr2VAl assuming Pauli paramagnetism. Using the linear fit  
y=-2E-05x+0.056, the density of states at the Fermi energy is calculated to be  
14.94 ± 0.18  
      
       
  and the paramagnetic susceptibility at T=0K is calculated to be  
56.0 ± 0.69 mJT
-2
kg
-1
. 
All the magnetic properties obtained for Cr1.5Fe0.5VAl are given in Table 4.22 below.  
 
Cr1.5Fe0.5VAl 
Magnetic properties 
Density  
of states 
32.15 ± 1.36 
      
       
 
      
  
  -0.005 
      
         
 
Total magnetic 
moment 
0.0243 
  
   
 
Paramagnetic 
Susceptibility 
118 ± 5.0 
  
     
 
Table 4.22: Magnetic properties of Cr1.5Fe0.5VAl.  
Note: The susceptibility at T = 0K is extrapolated from the linear part of the curve.  
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4.3.4 Fe1.5Cr0.5VAl 
4.3.4.1 Structure 
The room temperature X-ray diffraction pattern of Fe1.5Cr0.5VAl and its refinement is 
given in Figure 4.48 below. In contrast to the disordered A2 structure found for the Cr 
rich compound discussed in the previous section, the refinement shows a single phase 
of the ordered L21 structure. The Cr atoms disorder with the Fe atoms on the (¼¼¼) 
sites, and the Al and V atoms order on the (000) and (½½½) sites respectively. This 
echoes the structure of the parent compound Fe2VAl which also adopts the ordered L21 
Heusler structure. Further structural information for the compound at room temperature 
is given in Table 4.23. 
 
 
Figure 4.48: X-ray diffraction pattern and refinement (       ) for Fe1.5Cr0.5VAl  
at room temperature. 
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Fe1.5Cr0.5VAl  
Weight-loss = 0.87% 
Structure L21 
Space Group        
Site  
occupancies 
(000) 
(¼¼¼) 
(½½½) 
4Al 
3Fe, Cr 
4V 
Lattice  
parameters 
                
Cell volume             
Table 4.23: Fe1.5Cr0.5VAl room temperature structural parameters. 
 
Neutron diffraction measurements were taken at various low temperatures  
(T = 320K, 300K, 100K, 25K, 5K, 1.5K). All diffraction patterns and refinements for 
these measurements are given in the appendix section A.2.2. The room temperature 
measurement confirms the lattice parameter and atomic structure obtained by X-ray 
diffraction measurements. The compound remains stable in its ordered Heusler L21 
phase at all temperatures down to 1.5K. The temperature dependence of the lattice 
parameter attributed to thermal expansion is plotted in Figure 4.49.  
 
 
Figure 4.49: Temperature dependence of the lattice parameter for Fe1.5Cr0.5VAl. 
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4.3.4.2 Resistivity 
Resistivity measurements were taken for Fe1.5Cr0.5VAl with the use of both the low 
temperature, and the new high temperature measurement systems. Figure 4.50 shows 
the results of both sets of measurements.  
 
 
Figure 4.50: Resistivity of Fe1.5Cr0.5VAl using the high and low temperature systems.  
The discontinuity at room temperature is attributed to a change of atomic order  
at high temperatures. 
 
The low temperature system measured a cooling scan from 296K to 34K and a heating 
scan over the same temperature range. This was followed by a subsequent heating cycle 
measured with the high temperature system over the temperature range of 300K – 800K. 
The value of the resistivity is the same at the start and finish of the low temperature 
measurement cycle. In contrast, there is a small increase in resistivity between the start 
of the heating scan and the end of the cooling scan in the high temperature 
measurement system. This is attributed to stress alleviation or a change in atomic order, 
facilitated by the increased thermal energy available at high temperatures.  
At low temperatures, the compound has metallic character shown by increasing 
resistivity with temperature. However, above room temperature there is a negative 
gradient which is a characteristic behaviour of semiconductors. This behaviour 
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continues up to 800K. The temperature of the maximum resistivity is 250K. This is 
obtained from the plot of the derivative of the resistivity against temperature at the point 
where the curve crosses the x-axis, as shown in Figure 4.51 below.  
 
 
Figure 4.51: Derivative of low temperature resistivity of Fe1.5Cr0.5VAl  
during the heating measurement scan. 
 
4.3.4.3 Magnetisation 
Magnetisation measurements for Fe1.5Cr0.5VAl were taken in two ways. Isothermal 
scans at a range of temperatures for varying stable applied magnetic fields identified a 
change in magnetic behaviour below T=25K. The results for the isotherm scans are 
given in Figure 4.52.  
 
 
Figure 4.52: Magnetisation isotherm measurements of Fe1.5Cr0.5VAl. 
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Arrott plots were drawn to show the difference between the magnetic behaviour across 
the isotherm scans. These are displayed in Figure 4.53. The insert highlights a change in 
behaviour occurs between 25K and 5K. Not only is there a vast difference in the 
strength of the magnetic response between the two isotherms, but the intersection with 
the y – axis is positive for the 5K measurement and negative for the 25K measurement. 
For ferromagnetic materials, this would show that the Curie temperature lies between 
these temperatures. However, the total magnetic moment at T=5K and at maximum 
applied magnetic field B=5.5T, was calculated to be          per formula unit using 
equation (2.39)  
         
         
    
  
This is too low to consider ferromagnetism caused by local moments on the Fe sites 
since 3/8 of the compound‟s composition is Fe. It would mean that the moment carried 
per Fe atom is          rather than the     normally associated with it. Therefore the 
compound is not considered to be weakly ferromagnetic. It is thought that the moment 
could be attributed to field induced itinerant electrons, or alternatively the signal arises 
due to impurity atoms. 
 
 
Figure 4.53: Arrott plots for Fe1.5Cr0.5VAl;  
Insert:  y-intercept of Arrott plots. 
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A temperature scan measured at constant applied magnetic field identified three regions 
of interest. Figure 4.54 shows the inverse of the magnetisation plotted as a function of 
temperature. Three straight lines can be drawn through the data and their intersection 
points correspond to two discontinuous changes of gradient. The change in gradient at  
T = 20K is in agreement with the change in magnetic behaviour seen in the isotherm 
measurements as shown in the insert in Figure 4.54. The other change in gradient at  
T = 150K matches with a change in gradient observed with the low temperature 
resistivity results. As discussed previously, low temperature X-ray and neutron 
diffraction showed no evidence of a structural change at either of these two points. 
Therefore, these two changes in gradient are not thought to be structural transition 
points.  
 
 
Figure 4.54: Magnetisation of Fe1.5Cr0.5VAl  
measured at a constant applied magnetic field B=0.1T. 
Insert: y-intercept of Arrott plots against temperature. 
 
The insert in Figure 4.54 shows the y-intercept of the Arrott plots as a function of 
temperature. This shows the change in magnetic response between T=25K and T=5K 
corresponding to a sharp enhancement of the magnetisation at low temperature. 
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The susceptibility, plotted against temperature in Figure 4.55, has been extrapolated to 
infinite applied magnetic field for each isotherm measurement in an attempt to quench 
the response felt by ferromagnetic impurities. Excluding the 5K isotherm measurement, 
the plot can be fitted by a power law curve. Therefore, at high temperature, the 
susceptibility is largely temperature independent and the compound may be treated as a 
Pauli paramagnet similar to the other compounds in the series. The density of states at 
the Fermi energy and the paramagnetic susceptibility at T=0K were calculated to be 
32.15 ± 1.36 
      
       
 and 104 ± 5 mJT
-2
kg
-1
, respectively.  
 
 
Figure 4.55: Temperature dependence of the susceptibility of Fe1.5Cr0.5VAl. 
 
All the magnetic properties obtained for Fe1.5Cr0.5VAl is given in Table 4.22 below.  
Fe1.5Cr0.5VAl 
Magnetic properties 
Density  
of states 
32.15 ± 1.36 
      
       
 
      
  
  -0.038 
      
         
 
Total magnetic 
moment 
0.1225 
  
   
 
Paramagnetic 
Susceptibility 
104 ± 5.0 
  
     
 
Table 4.24: Magnetic properties of Cr1.5Fe0.5VAl. The susceptibility at T = 0K was obtained 
without the logarithmic contribution at low temperature. 
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4.3.5 Discussion 
4.3.5.1 Structure 
Room temperature characterisation results for the alloy series Cr2-xFexVAl are given in 
Table 4.25. The substitution of 25% of the Cr with Fe resulted in a small reduction in 
the lattice parameter, although the structure remains closely related to the parent 
compound Cr2VAl, as it crystallises in the disordered A2 structure. By substituting 75% 
of the Cr with Fe, the compound crystallises in the L21 ordered Heusler structure in 
close relation to the parent compound Fe2VAl.  
 
Compound 
 
 
Structure 
type 
 
Space 
Group 
 
Lattice 
Parameter 
[ ] 
Cell Volume 
/ Atom 
[  ] 
Atoms 
/ Cell 
 
Cr2VAl A2       2.977 13.19 2 
Cr1.5Fe0.5VAl A2       2.956 12.92 2 
Cr0.5Fe1.5VAl L21       5.828 12.37 16 
Fe2VAl* L21       5.750 11.88 16 
Table 4.25: Summary of characterisation results 
for compounds in the alloy series Cr2-xFexVAl. 
* information obtained from [98]. 
 
As shown in Figure 4.56, plotting the cell volume per atom against the concentration of 
Fe across the compound series, gives a linear relationship. The cell volume per atom 
contracts 4.9% per unit concentration. The cell volume decreases with increased Fe 
concentration because Fe has a higher binding energy (413 kJmol
-1
) than  
Cr (395 kJmol
-1
). 
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Figure 4.56: Cell volume per atom for compounds of the series Cr2-xFexVAl. 
 
4.3.5.2 Magnetism 
The magnetisation measurements for the series demonstrated that none of the 
compounds hold local moments. At high temperatures each compound is weakly Pauli 
paramagnetic with a response that is largely temperature independent. This is attributed 
to the conduction electrons. The density of states at the Fermi energy, derivative of the 
density of states and the paramagnetic susceptibility were calculated for each 
compound, as displayed in Table 4.26.  
 
Compound 
Density of States 
                      
Susceptibility 
              
Cr2VAl 2.72 ± 0.02 38.7 ± 0.3  
Cr1.5Fe0.5VAl 14.94 ± 0.1 57.4 ± 0.69 
Fe1.5Cr0.5VAl 28.33 ± 1.36 104.7 ± 4.0 
Fe2VAl 0.079
[99] 
0.29
[107] 
Table 4.26: Magnetic properties of compound series Cr2-xFexVAl. 
 
Figure 4.57 shows the temperature dependence of the susceptibility for the three 
compounds Cr2VAl, Cr1.5Fe0.5VAl and Fe1.5Cr0.5VAl after subtraction of their Pauli 
paramagnetic contribution. Enhancements in the magnetic response are seen for both 
Cr1.5Fe0.5VAl and Fe1.5Cr0.5VAl at low temperature.  
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Figure 4.57: Temperature dependence of the susceptibility for the series Cr2-xFexVAl with the 
Pauli paramagnetic contribution subtracted. 
Insert: Inverse susceptibility plotted against temperature. 
  
In these susceptibility plots, each point corresponds to the susceptibility at infinite 
applied magnetic field calculated from isotherm measurements at various temperatures 
between 5K and 350K. Extrapolating the susceptibility to infinite field has the effect of 
suppressing the contributions made to the total susceptibility by ferromagnetic 
impurities. Up-turns of the susceptibility curves are observed despite these corrections. 
This suggests that the cause of this behaviour is not simply down to ferromagnetic 
impurities.  
The enhancement of the magnetic response at low temperature is a feature that has been 
previously observed within Fe2VAl and has been associated with off-stoichiometric 
compounds [104, 106]. The magnetisation of Fe1.5Cr0.5VAl, measured at constant field 
over the temperature range 2K – 350K is given in Figure 4.58. In this case, the 
magnetisation is increased by approximately one order of magnitude at low 
temperature. 
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Figure 4.58: Low temperature enhancement of the magnetic response for Fe1.5Cr0.5VAl. 
Insert: Enhancement of magnetisation for Fe2-xV1+xAl attributed to anti-site defects [104]. 
 
The insert in Figure 4.58 shows the same effect found in the off-stoichiometric 
compound series Fe2-xV1+xAl. In these compounds the enhanced magnetisation at low 
temperatures is attributed to magnetism caused by anti-site defects. These are sites that 
are occupied by V atoms due to an imbalance in composition. Local moments are found 
on sites occupied by V that are usually occupied by Fe and vice versa [104]. Band 
structure calculations also predict this effect to exist in the stoichiometric compound 
Fe2VAl. Ferromagnetism is predicted when calculations allow for intermixing between 
Fe and V atoms such that the D03 structure forms [99]. It is possible that the 
magnetisation enhancement seen in Fe1.5Cr0.5VAl is also caused by anti-site defects 
such as those considered in the Fe2-xV1+xAl series. However, further investigations into 
this would be required before such statements can be made with confidence.  
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metal and the relatively high value of the resistivity is attributed to the high level of 
disorder within the crystal lattice.  
Fe2VAl has been documented to demonstrate semiconductor behaviour with the 
resistivity reaching 3000µΩ·cm at 2K [101, 106, 108]. Resistivity measurements taken 
from 2K to 1273K show that the negative gradient continues throughout the temperature 
range.  
In this study, the electrical resistivity of Fe1.5Cr0.5VAl was measured across the 
temperature range 34K – 1073K. Metallic behaviour was observed at low temperatures. 
This is highlighted by the curve‟s positive gradient, which is attributed to increasing 
phonon scattering. A maximum value of resistivity is reached at 250K. Above this 
temperature a negative slope continues up to 1073K and beyond suggesting semi-
conducting behaviour. This kind of behaviour is found in many of the alloys in the 
series Fe3-xVxAl (0 < x <0.20) and Fe3-xVxSi. The compounds are ferromagnetic at low 
temperatures and the maximum in resistivity indicates the position of the Curie 
temperature Tc. However, Fe1.5Cr0.5VAl is not ferromagnetic, so there must be another 
mechanism involved. 
In the series Fe2-xV1+xAl (-0.01 < x < 0.08), [104], the enhancement in magnetisation 
that was discussed in the previous section, is often accompanied by a large increase in 
the resistivity at low temperatures. This effect appears to get larger as the number of 
anti-site defects increases. The compound in this series with the fewest anti-site defects 
is Fe1.98V1.02Al. Its resistivity does not exhibit the enhancement at low temperatures. 
Instead, its temperature dependence is similar to that of Fe1.5Cr0.5VAl. The behaviour is 
interpreted by assuming that the compounds are nonmagnetic but that they possess a 
pseudogap at their Fermi level. The positive slope at low temperatures is said to be 
caused by increased phonon scattering. At temperatures above 300K, a negative slope 
dominates as a result of increased thermal excitations across the pseudogap. 
Solid conclusions about the mechanisms behind the electrical properties of 
Fe1.5Cr0.5VAl cannot be made with just these results. However, the experimental data 
does show similarities with the parent compound Fe2VAl and other off-stoichiometric 
compounds that suggest that it is a semi-metallic material. Furthermore, the compound 
has a maximum resistivity of ~530µΩ·cm that is reached at a temperature of ~250K. 
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4.4 Alloy series Ni2-xMn1+xGa 
It has been shown throughout this thesis that the Cr based Heusler alloys do not 
crystallise in the predicted L21 structure. Instead they crystallise in either a highly 
disordered form of the Heusler structure known as the A2 structure, or a more complex 
cubic structure known as the A15 structure. This causes them to behave less like other 
Heusler alloys of composition X2YZ, and more like the binary compounds of 
composition X3Y, where the X species are transition elements.  
The alloy series Ni2-xMn1+xGa was chosen as a suitable comparison for the compound 
series already investigated in this thesis. As ferromagnetic shape memory Heusler 
alloys, the compounds in the series represent the group of materials to which the Cr 
based compounds were predicted to belong.  
The shape memory material Ni2MnGa has received a lot of attention and its properties 
are very well documented. It is a Heusler alloy that crystallises in the ordered L21 
structure with cubic lattice parameter a = 5.83Å [ 109 ]. Many theoretical and 
experimental studies have been conducted using various methods of investigation into 
the compound‟s martensitic phase transition, its ferromagnetism and its structural order 
[ 110 , 111 , 112 , 113 ]. Techniques such as doping, alloying, constituent element 
substitutions and electronic band structure calculations have all been utilised in the 
exploration and expansion of the series including the parent compound and associated 
off-stoichiometric compounds.  
Mn2NiGa was one of the compounds characterised during the wave of interest 
surrounding shape memory materials. Its properties differ from those belonging to 
Ni2MnGa because of the different atomic ordering present in the compound. In 
Ni2MnGa, Ni prefers to occupy the 8c (¼¼¼) sites, Mn occupies the 4a (000) sites and 
Ga takes the 4b (½½½) sites. This is the L21A ordered Heusler structure. In contrast, in 
Mn2NiGa, Mn and Ga occupy the 4a (000) and 4b (½½½) sites, respectively, while Ni 
and Mn share the 8c (¼¼¼) sites. This is known as the L21B ordered Heusler structure 
[4]. Furthermore, the martensitic transition of Mn2NiGa results in a tetragonal 
martensite phase where the lattice parameters a = b shrink and c elongates. This 
opposes the direction of the lattice deformation of Ni2MnGa, where a = b elongate and 
c shrinks [8]. 
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Studies on the series that links these two compounds, Ni2-xMnxGa, have been focussed 
on low temperature structural and magnetic characterisations [4, 8, 114]. It has been 
found that the state of atomic order affects both the martensitic and magnetic transition 
temperatures. In [8], samples were heat treated at 800ºC and quenched into cold water. 
As shown in Figure 4.59, the Curie temperature was found to rise with increasing Mn 
concentration. In contrast, the compounds‟ martensitic transition temperatures reach a 
minimum at Ni1.5Mn1.5Ga. Furthermore, the strain caused by the martensitic transitions 
was found to be significantly greater in the Mn rich samples. This is reflected in a larger 
thermal hysteresis due to more energy being required to activate the martensitic 
transitions. 
 
Figure 4.59:  Martensitic Tm and ferromagnetic Tc transition temperatures as a function of Mn 
concentration for the compound series Ni50-xMn25+xGa25 [8]. 
 
The high temperature properties of these exciting materials have not been fully 
investigated in the literature. In this thesis the newly designed high temperature 
resistivity measurement system is used to explore the high temperature properties and 
expose the state of atomic order within the series. This will also probe how atomic order 
affects the magnetic transitions and potentially the martensitic phase transitions as well.  
The compounds were synthesised by arc melting, and resistivity stick samples were cut 
using a spark eroder using the methods described in section 3.2. The compounds all had 
a weight loss due to evaporation during melting of less than 1% ensuring sample quality 
and correct stoichiometry. Each sample was heat-treated for three days and quenched 
into cold water in preparation for experiments. Resistivity measurements were taken 
within the temperature range 25ºC – 950ºC and the results are given and discussed in 
this section. 
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4.4.1 Ni2MnGa 
As previously stated, the compound Ni2MnGa has been well documented. Therefore, 
the aim of the measurements on Ni2MnGa was to confirm the performance of the high 
temperature resistivity measurement system by comparing the transition temperatures 
obtained to the ones previously published in the literature. The two points of interest are 
the ferromagnetic – paramagnetic transition and the order – disorder transition, in which 
the compound‟s structure changes from the face centred cubic L21 structure to the body 
centred cubic B2 structure. The two transition temperatures are given as 103ºC and 
798ºC, respectively [2].  
As can be seen in Figure 4.60, there is a positive gradient to the curve throughout the 
measured temperature range. This signifies that the material is metallic. The 
measurements show a clear phase transition at approximately 112ºC, where the gradient 
changes drastically. This is in good agreement with the compound‟s documented Curie 
temperature Tc. The difference between the values is attributed to the level of atomic 
disorder, which is a sample dependent factor. Another transition is seen at much higher 
temperatures but it is far less obvious.  
 
  
Figure 4.60: High temperature resistivity of a heat treated sample of Ni2MnGa. 
Insert: Absolute value of the difference between the trend line above Tc and the observed 
resistivity, |ρpara(T)) - ρobs(T)|, around the order - disorder transition temperature Torder. 
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The insert in Figure 4.60 is a plot of the difference between the paramagnetic portion of 
the curve, (T < Tc), and the total observed resistivity across the order – disorder 
transition.  It shows more clearly the nature of the order – disorder transition. As the 
critical temperature Torder is approached, the resistivity drops exponentially until the 
transition temperature is reached and a sudden disordering occurs. The intersection of 
the curves on both sides of the transition gives the critical temperature to be 799ºC. The 
transition temperature is again in good agreement with the published results.  
A simplified model can be used for the calculation of the resistivity as a function of 
temperature around the magnetic transformation temperature. The model is split into 
three parts, to include contributions from different scattering sources. It is assumed that 
the three contributions of conduction electron scattering in this system are  
 interactions with impurity atoms    
 interactions with thermally excited phonons        
 interactions with magnetic spin disorder         
Applying Matthiessen‟s rule we can obtain an expression that splits up the total 
resistivity to allow determination of the individual contribution made by each scattering 
source. 
                           (4.2) 
The raw observed resistivity data can be approximately fitted with two lines. One is a 
straight line through the paramagnetic region of the compound at temperatures above 
the ferromagnetic transition (T > Tc). Since there is no magnetic order in this region, the 
magnetic disorder that contributes to the total resistivity is at a maximum value and no 
longer temperature dependent. The maximum value of the magnetic contribution is the 
same as its value at the magnetic transition temperature         . Therefore, the 
temperature dependence of the observed resistivity in this region is attributed only to 
the linearly increasing number of phonons. It is also important to note that the phonon 
interaction is only linear at temperatures above the Debye temperature. The Debye 
temperatures for the Ni-Mn-Ga compounds lie between 276K and 345K depending on 
electron concentration [ 115 , 116 ]. Therefore, we can assume that the linear term 
obtained in this simplified model holds sufficiently for these compounds in the 
measured temperature range. 
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                             (4.3) 
The second line is an exponential that fits through the ferromagnetic region of the 
compound. In this region, both the number of phonons and the level of magnetic 
disorder are dependent on temperature.  
                             (4.4) 
Taking the exponential curve fitted to the ferromagnetic part of the resistivity data and 
extrapolating to T = 0K gives an approximation of the residual resistivity. This is 
because at T = 0K, there is full magnetic order and there are no thermal vibrations. 
Therefore there is no contribution from magnetic disorder effects or phonons. Hence,  
equation (4.4) becomes 
              (4.5) 
It is important to note that the residual resistivity is only a constant whilst the 
compound remains in the same state of atomic structural order. Therefore, the value 
obtained from such an extrapolation, does not take into account any order – disorder or 
martensitic structural transformations that may take place at low temperatures. This 
gives a residual resistivity of    = 8.1 µΩ·cm for Ni2MnGa. Extrapolating the line fitted 
to the paramagnetic part of the resistivity data to zero and rearranging equation (4.3) 
gives an approximation for the maximum value of the magnetic contribution to the 
resistivity. 
                      (4.6) 
Substituting this into equation (4.3) gives an expression for the contribution to the total 
resistivity of electron - phonon scattering as a function of temperature.   
                             (4.7) 
Finally, this can be substituted into equation (4.4) to gain an expression for the 
contribution to the total resistivity made by magnetic disorder as a function of 
temperature.  
                             (4.8) 
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Figure 4.61 shows these expressions plotted as a function of temperature against the 
observed values of the resistivity. Obviously, this is only a simple model, however it 
does give a method to visualise the individual components that contribute to the 
observed resistivity.  
 
Figure 4.61: Resistivity data measured for Ni2MnGa 
 separated to show individual scattering contributions. 
 
Table 4.27 contains all the parameters obtained from the analysis of the resistivity 
measurement of Ni2MnGa in the temperature range 25ºC – 950ºC. 
 
Ni2MnGa 
Tc 112ºC 
Torder 799ºC 
   8.1 µΩ·cm 
         52.5 µΩ·cm 
Table 4.27: Parameters for Ni2MnGa obtained from 
 high temperature resistivity measurements. 
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The low residual resistivity suggests that the sample is well homogenised with few 
impurities and low levels of disorder. When a sample is quenched after heat-treatment, 
disorder from the high temperature structure can be „frozen in‟ such that it remains at 
low temperature. At temperatures below the order – disorder transition, increased 
temperature allows for the disordered atoms to re-locate into their ordered positions. In 
this measurement, the paramagnetic region of the curve remains almost linear until 
Torder is reached. This is further evidence that the sample contains low levels of atomic 
disorder.  
4.4.2 Ni1.8Mn1.2Ga 
The high temperature resistivity results for Ni1.8Mn1.2Ga are similar to those of 
Ni2MnGa. Again, two transitions can be seen. The first is the ferromagnetic - 
paramagnetic transition, which is identified at 118ºC. The second is the order – disorder 
transition, which is found at 802ºC as highlighted in the insert.  
 
Figure 4.62: High temperature resistivity of a heat treated sample of Ni1.8Mn1.2Ga. 
Insert: Absolute value of the difference between the trend line above Tc and the observed 
resistivity, |ρpara(T)) - ρobs(T)|, around the order - disorder transition temperature Torder. 
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disorder, the residual resistivity is also higher than in the parent compound. This was 
approximated to be 41.8µΩ·cm. The maximum contribution made by magnetic disorder 
in the ferromagnetic region is reduced to          = 46µΩ·cm. The contributions to the 
total resistivity of the residual resistivity, magnetic spin disorder and phonon scattering 
are shown separately in Figure 4.63.  
  
Figure 4.63: Resistivity data measured for Ni1.8Mn1.2Ga 
 separated to show individual scattering contributions. 
 
Table 4.28 contains all the parameters obtained from the analysis of the resistivity 
measurement of Ni1.8Mn1.2Ga in the temperature range 25ºC – 950ºC. 
Ni1.8Mn1.2Ga 
Tc 118 ºC 
Torder 802 ºC 
   41.8 µΩ·cm 
        46.0 µΩ·cm 
Table 4.28: Parameters for Ni1.8Mn1.2Ga obtained from 
 high temperature resistivity measurements. 
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It can be seen that, as a model, the sum of the individual contributions gives a good 
approximation to the observed resistivity data for the compound. However, at 
temperatures approaching the order – disorder transition Torder = 802ºC, the observed 
resistivity falls off from the calculated curve,          . 
 
4.4.3 Ni1.6Mn1.4Ga 
High temperature resistivity results plot for Ni1.6Mn1.4Ga follows the same trend as the 
other two Ni rich compounds. There are two visible transition points within the 
measured temperature range. As shown in Figure 4.64, the Curie temperature is 
identified at T = 199ºC. This is a significant increase compared to the previous 
compounds. The order – disorder transition is identified at 795ºC which is similar to the 
other Ni rich compounds.  
 
Figure 4.64: High temperature resistivity of a heat treated sample of Ni1.6Mn1.4Ga. 
Insert: Absolute value of the difference between the trend line above Tc and the observed 
resistivity, |ρpara(T)) - ρobs(T)|, around the order - disorder transition temperature Torder. 
 
Figure 4.65 shows approximations of the individual contributions to the total resistivity 
from impurity scattering, phonon interactions and magnetic spin disorder effects. There 
is an increase in the residual resistivity attributed to increased atomic disorder between 
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approximately    = 77.3µΩ·cm. The increased disorder also has the effect of reducing 
the spin disorder effects,          = 38.0µΩ·cm. 
 
Figure 4.65: Resistivity data measured for Ni1.6Mn1.4Ga 
 separated to show individual scattering contributions. 
 
The sum of the three individual components of the resistivity fits the observed data 
well. As expected, the observed value of the resistivity drops off as the order – disorder 
transition Torder is approached. Table 4.29 contains all the parameters obtained from the 
analysis of the resistivity measurement in the temperature range 25ºC – 950ºC. 
 
Ni1.6Mn1.4Ga 
Tc 199 ºC 
Torder 795 ºC 
   77.3 µΩ·cm 
        38.0 µΩ·cm 
Table 4.29: Parameters for Ni1.6Mn1.4Ga obtained from 
 high temperature resistivity measurements. 
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4.4.4 Mn1.6Ni1.4Ga 
The high temperature resistivity results for Mn1.6Ni1.4Ga show a different trend 
compared with the measurements taken for the Ni rich compounds in the series. The 
first measurement cycle resulted in a large resistivity drop after both the heating and 
cooling scans. This is attributed to the order – disorder transition temperature, which is 
observed to be close to 450ºC, being lower than the temperature of heat treatment 
(800ºC). Therefore, since the sample is quenched after heat treatment, the first heating 
scan begins with the sample in a disordered state. Thanks to the slow cooling of the 
measurement scan, there is sufficient time for the atoms to re-order. Therefore the 
second heating scan begins with the sample in a state of higher order than the first. 
Figure 4.66 shows the results of the second heating measurement cycle.  
 
 
Figure 4.66: High temperature resistivity of a heat treated sample of Mn1.6Ni1.4Ga. 
Insert: Absolute value of the difference between the trend line above Tc and the observed 
resistivity, |ρpara(T)) - ρobs(T)|, around the order - disorder transition temperature Torder. 
 
Although the heating and cooling scans do not follow each other over the entire 
temperature range, the scans do start and finish at the resistivity value. Therefore it is 
returned to the same final state of order after the measurement cycle.  
It can be seen that the compound acts metallically throughout the temperature range. 
The magnetic transition is observed at T = 230ºC in both the heating and cooling scans. 
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The model to separate the individual components that make up the observed resistivity 
was applied to the data obtained from the heating scan of the second measurement 
cycle. Figure 4.67 shows the results.  
 
Figure 4.67: Resistivity data measured for Mn1.6Ni1.4Ga 
 separated to show individual scattering contributions. 
 
The key parameters for the compound obtained from the resistivity measurement are 
listed below in Table 4.30. 
Mn1.6Ni1.4Ga 
Tc 230 ºC 
Torder 447 ºC 
   53.7 µΩ·cm 
         103.0 µΩ·cm 
Table 4.30: Parameters for Mn1.6Ni1.4Ga obtained from 
 high temperature resistivity measurements. 
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4.4.5 Mn1.8Ni1.2Ga 
The results for the high temperature resistivity measurements for Mn1.8Ni1.2Ga highlight 
the impact of heat treatment on samples. Looking at just the heating scans from two 
consecutive resistivity measurement cycles, as shown in Figure 4.68, it can be seen that 
the material acts differently the first time it is heated compared to the second. This can 
be explained by the fact that there is an order – disorder phase transition at 
approximately 720ºC. This is below the temperature that the sample was quenched from 
during heat treatment. As a consequence the disordered high temperature structure is 
„frozen‟ such that high levels of disorder remain even at low temperatures. During the 
first measurement scan, as the transition temperature is approached, the thermal energy 
absorbed by the lattice is sufficient to allow the re-ordering of the atoms. This causes a 
reduction in resistivity, despite the increase in temperature, because of the reduction in 
the number of scatterers. When the transition temperature is reached, the atoms disorder 
again to a state similar to that found during heat treatment. However, during a 
measurement scan, the cooling is a much slower process than that caused by quenching. 
Therefore, atoms have time to re-order resulting in a structure containing a higher level 
of order compared to that at the start of the heating cycle. On the second temperature 
scan, the material is in a different state of atomic order compared to that of the first 
scan.  
 
Figure 4.68: High temperature resistivity heating scans of a heat treated sample of 
Mn1.8Ni1.2Ga measured in consecutive heating cycles. 
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The consideration of thermal cycling of samples is therefore important when analysing 
results within this compound series due to the order dependence of the resistivity. For 
consistency it will be the second measurement scan from which transition temperatures 
are taken for all compounds where the order – disorder transition temperature is below 
the heat treatment temperature. This should ensure that the heating scan will begin with 
the sample in its ordered state. In general, this will be appropriate for all the compounds 
for which the concentration of Mn is higher than the concentration of Ni (     ).   
The full second scan is shown in Figure 4.69.  
 
 
Figure 4.69: High temperature resistivity of the second heating and cooling cycle of an initially 
heat treated sample of Mn1.8Ni1.2Ga. 
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rounded edges of the stick sample itself when inspected at room temperature after 
completion of the measurement. At lower temperatures the ferromagnetic – 
paramagnetic transition can be seen at approximately 230ºC and a further 
transformation is visible at 80ºC in the heating scan.  
To give a better understanding and to give support to the interpretation of the above 
resistivity measurements neutron diffraction measurements were made of a 
Mn1.8Ni1.2Ga, as shown in Figure 4.70. The room temperature measurement showed 
that the compound was in its ordered L21 phase. This fits with the interpretation above 
since it is ordered at room temperature, below the order – disorder transition at 87ºC. 
 
 
Figure 4.70: Neutron diffraction pattern and refinement (       ) for Mn1.8Ni1.2Ga  
measured at 300K. 
 
A low temperature measurement was also taken at 1.5K. The refinement of this can be 
found in the appendix section A.3.1. It showed some new peaks indicating that it had 
been through its martensitic transition. This means that the martensitic transition for the 
compound is at some temperature between 300K and 1.5K, which is consistent with the 
recorded value of TM~170K [8]. Therefore, it can be stated that none of the transition 
points in the resistivity data can be the martensitic transition. Furthermore, if the 
magnetic transition was to be encountered at low temperature, there would be a 
significant difference in intensity of the peaks at low angles between the two neutron 
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diffraction measurements. This is not the case so the compound is in its magnetic state 
at room temperature. This also fits in with the interpretation of the resistivity results 
since the magnetic transition was determined to be well above room temperature at 
211ºC. Structural information for the compound obtained from room temperature 
neutron diffraction measurements are given below in Table 4.31. 
 
Mn1.8Ni1.2Ga 
Weight-loss = 0.86% 
Measurement  
temperature 
300K 
1.5K 
Structure Austenitic phase Martensitic phase 
Space group                
Site  
occupancies 
4a (000)     2a (000)     
4b (½½½)     2b (00½)     
8c (¼¼¼) 
   
 
    
 
  4d (0½¼) 
   
 
    
 
  
Lattice  
parameters 
                
                
                
Cell volume 
                                    
Table 4.31: Structural parameters of Mn1.8Ni1.2Ga 
 obtained by neutron diffraction measurements at 300K and 1.5K. 
 
Table 4.32 shows all the transition temperatures obtained for the compound. 
Mn1.8Ni1.2Ga 
Tc 211 ºC 
Torder-1 87 ºC 
Torder-2 724ºC 
Tmelt 902ºC 
Table 4.32: Transition temperatures for Mn1.8Ni1.2Ga obtained from 
 high temperature resistivity measurements taken during the second heating cycle. 
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4.4.6 Mn2NiGa 
The martensitic and magnetic phase transitions found in Mn2NiGa have been 
documented as 312K and 588K, respectively, for a sample quenched from 800ºC [8]. 
However, just as the other Mn rich compounds in the series, these transition 
temperatures are very sensitive to varying types of heat-treatment because of the 
changes these cause in the level of atomic order within the compound. 
High temperature resistivity measurements were taken for the compound in the 
temperature range of 25ºC to 950ºC. The first measurement cycle showed large 
differences between the heating and cooling scans just as occurred for the measurement 
of Mn1.8Ni1.2Ga in the previous section. Therefore, Figure 4.71 shows the resistivity 
results obtained from the second measurement cycle. Similarities can be seen when 
compared to the behaviour observed for Mn1.8Ni1.2Ga.  
 
 
 
Figure 4.71: High temperature resistivity of the second heating and cooling cycle of an initially 
heat treated sample of Mn2NiGa. 
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All the characteristic gradient changes of the heating scan are attributed to the same 
transitions as the equivalent points from the Mn1.8Ni1.2Ga data. The phase transition 
observed at the highest temperature is again identified as the melting point of the 
compound. The order – disorder transitions are identified at 70ºC and 690ºC, attributed 
to the L21 – B2 and the B2 – A2 transitions, respectively. Finally, the transition point 
observed at 201ºC is attributed to the paramagnetic – ferromagnetic transition.  
Table 4.33 shows the transition temperatures obtained for this compound. 
 
Mn2NiGa 
Tc 201 ºC 
Torder-1 70 ºC 
Torder-2 690ºC 
Tmelt 875ºC 
Table 4.33: Transition temperatures for Mn2NiGa obtained from 
 high temperature resistivity measurements taken during the second heating cycle. 
 
 
4.4.7 Discussion 
The compound series Ni2-xMn1+xGa (x = 0, 0.2, 0.4, 0.6, 0.8, 1), was investigated by the 
measurement of the electrical resistivity in the temperature range 25ºC to 950ºC. The 
analysis of these measurements identified order – disorder and ferromagnetic – 
paramagnetic transitions. As shown in Figure 4.72, plotting the critical temperatures for 
the various transitions across the series reveals a trend that the higher the concentration 
of Mn, the lower the order – disorder transition temperatures.  This is attributed to the 
fact that the more Mn is substituted for Ni, the more disorder exists on the 8c (¼¼¼) 
sites, even in the ordered L21 phase. In contrast, there is a net increase in the critical 
temperature of the magnetic transition with increasing Mn concentration. 
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Figure 4.72: Transition temperatures across the compound series Ni2-xMn1+xGa 
 
Several physical processes change from one compound to the next within this series. As 
well as the concentration of Mn and Ni changing the level of atomic disorder also varies 
depending on the thermal cycling of the sample. This affects the overall magnitude of 
the resistivity by way of altering the residual resistivity. Normalising the resistivity 
against its value at room temperature      enables comparison between compounds. 
A simplified model was used to extract approximate values for the residual resistivity 
and the contributions made to the total resistivity by magnetic spin disorder effects and 
electron – phonon scattering. However, this model is only valid for the Ni rich 
compounds because the state of atomic order of the Mn rich compounds is too varied. In 
the three Ni rich compounds, only two gradient changes are observed within the 
temperature range. These relate to the magnetic transition and the L21 to B2 order – 
disorder transition. Figure 4.73 shows the resistivity data normalised to ρ25ºC for these 
three compounds. The insert shows the Mn concentration dependence of the residual 
resistivity, the derivative of the phonon contribution and the maximum contribution 
made to the resistivity by magnetic disorder effects. This shows that for the Ni rich 
compounds, the increased disorder caused by increasing the Mn concentration, has the 
net effect of reducing the rate of change of electron – phonon interactions, reducing the 
strength of magnetism (although Tc increases) and raising the residual resistivity. 
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Figure 4.73: Resistivity of series Ni2-xMn1+xGa (x < 0.5) normalised to the resistivity observed at 
25ºC. Insert: Residual resistivity, derivative of the phonon contribution and maximum 
contribution due to magnetic disorder effects plotted against the concentration parameter x. 
 
In the Mn rich samples, the L21 to B2 order – disorder transition temperature, Torder-1, is 
reduced significantly as was shown in Figure 4.72 above. Therefore, the quenched 
samples are likely to be in a differently ordered state than the Ni rich compounds as 
they are heat treated above this critical temperature. This results in large differences 
between the first heating and cooling measurement scans because the heating scan is 
performed while the sample is in a disordered state. The slow cooling of the first 
measurement cycle then allows for the sample to re-order such that the second heating 
scan is performed while the sample is in a state of higher order. Therefore, the second 
measurement scans were used to enable comparisons with the Ni rich compounds. The 
measurement scans show evidence of a higher number of transitions compared to the Ni 
rich compounds. The extra transitions include the B2 to A2 order – disorder transition 
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Torder-2, and the melting points. Figure 4.74 shows the resistivity measurements taken 
for the Mn rich compounds where x = 0.8 & 1. These scans show many similarities.  
 
 
Figure 4.74: Resistivity measurements taken during the second heating cycle of  
series Ni2-xMn1+xGa (x = 0.8, 1) normalised to the resistivity observed at 25ºC. 
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5 Conclusions 
The initial motives of this work were to investigate the potential suitability of Cr based 
Heusler alloys Cr2VX (X = Al, Si, Ga, Ge) for applications in the field of spintronics, 
particularly for the optimisation of spin injection. Band structure calculations made on 
the compound series Cr2VX (X = Si, Ga, Ge, Sb) [1], found that each compound 
exhibited either ferromagnetism or ferrimagnetism. Predictions were made of large 
magnetic moments such that the compounds would conform to the Slater – Pauling rule, 
µ = Z – 24, where Z is the number of valence electrons per formula unit of the 
compound. Most of the compounds were predicted to have high spin polarisation 
leading to nearly half metallic behaviour. 100% spin polarisation and half metallicity 
were predicted in the case of Cr2VSb. The band structure calculations were performed 
making the assumption that all of the compounds were fully ordered Heusler alloys that 
crystallised in the L21 structure with space group      . However, experimental results 
accumulated in this thesis show a very different story.  
 
Structure 
It has been demonstrated by X-ray and neutron diffraction measurements that there are 
two prominent contrasting structure types observed amongst these compounds. Cr2VAl 
crystallises in the disordered Heusler A2 structure. It has a body centred cubic unit cell 
with space group      , in which all atomic species are disordered and randomly 
distribute throughout the lattice occupying the 2a (000) atomic positions. In contrast, 
the compounds containing Si, Ga and Ge were observed to crystallise in the partially 
ordered A15 structure. This is a cubic structure with space group      . The main 
group elements remain ordered and are located on the 2a (000) sites, and the transition 
elements Cr and V disorder such that they randomly distribute to fill the 6c (½0¼) sites.  
The A15 structure is more commonly associated with binary transition element systems 
such as Cr3X and V3X (X = Al, Si, Ga, Ge). These are fully ordered examples of the A15 
structure, where the transition metal occupies the 6c sites and the main group element 
occupies the 2a sites [83, 84, 90]. It is tempting to argue that in light of these 
similarities, the compounds in the series Cr2VX (X = Al, Si, Ga, Ge), should be 
considered as a pseudo binary system, of composition X3Y, rather than ternary Heusler 
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compounds of composition X2YZ. This is permitted by the disorder that is observed in 
each compound between the transition elements Cr and V. This argument is 
strengthened by the fact that both Cr3Al and V3Al compounds are also associated with 
another structure, commonly observed in X3Y type compounds, termed the D03 
structure. The D03 structure is strongly linked to the Heusler type structures. It is only 
separated from the L21, B2 and A2 structures by the level of atomic order. In fact, it can 
be considered as an ordered Heusler structure for compounds of composition X2YZ, in 
which the X and Y species are equal.  
The reason why these compounds crystallise in two different structures can be 
determined by an extension of the theory behind the crystallisation of V3Al. V3Al has 
been formed experimentally in both the A15 and A2 structures [83, 95]. Predictions 
were made that this compound could not crystallise in the A15 structure under normal 
environmental conditions. Instead, high pressures would be required to reduce the scale 
of the lattice parameters [96]. This reduction of the unit cell can also be achieved via 
species substitution within a compound series. Hence, the alloy series Cr2VGa1-xAlx  
(x = 0, 0.5, 0.75, 1) was synthesised. Combining the parent compounds Cr2VGa and 
Cr2VAl in this way prevents the need to consider the effects of band filling because both 
Ga and Al contain an equal number of valence electrons. Therefore, the changes in 
composition influence only the size of the unit cell.  
Both Cr2VGa0.5Al0.5 and Cr2VGa0.75Al0.25 crystallise in the A2 structure at room 
temperature. Resistivity and neutron diffraction measurements showed that the effect of 
the increased concentration of Ga was to decrease scale of the lattice parameter as 
predicted. At higher temperatures, a three part transformation process linking the two 
structure types of the parent compounds was discovered. Initially the compound is 
transformed from the A2 structure into an intermediate tetragonal structure with space 
group      . At higher temperatures, enough thermal energy is supplied to transform 
the A2 structure directly to the A15 structure without the need for the intermediate 
phase. Finally, there is a transition process that takes the structure on from the 
intermediate phase to the A15 structure.  
Furthermore, it was observed that the critical temperatures of these phase 
transformations reduced as the concentration of Ga increased. This suggests that as the 
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unit cell reduces in size, the A2 structure becomes less stable and the A15 structure 
becomes more favourable.  
These transformation processes do not occur instantaneously. A displacive transition 
mechanism is involved in the transformation of the A2 phase into the intermediate 
tetragonal phase. In the case of Cr2VGa0.75Al0.25, the process has been shown by 
isotherm resistivity measurements taken at 500ºC to take just a few hours to complete. 
Furthermore, this transition process has been shown to be reversible given that elevated 
temperatures are maintained below the critical temperature for long enough. However, 
the transformations into the A15 structure require diffusion processes, which take 
significantly longer. Isotherm resistivity measurements taken for the same compound at 
650ºC showed that the transformation took over 48 hours to complete. 
 
Magnetism 
The differences between the predictions made from band structure calculations and the 
experimental observations obtained in this work are not confined to varying structure 
types. The magnetic properties of these compounds also differ wildly from the 
theoretical predictions. Magnetisation results obtained with the use of a SQUID 
magnetometer have found all of the compounds to be Pauli paramagnetic materials that 
hold negligible net magnetic moments. The compounds‟ susceptibilities range from 
22.9 to 38.7mJT
-2
kg
-1
 and their densities of states range from 1.99 to  
2.72states·eV
-1
atom
-1
.
 
These values are of the same order as those seen in the binary 
compound series V3X (X = Si, Ga, Ge) [85, 86, 87], but they are far removed from the 
predictions of ferromagnetism with total magnetic moments of up to 4  .  
It has been documented that high levels of disorder have the effect of destroying the 
spin polarisation of a material. For this reason, many experimentalists have found it 
difficult to synthesise compounds that carried the prediction of half metallicity from 
band structure calculations [36, 38, 39]. It is clear that in this case, the high levels of 
disorder found within these compounds, coupled with the difference between predicted 
and observed magnetic properties, makes them unlikely to be suitable for applications 
within spintronics as half metallic materials.  
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Even though these compounds have not shown the predicted results, the investigation 
has nonetheless uncovered some interesting physics. It is an unusual occurrence that 
there is no net magnetic moment in Cr based compounds. Despite the high level of 
atomic disorder causing nullified long range magnetic ordering effects, there should still 
be local moments associated with the Cr atoms. However, this does not seem to be the 
case. In an attempt to understand more about this phenomenon, the compounds  
Cr2-xFexVAl (x = 0, 0.5, 1.5) were characterised and compared to the Pauli paramagnetic 
compounds Cr2VAl and Fe2VAl. 
The Fe rich compound was found to mimic the parent compound Fe2VAl as it 
crystallised in the same ordered L21 Heusler structure. The Cr rich compound contained 
a high level of atomic disorder and crystallised in the A2 structure of the parent 
compound Cr2VAl. Neutron diffraction measurements showed the structure of each 
compound to be stable down to 1.5K. Interestingly, magnetisation measurements 
showed an up-turn in the magnetic response of both the alloys containing Fe. This 
results in a magnetisation increase of approximately one order of magnitude at low 
temperatures. The up-turn is seen in susceptibility plots despite correction to subdue 
effects made by magnetic impurities. This effect is something that is also seen in the 
off-stoichiometric Fe2-xV1+xAl alloy series [104]. In these compounds the enhanced 
magnetisation at low temperatures is attributed to magnetism caused by anti-site 
defects. These are sites that are occupied by V atoms due to an imbalance in 
composition. Local moments are found on sites occupied by V that are usually occupied 
by Fe and vice versa. Band structure calculations also predict this effect to exist in the 
stoichiometric compound Fe2VAl. However, ferromagnetism is predicted when 
calculations allow for intermixing between Fe and V atoms such that the D03 structure 
forms [99]. It is possible that the magnetisation enhancement seen in Fe1.5Cr0.5VAl is 
also caused by anti-site defects. However, further investigations into this would be 
required before drawing such conclusions. 
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Resistivity 
Electrical resistivity measurements have shown metallic behaviour for each Cr based 
compound characterised in this work with the exception of the compound Fe1.5Cr0.5VAl 
which demonstrates the characteristics of a semi-metal. The absolute values of the 
resistivity of the metallic compounds measured at room temperature are dependent on 
the level of atomic disorder observed within the crystal structure and the number of 
valence electrons in the unit cell. These values vary from approximately 65 to 
210µΩ·cm. 
Resistivity measurements were also the main characterisation tool for the investigation 
into how varying the Mn concentration affects the structural ordering of the compound 
series Ni2-xMn1+xGa (x = 0, 0.2, 0.4, 0.6, 0.8, 1). Magnetic transition temperatures were 
shown to increase across the series in response to the increased Mn concentration (an 
effect shown previously [8]). However, the measurements also showed that the order – 
disorder transition that transforms the compound from the L21A structure to the B2 
structure, is very influential for the state of atomic order of the compound at room 
temperature.  
For the Ni rich compounds, the critical temperature for this transition is close to the 
temperature of heat treatment. Therefore, when quenched, the ordered structure may be 
retained at room temperature. This results in consistency between the heating and 
cooling scans and causes little change between subsequent measurements. This 
consistency makes the Ni rich compounds easily comparable. Across this mini-series, 
the increase in Mn concentration causes an increased residual resistivity and lowers the 
net change in measured resistivity as temperature increases.  
The critical temperature of the order – disorder transition, decreases significantly as the 
concentration parameter reaches x > 0.5. Therefore, in contrast to the Ni rich 
compounds, structures containing various levels of atomic disorder are observed at low 
temperatures in the Mn rich compounds. This is demonstrated by significant changes 
being observed between the first and second cycles of resistivity measurement scans for 
each compound. Furthermore, in these compounds, a second order – disorder transition 
becomes observable within the measurement temperature range. This transforms the 
structure from the B2 to the A2 structure. The critical temperature for this transition also 
decreases with increased Mn concentration.  
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Outlook 
The Cr based compounds in this thesis appear not to have the exciting magnetic and 
electronic properties that were predicted. It has been shown that high levels of atomic 
disorder plays a large part in the properties of such materials. The combination of Cr 
and V has been shown to be susceptible to high levels of atomic disorder. It may 
therefore be of interest to investigate the properties of similar compounds containing 
heavier transition elements, which may be found to contain lower levels of atomic 
disorder. Due to time constraints it has not been possible to extend this work to include 
such an investigation. However, the compound series Cr2TiX (X = Al, Si, Ga, Ge) is 
proposed as a suitable candidate for this purpose. There have been similar predictions 
made as a result of band structure calculations of half metallic ferromagnetism within 
this compound series as were made for Cr2VX (X = Si, Ga, Ge, Sb) [34].  
Further work has already begun for the modelling of levels of atomic disorder within 
the compound series Ni2-xMn1+xGa (x = 0, 0.2, 0.4, 0.6, 0.8, 1) [5]. This disorder has 
been shown to affect the magnetic properties of the compounds and is predicted to 
significantly influence also the critical temperatures of the magnetic and martensitic 
transitions. 
The motivation for finding half metallic ferrimagnets for applications within spintronic 
and semiconductor devices is strong. It will inevitably continue to draw theoretical and 
experimental physicists to investigate transition element based Heusler compounds. 
However, it has been demonstrated in this thesis that there is a requirement for detailed 
experimental investigations into the structural properties of potential candidates, before 
predictions based on theoretical calculations can be fully trusted.  
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A. Characterisation refinements 
In the course of this thesis, many neutron and X-ray diffraction experiments have been 
performed. These include measurements of many compounds at varying temperatures 
acquired with the use of various instruments. The structural information gained from 
the analysis of these diffraction patterns have been discussed within the main body of 
the thesis. The diffraction patterns and refinements that lead to those discussions are 
included in this appendix. 
A.1 Cr2VGa1-xAlx 
A.1.1 Cr2VAl 
The neutron diffraction measurements of this compound were conducted using the 
instrument D2b at the ILL in Grenoble, France. The measurement taken at 5K was 
performed using a cryostat on a different occasion to the measurements taken from 
room temperature and above. The impurity phase found in the low temperature 
measurement consists of Al. It is believed that this Al has been detected from something 
relating to the instrument and not the sample itself. This phase does not appear in any of 
the high temperature measurements for any other compound in this series. 
A.1.1.1 5K 
 
Figure A.1: Neutron diffraction pattern and refinement (       ) of Cr2VAl 
Phase 1:      ; a =2.974± 0.001Å; Phase 2:  Impurity – Cr; Phase 3: Impurity – Al. 
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A.1.1.2 28ºC 
 
Figure A.2: Neutron diffraction pattern and refinement (       ) of Cr2VAl 
Phase 1: Impurity – Cr; Phase 2:     , a =2.981± 0.001Å. 
 
A.1.1.3 650ºC 
 
Figure A.3: Neutron diffraction pattern and refinement (       ) of Cr2VAl 
Phase 1: Impurity – Cr; Phase 2:     , a =3.004± 0.001Å. 
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A.1.1.4 800ºC 
 
Figure A.4: Neutron diffraction pattern and refinement (       ) of Cr2VAl 
Phase 1: Impurity – Cr; Phase 2: Im    , a =3.011± 0.001Å. 
 
A.1.1.5 950ºC 
 
Figure A.5: Neutron diffraction pattern and refinement (       ) of Cr2VAl 
Phase 1: Impurity – Cr; Phase 2:      , a =3.010± 0.001Å. 
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A.1.2 Cr2VGa0.5Al0.5 
A.1.2.1 28ºC 
 
Figure A.6: Neutron diffraction pattern and refinement (       ) of Cr2VGa0.5Al0.5 at 28ºC. 
Phase 1: Impurity – Cr; Phase 2:      , a =2.985± 0.001Å. 
 
A.1.2.2 530ºC 
 
Figure A.7: Neutron diffraction pattern and refinement (       ) of Cr2VGa0.5Al0.5 at 530ºC. 
Phase 1:      , a =3.002± 0.001Å; Phase 2:     ; a =4.323± 0.001Å; c = 5.822± 0.001Å; 
Impurity – Cr. 
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A.1.2.3 640ºC 
 
Figure A.8: Neutron diffraction pattern and refinement (       ) of Cr2VGa0.5Al0.5 at 640ºC. 
Phase 1:      , a =3.008± 0.001Å; Phase 2:     ; a =4.342± 0.001Å; c = 5.809± 0.001Å; 
Phase 3:       , a =4.760± 0.001Å;  Impurity – Cr. 
 
A.1.2.4 875ºC 
 
Figure A.9: Neutron diffraction pattern and refinement (       ) of Cr2VGa0.5Al0.5 at 875ºC. 
Phase 1:      , a =3.022± 0.001Å; Phase 3:      , a =4.783± 0.001Å;  Impurity – Cr. 
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A.1.3 Cr2VGa0.75Al0.25 
A.1.3.1 28ºC 
    
Figure A.10: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 28ºC. Phase 1: Impurity – Cr;  
 Phase 2:      , a =2.977± 0.001Å; Phase 3:     ,  a =4.368, c = 5.818± 0.001Å;   
Phase 4:     , a =4.348, c = 5.773 ± 0.001Å. 
A.1.3.2 450ºC 
 
Figure A.11: Neutron diffraction pattern and refinement (        ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 450ºC. Phase 1: Impurity – Cr; 
 Phase 2:      , a =2.976± 0.001Å; Phase 3:     ,  a =4.349, c = 5.875± 0.001Å;   
Phase 4:     , a =4.362, c = 5.762± 0.001Å. 
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A.1.3.3 520ºC 
 
Figure A.12: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 520ºC. Phase 1: Impurity – Cr;  
Phase 2:      , a =2.977± 0.001Å; Phase 3:     ,  a =4.365, c = 5.875 ± 0.001Å;   
Phase 4:     , a =4.369, c = 5.763± 0.001Å. 
 
A.1.3.4 580ºC 
 
Figure A.13: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 580ºC. Phase 1: Impurity – Cr;  
Phase 2:      , a =2.976± 0.001Å; Phase 3:     ,  a =4.386, c = 5.878± 0.001Å;   
Phase 4:     , a =4.376, c = 5.763± 0.001Å; Phase 5:      , a =4.771± 0.001Å. 
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A.1.3.5 680ºC 
 
Figure A.14: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 680ºC. Phase 1: Impurity – Cr;  
Phase 2:      ,  a =4.786± 0.001Å; Phase 3:      , a = 2.966± 0.001Å. 
 
A.1.3.6 800ºC 
 
Figure A.15: Neutron diffraction pattern and refinement (       ) of a non-heat treated 
sample of Cr2VGa0.75Al0.25 measured at 800ºC. Phase 1: Impurity – Cr;  
Phase 2:     ,  a =4.792± 0.001Å; Phase 3:      , a =2.968± 0.001Å. 
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A.2 Cr2-xFexVAl 
Neutron diffraction measurements were taken for the Cr2-xFexVAl (x = 0.5, 1.5) to 
determine if the changes in magnetic response observed at low temperatures were 
related to structural transitions. No appreciable difference could be identified in the 
structures or levels of atomic ordering in either compound aside from the thermal 
contraction caused by cooling.  
 
A.2.1 Cr1.5Fe0.5VAl 
A.2.1.1 300K 
 
Figure A.16: Neutron diffraction pattern and refinement (       ) of Cr1.5Fe0.5VAl 
Phase 1:      , a=2.956 ± 0.0001Å; Phase 2: Impurity – Al. 
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A.2.1.2 200K 
 
Figure A.17: Neutron diffraction pattern and refinement (       ) of Cr1.5Fe0.5VAl 
Phase 1:      , a=2.9553 ± 0.0001Å; Phase 2: Impurity – Al. 
 
A.2.1.3 100K 
 
Figure A.18: Neutron diffraction pattern and refinement (       ) of Cr1.5Fe0.5VAl 
Phase 1:      , a=2.951 ± 0.0001Å; Phase 2: Impurity – Al. 
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A.2.1.4 1.5K 
 
Figure A.19: Neutron diffraction pattern and refinement (       ) of Cr1.5Fe0.5VAl. 
Phase 1:      , a=2.9507 ± 0.0001Å; Phase 2: Impurity – Al. 
 
A.2.2 Fe1.5Cr0.5VAl  
A.2.2.1 320K 
 
Figure A.20: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
Phase 1:      , a=5.819±0.0002Å; Fe and Cr atoms disordered. 
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A.2.2.2 100K 
 
Figure A.21: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
Phase 1:      , a=5.808±0.0002Å; Fe and Cr atoms disordered: Phase 2: Impurity - Cr. 
 
A.2.2.3 25K 
 
Figure A.22: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
Phase 1:      , a=5.807±0.0002Å; Fe and Cr atoms disordered. 
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A.2.2.4 5K 
 
Figure A.23: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
Phase 1:      , a=5.807±0.0002Å; Fe and Cr atoms disordered. 
 
A.2.2.5 1.5K 
 
Figure A.24: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
Phase 1:      , a=5.807±0.0002Å; Fe and Cr atoms disordered. 
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A.2.2.6 300K 
 
Figure A.25: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
measured at 300K after low temperature measurements were completed. 
Phase 1:      , a=5.818±0.0002Å; Fe and Cr atoms disordered. 
 
 
 
 
 
 
 
 
 
 
 
 
 
208 
 
A.2.2.7 300K + impurities 
The refinements of the above diffraction patterns can be improved with the input of 
impurity phases. In the refinement below, there are two impurity phases. One is 
identified as pure Al and the other is pure Cr. Using these impurity phases, all peaks in 
the diffraction pattern are accounted for. Despite the impurity phases only bringing a 
very small contribution to the pattern, the quality of fit parameter    is improved from 
5.97 to 4.57 for the measurement taken at 300K. 
 
 
Figure A.26: Neutron diffraction pattern and refinement (       ) of Fe1.5Cr0.5VAl 
measured at 300K including impurity phases (see Table A.1 for structural parameters). 
 
 
Phase Space  
group 
Lattice parameter 
[Å] 
1) Fe1.5Cr0.5Val       5.817 ± 0.0001 
2) Al       4.047 ± 0.0004 
3) Cr       2.910 ± 0.0002 
Table A.1: Structural parameters for Fe1.5Cr0.5VAl obtained from neutron diffraction 
measurements made at 300K including impurity phases.  
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A.3 Ni2-xMn1+xGa 
Neutron diffraction measurements were taken for the compound Mn1.8Ni1.2Ga at 300K 
and 1.5K in an attempt to confirm the room structural phase of the compound and show 
that the critical temperature for the martensitic transition is below room temperature. 
A.3.1 Mn1.8Ni1.2Ga 
A.3.1.1 300K 
 
Figure A.27: Neutron diffraction pattern and refinement (       ) for Mn1.8Ni1.2Ga  
measured at 300K. Sample is in the Austenitic phase,       , a=5.888±0.001Å;  
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A.3.2 1.5K 
 
Figure A.28: Neutron diffraction pattern and refinement (       ) for Mn1.8Ni1.2Ga  
measured at 1.5K. The sample is in the martensitic phase.  
Phase 1:      , a = 5.866 ± 0.001Å;  
Phase 2:       , a = 3.877 ± 0.001Å, c = 6.753 ± 0.001Å 
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B. Resistivity measurement code 
The resistivity measurement system was programmed to be controlled from a desktop 
computer using ‘Matlab’. Scripts were written for full automation of the system to 
facilitate different types of measurement scans. Typically, one will require the 
measurement of the resistivity across a user defined temperature range with a step size 
dependent on the required resolution of the scan. However, an isotherm measurement 
script was also produced for occasions when it is beneficial to investigate the time 
dependence of the resistivity at a particular temperature. The scripts for the temperature 
scan program and isotherm scan program are given below. 
Each measurement scan has inbuilt limits and fail-safe mechanisms for the safety of the 
user and to promote the longevity of the system. These include maximum set point 
temperatures that are set to coincide with the maximum working temperatures of the 
materials used and an automatic cooling ramp activated on scan completion to bring the 
furnace back to room temperature.  
B.1  Temperature scan 
The following program measures the resistivity of a stick sample during heating and 
cooling scans over a temperature range defined by values input by the user. 
Thermocouple readings are used to judge when the sample chamber is at a stable 
temperature before moving on to the next set point. While ramping between set point 
temperatures, measurements are taken every 2.5ºC to ensure good resolution even when 
the temperature steps are large. This helps reduce the length of measurement scans 
without compromising the resolution. Requirements of regions of higher resolution are 
also accommodated for by allowing small temperature steps between user defined 
temperatures. The program calls subroutines to measure the thermocouple temperature, 
measure the resistivity and set up the sample and scan parameters. These subroutines 
are named getTemp(), measure() and parameters(), respectively. 
All results are appended to a '.dat' file throughout the measurement scan. The user is 
prompted to create this file at the beginning of the program. Furthermore, monitoring 
the measurement scan is made simple by the display of graphs plotted on screen in real 
time during the scan. 
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% Define variables, arrays and indices 
parameters() 
scan=1; 
lostContact=0; 
caught=0; 
  
if dT==dTsmall 
    n=((Tf-Ti)/dT)+1; 
else 
    n=((TiSmall-Ti)/dT)+((TfSmall-TiSmall)/dTsmall)+((Tf-
TfSmall)/dT)+1; 
end 
  
setemp=Ti; 
temp2=zeros(1,2); 
  
% Create a ‘.dat’ file for results to be stored 
[f,p]=uiputfile('*.dat'); 
fid=fopen(strcat(p,f),'wt'); 
fprintf(fid,'%s\n\n%s\t%s\t%s\t%s\n',sname,'ThermocoupleTemp','TempErr 
        or','Resistivity_ohm_x10^-8','ResistivityError_ohm_x10^-8'); 
fclose(fid); 
% Open communications with furnace 
serialObject = tempobj(2); 
pause(0.3); 
tempobjconnect(serialObject); 
pause(0.3); 
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
if alreadySettled==1 
   getTemp() 
   pause(0.2) 
  
   measure() 
   figure(1); 
   hold on 
   if scan==1 
       errorbar(temp+25,avResis,avResisErr,'r.'); 
   elseif scan==2 
    errorbar(temp+25,avResis,avResisErr,'b.'); 
   end 
   axis auto; 
   xlabel('Set-Point temperature [ºC]'); 
   ylabel('Resistivity [ohm m x10^-8]'); 
   title(strcat('Resistivity vs temperature scan for a stick sample of 
         ',sname)); 
  
   results=[temp+25,TempErr,avResis,avResisErr]; 
   save(strcat(p,f),'results','-ASCII','-append'); 
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   if scan==1 
       setemp=setemp+dT; 
   elseif scan==2 
       setemp=setemp-dT; 
   end 
end 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
  
for scan=1:cool 
  
    % Heating scan is performed with scan=1, cooling scan is scan=2 
    % Set up small temperature step range for cooling scan 
    if scan==2 
        dT=dT*(-1); 
        Tf2=Ti; 
        Ti2=Tf; 
        Ti2Small=TfSmall; 
        Tf2Small=TiSmall; 
        fid=fopen(strcat(p,f),'a'); 
        fprintf(fid,'\n\n%s\n','Cooling scan'); 
        n=((Tf2-Ti2)/dT)+1; 
        setemp=Ti2; 
    end 
      
plotIndex=1; 
  
for q=1:n   
   if lostContact==0  
      if scan==1 
        if setemp>=TiSmall && setemp<=TfSmall 
            step=dTsmall; 
        else 
            step=dT; 
        end 
    elseif scan==2 
        if setemp<=Ti2Small && setemp>=Tf2Small 
            step=-1*dTsmall; 
        else 
            step=dT; 
        end 
    end 
            if plotIndex>4 
                plotIndex=1; 
            end 
clc 
  
% First set furnace target temperature  
tempobjcomm('writefullres', serialObject, 1, 2, setemp); 
pause(0.5); 
setTime=15; 
fprintf(1,'%s\n\n\n','A new target temperature has been set...') 
pause(2); 
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getTemp(); 
rampTemp(1,1)=temp; 
  
% Ensure correct temperatures are recorded in ramping measurements in  
% all step conditions  
if scan==1 
    if setemp>=TiSmall && setemp<=TfSmall 
        g=setemp-dTsmall; 
    else 
        g=setemp-dT; 
    end 
elseif scan==2 
    if setemp<=Ti2Small && setemp>=Tf2Small 
        g=setemp+dTsmall; 
    else 
        g=setemp-dT; 
    end 
end 
 
% Initialise temp settling graphs into a grid that so that the user  
% can see the most recent 4 temperature settling curves at all times  
% during the measurement scan 
t=0; 
figure (2) 
subplot(2,2,plotIndex,'replace'); 
title('Settling temperature to set point'); 
  
if scan==1 
    subplot(2,2,plotIndex,'replace'),plot((t/60),temp+25,'r.'); 
elseif scan==2 
    subplot(2,2,plotIndex,'replace'),plot((t/60),temp+25,'b.'); 
end 
 
subplot(2,2,plotIndex),hold on; 
subplot(2,2,plotIndex),axis auto; 
subplot(2,2,plotIndex),xlabel('Time / min'); 
subplot(2,2,plotIndex),ylabel('Temperature / ºC'); 
  
% Wait until temperature drift is less than 160 mK/min before taking  
% final measurement 
pass=0; 
while pass<1 
  fprintf(1,'%s %d\n\n','Successfull Passes: ',pass) 
  pause(0.1) 
  getTemp() 
  fprintf(1,'%s\t%g%s%g%s\n','Sample temperature at start of pass =', 
        temp+25,' +- ',TempErr,' deg C   ') 
  temp2(1,1)=temp;      
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% Plotting temp against time to show stage of temp settling 
     for j=1:25 
        pause(12.5); 
        getTemp() 
        t=t+setTime; 
        figure(2); 
         
        if scan==1 
            subplot(2,2,plotIndex),plot((t/60),temp+25,'r.'); 
        elseif scan==2 
            subplot(2,2,plotIndex),plot((t/60),temp+25,'b.'); 
        end 
         
        % Measuring resistivity throughout ramping to next set-point 
        if scan==1    
            if temp-rampTemp>2.5 
                    g=g+2.5; 
                    measure() 
                    figure(1); 
                    hold on 
                            errorbar(temp+25,avResis,avResisErr,'r.'); 
                    axis auto; 
                    xlabel('Set-Point temperature [ºC]'); 
                    ylabel('Resistivity [ohm m x10^-8]'); 
                    title(strcat('Resistivity vs temperature scan for  
                          a stick sample of ',sname)); 
  
                   resultsRamp=[temp+25,TempErr,avResis,avResisErr]; 
                   save(strcat(p,f),'resultsRamp','-ASCII','-append');     
                   rampTemp=rampTemp+2.5; 
            end 
        elseif scan==2 
                    if rampTemp-temp>2.5 
                    g=g-2.5; 
                    measure() 
                    figure(1); 
                    hold on 
                         errorbar(temp+25,avResis,avResisErr,'b.'); 
                    axis auto; 
                    xlabel('Set-Point temperature [ºC]'); 
                    ylabel('Resistivity [ohm m x10^-8]'); 
                    title(strcat('Resistivity vs temperature scan for  
                          a stick sample of ',sname)); 
  
                   resultsRamp=[temp+25,TempErr,avResis,avResisErr]; 
                   save(strcat(p,f),'resultsRamp','-ASCII','-append'); 
                 
                    rampTemp=rampTemp-2.5; 
                    end 
        end 
     end 
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pause(0.2); 
     getTemp() 
     temp2(1,2)=temp; 
     fprintf(1,'%s\t%g%s%g%s\n','Sample temperature at start of pass  
             =',temp+25,' +- ',TempErr,' deg C   ') 
      
     % Rate of temperature change in mK/min 
     Tdrift=abs((temp2(1,2)-temp2(1,1))/(setTime*25/60))*1000; 
     fprintf(1,'%s %f %s\n\n','Rate of change of temperature is: ', 
             Tdrift,' mK/min')  
     if Tdrift<160 
       pass=pass+1; 
     else  
       pass=0; 
     end 
end 
  
fprintf(1,'\n\n%s\n\n','Temperature has settled','Measuring...') 
pause(2) 
 
% Take measurement and plot result on figure 1 
getTemp() 
pause(0.5) 
measure() 
figure(1); 
hold on 
 
if scan==1 
    errorbar(temp+25,avResis,avResisErr,'r.'); 
elseif scan==2 
    errorbar(temp+25,avResis,avResisErr,'b.'); 
end 
  
axis auto; 
xlabel('Set-Point temperature [ºC]'); 
ylabel('Resistivity [ohm m x10^-8]'); 
title(strcat('Resistivity vs temperature scan for a stick sample of  
      ',sname)); 
results=[temp+25,TempErr,avResis,avResisErr]; 
save(strcat(p,f),'results','-ASCII','-append'); 
fprintf(1,'%s\n\n','next temperature needs to be set now!') 
plotIndex=plotIndex+1; 
  
% Change set-point according to step size 
setemp=setemp+step;  
 
   end        
end 
end 
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% Automatic cooling measurement scan to bring the system back to room 
% temperature. This will happen at the end of a measurement scan or if  
% the contact is lost between the probes and the sample. 
setemp=25; 
tempobjcomm('writefullres', serialObject, 1, 2, setemp); 
pause(0.5); 
 
% Initialise measurement graph for final cooling to room temperature.  
% Frequency of measurements is reduced as temperature is lowered to  
% account for the change in cooling rate.  
figure(3); 
hold on 
axis auto; 
xlabel('Set-point temperature [ºC]'); 
ylabel('Resistivity [ohm m x10^-8]'); 
title('Resistivity vs temperature for final cooling'); 
  
while temp+50>setemp 
    measure() 
    pause(0.2); 
    getTemp() 
    plot(temp+25,avResis,'k.');  
    if temp+25>=100 
        pause(60);  
    elseif temp+25>=75 
        pause(120);  
    else 
        pause(300);  
    end 
    results2=[temp+25,TempErr,avResis,avResisErr]; 
    save(strcat(p,f),'results2','-ASCII','-append');        
end 
  
tempobjdisconnect(serialObject); 
clc 
fprintf(1,'\n\n\n\t\t%s\n\n\n','Scan Complete !!'); 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
