Recent emerging technology policies seek to diminish negative impacts while equitably and responsibly accruing and distributing benefits. Social scientists play a role in these policies, but relatively little quantitative research has been performed to study how social scientists inform the assessment of emerging technologies. This paper addresses this gap by examining social science research on "Big Data" -an emerging technology of wide interest. This paper analyzes a dataset of fields extracted from 488 social science and humanities papers written about Big Data. Our focus is on understanding the multi-dimensional nature of societal assessment by examining the references upon which these papers draw. We find that eight sub-literatures are important in framing social science research about Big Data. These results indicate that the field is evolving from general sociological considerations toward applications issues and privacy concerns. Implications for science policy and technology assessment of societal implications are discussed.
Introduction
Big Data is a recent emerging technology with broad societal implications in areas such as privacy and security, ability to address business and medical needs, and the potential to exacerbate or lessen inequalities. Big Data is defined based on size, growth, diversity, and analytic capacities. Big Data has attracted increasing attention (Miller 2014) , but to what extent has societal assessment kept pace? Concern about societal implications has been incorporated into emerging technology human genetics and nanotechnologies policies in recent years, with these efforts commonly involving social science assessments. Relatively little quantitative research has been performed to study how social scientists inform the emergence of new technologies and guide developmental pathways. The objective of this work is to address this gap by examining the trajectory of these societal implications through an analysis a set of papers written by social scientists and humanities scholars about Big Data that have been indexed in the Web of Science. The paper examines the growth and distribution of social science and humanities papers about Big Data. A key contribution of the paper is an examination of the sub-literatures cited in these papers, which offers a window into the evolution of societal concerns about this emerging technology.
Theory
The information technology field has long been concerned with technologies that can advance the storage capacity and processing & analytics in working with information. Although the legacy of information technology Yet it is not solely a matter of scale and opportunity that defines Big Data. It also matters how these methods are used, the extent to which they are divorced from context, applications that could violate privacy and security expectations, and inequities and unethical consequences that these capabilities could create. In sum, important societal considerations accompany Big Data development and applications. Such considerations are not solely the purview of Big Data. Observers underscore the importance of societal considerations in emerging technologies ranging from human genomics to nanotechnology to geoengineering.
The rise of big data takes place in the context of new attention to emerging technologies (Rotolo et al., 2015) . There is growing concern that these technologies advance responsibly. Emerging technologies come into a regulated world marked by regulatory oversight of societal issues such as health and safety, security, privacy, and other oversight. In addition to this landscape of regulatory "hard governance," ever greater concerns have appeared about the coordination and orientation of this governance system. In particular, regulatory systems may lag behind developments in these technologies. While there are issues about the timing of when and how much to intervene, a rise of "soft governance" mechanisms has occurred alongside emerging technology trajectories, including the creation of voluntary codes of conduct (i.e., "soft laws") (Kearnes and Rip 2009 ) and non-governmental portals and councils that promote attention to societal research and the implications of this research. These soft governance approaches highlight the need for spaces and methods for negotiation between science and application advances associated with emerging technologies on the one hand, and societal issues on the other (Kuhlmann 2001 ).
This tension between the development of emerging technologies and their oversight leads to a debate about the process given that these two positions are rarely settled questions. Technology assessment is one method designed to provide information to examine these tensions. Technology assessment a meta-level method used to analyze potential development pathways of a technology and the social and economic implications of this development (Porter et al., 1980; Rip and TeKulve, 2008) . Included in technology assessment are methods to perform empirical analysis of the emerging technology; methods to engage stakeholders, experts, and publics, and methods to assess future pathways (Porter et al., 2004) . Technology assessment does not presume to provide accurate predictions of the future. Rather it is seeks to reduce the uncertainties that restrict investment in the technology through revealing and, presumably, encouraging attention to negative societal impacts (Hoppe, 2002; Robinson et al., 2012) . Technology assessment has traditionally been a central government function (the US Congress as of 1995 no longer has an Office of Technology Assessment to study the likely impacts of new technologies, but other US organizations are involved in technology assessment (or quasi-technology assessment) including the National Academies and the General Accountability Office. However, decentralized methods have arisen to obtain more diverse inputs as the technologies are emerging (Guston and Sarewitz, 2002; Kuhlmann 2002) .
Thus is laid out the role of social scientists and humanists in assessing the societal implications of emerging technologies. At least two rationales have been given for involvement of social scientists in technology assessment.
First, some, if not the majority, of the research underlying the development of many emerging technologies is supported by funding from agencies that serve a broader public mission. Bozeman and colleagues (2015) argue that as a result, at least some of the criteria used to judge a technology's trajectory should be whether or not the technology furthers this "public value" mission. Bozeman (2007, p. 37) defines public values as "providing normative consensus about (1) the rights, benefits, and prerogatives to which citizens should (and should not) be entitled; (2) the obligations of citizens to society, the state and one another; (3) and the principles on which governments and policies should be based." One example of the public values perspective on emerging technology is Slade (2011) who finds that public values promoting more equitable access to effective treatments are widely mentioned in policy documents related to nanomedicine, but less prevalent in particular research funding programs.
A second rationale for this involvement is the potential of societal issues to derail emerging technology developments, as has been the case with genetically modified organisms (GMOs). Instead, societal issues should be anticipated alongside the conduct of scientific R&D (Guston and Sarewitz 2002) . Analyses of societal aspects can address concerns about potential benefits; impacts and risks of candidate commercial products; life-cycle and sustainability aspects; regulatory and governance issues, including reporting requirements and informal codes of conduct and suitable standards; disruptive effects on employment; and engagement of publics (from various sectors, including disadvantaged populations) in determining development pathways. Recent examples of these efforts include chapters on innovation and responsible governance for the international assessment of nanotechnology research needs (Roco et al., 2011) , the Oxford Principles in the UK (Rayner et al., 2013) which address responsible research and development in the context of climate change, the European Commission's three pronged definition of responsible research and innovation consisting of ethical promotion of social justice, sustainable development, and socially desirable quality of life (von Schomberg 2013), matterforall.org's eight principles for sustainable innovation (Maynard 2015) , and the Virtual Institute for Responsible Innovation's 14-country network comprised of researchers and practitioners coordinating responsible innovation activities 1 .
Despite the rise in concern about societal aspects of emerging technologies, surprisingly little research has been published to systematically track how this societal research arises. Social science research has been shown to involve multiple and distinct literatures (Hicks, 2005) and collaborative networks that are increasingly internationalized depending on the country context (Leydesdorff et al., 2014) . One study which looked at social science research about societal issues in nanotechnology found that in the early years, social scientists tended to cite physical scientists' work, while eventually citing their own social science literature in subsequent years in areas such as science visioning, public participation, innovation economics, scientometrics, governance, and ethics (Shapira et al 2010) . Another study found that social scientists studying an emerging technology do not appear to be aware of one another's work (Shumpert et al., 2015) . Yet a third study suggests that social scientists studying synthetic biology are influenced by legacy work from prior human genomics work; consequently, this work is very strong in bioethics and law, but pays less attention to other societal aspects. Moreover, it does not consider societal research findings from other emerging technologies (Shapira et al., 2015) .
This paper examines social science work about Big Data in the context of the literature on technology assessment. Big Data is a rapidly emerging area which, at the time of this writing, is in its early stages of emergence, having grown in prominence since 2012. Despite the recent status of growth of the Big Data "science" field, we argue that it is not too early to understand the rise of societal concerns in social science and humanities works. Moreover, social scientists have themselves used Big Data methods through mining of large scale datasets as an object for studying the emergence of Big Data, albeit not without concern about issues with the accuracy of and what can be interpreted from the data (Schroeder 2014) . We are guided by questions about the evolution of the social science and humanities research and the extent to which other social science and humanities research is cited.
We expect that social science research will draw on legacy fields in their own domain (such as works in the sociology of science) and in the information technology domain (such as geographic information systems). Drawing on a dataset of social science papers addressing Big Data, we find that a broader set of knowledge sources is used in these social science articles, including (in addition to the expected areas) works on societal repercussions of the Internet, business performance impacts, law and privacy, medical applications, and analytics and software studies.
However, there is scope for giving more consideration to other fields by social scientists writing about Big Data to gain a more expansive perspective on current and future developments.
Methods
To measure scholarship in the social sciences and humanities relating to Big Data concerns, we performed a search in the combined Social Sciences Citation Index and Arts & Humanities Citation Index of the Web of Science (WoS) using variations of the term "Big Data" (with and without spaces between the two words). Our experience with emerging technologies is that social science discussions focus on the general topic, so that intricate search strategies are not helpful (Shapira et al., 2010) , hence our use of the term "Big Data" and its variations to retrieve social science and humanities papers. (Porter et al., 2015) , we performed a manual review of the resulting papers, which indicated that all of these papers fell within the domain of interest. Of the 488 papers, more than 70% were articles. Another 17% were classified as "editorial material;" we did not remove these works because more than half had cited references and most appeared in well regarded academic journals such as Nature and the Journal of the American Medical Informatics Association. These latter two journals (which have a traditional science orientation) also produce social science and humanities works, including the articles on big data which represent our topic of interest. The rest of the social science and humanities papers consisted largely of review articles, meeting abstracts, and book chapters.
We also note that some of the articles we reference concern medical topics (such as the Duncan and Keller (2011) article on the use of Big Data, which was published in the American Journal of Psychiatry and the Lazer and colleague's (2014) paper on Google Flu published in Science). One could presumably exclude these because they do not appear to be social science or humanities articles. We did not because WoS explicitly classified them as social science articles in the Social Science Citation Index or the Arts and Humanities Citation Index. Hicks (2005) notes that one of the characteristics of social science work is a lack of consensus in defining it, so we take these indexes as a standard for inclusion rather than trying to develop our own definitions of these broad areas.
To understand the nature of this dataset, we indicate that it represents a fast growing domain (Figure 1 ).
Although our search extended back to 2005, we did not find a substantial number of social science Big Data articles until 2012. In that year, the number of articles grew by a factor of almost four from the previous year's paper count.
The paper count grew by a factor of three from 2012 to 2013 and by a factor of 2.7 from 2013 to 2014. Although our search was performed early in 2015, more than 50 social science Big Data articles were already indexed by WoS.
This trajectory suggests the early emergence of societal concerns about Big Data and thus, value in examining it while it is under rapid growth.
US-based authors accounted for 63% of the papers, followed by UK-based authors which comprised 18% of the papers. A dramatic drop-off occurred thereafter to 5% each for authors based in Australia and China; 4% each for those based in Germany, South Korea and Canada; and 3% each for those based in the Netherlands, Spain, and
Switzerland. The prominence of US-and UK-based authors has been observed in other studies of social scientists writing about emerging technology (Shapira et al., 2015) .
Four of the five most common journals in terms of number of Big Data social science papers are in the health area (Table 1) has eight papers and PS-Political Science and Politics has seven. We further note that 16% of the articles concern Big Data health applications, while 15% concern privacy issues.
[ Because of the newness of the domain, one would not expect that these articles would attract many citations. Indeed that is the case for 64% of the articles, which have no forward citations. However, three articles were cited by more than 50 other papers (Table 1 ). The first is about the ability to use big data to assess the effects of genes versus the environment published by Duncan and Keller (2011) [
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Given these characteristics of the dataset, our analytical focus is on the type of information sources used in these social science publications. Here cited references are taken as a proxy for knowledge bases and flows (Leydesdorff, 1998) . We posit that cited references (also termed "backward citations") can be usefully employed to uncover key societal dimensions of an emerging technology including for technology assessment, in this case Big Data. The dataset includes more than 17,500 cited references. Eighty-three percent of the publications have at least one cited reference. The average article has 40 cited references, while the median is 30. Nine articles have 200 or more references; eight of these nine fall into the legal category.
Our dimensional analysis of cited references draws on an approach we have used in our earlier nanotechnology research (Shapira et al., 2010; Shapira et al., 2015) . This approach is based on a multi-dimensional scaling (MDS) analysis of co-citations of all authors with more than 10 mentions in these papers. This filter amounts to a focus on 43 authors. Half of the Big Data social science papers cited at least one of these 43 authors. Analysis of these authors' works was performed using VantagePoint desktop text analysis software [www.theVantagePoint.com]. VantagePoint examines the associations from a matrix comprised of these cited authors. The nodes in the network drawing represent the number of papers citing the author while the extent to which two authors were cited in the same paper comprises the links. Visualization of the resulting cited reference network only shows the strongest links, using VantagePoint's path erasing algorithm to highlight the most important links based on the proportion where "elbows" occur in a similarity plot. Thus, nonappearance of links does not mean a lack of co-citation, but rather fewer co-citations. MDS reduces the multiple dimensions in this map into twodimensional space. The proximity of two nodes indicates association, though the exact x-y positioning has little meaning.
The MDS results are used to identify clusters that represent each of the dimensions of knowledge flows. To interpret these clusters, we coded each author into a category based on the author's background. This assignment includes an examination of the author's curriculum vitae or other biographic information degree, research area, type of literature in which the author has published. Although assigning authors to categories is not without subjectivity, we believe our assignment approach is reasonable for the purpose that it is intended, which is to help us interpret the map by labeling clusters of nodes. One limitation is that WoS only shows the first cited author, which is the one that we coded; hence our analysis is missing information on the other authors. Despite this limitation, the dimensions do a good job of reflecting our interpretation of the aforementioned author background characteristics.
Results
The results of the cluster analysis are shown in Figure 2 . The exploratory disposition of cluster analysis means that a number of solutions may be considered. For example, a seven-cluster solution could be presented around a natural science and engineering field, but it would group a large share of papers together, thus obscuring potentially useful variation. After considering multiple possibilities, we deem the eight category solution to be the Business Impacts clusters --suggesting some commonality in the papers citing the authors in these four clusters. In contrast, the Sociology of Science cluster is most distant from the Business Impacts cluster, indicating that these two clusters have the fewest papers in common.
[
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Taking the clusters one by one, Internet & Society is the largest cluster (Table 3) [ We tested this manual background-based coding with the clustering algorithm in VOSviewer (Appendix).
The test indicates that the two clustering methods produce fairly consistent results. However, we observe some period. In contrast, comparatively less emphasis was given to Sociology of Science papers (from 23% in the earlier period to 10% in the recent period) and GIS papers (from 9% of papers in the earlier period to 5% in the recent period). References to these two clusters of paper increased between the two periods but at a slower rate. Sociology of Science references grew by 17% between the two periods and GIS papers by 55% compared to Internet & Society (which doubled), Big Data & Medicine (which more than tripled), and Law & Privacy (which more than quadrupled). One interpretation of this finding is that Big Data social science papers are spreading from foundational social science and information systems works to increasingly address application and privacy issues.
Discussion and Conclusions
This work puts forth an empirically-based method for understanding societal dimensions in assessment of emerging technologies. The focus of the method is on the knowledge sources that social scientists studying Big Data (2010), who examined social science papers on the subject of nanotechnology, also identify cited references about sociology/philosophy/history of science. In addition, they identify measurement efforts by scientometrics specialists and economists that are analogous to the Business Impacts cluster in this work. Another work using the same method to examine social scientists conducting research about synthetic biology similarly uncovers a sociology/philosophy/history of science cluster as well as a Law cluster (Shapira et al., 2015) . Although there are several common knowledge bases used by social scientists studying these technologies, these studies also identify knowledge sources that are not much used as reference bases for social scientists studying Big Data. Social scientists studying nanotechnology, for example, draw on additional knowledge clusters concerning future science visions, ethics, public perception and deliberation, and the work of a prominent individual policy entrepreneur. One limitation of our use of social science data to uncover dimensions of societal implications is that a "western bias" occurs in some social science fields, including an English language bias (Leydesdorff et al. 2014 ).
This limitation suggests that efforts to generalize its findings to other national contexts may be incomplete. Coauthorships with US-and/or UK-based researchers may be one way to reach investigators in other countries that seek to examine social science issues in the rollout of emerging technologies.
Our work ultimately informs an emerging science policy debate about how best to organize technology assessment of societal implications to achieve more responsible research and innovation. Should it be incorporated into a central, science-based initiative or should it take a decentralized approach dedicated to assessing societal implications (Calvert and Martin, 2009 )? The centralized approach presumes to have a single or small number of social scientists (often ethicists) that represents societal implications. This approach has merit in terms of close integration of scientists and the single social scientist. That said, our results suggest that societal implications are highly multidimensional. It would be difficult for any single person to represent them. A decentralized approach that involves multiple social science perspectives and knowledge sources seems best to obtain a more complete assessment of societal implications of Big Data and other emerging technologies. 
