A graph G is k-choosable if for every assignment of a set S(v) of k colors to every vertex v of G, there is a proper coloring of G that assigns to each vertex v a color from S(v). We consider the complexity of deciding whether a given graph is k-choosable for some constant k. In particular, it is shown that deciding whether a given planar graph is 4-choosable is NP-hard, and so is the problem of deciding whether a given planar triangle-free graph is 3-choosable. We also obtain simple constructions of a planar graph which is not 4-choosable and a planar triangle-free graph which is not 3-choosable.
Introduction
All graphs considered here are finite, undirected and simple (i.e., have no loops and no parallel edges).
If G = (V, E) is a graph, and f is a function that assigns to each vertex v of G a positive integer f (v), we say that G is f -choosable if for every assignment of sets of integers S(v) ⊆ Z for all vertices v ∈ V , where |S(v)| = f (v) for all v, there is a proper vertex coloring c : V → Z so that c(v) ∈ S(v) for all v ∈ V . The graph G is k-choosable if it is f -choosable for the constant function f (v) ≡ k. The choice number of G, denoted ch(G), is the minimum integer k so that G is k-choosable.
The study of choice numbers of graphs was initiated by Vizing in [11] and by Erdős, Rubin and Taylor in [2] . A characterization of all 2-choosable graphs is given in [2] . If G is a connected graph, the core of G is the graph obtained from G by repeatedly deleting vertices of degree 1 until there is no such vertex.
Theorem 1.1 ([2])
A simple graph is 2-choosable if and only if the core of each connected component of it is either a single vertex, or an even cycle, or a graph consisting of two vertices with three even internally disjoint paths between them, where the length of at least two of the paths is exactly 2.
In the present paper we consider the complexity of deciding whether a given graph is k-choosable for some constant k. It is shown in [2] that the following problem is Π p 2 -complete: (for terminology see [3] )
BIPARTITE GRAPH (2,3)-CHOOSABILITY (BG (2,3)-CH)
INSTANCE: A bipartite graph G = (V, E) and a function f : V → {2, 3}.
QUESTION: Is G f -choosable?
Consider the following decision problem:
BIPARTITE GRAPH k-CHOOSABILITY (BG k-CH)
INSTANCE: A bipartite graph G.
QUESTION: Is G k-choosable?
It is proved in [4] that this problem is Π p 2 -complete for every constant k ≥ 3. It follows easily from Theorem 1.1 that the case k = 2 is solvable in polynomial time.
The following results are known concerning the choice numbers of planar graphs: We prove the following results:
The decision problem U2F 3-CH was formulated by M. Stiebitz [8] in light of the fact that every planar triangle-free graph is the union of two forests. The following Theorem can be derived easily from the constructions used in the proofs of Theorems 1.9 and 1.10.
The rest of the paper is organized as follows. In section 2 we prove Theorems 1.7 and 1.8. The Π 
Two planar graphs
In this section we construct two planar graphs in order to prove Theorems 1.7 and 1.8.
Proof of Theorem 1.7
The graph H is constructed as follows: We take the disjoint union of the graphs {G i : or the color 2, and in both cases the coloring in the graph G i cannot be completed.
We now construct a planar graph H ′ which is not 4-choosable and has fewer vertices than H. The graph H ′ is obtained from H by identifying the vertex y 2 of G i with the vertex x 2 of G i+1 for every i,
We claim that H ′ is not 4-choosable. The previous definitions of S(u), S(v), A and p i are used. Proof of Theorem 1.8 The graph H is constructed as follows: We take the disjoint union of the graphs {G i : 1 ≤ i ≤ 9}, where each G i is a copy of the graph W 2 in Fig. 2 . All the 9 vertices named u are identified, as well as all the 9 vertices named v, to obtain the planar triangle-free graph H. We claim that the graph H is not 3-choosable. To prove this, take S(u) = {10, 11, 12} and S(v) = {13, 14, 15}. With every i,
we associate a different element (a, b) ∈ S(u) × S(v), and define the sets of every vertex of G i except for u and v to be as in Fig. 2 . As in the proof of Theorem 1.7, we conclude that H is not 3-choosable.
We now construct a planar triangle-free graph H ′ which is not 3-choosable and has fewer vertices than H.
The graph H ′ is obtained from H by identifying the vertex y 2 of G i with the vertex x 2 of G i+1 for every i, 1 ≤ i ≤ 9 (indices taken modulo 9). We claim that H ′ is not 3-choosable. The previous definitions of S (u) and S(v) are used. Consider the following ordering of the elements of S(u) × S(v):
= (10, 13), (10, 14) , (10, 15) , (11, 15) , (11, 13) , (11, 14) , (12, 14) , (12, 15) , (12, 13) .
For every i, 1 ≤ i ≤ 9 we do the following: Denote p i = (a, b) and p i+1 = (c, d). The set of the vertex y 2 of G i (which is the same as the set of the vertex x 2 of G i+1 ) is defined as {a, b, c, d} (this is a set of size 3).
In the same manner as before, we conclude that H ′ is not 3-choosable. H ′ is a planar triangle-free graph and has 2 + 9 * 18 = 164 vertices. 2
The choosability of bipartite planar graphs
The Π p 2 -completeness proof of the decision problem BG (2,3)-CH taken from [2] forms the basis for the proof of Theorem 1.9 given in this section. The ordinary Planar Satisfiability problem is well known to be NP-complete ( [3] , [6] ). We use a reduction from the following problem:
conjunctive normal form with a set C of clauses over the set X = {U 1 , . . . , U k , V 1 , . . . , V r } of variables, (2) each clause involves exactly three distinct variables, (3) every variable occurs in at most three clauses, and (4) the graph G Φ = (X ∪ C, {xc|x ∈ c ∈ C or x ∈ c ∈ C}) is planar.
QUESTION: Is this expression true?
A similar problem is used in [5] for proving results concerning the complexity of list colorings. The same transformation used in [6] for proving that the decision problem Planar Quantified Boolean Formula is P-space-complete can be used for proving that the following problem is Π p 2 -complete:
ORDINARY PLANAR SATISFIABILITY (OPS)
INSTANCE: An expression of the form (∀U 1 ) · · · (∀U k )(∃V 1 ) · · · (∃V r )Φ such that (1) Φ is a formula in conjunctive normal form with a set C of clauses over the set X = {U 1 , . . . , U k , V 1 , . . . , V r } of variables, (2) each clause involves at most three distinct variables, (3) the graph G Φ = (X ∪ C, {xc|x ∈ c ∈ C or x ∈ c ∈ C}) is planar.
QUESTION: Is this expression true?
We apply ideas from [7] for proving the following lemma:
Proof It is easy to see that RPS∈ Π The basic ideas of constructs for the graph involve "propagators", "half-propagators", "multioutput propagators", and "initial graphs", with some nodes designated as input nodes, and some nodes designated as output nodes. In the following figures a number on a node will be the value f takes on that node when G is formed. The value on an in node will be acquired when it gets merged with an out node. A half-propagator is the graph is Fig. 3 . A propagator can be made by merging the out node of any half-propagator with the in node of any other half-propagator. A multioutput propagator is shown in Fig. 4 . The initial graphs are the graphs in Fig. 5 and 6 .
The graph G consists of the following. For each i from 1 to k, we have a ∀-graph, with the out nodes named U i and U i . For each i from k + 1 to k + r, we have a ∃-graph, with the out nodes names U i and U i . We think of the C i 's as clauses, and think of U s and U s as literals. For each literal V we connect a multioutput propagator to the node named V , identifying the in node of the propagator with V . All the multioutput propagators look alike having 3m output nodes, one for each ij where 1 ≤ i ≤ m and 1 ≤ j ≤ 3. Now we add m new nodes (each with f (C i ) = 3) named C 1 , C 2 , . . . , C m . For each i from 1 to m, and each j from 1 to 3, connect C i to the ij node of the multioutput propagator attached to the node named X ij .
That describes the graph G, which is obviously bipartite. Every variable occurs in at most three clauses, and therefore it occurs either at most once positive or at most once negative. Combining this with the fact that G Φ is planar, we conclude that G is planar.
We use here a different half-propagator from the one used in [2] , and therefore the following properties needed for the proof should be verified for our half-propagator.
1. A 2-coloration will give the out node opposite color to that of the in node.
2. For any choice of a letter from the in node, and no matter what letters are put on nodes other than the in node, there is a compatible choice of letters from the remaining nodes of the half-propagator.
3. For any assignment of letters to nodes other than the in node, for any choice of a letter from the out node, there is at most one choice of letter incompatible with it on the in node. (This is a direct consequence of K 2,3 being 2-choosable)
4. There is an assignment of letters, and a choice of in letter, such that only one choice of a letter from the out node is compatible with it. (See Fig. 7 )
The proof which appears in [2] can be used to conclude that G is f -choosable iff B is true. 2 
The choosability of planar graphs
In this section we prove Theorems 1.10 and 1.11. Proof Suppose first that not all the sets S(v) are equal. Let x 1 and x k be adjacent vertices for which
, and go in a sequence choosing c 2 ∈ S(
proper coloring of G, as needed.
If the sets S(v) are equal there is no coloring as χ(G) = 3. 2 Lemma 4.2 Suppose that C 1 and C 2 are two disjoint copies of the odd cycle of length k, which we denote
Let G be composed of C 1 and C 2 together with the edges (x i , y i ), i = 1, . . . , k. Suppose we have an assignment of sets of integers S(v) ⊆ Z for all vertices v ∈ C 2 , where S(v) = 3 for all v ∈ C 2 . Then there is at most one proper coloring of C 1 which cannot be completed to a proper coloring of G by assigning to each vertex v ∈ C 2 a color from S(v).
Proof Suppose that c is a proper coloring of C 1 which cannot be completed to a proper coloring of G. Denote
If follows from lemma 4.1 that there exist two colors a and b so that S(y i ) = {a, b, c i }, i = 1, . . . , k. Since c is a proper coloring, surely ∩ k i=1 S(y i ) = {a, b}. By applying lemma 4.1 again, we conclude that c is the only proper coloring with the required properties for the considered assignment of sets In the same manner we can prove that if (g, h) ∈ incomp(W 2 , u, v, S), then g = h, S(w) = {g, c 5 , d 5 } and S(x 2 ) = {g, h, c 2 }, which implies that g = a and h = b. This proves that |incomp(W 2 , u, v, S)| ≤ 1, as needed. 2
We construct the graph H 1 as follows: We take the disjoint union of the graphs {G i : 1 ≤ i ≤ 6}, where each G i is a copy of the graph W 2 in Fig. 2 . All the 6 vertices named u are identified, as well as all the 6 vertices named v, to obtain the planar triangle-free graph H 1 .
Lemma 4.7
The graph H 1 is 3-choosable.
Proof Let S be an assignment of sets of integers S(w) ⊆ Z for all vertices w ∈ V , where S(w) = 3 for all w.
Suppose first that there exists a color c ∈ S(u) ∩ S(v). It follows immediately that by coloring u and v with the color c we can find a proper coloring. Since both G and W are planar triangle-free graphs, it is easy to see that G ′ is also a planar triangle-free graph (recall that W has an embedding in the plane so that u appears on the exterior face.) We first prove that if G is f -choosable, then G ′ is 3-choosable. Take an assignment of sets of integers S(w) ⊆ Z for all vertices w ∈ V ′ , where S(w) = 3 for all w. The graph W is 3-choosable, and so we find a proper coloring in each copy of W in the graph G ′ . For each copy of W , the color chosen in the vertex u is removed from the vertex of G adjacent to u. The coloring can be completed, since G is f -choosable.
We now prove that if G ′ is 3-choosable, then G is f -choosable. Suppose we have an assignment of sets of integers S(w) ⊆ Z for all vertices w ∈ V (G), where |S(w)| = f (w) for all w. Take an assignment which proves that W is not g u -choosable, and put it in each copy of W in the graph G ′ . Let d be a new color.
For each copy W , we add the color d to the vertex u of this copy and to its neighbor in G. Since G ′ is 3-choosable, we can find a proper coloring c of G ′ assigning to each vertex a color from its set. The coloring c restricted to G implies that G is f -choosable. 2
In order to prove that deciding whether a given planar graph is 3-choosable is Π p 2 -complete (a weaker version of Theorem 1.10), it is possible to use the planar graph W 3 in Fig. 8 . In a similar manner to the previous proofs, one can prove that W 3 is 3-choice-critical. The assignment given in Fig. 8 proves that W 3 is not 3-restrictly-choosable. 
