



IНТЕГРО-ДИФЕРЕНЦIАЛЬНИХ РIВНЯНЬ З ПАРАМЕТРАМИ
О. Б. Нестеренко
Київ. нац. ун-т технологiй та дизайну
We give a substantiation for applying the modified projection-iteration method to solve a boundary-value
problem for the weakly nonlinear integral-differential equations with parameters.
Обосновано применение модифицированного проекционно-итеративного метода к решению кра-
евой задачи для слабонелинейных интегро-дифференциальных уравнений с параметрами.
У роботi [3] розглядалось iнтегро-диференцiальне рiвняння вигляду





s, x(s), x′(s), . . . , x(m−1)(s)
)
ds (1)
i ставилась задача знаходження такої функцiї x ∈ Wm2 [a, b] та параметра λ ∈ Rl, якi
задовольняють рiвняння (1) майже скрiзь, крайовi умови




S(t)x(t) dt = α. (3)
Якщо така пара (x(t), λ) iснує, то задачу (1) – (3) вважаємо сумiсною.
В зображеннях (1) – (3)
(Lx)(t) = x(m)(t) + p1(t)x
(m−1)(t) + . . .+ pm(t)x(t), (4)
t ∈ [a, b], ε — достатньо малий невiд’ємний параметр, f ∈ L2[a, b], {p1, . . . , pm} ⊂ L2[a, b],
ядро H(t, s) є сумовним з квадратом за сукупнiстю змiнних, (1 × l)-матриця C(t), (l × 1)-
матриця S(t), елементи яких є лiнiйно незалежними функцiями, сумовнi з квадратом на










та γ ∈ Rm, α ∈ Rl є заданими.
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Припускалось також, що оператор
(Fx)(t) = F (t, x(t), x′(t), . . . , x(m−1)(t)), (5)
який визначається функцiєю F : [a, b] × Rm → R, вiдображає простiр Wm2 [a, b] у прос-
тiр L2[a, b].
У цiй же роботi було встановлено умови iснування та єдиностi розв’язку наведеної
вище задачi.
У данiй статтi розглядається застосування до поставленої задачi модифiкованого про-
екцiйно-iтеративного методу.
Суть цього методу полягає в наступному. Нехай наближення (xk−1(t), λk−1) до шука-
ного розв’язку вже побудовано i функцiя yk−1(t) також є вiдомою.
Знаходимо функцiю
zk(t) = xk−1(t) + δk(t). (6)
Поправка δk(t) — це розв’язок задачi
(Aδk)(t) = C(t)βk + Φ(t)µk, U(δk) = 0, (7)
в якiй невiдомi вектори βk ∈ Rl та µk ∈ Rn визначаємо так, щоб справджувались умови
b∫
a
S(t)δk(t)dt = 0, (8)
b∫
a
Ψ(t)(yk(t)− yk−1(t)− Φ(t)µk) dt = 0, (9)
де
yk(t) = f(t) + (Bzk)(t) + ε
b∫
a
H(t, s)(Fxk−1)(s) ds. (10)
Наступне наближення визначаємо iз задачi
(Axk)(t) = C(t)λk + yk(t), U(xk) = γ,
b∫
a
S(t)xk(t)dt = α. (11)
У методi оператор A, що визначається формулою
(Ax)(t) = x(m)(t) + c1(t)x
(m−1)(t) + . . .+ cm(t)x(t), (12)
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(1 × n)-матриця Φ(t) та (n × 1)-матриця Ψ(t) iз сумовними з квадратом елементами на
вiдрiзку [a, b] є заданими, причому стовпцi матрицi Φ(t) i рядки матрицi Ψ(t) є лiнiйно
незалежними, оператор F має вигляд (5), а оператор B знаходиться за формулою
(Ax)(t)− (Lx)(t) = (Bx)(t). (13)
Початкове наближення (x0(t), λ0) знаходимо iз задачi (11) при k = 0 i заданiй функцiї
y0(t).
Запишемо формули (6) – (9) в дещо спрощеному виглядi




S(t)zk(t)dt = α, (15)
b∫
a
Ψ(t)(yk(t)− yk−1(t)− Φ(t)µk)dt = 0. (16)
За припущення, що однорiдна задача
(Ax)(t) = C(t)λ, U(x) = 0,
b∫
a
S(t)x(t) dt = 0
має лише тривiальний розв’язок [4], для визначення невiдомих параметрiв µk ∈ Rn отри-
маємо систему лiнiйних алгебраїчних рiвнянь. Справдi, за такого припущення задача (14),
(15) має єдиний розв’язок
zk(t) = h(t) +
b∫
a
G(t, s)((Axk−1)(s) + Φ(s)µk) ds,
βk = σ +
b∫
a
Γ(s)((Axk−1)(s) + Φ(s)µk) ds,
який iз урахуванням першої формули (11) набирає вигляду
zk(t) = h(t) +
b∫
a
G(t, s)(yk−1(s) + Φ(s)µk) ds, (17)
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Оскiльки задача (11) також має єдиний розв’язок
xk(t) = h(t) +
b∫
a
G(t, s)yk(s) ds, (19)








G(t, s)Φ(s) ds, (21)
очевидно, формулу (17) можемо записати у виглядi
zk(t) = xk−1(t) + Y (t)µk. (22)
Пiдставляючи (22) у формулу (10) i враховуючи позначення
Z(t) = (BY )(t), (23)











yk(t) = vk(t) + Z(t)µk. (25)
Замiнивши в умовi (16) функцiю yk(t) виразом (25), отримаємо для визначення параметра











Ψ(t) (Φ(t)− Z(t)) dt, dk =
b∫
a
Ψ(t) (vk(t)− yk−1(t)) dt, (26)
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запишемо у виглядi
Λµk = dk. (27)
Якщо матриця Λ невироджена, то, очевидно, наближенi розв’язки задачi (1) – (3) за
методом, що ґрунтується на формулах (10), (11), (14) – (16), будуються однозначно.
Запропонований метод, що ґрунтується на формулах (10), (11), (14) – (16), для задачi
(1) – (3) можна звести до модифiкованого проекцiйно-iтеративного методу щодо iнтег-
рального рiвняння, яке задля скорочення подальших викладок запишемо у виглядi
y(t) = g(t) +
b∫
a
K(t, s)y(s) ds+ ε
b∫
a
H(t, s)(Ty)(s) ds, (28)
де
(Ty)(t) = F
t, h(t) + b∫
a







Для цього використаємо формули (17), (13) та
K(t, s) = (BG)(t, s), g(t) = f(t) + (Bh)(t) (30)
i (5), (19), (29), за допомогою яких легко встановити правильнiсть рiвностей
f(t) + (Bzk)(t) = g(t) +
b∫
a
K(t, s)(yk−1(s) + Φ(s)µk) ds, (31)
(Fxk−1)(t) = (Tyk−1)(t). (32)
Взявши до уваги рiвностi (31), (32), очевидно, формулу (10) можна записати у виглядi
yk(t) = g(t) +
b∫
a
K(t, s)(yk−1(s) + Φ(s)µk) ds+ ε
b∫
a
H(t, s)(Tyk−1)(s) ds. (33)
Аналiзуючи формули (33) та (16), приходимо до висновку, що вони виражають суть мо-
дифiкованого проекцiйно-iтеративного методу щодо iнтегрального рiвняння (28).
Таким чином, дослiдження збiжностi методу, що ґрунтується на формулах (10), (11),
(14) – (16), побудови наближених розв’язкiв задачi (1) – (3) i встановлення оцiнок похибки
зводиться до аналогiчних питань щодо вiдомого [5] модифiкованого проекцiйно-iтератив-
ного методу вiдносно iнтегрального рiвняння (28).
Перейдемо тепер до встановлення достатнiх умов збiжностi та оцiнок похибки методу
(10), (11), (14) – (16).
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Нехай матриця Λ, що обчислюється за формулою (26), є невиродженою. Тодi єдиним




Λ−1Ψ(t)(vk(t)− yk−1(t)) dt. (34)
Оскiльки функцiю vk(t), що визначається формулою (24), неважко за допомогою фор-
мул (31) (вважаючи Φ(t) = 0) та (32) зобразити у виглядi
vk(t) = g(t) +
b∫
a
K(t, s)yk−1(s) ds+ ε
b∫
a
H(t, s)(Tyk−1)(s) ds, (35)




Ψ(t)H(t, s) dt, E(s) =
b∫
a



























K(t, s)Φ(s) ds, (39)
а тому формулу (33) можна записати у виглядi
yk(t) = g(t) +
b∫
a
K(t, s)yk−1(s) ds+ Z(t)µk + ε
b∫
a
H(t, s)(Tyk−1)(s) ds. (40)
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Iз формул (38) та (40) остаточно випливає










(H(t, s) + Z(t)Λ−1J(s))(Tyk−1)(s)ds,
або, з використанням позначень




Ω(t, s) = K(t, s) + Z(t)Λ−1E(s), (42)
N(t, s) = H(t, s) + Z(t)Λ−1J(s), (43)
yk(t) = p(t) +
b∫
a
Ω(t, s)yk−1(s) ds+ ε
b∫
a
N(t, s)(Tyk−1)(s) ds. (44)
Таким чином, побудова послiдовностi наближених розв’язкiв iнтегрального рiвняння
(28) за модифiкованим проекцiйно-iтеративним методом (33), (16) зводиться до побудови
послiдовностi (44), яку можна трактувати як метод послiдовних наближень для iнтеграль-
ного рiвняння
y(t) = p(t) +
b∫
a
Ω(t, s)y(s) ds+ ε
b∫
a
N(t, s)(Ty)(s) ds. (45)
Зазначимо, що, по-перше, рiвняння (28) та (45) еквiвалентнi, причому друге можна
безпосередньо отримати iз першого, якщо виконати тi ж самi перетворення, що i при зве-
деннi модифiкованого проекцiйно-iтеративного методу (33), (16) до методу послiдовних
наближень (44), а по-друге, метод послiдовних наближень широко вiдомий у лiтературi
(див., наприклад, [1, 2]).
1. Самойленко А. М., Мартинюк С. В. Обоснование численно-аналитического метода последователь-
ных приближений для задач с интегральными краевыми условиями // Укр. мат. журн. — 1991. — 43,
№ 9. — С. 1231 – 1239.
2. Самойленко А. М., Ронто Н. И. Модификация численно-аналитического метода последовательных
приближений для краевых задач обыкновенных дифференциальных уравнений // Укр. мат. журн. —
1990. — 42, № 8. — С. 1107 – 1116.
ISSN 1562-3076. Нелiнiйнi коливання, 2013, т . 16, N◦ 2
МОДИФIКОВАНИЙ ПРОЕКЦIЙНО-IТЕРАТИВНИЙ МЕТОД . . . 245
3. Лучка А. Ю., Нестеренко О. Б. Методи розв’язування крайових задач для слабконелiнiйних iнтегро-
диференцiальних рiвнянь з параметрами i обмеженнями // Укр. мат. журн. — 2009. — 61, № 5. — С. 672 –
679.
4. Нестеренко О. Б. Iтерацiйний метод розв’язування iнтегро-диференцiальних рiвнянь з обмеження-
ми // Нелiнiйнi коливання. — 2007. — 10, № 3. — С. 336 – 347.
5. Лучка А. Ю. Проекционно-интеративные методы. — Киев: Наук. думка, 1993. — 288 с.
Одержано 24.12.12
ISSN 1562-3076. Нелiнiйнi коливання, 2013, т . 16, N◦ 2
