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a b s t r a c t
This paper is concernedwith entire andmeromorphic solutions of linear partial differential
equations of second order with polynomial coefficients. We will characterize entire
solutions for a class of partial differential equations associated with the Jacobi differential
equations, and give a uniqueness theorem for their meromorphic solutions in the sense
of the value distribution theory, which also applies to general linear partial differential
equations of second order. The results are complemented by various examples for
completeness.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper, we will study global analytic or meromorphic solutions of linear partial differential equations of second
order inm (≥1) independent complex variables
a−1 + a0u+
m
k=1
ak
∂u
∂zk
+
m
j=1
m
k=1
aj,k
∂2u
∂zj∂zk
= 0, (1)
where ak = ak(z), aj,k = aj,k(z) are polynomials in z = (z1, . . . , zm) ∈ Cm with aj,k = ak,j.
Various related works on characterizing global analytic or meromorphic solutions for partial differential equations can
be found in [1–11], and others. When all the coefficients of (1) are constant, existence and representation of solutions are
well-known (cf. [12]). When the coefficients are polynomials, one cannot expect the existence of analytic solutions. For
example, in C2, the equation z1 ∂u∂z1 + z2 ∂u∂z2 − u = z1 has no solution even in the space of formal power series (see [13]).
On the other hand, some well-known equations are special examples of such equations and their solutions are important
special functions such as Bessel polynomials and Jacobi polynomials or series represented by these special functions.
In general, evenwhen global analytic or entire solutions exist, it is a difficult problem to find such solutions in closed form.
We refer to [5,6] for some recent results on certain partial differential equations whose entire solutions are represented
by Bessel polynomials. We restrict here to a particular type associated with the well-known Jacobi equations and solve
them completely; the result will then serve another purpose of the paper for a uniqueness problem in the sense of value
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distribution (see below). Thus, we will study the following second order linear partial differential equations associated with
the Jacobi polynomials P (α,β)n (t):
(1− t2) ∂
2u
∂t2
+ z2 ∂
2u
∂z2
− {α − β + (α + β + 2)t}∂u
∂t
+ (α + β + 2)z ∂u
∂z
= 0. (2)
Recall that the Jacobi polynomials P (α,β)n (t) of order n are solutions of the Jacobi equations
(1− t2)d
2w
dt2
− {α − β + (α + β + 2)t}dw
dt
+ n(α + β + n+ 1)w = 0 (3)
(see e.g. [14–16] and see Section 2 for the notation), which occur in the study of rotation groups and in the solution to
the equations of motion of the symmetric top, etc. The Jacobi series
∞
n=0 cnP
(α,β)
n (t) in Jacobi polynomials have been used
extensively inmathematical analysis and applications andhave played important roles in spectral approximations for partial
differential equations. There is a natural connection between the partial differential equation (2) and the Jacobi equation
(3). The Jacobi series
∞
n=0 cnP
(α,β)
n (t) is the two-variable series
∞
n=0 cnP
(α,β)
n (t)zn evaluated at z = 1. In the following
theorem, we will see that the above two-variables series with proper coefficients are exactly entire solutions of the partial
differential equation (2) and the order of growth of these solutions can also be completely characterized. More precisely, we
will prove the following.
Theorem 1.1. Take α ∈ R − Z and β ∈ R. The partial differential equation (2) has a nonconstant entire solution f (t, z) on C2
if and only if f is a nonconstant entire function expressed by the series
f (t, z) =
∞
n=0
cnP (α,β)n (t)z
n (4)
with
lim sup
n→∞
|cn|1/n = 0. (5)
Moreover, the order ord(f ) of f satisfies
ord(f ) = lim sup
n→∞
2 log n
log |cn|−1/n . (6)
The order ord(f ) of an entire or meromorphic function is defined in the standard way (see e.g. [17–19]). When f is entire,
ord(f ) = lim supr→∞ log+ log+ M(r,f )log r , whereM(r, f ) = sup|t|≤r,|z|≤r{|f (t, z)|} is the maximummodulus of f .
It is well-known that any entire solution of a homogeneous linear ordinary differential equation with polynomial
coefficients is always of finite order (see [18, p. 53]). However, this is not true in general for homogeneous linear partial
differential equations with polynomial coefficients, as seen in (6), where the order may be infinity.
Next we will see that Eq. (2) considered in Theorem 1.1 provides a model for the uniqueness problem for meromorphic
solutions of general linear partial differential equations of second order in the sense of value distribution, which concerns
how a solution f is determined by the roots of the equation f (t, z) = c for some complex values c by comparing f to an
arbitrary meromorphic function g , which is not necessarily a solution of (2) (cf. the theorems below). Thus, this is different
fromuniqueness of solutions in the usual sense of differential equations, but a stronger version in the direction of the famous
Nevanlinna uniqueness theorem in the value distribution theory: if two nonconstant meromorphic functions f and g on C
share four distinct values aj, j = 1, 2, 3, 4, then g is a Möbius transform of f (it is possible that g ≢ f ). Here and throughout
the paper, two meromorphic functions f and g are said to share a complex value a if f (t, z) = a and g(t, z) = a have
the same solutions (counting multiplicities). Extensive references and results on uniqueness problems can be found, for
instance, in the monograph [17]. For instance, a meromorphic solution of the Malmquist–Yosida type ordinary differential
equation
 dw
dz
n =2nj=0 bj(z)wj in the complex plane is uniquely determined by three values (see [20]; see [21] for the order
of its meromorphic solutions). Related results of this type onmeromorphic solutions of certain partial differential equations
can be found in [5,6,22] and others. We will prove the following.
Theorem 1.2. Suppose that f is a nonconstant meromorphic solution of finite order to Eq. (2) and shares b1, b2 and∞ with a
meromorphic function g in C2, where b1 and b2 are two distinct complex numbers. Then g must be a Möbius transformation of f .
As is well-known, variation of the polynomial coefficients of the equations may lead to completely different structures
of the solutions. Theorem 1.2 is however of generality and can be pushed over to general linear partial differential equations
of second order. To state the result for the general Eq. (1), we first abbreviate
uzk =
∂u
∂zk
, uzjzk =
∂2u
∂zj∂zk
,
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and set
Du =
m
j=1
m
k=1
aj,kuzjuzk ,
Lu =
m
k=1
akuzk +
m
j=1
m
k=1
aj,kuzjzk .
Wemake the following assumption in the following theorem, which cannot be dropped as shown by an example later.
(A) All coefficients ak, aj,k in (1) are polynomials; when a0 = 0 there are no nonconstant polynomials u satisfying the
system
Du = 0,
Lu = 0.
We will prove the following.
Theorem 1.3. Suppose that f is a nonconstant meromorphic solution of finite order to Eq. (1) satisfying (A) and shares b1, b2
and ∞ with a meromorphic function g in Cm, where b1 and b2 are two distinct complex numbers. Then either g is a Möbius
transformation of f , or one of the following occurs:
(i) f 2g2 = 3b22fg − b32(f + g), a0 ≠ 0 and b1a0 + a−1 = 0;
(ii) f 2g2 = 3b21fg − b31(f + g), a0 ≠ 0 and b2a0 + a−1 = 0.
Furthermore, when g is a Möbius transformation of f , one of the following occurs:
(a) g = f ;
(b) fg = b1(f + g)+ b22 − 2b1b2 and b1a0 + a−1 = 0;
(c) fg = b2(f + g)+ b21 − 2b1b2 and b2a0 + a−1 = 0;
(d) fg = b2b−b1b−1 f + b1b−b2b−1 g − b1b2,
where b ≠ 0, 1 is a constant satisfying b2a0 + a−1 = b(b1a0 + a−1).
Remark 1.4. (i) The condition on the system in (A) cannot be dropped. For example, consider the differential equation
∂2u
∂t2
+ ∂
2u
∂z2
= 0 (7)
with a0 = 0. It has an entire solution,
f (t, z) = e2(t+iz) + et+iz + 1,
of order 1, where i = √−1 is the imaginary unit. Let us compare f with the following entire function of order 1,
g(t, z) = e−2(t+iz) + e−t−iz + 1.
It is easy to check that f and g share 0, 1, and∞, but the result of Theorem 1.3 does not hold. The system in (A) associated
to Eq. (7) isu
2
t + u2z = 0,
∂2u
∂t2
+ ∂
2u
∂z2
= 0.
This system clearly has a nonconstant polynomial solution u(t, z) = t + iz, that is, condition (A) associated to the Eq. (7) is
not satisfied.
(ii) The number ‘‘three’’ of the shared values (i.e., a, b,∞) cannot be further reduced. For example, the function f = ez1
is a solution of the partial differential equation u − ∂u
∂z1
= 0 with a0 = 1 ≠ 0. This solution f and g = ez2 share 0 and∞,
but they do not satisfy any relation in the theorem. Also, this solution f and the function h = 2ez1ez1+1 share 0 and 1, but f and
h do not satisfy any relations in the theorem.
Remark 1.5. In this remark, we exhibit various examples to show that all the cases in the conclusion of Theorem 1.3 can
indeed occur.
(i) The cases (i), and (ii) in Theorem 1.3 can indeed occur. Consider the differential equation
18
∂2u
∂t2
− 9∂u
∂z
+ u = 0 (8)
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with a0 ≠ 0, which has an entire solution of order 1,
f (t, z) = −e(t+z)/3 − e(t+z)/6.
The function f and the function
g(t, z) = −e−(t+z)/3 − e−(t+z)/6
share 0, 1, and∞, and satisfy the relation
f 2g2 = 3fg − f − g.
This shows that the cases (i) and (ii) in Theorem 1.3 can occur (take b1 = 0, b2 = 1 or b1 = 1, b2 = 0).
(ii) The cases (b) and (c) in Theorem 1.3 can indeed occur. For example, consider the differential equation
∂2u
∂t2
+ ∂
2u
∂z2
− ∂u
∂t
− u = 0
with a0 ≠ 0, which has an entire solution f (t, z) = et+z of order 1 (cf. [6]). Compare f with the following entire function
g(t, z) = e−t−z . Obviously, f and g share 0, 1, and∞, and satisfy gf = 1. Thus, the cases (b) and (c) in Theorem 1.3 can occur
(take b1 = 0, b2 = 1 or b1 = 1, b2 = 0).
(iii) The case (d) in Theorem 1.3 can indeed occur. For example, consider the differential equation
∂2u
∂t2
+ ∂
2u
∂z2
− ∂u
∂t
− ∂u
∂z
= 0 (9)
with a0 = 0, which has an entire solution of order 1,
f (t, z) = 1
b− 1

et+z − 1 ,
where b = ec ≠ 1 for some complex number c ∈ C. Let us compare f with the following entire function of order 1,
g(t, z) = b
b− 1

1− e−t−z .
It is easy to see that f and g share 0, 1, and∞. The system in condition (A) is
u2t + u2z = 0,
utt + uzz − ut − uz = 0.
It is not difficult to show that this system has no nonconstant polynomial solutions. In fact, if u is a polynomial solution of
the above system, then by the first equation of this system, we have (ut − iuz)(ut + iuz) = 0. Thus, either ut − iuz = 0 or
ut + iuz = 0. Suppose that ut − iuz = 0 (the proof is the same if ut + iuz = 0). Then, ut = iuz , which implies that utt = iutz
and uzz = 1i utz . Thus, utt +uzz = 0. Substituting this to the second equation of the above systemwe obtain that ut +uz = 0.
This together with ut − iuz = 0 yields that ut = uz = 0. Thus, umust be a constant. This shows that condition (A) holds for
(9). One can check that fg = bb−1 f − 1b−1g , which is the case (d) in Theorem 1.3 with b1 = 0 and b2 = 1.
The main results of this paper in preliminary form were announced in [22].
2. Proof of Theorem 1.1
Before the proof, we recall some notations and results on Jacobi polynomials (see e.g. [16]). For appropriate complex
numbers a, b, c ∈ C, the hypergeometric function F(a, b; c; z) is defined by the Gauss series (or hypergeometric series)
F(a, b; c; z) = Γ (c)
Γ (a)Γ (b)
∞
n=0
Γ (a+ n)Γ (b+ n)
n!Γ (c + n) z
n,
which is convergent when |z| < 1, and satisfies the Gaussian hypergeometric differential equation:
z(1− z)d
2w
dz2
+ {c − (a+ b+ 1)z}dw
dz
− abw = 0. (10)
This equation also has the solution
z1−cF(a+ 1− c, b+ 1− c; 2− c; z).
By using the transformation z = 1−t2 , and setting
a = −n, b = α + β + n+ 1, c = α + 1,
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one transfers the equation into the Jacobi differential equation:
(1− t2)d
2w
dt2
− {α − β + (α + β + 2)t}dw
dt
+ n(α + β + n+ 1)w = 0.
For α ∈ R− Z and β ∈ R, this equation has (see [16, p.62 and p.65])
P (α,β)n (t) =
(α + 1)n
n! F

−n, α + β + n+ 1;α + 1; 1− t
2

,
known as the Jacobi polynomials of order n, and
Q (α,β)n (t) =

1− t
2
−α
F

−n− α, β + n+ 1; 1− α; 1− t
2

,
as independent solutions, where (α + 1)n is Pochhammer’s symbol
(α + 1)n =

(α + 1) · · · (α + n), if n ≥ 1;
1, if n = 0.
Now we turn to the proof of Theorem 1.1. First, we assume that u = f (t, z) is an entire function on C2 satisfying (2).
Then we have the Taylor expansion
f (t, z) =
∞
n=0
wn(t)zn,
where
wn(t) = 1n!
∂nf
∂zn
(t, 0).
Since u = f (t, z) satisfies Eq. (2), abbreviating
ℓ(t) = α − β + (α + β + 2)t
we find
0 = (1− t2) ∂
2u
∂t2
+ z2 ∂
2u
∂z2
− ℓ(t) ∂u
∂t
+ (α + β + 2)z ∂u
∂z
=
∞
n=0

(1− t2)d
2wn
dt2
− ℓ(t)dwn
dt
+ n(α + β + n+ 1)wn

zn,
that is,wn(t) is an entire solution of the differential equation
(1− t2)d
2w
dt2
− {α − β + (α + β + 2)t}dw
dt
+ n(α + β + n+ 1)w = 0 (11)
for each integer n ≥ 0. Recall that
P (α,β)n (t) =
(α + 1)n
n! F

−n, α + β + n+ 1;α + 1; 1− t
2

and
Q (α,β)n (t) =

1− t
2
−α
F

−n− α, β + n+ 1; 1− α; 1− t
2

are independent solutions of (11). According to the basic theory of ordinary differential equations, there exist two constants
cn and c ′n such that
wn(t) = cnP (α,β)n (t)+ c ′nQ (α,β)n (t).
By studying singularity of solutions at t = 0, it follows that c ′n = 0 for each integer n ≥ 0. Thus we obtain the expansion (4).
To prove (5), using the asymptotic formula of P (α,β)n (t) ([16], p.194), we have that
P (α,β)n (t) = (2πn)−
1
2 h
n+ 12
t (t
2 − 1)− 14 (t − 1)− α2 (t + 1)− β2

(t + 1) 12 + (t − 1) 12
α+β {1+ o(1)},
as n →∞, where
ht = t +

t2 − 1, t ∈ C \ [−1, 1],
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which implies that
lim sup
n→∞
cnP (α,β)n (t)zn1/n = |z| |ht | lim sup
n→∞
|cn|1/n .
Note that for a fixed t , the function f (t, z) is an entire function in z and thus the series (4) in z converges in |z| <∞. Hence,
the above equality implies that lim supn→∞ |cn|1/n = 0, i.e., (5) holds.
Conversely, if f (t, z) is an entire function of the form (4) satisfying condition (5), it is trivial to check that it satisfies the
partial differential equation (2) by noting thatwn(t) = cnP (α,β)n (t) is a solution of (11).
Next we prove (6). To do this, write
ρ = lim sup
n→∞
2 log n
log |cn|−1/n .
We first show ρ ≤ ord(f ). We may assume 0 < ρ ≤ ∞. Take ε with 0 < ε < ρ and set
k =

ρ − ε, if ρ <∞;
1
ε
, if ρ = ∞.
Then there exists a sequence nj →∞ such that
2nj log nj ≥ k log 1|cnj |
.
Note that
dmP (α,β)n (t)
dtm
= 2−m(α + β + n+ 1)mP (α+m,β+m)n−m (t), m = 1, 2, . . . ,
and so
∂2nf
∂tn∂zn
(0, 0) = 2−nn!(α + β + n+ 1)ncn.
By using Cauchy’s inequality ∂2nf∂tn∂zn (0, 0)
 ≤ (n!)2r−2nM(r, f ),
where
M(r, f ) = max
|t|≤r,|z|≤r
|f (t, z)|,
we find
2−n|(α + β + n+ 1)n| |cn| ≤ n!r−2nM(r, f ). (12)
When n ≥ 2|α + β|, we have
|(α + β + n+ 1)n| ≥ 2−n(n+ 1)n.
Thus (12) yields
M(r, f ) ≥ (n+ 1)n
4nn! |cn|r
2n.
By using Stirling formula, we obtain
(n+ 1)n
4nn! = (πn)
−1/2

1+ O

1
n

,
and hence
M(r, f ) ≥ (2πn)−1/2|cn|r2n
when n is sufficiently large, which implies
logM(r, f ) ≥ log |cn| + 2n log r − 12 log(2πn).
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When j is sufficiently large we then have that
logM(r, f ) ≥ log cnj + 2nj log r − 12 log(2πnj)
> 2nj

log r − 1
k
log nj − log(2πnj)4nj

> 2nj

log r − 1
k
log nj − 12 log 2

.
Now we take rj =
√
2(enj)
1
k . If j is large, we obtain
logM(rj, f ) >
21−
k
2
ek
rkj ,
which implies that
ord(f ) ≥ lim sup
j→∞
log+ log+M(rj, f )
log rj
≥ k,
and hence ord(f ) ≥ ρ by letting ε→ 0.
Next, we show that ord(f ) ≤ ρ. To do this, we may assume ρ < ∞. For any ε > 0, there exists n0 > 1 such that when
n ≥ n0,
0 ≤ 2 log n
log |cn|−1/n < ρ + ε,
that is,
|cn| < n− 2nρ+ε .
We estimate P (α,β)n (t) using the asymptotic formula mentioned above. Note thath 12t (t2 − 1)− 14 (t − 1)− α2 (t + 1)− β2 (t + 1) 12 + (t − 1) 12 α+β 
=


t +

t2 − 1
 1
2
(t2 − 1)− 14

1+

t + 1
t − 1
 1
2
α 
1+

t − 1
t + 1
 1
2
β  = O(1).
Thus, we can choose n0 sufficiently large such that when n ≥ n0 and for large r = |t|,P (α,β)n (t) ≤ K |ht |n ≤ K(2r)n,
where K is a positive number. However, when |z| = r ,
M(r, f ) ≤
n0−1
n=0
cnP (α,β)n (t) rn + K ∞
n=n0
2nn−
2n
ρ+ε r2n
≤ Ar2n0−2 + K
∞
n=n0
n−
2n
ρ+ε

2r2
n
,
for some A > 0. Putm(r) = (2r)ρ+ε . Then
n≥m(r)
n−
2n
ρ+ε

2r2
n ≤ ∞
n=0

1
2
n
= 2.
We also have
no≤n<m(r)
n−
2n
ρ+ε

2r2
n ≤ 2r2m(r) ∞
n=1
n−
2n
ρ+ε = B 2r2m(r) ,
for some B > 0. Therefore
M(r, f ) ≤ Ar2n0−2 + BK 2r2m(r) + 2K ,
which implies that
ord(f ) = lim sup
r→∞
log+ log+M(r, f )
log r
≤ ρ + ε.
Hence ord(f ) ≤ ρ by letting ε→ 0. This completes the proof.
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3. Proof of Theorem 1.3
First of all, we note that the function g must be of finite order also. For this (and only for this), we need to use a result
from the Nevanlinna theory. In fact, it easily follows from Nevanlinna’s second fundamental theorem (see e.g. [19] or [17])
that
T (r, g) ≤ N

r,
1
g − b1

+ N

r,
1
g − b2

+ N(r, g)+ o{T (r, g)}
= N

r,
1
f − b1

+ N

r,
1
f − b2

+ N(r, f )+ o{T (r, g)}
≤ 3T (r, f )+ oT (r, g),
outside possibly an exceptional set of finite Lebesgue measure, since f − bj and g − bj, j = 1, 2 have the same zeros and
poles (counting multiplicities), where N(r, F) and T (r, F) denote the usual counting function and characteristic function
respectively for a meromorphic function F . This implies that ord(g) := lim supr→∞ log+ T (r,g)log r ≤ ord(f ) < ∞. Now both f
and g are of finite order, we can then deduce that
f − b1
g − b1 = e
α,
f − b2
g − b2 = e
β (13)
for two polynomials α and β . If eα = eβ , then
f − b1
g − b1 =
f − b2
g − b2 ,
which implies that g = f , the conclusion (a) of Theorem 1.3. Conversely, if g = f , then eα = 1 = eβ by (13).
Thus, we may next assume that
eα ≠ eβ , g ≠ f . (14)
It is easy to obtain that
f = b1 + (b2 − b1) e
β − 1
eγ − 1 , g = b2 + (b2 − b1)
1− e−α
eγ − 1 , (15)
where γ = β − α. For {t, z} ⊂ {z1, . . . , zm}, note that
ft = (b2 − b1)

e−α − e−β−2 αte−α − βte−β + γte−α−β
= (b2 − b1)

e−α − e−β−3 αte−2α + βte−2β + γte−2α−β − γte−α−2β − (αt + βt)e−α−β ,
ftz = (b2 − b1)

e−α − e−β−3 (αtz + αtαz) e−2α + (βtz + βtβz) e−2β + (γtz − γtγz) e−2α−β
− (γtz + γtγz) e−α−2β − (αtz + βtz + αtβz + αzβt − γtγz) e−α−β

.
Substituting into the differential equation (1), and noting that
f = (b2 − b1)

e−α − e−β−3
× e−2α + e−2β − (3δ + 1)e−2α−β + (3δ + 2)e−α−2β − 2e−α−β + δe−3α − (δ + 1)e−3β ,
where δ = b1b2−b1 , we deduce that
0 = (Lα + Dα + a0) e−2α + (Lβ + Dβ + a0) e−2β + ηe−3α
+ {Lγ − Dγ − (a0 + 3η)} e−2α−β − {Lγ + Dγ − (2a0 + 3η)} e−α−2β
− {Lα + Lβ − Dγ + D(α, β)+ 2a0} e−α−β − (a0 + η)e−3β , (16)
where η = b1a0+a−1b2−b1 , and
D(α, β) =
m
j=1
m
k=1
aj,k

αzjβzk + αzkβzj

.
We first claim that the polynomial α is not constant. Otherwise, if α is a constant c , Eq. (16) becomes
0 = −(a0 + η)e−3β +

L1β − e−c (L1β − 3(a0 + η))

e−2β
− e−c L2β + 5a0 − e−c(L2β + 2a0 − 3η) e−β + (a0 + ηe−c)e−2c, (17)
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where
L1β = Lβ + Dβ + a0, L2β = Lβ − Dβ − 3a0.
Note that β is not a constant for this case, otherwise we will deduce that f is a constant from (15). We will apply the
following generalized Borel lemma (see [23], or [17, Theorem 3.4]). Let f1, f2, . . . , fn be entire functions inCm such that none
of the functions fi − fj, j ≠ i, is constant. Then ef1 , ef2 , . . . , efn are linearly independent over the ring C[z1, z2, . . . , zm] of
polynomials. Applying this lemma to Eq. (17), it follows that the coefficients of the exponential functions in (17) all are zero,
that is,
a0 + η = 0,

1− e−c L1β = 0, 1− e−c (L2β + 5a0) = 0, a0 + ηe−c = 0.
Note that ec ≠ 1, otherwise, g = f from (13), which contradicts to assumption (14). Thus we must have
a0 = 0, η = 0, L1β = 0, L2β = 0,
which implies that
a0 = 0, Lβ = 0, Dβ = 0.
This is a contradiction to condition (A). Therefore the claim is proved.
We then claim that the polynomial β is not constant. Otherwise, if β is a constant c , Eq. (16) becomes
0 = e−2c a0 − e−c(a0 + η)+ L1α − e−c(L1α + 3η) e−2α
− e−c L2α + 5a0 − e−c(L2α + 5a0 + 3η) e−α + ηe−3α, (18)
where
L1α = Lα + Dα + a0, L2α = Lα − Dα − 3a0.
Note that α is not a constant for this case. Otherwise we will deduce that f is a constant from (15). Note that ec ≠ 1;
otherwise, g = f from (13), which contradicts to (14). Applying the above mentioned Borel Lemma to Eq. (18), it follows
that the coefficients of exponential functions in (18) all are zero. Thus we must have
η = 0, a0 = 0, L1α = 0, L2α = 0,
which implies that
a0 = 0, Lα = 0, Dα = 0.
This is a contradiction to condition (A). Therefore the claim is proved.
We further claim that at least one of the functions α − 2β, β − 2α, β − α, 3β − 2α and 2β − 3α is constant. In fact, if
these functions are all nonconstant, we can then apply the Borel lemma again to Eq. (16) to deduce that the coefficients of
the exponential functions in (16) all are zero. In particular, we have
η = 0, a0 + η = 0, Lγ + Dγ = 0, Lγ − Dγ = 0,
which implies
a0 = 0, Lγ = 0, Dγ = 0.
This is a contradiction to condition (A). By this proved claim, we can then distinguish several cases below.
Case 1. The polynomial α − 2β is a constant c. Then Eq. (16) becomes
0 = (L1β)e−2β −

e−c(3L1β − a0)+ a0 + η

e−3β − e−2c(L1β + 3η)e−5β
+ e−c (2L1β + 2Dβ − a0)e−c + L2β + 5a0 + 3η e−4β + e−3cηe−6β . (19)
Note that β is not constant. Applying the Borel Lemma to Eq. (19), it follows that the coefficients of the exponential functions
in (19) all are zero, that is,
L1β = 0, η + (1− e−c)a0 = 0, (1− e−c)(2Dβ − a0) = 0, η = 0. (20)
If ec ≠ 1, then (20) implies
a0 = 0, L1β = 0, 2Dβ − a0 = 0,
and hence
a0 = 0, Lβ = 0, Dβ = 0.
This is a contradiction to condition (A).
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It follows that ec = 1, that is, eα−2β = 1. Thus we obtain from (13) that
f − b1
g − b1

g − b2
f − b2
2
= 1,
equivalently,
gf (g − f ) = b22(g − f )+ b1(g2 − f 2)− 2b1b2(g − f ),
and hence
fg = b1(f + g)+ b22 − 2b1b2,
since g ≠ f . This is Theorem 1.3 (b).
Case 2. The polynomial β − 2α is a constant c. Then Eq. (16) becomes
0 = (L1α)e−2α − e−c(3L1α − (a0 + ηec))e−3α + e−c

(2L1α + 2Dα − a0)e−c + L2α + 2a0 − 3η

e−4α
− e−2c{L1α − 3(a0 + η)}e−5α − e−3c(a0 + η)e−6α. (21)
Note that α is not constant. Applying the Borel Lemma to Eq. (21), it follows that the coefficients of the exponential functions
in (21) all are zero, that is,
L1α = 0, a0 + ηec = 0, a0 + η = 0, (1− e−c)(2Dα − a0) = 0. (22)
If ec ≠ 1, we obtain
a0 = 0, Lα = 0, Dα = 0.
This is a contradiction to condition (A).
It follows that ec = 1, that is, eβ−2α = ec = 1. Thus by (13), we have that
g − b1
f − b1
2 f − b2
g − b2 = e
β−2α = 1,
equivalently,
gf (g − f ) = b21(g − f )+ b2(g2 − f 2)− 2b1b2(g − f ),
and hence
fg = b2(f + g)+ b21 − 2b1b2,
since g ≠ f . This is Theorem 1.3 (c).
Case 3. The polynomial γ = β − α is a constant c . Then Eq. (16) becomes
0 = L1α + e−2cL1α − 2e−cL1α e−2α + e−c ηec − (a0 + 3η)+ (2a0 + 3η)e−c − (a0 + η)e−2c e−3α. (23)
Note that α is not constant. It follows from (23) that
ηec − (a0 + 3η)+ (2a0 + 3η)e−c − (a0 + η)e−2c = 0,

1− e−c2 L1α = 0.
Since eα ≠ eβ , we have b = ec ≠ 1, and hence
ηb3 − (a0 + 3η)b2 + (2a0 + 3η)b− (a0 + η) = 0
or
η(b− 1)(b2 − 2b+ 1) = a0(b2 − 2b+ 1).
Then η(b− 1) = a0, which implies that
b1a0 + a−1
b2 − b1 (b− 1) = a0
or
b2a0 + a−1 = b(b1a0 + a−1).
By (15),
f = b1 + b2 − b1b− 1

eβ − 1 , g = b2 + b2 − b1b− 1 1− be−β ,
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which implies that
(f − b1) b− 1b2 − b1 + 1

(g − b2) b− 1b2 − b1 − 1

= −b.
Thus,
(f − b1)(g − b2)(b− 1)
(b2 − b1)2 −
f − b1
b2 − b1 +
g − b2
b2 − b1 = −1.
A simple algebraic manipulation yields that
fg = b2b− b1
b− 1 f +
b1b− b2
b− 1 g − b1b2,
which is Theorem 1.3 (d).
Case 4. The polynomial 3β − 2α is a constant c. Then Eq. (16) becomes
0 = e−3c{Lγ − Dγ − (a0 + 3η)}e8γ − e−3c{Lγ + Dγ − (2a0 + 3η)}e7γ
− e−2c 3Lγ − 9Dγ − a0 + e−c(a0 + η) e6γ + e−3cηe9γ
+ e−2c(5Lγ − 11Dγ − 2a0)e5γ − e−2c (2Lγ − 4Dγ − a0) e4γ . (24)
Note that γ is not a constant for this case. Otherwise wewill deduce that f is a constant from (15). Applying the Borel lemma
to the above equation, it follows that the coefficients of the exponential functions in (24) all are zero, and hence,
η = 0, Lγ + Dγ − 2a0 = 0, Lγ − Dγ − a0 = 0, 5Lγ − 11Dγ − 2a0 = 0,
2Lγ − 4Dγ − a0 = 0, 3Lγ − 9Dγ + (e−c − 1)a0 = 0, (25)
which implies that
a0 = 0, Lγ = 0, Dγ = 0
when a0 = 0 or ec ≠ 1. This is a contradiction to condition (A).
Therefore, we have a0 ≠ 0, ec = 1. Then we deduce by (13) that
f − b2
g − b2
3 g
f
2
= 1,
which implies
f 2g2(f − g) = 3b22fg(f − g)− b32(f + g)(f − g),
and hence
f 2g2 = 3b22fg − b32(f + g)
since f ≠ g . We obtain Theorem 1.3 (i).
Case 5. The polynomial 2β − 3α is a constant c. Then Eq. (16) becomes
0 = −e3c(a0 + η)e−9γ − e3c{Lγ + Dγ − (2a0 + 3η)}e−8γ
+ e3c{Lγ − Dγ − (a0 + 3η)}e−7γ + e2c

3Lγ + 9Dγ + (a0 + ηec)

e−6γ
− e2c(5Lγ + 11Dγ + 2a0)e−5γ + e2c (2Lγ + 4Dγ + a0) e−4γ . (26)
Note that γ is not a constant for this case, otherwise wewill deduce that f is a constant from (15). Applying the Borel lemma
to Eq. (26), it follows that the coefficients of exponential functions in (26) all are zero, and hence,
a0 + η = 0, Lγ + Dγ + a0 = 0, Lγ − Dγ + 2a0 = 0, 5Lγ + 11Dγ + 2a0 = 0,
2Lγ + 4Dγ + a0 = 0, 3Lγ + 9Dγ + (1− ec)a0 = 0, (27)
which implies that
a0 = 0, Lγ = 0, Dγ = 0
when a0 = 0 or ec ≠ 1. This is a contradiction to (A).
Therefore, we have a0 ≠ 0, ec = 1. We then have from (13) that
f
g
2 g − b1
f − b1
3
= 1,
which implies
f 2g2(f − g) = 3b21fg(f − g)− b31(f + g)(f − g),
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and hence
f 2g2 = 3b21fg − b31(f + g)
since f ≠ g . Thus we obtain Theorem 1.3 (ii).
The proof of the theorem is finally complete.
4. Proof of Theorem 1.2
By Theorem 1.3, it suffices to show that condition (A) holds for Eq. (2), noting that the cases (i) and (ii) in Theorem 1.3 do
not occur when a0 = 0. Assume, to the contrary, that there is a nonconstant polynomial u satisfying the system
Du = 0
Lu = 0,
which means particularly that the polynomial u is a nonconstant polynomial solution of (2), and hence, by Theorem 1.1,
u(t, z) =
m
n=0
cnP (α,β)n (t)z
n (28)
for somem ≥ 1 with cm ≠ 0. Note that the equation Du = 0 has the form
(1− t2)u2t + z2u2z = 0.
Substituting (28) into this equation, and letting the coefficient of the term z2n equal to zero, we find
(1− t2)

dP (α,β)n (t)
dt
2
+ n2 P (α,β)n (t)2 = 0,
or equivalently,
dP (α,β)n (t)
dt

P (α,β)n (t)
2
= n
2
t2 − 1 .
This is clearly impossible to hold by considering the order of the pole at t = 1 (or t = −1) on both sides of the above
equality.
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