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ELLIPTIC LAW FOR REAL RANDOM MATRICES
ALEXEY NAUMOV1
Abstract. In this paper we consider ensemble of random matricesXn with
independent identically distributed vectors (Xij , Xji)i 6=j of entries. Under
assumption of finite fourth moment of matrix entries it is proved that empir-
ical spectral distribution of eigenvalues converges in probability to a uniform
distribution on the ellipse. The axis of the ellipse are determined by cor-
relation between X12 and X21. This result is called Elliptic Law. Limit
distribution doesn’t depend on distribution of matrix elements and the re-
sult in this sence is universal.
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1. Introduction
Let us consider real random matrix Xn(ω) = {Xij(ω)}ni,j=1 and assume that
the following conditions (C0) hold
a) Pairs (Xij , Xji), i 6= j are independent identically distributed (i.i.d.) random
vectors;
b) EX12 = EX21 = 0,EX212 = EX221 = 1 and max(E |X12|4,E |X21|4) ≤M4;
c) E(X12X21) = ρ, |ρ| ≤ 1;
d) The diagonal entries Xii are i.i.d. random variables, independent of off-
diagonal entries, EX11 = 0 and EX211 <∞.
Denote by λ1, ..., λn the eigenvalues of the matrix n
−1/2Xn and define empirical
spectral measure by
µn(B) =
1
n
#{1 ≤ i ≤ n : λi ∈ B}, B ∈ B(C),
where B(C) is a Borel σ-algebra of C.
We say that the sequence of random probability measures mn(·) converges
weakly in probability to probability measurem(·) if for all continues and bounded
functions f : C→ C and all ε > 0
lim
n→∞P
(∣∣∣∣∫
C
f(x)mn(dz)−
∫
C
f(x)m(dz)
∣∣∣∣ > ε) = 0.
We denote weak convergence by symbol
weak−−−→.
A fundamental problem in the theory of random matrices is to determine the
limiting distribution of µn as the size of the random matrix tends to infinity.
The main result of this paper is the following
Theorem 1.1. (Elliptic Law) Let Xn satisfies condition (C0) and |ρ| < 1.
Then µn
weak−−−→ µ in probability, and µ has a density g:
g(x, y) =
{
1
pi(1−ρ2) , x, y ∈ E,
0, otherwise,
where
E :=
{
x, y ∈ R : x
2
(1 + ρ)2
+
y2
(1− ρ)2 ≤ 1
}
.
Theorem 1.1 asserts that under assumption of finite fourth moment empirical
distribution weakly converges in probability to uniform distribution on the el-
lipse. The axis of the ellipse are determined by correlation between X12 and
X21. This result was called by Girko “Elliptic Law”. Limit distribution doesn’t
depend on distribution of matrix elements and the result in this sense is uni-
versal.
Figure 1 illustates Elliptic law for ρ = 0.5 and Figure 2 – for ρ = −0.5.
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Figure 1. Eigenvalues of matrix n−1/2X for n = 3000 and ρ =
0.5. On the left, each entry is an iid Gaussian normal random
variable. On the right, each entry is an iid Bernoulli random
variable, taking the values +1 and −1 each with probability 1/2.
Figure 2. Eigenvalues of matrix n−1/2X for n = 3000 and ρ =
−0.5. On the left, each entry is an iid Gaussian normal random
variable. On the right, each entry is an iid Bernoulli random
variable, taking the values +1 and −1 each with probability 1/2.
In 1985 Girko proved elliptic law for rather general ensembles of random ma-
trices under assumption that matrix elements have a density, see [7] and [8].
Girko used method of characteristic functions. Using V -transform he reduced
problem to the problem for Hermitian matrices (n−1/2Xn−zI)∗(n−1/2Xn−zI)
and established convergence of empirical spectral distribution of singular values
of n−1/2Xn − zI to the limit which determines the elliptic law.
Let elements of real asymmetric random matrix X have Gaussian distribution
with zero mean and correlations
EX2ij = 1 and EXijXij = ρ, i 6= j, |ρ| < 1.
The ensemble of such matrices can be specified by the probability measure
P(dX) ∼ exp
[
− n
2(1− ρ2) Tr(XX
T − ρX2)
]
.
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It was proved that µn
weak−−−→ µ, where µ has a density from Theorem 1.1, see [14].
We will use this result to prove Theorem 1.1 in the general case.
Remark 1.2. This result can be generalized to an ensemble of Gaussian com-
plex asymmetric matrices. In this case, the invariant measure is
P(dX) ∼ exp
[
− n
1− |ρ|2 Tr(XX
T − 2 Re ρX2)
]
and E |Xij |2 = 1,EXijXji = |ρ|e2iθ for i 6= j. Then the limit measure has a
uniform density inside an ellipse which is centered at zero and has semiaxes
1 + |ρ| in the direction θ and 1− |ρ| in the direction θ + pi/2.
For the discussion of elliptic law in Gaussian case see also [6], [1, Chapter 18]
and [10].
We repeat physical motivation of models of random matrices which satisfy con-
dition (C0) from [14]: ”The statistical properties of random asymmetric matri-
ces may be important in the understanding of the behavior of certain dynamical
systems far from equilibrium. One example is the dynamics of neural networks.
A simple dynamic model of neural network consists of n continues ”scalar”
degrees of freedom(”neurons”) obeying coupled nonlinear differential equations
(”circuit equations”). The coupling between the neurons is given by a synap-
tic matrix X which, in general, is asymmetric and has a substantial degree of
disorder. In this case, the eigenstates of the synaptic matrix play an important
role in the dynamics particulary when the neuron nonlinearity is not big”.
It will be interesting to prove Theorem 1.1 only under assumption of finite
second moment and prove sparse analogs. It is the direction of our further
research.
If ρ = 0 we assume that all entries of Xn are independent random variables and
Circular law holds (see [2], [16], [9]):
Theorem 1.3. (Circular law) Let Xn be a random matrix with independent
identically distributed entries, EXij = 0 and EX2ij = 1. Then µn
weak−−−→ µ in
probability, and µ has uniform density on the unit circular.
See Figure 3 for illustration of Circulaw law.
If ρ = 1 then matrix Xn is symmetric and its eigenvalues are real numbers. In
this case the next theorem is known as a Wigner’s semi-circular law (see [2]):
Theorem 1.4. (Semi-circular law) Let Xn be a symmetric random matrix
with independent identically distributed entries for i ≥ j, EXij = 0, EX2ij = 1.
Then µn
weak−−−→ µ in probability, and µ has a density g:
g(x) =
{
1
2pi
√
4− x2, −2 ≤ x ≤ 2,
0, otherwise.
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Figure 3. Eigenvalues of matrix n−1/2X for n = 3000 and ρ =
0. On the left, each entry is an iid Gaussian normal random
variable. On the right, each entry is an iid Bernoulli random
variable, taking the values +1 and −1 each with probability 1/2.
Throughout this paper we assume that all random variables are defined on
common probability space (Ω,F,P) and we will write almost surely (a.s) in-
stead of P-almost surely. By Tr(A) and rk(A) we mean trace and rank of
the matrix A respectively. We denote singular values of matrix A by si(A)
and s1(A) ≥ s2(A) ≥ ... ≥ sn(A). For vector x = (x1, ..., xn) we introduce
||x||2 := (
∑n
i=1 x
2
i )
1/2 and ||x||3 := (
∑3
i=1 |xi|3)1/3. We denote unit sphere and
unit ball by Sn−1 := {x : ||x||2 = 1} and Bn1 := {x : ||x||2 ≤ 1} respectively.
For matrix A define spectral norm by ||A|| := supx:||x||2=1 ||Ax||2 and Hilbert-
Schmidt norm by ||A||HS := (Tr(A∗A))1/2. By [n] we mean the set {1, ..., n}.
We denote by B(T) - Borel σ-algebra of T, where T = R or C.
2. Proof of the main result
Further we will need the definition of logarithmic potential (see [12]) and uni-
form integrability of function with respect to the sequence of probability mea-
sures.
Definition 2.1. The logarithmic potential Um of measure m(·) is a function
Um : C→ (−∞,+∞] defined for all z ∈ C by
Um(z) = −
∫
C
log |z − w|m(dw).
Definition 2.2. The function f : T → R, where T = C or T = R, is uni-
formly integrable in probability with respect to the sequence of random measures
{mn}n≥1 on (T,B(T)) if for all ε > 0:
lim
t→∞ limn→∞P
(∫
|f |>t
|f(x)|mn(dx) > ε
)
= 0.
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Let s1(n
−1/2X − zI) ≥ s2(n−1/2X − zI) ≥ ... ≥ sn(n−1/2X − zI) be singular
values of n−1/2Xn − zI and
νn(z,B) =
1
n
#{i ≥ 1 : si(n−1/2X− zI) ∈ B}, B ∈ B(R)−
empirical spectral measure of singular values. We will omit argument z in
notation of measure νn(z,B) if it doesn’t confuse.
The convergence in the Theorem 1.1 will be proved via convergence of logarith-
mic potential of µn to the logarithmic potential of µ. We can rewrite logarithmic
potential of µn via the logarithmic moments of measure νn by
Uµn(z) = −
∫
C
log |z − w|µn(dw) = − 1
n
log
∣∣∣∣det( 1√nXn − zI
)∣∣∣∣
= − 1
2n
log det
(
1√
n
Xn − zI
)∗( 1√
n
Xn − zI
)
= −
∫ ∞
0
log xνn(dx).
This allows us to consider Hermitian matrix (n−1/2Xn − zI)∗(n−1/2Xn − zI)
instead of asymmetric n−1/2X. To prove Theorem 1.1 we need the following
Lemma 2.3. Let (Xn)n≥1 be a sequence of n × n random matrices. Suppose
that for a.a. z ∈ C there exists a probability measure νz on [0,∞) such that
a) νn
weak−−−→ νz as n→∞ in probability
b) log is uniformly integrable in probability with respect to {νn}n≥1.
Then there exists a probability measure µ such that
a) µn
weak−−−→ µ as n→∞ in probability
b) for a.a. z ∈ C
Uµ(z) = −
∫ ∞
0
log xνz(dx).
Proof. See [3, Lemma 4.3] for the proof. 
Proof. (Proof of Theorem 1.1) Our aim is to prove convergence of νn to νz, uni-
form integrability of log(·) with respect to {νn}n≥1 and show that νz determines
elliptic law.
From Theorem 4.1 we can conclude uniform integrability of log(·). The proof
of Theorem 4.1 is based on Theorem 3.1 and some additional results.
In Theorem 5.2 it is proved that νn
weak−−−→ νz in probability, where νz is some
probability measure, which doesn’t depend on distribution of elements of matrix
X.
If matrix X has Gaussian elements we redenote µn by µˆn.
By Lemma 2.3 there exists probability measure µˆ such that µn
weak−−−→ µˆ in
probability and Uµˆ(z) = −
∫∞
0 log xνz(dx). But in Gaussian case µn
weak−−−→ µ in
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probability and Uµ(z) = −
∫∞
0 log xνz(dx). We know that νz is the same for all
matrices which satisfy condition (C0) and we have
Uµˆ(z) = −
∫ ∞
0
log xνz(dx) = Uµ(z).
From unicity of logarithmic potential we conclude that µˆ = µ. 
3. Least singular value
From properties of the largest and the smallest singular values
s1(A) = ||A|| = sup
x:||x||2=1
||Ax||2, sn(A) = inf
x:||x||2=1
||Ax||2.
To prove uniform integrability of log(·) we need to estimate probability of the
event {sn(A) ≤ εn−1/2, ||X|| ≤ K
√
n}, where A = X−zI. We can assume that
εn−1/2 ≤ Kn1/2. If |z| ≥ 2K√n then probability of the event is automatically
zero. So we can consider the case when |z| ≤ 2Kn1/2. We have ||A|| ≤ ||X||+
|z| ≤ 3Kn1/2. In this section we prove theorem
Theorem 3.1. Let A = X − zI, where X is n × n random matrix satisfying
(C0). Let K > 1. Then for every ε > 0 one has
P(sn(A) ≤ εn−1/2, ||A|| ≤ 3K
√
n) ≤ C(ρ)ε1/8 + C1(ρ)n−1/8,
where C(ρ), C1(ρ) are some constants which can depend only on ρ,K and M4.
Remark 3.2. Mark Rudelson and Roman Vershynin in [11] and Roman Ver-
shynin in [17] found bounds for the least singular value of matrices with in-
dependent entries and symmetric matrices respectively. In this section we will
follow their ideas.
3.1. The small ball probability via central limit theorem. We recall
definition of Levy concentration function
Definition 3.3. Levy concentration function of random variable Z with values
from Rd is a function
L(Z, ε) = sup
v∈Rd
P(||Z − v||2 < ε).
The next statement gives the bound for Levy concentration function of sum of
independent random variables in R.
Statement 3.4. Let {aiξi + biηi}i≥1 be independent random variables, E ξi =
E ηi = 0, E ξ2i ≥ 1,E η2i ≥ 1, E ξiηi = ρ, max(E ξ4i ,E η4i ) ≤ M4, a−1i bi = O(1).
We assume that τ(2n)−1/2 ≤ |ai| ≤ (δn)−1/2, where δ, τ are some constants.
Then
L
(
n∑
i=1
(aiξi + biηi), ε
)
≤ Cε
(1− ρ2)1/2 +
C1
(1− ρ2)3/2n1/2 .
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Proof. Set σ2i1 = E ξ2i and σ2i2 = E η2i . It is easy to see that
σ2 = E(
n∑
i=1
Zi)
2 =
=
n∑
i=1
|ai|2(σ2i1 + 2ρσi1σi2a−1i bi + σ2i2(a−1i bi)2) ≥ (1− ρ2)
n∑
i=1
σ2i1|ai|2
and
n∑
i=1
E |aiξi + biηi|3 ≤
n∑
i=1
|ai|3 E |ξi + a−1i biηi|3 ≤ C ′M4||a||33,
where we have used the fact a−1i bi = O(1). By Central Limit Theorem A.1 for
arbitrary vector v ∈ R
P
(∣∣∣∣∣
n∑
i=1
(aiξi + biηi)− v
∣∣∣∣∣ ≤ ε
)
≤ P (∣∣g′ − v∣∣ ≤ ε)+ C ′′∑ni=1 E |aiξi + biηi|3
σ3
,
where g′ has gaussian distribution with zero mean and variance σ2. The density
of g′ is uniformly bounded by 1/
√
2piσ2. We have
P
(
|
n∑
i=1
(aiξi + biηi)− v| ≤ ε
)
≤ Cε
(1− ρ2)1/2 +
C1
(1− ρ2)3/2n1/2 .
We can take maximum and conclude the statement. 
Remark 3.5. Let us consider the case bi = 0 for all i ≥ 1. It is easy to show
that
L
(
n∑
i=1
aiξi, ε
)
≤ C(ε+ n−1/2).
3.2. Decomposition of the sphere and invertibility. To prove Theorem 3.1,
we shall partition the unit sphere Sn−1 into the two sets of compressible and
incompressible vectors, and show the invertibility of A on each set separately.
Definition 3.6. (Compressible and incompressible vectors) Let δ, τ ∈ (0, 1). A
vector x ∈ Rn is called sparse if |supp(x)| ≤ δn. A vector x ∈ Sn−1 is called
compressible if x is within Euclidian distance τ from the set of all sparse vectors.
A vector x ∈ Sn−1 is called incompressible if it is not compressible. The sets
of sparse, compressible and incompressible vectors will be denoted by Sparse =
Sparse (δ), Comp = Comp (δ, τ) and Incomp = Incomp(δ, τ) respectively.
We first estimate ||Ax|| for a fixed vector x ∈ Sn−1. The next statement can
be found in [17]
Lemma 3.7. Let A be a matrix from Theorem 3.1 and let K > 1. There
exist constants δ, τ, c ∈ (0, 1) that depend only on K and M4 and such that the
following holds. For every u ∈ Rn, one has
(3.1) P
(
inf
x
||x||2∈Comp(δ,τ)
||Ax− u||2/||x||2 ≤ c4
√
n, ||A|| ≤ 3K√n
)
≤ 2e−cn.
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Proof. See [17, Statement 4.2]. The proof of this result for matrices which
satisfy condition (C0) can be carried out by similar arguments. 
For the incompressible vectors, we shall reduce the invertibility problem to a
lower bound on the distance between a random vector and a random hyperplane.
For this aim we recall Lemma 3.5 from [11]
Lemma 3.8. Let A be a random matrix from theorem. Let A1, ..., An denote
the column vectors of A, and let Hk denote the span of all columns except the
k-th. Then for every δ, τ ∈ (0, 1) and every ε > 0, one has
(3.2) P( inf
x∈Incomp(δ,τ)
||Ax||2 < εn−1) ≤ 1
δn
n∑
k=1
P(dist(Ak, Hk) < τ−1ε).
Lemma 3.8 reduces the invertibility problem to a lower bound on the distance
between a random vector and a random hyperplane.
We decompose matrix A = X− zI into the blocks
(3.3)
(
a11 V
T
U B
)
where B is (n− 1)× (n− 1) matrix, U, V ∈ Rn−1.
Let h be any unit vector orthogonal to A2, ..., An. It follows that
0 =
(
V T
B
)T
h = h1V + B
T g,
where h = (h1, g), and
g = −h1B−TV
From definition of h
1 = ||h||22 = |h1|2 + ||g||22 = |h1|2 + |h1|2||B−TV ||22
Using this equations we estimate distance
dist(A1, H) ≥ |(A1, h)| = |a11 − (B
−TV,U)|√
1 + ||B−TV ||22
It is easy to show that ||B|| ≤ ||A||. Let vector e1 ∈ Sn−2 be such that
||B|| = ||Be1||2. Then we can take vector e = (0, e1)T ∈ Sn−1 and for this
vector
||A|| ≥ ||Ae||2 = ||(V T e1,Be1)T ||2 ≥ ||Be1||2 = ||B||.
The bound for right hand sand of (3.2) will follow from the
Lemma 3.9. Let matrix A be from Theorem 3.1. Then for all ε > 0
(3.4) sup
v∈R
P
(
|(B−TV,U)− v|√
1 + ||B−TV ||22
≤ ε, ||B|| ≤ 3K√n
)
≤ C(ρ)ε1/8 + C ′(ρ)n−1/8,
where B, U, V are determined by (3.3) and C(ρ), C1(ρ) are some constants which
can depend only on ρ,K and M4.
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To get this bound we need several statements. We introduce matrix
(3.5) Q =
(
On−1 B−T
B−1 On−1
)
W =
(
U
V
)
,
where On−1 is (n−1)×(n−1) matrix with zero entries. Scalar product in (3.4)
can be rewritten using definition of Q:
(3.6) sup
v∈R
P
(
|(QW,W )− v|√
1 + ||B−TV ||22
≤ 2ε
)
.
Introduce vectors
(3.7) W ′ =
(
U ′
V ′
)
Z =
(
U
V ′
)
,
where U ′, U ′ are independent copies of U, V respectively. We need the following
Statement 3.10.
sup
v∈R
PW (|(QW,W )− v| ≤ 2ε) ≤ PW,W ′
(|(QPJc(W −W ′),PJW )− u| ≤ 2ε) ,
where u doesn’t depend on PJW = (PJU,PJV )
T .
Proof. Let us fix v and denote
p := P (|(QW,W )− v| ≤ 2ε) .
We can decompose the set [n] into union [n] = J ∪ Jc. We can take U1 =
PJU,U2 = PJcU, V1 = PJV and V2 = PJcV . By Lemma A.2
p2 ≤ P (|(QW,W )− v| ≤ 2ε, |(QZ,Z)− v| ≤ 2ε)(3.8)
≤ P (|(QW,W )− (QZ,Z)| ≤ 4ε) .
Let us rewrite B−T in the block form
B−T =
(
E F
G H
)
.
We have
(QW,W ) = (EV1, U1) + (FV2, U1) + (GV1, U2) + (HV2, U2)
+ (ETU1, V1) + (G
TU2, V1) + (F
TU1, V2) + (H
TU2, V2)
(QZ,Z) = (EV1, U1) + (FV
′
2 , U1) + (GV1, U
′
2) + (HV
′
2 , U
′
2)
+ (ETU1, V1) + (G
TU ′2, V1) + (F
TU1, V
′
2) + (H
TU ′2, V
′
2)
and
(QW,W )− (QZ,Z) = 2(F(V2 − V ′2), U1) + 2(GT (U2 − U ′2), V1)(3.9)
+ 2(HV2, V2)− 2(HV ′2 , V ′2).
The last two terms in (3.9) depend only on U2, U
′
2, V2, V
′
2 and we conclude that
p21 ≤ P
(|(QPJc(W −W ′), PJW )− u| ≤ 2ε) ,
where u = u(U2, V2, U
′
2, V
′
2 ,F,G,H). 
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Statement 3.11. For all u ∈ Rn−1
P
(
B−Tu
||B−Tu||2 ∈ Comp(δ, τ) and ||B|| ≤ 3Kn
1/2
)
≤ 2e−cn.
Proof. Let x = B−Tu. It is easy to see that{
B−Tu
||B−Tu||2 ∈ Comp(δ, τ)
}
j
{
∃x : x||x||2 ∈ Comp(δ, τ) and B
Tx = u
}
Replacing matrix A with BT one can easily check that the proof of Lemma 3.7
remains valid for BT as well as for A. 
Remark 3.12. The Statement 3.11 holds true for B−T replaced with B−1.
Statement 3.13. Let A satisfies condition (C0) and B be a matrix from de-
composition (3.3). Assume that ||B|| ≤ 3K√n. Then with probability at least
1− e−cn matrix B has the following properties:
a) ||B−TV ||2 ≥ C with probability 1− e−c′n in W ,
b) ||B−TV ||2 ≤ ε−1/2||B−T ||HS with probability 1− ε in V ,
c) ||QW ||2 ≥ ε||B−T ||HS with probability 1− C ′(ε+ n−1/2) in W .
Proof. Let {ek}nk=1 be a standard basis in Rn. For all 1 ≤ k ≤ n define vectors
by
xk :=
B−1ek
||B−1ek||2 .
By Statement 3.11 vector xk is incompressible with probability 1 − e−cn. We
fix matrix B with such property.
a) By norm inequality ||V ||2 ≤ ||B||||B−TV ||2. We know that ||B|| ≤ 3K
√
n.
By Lemma A.7 and Lemma A.9 ||V ||2 ≥
√
n. So we have that ||B−1V ||2 ≥ C
with probability 1− e−c′n.
b) By definition
||B−TV ||22 =
n∑
i=1
(B−1ek, V )2 =
n∑
i=1
||B−1ei||22(xk, V )2.
It is easy to see that E(V, xk)2 = 1. So
E ||B−TV ||22 =
n∑
i=1
||B−1ei||22 = ||B−1||2HS .
By Markov inequality
P(||B−TV ||2 ≥ ε−1/2||B−1||HS) ≤ ε.
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c) By Lemma A.3, Lemma A.4, Lemma A.6 and Remark 3.5
P(||QW ||2 ≤ ε||B−1||HS) ≤ P(||B−TV ||2 ≤ ε||B−1||HS)
= P(||B−TV ||22 ≤ ε||B−1||2HS) = P(
n∑
i=1
||B−1ei||2(xi, V )2 ≤ ε2||B−1||2HS)
= P(
n∑
i=1
pi(xi, V )
2 ≤ ε2) ≤ 2
n∑
i=1
pi P((xi, V ) ≤
√
2ε) ≤ C ′(ε+ n−1/2).

Proof. (proof of Lemma 3.9) Let ξ1, ..., ξn be i.i.d. Bernoulli random variables
with E ξi = c0/2. We define J := {i : ξi = 0} and E0 := {|Jc| ≤ c0n}. From
large deviation inequality we may conclude that P(E0) ≥ 1 − 2 exp(−c20n/2).
Introduce event
E1 := {ε1/20
√
1 + ||B−TV ||22 ≤ ||B−1||HS ≤ ε−10 ||QPJc(W −W ′)||2},
where ε0 will be choosen later.
From Statement 3.13 we can conclude that
PB,W,W ′,J(E1 ∪ ||B|| ≥ 3K
√
n) ≥ 1− C ′(ε0 + n−1/2)− 2e−c′n.
Consider the random vector
w0 =
1
||QPJc(W −W ′)||2
(
B−TPJc(V − V ′)
B−1PJc(U − U ′)
)
=
(
a
b
)
.
By Statement 3.11 it follows that the event E2 := {a ∈ incomp(δ, τ)} holds
with probability
PB(E2 ∪ ||B|| ≥ 3K
√
n|W,W ′, J) ≥ 1− 2 exp(−c′′n).
Combining these probabilities we have
PB,W,W ′,J(E0, E1, E2 ∪ ||B|| ≥ 3K
√
n)
≥ 1− 2e−c20n/2 − C ′(ε0 + n−1/2)− 2e−c′n − 2e−c′′n := 1− p0.
We may fix J that satisfies |Jc| ≤ c0 and
PB,W,W ′(E1, E2 ∪ ||B|| ≥ 3K
√
n) ≥ 1− p0.
By Fubini’s theorem B has the following property with probability at least
1−√p0
PW,W ′(E1, E2 ∪ ||B|| ≥ 3K
√
n|B) ≥ 1−√p0.
The event {||B|| ≥ 3K√n} depends only on B. We may conclude that random
matrix B has the following property with probability at least 1 − √p0: either
||B|| ≥ 3K√n, or
||B|| ≤ 3K√n and PW,W ′(E1, E2|B) ≥ 1−√p0(3.10)
The event we are interested in is
Ω0 :=
(
|(QW,W )− u|√
1 + ||B−TV ||22
≤ 2ε
)
.
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We need to estimate probability
PB,W (Ω0∩||B|| ≤ 3K
√
n) ≤ PB,W (Ω0∩ (3.10) holds)+PB,W (Ω0∩ (3.10) fails).
The last term is bounded by
√
p0.
PB,W (Ω0 ∩ ||B|| ≤ 3K
√
n) ≤ sup
B satisfies (3.10)
PW (Ω0|B) +√p0.
We can conclude that
PB,W (Ω0 ∩ ||B|| ≤ 3K
√
n) ≤ sup
B satisfies (3.10)
PW,W ′(Ω0, E1|B) + 2√p0.
Let us fix B that satisfies (3.10) and denote p1 := PW,W ′(Ω0, E1|B). By
Statement 3.10 and the first inequality in E1 we have
p21 ≤ PW,W ′
|(QPJc(W −W ′),PJW )− v| ≤ ε√ε0 ||B−1||HS︸ ︷︷ ︸
Ω1

and
PW,W ′(Ω1) ≤ PW,W ′(Ω1, E1, E2) +√p0.
Further
p21 ≤ PW,W ′(|(w0,PJW )− v| ≤ 2ε−3/20 ε, E2) +
√
p0.
By definition random vector w0 is determined by the random vector PJc(W −
W ′), which is independent of the random vector PJW . We fix PJc(W −W ′)
and have
p21 ≤ sup
w0=(a,b)T :
a∈Incomp(δ,τ)
w∈R
PPJW
(
|(w0,PJW )− w| ≤ ε−3/20 ε
)
+
√
p0.
Let us fix a vector w0 and a number w. We can rewrite
(3.11) (w0, PJW ) =
∑
i∈J
(aixi + biyi),
where ||a||22 + ||b||22 = 1. From Lemma A.4 and Remark A.5 we know that at
least [2c0n] coordinates of vector a ∈ Incomp(δ, τ) satisfy
τ√
2n
≤ |ak| ≤ 1√
δn
.
We denote the set of coordinates of a with this property by spread(a). By
construction of J we can conclude that | spread(a)| = [c0n]. By Lemma A.6 we
can reduce our sum (3.11) to the set spread(a). Now we will find the properties
of |bi|. We can decompose the set spread(a) into two sets spread(a) = I1 ∪ I2:
a) I1 = {i ∈ spread(a) : |bi|
√
n→∞ as n→∞};
c) I2 = {i ∈ spread(a) : |bi| = O(n−1/2)};
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From ||b||22 < 1 it follows that |I1| = o(n). For i ∈ I2 we have |a−1i bi| = O(1).
By Lemma A.6 we have
P(|
∑
i∈spread(a)
(aixi+biyi)−w| < 2ε−3/20 ε) ≤ P(|
∑
i∈I2
(aixi+biyi)−w′| < 2ε−3/20 ε).
We can apply Statement 3.4
P(|
∑
i∈I2
(aixi + biyi)− w′| < 2ε−3/20 ε) ≤
C1ε
−3/2
0 ε
(1− ρ2)1/2 + C2(1− ρ
2)−3/2n−1/2.
It follows that
PB,W (Ω0 ∩ ||B|| ≤ 3K
√
n) ≤
≤
(
C1ε
−3/2
0 ε
(1− ρ2)1/2 + C2(1− ρ
2)−3/2n−1/2
)1/2
+ p
1/4
0 + 2
√
p0.
We take ε0 = ε
1/2 and conclude that
PB,W (Ω0 ∩ ||B|| ≤ 3K
√
n) ≤ C(ρ)ε1/8 + C ′(ρ)n−1/8,
where C(ρ), C ′(ρ) are some constants which depend on ρ,K and M4. 
Proof. (proof of Theorem 3.1) The result of the theorem follows from Lem-
mas 3.7, 3.8 and 3.9. 
Remark 3.14. It not very difficult to show that we can change matrix zI in
Theorem 3.1 by arbitrary non-random matrix M with ||M|| ≤ K√n. We can
also assume that EX2ij ≥ 1. Results of section 3.2 are based on Lemmas A.8
and A.9 which doesn’t depend on shifts. It is easy to see that Statement 3.13 still
holds true if we assume that ε < n−Q for some Q > 0. Then we can reformulate
Theorem 3.1 in the following way: there exist some constants A,B > 0 such
that
P(sn(X + M) ≤ εn−A, ||X + M|| ≤ K
√
n) ≤ C(ρ)n−B.
4. Uniform integrability of logarithm
In this section we prove the next result
Theorem 4.1. Under the condition (C0) log(·) is uniformly integrable in prob-
ability with respect to {νn}n≥1.
Before we need several lemmas about the behavior of the singular values
Lemma 4.2. If condition (C0) holds then there exists constant K := K(ρ)
such that P(s1(X) ≥ K
√
n) = o(1).
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Proof. We can decompose matrix X into symmetric and skew-symmetric ma-
trices:
X =
X + XT
2
+
X−XT
2
= X1 + X2.
In [15, Theorem 2.3.23] it is proved that for some K1 >
√
2(1 + ρ)
(4.1) P(s1(X1) ≥ K1
√
n) = o(1).
and for some K2 >
√
2(1− ρ)
(4.2) P(s1(X2) ≥ K2
√
n) = o(1)
Set K = 2 max(K1,K2). From (4.1), (4.2) and inequality
s1(X) ≤ s1(X1) + s1(X2)
it follows that
P(s1(X) ≥ K
√
n) ≤ P
({
s1(X1) ≥ K
√
n
2
}
∪
{
s1(X2) ≥ K
√
n
2
})
≤ P
(
s1(X1) ≥ K
√
n
2
)
+ P
(
s1(X2) ≥ K
√
n
2
)
= o(1).

Remark 4.3. Suppose that elements of Xn depend on n, but satisfy conditions
(C0) and |xij | ≤ δn
√
n,Ex2ij ≤ 1 and E |xij |l ≤ b(δn
√
n)l−1 for some b > 0, l ≥
3 and δn → 0 with the convergence rate slower that any preassigned one as
n→∞. Then for some K > 0 it can be shown that
P(s1(X) ≥ K
√
n) = o(n−l).
For the proof see [2, Theorem 5.1].
Lemma 4.4. If condition (C0) holds then there exist c > 0 and 0 < γ < 1
such that a.s. for n 1 and n1−γ ≤ i ≤ n− 1
sn−i(n−1/2X− zI) ≥ c i
n
.
Proof. Set si := si(n
−1/2X − zI). Up to increasing γ, it is sufficient to prove
the statement for all 2(n − 1)1−γ ≤ i ≤ n − 1 for some γ ∈ (0, 1) to be chosen
later. We fix some 2(n− 1)1−γ ≤ i ≤ n− 1 and consider the matrix A′ formed
by the first m := n − di/2e rows of √nA. Let s′1 ≥ ... ≥ s′m be the singular
values of A′. We get
n−1/2s′n−i ≤ sn−i.
By Ri we denote the row of A
′ and Hi = span(Rj , j = 1, ...,m, j 6= i). By
Lemma A.10 we obtain
s′−21 + ...+ s
′−2
n−di/2e = dist
−2
1 +...+ dist
−2
n−di/2e .
We have
i
2n
s−2n−i ≤
i
2
s′−2n−i ≤
n−di/2e∑
j=n−i
s′−2j ≤
n−di/2e∑
j=1
dist−2j ,(4.3)
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where distj := dist(Rj , Hj). To estimate dist(Rj , Hj) we would like to apply
Lemma A.11, but we can’t do it directly, because Rj and Hj are not inde-
pendent. Let’s consider the case j = 1 only. To estimate distance dist1 we
decompose matrix A′ into the blocks
A′ =
(
a1,1 Y
X B
)
,
where X ∈ Rm−1, Y T ∈ Rn−1 and B is an m− 1 × n − 1 matrix formed by
rows B1, ..., Bm−1. We denote by H ′1 = span(B1, ..., Bm−1). From definition of
distance
dist(R1, H1) = inf
v∈H1
||R1 − v||2 ≥ inf
u∈H′
||Y − u||2 = dist(Y,H ′1)
and
dim(H ′1) ≤ dim(H1) ≤ n− 1− i/2 ≤ n− 1− (n− 1)1−γ .
Now vector Y and hyperplane H ′1 are independent. Fixing realization of H ′1,
by Lemma A.11, with n,R,H replaced with n − 1, Y,H ′1 respectively, we can
obtain that
P(dist(Y,H ′1) ≤
1
2
√
n− 1− dim(H ′1)) ≤ exp(−(n− 1)δ).
Using this inequality it is easy to show that
P
⋃
n1
n−1⋃
i=d2(n−1)1−γe
n−di/2e⋃
j=1
{
dist(Rj , Hj) ≤ 1
2
√
i
2
} <∞.
Now by Borel-Cantelli lemma and (4.3) we can conclude the statement of the
lemma. 
Remark 4.5. Lemma 4.4 holds true if we assume that EXij 6= 0 and EX2ij =
1 + o(1).
Proof. (Proof of Theorem 4.1) To prove Theorem 4.1 we need to show that
there exist p, q > 0 such that
(4.4) lim
t→∞ limn→∞P
(∫ ∞
0
xpνn(dx) > t
)
= 0
and
(4.5) lim
t→∞ limn→∞P
(∫ ∞
0
x−qνn(dx) > t
)
= 0.
By Lemma 4.2 there exists set Ω0 := Ω0,n = {ω ∈ Ω : s1(X) ≤ Kn1/2} such
that
(4.6) P(Ω0) = 1− o(1).
We conclude (4.4) from (4.6) for p = 2.
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We denote Ω1 := Ω1,n = {ω ∈ Ω : sn−i > c in , n1−γ ≤ i ≤ n−1}. Let us consider
the set Ω2 := Ω2,n = Ω1 ∩ {ω : sn ≥ n−B−1/2}, where B > 0. We decompose
probability from (4.5) into two terms
P
(∫ ∞
0
x−qνn(dx) > t
)
= I1 + I2,
where
I1 := P
(∫ ∞
0
x−qνn(dx) > t,Ω2
)
,
I2 := P
(∫ ∞
0
x−qνn(dx) > t,Ωc2
)
.
We can estimate I2 by
I2 ≤ P(sn(X−
√
nzI) ≤ n−A,Ω0) + P(Ωc0) + P(Ωc1).
From Theorem 3.1 it follows that
(4.7) P(sn(X−
√
nzI) ≤ n−B,Ω0) ≤ C(ρ)n−1/8.
By Lemma 4.4
(4.8) lim
n→∞P(Ω
c
1) = 0.
From (4.6), (4.7) and (4.8) we conclude
lim
n→∞ I2 = 0.
To prove (4.5) it remains to bound I1. From Markov inequality
I1 ≤ 1
t
E
[∫ ∞
0
x−qνn(dx)1(Ω2)
]
.
By definition of Ω2
E
[∫
x−qνn(dx)1(Ω2)
]
≤ 1
n
n−dn1−γe∑
i=1
s−qi +
1
n
n∑
i=n−dn1−γe+1
s−qi
≤ 2nq(B+1/2)−γ + c−q 1
n
n∑
i=1
(n
i
)q ≤ 2nq(B+1/2)−γ + c−q ∫ 1
0
s−qds.
If 0 < q < min(1, γ/(B + 1/2)) then the last integral is finite. 
5. Convergence of singular values
Let function Fn(x, z) be an empirical distribution function of singular values
s1 ≥ ... ≥ sn of matrix n−1/2X− zI which corresponds to measure νn(z, ·).
Let us recall definition of Stieltjes transform
Definition 5.1. The Stieltjes transform of measure m(·) on R is
S(α) =
∫
R
m(dx)
x− α , α ∈ C
+.
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In this section we prove the following theorem
Theorem 5.2. Assume that condition (C0) holds true. There exists non-
random distribution function F(x, z) such that for all continues and bounded
functions f(x), a.a. z ∈ C and all ε > 0
P
(∣∣∣∣∫
R
f(x)dFn(x, z)−
∫
R
f(x)dF(x, z)
∣∣∣∣ > ε)→ 0 as n→∞,
Proof. First we show that family {F(z, x)}n≥1 is tight. From strong law of
large numbers it follows that∫ ∞
0
x2dF(x, z) ≤ 1
n2
n∑
i,j=1
X2ij → 1 as n→∞.
Using this and the fact that si(n
−1/2X − zI) ≤ si(n−1/2X) + |z| we conclude
tightness of {Fn(z, x)}n≥1. If we show that Fn weakly converges in probability
to some function F , then F will be distribution function.
Introduce the following 2n× 2n matrices
(5.1) V =
(
On n
−1/2X
n−1/2XT On
)
, J(z) =
(
On zI
zI On
)
where On denotes n× n matrix with zero entries. Consider matrix
V(z) := V − J(z).
It is known that eigenvalues of V(z) are singular values of n−1/2X − zI with
signs ±.
It is easy to see that empirical distribution function Fn(x, z) of eigenvalues of
matrix V(z) can be written in the following way
Fn(x, z) =
1
2n
n∑
i=1
1{si ≤ x}+ 1
2n
n∑
i=1
1{−si ≤ x}.
There is one to one correspondence between Fn(x, z) and Fn(x, z)
Fn(x, z) =
1 + sgn(x)Fn(|x|, z)
2
So it is enough to show that there exists non-random distribution function
F (x, z) such that for all continues and bounded functions f(x), and a.a. z ∈ C
(5.2) P
(∣∣∣∣∫
R
f(x)dFn(x, z)−
∫
R
f(x)dF (x, z)
∣∣∣∣ > ε)→ 0 as n→∞.
We denote Stieltjes transforms of Fn and F by Sn(x, z) and S(x, z) respec-
tively. Due to the relations between distribution functions and Stieltjes trans-
forms, (5.2) will follow from
(5.3) P(|Sn(α, z)− S(α, z)| > ε)→ 0 as n→∞,
for a.a. z ∈ C and all α ∈ C+.
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Set
(5.4) R(α, z) := (V(z)− αI2n)−1.
By definition Sn(α, z) =
1
2n Tr R(α, z). We introduce the following function
sn(α, z) := ESn(α, z) =
1
2n
2n∑
i=1
E[R(α, z)]ii,
One can show that
sn(α, z) =
1
n
n∑
i=1
E[R(α, z)]ii =
1
n
2n∑
i=n+1
E[R(α, z)]ii
By Chebyshev inequality and Lemma A.12 it is staighforward to check that
(5.5) |sn(α, z)− s(α, z)| → 0 as n→∞.
implies (5.3).
By resolvent equality we may write
1 + αsn(α, z) =
1
2n
ETr(VR(α, z))− ztn(α, z)− zun(α, z).
Introduce the notation
A :=
1
2n
ETr(VR)
and represent A as follows
A =
1
2
A1 +
1
2
A2,
where
A1 =
1
n
n∑
i=1
E[VR]ii, A2 =
1
n
n∑
i=1
E[VR]i+n,i+n.
First we consider A1. By definition of the matrix V, we have
A1 =
1
n3/2
n∑
j,k=1
EXjkRk+n,j .
Note that
∂R
∂Xjk
= − 1√
n
R[eje
T
k+n]R.
Applying Lemma A.14 we obtain
A1 = B1 + B2 + B3 + B4 + rn(α, z).
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where
B1 = − 1
n2
n∑
j,k=1
E[R[ejeTk+n]R]k+n,j = −
1
n2
n∑
j,k=1
E(Rk+n,j)2
B2 = − 1
n2
n∑
j,k=1
E[R[ek+neTj ]R]k+n,j = −
1
n2
n∑
j,k=1
ERjjRk+n,k+n
B3 = − ρ
n2
n∑
j,k=1
E[R[ekeTj+n]R]k+n,j = −
ρ
n2
n∑
j,k=1
ERk+n,kRj+n,j
B4 = − ρ
n2
n∑
j,k=1
E[R[ej+neTk ]R]k+n,j = −
ρ
n2
n∑
j,k=1
ERkjRk+n,j+n.
Without loss of generality we can assume further that EX211 = 1 because the
impact of diagonal is of order O(n−1).
From ||R||HS ≤
√
n||R|| ≤ √nv−1 it follows
|B1| ≤ 1
n2
n∑
j,k=1
EX2jk E(Rk+n,j)2 ≤
1
nv2
.
Similarly
|B4| ≤ 1
v2n
.
By Lemma A.12 B2 = −s2n(α, z) + ε(α, z). By Lemma A.13 B3 = −ρt2n(α, z) +
ε(α, z). We obtain that
A1 = −s2n(α, z)− ρt2n(α, z) + δn(α, z).
Now we consider the term A2. By definition of the matrix V, we have
A2 =
1
n3/2
n∑
j,k=1
EXjkRj,k+n.
By Lemma A.14 we obtain that
(5.6) A2 = C1 + C2 + C3 + C4 + rn(α, z).
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where
C1 = − 1
n2
n∑
j,k=1
E[R[ejeTk+n]R]j,k+n = −
1
n2
n∑
j,k=1
ERjjRk+n,k+n
C2 = − 1
n2
n∑
j,k=1
E[R[ek+neTj ]R]j,k+n = −
1
n2
n∑
j,k=1
E(Rj,k+n)2
C3 = − ρ
n2
n∑
j,k=1
E[R[ekeTj+n]R]j,k+n = −
ρ
n2
n∑
j,k=1
ERjkRj+n,k+n
C4 = − ρ
n2
n∑
j,k=1
E[R[ej+neTk ]R]j,k+n = −
ρ
n2
n∑
j,k=1
ERj,j+nRk,k+n.
It is easy to show that
|C2| ≤ 1
v2n
, |C3| ≤ 1
v2n
.
By Lemma A.12 C1 = −s2n(α, z)+εn(α, z). By Lemma A.13 C4 = −ρu2n(α, z)+
εn(α, z). We obtain that
A2 = −s2n(α, z)− ρu2n(α, z) + δn(α, z).
So we have that
A = −s2n(α, z)−
ρ
2
t2n(α, z)−
ρ
2
u2n(α, z) + εn(α, z).
No we will investigate the term ztn(α, z) which we may represent as follows
αtn(α, z) =
1
n
n∑
j=1
E[V(z)R]j+n,j =
1
n
n∑
j=1
E[VR]j+n,j − zsn(α, z).
By definition of the matrix V, we have
αtn(α, z) =
1
n3/2
n∑
j,k=1
EXjkRj,k − zsn(α, z) =
D1 + D2 + D3 + D4 − zsn(α, z) + rn(α, z),
where
D1 = − 1
n2
n∑
j,k=1
E[R[ejeTk+n]R]j,k = −
1
n2
n∑
j,k=1
ERj,jRk+n,k
D2 = − 1
n2
n∑
j,k=1
E[R[ek+neTj ]R]j,k = −
1
n2
n∑
j,k=1
ERj,k+nRj,k
D3 = − ρ
n2
n∑
j,k=1
E[R[ekeTj+n]R]j,k = −
ρ
n2
n∑
j,k=1
ERj,kRj+n,k
D4 = − ρ
n2
n∑
j,k=1
E[R[ej+neTk ]R]j,k = −
ρ
n2
n∑
j,k=1
ERj,j+nRk,k.
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By similar arguments as before we can prove that
|D2| ≤ 1
v2n
, |D3| ≤ 1
v2n
and D1 = −sn(α, z)tn(α, z) + εn(α, z), D4 = −ρsn(α, z)un(α, z) + εn(α, z). We
obtain that
αtn(α, z) = −sn(α, z)tn(α, z)− ρsn(α, z)un(α, z)− zsn(α, z) + δn(α, z).
Similar we can prove that
αun(α, z) = −sn(α, z)un(α, z)− ρsn(α, z)tn(α, z)− zsn(α, z) + δn(α, z).
So we have the system of equations
1 + αsn(α, z) + s
2
n(α, z) =(5.7)
= −ρ
2
t2n(α, z)−
z
2
tn(α, z)− ρ
2
u2n(α, z)−
z
2
un(α, z) + δn(α, z)
αtn(α, z) =(5.8)
= −sn(α, z)tn(α, z)− ρsn(α, z)un(α, z)− zsn(α, z) + δn(α, z)
αun(α, z) =(5.9)
= −sn(α, z)un(α, z)− ρsn(α, z)tn(α, z)− zsn(α, z) + δn(α, z).
It follows from (5.8) and (5.9) that
(α+ sn)(ztn + ρt
2
n) = −sn(zρun + zρt)− ρ2sntnun − |z|2sn + δn(α, z)
(α+ sn)(zun + ρu
2
n) = −sn(zρun + zρt)− ρ2sntnun − |z|2sn + δn(α, z).
So, we can rewrite (5.7)
(5.10) 1 + αsn(α, z) + s
2
n(α, z) + ρ
2t2n(α, z) + ztn(α, z) = δn(α, z).
From equations (5.8) and (5.9) we can write equation for tn(
α+ sn − |ρ|
2s2n
α+ sn
)
tn =
ρzs2n
α+ sn
− zsn + δn(α, z).(5.11)
We denote
∆ =
(
α+ sn − |ρ|
2s2n
α+ sn
)
.
After simple calculations we will have
(α+ sn)(ztn + ρt
2
n) =
− sn
(
2ρ2|z|2s2n
(α+ sn)∆
− z
2ρsn
∆
− z
2ρsn
∆
)
− |ρ|2sn
(
ρzs2n
(α+ s)∆
− zsn
∆
)(
ρzs2n
(α+ s)∆
− zsn
∆
)
− |z|2sn + δn(α, z).
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Figure 4. Histogram of eigenvalues of matrix V for n = 1000.
entries are Gaussian random variables. On the left ρ = 0 (Cir-
cular law case). On the right ρ = 0.5 (Elliptic law case).
We denote yn := sn and wn := α + (ρt
2
n + ztn)/yn. We can rewrite equa-
tions (5.7), (5.8) and (5.9)
1 + wnyn + y
2
n = δn(α, z)(5.12)
wn = α+
ρt2n + ztn
yn
(5.13)
(α+ sn)(ztn + ρt
2
n) =(5.14)
− sn
(
2ρ2|z|2y2n
(α+ yn)∆
− z
2ρyn
∆
− z
2ρyn
∆
)
− |z|2yn
− |ρ|2yn
(
ρzy2n
(α+ yn)∆
− zyn
∆
)(
ρzy2n
(α+ yn)∆
− zyn
∆
)
+ δn(α, z).
Remark 5.3. If ρ = 0 then we can rewrite (5.12), (5.13), and (5.14)
1 + wnyn + y
2
n = δn(α, z)
wn = α+
ztn
yn
(wn − α) + (wn − α)2yn − |z|2sn = δn(α, z).
This equations determine the Circular law, see [9].
We can see that the first equation (5.12) doesn’t depend on ρ. So the first
equation will be the same for all models of random matrices described in the
introduction. On the Figure 4 we draw the distribution of eigenvalues of matrix
V for ρ = 0 (Circular law case) and ρ = 0.5 (Elliptic law case).
Now we prove convergence of sn to some limit s0. Let α = u + iv, v > 0.
Using (5.10) we write
α(sn − sm) = −(sn − sm)(sn + sm)− ρ2(tn − tm)(tn + tm)− z(tm − tm) + εn,m.
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By triangle inequality and the fact that |sn| ≤ v−1
(5.15) |sn − sm| ≤ 2|sn − sm|
v2
+
ρ2|tn − tm||tn + tm|
v
+
|z||tn − tm|
v
+
|εn,m|
v
.
From (5.11) it follows that
((α+ sn)
2 − ρ2s2n)tn = ρzs2n − zαsn − zs2n + εn.
We denote ∆n := ((α+ sn)
2 − ρ2s2n). By triangle inequality
|∆m||tn − tm| ≤ |tm||∆n −∆m|(5.16)
+
2|ρ||sn − sm|+ 2|z||sn − sm|
v
+ |z||α||sn − sm|+ |εn,m|.
We can find lower bound for |∆m|:
|∆m| = |α+ (1− ρ)sm||α+ (1 + ρ)sm|(5.17)
≥ Im(α+ (1− ρ)sm) Im(α+ (1 + ρ)sm) ≥ v2,
where we have used the fact that Im sm ≥ 0. From definition of ∆n it is easy
to see that
(5.18) |∆n −∆m| ≤ 2|α||sn − sm|+ 2(1 + ρ
2)|sn − sm|
v
.
We can take |u| ≤ C, then |α| ≤ v + C. From (5.15),(5.16),(5.17) and (5.18) it
follows that there exists constant C ′, which depends on ρ, C, z, such that
|sn − sm| ≤ C
′
v
|sn − sm|+ |ε′n,m(α, z)|.
We can find v0 such that
C ′
v
< 1 for all v ≥ v0.
Since ε′n,m(α, z) converges to zero uniformly for all v ≥ v0, |u| ≤ C and sn, sm are
locally bounded analytic functions in the upper half-plane we may conclude by
Montel’s Theorem (see [4, Theorem 2.9]) that there exists an analytic function
s0 in the upper half-plane such that lim sn = s0. Since sn are Nevanlinna
functions, (that is analytic functions mapping the upper half-plane into itself)
s0 will be a Nevanlinna function too and there exists non-random distribution
function F (z, x) such that
s0(α) =
∫
dF (z, x)
x− α .
The function s0 satisfies the equations (5.12), (5.13), and (5.14). 
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Appendix A. Appendix
Theorem A.1. (Central Limit Theorem) Let Z1, ..., Zn be independent random
variables with EZi = 0 and finite third moment, and let σ2 =
∑n
i=1 E |Zi|2.
Consider a standard normal variable g. The for every t > 0:∣∣∣∣∣P
(
1
σ
n∑
i=1
Zi ≤ t
)
− P (g ≤ t)
∣∣∣∣∣ ≤ Cσ−3
n∑
i=1
E |Zi|3,
where C is an absolute constant.
Lemma A.2. Let event E(X,Y ) depends on independent random vectors X
and Y then
P(E(X,Y )) ≤ (P(E(X,Y ), E(X,Y ′))1/2,
where Y ′ is an independent copy of Y .
Proof. See in [5]. 
Lemma A.3. Let Z1, ..., Zn be a sequence of random variables and p1, ..., pn be
non-negative real numbers such that
n∑
i=1
pi = 1,
then for every ε > 0
P(
n∑
i=1
piZi ≤ ε) ≤ 2
n∑
i=1
pi P(Zi ≤ 2ε).
Proof. See in [17]. 
Lemma A.4. If x ∈ Incomp(δ, τ) then at least 12δτ2n coordinates xk of x
satisfy
τ√
2n
≤ |xk| ≤ 1√
δn
.
Remark A.5. We can fix some constant c0 such that
1
4
δτ2 ≤ c0 ≤ 1
4
.
Then for every vector x ∈ Incomp(δ, τ) | spread(x)| = [2c0n].
Proof. See in [11]. 
Lemma A.6. Let SJ =
∑
i∈J ξi, where J ⊂ [n], and I ⊂ J then
sup
v∈R
P(|SJ − v| ≤ ε) ≤ sup
v∈R
P(|SI − v| ≤ ε).
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Proof. Let us fix arbitrary v. From independence of ξi we conclude
P(|SJ − v| ≤ ε) ≤ EP(|SI + SJ/I − v| ≤ ε|{ξi}i∈I) ≤ sup
u∈R
P(|SI − u| ≤ ε).

Lemma A.7. Let Z be a random variable with EZ2 ≥ 1 and with finite fourth
moment, and put M44 := E(Z − EZ)4. Then for every ε ∈ (0, 1) there exists
p = p(M4, ε) such that
sup
v∈R
P(|Z − v| ≤ ε) ≤ p.
Proof. See in [11]. 
Lemma A.8. Let ξ1, ..., ξn be independent random variables with E ξ2i ≥ 1 and
E(ξk − E ξ)4 ≤M44 , where M4 is some finite number. Then for every ε ∈ (0, 1)
there exists p = p(M4, ε) ∈ (0, 1)) such that the following holds: for every vector
x = (x1, ..., xn) ∈ Sn−1, the sum S =
∑n
i=1 xkξk satisfies
sup
v∈R
P(|S − v| ≤ ε) ≤ p.
Proof. See in [11]. 
Lemma A.9. Let X = (X1, ..., Xn) be a random vector in Rn with independent
coordinates Xk.
1. Suppose there exists numbers ε0 ≥ 0 and L ≥ 0 such that
sup
v∈R
P(|Xk − v| ≤ ε) ≤ Lε for all ε ≥ ε0 and all k.
Then
sup
v∈Rn
P(||X − v||2 ≤ ε
√
n) ≤ (CLε)n for all ε ≥ ε0,
where C is an absolute constant.
2. Suppose there exists numbers ε > 0 and p ∈ (0, 1) such that
sup
v∈R
P(|Xk − v| ≤ ε) ≤ Lε for all k.
Then there exists numbers ε1 = ε1(ε, p) > 0 and p1 = p1(ε, p) ∈ (0, 1) such that
sup
v∈Rn
P(||X − v||2 ≤ ε1
√
n) ≤ (p1)n.
Proof. See [17, Lemma 3.4]. 
Lemma A.10. Let 1 ≤ m ≤ n. If A has full rank, with rows R1, ..., Rm and
H = span(Rj , j 6= i), then
m∑
i=1
si(A)
−2 =
m∑
i=1
dist(Ri, Hi)
−2.
Proof. See [16, Lemma A.4]. 
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Lemma A.11. There exist γ > 0 and δ > 0 such that for all n  1 and
1 ≤ i ≤ n, any deterministic vector v ∈ C and any subspace H of Cn with
1 ≤ dim(H) ≤ n− n1−γ, we have, denoting R := (X1, ..., Xn) + v,
P(dist(R,H) ≤ 1
2
√
n− dim(H)) ≤ exp(−nδ).
Proof. See [16, Statement 5.1]. 
Lemma A.12. Under the condition (C0) for α = u+ iv, v > 0
E
∣∣∣∣∣ 1n
n∑
i=1
Rii(α, z)− E
(
1
n
n∑
i=1
Rii(α, z)
)∣∣∣∣∣
2
≤ C
nv2
.
Proof. To prove this lemma we will use Girko’s method. Let X(j) be a matrix
X with j-th row and column removed. Define matrices V(j) and V(j)(z) as
in (5.1) and R(j) by (5.4). It is easy to see that
rk(V(z)−V(j)(z)) = rk(V −V(j)) ≤ 4.
Then
(A.1)
1
n
|Tr(V(z)− αI)−1 −Tr(V(j)(z)− αI)−1| ≤ rk(V(z)−V
(j)(z))
nv
≤ 4
nv
.
We introduce the family of σ-algebras Fi = σ{Xj,k, j, k > i} and conditional
mathematical expectation Ei = E(·|Fi) with respect to this σ-algebras. We can
write
1
n
Tr R− 1
n
ETr R =
1
n
n∑
i=1
Ei Tr R− Ei−1 Tr R =
n∑
i=1
γi.
The sequence (γi,Fi)i≥1 is a martingale difference. By (A.1)
|γi| = 1
n
|Ei(Tr R− Tr R(i))− Ei−1(Tr R− Tr R(i))| ≤(A.2)
≤ |Ei(Tr R− Tr R(i))|+ |Ei−1(Tr R− Tr R(i))| ≤ C
vn
.(A.3)
From Burkholder inequality for martingale difference (see [13])
E
∣∣∣∣∣
n∑
i=1
γi
∣∣∣∣∣
2
≤ K2 E
(
n∑
i=1
|γi|2
)
and (A.2) it follows
E
∣∣∣∣∣ 1n
n∑
i=1
Rii(α, z)− E
(
1
n
n∑
i=1
Rii(α, z)
)∣∣∣∣∣
2
≤ K2 E(
n∑
i=1
|γi|2) ≤ K2 C
nv2
.

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Lemma A.13. Under the condition (C0) for α = u+ iv, v > 0
E
∣∣∣∣∣ 1n
n∑
i=1
Ri,i+n(α, z)− E
(
1
n
n∑
i=1
Ri,i+n(α, z)
)∣∣∣∣∣
2
≤ C
nv4
.
Proof. As in Lemma A.12 we introduce matrices V(j) and R(j). We have
V = V(j) + eje
T
j V + Veje
T
j + ej+ne
T
j+nV + Vej+ne
T
j+n
By resolvent equality R−R(j) = −R(j)(V(z)−V(j)(z))R
1
n
n∑
k=1
(Rk,k+n −R(j)k,k+n) =
=
1
n
n∑
k=1
[R(j)(eje
T
j V + ej+ne
T
j+nV + Veje
T
j + Vej+ne
T
j+n)R]k,k+n =
= T1 + T2 + T3 + T4.
Let us consider the first term. The arguments for other terms are similar.
n∑
k=1
[R(j)eje
T
j VR]k,k+n = Tr R
(j)eje
T
j VRE =
2n∑
i=1
[RER(j)]ij [eje
T
j V]ji,
where
E =
(
On On
I On
)
.
From max(||R(j)||, ||R||) ≤ v−1 and Ho¨lder inequality it follows that
E
∣∣∣∣∣
n∑
k=1
[R(j)eje
T
j VJR]k,k+n
∣∣∣∣∣
2
≤ C
v4
.
By similar arguments as in Lemma A.12 we can conclude the statement of the
Lemma. 
Lemma A.14. Under the condition (C0) for α = u+ iv, v > 0
1
n3/2
n∑
j,k=1
EXjkRk+n,j =
=
1
n2
n∑
j,k=1
E
[
∂R
∂Xjk
]
k+n,j
+
ρ
n2
n∑
j,k=1
E
[
∂R
∂Xkj
]
k+n,j
+ rn(α, z),
where
|rn(α, z)| ≤ C√
nv3
Proof. By Taylor’s formula
EXf(X,Y ) = f(0, 0)EX + f ′x(0, 0)EX2 + f ′y(0, 0)EXY+(A.4)
+ E(1− θ)[X3f ′′xx(θX, θY ) + 2X2Y f ′′xy(θX, θY ) +XY 2f ′′yy(θX, θY )]
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and
E f ′x(X,Y ) = f ′x(0, 0) + E(1− θ)[Xf ′′xx(θX, θY ) + Y f ′′xy(θX, θY )](A.5)
E f ′y(X,Y ) = f ′y(0, 0) + E(1− θ)[Xf ′′xy(θX, θY ) + Y f ′′yy(θX, θY )],
where θ has uniform distribution on [0, 1]. From (A.4) and (A.5) for j 6= k∣∣∣∣∣EXjkRk+n,j − E
[
∂R
∂Xjk
]
k+n,j
− ρE
[
∂R
∂Xkj
]
k+n,j
∣∣∣∣∣ ≤
(|Xjk|3 + |Xjk|)
∣∣∣∣∣∣
[
∂2R
∂X2jk
(θXjk, θXkj)
]
k+n,j
∣∣∣∣∣∣+
(|Xkj |2|Xjk|+ |Xkj |)
∣∣∣∣∣∣
[
∂2R
∂X2kj
(θXjk, θXkj)
]
k+n,j
∣∣∣∣∣∣+
(2|Xjk|2|Xkj |+ |Xjk|+ |Xkj |)
∣∣∣∣∣
[
∂2R
∂Xjk∂Xkj
(θXjk, θXkj)
]
k+n,j
∣∣∣∣∣ .
Let us consider the first term in the sum. The bounds for the second and third
terms can be obtained by similar arguments. We have
∂2R
∂X2jk
=
1
n
R(eje
T
n+k + en+ke
T
j )R(eje
T
n+k + en+ke
T
j )R = P1 + P2 + P3 + P4,
where
P1 =
1
n
Reje
T
n+kReje
T
n+kR
P2 =
1
n
Reje
T
n+kRen+ke
T
j R
P3 =
1
n
Ren+ke
T
j Reje
T
n+kR
P4 =
1
n
Ren+ke
T
j Ren+ke
T
j R.
From |Ri,j | ≤ v−1 it follows that
1
n5/2
n∑
j,k=1
E |Xjk|α|[Pi]n+k,j | ≤ C√
nv3
for α = 1, 3 and i = 1, ..., 4. For j = k
1
n2
n∑
j=1
E
[
∂R
∂Xjj
]
j+n,j
=
1
n2
n∑
j=1
(ER2j+n,j + ERj,jRj+n,j+n) ≤
C
nv2
.
So we can add this term to the sum
ρ
n2
n∑
j,k=1
j 6=k
E
[
∂R
∂Xkj
]
k+n,j
.

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