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Abstract
This dissertation focuses on the following topics: (1) asymptotic prime divisors over com-
plete intersection rings, (2) asymptotic stability of complexities over complete intersection
rings, (3) asymptotic linear bounds of Castelnuovo-Mumford regularity in multigraded
modules, and (4) characterizations of regular local rings via syzygy modules of the residue
field.
Chapter 1 introduces the concerned research problems and provides an overview of
the works presented in this dissertation.
Chapter 2 gives a detailed literature review of the subjects studied in this dissertation.
Now we concentrate on our main four topics mentioned in the first paragraph. For
each topic, there is a separate chapter as follows.
Chapter 3 deals with the study of asymptotic behaviour of certain sets of associated
prime ideals related to Ext-modules. Let A be a local complete intersection ring. Suppose
M and N are two finitely generated A-modules and I is an ideal of A. We prove that⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is a finite set. Moreover, we analyze the asymptotic behaviour of the sets
AssA
(
ExtiA(M,N/I
nN)
)
if n and i both tend to ∞.
We show that there are non-negative integers n0 and i0 such that for all n > n0 and i > i0
the set AssA
(
ExtiA(M,N/I
nN)
)
depends only on whether i is even or odd. We also prove
the analogous results for complete intersection rings which arise in algebraic geometry.
Chapter 4 shows that if A is a local complete intersection ring, then the complexity
cxA(M,N/I
nN) is independent of n for all sufficiently large n.
vii
viii Abstract
Chapter 5 is devoted to study the Castelnuovo-Mumford regularity of powers of several
ideals. Let A be a Noetherian standard N-graded algebra over an Artinian local ring A0.
Let I1, . . . , It be homogeneous ideals of A, and let M be a finitely generated N-graded
A-module. We show that there exist two integers k1 and k
′
1 such that
reg(In11 · · · Intt M) 6 (n1 + · · ·+ nt)k1 + k′1 for all n1, . . . , nt ∈ N.
Moreover, we prove that if A0 is a field, then there exist two integers k2 and k
′
2 such that
reg
(
In11 · · · Intt M
)
6 (n1 + · · ·+ nt)k2 + k′2 for all n1, . . . , nt ∈ N,
where I denotes the integral closure of an ideal I of A.
Chapter 6 is allocated for the syzygy modules of the residue field of a Noetherian local
ring. Let A be a Noetherian local ring with residue field k. We show that if a finite direct
sum of syzygy modules of k maps onto ‘a semidualizing module’ or ‘a non-zero maximal
Cohen-Macaulay module of finite injective dimension’, then A is regular. We also prove
that A is regular if and only if some syzygy module of k has a non-zero direct summand
of finite injective dimension.
We conclude this dissertation by presenting a few open questions in Chapter 7.
Key words and phrases. Associate primes; Graded rings and modules; Rees rings
and modules; Ext; Tor; Complete intersection rings; Eisenbud operators; Support vari-
ety; Complexity; Hilbert functions; Local cohomology; Castelnuovo-Mumford regularity;
Regular rings; Syzygy and cosyzygy modules; Semidualizing modules; Injective dimension.
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List of Notations
Throughout this dissertation, unless otherwise specified, all rings (graded or not) are
assumed to be commutative Noetherian rings with identity.
Let A be a ring, and let I be an ideal of A. Suppose M and N are finitely generated
A-modules. We use the following list of notations in this dissertation.
Sets
N the set of all non-negative integers
Z the set of all integers
Λ a finite collection of non-negative integers
φ empty set
f a finite sequence f1, . . . , fc
Spec(A) the set of all prime ideals of A, spectrum of A
Min(A) the set of all minimal prime ideals of A
Supp(M) {p ∈ Spec(A) :Mp 6= 0}, support of M
Proj(A) the set of all homogeneous prime ideals of an N-graded ring A =⊕
n>0An which do not contain the irrelevant ideal A+ =
⊕
n>1An
Var(a) {p ∈ Spec(A) : a ⊆ p}, variety of an ideal a of A
AssA(M) the set of all associated prime ideals of an A-module M
D(x) {p ∈ Spec(A) : x /∈ p}, where x is an element of A
∗D(x) {p ∈ Proj(A) : x /∈ p}, where A is an N-graded ring and x is a
homogeneous element of A
∗AssA(M) AssA(M) ∩ Proj(A), the set of relevant associated prime ideals of an
N-graded module M over an N-graded ring A
V (M,N) support variety of M and N
xi
xii List of Notations
Graded Objects
Let R =
⊕
n∈Nt Rn be an N
t-graded ring (where t is a fixed positive integer), and let
L =
⊕
n∈Nt Ln be an N
t-graded R-module. Suppose A is an N-graded ring and M is an
N-graded A-module. Assume I and J are two homogeneous ideals of A.
n t-tuple (n1, n2, . . . , nt) over N, i.e., element of Nt
|n| sum of the components of n, i.e., (n1 + n2 + · · ·+ nt)
ei t-tuple with all components 0 except the ith component which is 1
0 t-tuple with all components 0
Ln the nth graded component of an Nt-graded module L
end(M) sup{n : Mn 6= 0}, end of M
L(u) same as L but the grading is twisted by u, i.e., L(u) is an Nt-graded
module with L(u)n := L(n+u) for all n ∈ Nt
deg(a) homogeneous degree of an element a
d(J) min{d : J is generated by homogeneous elements of degree 6 d}
ρM (I) min{d(J) : J is an M-reduction of I}
ε(M) the smallest degree of the (non-zero) homogeneous elements of M
A+
⊕
n>1An which is called the irrelevant ideal of A
ai(M) end
(
H iA+(M)
)
Rings
(A,m) local ring A with its unique maximal ideal m
(A,m, k) local ring (A,m) with its residue field k := A/m
Â m-adic completion of A, where (A,m) is a local ring
S−1A localization of A by a multiplicatively closed subset S of A
Ap localization of A at a prime ideal p of A
A(p) homogeneous localization (or degree zero localization) of a graded ring
A at a homogeneous prime ideal p of A
A[X1, . . . , Xd] polynomial ring in d variables X1, . . . , Xd over A
R(I)
⊕
n>0 I
nXn which is called the Rees ring associated to I
F (I) R(I)⊗A k. It is called fiber cone of I (where (A,m, k) is a local ring)
T polynomial ring A[t1, . . . , tc] over A in the cohomology operators tj
with deg(tj) = 2 for all 1 6 j 6 c
S bigraded ring R(I)[t1, . . . , tc], where we set deg(tj) = (0, 2) for all
1 6 j 6 c and deg(u) = (s, 0) if deg(u) in R(I) is s
List of Notations xiii
Ideals
AnnA(X) {a ∈ A : ax = 0 for all x ∈ X}, annihilator of X , where X ⊆ M√
I {a ∈ A : an ∈ I for some n > 1}, radical of I
Soc(A) {a ∈ A : am = 0}, socle of a local ring (A,m)
Modules
M̂ m-adic completion of M , where M is an (A,m)-module
Mg localization of M by the multiplicatively closed set {gi : i > 0}
Mn direct sum of n copies of M , where n is a positive integer
ω canonical module of A
ΩAn (M) the nth syzygy module of M , where n is a non-negative integer
ΩA−n(M) the nth cosyzygy module of M , where n is a non-negative integer
Image(Φ) image of a module homomorphism Φ
(0 :M I) {x ∈M : Ix = 0}, colon submodule of M
R(I, N) Rees module
⊕
n>0 I
nN of N associated to I
N [X ] N ⊗A A[X ] (tensor product of the A-modules N and A[X ])
grI(N) associated graded module
⊕
n>0(I
nN/In+1N) of N with respect to I
N ⊕n>0Nn, an N-graded R(I)-module. We set L :=⊕n>0(N/In+1N)
Few Invariants
depth(A) depth of a local ring A
dim(A) sup{n : ∃ p0 ( p1 ( · · · ( pn, pi ∈ Spec(A)}, Krull dimension of A
dimA(M) dimension of an A-module M , i.e., dim(A/AnnA(M))
dim(V ) dimension of a variety V
rankk(V ) dimension of V as a vector space over a field k
µA(M) the minimal number of generators of M as an A-module
codim(A) µA(m)− dim(A), codimension of a local ring (A,m)
λA(M) length of M as an A-module
βAn (M) the nth Betti number of M
projdimA(M) projective dimension of an A-module M
injdimA(M) injective dimension of an A-module M
cxA(M) complexity of M
cxA(M,N) complexity of a pair of A-modules (M,N)
reg(M) Castelnuovo-Mumford regularity of M
lim supn→∞ an limit supremum value of a sequence {an}
xiv List of Notations
Homological Tools
HomA(M,N) the collection of all A-linear maps from M to N
ExtiA(−,−) the ith extension functor (the right derived functors of Hom)
TorAi (−,−) the ith torsion functor (the left derived functors of tensor product)
H iJ(M) the ith local cohomology module of M with respect to an ideal J
Ext⋆A(M,N)
⊕
i>0 Ext
i
A(M,N), total Ext-module
C(M,N) Ext⋆A(M,N)⊗A k (where A is a local ring with its residue field k)
E (N ) ⊕n>0⊕i>0 ExtiA(M,Nn), where N =⊕n>0Nn
F free resolution of M
F(m) same complex as F but the components are twisted by m (∈ Z)
HomA(F, N) cochain complex induced by applying the functor HomA(−, N) on F
Chapter 1
Introduction
In this dissertation, we study the following topics: (1) asymptotic prime divisors over
complete intersection rings, (2) asymptotic stability of complexities over complete inter-
section rings, (3) asymptotic linear bounds of Castelnuovo-Mumford regularity in multi-
graded modules, and (4) characterizations of regular local rings via syzygy modules of the
residue field.
Throughout this dissertation, unless otherwise specified, all rings (graded or not) are
assumed to be commutative Noetherian rings with identity.
1.1 Asymptotic Prime Divisors Related to Ext
Let A be a ring, and let M be a finitely generated A-module. A prime ideal p of A is
called an associated prime ideal of M if p is the annihilator AnnA(x) of some element x of
M . The set of all associated prime ideals of M is denoted by AssA(M). It is well-known
that AssA(M) is a finite set.
Throughout this section, let M and N be two finitely generated A-modules, and let I
be an ideal of A. In [Bro79], M. Brodmann proved that the set of associated prime ideals
AssA(M/I
nM) is independent of n for all sufficiently large n. Thereafter, L. Melkersson
and P. Schenzel generalized Brodmann’s result in [MS93, Theorem 1] by showing that
AssA
(
TorAi (M,A/I
n)
)
1The new results appear under the topics (1) and (2) are joint work with T. J. Puthenpurakal; while
the results shown in topic (4) are joint work with A. Gupta and T. J. Puthenpurakal.
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is independent of n for all large n and for every fixed i > 0. Later, D. Katz and E. West
proved the above result in a more general way: For every fixed i > 0, the sets
AssA
(
TorAi (M,N/I
nN)
)
and AssA
(
ExtiA(M,N/I
nN)
)
are independent of n for all sufficiently large n (see [KW04, Corollary 3.5]). In particular,
for every fixed i > 0, one obtains that the sets⋃
n>1
AssA
(
TorAi (M,N/I
nN)
)
and
⋃
n>1
AssA
(
ExtiA(M,N/I
nN)
)
are finite.
The motivation for our main results on associated prime ideals came from the following
two questions. They were raised by W. V. Vasconcelos [Vas98, Problem 3.15] and L.
Melkersson and P. Schenzel [MS93, page 936] respectively.
(A1) Is the set
⋃
i>0
AssA
(
ExtiA(M,A)
)
finite?
(A2) Is the set
⋃
n>1
⋃
i>0
AssA
(
TorAi (M,A/I
n)
)
finite?
Note that if A is a Gorenstein local ring, then the question (A1) has a positive answer
(trivially). If we change the question a little, then we may ask the following:
(A3) Is the set
⋃
i>0
AssA
(
ExtiA(M,N)
)
finite?
This is not known for Gorenstein local rings. However, if A = Q/(f), where Q is a local
ring and f = f1, . . . , fc is a Q-regular sequence, and if projdimQ(M) is finite, then the
question (A3) has an affirmative answer. This can be seen by using the finite generation
of
⊕
i>0Ext
i
A(M,N) over the polynomial ring A[t1, . . . , tc] in the cohomology operators
tj over A.
The result in the same spirit proved by T. J. Puthenpurakal is the following:
Theorem 1.1.1. [Put13, Theorem 5.1] Let A be a local complete intersection ring. Sup-
pose N =⊕n>0Nn is a finitely generated graded module over the Rees ring R(I). Then⋃
n>0
⋃
i>0
AssA
(
ExtiA(M,Nn)
)
is a finite set.
Furthermore, there exist n0, i0 (> 0) such that for all n > n0 and i > i0, we have
AssA
(
Ext2iA(M,Nn)
)
= AssA
(
Ext2i0A (M,Nn0)
)
,
AssA
(
Ext2i+1A (M,Nn)
)
= AssA
(
Ext2i0+1A (M,Nn0)
)
.
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In particular, N can be taken as⊕n>0 InN or⊕n>0 InN/In+1N in the above theorem.
Note that if N 6= 0, then ⊕n>0N/InN is not finitely generated as an R(I)-module. So
we cannot take N as⊕n>0N/InN in Theorem 1.1.1. In this theme, T. J. Puthenpurakal
[Put13, page 368] raised the following question:
(A4) Is the set
⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
finite?
In Chapter 3, we show that the question (A4) has an affirmative answer for local
complete intersection rings. We also analyze the asymptotic behaviour of the sets
AssA
(
ExtiA(M,N/I
nN)
)
if n and i both tend to ∞.
If A is a local complete intersection ring, then we prove that there exist non-negative
integers n0, i0 such that for all n > n0 and i > i0, we have
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i0A (M,N/I
n0N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
We also show the analogous results for complete intersection rings which arise in algebraic
geometry.
Recall that a local ring A is said to be a local complete intersection ring if its completion
Â = Q/(f), where Q is a complete regular local ring and f = f1, . . . , fc is a Q-regular
sequence. To prove our results, we may assume that A is complete because of the following
well-known fact: For a finitely generated A-module D, we have
AssA(D) =
{
q ∩ A : q ∈ AssÂ
(
D ⊗A Â
)}
.
So, without loss of generality, we may assume that A is a quotient of a regular local ring
modulo a regular sequence. Then the desired results follow from more general results
appeared below. Let us fix the following hypothesis for the rest of this section.
Hypothesis 1.1.2. Let Q be a ring of finite Krull dimension, and let f = f1, . . . , fc be
a Q-regular sequence. Set A := Q/(f). Let M and N be finitely generated A-modules,
where projdimQ(M) is finite. Let I be an ideal of A.
We prove the announced finiteness and stability results in this set-up. One of the
main ingredients we use in the proofs of our results is the following theorem due to T. J.
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Puthenpurakal. This theorem concerns the finite generation of a family of Ext-modules.
Here we need to understand the theory of cohomology operators which gives the bigraded
module structure used in the following theorem. For details, we refer to Section 3.1.
Theorem 1.1.3. [Put13, Theorem 1.1] With the Hypothesis 1.1.2, let N =⊕n>0Nn be
a finitely generated graded module over the Rees ring R(I). Then⊕
n>0
⊕
i>0
ExtiA(M,Nn)
is a finitely generated bigraded S := R(I)[t1, . . . , tc]-module, where
tj : Ext
i
A(M,Nn) −→ Exti+2A (M,Nn) (j = 1, . . . , c)
are the cohomology operators over A.
With the Hypothesis 1.1.2, we prove that the set⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is finite;
see Theorem 3.2.1. After having this finiteness result, we focus on the asymptotic stability
of the sets of associated prime ideals which occurs periodically after a certain stage. We
show that there exist n′, i′ > 0 such that for all n > n′ and i > i′, we have
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i
′
A (M,N/I
n′N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i
′+1
A (M,N/I
n′N)
)
;
see Theorem 3.3.1. To prove this result, we take advantage of the notion of Hilbert
function. We set
V(n,i) := Ext
i
A(M,N/I
nN) for all n, i > 0.
Since
⋃
n>0
⋃
i>0AssA
(
V(n,i)
)
is finite, it is enough to prove that for each
p ∈
⋃
n>0
⋃
i>0
AssA
(
V(n,i)
)
,
there exist some nl, il > 0 such that exactly one of the following alternatives must hold:
either p ∈ AssA
(
V(n,2i+l)
)
for all n > nl and i > il;
or p /∈ AssA
(
V(n,2i+l)
)
for all n > nl and i > il,
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where l = 0, 1. Localizing at p, and replacing Ap by A and pAp by m, we may assume
that A is a local ring with maximal ideal m and residue field k. For each l ∈ {0, 1}, it is
now enough to prove that there exist some nl, il > 0 such that
either m ∈ AssA
(
V(n,2i+l)
)
for all n > nl and i > il;
or m /∈ AssA
(
V(n,2i+l)
)
for all n > nl and i > il,
which is equivalent to that
either HomA
(
k, V(n,2i+l)
) 6= 0 for all n > nl and i > il;
or HomA
(
k, V(n,2i+l)
)
= 0 for all n > nl and i > il.
We show this in Lemma 3.3.3.
1.2 Asymptotic Stability of Complexities
Let A be a local ring with residue field k. Let M and N be finitely generated A-module.
The integer
βAn (M) := rankk (Ext
n
A(M, k))
is called the nth Betti number of M . It is equal to the rank of Fn in a minimal free
resolution F ofM . The notion of complexity of a module was introduced by L. L. Avramov
in [Avr89, Definition (3.1)]. The complexity of M , denoted cxA(M) is the smallest non-
negative integer b such that βAn (M) 6 an
b−1 for some real number a > 0 and for all
sufficiently large n. If no such b exists, then set cxA(M) :=∞.
The complexity of a pair of modules (M,N), introduced in [AB00] by L. L. Avramov
and R.-O. Buchweitz, is defined to be the number
cxA(M,N) := inf
b ∈ N
∣∣∣∣∣∣ µA (Ext
n
A(M,N)) 6 an
b−1 for some
real number a > 0 and for all n≫ 0
 ,
where µA(D) denotes the minimal number of generators of an A-module D. Clearly, the
complexity cxA(M,N) measures ‘the size’ of Ext
∗
A(M,N). This notion encompasses the
asymptotic invariant of M : its complexity cxA(M) = cxA(M, k), measuring the polyno-
mial rate of growth at infinity of its minimal free resolution.
Let A be a local complete intersection ring, and let I be an ideal of A. Puthenpurakal
(in [Put13, Theorem 7.1]) proved that cxA(M, I
nN) is constant for all sufficiently large
n. In Chapter 4 of this dissertation, we show that
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(C1) cxA(M,N/I
nN) is independent of n for all sufficiently large n.
To prove this result, we use the notion of support variety which was introduced by
Avramov and Buchweitz in the same article [AB00, 2.1].
1.3 Castelnuovo-Mumford Regularity of Powers of
Several Ideals
Let A be a standard N-graded algebra, where standard means A is generated by elements
of A1. Let A+ be the ideal of A generated by the homogeneous elements of positive
degree. Let M be a finitely generated N-graded A-module. For every integer i > 0,
we denote the ith local cohomology module of M with respect to A+ by H
i
A+
(M). The
Castelnuovo-Mumford regularity of M is the invariant
reg(M) := max
{
end
(
H iA+(M)
)
+ i : i > 0
}
,
where end(D) denotes the maximal non-vanishing degree of an N-graded A-module D
with the convention end(D) = −∞ if D = 0. It is a natural extension of the usual
definition of the Castelnuovo-Mumford regularity in the case A is a polynomial ring over
a field.
Let S = k[X1, . . . , Xd] be a polynomial ring over a field k with its usual grading, i.e.,
each Xi has degree 1. By the Hilbert’s Syzygy Theorem, every finitely generated N-graded
S-module N has a finite graded minimal free resolution:
0 −→ Fp −→ · · · −→ F1 −→ F0 −→ N −→ 0,
where Fi =
⊕ai
j=1 S(−bij) for some integers bij . Then
reg(N) = max
i,j
{bij − i}.
One can write it in terms of the maximal non-vanishing degree of Tor-modules:
reg(N) = max
{
end
(
TorSi (N, k)
)− i : i > 0} .
There has been a surge of interest on the behaviour of the function reg(In), where I is
a homogeneous ideal in a polynomial ring over a field. A detailed survey of this topic can
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be found in Section 2.2 of Chapter 2. In [Swa97, Theorem 3.6], I. Swanson proved that
reg(In) 6 kn for all n > 1, where k is some integer. Later, S. D. Cutkosky, J. Herzog and
N. V. Trung [CHT99, Theorem 1.1] and V. Kodiyalam [Kod00, Theorem 5] independently
showed that reg(In) can be expressed as a linear function of n for all sufficiently large n.
Recently, N. V. Trung and H.-J. Wang [TW05, Theorem 3.2] proved that if A is a
standard N-graded ring, I is a homogeneous ideal of A, and M is a finitely generated
N-graded A-module, then reg(InM) is asymptotically a linear function of n.
In this context, a natural question arises: What happens when we consider several
ideals instead of just considering one ideal? More precisely, if I1, . . . , It are homogeneous
ideals of A, and M is a finitely generated N-graded A-module, then what will be the
behaviour of reg(In11 · · · Intt M) as a function of (n1, . . . , nt)?
Let A = A0[x1, . . . , xd] be a standard N-graded algebra over an Artinian local ring
(A0,m). In particular, A can be the coordinate ring of a projective variety over a field
with usual grading. Let I1, . . . , It be homogeneous ideals of A, and let M be a finitely
generated N-gradedA-module. One of the main results of this dissertation is the following:
There exist two integers k1 and k
′
1 such that
(R1) reg (In11 · · · Intt M) 6 (n1 + · · ·+ nt)k1 + k′1 for all n1, . . . , nt ∈ N.
In Chapter 5, we prove this result in a quite general set-up. As a consequence, we also
obtain the following: If A0 is a field, then there exist two integers k2 and k
′
2 such that
(R2) reg
(
In11 · · · Intt M
)
6 (n1 + · · ·+ nt)k2 + k′2 for all n1, . . . , nt ∈ N,
where I denotes the integral closure of an ideal I of A.
The basic technique of the proof of our results is the use of Nt+1-grading structures on⊕
n∈Nt
(In11 · · · Intt M) and
⊕
n∈Nt
(
In11 · · · Intt M
)
.
Let R = A[I1T1, . . . , ItTt] be the Rees algebra of I1, . . . , It over the graded ring A, and let
L = M [I1T1, . . . , ItTt] be the Rees module of M with respect to the ideals I1, . . . , It. We
give Nt+1-grading structures on R and L by setting (n, i)th graded components of R and
L as the ith graded components of the N-graded A-modules In11 · · · Intt A and In11 · · · Intt M
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respectively. Then clearly, R is an Nt+1-graded ring and L is a finitely generated Nt+1-
graded R-module. Note that R is not necessarily standard as an Nt+1-graded ring. Also
note that for every n ∈ Nt, we have
R(n,⋆) :=
⊕
i∈N
R(n,i) = I
n1
1 · · · Intt A
and L(n,⋆) :=
⊕
i∈N
L(n,i) = I
n1
1 · · · Intt M.
Since R = A[I1T1, . . . , ItTt] = R(0,⋆)[R(e1,⋆), . . . , R(et,⋆)], we may consider R =
⊕
n∈Nt R(n,⋆)
as a standard Nt-graded ring.
In a similar way as above, we can give an Nt+1-graded R-module structure on
L :=
⊕
n∈Nt
(
In11 · · · Intt M
)
.
In this case also, L is a finitely generated Nt+1-graded R-module provided A0 is a field; see
Example 5.2.10. Keeping these two examples in mind, let us fix the following hypothesis
for the rest of this section.
Hypothesis 1.3.1. Let
R =
⊕
(n,i)∈Nt+1
R(n,i)
be an Nt+1-graded ring, which need not be standard. Let
L =
⊕
(n,i)∈Nt+1
L(n,i)
be a finitely generated Nt+1-graded R-module. For each n ∈ Nt, we set
R(n,⋆) :=
⊕
i∈N
R(n,i) and L(n,⋆) :=
⊕
i∈N
L(n,i).
Also set A := R(0,⋆). Suppose R =
⊕
n∈Nt R(n,⋆) and A = R(0,⋆) are standard as N
t-graded
ring and N-graded ring respectively. Assume that A0 = R(0,0) is an Artinian local ring.
Suppose A = A0[x1, . . . , xd] for some x1, . . . , xd ∈ A1. Set A+ := 〈x1, . . . , xd〉.
With the Hypothesis 1.3.1, we now give Nt-grading structures on
R =
⊕
n∈Nt
R(n,⋆) and L =
⊕
n∈Nt
L(n,⋆)
in the obvious way, i.e., by setting R(n,⋆) and L(n,⋆) as the nth graded components of R
and L respectively. Then clearly, R =
⊕
n∈Nt R(n,⋆) is a standard N
t-graded ring and
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L =
⊕
n∈Nt L(n,⋆) is a finitely generated N
t-graded R-module. From now onwards, by
R and L, we mean Nt-graded ring
⊕
n∈Nt R(n,⋆) and N
t-graded R-module
⊕
n∈Nt L(n,⋆)
(satisfying the Hypothesis 1.3.1) respectively. To prove our main results on regularity, it
is now enough to show that there exist two integers k and k′ such that
(R3) reg
(
L(n,⋆)
)
6 (n1 + · · ·+ nt)k + k′ for all n ∈ Nt.
We prove (R3) in several steps by using induction on an invariant which we introduce
here. We call this invariant the saturated dimension of a multigraded module. Suppose
M =
⊕
n∈Nt Mn is a finitely generated N
t-graded module over a standard Nt-graded ring
R =
⊕
n∈Nt Rn. Then we prove that there exists v ∈ Nt such that
AnnR0(Mn) = AnnR0(Mv) for all n > v,
and hence dimR0(Mn) = dimR0(Mv) for all n > v;
see Lemma 5.2.2. We call such a point v ∈ Nt an annihilator stable point of M . Then
the saturated dimension of M is defined to be s(M ) := dimR0(Mv). We use induction
on the saturated dimension s(L) of L =
⊕
n∈Nt L(n,⋆) in order to prove (R3).
In the base case, i.e., in the case when s(L) = 0, we have dimA
(
L(n,⋆)
)
= 0 for all
n > v, where v is an annihilator stable point of L. Then, in view of Grothendieck’s
Vanishing Theorem, we obtain that
H iA+(L(n,⋆)) = 0 for all i > 0 and n > v,
which gives reg(L(n,⋆)) = max
{
µ : H0A+(L(n,⋆))µ 6= 0
}
for all n > v.
In this situation, we show the linear boundedness result (in Theorem 5.3.1) by using the
following fact: There exists a positive integer k such that
(A+)
kL(n,⋆) ∩H0A+(L(n,⋆)) = 0 for all n ∈ Nt;
see Lemma 5.2.1.
The inductive step is shown in Theorem 5.3.2 by using the following well-known result
on regularity: For a finitely generated N-graded A-module N , we have
reg(N) 6 max{reg(0 :N x), reg(N/xN)− l + 1},
where x is a homogeneous element of A with degree l > 1. In this step, we prove that
there exist u ∈ Nt and an integer k such that
reg(L(n,⋆)) < (n1 + · · ·+ nt)k + k for all n > u.
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In particular, this shows that if t = 1, then there exist two integers k and k′ such that
reg(L(n,⋆)) 6 nk + k
′ for all n ∈ N.
Finally, in Theorem 5.3.3, we prove (R3) by using induction on t.
1.4 Characterizations of Regular Rings via Syzygy
Modules
In the present section, A always denotes a local ring with maximal ideal m and residue
field k. For every non-negative integer n, we denote the nth syzygy module of k by ΩAn (k).
One of the most influential results in commutative algebra is the result of Auslander,
Buchsbaum and Serre: The local ring A is regular if and only if projdimA(k) is finite. Note
that projdimA(k) is finite if and only if some syzygy module of k is a free A-module. There
are a number of characterizations of regular local rings in terms of syzygy modules of the
residue field. In [Dut89, Corollary 1.3], S. P. Dutta gave the following characterization of
regular local rings.
Theorem 1.4.1 (Dutta). A is regular if and only if ΩAn (k) has a non-zero free direct
summand for some integer n > 0.
Later, R. Takahashi generalized Dutta’s result by giving a characterization of regular
local rings via the existence of a semidualizing direct summand of some syzygy module
of the residue field. Let us recall the definition of a semidualizing module.
Definition 1.4.2 ([Gol84]). A finitely generated A-moduleM is said to be a semidualizing
module if the following hold:
(i) The natural homomorphism A −→ HomA(M,M) is an isomorphism.
(ii) ExtiA(M,M) = 0 for all i > 1.
Note that A itself is a semidualizing A-module. So the following theorem generalizes
the above result of Dutta.
Theorem 1.4.3. [Tak06, Theorem 4.3] A is regular if and only if ΩAn (k) has a semidual-
izing direct summand for some integer n > 0.
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If A is a Cohen-Macaulay local ring with canonical module ω, then ω is a semidualizing
A-module. Therefore, as a corollary of Theorem 1.4.3, Takahashi obtained the following:
Corollary 1.4.4. [Tak06, Corollary 4.4] Let A be a Cohen-Macaulay local ring with canon-
ical module ω. Then A is regular if and only if ΩAn (k) has a direct summand isomorphic
to ω for some integer n > 0.
Now recall that the canonical module (if exists) over a Cohen-Macaulay local ring has
finite injective dimension. Also it is well-known that A is regular if and only if k has
finite injective dimension. So, in this theme, a natural question arises that “if ΩAn (k) has
a non-zero direct summand of finite injective dimension for some integer n > 0, then is
the ring A regular?”. In the present study, we show that this question has an affirmative
answer (see Theorem 6.2.7).
Kaplansky conjectured that if some power of the maximal ideal of A is non-zero and
of finite projective dimension, then A is regular. In [LV68, Theorem 1.1], G. Levin and
W. V. Vasconcelos proved this conjecture. In fact, their result is even stronger:
Theorem 1.4.5 (Levin and Vasconcelos). If M is a finitely generated A-module such that
mM is non-zero and of finite projective dimension (or of finite injective dimension), then
A is regular.
In [Mar96, Proposition 7], A. Martsinkovsky generalized Dutta’s result in the following
direction. He also showed that the above result of Levin and Vasconcelos is a special case
of the following theorem:
Theorem 1.4.6 (Martsinkovsky). If a finite direct sum of syzygy modules of k maps onto
a non-zero A-module of finite projective dimension, then A is regular.
In this direction, we prove the following result which considerably strengthens Theo-
rem 1.4.3. The proof presented here is very simple and elementary.
Theorem 1.4.7 (See Corollary 6.2.2). If a finite direct sum of syzygy modules of k maps
onto a semidualizing A-module, then A is regular.
Furthermore, we raise the following question:
Question 1.4.8. If a finite direct sum of syzygy modules of k maps onto a non-zero
A-module of finite injective dimension, then is the ring A regular?
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In Chapter 6, we give a partial answer to this question as follows:
Theorem 1.4.9 (See Corollary 6.2.4). If a finite direct sum of syzygy modules of k maps
onto a non-zero maximal Cohen-Macaulay A-module L of finite injective dimension, then
A is regular.
If A is a Cohen-Macaulay local ring with canonical module ω, then one can take L = ω
in the above theorem.
Theorems 1.4.7 and 1.4.9 are deduced as consequences of a more general result ap-
peared below. Let P be a property of modules over local rings. We say that P is a
(∗)-property if P satisfies the following:
(i) An A-moduleM satisfies P implies that the A/(x)-moduleM/xM satisfies P, where
x ∈ A is an A-regular element.
(ii) An A-module M satisfies P and depth(A) = 0 together imply that AnnA(M) = 0.
It can be noticed that the properties ‘semidualizing modules’ and ‘non-zero maximal
Cohen-Macaulay modules of finite injective dimension’ are two examples of (∗)-properties;
see Examples 6.1.4 and 6.1.5. Therefore we obtain Theorems 1.4.7 and 1.4.9 as corollaries
of the following general result. Here we denote a finite collection of non-negative integers
by Λ.
Theorem 1.4.10 (See Theorem 6.2.1). Assume that P is a (∗)-property. Let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L (jn > 1 for each n ∈ Λ)
be a surjective A-module homomorphism, where L ( 6= 0) satisfies P. Then A is regular.
We establish a relationship between the socle of the ring and the annihilator of the
syzygy modules: If A 6= k (i.e., if m 6= 0), then
Soc(A) ⊆ AnnA
(
ΩAn (k)
)
for all n > 0;
see Lemma 6.1.1. We use this fact in order to prove Theorem 1.4.10 when depth(A) = 0.
Considering this as the base case, the general case follows from an inductive argument;
see the proof of Theorem 6.2.1.
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We obtain one new characterization of regular local rings. It follows from Dutta’s
result (Theorem 1.4.1) that A is regular if and only if some syzygy module of k has a non-
zero direct summand of finite projective dimension. We prove the following counterpart
for injective dimension.
Theorem 1.4.11 (See Theorem 6.2.7). A is regular if and only if some syzygy module of
k has a non-zero direct summand of finite injective dimension.
Moreover, this result has a dual companion which says that A is regular if and only
if some cosyzygy module of k has a non-zero finitely generated direct summand of finite
projective dimension; see Corollary 6.2.8.
Till now we have considered surjective homomorphisms from a finite direct sum of
syzygy modules of k onto a ‘special module’. One may ask “what happens if we consider
injective homomorphisms from a ‘special module’ to a finite direct sum of syzygy modules
of k?”. More precisely, if
f : L −→
⊕
n∈Λ
(
ΩAn (k)
)jn
is an injective A-module homomorphism, where L is non-zero and of finite projective
dimension (or of finite injective dimension), then is the ring A regular? We give an
example which shows that A is not necessarily a regular local ring in this situation; see
Example 6.2.9.

Chapter 2
Review of Literature
The literature survey in this chapter concentrates on the following subjects: (1) asymp-
totic prime divisors related to derived functors Ext and Tor, (2) Castelnuovo-Mumford
regularity of powers of ideals, and (3) characterizations of regular local rings via syzygy
modules of the residue field.
2.1 Asymptotic Prime Divisors Related to Derived
Functors
Throughout this section, let A be a ring. Let I be an ideal of A and M be a finitely
generated A-module. M. Brodmann [Bro79] proved that the set of associated prime ideals
AssA(M/I
nM) is independent of n for all sufficiently large n. He deduced this result by
proving that AssA(I
nM/In+1M) is independent of n for all large n.
Thereafter, in [MS93, Theorem 1], L. Melkersson and P. Schenzel generalized Brod-
mann’s result by showing that for every fixed i > 0, the sets
AssA
(
TorAi (M, I
n/In+1)
)
and AssA
(
TorAi (M,A/I
n)
)
are independent of n for all sufficiently large n. By a similar argument, one obtains that
for a given i > 0, the set
AssA
(
ExtiA(M, I
n/In+1)
)
is independent of n for all large n. Later, D. Katz and E. West proved the above results
in a more general way [KW04, Corollary 3.5]; if N is a finitely generated A-module, then
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for every fixed i > 0, the sets
AssA
(
TorAi (M,N/I
nN)
)
and AssA
(
ExtiA(M,N/I
nN)
)
are stable for all sufficiently large n. So, in particular, for every fixed i > 0, the sets⋃
n>1
AssA
(
TorAi (M,N/I
nN)
)
and
⋃
n>1
AssA
(
ExtiA(M,N/I
nN)
)
are finite. However, for a given i > 0, the set⋃
n>1
AssA
(
ExtiA(A/I
n,M)
)
need not be finite, which follows from the fact that the set of associated prime ideals of
the ith local cohomology module
H iI(M)
∼= lim−→
n∈N
ExtiA(A/I
n,M)
need not be finite, due to an example of A. K. Singh [Sin00, Section 4].
Recently, T. J. Puthenpurakal [Put13, Theorem 5.1] proved that if A is a local complete
intersection ring and N =⊕n>0Nn is a finitely generated graded module over the Rees
ring R(I), then ⋃
n>0
⋃
i>0
AssA
(
ExtiA(M,Nn)
)
is a finite set. Moreover, he proved that there exist n0, i0 > 0 such that
AssA
(
Ext2iA(M,Nn)
)
= AssA
(
Ext2i0A (M,Nn0)
)
,
AssA
(
Ext2i+1A (M,Nn)
)
= AssA
(
Ext2i0+1A (M,Nn0)
)
for all n > n0 and i > i0. In particular, N can be taken as⊕
n>0
(InN) or
⊕
n>0
(InN/In+1N).
He showed these results by proving the finite generation of a family of Ext-modules: If
A = Q/f , where Q is a local ring and f = f1, . . . , fc is a Q-regular sequence, and if
projdimQ(M) is finite, then
E (N ) :=
⊕
n>0
⊕
i>0
ExtiA(M,Nn)
is a finitely generated bigraded S = R(I)[t1, . . . , tc]-module, where tj are the cohomology
operators over A.
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In the present study, we prove that if A is a local complete intersection ring, then the
set of associate primes ⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is finite. Moreover, there are non-negative integers n0 and i0 such that for all n > n0 and
i > i0, the set AssA
(
ExtiA(M,N/I
nN)
)
depends only on whether i is even or odd; see
Chapter 3.
2.2 Castelnuovo-Mumford Regularity of Powers of
Ideals
Let I be a homogeneous ideal of a polynomial ring S = K[X1, . . . , Xd] over a field K with
usual grading. In [BEL91, Proposition 1], A. Bertram, L. Ein and R. Lazarsfeld have
initiated the study of the Castelnuovo-Mumford regularity of In as a function of n by
proving that if I is the defining ideal of a smooth complex projective variety, then reg(In)
is bounded by a linear function of n.
Thereafter, A. V. Geramita, A. Gimigliano and Y. Pitteloud [GGP95, Theorem 1.1]
and K. A. Chandler [Cha97, Theorem 1] proved that
if dim(S/I) 6 1, then reg(In) 6 n · reg(I) for all n > 1.
This result does not hold true for higher dimension. A first counter example was given by
Terai in characteristic different from 2. Later, B. Sturmfels [Stu00, Section 1] exhibited a
monomial ideal J with 8 generators for which
reg(J2) > 2 reg(J)
in any characteristic. However, in arbitrary dimension, I. Swanson ([Swa97, Theorem 3.6])
first proved that for a homogeneous ideal I, there exists an integer k such that
reg(In) 6 kn for all n > 1.
Later, S. D. Cutkosky, J. Herzog and N. V. Trung [CHT99, Theorem 1.1] and V.
Kodiyalam [Kod00, Theorem 5] independently proved that reg(In) can be expressed as
a linear function of n for all sufficiently large n. Recently, in [TW05, Theorem 3.2], N.
V. Trung and H.-J. Wang proved this result in a more general way. Let A be a standard
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graded ring, and let M be a finitely generated graded A-module. Then they showed that
for a homogeneous ideal I of A, there exists an integer e > ε(M) such that
reg(InM) = ρM (I) · n + e for all n≫ 1,
where the invariants ρM(I) and ε(M) are defined as follows. The number ε(M) denotes
the smallest degree of the (non-zero) homogeneous elements of M . A homogeneous ideal
J ⊆ I is said to be an M-reduction of I if In+1M = JInM for some n > 0. Define
d(J) := min{d : J can be generated by homogeneous elements of degree 6 d}.
The invariant ρM(I) is defined to be the number
ρM (I) := min{d(J) : J is an M-reduction of I}.
In the present study, we deal with several ideals instead of just considering one ideal.
Let A = A0[x1, . . . , xd] be a standard graded algebra over an Artinian local ring A0. Let
I1, . . . , It be homogeneous ideals of A, and M be a finitely generated graded A-module.
In Chapter 5, we prove that there exist two integers k and k′ such that
reg(In11 · · · Intt M) 6 (n1 + · · ·+ nt)k + k′ for all n1, . . . , nt ∈ N.
2.3 Characterizations of Regular Rings via Syzygy
Modules
Throughout this section, let A denote a local ring with maximal ideal m and residue field
k. Let ΩAn (k) be the nth syzygy module of k. In [Dut89, Corollary 1.3], S. P. Dutta gave
the following characterization of regular local rings.
Theorem 2.3.1 (Dutta). A is regular if and only if ΩAn (k) has a non-zero free direct
summand for some integer n > 0.
Later, R. Takahashi generalized Dutta’s result by giving a characterization of regular
local rings in terms of the existence of a semidualizing direct summand of some syzygy
module of the residue field. Note that A itself is a semidualizing A-module; see Defini-
tion 1.4.2. So the following theorem generalizes the above result of Dutta.
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Theorem 2.3.2. [Tak06, Theorem 4.3] A is regular if and only if ΩAn (k) has a semidual-
izing direct summand for some integer n > 0.
If A is a Cohen-Macaulay local ring with canonical module ω, then ω is a semidualizing
A-module. Therefore, as an application of the above theorem, Takahashi obtained the
following:
Corollary 2.3.3. [Tak06, Corollary 4.4] Let A be a Cohen-Macaulay local ring with canon-
ical module ω. Then A is regular if and only if ΩAn (k) has a direct summand isomorphic
to ω for some integer n > 0.
Kaplansky conjectured that if some power of the maximal ideal of A is non-zero and
of finite projective dimension, then A is regular. In [LV68, Theorem 1.1], G. Levin and
W. V. Vasconcelos proved this conjecture. In fact, their result is even stronger:
Theorem 2.3.4 (Levin and Vasconcelos). If M is a finitely generated A-module such that
mM is non-zero and of finite projective dimension (or of finite injective dimension), then
A is regular.
Later, A. Martsinkovsky generalized Dutta’s result in the following direction. He also
showed that the above result of Levin and Vasconcelos is a special case of the following
theorem. We denote a finite collection of non-negative integers by Λ.
Theorem 2.3.5. [Mar96, Proposition 7] Let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L (jn > 1 for each n ∈ Λ)
be a surjective A-module homomorphism, where L is non-zero and of finite projective
dimension. Then A is regular.
Thereafter, L. L. Avramov proved a much more stronger result than the above one.
Theorem 2.3.6. [Avr96, Corollary 9] Each non-zero homomorphic image L of a finite
direct sum of syzygy modules of k has maximal complexity, i.e., cxA(L) = cxA(k).
Recall that the complexity of a finitely generated A-module M is defined to be the
number
cxA(M) := inf
{
b ∈ N
∣∣∣∣ lim sup
n→∞
(
rankk (Ext
n
A(M, k))
nb−1
)
<∞
}
.
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It can be noted that cxA(M) > 0 with equality if and only if projdimA(M) is finite.
Therefore one obtains Theorem 2.3.5 as a consequence of Theorem 2.3.6.
In Chapter 6, we prove a few variations of the above results. Suppose L is a non-zero
homomorphic image of a finite direct sum of syzygy modules of k. We prove that A is
regular if L is either ‘a semidualizing module’ or ‘a maximal Cohen-Macaulay module of
finite injective dimension’. We also obtain one new characterization of regular local rings.
We show that A is regular if and only if some syzygy module of k has a non-zero direct
summand of finite injective dimension.
Chapter 3
Asymptotic Prime Divisors over
Complete Intersection Rings
Assume A is either a local complete intersection ring or a geometric locally complete
intersection ring. Throughout this chapter, letM and N be finitely generated A-modules,
and let I be an ideal of A. The main goal of this chapter is to show that the set⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is finite.
Moreover, we analyze the asymptotic behaviour of the sets
AssA
(
ExtiA(M,N/I
nN)
)
if n and i both tend to ∞.
We prove that there are non-negative integers n0 and i0 such that for all n > n0 and
i > i0, we have that
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i0A (M,N/I
n0N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
Here we describe in brief the contents of this chapter. In Section 3.1, we give some
graded module structures which we use in order to prove our main results of this chapter.
The finiteness results on asymptotic prime divisors are proved in Section 3.2; while the
stability results are shown in Section 3.3. Finally, in Section 3.4, we prove the analo-
gous results on associate primes for complete intersection rings which arise in algebraic
geometry.
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We refer the reader to [Mat86, §6] for all the basic results on associate primes which
we use in this chapter.
3.1 Module Structures on Ext
In this section, we give the graded module structures which we are going to use in order
to prove our main results.
Let Q be a ring, and let f = f1, . . . , fc be a Q-regular sequence. Set A := Q/(f). Let
M and D be finitely generated A-modules.
3.1.1 (Eisenbud Operators and Total Ext-module). Let
F : · · · → Fn → · · · → F1 → F0 → 0
be a projective resolution of M by finitely generated free A-modules. Let
t′j : F(+2) −→ F, 1 6 j 6 c
be the Eisenbud operators defined by f = f1, . . . , fc (see [Eis80, Section 1]). In view of
[Eis80, Corollary 1.4], the chain maps t′j are determined uniquely up to homotopy. In
particular, they induce well-defined maps
tj : Ext
i
A(M,D) −→ Exti+2A (M,D),
(for all i and 1 6 j 6 c), on the cohomology of HomA(F, D). In [Eis80, Corollary 1.5], it
is shown that the chain maps t′j (j = 1, . . . , c) commute up to homotopy. Thus
Ext⋆A(M,D) :=
⊕
i>0
ExtiA(M,D)
turns into a graded T := A[t1, . . . , tc]-module, where T is the graded polynomial ring
over A in the cohomology operators tj defined by f with deg(tj) = 2 for all 1 6 j 6 c. We
call Ext⋆A(M,D) the total Ext-module of M and D. These structures depend only on f ,
are natural in both module arguments and commute with the connecting maps induced
by short exact sequences.
3.1.2 (Gulliksen’s Finiteness Theorem). T. H. Gulliksen [Gul74, Theorem 3.1] proved
that if either projdimQ(M) is finite or injdimQ(D) is finite, then Ext
⋆
A(M,D) is a finitely
generated graded T = A[t1, . . . , tc]-module; see also [Avr89, Theorem (2.1)].
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3.1.3 (Bigraded Module Structure on Ext). Let I be an ideal of A. Let R(I) be the
Rees ring
⊕
n>0 I
nXn associated to I. We consider R(I) as a subring of the polynomial
ring A[X ]. Let N =⊕n>0Nn be a graded R(I)-module. Let u ∈ R(I) be a homogeneous
element of degree s. Consider the A-linear maps given by multiplication with u:
Nn
u·−→ Nn+s for all n.
By applying HomA(F,−) on the above maps and using the naturality of the Eisenbud
operators t′j , we have the following commutative diagram of cochain complexes:
HomA(F, Nn)
u

t′j
// HomA(F(+2), Nn)
u

HomA(F, Nn+s)
t′j
// HomA(F(+2), Nn+s).
Now, taking cohomology, we obtain the following commutative diagram of A-modules:
ExtiA(M,Nn)
u

tj
// Exti+2A (M,Nn)
u

ExtiA(M,Nn+s)
tj
// Exti+2A (M,Nn+s)
for all n, i and 1 6 j 6 c. Thus
E (N ) :=
⊕
n>0
⊕
i>0
ExtiA(M,Nn)
turns into a bigraded S := R(I)[t1, . . . , tc]-module, where we set deg(tj) = (0, 2) for all
1 6 j 6 c and deg(uXs) = (s, 0) for all u ∈ Is, s > 0.
3.1.4 (Bigraded Module Structure on Ext). Suppose N is a finitely generated A-
module. Set L := ⊕n>0(N/In+1N). Note that R(I, N) = ⊕n>0 InN and N [X ] =
N ⊗A A[X ] are graded modules over R(I) and A[X ] respectively. Since R(I) is a graded
subring of A[X ], we set that N [X ] is a graded R(I)-module. Therefore L is a graded
R(I)-module, where the graded structure is induced by the sequence
0 −→ R(I, N) −→ N [X ] −→ L(−1) −→ 0.
Therefore, by the observations made in Section 3.1.3, we have that
E (L) =
⊕
n>0
⊕
i>0
ExtiA(M,N/I
n+1N)
is a bigraded module over S = R(I)[t1, . . . , tc].
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One of the main ingredients we use in this chapter is the following finiteness result,
due to T. J. Puthenpurakal [Put13, Theorem 1.1].
Theorem 3.1.5 (Puthenpurakal). Let Q be a ring of finite Krull dimension, and let
f = f1, . . . , fc be a Q-regular sequence. Set A := Q/(f). Let M be a finitely generated
A-module, where projdimQ(M) is finite. Let I be an ideal of A, and let N =
⊕
n>0Nn be
a finitely generated graded R(I)-module. Then
E (N ) :=
⊕
n>0
⊕
i>0
ExtiA(M,Nn)
is a finitely generated bigraded S = R(I)[t1, . . . , tc]-module.
We first prove the main results of this chapter for a ring A which is of the form
Q/(f), where Q is a regular local ring and f = f1, . . . , fc is a Q-regular sequence. Then
we deduce the main results for a local complete intersection ring with the help of the
following well-known lemma:
Lemma 3.1.6. Let (A,m) be a local ring, and let Â be the m-adic completion of A. Let
D be a finitely generated A-module. Then
AssA(D) =
{
q ∩ A : q ∈ Ass
Â
(
D ⊗A Â
)}
.
3.2 Asymptotic Associate Primes: Finiteness
In this section, we prove the announced finiteness result for the set of associated prime
ideals of the family of Ext-modules ExtiA(M,N/I
nN), (n, i > 0), where M and N are
finitely generated modules over a local complete intersection ring A, and I ⊆ A is an
ideal; see Corollary 3.2.2.
Theorem 3.2.1. Let Q be a ring of finite Krull dimension, and let f = f1, . . . , fc be a
Q-regular sequence. Set A := Q/(f). Let M and N be finitely generated A-modules, where
projdimQ(M) is finite, and let I be an ideal of A. Then the set⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is finite.
Proof. For every fixed n > 0, we consider the short exact sequence of A-modules:
0 −→ InN/In+1N −→ N/In+1N −→ N/InN −→ 0.
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Taking direct sum over n > 0 and setting
L :=
⊕
n>0
(N/In+1N),
we obtain the following short exact sequence of graded R(I)-modules:
0 −→ grI(N) −→ L −→ L(−1) −→ 0,
which induces an exact sequence of graded R(I)-modules for each i > 0:
ExtiA(M, grI(N)) −→ ExtiA(M,L) −→ ExtiA(M,L(−1)).
Taking direct sum over i > 0 and using the naturality of the cohomology operators tj , we
get the following exact sequence of bigraded S = R(I)[t1, . . . , tc]-modules:⊕
n,i>0
ExtiA
(
M,
InN
In+1N
)
Φ−→
⊕
n,i>0
V(n,i)
Ψ−→
⊕
n,i>0
V(n−1,i),
where
V(n,i) := Ext
i
A(M,N/I
n+1N)
for each n > −1 and i > 0. Now we set
U =
⊕
n,i>0
U(n,i) := Image(Φ).
Then, for each n, i > 0, considering the exact sequence of A-modules:
0→ U(n,i) → V(n,i) → V(n−1,i),
we have
AssA
(
V(n,i)
) ⊆ AssA (U(n,i)) ∪AssA (V(n−1,i))
⊆ AssA
(
U(n,i)
) ∪AssA (U(n−1,i)) ∪ AssA (V(n−2,i))
...
⊆
⋃
06j6n
AssA
(
U(j,i)
)
[as AssA
(
V(−1,i)
)
= φ for each i > 0].
Taking union over n, i > 0, we obtain that⋃
n,i>0
AssA
(
V(n,i)
) ⊆ ⋃
n,i>0
AssA
(
U(n,i)
)
. (3.2.1)
Since grI(N) is a finitely generated graded R(I)-module, by Theorem 3.1.5,⊕
n,i>0
ExtiA
(
M,
InN
In+1N
)
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is a finitely generated bigraded S -module, and hence U is a finitely generated bigraded
S -module. Therefore, in view of [Wes04, Lemma 3.2], we obtain that⋃
n,i>0
AssA
(
U(n,i)
)
is a finite set. (3.2.2)
Now the result follows from (3.2.1) and (3.2.2).
As an immediate corollary, we obtain the following desired result.
Corollary 3.2.2. Let (A,m) be a local complete intersection ring. Let M and N be
finitely generated A-modules, and let I be an ideal of A. Then the set⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
is finite.
Proof. Since A is a local complete intersection ring, Â = Q/(f), where Q is a regular
local ring and f = f1, . . . , fc is a Q-regular sequence. Since Q is a regular local ring,
projdimQ(M) is finite. Then, by applying Theorem 3.2.1 for the ring Â, we have that⋃
n,i>0
AssÂ
(
ExtiA(M,N/I
nN)⊗A Â
)
=
⋃
n,i>0
AssÂ
(
Exti
Â
(
M̂, N̂/(IÂ)
n
N̂
))
is a finite set, and hence the result follows from Lemma 3.1.6.
3.3 Asymptotic Associate Primes: Stability
In the present section, we analyze the asymptotic behaviour of the sets of associated
prime ideals of Ext-modules ExtiA(M,N/I
nN), (n, i > 0), where M and N are finitely
generated modules over a local complete intersection ring A, and I ⊆ A is an ideal (see
Corollary 3.3.4). We first prove the following theorem:
Theorem 3.3.1. Let Q be a ring of finite Krull dimension, and let f = f1, . . . , fc be
a Q-regular sequence. Set A := Q/(f). Let M and N be finitely generated A-modules,
where projdimQ(M) is finite, and let I be an ideal of A. Then there exist two non-negative
integers n0, i0 such that for all n > n0 and i > i0, we have that
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i0A (M,N/I
n0N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
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We give the following example which shows that two sets of stable values of associate
primes can occur.
Example 3.3.2. Let Q = k[[u, x]] be a ring of formal power series in two indeterminates
over a field k. We set A := Q/(ux), M = N := Q/(u) and I = 0. Clearly, A is a local
complete intersection ring, and M , N are A-modules. Then, for each i > 1, we have that
Ext2i−1A (M,N) = 0 and Ext
2i
A(M,N)
∼= k;
see [AB00, Example 4.3]. So, in this example, we see that
AssA
(
Ext2i−1A (M,N/I
nN)
)
= φ and
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA(k) ( 6= φ)
for all positive integers n and i.
Now we prove Theorem 3.3.1. To prove this, we assume the following lemma which
we prove at the end of this section.
Lemma 3.3.3. Let (Q, n) be a local ring with residue field k, and let f = f1, . . . , fc be
a Q-regular sequence. Set A := Q/(f). Let M and N be finitely generated A-modules,
where projdimQ(M) is finite, and let I be an ideal of A. Then, for every fixed l = 0, 1,
we have that
either HomA
(
k,Ext2i+lA (M,N/I
nN)
) 6= 0 for all n, i≫ 0;
or HomA
(
k,Ext2i+lA (M,N/I
nN)
)
= 0 for all n, i≫ 0.
Proof of Theorem 3.3.1. By virtue of Theorem 3.2.1, we may assume that⋃
n>1
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
= {p1, p2, . . . , pl}.
Set V(n,i) := Ext
i
A(M,N/I
nN) for each n, i > 0, and V :=
⊕
n,i>0 V(n,i).
We first prove that there exist some n′, i′ > 0 such that
AssA
(
V(n,2i)
)
= AssA
(
V(n′,2i′)
)
for all n > n′ and i > i′. (3.3.1)
To prove the claim (3.3.1), it is enough to prove that for each pj, where 1 6 j 6 l, there
exist some nj0, ij0 > 0 such that exactly one of the following alternatives must hold:
either pj ∈ AssA
(
V(n,2i)
)
for all n > nj0 and i > ij0 ;
or pj /∈ AssA
(
V(n,2i)
)
for all n > nj0 and i > ij0 .
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Localizing at pj , and replacing Apj by A and pjApj by m, it is now enough to prove that
there exist some n′, i′ > 0 such that
either m ∈ AssA
(
V(n,2i)
)
for all n > n′ and i > i′; (3.3.2)
or m /∈ AssA
(
V(n,2i)
)
for all n > n′ and i > i′. (3.3.3)
But, in view of Lemma 3.3.3, we get that there exist some n′, i′ > 0 such that
either HomA
(
k, V(n,2i)
) 6= 0 for all n > n′ and i > i′;
or HomA
(
k, V(n,2i)
)
= 0 for all n > n′ and i > i′,
which is equivalent to that either (3.3.2) is true, or (3.3.3) is true.
Applying a similar procedure as in the even case, we obtain that there exist some
n′′, i′′ > 0 such that
AssA
(
V(n,2i+1)
)
= AssA
(
V(n′′,2i′′+1)
)
for all n > n′′ and i > i′′.
Now (n0, i0) := max{(n′, i′), (n′′, i′′)} satisfies the required result of the theorem.
An immediate corollary of the Theorem 3.3.1 is the following:
Corollary 3.3.4. Let (A,m) be a local complete intersection ring. LetM and N be finitely
generated A-modules, and let I be an ideal of A. Then there exist two non-negative integers
n0 and i0 such that for all n > n0 and i > i0, we have that
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i0A (M,N/I
n0N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
Proof. Assume Â = Q/(f), where Q is a regular local ring and f = f1, . . . , fc is a Q-
regular sequence. Then, by applying Theorem 3.3.1 for the ring Â, we see that there exist
n0, i0 > 0 such that for all n > n0 and i > i0, we have that
Ass
Â
(
Ext2iA(M,N/I
nN)⊗A Â
)
= Ass
Â
(
Ext2i0A (M,N/I
n0N)⊗A Â
)
,
Ass
Â
(
Ext2i+1A (M,N/I
nN)⊗A Â
)
= Ass
Â
(
Ext2i0+1A (M,N/I
n0N)⊗A Â
)
.
The result now follows from Lemma 3.1.6.
We need the following result to prove Lemma 3.3.3.
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Lemma 3.3.5. Let (Q, n) be a local ring with residue field k, and let f = f1, . . . , fc be
a Q-regular sequence. Set A := Q/(f). Let M and N be finitely generated A-modules,
where projdimQ(M) is finite, and let I be an ideal of A. Then
λA
(
HomA
(
k,Ext2iA(M,N/I
nN)
))
and λA
(
HomA
(
k,Ext2i+1A (M,N/I
nN)
))
are given by polynomials in n, i with rational coefficients for all sufficiently large (n, i).
Here we need to use the Hilbert-Serre Theorem for standard bigraded rings. Let us
recall the definition of standard bigraded rings.
Definition 3.3.6. A bigraded ring R =
⊕
(n,i)∈N2 R(n,i) is said to be a standard bigraded
ring if there exist a1, . . . , ar ∈ R(1,0) and b1, . . . , bs ∈ R(0,1) such that
R = R(0,0)[a1, . . . , ar, b1, . . . , bs].
Let us now recall the Hilbert-Serre Theorem for standard bigraded rings.
Theorem 3.3.7 (Hilbert-Serre). [Rob98, Theorem 2.1.7] Let R =
⊕
(n,i)∈N2 R(n,i) be a
standard bigraded ring, where R(0,0) is an Artinian ring. Let L =
⊕
(n,i)∈N2 L(n,i) be a
finitely generated bigraded R-module. Then there is a polynomial P (z, w) ∈ Q[z, w] and
an element (n0, i0) ∈ N2 such that
λR(0,0)
(
L(n,i)
)
= P (n, i) for all (n, i) > (n0, i0).
As a corollary of this theorem, one obtains the following:
Corollary 3.3.8 (Hilbert-Serre). Let R =
⊕
(n,i)∈N2 R(n,i) be a standard bigraded ring.
Let L =
⊕
(n,i)∈N2 L(n,i) be a finitely generated bigraded R-module, where λR(0,0)
(
L(n,i)
)
is
finite for every (n, i) ∈ N2. Then there is a polynomial P (z, w) ∈ Q[z, w] and an element
(n0, i0) ∈ N2 such that
λR(0,0)
(
L(n,i)
)
= P (n, i) for all (n, i) > (n0, i0).
Proof. We set S := R/AnnR(L). Since R is a standard bigraded ring, it can be observed
that S is also a standard bigraded ring. Note that λR(0,0)
(
L(n,i)
)
= λS(0,0)
(
L(n,i)
)
for all
(n, i) ∈ N2. Therefore, by virtue of Theorem 3.3.7, it is enough to show that S(0,0) is
Artinian.
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Assume that L is generated (as an R-module) by a collection {m1, . . . , ml} of homo-
geneous elements of L. Let deg(mj) = (aj , bj) for all 1 6 j 6 l. We now consider the
following map:
ϕ : R −→
l⊕
j=1
L(aj , bj)
r 7−→ (rm1, . . . , rml) for all r ∈ R.
Clearly, ϕ is a homogeneous R-module homomorphism, where Ker(ϕ) = AnnR(L). So we
have an embedding of graded R-modules:
S 

//
⊕l
j=1L(aj , bj),
which yields an embedding of R(0,0)-modules:
S(0,0)


//
⊕l
j=1 L(aj ,bj).
Therefore S(0,0) has finite length, and hence it is Artinian, which completes the proof of
the corollary.
The following result is well-known. But we give a proof for the reader’s convenience.
Theorem 3.3.9. Let A be a ring and I an ideal of A. Suppose that R(I) is the Rees ring
of I. Let S = R(I)[t1, . . . , tc] with deg(tj) = (0, 2) for all 1 6 j 6 c and deg(I
s) = (s, 0)
for all s > 0. Let L =
⊕
(n,i)∈N2 L(n,i) be a finitely generated bigraded S -module, where
λA
(
L(n,i)
)
is finite for every (n, i) ∈ N2. Set
f1(n, i) := λA
(
L(n,2i)
)
for all (n, i) ∈ N2,
f2(n, i) := λA
(
L(n,2i+1)
)
for all (n, i) ∈ N2.
Then there are polynomials P1(z, w), P2(z, w) ∈ Q[z, w] such that
f1(n, i) = P1(n, i) for all n, i≫ 0,
f2(n, i) = P2(n, i) for all n, i≫ 0.
Proof. We set
Leven :=
⊕
(n,i)∈N2
L(n,2i) and L
odd :=
⊕
(n,i)∈N2
L(n,2i+1).
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In view of S = R(I)[t1, . . . , tc], we build a new standard bigraded ring
S
′ := R(I)[u1, . . . , uc],
where deg(uj) := (0, 1) for all 1 6 j 6 c and deg(I
s) := (s, 0) for all s > 0. We
give N2-graded structures on Leven and Lodd by setting the (n, i)th components of
Leven and Lodd as L(n,2i) and L(n,2i+1) respectively. Now we define the action of S
′ :=
R(I)[u1, . . . , uc] on L
even and Lodd as follows: Elements of R(I) act on Leven and Lodd
as before; while the action of uj (1 6 j 6 c) is defined by
uj ·m := tj ·m for all m ∈ Leven
(
resp. Lodd
)
.
It can be noticed that for every 1 6 j 6 c, we have
uj
(
L(n,2i)
) ⊆ L(n,2(i+1)), i.e., uj (Leven(n,i) ) ⊆ Leven(n,i+1) for all (n, i) ∈ N2;
uj
(
L(n,2i+1)
) ⊆ L(n,2(i+1)+1), i.e., uj (Lodd(n,i) ) ⊆ Lodd(n,i+1) for all (n, i) ∈ N2.
In this way, we obtain that Leven and Lodd are bigraded modules over the standard
bigraded ring S ′ := R(I)[u1, . . . , uc]. Note that
λA
(
Leven(n,i)
)
= λA
(
L(n,2i)
)
<∞ for all (n, i) ∈ N2;
λA
(
Lodd(n,i)
)
= λA
(
L(n,2i+1)
)
<∞ for all (n, i) ∈ N2.
So, in view of Corollary 3.3.8, it is now enough to show that Leven and Lodd are finitely
generated as S ′ := R(I)[u1, . . . , uc]-modules. We only show that L
even is finitely gener-
ated as S ′-module. Lodd can be shown to be finitely generated S ′-module in a similar
manner.
Let L be generated (as an S -module) by a collection {m1, m2, . . . , mr, m′1, m′2, . . . , m′s}
of homogeneous elements of L, where
mj ∈ L(nj ,2ij) for some (nj , ij) ∈ N2, 1 6 j 6 r;
m′l ∈ L(n′l,2i′l+1) for some (n′l, i′l) ∈ N2, 1 6 l 6 s.
We claim that Leven is generated by {m1, m2, . . . , mr} as an S ′-module. To prove this
claim, we consider an arbitrary homogeneous element m of Leven. Then m ∈ L(n,2i) for
some (n, i) ∈ N2. Since L is generated by {m1, . . . , mr, m′1, . . . , m′s}, the element m can
be written as an S -linear combination as follows:
m = α1m1 + · · ·+ αrmr + β1m′1 + · · ·+ βsm′s (3.3.4)
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for some homogeneous elements α1, . . . , αr, β1, . . . , βs of S = R(I)[t1, . . . , tc], where αjmj
and βlm
′
l are in L(n,2i). Note that any homogeneous element α of S can be written as a
finite sum of homogeneous elements (with same degree) of the following type:
a tl11 t
l2
2 · · · tlcc for some a ∈ Ip (p > 0) and for some l1, l2, . . . , lc > 0.
Observe that (
a tl11 · · · tlcc
)
L(n′,i′) ⊆ L(n′+p,i′+2(l1+···+lc)) for all (n′, i′) ∈ N2.
Thus, for any homogeneous element α of S , we obtain that
αL(n′,i′) ⊆ L(n′+p,i′+2q) for some p, q > 0.
Therefore, for every 1 6 l 6 s, since m′l ∈ L(n′l,2i′l+1), we get that
βlm
′
l ∈ L(n′l+pl,2(i′l+ql)+1) for some pl, ql > 0.
But, in view of (3.3.4), we have that βlm
′
l ∈ L(n,2i). Therefore βlm′l must be zero for all
1 6 l 6 s, and hence m = α1m1+ · · ·+αrmr. Replacing tj by uj in α1, . . . , αr, we obtain
that m can be written as an S ′ := R(I)[u1, . . . , uc]-linear combination of m1, . . . , mr.
Thus Leven is generated by {m1, m2, . . . , mr} as an S ′-module, which completes the
proof of the theorem.
In a similar way as above, one can prove the following well-known result for single
graded case:
Theorem 3.3.10. Let A be a ring. Let T = A[t1, . . . , tc] with deg(tj) = 2 for all
1 6 j 6 c. Let L =
⊕
i∈N Li be a finitely generated graded T -module, where λA(Li) is
finite for every i ∈ N. Then there are polynomials P1(z), P2(z) ∈ Q[z] such that
λA (L2i) = P1(i) for all i≫ 0,
λA (L2i+1) = P2(i) for all i≫ 0.
Here we give:
Proof of Lemma 3.3.5. We set V(n,i) := Ext
i
A(M,N/I
nN) for every n, i > 0, and V :=⊕
n,i>0 V(n,i). We only prove that the length λA
(
HomA
(
k, V(n,2i)
))
is given by a polynomial
in n, i with rational coefficients for all sufficiently large (n, i). For λA
(
HomA
(
k, V(n,2i+1)
))
,
the proof goes through exactly the same way.
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For every fixed n > 0, we consider the short exact sequence of A-modules:
0 −→ InN −→ N −→ N/InN −→ 0,
which induces an exact sequence of A-modules for each n, i:
ExtiA(M, I
nN) −→ ExtiA(M,N) −→ ExtiA(M,N/InN) −→ Exti+1A (M, InN).
Taking direct sum over n, i and using the naturality of the cohomology operators tj , we
obtain an exact sequence of bigraded S = R(I)[t1, . . . , tc]-modules:
U −→ T −→ V −→ U(0, 1),
where
U =
⊕
n,i>0
U(n,i) :=
⊕
n,i>0
ExtiA(M, I
nN),
T =
⊕
n,i>0
T(n,i) :=
⊕
n,i>0
ExtiA(M,N),
V =
⊕
n,i>0
V(n,i) :=
⊕
n,i>0
ExtiA(M,N/I
nN), and
U(0, 1) is same as U but the grading is twisted by (0, 1). Setting
X := Image(U → T ), Y := Image(T → V ) and Z := Image (V → U(0, 1)),
we have the following commutative diagram of exact sequences of bigraded S -modules:
U
##❍
❍❍
❍
// T
##●
●●
●
// V
##●
●●
●
// U(0, 1)
X
;;✈✈✈✈
$$■
■■
■ Y
;;✇✇✇✇
$$■
■■
■ Z
77♦♦♦♦
''❖❖
❖❖
❖❖
❖
0
::✉✉✉✉
0
::✈✈✈✈
0
::✈✈✈✈
0,
which gives the following short exact sequences of bigraded S -modules:
0→ X → T → Y → 0 and 0→ Y → V → Z → 0.
Now applying HomA(k,−) to these short exact sequences, we get the following exact
sequences of bigraded S -modules:
0 −→ HomA(k,X) −→ HomA(k, T ) −→ HomA(k, Y ) −→ C −→ 0, (3.3.5)
0 −→ HomA(k, Y ) −→ HomA(k, V ) −→ D −→ 0, (3.3.6)
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where
C := Image
(
HomA(k, Y ) −→ Ext1A(k,X)
)
and
D := Image
(
HomA(k, V ) −→ HomA(k, Z)
)
.
By virtue of Theorem 3.1.5, we have that
U =
⊕
n>0
⊕
i>0
ExtiA(M, I
nN)
is a finitely generated bigraded S -module, and henceX = Image(U → T ) is so. Therefore
HomA(k,X) and Ext
1
A(k,X) are finitely generated bigraded S -modules. Being an S -
submodule of Ext1A(k,X), the bigraded S -module C is also finitely generated. Since
HomA(k,X) and Ext
1
A(k,X) are annihilated by the maximal ideal of A, HomA
(
k,X(n,i)
)
and C(n,i) both are finitely generated k-modules, and hence they have finite length as
A-modules for each n, i > 0. Therefore, by applying Theorem 3.3.9 to the bigraded S =
R(I)[t1, . . . , tc]-modules HomA(k,X) and C (where deg(tj) = (0, 2) for all j = 1, . . . , c,
and deg(Is) = (s, 0) for all s > 0), we obtain that
(n, i) 7−→ λA
(
HomA
(
k,X(n,2i)
))
(3.3.7)
and (n, i) 7−→ λA
(
C(n,2i)
)
(3.3.8)
are given by polynomials in n, i with rational coefficients for all sufficiently large (n, i).
For every fixed n > 0, we have that
⊕
i>0 T(n,i) =
⊕
i>0Ext
i
A(M,N) is a finitely
generated graded A[t1, . . . , tc]-module (where deg(tj) = 2 for all j = 1, . . . , c), and
hence HomA
(
k,
⊕
i>0 T(n,i)
)
is also so. By a similar argument as before, we have that
λA
(
HomA
(
k, T(n,i)
))
is finite for every i > 0. Therefore, in view of Theorem 3.3.10, for
each n > 0, we obtain that
i 7−→ λA
(
HomA
(
k, T(n,2i)
))
is given by a polynomial in i for all sufficiently large i. Note that these polynomials are
the same polynomial for all n > 0. Therefore
(n, i) 7−→ λA
(
HomA
(
k, T(n,2i)
))
(3.3.9)
is asymptotically given by a polynomial in n, i (which is independent of n).
Now considering (3.3.5), we have an exact sequence of A-modules:
0 −→ HomA
(
k,X(n,i)
) −→ HomA (k, T(n,i)) −→ HomA (k, Y(n,i)) −→ C(n,i) −→ 0
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for each n, i > 0. So, the additivity of the length function gives
λA
(
HomA
(
k,X(n,2i)
))−λA (HomA (k, T(n,2i)))+λA (HomA (k, Y(n,2i)))−λA (C(n,2i)) = 0
for each n, i > 0. So, in view of (3.3.7), (3.3.8) and (3.3.9), we obtain that
(n, i) 7−→ λA
(
HomA
(
k, Y(n,2i)
))
(3.3.10)
is asymptotically given by a polynomial in n, i.
Recall that by Theorem 3.1.5, U is a finitely generated bigraded S -module. Now
observe that Z is a bigraded submodule of U(0, 1). Therefore Z is a finitely generated
bigraded S = R(I)[t1, . . . , tc]-module, hence HomA(k, Z) is so, and hence
D = Image
(
HomA(k, V ) −→ HomA(k, Z)
)
is also so. Observe that λA
(
D(n,i)
)
is finite for each n, i > 0. Therefore, once again by
applying Theorem 3.3.9, we have that
(n, i) 7−→ λA
(
D(n,2i)
)
(3.3.11)
is asymptotically given by a polynomial in n, i.
Now considering (3.3.6), we have an exact sequence of A-modules:
0 −→ HomA
(
k, Y(n,i)
) −→ HomA (k, V(n,i)) −→ D(n,i) −→ 0
for each n, i > 0, which gives
λA
(
HomA
(
k, Y(n,2i)
))− λA (HomA (k, V(n,2i)))+ λA (D(n,2i)) = 0.
Therefore, in view of (3.3.10) and (3.3.11), we obtain that
(n, i) 7−→ λA
(
HomA
(
k, V(n,2i)
))
is asymptotically given by a polynomial in n, i with rational coefficients, which completes
the proof of the lemma.
To prove Lemma 3.3.3, we also need the following result:
Lemma 3.3.11. Let A be a ring and I an ideal of A. Let R(I) be the Rees ring of I.
Let S = R(I)[t1, . . . , tc], where deg(tj) = (0, 2) for all j = 1, . . . , c and deg(I
s) = (s, 0)
for all s > 0. Let L =
⊕
(n,i)∈N2 L(n,i) be a finitely generated bigraded S -module. Then,
for every fixed l = 0, 1, we have that
either L(n,2i+l) 6= 0 for all n, i≫ 0;
or L(n,2i+l) = 0 for all n, i≫ 0.
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Proof. In view of [Wes04, Proposition 5.1], we get that there is (n0, i0) ∈ N2 such that
AssA
(
L(n,2i)
)
= AssA
(
L(n0,2i0)
)
for all (n, i) > (n0, i0);
AssA
(
L(n,2i+1)
)
= AssA
(
L(n0,2i0+1)
)
for all (n, i) > (n0, i0).
It is well-known that an A-module M is zero if and only if AssA(M) = φ. Therefore the
lemma follows from the above stability of the sets of associated prime ideals.
We now give:
Proof of Lemma 3.3.3. We prove the lemma for l = 0 only. For l = 1, the proof goes
through exactly the same way. We set
f(n, i) := λA
(
HomA
(
k,Ext2iA(M,N/I
nN)
))
for all n, i > 0. (3.3.12)
By virtue of Lemma 3.3.5, we get that f(n, i) is given by a polynomial in n, i with rational
coefficients for all sufficiently large (n, i). If f(n, i) = 0 for all n, i ≫ 0, then we have
nothing to prove. Suppose this is not the case. Then we claim that
HomA
(
k,Ext2iA(M,N/I
nN)
) 6= 0 for all n, i≫ 0. (3.3.13)
For every fixed n > 0, we consider the following short exact sequence of A-modules:
0 −→ InN/In+1N −→ N/In+1N −→ N/InN −→ 0,
which yields an exact sequence of A-modules for each n, i:
ExtiA
(
M,
InN
In+1N
)
−→ ExtiA
(
M,
N
In+1N
)
−→ ExtiA
(
M,
N
InN
)
−→Exti+1A
(
M,
InN
In+1N
)
.
Taking direct sum over n, i, and using the naturality of the cohomology operators tj , we
obtain an exact sequence of bigraded S = R(I)[t1, . . . , tc]-modules:
U −→ V (1, 0) −→ V −→ U(0, 1),
where
U =
⊕
n,i>0
U(n,i) :=
⊕
n,i>0
ExtiA(M, I
nN/In+1N) and
V =
⊕
n,i>0
V(n,i) :=
⊕
n,i>0
ExtiA(M,N/I
nN).
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Setting
X := Image
(
U → V (1, 0)), Y := Image (V (1, 0)→ V ) and Z := Image (V → U(0, 1)),
we have the following short exact sequences of bigraded S -modules:
0→ X → V (1, 0)→ Y → 0 and 0→ Y → V → Z → 0.
Now applying HomA(k,−) to these short exact sequences, we obtain the following exact
sequences of bigraded S -modules:
0 −→ HomA(k,X) −→ HomA
(
k, V (1, 0)
) −→ HomA(k, Y ) −→ C −→ 0, (3.3.14)
0 −→ HomA(k, Y ) −→ HomA(k, V ) −→ D −→ 0, (3.3.15)
where
C := Image
(
HomA(k, Y ) −→ Ext1A(k,X)
)
and
D := Image
(
HomA(k, V ) −→ HomA(k, Z)
)
.
In view of Theorem 3.1.5, we have that
U =
⊕
n>0
⊕
i>0
ExtiA
(
M,
InN
In+1N
)
is a finitely generated bigraded S -module, and hence
X = Image
(
U → V (1, 0)) and Z = Image (V → U(0, 1))
are so. Therefore HomA(k,X), Ext
1
A(k,X) and HomA(k, Z) are finitely generated bi-
graded S -modules. Hence C and D are finitely generated bigraded S = R(I)[t1, . . . , tc]-
modules. So, in view of Lemma 3.3.11, we obtain that
either HomA
(
k,X(n,2i)
) 6= 0 for all n, i≫ 0,
or HomA
(
k,X(n,2i)
)
= 0 for all n, i≫ 0;
 (3.3.16)
either C(n,2i) 6= 0 for all n, i≫ 0,
or C(n,2i) = 0 for all n, i≫ 0;
 (3.3.17)
either D(n,2i) 6= 0 for all n, i≫ 0,
or D(n,2i) = 0 for all n, i≫ 0.
 (3.3.18)
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For every n, i > 0, the (n, 2i)th components of (3.3.14) and (3.3.15) give the following
exact sequences of A-modules:
0 −→ HomA
(
k,X(n,2i)
) −→ HomA (k, V(n+1,2i)) −→ HomA (k, Y(n,2i)) −→ C(n,2i) −→ 0,
(3.3.19)
0 −→ HomA
(
k, Y(n,2i)
) −→ HomA (k, V(n,2i)) −→ D(n,2i) −→ 0. (3.3.20)
We now prove the claim (3.3.13) (i.e., HomA
(
k, V(n,2i)
) 6= 0 for all n, i≫ 0) by considering
the following four cases:
Case 1. Assume that HomA
(
k,X(n,2i)
) 6= 0 for all n, i≫ 0. Then, in view of (3.3.19),
we have that HomA
(
k, V(n,2i)
) 6= 0 for all n, i≫ 0. So, in this case, we are done.
Case 2. Assume that C(n,2i) 6= 0 for all n, i≫ 0. So again, in view of (3.3.19), we get
that HomA
(
k, Y(n,2i)
) 6= 0 for all n, i≫ 0. Hence (3.3.20) yields that HomA (k, V(n,2i)) 6= 0
for all n, i≫ 0. So, in this case also, we are done.
Case 3. Assume that D(n,2i) 6= 0 for all n, i≫ 0. In this case, by considering (3.3.20),
we obtain that HomA
(
k, V(n,2i)
) 6= 0 for all n, i≫ 0, and we are done.
Now note that if none of the above three cases holds, then by virtue of (3.3.16), (3.3.17)
and (3.3.18), we have the following case:
Case 4. Assume that HomA
(
k,X(n,2i)
)
= 0 for all n, i≫ 0, C(n,2i) = 0 for all n, i≫ 0,
and D(n,2i) = 0 for all n, i≫ 0. Then the exact sequences (3.3.19) and (3.3.20) yield the
following isomorphisms:
HomA
(
k, V(n+1,2i)
) ∼= HomA (k, Y(n,2i)) ∼= HomA (k, V(n,2i)) for all n, i≫ 0. (3.3.21)
These isomorphisms (with the setting (3.3.12)) give the following equalities:
f(n+ 1, i) = f(n, i) for all n, i≫ 0. (3.3.22)
We write the polynomial expression of f(n, i) in the following way:
f(n, i) = h0(i)n
a + h1(i)n
a−1 + · · ·+ ha−1(i)n+ ha(i) for all n, i≫ 0, (3.3.23)
where hj(i) (j = 0, 1, . . . , a) are polynomials in i over Q. Without loss of generality, we
may assume that h0 is a non-zero polynomial. So h0 may have only finitely many roots.
Let i′ > 0 be such that h0(i) 6= 0 for all i > i′. In view of (3.3.22) and (3.3.23), there
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exist some n0 (> 0) and i0 (> i
′, say) such that for all n > n0 and i > i0, we have
f(n+ 1, i) = f(n, i) and
f(n, i) = h0(i)n
a + h1(i)n
a−1 + · · ·+ ha−1(i)n + ha(i).
Therefore a must be equal to 0, and hence f(n, i) = h0(i) for all n > n0 and i > i0. Thus
we obtain that f(n, i) 6= 0 for all n > n0 and i > i0, i.e.,
HomA
(
k, V(n,2i)
) 6= 0 for all n > n0 and i > i0,
which completes the proof of the lemma.
3.4 Asymptotic Associate Primes: The Geometric
Case
Let V be an affine or projective variety over an algebraically closed field K. Let A be the
coordinate ring of V . Then V is said to be a locally complete intersection variety if all its
local rings are complete intersection local rings. Thus:
(i) in the affine case, Ap is a local complete intersection ring for every p ∈ Spec(A);
(ii) in the projective case, A(p) is a local complete intersection ring for every p ∈ Proj(A).
Recall that A(p) is called the homogeneous localization (or degree zero localization)
of A at the homogeneous prime ideal p which is defined to be the degree zero part
of the graded ring S−1A, where S is the collection of all homogeneous elements in
Ar p.
In this section, we prove the results analogous to Theorems 3.2.1 and 3.3.1 for the
coordinate rings of locally complete intersection varieties. In the affine case, we prove the
following general results.
Theorem 3.4.1. Let A = Q/a, where Q is a regular ring of finite Krull dimension
and a ⊆ Q is an ideal so that aq ⊆ Qq is generated by a Qq-regular sequence for each
q ∈ Var(a). Let M and N be finitely generated A-modules, and let I be an ideal of A.
Then the set ⋃
n>0
⋃
i>0
AssA
(
ExtiA(M,N/I
nN)
)
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is finite. Moreover, there exist some non-negative integers n0 and i0 such that for all
n > n0 and i > i0, we have that
AssA
(
Ext2iA(M,N/I
nN)
)
= AssA
(
Ext2i0A (M,N/I
n0N)
)
,
AssA
(
Ext2i+1A (M,N/I
nN)
)
= AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
Proof. For each x ∈ A, we set
D(x) := {p ∈ Spec(A) : x /∈ p}.
As in [Put13, page 384, Proof of Theorem 6.1], we have
Spec(A) = D(g1) ∪ · · · ∪D(gm) (3.4.1)
for some g1, . . . , gm ∈ A such that the localization Agj by {gj l : l ∈ N} has the form Qj/aj
for some regular ring Qj of finite Krull dimension and some ideal aj of Qj generated by
a Qj-regular sequence.
It can be easily observed from (3.4.1) that for a finitely generated A-module E, we
have
AssA(E) =
⋃{
q ∩ A : q ∈ AssAgj (Egj) for some j = 1, . . . , m
}
. (3.4.2)
Since localization Agj is flat over A, we have(
ExtiA(M,N/I
nN)
)
gj
= ExtiAgj
(
Mgj , Ngj/(IAgj)
nNgj
)
(3.4.3)
for all n, i > 0 and j = 1, . . . , m. Therefore, in view of (3.4.2) and (3.4.3), it is enough
to prove the result for the ring Agj = Qj/aj for each j. Note that Qj is a regular ring
of finite Krull dimension, and hence projdimQj(Mgj ) is finite. Therefore the result now
follows by applying the Theorems 3.2.1 and 3.3.1 to each Agj = Qj/aj.
Now we prove the analogous results to Theorem 3.4.1 in the projective case. Let us
fix the following hypothesis:
Hypothesis 3.4.2. Let K be a field not necessarily algebraically closed, and let Q =
K[X0, X1, . . . , Xr] be a polynomial ring over K, where deg(Xi) = 1 for all i = 0, 1, . . . , r.
Let a be a homogeneous ideal of Q. Set A := Q/a. Suppose A(p) is a complete intersection
ring for every p ∈ Proj(A).
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Let m be the unique maximal homogeneous ideal of A. Let E be a finitely generated
graded A-module. Note that all the associate primes of E are homogeneous prime ideals.
Define the set of relevant associated prime ideals of E as
∗AssA(E) := AssA(E) ∩ Proj(A) = AssA(E)r {m}.
In the projective case, we prove the following:
Theorem 3.4.3. With the Hypothesis 3.4.2, let M and N be finitely generated graded
A-modules, and let I be a homogeneous ideal of A. Then the set⋃
n>0
⋃
i>0
∗AssA
(
ExtiA(M,N/I
nN)
)
is finite. Moreover, there exist some non-negative integers n0 and i0 such that for all
n > n0 and i > i0, we have that
∗AssA
(
Ext2iA(M,N/I
nN)
)
= ∗AssA
(
Ext2i0A (M,N/I
n0N)
)
,
∗AssA
(
Ext2i+1A (M,N/I
nN)
)
= ∗AssA
(
Ext2i0+1A (M,N/I
n0N)
)
.
Proof. For each homogeneous element x ∈ A, we set
∗D(x) = {p ∈ Proj(A) : x /∈ p}.
As in [Put13, page 386, Proof of Theorem 6.3], we have
Proj(A) = ∗D(g1) ∪ · · · ∪ ∗D(gm)
for some homogeneous g1, . . . , gm ∈ A such that Agj = Qj/aj for some regular ring Qj
of finite Krull dimension and some ideal aj of Qj generated by a Qj-regular sequence.
Clearly, for any graded A-module E, we obtain
∗AssA(E) =
⋃{
q ∩ A : q ∈ AssAgj (Egj) for some j = 1, . . . , m
}
.
Similarly, as in the proof of Theorem 3.4.1, the result now follows by applying Theo-
rems 3.2.1 and 3.3.1 to each Agj = Qj/aj.

Chapter 4
Asymptotic Stability of Complexities
over Complete Intersection Rings
Throughout this chapter, let (A,m, k) be a local complete intersection ring of codimension
c. Let M and N be finitely generated A-modules. Recall that the complexity of the pair
(M,N) is defined to be the number
cxA(M,N) = inf
{
b ∈ N
∣∣∣∣ lim sup
n→∞
µ(ExtnA(M,N))
nb−1
<∞
}
,
where µ(D) denotes the minimal number of generators of an A-module D. Let I be an
ideal of A. In this chapter, we show that
(C1) cxA(M,N/I
jN) is independent of j for all sufficiently large j;
see Theorem 4.2.1. To prove this result, we take advantage of the notion of support variety
which was introduced by L. L. Avramov and R.-O. Buchweitz in [AB00, 2.1].
The organization of this chapter is as follows. In Section 4.1, we recall how the notions
of complexity and support variety are related. We also give some preliminaries which we
need to prove our result on complexity. Finally, in Section 4.2, we prove Theorem 4.2.1.
4.1 Support Varieties
To prove Theorem 4.2.1, we first reduce to the case when our local complete intersection
ring A is complete and its residue field k is algebraically closed.
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4.1.1 (Complexity through Flat Local Extension). Suppose (A′,m′) is a flat local
extension of (A,m) such that m′ = mA′. It is shown in [Avr98, Theorem 7.4.3] that A′ is
also a local complete intersection ring. For an A-module E, we set E ′ = E ⊗A A′. Note
that I ′ ∼= IA′. So we may consider I ′ as an ideal of A′. It can be easily checked that
cxA′
(
M ′, N ′/(I ′)
j
N ′
)
= cxA(M,N/I
jN) for all j > 0.
4.1.2 (Reduction to the Case when A is Complete with Algebraically Closed
Residue Field). By [Bou83, Chapitre 9, appendice, corollaire du the´ore´me 1, p. IX.41],
there exists a flat local extension A ⊆ A˜ such that m˜ = mA˜ is the maximal ideal of A˜
and the residue field k˜ of A˜ is an algebraically closed extension of k. Therefore, by the
observations made in Section 4.1.1, we may assume k to be algebraically closed field. We
now consider the completion Â of A. Since Â is a flat local extension of A such that mÂ
is the maximal ideal of Â, we may as well assume that our local complete intersection
ring A:
(i) is complete, and hence A = Q/(f), where (Q, n) is a regular local ring and f =
f1, . . . , fc ∈ n2 is a Q-regular sequence;
(ii) has an algebraically closed residue field k.
4.1.3 (Total Ext-module). Let U and V be two finitely generated A-modules. Recall
from Section 3.1.1 that
Ext⋆A(U, V ) :=
⊕
i>0
ExtiA(U, V )
is the total Ext-module of U and V over the graded ring A[t1, . . . , tc] of cohomology
operators tj defined by f , where deg(tj) = 2 for all j = 1, . . . , c. We set
C(U, V ) := Ext⋆A(U, V )⊗A k.
Since Ext⋆A(U, V ) is a finitely generated graded A[t1, . . . , tc]-module, C(U, V ) is a finitely
generated graded module over
T := A[t1, . . . , tc]⊗A k = k[t1, . . . , tc].
4.1.4 (Support Variety and Complexity). Define the support variety V (U, V ) of U, V
as the zero set in kc of the annihilator of C(U, V ) in T , that is
V (U, V ) :=
{
(b1, . . . , bc) ∈ kc : P (b1, . . . , bc) = 0 for all P ∈ AnnT
(C(U, V ))} ∪ {0}.
It is shown in [AB00, Proposition 2.4(2)] that
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(†) cxA(U, V ) = dim(V (U, V )) = dimT (C(U, V )).
The following lemma is well-known. We give its proof also for the reader’s convenience.
Lemma 4.1.5. Let R =
⊕
n>0 Rn be a standard N-graded ring, and let M =
⊕
n>0 Mn
be a finitely generated N-graded R-module. Then there exists some non-negative integer
j0 such that
dimR0(Mj) = dimR0(Mj0) for all j > j0.
Proof. Since M is a finitely generated N-graded module over a standard N-graded ring
R, there exists some j′ > 0 such that
Mj = (R1)
j−j′
Mj′ for all j > j
′,
which gives the following ascending chain of ideals:
AnnR0(Mj′) ⊆ AnnR0(Mj′+1) ⊆ AnnR0(Mj′+2) ⊆ · · · .
Since R0 is Noetherian, there exists some j0 (> j
′) such that AnnR0(Mj) = AnnR0(Mj0),
and hence dimR0(Mj) = dimR0(Mj0) for all j > j0.
4.1.6 (Asymptotic Stability of Complexities cxA(M, I
jN/Ij+1N)). Since
grI(N) =
⊕
j>0
IjN/Ij+1N
is a finitely generated graded R(I)-module, in view of Theorem 3.1.5, we have that⊕
j>0
Ext⋆A(M, I
jN/Ij+1N) =
⊕
j>0
⊕
i>0
ExtiA(M, I
jN/Ij+1N)
is a finitely generated graded R(I)[t1, . . . , tc]-module, and hence⊕
j>0
Ext⋆A(M, I
jN/Ij+1N)⊗A k
is a finitely generated graded module over
R(I)[t1, . . . , tc]⊗A k = F (I)[t1, . . . , tc],
where F (I) is the fiber cone of I which is a finitely generated k-algebra. Writing
F (I)[t1, . . . , tc] = k[x1, . . . , xm][t1, . . . , tc] = T [x1, . . . , xm],
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we can say that ⊕
j>0
Ext⋆A(M, I
jN/Ij+1N)⊗A k
is a finitely generated graded T [x1, . . . , xm]-module. So, by using Lemma 4.1.5, we have
dimT
(
Ext⋆A(M, I
jN/Ij+1N)⊗A k
)
is constant for all j ≫ 0.
Therefore, in view of (†) in Section 4.1.4, we obtain that
(C2) cxA(M, I
jN/Ij+1N) is constant for all j ≫ 0.
4.2 Asymptotic Stability of Complexities
Now we are in a position to prove the main result of this chapter.
Theorem 4.2.1. Let (A,m, k) be a local complete intersection ring. Let M and N be two
finitely generated A-modules, and let I be an ideal of A. Then
cxA(M,N/I
jN) is constant for all j ≫ 0.
Proof. By the observations made in Section 4.1.2, we may assume that A is complete and
its residue field k is algebraically closed.
Fix j > 0. Consider the short exact sequence of A-modules
0 −→ IjN/Ij+1N −→ N/Ij+1N −→ N/IjN −→ 0,
which induces the following exact sequence of A-modules for each i:
Exti−1A (M,N/I
jN) −→
ExtiA(M, I
jN/Ij+1N) −→ ExtiA(M,N/Ij+1N) −→ ExtiA(M,N/IjN) −→
Exti+1A (M, I
jN/Ij+1N).
Taking direct sum over i and setting
Uj :=
⊕
i>0
ExtiA(M, I
jN/Ij+1N) and Vj :=
⊕
i>0
ExtiA(M,N/I
jN),
we obtain an exact sequence of A[t1, . . . , tc]-modules:
Vj(−1) ϕ1−→ Uj ϕ2−→ Vj+1 ϕ3−→ Vj ϕ4−→ Uj(1).
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Now we set
Zj := Image(ϕ1), Xj := Image(ϕ2) and Yj := Image(ϕ3).
Thus we have the following commutative diagram of exact sequences:
Vj(−1)
&&▲▲
▲▲
// Uj
""❋
❋❋
// Vj+1
$$❍❍
❍❍
// Vj
%%❏
❏❏
❏
// Uj(1)
Zj
<<②②②
##❍
❍❍
❍
Xj
::✉✉✉
%%❑
❑❑
❑❑
Yj
<<③③③
##●
●●
●
Zj(1)
88♣♣♣
''❖❖
❖❖
❖
0
77♣♣♣♣♣♣
0
::✈✈✈✈
0
99sssss
0
88rrrr
0.
Consider the following two short exact sequences of A[t1, . . . , tc]-modules:
0 −→ Xj −→ Vj+1 −→ Yj −→ 0 and 0 −→ Yj −→ Vj −→ Zj(1) −→ 0.
Tensoring these sequences with k over A, we get the following exact sequences of T =
k[t1, . . . , tc]-modules:
Xj ⊗A k Φj−→Vj+1 ⊗A k −→ Yj ⊗A k −→ 0,
Yj ⊗A k Ψj−→Vj ⊗A k −→ Zj(1)⊗A k −→ 0.
Now for each j > 0, we set
X ′j := Image(Φj) and Y
′
j := Image(Ψj)
to get the following short exact sequences of T -modules:
0 −→ X ′j −→Vj+1 ⊗A k −→ Yj ⊗A k −→ 0, (4.2.1)
0 −→ Y ′j −→Vj ⊗A k −→ Zj(1)⊗A k −→ 0. (4.2.2)
By the observations made in Section 4.1.6, we have that
⊕
j>0Uj is a finitely generated
graded R(I)[t1, . . . , tc]-module, and hence its submodule
⊕
j>0 Zj is also so. Therefore⊕
j>0(Zj ⊗A k) is a finitely generated graded module over
R(I)[t1, . . . , tc]⊗A k = F (I)[t1, . . . , tc] = T [x1, . . . , xm].
Therefore, by Lemma 4.1.5, dimT (Zj⊗A k) = z for all sufficiently large j, where z is some
constant. Now considering the short exact sequences (4.2.1) and (4.2.2), we obtain that
dimT (Vj+1 ⊗A k) = max{dimT (X ′j), dimT (Yj ⊗A k)}, (4.2.3)
dimT (Vj ⊗A k) = max{dimT (Y ′j ), z} > z (4.2.4)
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for all sufficiently large j, say j > j0.
Note that dimT (Vj ⊗A k) = cxA(M,N/IjN) for all j > 0; see (†) in Section 4.1.4.
Therefore it is enough to prove that the stability of dimT (Vj⊗A k) holds for all sufficiently
large j.
If dimT (Vj ⊗A k) = z for all j > j0, then we are done. Otherwise there exists some
j > j0 such that dimT (Vj ⊗A k) > z, and hence for this j, we have
dimT (Vj ⊗A k) = dimT (Y ′j ) 6 dimT (Yj ⊗A k) 6 dimT (Vj+1 ⊗A k).
First equality above occurs from (4.2.4), second inequality occurs because Y ′j is a quotient
module of Yj⊗Ak, and the last inequality occurs from (4.2.3). Note that dimT (Vj+1⊗Ak) >
z. So, by applying a similar procedure, we have that
dimT (Vj+1 ⊗A k) 6 dimT (Vj+2 ⊗A k).
In this way, we obtain a bounded non-decreasing sequence of non-negative integers:
dimT (Vj ⊗A k) 6 dimT (Vj+1 ⊗A k) 6 dimT (Vj+2 ⊗A k) 6 · · · 6 dim
(
T
)
<∞,
which eventually stabilizes somewhere, and hence the required stability holds.
Chapter 5
Asymptotic Linear Bounds of
Castelnuovo-Mumford Regularity
Suppose A is a standard N-graded algebra over an Artinian local ring A0. Let I1, . . . , It
be homogeneous ideals of A, and let M be a finitely generated N-graded A-module. Our
main goal in this chapter is to show that there exist two integers k1 and k
′
1 such that
reg(In11 · · · Intt M) 6 (n1 + · · ·+ nt)k1 + k′1 for all n1, . . . , nt ∈ N.
We prove this result in a quite general set-up; see Hypothesis 5.2.7 and Theorem 5.3.3. As
a consequence, we also obtain the following: If A0 is a field, then there exist two integers
k2 and k
′
2 such that
reg
(
In11 · · · Intt M
)
6 (n1 + · · ·+ nt)k2 + k′2 for all n1, . . . , nt ∈ N,
where I denotes the integral closure of an ideal I of A; see Definition 5.2.9.
We use the following notations throughout this chapter.
Notations 5.1. Throughout, N denotes the set of all non-negative integers and t is any
fixed positive integer. We use small letters with underline (e.g., n) to denote elements
of Nt, and we use subscripts mainly to denote the coordinates of such an element, e.g.,
n = (n1, n2, . . . , nt). In particular, for every 1 6 i 6 t, e
i denotes the ith standard basis
element of Nt. We denote 0 the element of Nt with all components 0. Throughout, we
use the partial order on Nt defined by n > m if and only if ni > mi for all 1 6 i 6 t. For
every n ∈ Nt, we set |n| := n1+ · · ·+ nt. If R is an Nt-graded ring and L is an Nt-graded
R-module, then by Ln, we always mean the nth graded component of L.
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By a standard multigraded ring, we mean a multigraded ring which is generated in
total degree one, i.e., R is a standard Nt-graded ring if R = R0[Re1 , . . . , Ret ].
The rest of this chapter is organized as follows. We start by recalling some of the
well-known basic results on Castelnuovo-Mumford regularity in Section 5.1; while in Sec-
tion 5.2, we give some preliminaries on multigraded modules which we use in order to
prove our main results on regularity. The announced linear boundedness results of regu-
larity are proved in Section 5.3 through several steps. Finally, in Section 5.4, we discuss
about asymptotic linearity of regularity for powers of several ideals.
5.1 Castelnuovo-Mumford Regularity
Let A = A0[x1, . . . , xd] be a standard N-graded ring. Let A+ be the irrelevant ideal
〈x1, . . . , xd〉 of A generated by the homogeneous elements of positive degree. Let M be a
finitely generated N-graded A-module. For every integer i > 0, we denote the ith local
cohomology module of M with respect to A+ by H
i
A+
(M). For every integer i > 0, we set
ai(M) :=
 max
{
µ : H iA+(M)µ 6= 0
}
if H iA+(M) 6= 0
−∞ if H iA+(M) = 0.
Recall that the Castelnuovo-Mumford regularity of M is defined by
reg(M) := max {ai(M) + i : i > 0} .
For a given short exact sequence of graded modules, by considering the corresponding
long exact sequence of local cohomology modules, we can prove the following well-known
result:
Lemma 5.1.1. Let A be a standard N-graded ring. Let 0 −→ M1 −→ M2 −→ M3 −→ 0
be a short exact sequence of finitely generated N-graded A-modules. Then we have the
following inequalities:
(i) reg(M1) 6 max{reg(M2), reg(M3) + 1}.
(ii) reg(M2) 6 max{reg(M1), reg(M3)}.
(iii) reg(M3) 6 max{reg(M1)− 1, reg(M2)}.
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The following lemma is well-known, but we cannot locate a reference for it. So we give
a proof here for the completeness.
Lemma 5.1.2. Let A be a standard N-graded ring, and let M be a finitely generated
N-graded A-module. Let x be a homogeneous element in A of positive degree l. Then we
have the following inequality:
reg(M) 6 max{reg(0 :M x), reg(M/xM)− l + 1}.
Over polynomial rings over fields, if x is such that dim(0 :M x) 6 1, then the inequality
could be replaced by equality.
Proof. We set N := (0 :M x). To prove the first part of the lemma, it is enough to prove
that at least one of the following is true:
reg(M) 6 reg(N) or reg(M) 6 reg(M/xM)− l + 1. (5.1.1)
We prove (5.1.1) by contradiction. If (5.1.1) is not true, then we have the following:
reg(M) > reg(N) and reg(M) > reg(M/xM) − l + 1. (5.1.2)
Now consider the following short exact sequences of graded A-modules:
0 −→ N(−l) −→M(−l) x·−→ xM −→ 0, (5.1.3)
0 −→ xM −→M −→M/xM −→ 0, (5.1.4)
where M(−l) is same as M but the grading is twisted by −l, and the second map of each
of the sequences is the inclusion map. It directly follows from the definition of regularity
that
reg(M(−l)) = reg(M) + l.
Then, from the short exact sequences (5.1.3) and (5.1.4), by using Lemma 5.1.1, we have
reg(M) + l 6 max {reg(N) + l, reg(xM)}
= reg(xM) [as reg(M) > reg(N)], (5.1.5)
reg(xM) 6 max {reg(M), reg(M/xM) + 1}
= reg(M/xM) + 1 [as reg(xM) > reg(M) by (5.1.5)]
< reg(M) + l [by (5.1.2)]. (5.1.6)
Clearly (5.1.5) and (5.1.6) give a contradiction.
For the second part of the lemma, we refer the reader to [Cha07, Remark 1.4.1].
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5.2 Preliminaries on Multigraded Modules
Here we give some preliminaries on Nt-graded modules which we use in the next section.
We start with the following lemma:
Lemma 5.2.1. Let R =
⊕
n∈Nt Rn be an N
t-graded ring, and let L =
⊕
n∈Nt Ln be a
finitely generated Nt-graded R-module. Set A := R0. Let J be an ideal of A. Then there
exists a positive integer k such that
JmLn ∩H0J(Ln) = 0 for all n ∈ Nt and m > k.
Proof. Let I = JR be the ideal of R generated by J . Since R is Noetherian and L is
a finitely generated R-module, then by the Artin-Rees Lemma, there exists a positive
integer c such that
(ImL) ∩H0I (L) = Im−c
(
(IcL) ∩H0I (L)
)
for all m > c
⊆ Im−cH0I (L) for all m > c. (5.2.1)
Now consider the ascending chain of submodules of L:
(0 :L I) ⊆ (0 :L I2) ⊆ (0 :L I3) ⊆ · · · .
Since L is a Noetherian R-module, there exists some l such that
(0 :L I
l) = (0 :L I
l+1) = (0 :L I
l+2) = · · · = H0I (L). (5.2.2)
Set k := c+ l. Then, in view of (5.2.1) and (5.2.2), we have
(ImL) ∩H0I (L) ⊆ Im−c(0 :L Im−c) = 0 for all m > k,
which gives
JmLn ∩H0J(Ln) = 0 for all n ∈ Nt and m > k.
Now we are aiming to obtain some invariant of multigraded module with the help of
the following lemma:
Lemma 5.2.2. Let R be a standard Nt-graded ring and L an Nt-graded R-module finitely
generated in degrees 6 u. Set A := R0. Then we have the following:
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(i) For every v > u, AnnA(Lv) ⊆ AnnA(Ln) for all n > v, and hence dimA(Lv) >
dimA(Ln) for all n > v.
(ii) There exists v ∈ Nt such that AnnA(Ln) = AnnA(Lv) for all n > v, and hence
dimA(Ln) = dimA(Lv) for all n > v.
Proof. (i) Let v > u. Since R is standard and L is an Nt-graded R-module finitely
generated in degrees 6 u, for every n > v (> u), we have
Ln = R
n1−v1
e1
Rn2−v2
e2
· · ·Rnt−vt
et
Lv,
which gives AnnA(Lv) ⊆ AnnA(Ln), and hence dimA(Lv) > dimA(Ln) for all n > v.
(ii) Consider C := {AnnA(Ln) : n > u}, a collection of ideals of A. Since A is
Noetherian, C has a maximal element AnnA(Lv), say. Then, by part (i), it follows that
AnnA(Ln) = AnnA(Lv) for all n > v, and hence dimA(Ln) = dimA(Lv) for all n > v.
Let us introduce the following invariant of multigraded module on which we apply
induction to prove our main result.
Definition 5.2.3. Let R be a standard Nt-graded ring and L a finitely generated Nt-
graded R-module. We call v ∈ Nt an annihilator stable point of L if
AnnR0(Ln) = AnnR0(Lv) for all n > v.
In this case, we call s := dimR0(Lv) the saturated dimension of L.
Remark 5.2.4. Existence of an annihilator stable point of L (with the hypothesis given
in the Definition 5.2.3) follows from Lemma 5.2.2(ii). Let v, w ∈ Nt be two annihilator
stable points of L, i.e.,
AnnR0(Ln) = AnnR0(Lv) for all n > v
and AnnR0(Ln) = AnnR0(Lw) for all n > w.
If we denote dimR0(Lv) and dimR0(Lw) by s(v) and s(w) respectively, then observe that
s(v) = s(w). Thus the saturated dimension of L is well-defined.
Let us recall the following result from [Wes04, Lemma 3.3].
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Lemma 5.2.5. Let R be a standard Nt-graded ring, and let L be a finitely generated
Nt-graded R-module. For any fixed integers 1 6 i 6 t and λ ∈ N, set
Si :=
⊕
{n∈Nt:ni=0}
Rn and Miλ :=
⊕
{n∈Nt:ni=λ}
Ln.
Then Si is a Noetherian standard Nt−1-graded ring and Miλ is a finitely generated Nt−1-
graded Si-module.
Discussion 5.2.6. Let
R =
⊕
(n,i)∈Nt+1
R(n,i) and L =
⊕
(n,i)∈Nt+1
L(n,i)
be an Nt+1-graded ring and a finitely generated Nt+1-graded R-module respectively. For
every n ∈ Nt, we set
R(n,⋆) :=
⊕
i∈N
R(n,i) and L(n,⋆) :=
⊕
i∈N
L(n,i).
We give Nt-grading structures on
R =
⊕
n∈Nt
R(n,⋆) and L =
⊕
n∈Nt
L(n,⋆)
in the obvious way, i.e., by setting R(n,⋆) and L(n,⋆) as the nth graded components of R
and L respectively. Then clearly, for any m,n ∈ Nt, we have
R(m,⋆) · R(n,⋆) ⊆ R(m+n,⋆) and R(m,⋆) · L(n,⋆) ⊆ L(m+n,⋆).
Thus R is an Nt-graded ring and L is an Nt-graded R-module. Since we are changing
only the grading, R is anyway Noetherian. Since L is finitely generated Nt+1-graded R-
module, it is just an observation that L =
⊕
n∈Nt L(n,⋆) is finitely generated as N
t-graded
R-module. Now we set A := R(0,⋆). Note that A is a Noetherian N-graded ring, and for
every n ∈ Nt, R(n,⋆) and L(n,⋆) are finitely generated N-graded A-modules.
We are going to refer the following hypothesis repeatedly in the rest of the present
chapter.
Hypothesis 5.2.7. Let
R =
⊕
(n,i)∈Nt+1
R(n,i)
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be an Nt+1-graded ring, which need not be standard. Let
L =
⊕
(n,i)∈Nt+1
L(n,i)
be a finitely generated Nt+1-graded R-module. For every n ∈ Nt, we set
R(n,⋆) :=
⊕
i∈N
R(n,i) and L(n,⋆) :=
⊕
i∈N
L(n,i).
Also set A := R(0,⋆). Suppose R =
⊕
n∈Nt R(n,⋆) and A = R(0,⋆) are standard as N
t-graded
ring and N-graded ring respectively, i.e.,
R = R(0,⋆)[R(e1,⋆), R(e2,⋆), . . . , R(et,⋆)] and R(0,⋆) = R(0,0)[R(0,1)].
Assume A0 = R(0,0) is Artinian local with the maximal ideal m. Since A is a Noetherian
standard N-graded ring, we assume that A = A0[x1, . . . , xd] for some x1, . . . , xd ∈ A1. Let
A+ = 〈x1, . . . , xd〉.
With the Hypothesis 5.2.7, in view of Discussion 5.2.6, we have the following:
(0) R =
⊕
(n,i)∈Nt+1 R(n,i) is not necessarily standard as an N
t+1-graded ring.
(1) R =
⊕
n∈Nt R(n,⋆) is a standard N
t-graded ring.
(2) A = R(0,⋆) is a standard N-graded ring.
(3) L =
⊕
n∈Nt L(n,⋆) is a finitely generated N
t-graded R-module.
(4) For every n ∈ Nt, R(n,⋆) and L(n,⋆) are finitely generated N-graded A-modules.
We now give two examples which satisfy the Hypothesis 5.2.7.
Example 5.2.8. Let A be a standard N-graded algebra over an Artinian local ring A0.
Let I1, . . . , It be homogeneous ideals of A, and let M be a finitely generated N-graded
A-module. Let R = A[I1T1, . . . , ItTt] be the Rees algebra of I1, . . . , It over the graded
ring A, and let L = M [I1T1, . . . , ItTt] be the Rees module of M with respect to the ideals
I1, . . . , It. We give Nt+1-grading structures on R and L by setting (n, i)th graded compo-
nents of R and L as the ith graded components of the N-graded A-modules In11 · · · Intt A
and In11 · · · Intt M respectively. Then clearly, R is an Nt+1-graded ring, and L is a finitely
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generated Nt+1-graded R-module. Note that R is not necessarily standard as an Nt+1-
graded ring. Also note that for every n ∈ Nt, we have
R(n,⋆) =
⊕
i∈N
R(n,i) = I
n1
1 · · · Intt A
and L(n,⋆) =
⊕
i∈N
L(n,i) = I
n1
1 · · · Intt M.
Recall that ei denotes the ith standard basis element of Nt. So R(ei,⋆) = Ii for all 1 6 i 6 t.
Therefore R = A[I1T1, . . . , ItTt] = R(0,⋆)[R(e1,⋆), . . . , R(et,⋆)], and hence R =
⊕
n∈Nt R(n,⋆)
is standard as an Nt-graded ring. Thus R and L are satisfying the Hypothesis 5.2.7.
Let us recall the definition of the integral closure of an ideal.
Definition 5.2.9. Let I be an ideal of a ring A. An element r ∈ A is said to be integral
over I if there exist an integer n and elements ai ∈ I i, i = 1, . . . , n such that
rn + a1r
n−1 + a2r
n−2 + · · ·+ an−1r + an = 0.
The set of all elements that are integral over I is called the integral closure of I, and is
denoted I.
Here is another example satisfying the Hypothesis 5.2.7.
Example 5.2.10. Let A, I1, . . . , It and M be as in Example 5.2.8. Let A0 be a field. Set
R := A[I1T1, . . . , ItTt] as above. Here we set
L :=
⊕
n∈Nt
(
In11 · · · Intt M
)
T n11 · · ·T ntt .
We give Nt+1-grading structure on L by setting (n, i)th graded component of L as the ith
graded component of the N-graded A-module In11 · · · Intt M . For a homogeneous ideal I of
A, since
Im In ⊆ Im In ⊆ Im+n for all m,n ∈ N,
L is an Nt+1-graded R-module. Again for a homogeneous ideal I of A, there exists an
integer n0 such that for all n > n0, we have In = I
n−n0 In0 (see [SH06, 5.3.4(2)]).
Therefore L is a finitely generated Nt+1-graded R-module. Hence in this case also R and
L are satisfying the Hypothesis 5.2.7.
From now onwards, by R and L, we mean Nt-graded ring
⊕
n∈Nt R(n,⋆) and N
t-graded
R-module
⊕
n∈Nt L(n,⋆) (satisfying the Hypothesis 5.2.7) respectively.
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5.3 Linear Bounds of Regularity
In this section, we are aiming to prove that the regularity of L(n,⋆) as an N-graded A-
module is bounded by a linear function of n by using induction on the saturated dimension
of the Nt-graded R-module L. Here is the base case.
Theorem 5.3.1. With the Hypothesis 5.2.7, let L =
⊕
n∈Nt L(n,⋆) be generated in degrees
6 u. If dimA(L(v,⋆)) = 0 for some v > u, then there exists an integer k such that
reg(L(n,⋆)) < |n− u|k + k for all n > v.
Proof. Let dimA(L(v,⋆)) = 0 for some v > u. Then, by virtue of Lemma 5.2.2(i), we obtain
dimA(L(n,⋆)) = 0 for all n > v.
In view of Grothendieck’s Vanishing Theorem ([BS13, 6.1.2]), we get
H iA+(L(n,⋆)) = 0 for all i > 0 and n > v.
Therefore in this case, we have
reg(L(n,⋆)) = max
{
µ : H0A+(L(n,⋆))µ 6= 0
}
for all n > v. (5.3.1)
Now consider the finite collection
D := {R(e1,⋆), R(e2,⋆), . . . , R(et,⋆), L(u,⋆)}.
Since every member of D is a finitely generated N-graded A = A0[x1, . . . , xd]-module, we
may assume that every member of D is generated in degrees 6 k1 for some k1 ∈ N. Since
L is a finitely generated Nt-graded R-module and A+ is an ideal of A (= R(0,⋆)), in view
of Lemma 5.2.1, there exists a positive integer k2 such that
(A+)
k2L(n,⋆) ∩H0A+(L(n,⋆)) = 0 for all n ∈ Nt. (5.3.2)
Now set k := k1 + k2. We claim that
H0A+(L(n,⋆))µ = 0 for all n > v and µ > |n− u|k + k. (5.3.3)
To show (5.3.3), fix n > v and µ > |n−u|k+k. Assume X ∈ H0A+(L(n,⋆))µ. Note that
the homogeneous (with respect to N-grading over A) element X of
L(n,⋆) = R
n1−u1
(e1,⋆) R
n2−u2
(e2,⋆) · · ·Rnt−ut(et,⋆) L(u,⋆)
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can be written as a finite sum of elements of the following type:
(r11r12 · · · r1 n1−u1)(r21r22 · · · r2 n2−u2) · · · (rt1rt2 · · · rt nt−ut)Y
for some homogeneous (with respect to N-grading over A) elements
ri1, ri2, . . . , ri ni−ui ∈ R(ei,⋆) for all 1 6 i 6 t, and Y ∈ L(u,⋆).
Considering the homogeneous degree with respect to N-grading over A, we have
deg(Y ) +
t∑
i=1
{deg(ri1) + deg(ri2) + · · ·+ deg(ri ni−ui)} = µ > |n− u|k + k,
which gives at least one of the elements
r11, r12, . . . , r1 n1−u1, . . . , rt1, rt2, . . . , rt nt−ut and Y
is of degree > k. In first case, we consider deg(rij) > k for some i, j. Since R(ei,⋆) is an
N-graded A-module generated in degrees 6 k1, we have
rij ∈
(
R(ei,⋆)
)
deg(rij)
= (A1)
deg(rij)−k1
(
R(ei,⋆)
)
k1
⊆ (A+)k2R(ei,⋆) [as deg(rij)− k1 > k − k1 = k2].
In another case, we consider deg(Y ) > k. In this case also, since L(u,⋆) is an N-graded
A-module generated in degrees 6 k1, we have
Y ∈ (L(u,⋆))deg(Y ) = (A1)deg(Y )−k1 (L(u,⋆))k1
⊆ (A+)k2L(u,⋆) [as deg(Y )− k1 > k − k1 = k2].
In both cases, the typical element (r11r12 · · · r1 n1−u1) · · · (rt1rt2 · · · rt nt−ut)Y is in
(A+)
k2Rn1−u1(e1,⋆) R
n2−u2
(e2,⋆) · · ·Rnt−ut(et,⋆) L(u,⋆) = (A+)k2L(n,⋆),
and hence X ∈ (A+)k2L(n,⋆). Therefore
X ∈ (A+)k2L(n,⋆) ∩H0A+(L(n,⋆)),
which gives X = 0 by (5.3.2). Thus we have
H0A+(L(n,⋆))µ = 0 for all n > v and µ > |n− u|k + k,
and hence the theorem follows from (5.3.1).
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Now we give the inductive step to prove the following linear boundedness result.
Theorem 5.3.2. With the Hypothesis 5.2.7, there exist u ∈ Nt and an integer k such
that
reg(L(n,⋆)) < |n|k + k for all n > u.
In particular, if t = 1, then there exist two integers k and k′ such that
reg(L(n,⋆)) 6 nk + k
′ for all n ∈ N.
Proof. Let v ∈ Nt be an annihilator stable point of L and s the saturated dimension of
L. Without loss of generality, we may assume that L is finitely generated as R-module in
degrees 6 v. We prove the theorem by induction on s. If s = 0, then the theorem follows
from Theorem 5.3.1 by taking u := v. Therefore we may as well assume that s > 0 and
the theorem holds true for all such finitely generated Nt-graded R-modules of saturated
dimension 6 s− 1.
Let n := m⊕ A+ be the maximal homogeneous ideal of A. We claim that
n /∈ Min (A/AnnA(L(v,⋆))) .
Since the collection of all minimal prime ideals of A containing AnnA(L(v,⋆)) are associated
prime ideals of A/AnnA(L(v,⋆)), they are homogeneous, and hence they must be contained
in n. Thus if the above claim is not true, then we have
Min
(
A/AnnA(L(v,⋆))
)
= {n},
and hence s = dimA(L(v,⋆)) = 0, which is a contradiction. Therefore the above claim
is true, and hence by Prime Avoidance Lemma and using the fact that n is the only
homogeneous prime ideal of A containing A+ (as (A0,m) is Artinian local), we have
A+ *
⋃{
P : P ∈ Min (A/AnnA(L(v,⋆)))} .
Then, by the Graded Version of Prime Avoidance Lemma, we may choose a homogeneous
element x in A of positive degree such that
x /∈
⋃{
P : P ∈ Min (A/AnnA(L(v,⋆)))} .
Since v is an annihilator stable point of L and s is the saturated dimension of L (Defini-
tion 5.2.3), we have that AnnA(L(n,⋆)) = AnnA(L(v,⋆)) for all n > v, and dimA(L(v,⋆)) = s.
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Therefore, for all n > v, we obtain that
dimA
(
L(n,⋆)/xL(n,⋆)
)
, dimA
(
0 :L(n,⋆) x
)
6 dimA(L(n,⋆))− 1 = s− 1
as AnnA
(
L(n,⋆)/xL(n,⋆)
)
, AnnA
(
0 :L(n,⋆) x
) ⊇ 〈AnnA(L(n,⋆)), x〉.
Now observe that L/xL and (0 :L x) are finitely generated Nt-graded R-modules with
saturated dimensions 6 s− 1. Therefore, by induction hypothesis, there exist w and w′
in Nt and two integers k1, k2 such that
reg
(
L(n,⋆)/xL(n,⋆)
)
< |n|k1 + k1 for all n > w
and reg
(
0 :L(n,⋆) x
)
< |n|k2 + k2 for all n > w′.
Set k := max{k1, k2} and u := max{w,w′} (i.e., ui := max{wi, w′i} for all 1 6 i 6 t, and
u := (u1, . . . , ut)). Then, by Lemma 5.1.2, we have
reg(L(n,⋆)) 6 max
{
reg
(
L(n,⋆)/xL(n,⋆)
)
, reg
(
0 :L(n,⋆) x
)}
< |n|k + k for all n > u.
This completes the proof of the first part of the theorem.
To prove the second part, assume t = 1. Then, from the first part, there exist u ∈ N
and an integer k such that
reg(L(n,⋆)) < nk + k for all n > u.
Set k′ := max
{
k, reg(L(n,⋆)) : 0 6 n 6 u− 1
}
. Then clearly, we have
reg(L(n,⋆)) 6 nk + k
′ for all n ∈ N,
which completes the proof of the theorem.
Above theorem gives the result that reg(L(n,⋆)) has linear bound for all n > u, for
some u ∈ Nt. Now we prove the result for all n ∈ Nt.
Theorem 5.3.3. With the Hypothesis 5.2.7, there exist two integers k and k′ such that
reg
(
L(n,⋆)
)
6 (n1 + · · ·+ nt)k + k′ for all n ∈ Nt.
Proof. We prove the theorem by induction on t. If t = 1, then the theorem follows from
the second part of the Theorem 5.3.2. Therefore we may as well assume that t > 2 and
the theorem holds true for t− 1.
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By Theorem 5.3.2, there exist u ∈ Nt and an integer k1 such that
reg
(
L(n,⋆)
)
< |n|k1 + k1 for all n > u. (5.3.4)
Now for each 1 6 i 6 t and 0 6 λ < ui, we set
Si :=
⊕
{n∈Nt:ni=0}
R(n,⋆) and Miλ :=
⊕
{n∈Nt:ni=λ}
L(n,⋆).
Then, by Lemma 5.2.5, Si is a standard Nt−1-graded ring and Miλ is a finitely generated
Nt−1-graded Si-module. Therefore, by induction hypothesis, for each 1 6 i 6 t and
0 6 λ < ui, there exist two integers kiλ and k
′
iλ such that
reg
(
L(n1,...,ni−1,λ,ni+1,...,nt,⋆)
)
6 (n1 + · · ·+ ni−1 + ni+1 + · · ·+ nt)kiλ + k′iλ
= (n1 + · · ·+ ni−1 + λ+ ni+1 + · · ·+ nt)kiλ + k′′iλ (5.3.5)
for all n1, . . . , ni−1, ni+1, . . . , nt ∈ N,
where k′′iλ = k
′
iλ − λkiλ. Now set
k := max {k1, kiλ : 1 6 i 6 t, 0 6 λ < ui} and
k′ := max {k1, k′′iλ : 1 6 i 6 t, 0 6 λ < ui} .
We claim that
reg
(
L(n,⋆)
)
6 |n|k + k′ for all n ∈ Nt. (5.3.6)
To prove (5.3.6), consider an arbitrary n ∈ Nt. If n > u, then (5.3.6) follows from (5.3.4).
Otherwise if n  u, then we have ni < ui for at least one i ∈ {1, . . . , t}, and hence in this
case, (5.3.6) holds true by (5.3.5).
Now we have arrived at the main goal of this chapter.
Corollary 5.3.4. Let A be a standard N-graded algebra over an Artinian local ring A0.
Let I1, . . . , It be homogeneous ideals of A, and let M be a finitely generated N-graded
A-module. Then there exist two integers k and k′ such that
reg(In11 · · · Intt M) 6 (n1 + · · ·+ nt)k + k′ for all n1, . . . , nt ∈ N.
Proof. Let R = A[I1T1, . . . , ItTt] be the Rees algebra of I1, . . . , It over the graded ring
A and let L = M [I1T1, . . . , ItTt] be the Rees module of M with respect to the ideals
I1, . . . , It. We give Nt+1-grading structures on R and L by setting (n, i)th graded compo-
nents of R and L as the ith graded components of the N-graded A-modules In11 · · · Intt A
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and In11 · · · Intt M respectively. From Example 5.2.8, note that R and L are satisfying the
Hypothesis 5.2.7, and in this case
L(n,⋆) = I
n1
1 · · · Intt M for all n ∈ Nt.
Therefore the corollary follows from Theorem 5.3.3.
Here is another corollary of the Theorem 5.3.3.
Corollary 5.3.5. Let A be a standard N-graded algebra over a field A0. Let I1, . . . , It
be homogeneous ideals of A, and let M be a finitely generated N-graded A-module. Then
there exist two integers k and k′ such that
reg
(
In11 · · · Intt M
)
6 (n1 + · · ·+ nt)k + k′ for all n1, . . . , nt ∈ N.
Proof. We set R and L as in Example 5.2.10. From Example 5.2.10, note that R and L
are satisfying the Hypothesis 5.2.7, and in this case
L(n,⋆) = I
n1
1 · · · Intt M for all n ∈ Nt.
Hence the corollary follows from Theorem 5.3.3.
5.4 About Linearity of Regularity
In [CHT99, page 252], S. D. Cutkosky, J. Herzog and N. V. Trung remarked that over a
polynomial ring S = k[X1, . . . , Xd] over a field k, the asymptotic linearity of regularity
holds for a collection of ideals, i.e.,
reg(In11 · · · Intt ) = a1n1 + · · ·+ atnt + b for all n1, . . . , nt ≫ 0
and for some constants a1, . . . , at, b. However, their proof has a gap which we now describe.
5.4.1. In the proof of Theorem 3.4 in [CHT99], it is used repeatedly that “the maximum of
finitely many linear functions is asymptotically linear”. But this is not true in general for
functions of more than one variable (see Example 5.4.2). Therefore we cannot conclude
that for every i > 0, regi(I
n1
1 · · · Intt ) is linear in (n1, . . . , nt) for all sufficiently large
n1, . . . , nt, where for a finitely generated N-graded S-module N , regi(N) is defined to be
regi(N) := sup{n : TorSi (N, k)n 6= 0} − i.
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Even if regi(I
n1
1 · · · Intt ) is asymptotically linear for all i > 0, then also it is not clear
whether
reg(In11 · · · Intt ) = max{regi(In11 · · · Intt ) : i > 0}
is linear in (n1, . . . , nt) for all sufficiently large n1, . . . , nt.
Here is an example which shows that the maximum of finitely many linear functions
need not be asymptotically linear.
Example 5.4.2. Set h(m,n) := max{2m + n,m + 3n} for all m,n ∈ N. We claim that
h(m,n) is not asymptotically a linear function in (m,n).
If possible, assume that h(m,n) = am + bn + c for all m,n≫ 0, say for all (m,n) >
(u, v), where a, b and c are some constants.
Note that for every fixed n ∈ N, h(m,n) = 2m+ n for all m≫ 0. Therefore for every
fixed n > v, we have am+ bn+ c = 2m+ n for all m≫ 0, which implies that a = 2, and
hence bn + c = n. Thus for all n > v, we have bn + c = n, which gives b = 1 and c = 0.
In this way, we have a = 2, b = 1 and c = 0.
Again for every fixed m ∈ N, h(m,n) = m + 3n for all n ≫ 0. Therefore for every
fixed m > u, we have am + bn + c = m + 3n for all n ≫ 0, which implies that b = 3,
and hence am + c = m. Thus for all m > u, we have am + c = m, which gives a = 1
and c = 0. In this way, we have a = 1, b = 3 and c = 0, which gives a contradiction.
Therefore h(m,n) is not asymptotically a linear function in (m,n).

Chapter 6
Characterizations of Regular Local
Rings via Syzygy Modules
This chapter shows some instances where properties of a local ring are closely connected
with the homological properties of a single module.
Let A be a local ring with residue field k. The aim of this chapter is to prove that if
a finite direct sum of syzygy modules of k maps onto ‘a semidualizing module’ or ‘a non-
zero maximal Cohen-Macaulay module of finite injective dimension’, then A is regular
(see Corollaries 6.2.2 and 6.2.4). We also obtain one new characterization of regular local
rings, namely, the local ring A is regular if and only if some syzygy module of k has a
non-zero direct summand of finite injective dimension; see Theorem 6.2.7. Moreover, this
result has a dual companion.
We use the following notations throughout this chapter.
Notations 6.1. Throughout the present chapter, A always denotes a local ring with
maximal ideal m and residue field k. Let M be a finitely generated A-module. For a non-
negative integer n, we denote ΩAn (M) (resp. Ω
A
−n(M)) the nth syzygy (resp. cosyzygy)
module of M . We denote a finite collection of non-negative integers by Λ.
The structure of this chapter is as follows. In Section 6.1, we provide some prelimi-
naries on syzygy modules which we use in the next section. Finally, we prove our main
results of this chapter in Section 6.2.
65
66 Chapter 6, Section 6.1
6.1 Preliminaries on Syzygy Modules
In the present section, we give some preliminaries which we use in order to prove our main
results of this chapter. We start with the following lemma which gives a relation between
the socle of the ring and the annihilator of the syzygy modules.
Lemma 6.1.1. With the Notation 6.1, for every positive integer n, we have
Soc(A) ⊆ AnnA
(
ΩAn (M)
)
.
In particular, if A 6= k (i.e., if m 6= 0), then
Soc(A) ⊆ AnnA
(
ΩAn (k)
)
for all n > 0.
Proof. Fix n > 1. If ΩAn (M) = 0, then we are done. So we may assume Ω
A
n (M) 6= 0.
Consider the following commutative diagram in a minimal free resolution of M :
· · · // Abn
f
    ❇
❇❇
❇❇
❇❇
❇❇
❇❇
δ // Abn−1 // · · · .
ΩAn (M)
.

g
==③③③③③③③③③③③③
Let a ∈ Soc(A), i.e., am = 0. Suppose x ∈ ΩAn (M). Since f is surjective, there exists
y ∈ Abn such that f(y) = x. Note that δ(ay) = aδ(y) = 0 as δ (Abn) ⊆ mAbn−1 and
am = 0. Therefore g(ax) = g(f(ay)) = δ(ay) = 0, which gives ax = 0 as g is injective.
Thus Soc(A) ⊆ AnnA
(
ΩAn (M)
)
.
For the last part, note that Soc(A) ⊆ m = AnnA
(
ΩA0 (k)
)
if m 6= 0.
Let us recall the following well-known result initially obtained by Nagata.
Proposition 6.1.2. [Tak06, Corollary 5.3] Let x ∈ mrm2 be an A-regular element. Set
(−) := (−)⊗A A/(x). Then we have
ΩAn (k)
∼= ΩAn (k)⊕ ΩAn−1(k) for every integer n > 1.
We notice two properties satisfied by semidualizing modules (see Definition 1.4.2) and
maximal Cohen-Macaulay modules of finite injective dimension.
Definition 6.1.3. Let P be a property of modules over local rings. We say that P is a
(∗)-property if P satisfies the following:
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(i) An A-moduleM satisfies P implies that the A/(x)-moduleM/xM satisfies P, where
x ∈ A is an A-regular element.
(ii) An A-module M satisfies P and depth(A) = 0 together imply that AnnA(M) = 0.
Now we give a few examples of (∗)-properties.
Example 6.1.4. The property P1 := ‘semidualizing modules over local rings’ is a (∗)-
property.
Proof. Let C be a semidualizing A-module. It is shown in [Gol84, page 68] that C/xC is a
semidualizing A/(x)-module, where x ∈ m is an A-regular element. Since HomA(C,C) ∼=
A, we have AnnA(C) = 0 (without any restriction on depth(A)).
Here is another example of (∗)-property.
Example 6.1.5. The property P2 := ‘non-zero maximal Cohen-Macaulay modules of
finite injective dimension over Cohen-Macaulay local rings’ is a (∗)-property.
Proof. Let A be a Cohen-Macaulay local ring, and let L be a non-zero maximal Cohen-
Macaulay A-module of finite injective dimension. Suppose x ∈ A is an A-regular element.
Since L is a maximal Cohen-Macaulay A-module, x is L-regular as well. Therefore L/xL
is a non-zero maximal Cohen-Macaulay module of finite injective dimension over the
Cohen-Macaulay local ring A/(x) (see [BH98, Corollary 3.1.15]).
Now further assume that depth(A) = 0. Then A is an Artinian local ring, and
injdimA(L) = depth(A) = 0. Therefore, by [BH98, Theorem 3.2.8], we have that L
∼= Er,
where E is the injective hull of k, and r = rankk (HomA(k, L)). It is well-known that
HomA(E,E) ∼= A as A is an Artinian local ring. Hence AnnA(L) = AnnA(E) = 0.
6.2 Characterizations of Regular Local Rings
Now we can achieve the aim of this chapter. First of all, we prove that if a finite direct
sum of syzygy modules of the residue field maps onto a non-zero module satisfying a
(∗)-property, then the ring is regular.
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Theorem 6.2.1. Assume that P is a (∗)-property (see Definition 6.1.3). Let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L (jn > 1 for each n ∈ Λ)
be a surjective A-module homomorphism, where L ( 6= 0) satisfies P. Then A is regular.
Proof. We prove the theorem by using induction on t := depth(A). Let us first assume
that t = 0. If possible, let A 6= k, i.e., m 6= 0. Since depth(A) = 0, we have Soc(A) 6= 0.
But, by virtue of Lemma 6.1.1, we obtain
Soc(A) ⊆
⋂
n∈Λ
AnnA
(
ΩAn (k)
)
= AnnA
(⊕
n∈Λ
(
ΩAn (k)
)jn)
⊆ AnnA(L) [as f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L is surjective]
= 0 [as L satisfies P which is a (∗)-property].
This gives a contradiction. Therefore A (= k) is a regular local ring.
Now we assume that t > 1. Suppose the theorem holds true for all such rings of
depth smaller than t. Since depth(A) > 1, there exists an element x ∈ m r m2 which is
A-regular. We set (−) := (−)⊗A A/(x). Clearly,
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L
is a surjective A-module homomorphism, where the A-module L ( 6= 0) satisfies P as P is
a (∗)-property. Since x ∈ mrm2 is an A-regular element, by Proposition 6.1.2, we have⊕
n∈Λ
(
ΩAn (k)
)jn ∼=⊕
n∈Λ
(
ΩAn (k)⊕ ΩAn−1(k)
)jn
[by setting ΩA−1(k) := 0].
Since depth(A) = depth(A) − 1, by the induction hypothesis, A is a regular local ring,
and hence A is a regular local ring as x ∈ mrm2 is an A-regular element.
As a few applications of the above theorem, we obtain the following necessary and
sufficient conditions for a local ring to be regular.
Corollary 6.2.2. Let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L
be a surjective A-module homomorphism, where L is a semidualizing A-module. Then A
is regular.
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Proof. The corollary follows from Theorem 6.2.1 and Example 6.1.4.
Remark 6.2.3. We can recover Theorem 1.4.3 (in particular, Theorem 1.4.1 because A
itself is a semidualizing A-module) as a consequence of Corollary 6.2.2. In fact the above
result is even stronger than Theorem 1.4.3.
Now we give a partial answer to Question 1.4.8.
Corollary 6.2.4. Let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ L
be a surjective A-module homomorphism, where L ( 6= 0) is a maximal Cohen-Macaulay
A-module of finite injective dimension. Then A is regular.
Proof. Existence of a non-zero finitely generated A-module of finite injective dimension
ensures that A is Cohen-Macaulay (see [BH98, Corollary 9.6.2 and Remark 9.6.4(a)(ii)]
and [Rob87]). Therefore we may assume that A is a Cohen-Macaulay local ring. Then
the corollary follows from Theorem 6.2.1 and Example 6.1.5.
Remark 6.2.5. It is clear from the above corollary that Question 1.4.8 has an affirmative
answer for Artinian local rings.
Let A be a Cohen-Macaulay local ring. Recall that a maximal Cohen-Macaulay A-
module ω of type 1 and of finite injective dimension is called the canonical module of A.
It is well-known that the canonical module ω of A is a semidualizing A-module; see, e.g.,
[BH98, Theorem 3.3.10]. So, both Corollary 6.2.2 and Corollary 6.2.4 yield the following
result (independently) which strengthens Corollary 1.4.4.
Corollary 6.2.6. Let (A,m, k) be a Cohen-Macaulay local ring with canonical module ω,
and let
f :
⊕
n∈Λ
(
ΩAn (k)
)jn −→ ω
be a surjective A-module homomorphism. Then A is regular.
Here we obtain one new characterization of regular local rings. The following char-
acterization is based on the existence of a non-zero direct summand with finite injective
dimension of some syzygy module of the residue field.
Theorem 6.2.7. The following statements are equivalent:
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(1) A is a regular local ring.
(2) ΩAn (k) has a non-zero direct summand of finite injective dimension for some non-
negative integer n.
Proof. (1) ⇒ (2). If A is regular, then ΩA0 (k) (= k) itself is a non-zero A-module of finite
injective dimension. Hence the implication follows.
(2) ⇒ (1). Without loss of generality, we may assume that A is complete. Existence
of a non-zero finitely generated A-module of finite injective dimension ensures that A is
Cohen-Macaulay. Therefore we may as well assume that A is a Cohen-Macaulay complete
local ring.
Suppose that L is a non-zero direct summand of ΩAn (k) with injdimA(L) finite for some
integer n > 0. We prove the implication by induction on d := dim(A). If d = 0, then the
implication follows from Corollary 6.2.4.
Now we assume that d > 1. Suppose the implication holds true for all such rings
of dimension smaller than d. Since A is Cohen-Macaulay and dim(A) > 1, there exists
x ∈ mrm2 which is A-regular. We set
(−) := (−)⊗A A/(x).
If n = 0, then the direct summand L of ΩA0 (k) (= k) must be equal to k, and hence
injdimA(k) is finite, which gives A is regular. Therefore we may assume that n > 1.
Hence x is ΩAn (k)-regular. Since L is a direct summand of Ω
A
n (k), x is L-regular as well.
This gives injdimA(L) is finite. Now we fix an indecomposable direct summand L
′ of
L. Then injdimA(L
′) is also finite. Note that the A-module L is a direct summand of
ΩAn (k). Hence L
′ is an indecomposable direct summand of ΩAn (k). Since x ∈ mrm2 is an
A-regular element, by Proposition 6.1.2, we have
ΩAn (k)
∼= ΩAn (k)⊕ ΩAn−1(k).
The uniqueness of Krull-Schmidt decomposition ([Lam01, Theorem (21.35)]) yields that
L′ is isomorphic to a direct summand of ΩAn (k) or Ω
A
n−1(k). Since dim(A) = dim(A)− 1,
by the induction hypothesis, A is a regular local ring, and hence A is a regular local ring
as x ∈ mrm2 is an A-regular element.
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Let M be a finitely generated A-module. Consider the augmented minimal injective
resolution of M :
0 −→M d−1−→ I0 d0−→ I1 d1−→ I2 −→ · · · −→ In−1 dn−1−→ In −→ · · · .
Recall that the nth cosyzygy module of M is defined by
ΩA−n(M) := Image(d
n−1) for all n > 0.
The following result is dual to Theorem 6.2.7 which gives another characterization of
regular local rings via cosyzygy modules of the residue field.
Corollary 6.2.8. The following statements are equivalent:
(1) A is a regular local ring.
(2) Cosyzygy module ΩA−n(k) has a non-zero finitely generated direct summand of finite
projective dimension for some integer n > 0.
Proof. (1)⇒ (2). If A is regular, then ΩA0 (k) (= k) has finite projective dimension. Hence
the implication follows.
(2) ⇒ (1). Without loss of generality, we may assume that A is complete. Suppose
ΩA−n(k)
∼= P ⊕Q for some integer n > 0,
where P is a non-zero finitely generated A-module of finite projective dimension. Consider
the following part of the minimal injective resolution of k:
0→ k → E → Eµ1 → · · · −→ Eµn−1 −→ ΩA−n(k) ∼= P ⊕Q −→ 0, (6.2.1)
where E is the injective hull of k. Dualizing (6.2.1) with respect to E, and using
HomA(k, E) ∼= k and HomA(E,E) ∼= A
(cf. [BH98, Proposition 3.2.12(a) and Theorem 3.2.13(a)]), we get the following part of a
minimal free resolution of k:
0 −→ HomA(P,E)⊕ HomA(Q,E) ∼= ΩAn (k) −→ Aµn−1 −→ · · · → Aµ1 → A→ k → 0.
Clearly, HomA(P,E) is non-zero and of finite injective dimension as P is non-zero and of
finite projective dimension. Therefore the implication follows from Theorem 6.2.7.
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Now we give an example to ensure that the existence of an injective homomorphism
from a ‘special module’ to a finite direct sum of syzygy modules of the residue field does
not necessarily imply that the ring is regular.
Example 6.2.9. Let (A,m, k) be a Gorenstein local domain of dimension d. Then ΩAd (k)
is a maximal Cohen-Macaulay A-module; see, e.g., [BH98, Exercise 1.3.7]. Since A is
Gorenstein, ΩAd (k) is a reflexive A-module (cf. [BH98, Theorem 3.3.10]), and hence it is
torsion-free. Then, by mapping 1 to a non-zero element of ΩAd (k), we get an injective
A-module homomorphism
f : A −→ ΩAd (k).
Note that injdimA(A) is finite. But a Gorenstein local domain need not be a regular local
ring.
Chapter 7
Summary and Conclusions
In this chapter, we give a brief summary of the work discussed in this dissertation. We
also present a few open questions for possible further future work.
7.1 Asymptotic Prime Divisors Related to Derived
Functors
Let A be a ring, and let I be an ideal of A. LetM and N be finitely generated A-modules.
The main problem we study in Chapter 3 is the following:
Question 7.I. Is the set
⋃
i>0
⋃
n>1
AssA
(
ExtiA(M,N/I
nN)
)
finite?
We prove that Question 7.I has an affirmative answer for local complete intersection
rings. Moreover, we show that if A is a local complete intersection ring, then there are
non-negative integers n0 and i0 such that for all n > n0 and i > i0, the set
AssA
(
ExtiA(M,N/I
nN)
)
depends only on whether i is even or odd.
Next rings to consider after complete intersection rings are Gorenstein rings. So one
may ask Question 7.I for Gorenstein local rings.
In this dissertation, we prove the finiteness of the set of associate primes of a certain
family of Ext-modules. It seems natural to ask the following counterpart for Tor-modules.
Question 7.II. Is the set
⋃
i>0
⋃
n>1
AssA
(
TorAi (M,N/I
nN)
)
finite?
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More particularly, one can ask the following:
Question 7.III. Is the set
⋃
i>0
AssA
(
TorAi (M,N)
)
finite?
If A is a regular local ring, then
TorAi (M,N/I
nN) = 0 for all i > dim(A) and for all n > 1,
since projdimA(M) 6 dim(A). Therefore it follows from the result of D. Katz and E. West
([KW04, Corollary 3.5]) that Questions 7.II and 7.III have positive answers for regular
local rings. But these two questions are open for local complete intersection rings.
7.2 Castelnuovo-Mumford Regularity of Powers of
Several Ideals
In Chapter 5, we study the Castelnuovo-Mumford regularity of powers of several ideals.
Let A = A0[x1, . . . , xd] be a standard N-graded algebra over an Artinian local ring (A0,m).
Let I1, . . . , It be homogeneous ideals of A, and let M be a finitely generated N-graded
A-module. We show that there exist two integers k1 and k
′
1 such that
reg(In11 · · · Intt M) 6 (n1 + · · ·+ nt)k1 + k′1 for all n1, . . . , nt ∈ N.
Moreover, we prove that if A0 is a field, then there exist two integers k2 and k
′
2 such that
reg
(
In11 · · · Intt M
)
6 (n1 + · · ·+ nt)k2 + k′2 for all n1, . . . , nt ∈ N,
where I denotes the integral closure of an ideal I of A.
Keeping the single ideal case (i.e., the result [TW05, Theorem 3.2] of N. V. Trung and
H.-J. Wang) in mind, we are now interested in the following question:
Question 7.IV. Are there some integers a1, . . . , at and b such that
reg(In11 · · · Intt M) = a1n1 + · · ·+ atnt + b for all n1, . . . , nt ≫ 0?
We observe that the method of Trung and Wang does not generalize to the several
ideals case. So we need to build some new techniques to solve the above question.
In [TW05, Corollary 3.4], Trung and Wang showed that if A is a standard N-graded
algebra over a field A0, and if I is a homogeneous ideal of A, then reg(In) is asymptotically
a linear function of n. So one may ask now the following natural question for several ideals.
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Question 7.V. Are there some integers a1, . . . , at and b such that
reg
(
In11 · · · Intt M
)
= a1n1 + · · ·+ atnt + b for all n1, . . . , nt ≫ 0?
Another question which seems to be interesting is the following:
Question 7.VI. What is the behaviour of reg
(
In11 · · · Intt M
)
as a function of (n1, . . . , nt)?
7.3 Characterizations of Regular Rings via Syzygy
Modules
In Chapter 6, we obtain a few necessary and sufficient conditions for a local ring to
be regular in terms of syzygy modules of the residue field. Let A be a local ring with
residue field k. We show that if a finite direct sum of syzygy modules of k maps onto a
semidualizing A-module, then A is regular.
In [Mar96, Proposition 7], A. Martsinkovsky proved that if a finite direct sum of syzygy
modules of k maps onto a non-zero A-module of finite projective dimension, then A is
regular. So it seems natural to ask the following counterpart for injective dimension:
Question 7.VII. If a finite direct sum of syzygy modules of k maps onto a non-zero
A-module of finite injective dimension, then is the ring A regular?
This is not known in general. However, we give a partial answer to this question
by proving that if a finite direct sum of syzygy modules of k maps onto a non-zero
maximal Cohen-Macaulay A-module of finite injective dimension, then A is regular. We
also obtain one new characterization of regular local rings, namely, the local ring A is
regular if and only if some syzygy module of k has a non-zero direct summand of finite
injective dimension.
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