Abstract. We investigate the strong convergence rate of both Runge-Kutta methods and simplified step-N Euler schemes for stochastic differential equations driven by multi-dimensional fractional Brownian motions with H ∈ ( 1 2 , 1). These two classes of numerical schemes are implementable in the sense that the required information from the driving noises are only their increments. We prove the solvability of implicit Runge-Kutta methods and the continuous dependence of their continuous versions with respect to the driving noises in Hölder semi-norm. Based on these results, the order conditions are proposed for the strong convergence rate 2H − 1 2 , which is caused by the approximation of the Lévy area type processes. We get the same strong convergence rate for simplified step-N Euler schemes by comparing them with an explicit Runge-Kutta method. This gives an answer to the conjecture in [5] for H ∈ ( 1 2 , 1).
Introduction
In this paper, we study the following stochastic differential equation where H ∈ (0, 1) is the Hurst parameter. It has wide applications in models of economics, fluctuations of solids, hydrology and so on, which motivate theoretical and numerical researches (see [16, 21] and references therein). The fBm is a semimartingale and Markovian process only when H = 1 2 , that is, standard Brownian motion. When H = 1 2 , the increments of the fBm are correlated, which brings more obstacles in the simulation.
When H ∈ ( , 1), equation (1.1) is of pathwise Riemann-Stieltjes integral sense. Its well-posedness is proved by [15] using Young's integral (see [25] ) and by [22] through fractional calculus (see [26] ). Furthermore, the solution is continuously dependent on both the initial value y and the driving noise X. More precisely, since almost all sample paths of X are β-Hölder continuous for any β ∈ (0, H), the continuous dependence of the solution with respect to X can be characterized in Hölder semi-norm (see Lemma 2.2) . When H ∈ ( ), (1.1) can be interpreted in rough path sense (see e.g. [6, 8, 15] ) and the continuous dependence of the solution with respect to X also holds. This property inspires a potential approach to get the optimal strong convergence rate of numerical schemes for (1.1) (see e.g. [10, 11] ), without requiring the properties of martingale and fundamental convergence theorem in standard Brownian setting [17] .
Several explicit numerical schemes are studied for the case H ∈ ( 1 2 , 1). The classical Euler scheme and modified Euler scheme are analyzed in [18] and [11] , respectively. The Milstein scheme and modified Milstein scheme are studied in [3] and [5] , respectively. Based on sharp L p (Ω)-estimates of multiple integrals of X, authors in [12] consider Taylor schemes from explicit Taylor expansion. For implicit methods, Crank-Nicolson scheme is studied by [10, 19] . Using estimates for the Lévy area type processes, it is proved in [10] that the optimal strong convergence rate of Crank-Nicolson scheme is 2H − In this paper, we first consider general Runge-Kutta methods for H ∈ ( . This class of methods is widely used and there are already lots of works about order conditions for strong convergence rate in standard Brownian setting (see [2, 4, 23] and references therein). As the required information of X is only their increments, we avoid simulating the iterated integrals from the Taylor expansion and giving a priori estimation for the Hurst parameter of X. These methods are also derivative free and can be designed as structure-preserving methods, for example, symplectic Runge-Kutta methods (see e.g. [24] ). The strong convergence rate we obtained is limited by the approximation of the Lévy area. This limitation also exists for rough case H ∈ (
) in [1, 7, 14] . To gain the strong convergence rate for Runge-Kutta methods, we construct continuous versions for both internal stage value and numerical solution, and prove the continuous dependence of these continuous versions with respect to the driving noise X in Hölder semi-norm. These results, together with a priori estimates for the Lévy area type processes and multiple integrals (see e.g., [10, 12, 20] ), lead to one of our main results. Namely, if the coefficients of a Runge-Kutta method satisfy (4.5), then
Notice that condition (4.5) includes Crank-Nicolson scheme and the norm we consider here is stronger than that in (1.3).
Another way to avoid simulating the N-level iterated integral of X (N ≥ 2) is to replace it by
N . The corresponding numerical schemes are called simplified step-N Euler schemes (see e.g. [7] ). In particular, authors in [9] study these schemes for (1.1) driven by a one-dimensional fBm, in which case the N-level iterated integral of X is equal to
N . For multi-dimensional case, it is conjectured in [5] that the convergence rate of simplified step-2 Euler scheme, which is called as modified Milstein scheme in [5] , is 2H − 1 2 for any H ∈ (
, 1), we investigate the strong convergence rate of simplified step-N Euler schemes by comparing them with certain explicit Runge-Kutta method which satisfies condition (4.5), and get the same rate as the conjecture in [5] . This also indicates that the modified Milstein scheme is always superior to the classical Euler method, whose convergence rate is 2H − 1 [18] , H ∈ ( 1 2 , 1). The paper is organized as follows. In Section 2, we recall some definitions and results for fractional calculus and fBms. We prove the solvability of implicit RungeKutta methods and the continuous dependence of continuous versions of methods under study with respect to driving noises in Hölder semi-norm in Section 3. The order conditions for Runge-Kutta methods are proposed for the strong convergence rate 2H − 1 2 in Section 4. Comparing the simplified step-N Euler schemes with an explicit Runge-Kutta method satisfying (4.5), we get the same strong convergence rate, which coincides with the conjecture given by [5] . Numerical experiments are performed in Section 5.
Preliminaries
In this section, we introduce some notations, definitions and results for fractional calculus and fBms. They are essential for us to prove the properties and strong convergence rates of numerical schemes in Section 3 and 4. We will use C as a constant which could be different from line to line.
Fractional calculus. Denote by
where | · | is the Euclid norm in R d . Especially, we use f β := f 0,T,β for short. The following lemma is the Besov-Hölder embedding (see e.g., [8, Corollary A.2] ), which expresses the Hölder semi-norm in an integral form. 
The integral of g with respect to f can be defined piecewisely:
For any 1/2 < α < 1, according to fractional calculus (see e.g., [26, Section 2] ), it has the characterization:
Here (−1) 
In addition, another norm we will frequently use is the uniform norm
2.2. A priori estimate for the solution and iterated integrals. In the sequel, we denote by C N b (R m ; R M ) the space of bounded and N-times continuously differentiable functions V : R m → R M with bounded derivatives. The following lemma shows the well-posedness of (1.1), which means that the solution is continuously dependent on the driving noises in Hölder semi-norm (see e.g., [8, Theorem 10.14] ). In the next section, we will show that the numerical schemes we consider could inherit similar property.
R m×d ) and 1/2 < β < H, then there exists a unique solution of (1.1) satisfying almost surely that
Moreover, for some C 0 > 0 and 0 ≤ s < t ≤ T such that X β |t − s| β ≤ C 0 , the estimate can be improved to
Furthermore, to get the strong convergence rate of numerical schemes, we recall some results from [10, 11, 12] . For a numerical scheme, we apply the uniform partition of the interval [0, T ] with step size h = T n , n ∈ N + and denote t k = kh, k = 0, · · · , n.
. Then for any n ∈ N + , it holds for any 0 ≤ t i < t j ≤ T and p ≥ 1 that
where C = C(p) above is independent of n. Moreover, for any
′′ is odd, and C = C(p) is independent of n. 
. This implies that the convergence rate of the 2nd-level iterated integrals of X in the form of (2.1) is higher than that in the form of (2.3).
To get strong convergence rate of numerical schemes in Theorem 4.1, our idea is to combine Lemma 2.3 together with the following lemma from [12, Proposition 8] , if numerical solutions have some Hölder continuity.
If a sequence of stochastic processes {g n } n∈N + satisfies g n (t i ) =
Constants C = C(p) above are all independent of n.
3. Solvability and dependence on driving noises 3.1. Runge-Kutta methods. For n ∈ N + , denote the time step h = T n and t k = kh, k = 0, · · · , n. We consider an s-stage Runge-Kutta method of (1.1): for Y t k directly. If the method is an implicit one, such as the midpoint scheme, the solvability of (3.1)-(3.2) should be taken into consideration. For SDEs driven by standard Brownian motions, authors in [17] truncate each increment of Brownian motions to avoid the possibility that the increments could become unbounded, and give the solvability of implicit methods and convergence rates in mean square sense. However, this truncation technique is not suitable for fBms since their increments has nontrivial covariance. Based on Brouwer's theorem, Proposition 3.1 ensures the solvability of implicit Runge-Kutta methods in almost surely sense.
, then for arbitrary time step h > 0, initial value y and coefficients {a ij , b i : i, j = 1, · · · , s}, the s-stage Runge-Kutta method (3.1)-(3.2) has at least one solution for almost every ω.
It then suffices to prove that φ(Z) = 0 has at least one solution, which implies the solvability of (3.1) and thus the solvability of the Runge-Kutta method. Let c = max{|a ij | : i, j = 1, · · · , s}, ν = sup y∈R m |V (y)| and
we have that for any |Z| = R,
We aim to show that φ(Z) = 0 has a solution in the ball B R := {Z : |Z| ≤ R}. Assume by contradiction that φ(Z) = 0 for any |Z| ≤ R. We define a continuous map ψ by ψ(Z) = − Rφ(Z) |φ(Z)| . Since ψ : B R → B R , ψ has at least one fixed point Z * such that Z * = ψ(Z * ) and |Z * | = R. This leads to a contradiction since
Therefore, φ has at least one solution and then (3.1)-(3.2) is solvable.
In order to obtain the dependence of Runge-Kutta method (3.1)-(3.2) with respect to the driving noises in Hölder semi-norm, we introduce a continuous version (3.3)-(3.4), which make use of the stage values Y n t k ,i of Runge-Kutta method. Indeed, the continuous version of Y n t k ,i comes after that of Y n t k . For t ∈ (t k , t k+1 ], ⌈t⌉ n := t k+1 . In particular, t = t k iff t = ⌈t⌉ n for some k = 0, · · · , n. The continuous version for them are
To
f s,t,β,n := sup
, then for any n ∈ N + and 1/2 < β < H, Y n · β,n and Y n ·,i β,n , i = 1, · · · , s, are all finite almost surely.
Before we prove the dependence of the continuous version of Runge-Kutta method (3.3)-(3.4) with respect to the driving noises, we give the following two lemmas for preparation, which are inspired by [11] .
Lemma 3.2. Let α, β and β ′ satisfy β ′ > α > 1 − β. Then for any s, t ∈ [0, T ] such that s < t and s = ⌈s⌉ n , there exists a constant C = C(α, β, β
Proof. Suppose T = 1 without loss of generality. By the definition of ⌈·⌉ n , we have
For the first term, since r − u > 1 n and ⌈r⌉ n − ⌈u⌉ n < r − u + 1 n , we have
For the second term,
. If x β and z β ′ ,n are all finite for any n ∈ N + , then for any s = ⌈s⌉ n and t = ⌈t⌉ n ,
Proof. We suppose m = 1 here for simplicity. Let α satisfy α < β ′ and β + α > 1. According to the characterization of the integral in Section 2,
Combining the fractional Weyl derivatives, we have, for s < r < t,
and
α+β−1 . 
Using Lemma 3.2, we obtian
Proof. We first take s = ⌈s⌉ n and t = ⌈t⌉ n , then Lemma 3.3 yields
Summing up above inequalities for all i = 1, · · · , s and dividing both sides by (t−s) β , we have
where [t] means the largest integer which is not larger than t. So we obtain
where the second inequality is from the choice of
and then
Now we can take any 0 ≤ s < t ≤ T and suppose t ∈ (t k , t k+1 ], then
On the other hand, since
we obtain that
and for any 0 ≤ s < t ≤ T such that
Simplified step-N Euler schemes.
Fix an integer N ≥ 2. For n ∈ N + , denote the time step h = T n and t k = kh, k = 0, · · · , n. The simplified step-N Euler scheme of (1.1) is:
where every V l is identified with the first order differential operator q V q l (y) ∂ ∂y q . Note that Y n t k may stand for numerical solutions of different schemes in different subsections if there is no confusion. We consider its corresponding continuous version as before. For t ∈ (t k , t k+1 ], ⌊t⌋ n := t k and for t = 0, ⌊t⌋ n := 0. Then the continuous version of (3.5) is 
Proof. Similar to the proof of Lemma 3.2.
Lemma 3.6. Let β and β
, z β ′ ,n are all finite for any l ∈ {1, · · · , d}, n ∈ N + , then for any w ≥ 2, s = ⌈s⌉ n and t = ⌈t⌉ n ,
where
. Taking α such that α < β ′ and β + α > 1, we first estimate the left fractional Weyl derivative of Φ:
For the first term,
For the second term, we decompose Φ r − Φ u into
We analyze each of them by
Combining Lemma 3.5 and arguments in Lemma 3.3, we conclude the proof.
Proof. Take s = ⌈s⌉ n and t = ⌈t⌉ n . Lemma 3.6 yields
Dividing both sides by (t − s) β , we have
When t − s = N 1 , considering the choice for N 1 , we get
Remark 3.7. Note that Fernique's lemma shows that X N β L p (Ω)
< ∞ for any p ≥ 1 and N ∈ N + (see also [22, Lemma 7.4 
]).
4. Strong convergence rate 4.1. Runge-Kutta methods. We derive the conditions for coefficients of RungeKutta methods whose strong convergence rate is 2H − . For simplicity, we omit the range of indices in summations if there is no confusion.
For the first term, the Taylor expansion yields
For the second term, fix any t = ⌈t⌉ n , we have 
where ∂ q denotes the partial differential operator with respect to the q-th variable.
Since (3.4) implies
we propose the first condition that . More precisely, there exists a constant C independent of n such that
where h = T n and Y n t is defined by (3.4) . Proof. Notice that condition (4.5) ensures the expression of R lead in the form of (4.3). Then Lemma 2.3 and Lemma 2.4 combined with Proposition 3.2 lead to
Similarly, based on (2.3), we have
Next, for the estimate of L t , recall that
We introduce two linear equations defined through S l s . Let matrices Λ n and Γ n satisfy the linear equations:
where I ∈ R m×m denotes the identity matrix. Using the chain rule, we know that Λ n Γ n = I. Applying Proposition 3.2, Remark 3.7 and [11, Lemma 3.
For the first term, combining the definitions of Y n t and R t , we have
By the Taylor expansion and the property of Young's integral (see e.g. [15, 25] ), for any For the third term, combining the definitions of Γ n t and R t , we know that it contains the 3rd-level iterated integrals of X, so it follows from [12, Proposition 12] For the fourth term, using similar arguments as the first one, we have If t k ≤ s < t ≤ t k+1 , it holds that ) .
Therefore, for any 0 ≤ s < t ≤ T and q ≥ 1, we obtain |t − s| 1+qα dsdt ≤ C.
We complete the proof.
Remark 4.2. If V = (V 1 , V 2 ) or V satisfies the following commutative condition
Numerical experiments
In this section, we give an example to verify our main theorems. Consider . We compare the following three numerical schemes: simplified step-2 Euler scheme and two Runge-Kutta methods with coefficients expressed in the Butcher tableaus below . In other words, the first Rung-Kutta method is the implicit midpoint scheme, which is a symplectic method, and the second one is a 4-stage explicit Kutta method. They both satisfy condition (4.5). From Theorems 4.1 and 4.4, we have the maximum mean-square convergence rate is 2H − 
