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Abstract—Sampling is classically performed by recording the
amplitude of the input at given time instants; however, sampling
and reconstructing a signal using multiple devices in parallel
becomes a more difficult problem to solve when the devices have
an unknown shift in their clocks.
Alternatively, one can record the times at which a signal (or
its integral) crosses given thresholds. This can model integrate-
and-fire neurons, for example, and has been studied by Lazar
and To´th under the name of “Time Encoding Machines”. This
sampling method is closer to what is found in nature.
In this paper, we show that, when using time encoding
machines, reconstruction from multiple channels has a more
intuitive solution, and does not require the knowledge of the
shifts between machines. We show that, if single-channel time
encoding can sample and perfectly reconstruct a 2Ω-bandlimited
signal, then M -channel time encoding can sample and perfectly
reconstruct a signal with M times the bandwidth. Furthermore,
we present an algorithm to perform this reconstruction and
prove that it converges to the correct unique solution, in the
noiseless case, without knowledge of the relative shifts between the
machines. This is quite unlike classical multi-channel sampling,
where unknown shifts between sampling devices pose a problem
for perfect reconstruction.
Keywords—Bandlimited signals, sampling methods, signal recon-
struction.
I. INTRODUCTION
Almost all current sampling theories represent a signal using
(time, amplitude) pairs. However, this is quite different from
the way encoding is done in nature, where processes have
undergone millions of years of evolution. More precisely,
when a neuron takes an input, it outputs a series of action
potentials—the timings of which encode the original input.
In this paper, we consider time encoding. The output of a
time encoding machine (TEM) [1] is not a series of (time,
amplitude) pairs as in classical sampling, but rather a series
of signal-dependent time points, which is reminiscent of the
output of spiking neurons. The resemblance is highlighted in
Fig. 1 where we depict the outputs of three different encoding
schemes: encoding using classical sampling, using a leaky
integrate-and-fire neuron and using a time encoding machine.
Classical sampling and reconstruction has been revisited
frequently with extensions proposed along two axes: the sam-
pling setup and the signal class. For example, the traditional
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Shannon-Nyquist-Kotelnikov sampling setup [2,3] has been
extended to setups where samples are irregularly spaced in
time [4,5], and where samples are taken at unknown loca-
tions [6,7], among others. On the other hand, reconstructibility
results have been established for multiple signal classes, from
bandlimited signals [2], to signals in general shift-invariant
subspaces [8], and signals of finite rate of innovation [9,10].
In short, classical sampling is well established and under-
stood. Nonetheless, transitioning to a time encoding paradigm
presents additional advantages.
On the one hand, time encoding can help us to better
understand biology. Time encoding machines can be made
to resemble biological neurons to different degrees. Here, we
study perfect integrators that reset once a threshold is reached,
but one can also investigate encoding and decoding using leaky
integrate-and-fire neurons with refractory periods [11] or even
Hodgkin Huxley neurons [12] for more biological resemb-
lence. One can then hope that understanding time encoding
can help to better understand the neural code. Moreover, and
perhaps more practically, neural networks are often constructed
using spiking neurons [13]. Then, understanding the basic
components in spiking neural networks can help us understand
their functioning and their constraints, as well as understand
how to better take advantage of neuromorphic hardware [14].
On the other hand, time encoding can help us to im-
prove man-made systems. In fact, time encoding can help
us in designing higher-precision sampling hardware as high-
precision clocks are more readily available than high-precision
quantizers [1]. It can also help in reducing power consumption.
It has been shown that single-channel time encoding has
similar capabilities as traditional sampling: with time encoding,
one can sample and reconstruct bandlimited signals [1,15,16]
as well as signals with finite rate of innovation [17]. Here, we
will show that time encoding also provides an advantage over
classical sampling when it comes to multi-channel encoding.
Indeed, we show that, in time encoding, reconstruction from
multi-channel sampling with unknown initial conditions is no
harder than reconstruction using single-channel sampling. This
is not the case in classical sampling.
In this paper, we study multi-channel time encoding, where a
bandlimited signal is input to M > 1 time encoding machines
that generate different outputs because of a shift in their
integrator values. To make the analogy with neuroscience, it
seems intuitive (at least from advances in machine learning),
that multiple neurons can encode a signal better than one. Here,
we would like to quantify this improvement when using TEMs
which resemble neurons with perfect integrators.
Multi-channel encoding has been studied in the classical
sampling setup by Papoulis who showed that a bandlimited
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2Fig. 1: Encoding of the same signal using different encoding modalities: (a) a classical sampler, (b) a leaky-integrate and fire
(LIF) neuron, and (c) a time encoding machine. In (a) the signal is convolved with a kernel g(t), commonly assumed to be a sinc
function if the input signal is bandlimited for example, and then sampled every T seconds. The output is then a series of equally
spaced (time, amplitude) pairs. In (b), we assume that the signal is injected as a current into a spiking leaky-integrate-and-fire
neuron following the model described in [18] and implemented using a spiking neural network simulator called Brian [19]. The
recorded output is the outgoing current which exhibits a series of action potentials, or spikes. In (c), the signal is input to a time
encoding machine, as will be described in Section II, and the output is a series of signal-dependent trigger times. Notice how,
in both (b) and (c), the output spike streams are denser when the signal is stronger and sparser when the signal is weaker.
signal can be reconstructed from its samples from M channels
using 1/M the sampling rate [20]. Along similar lines, Lazar
et al. considered multi-channel TEMs, where the channel is
prefiltered with a linearly independent filter before time en-
coding [11,21]. To reconstruct, each channel is independently
decoded reproducing that channel’s post-filtered continuous-
time signal and, finally, these are combined to reproduce the
original signal.
In this paper, we suggest a setup without any prefiltering of
the signal, where improved reconstruction relies on different
time encoding machines having different outputs because of
different and unknown configurations. We presented prelim-
inary work on this topic in [22]. Here, we present a more
intuitive algorithm, with an improvement on the maximum
bandwidth that can be perfectly reconstructed.
More precisely, we show that, if a bandlimited signal with
bandwidth Ω can be reconstructed using one TEM, then,
using a Projection onto Convex Sets (POCS) algorithm, a
bandlimited signal with bandwith MΩ can be reconstructed
from M TEMs with the same parameters, as long as the
machines are shifted with nonzero shifts. We also show that
the reconstruction algorithm and conditions do not require
the knowledge of the shifts, as long as these are nonzero.
This is an important improvement over [22], where we only
showed that this bound could be achieved if shifts between the
machines were equally spaced, which is not easy to achieve
in practice. The bound we propose here generalizes to all shift
configurations.
3Fig. 2: Circuit of a time encoding machine with input x(t) and
parameters κ, δ and b, where κ is the integrator constant, δ is
a threshold above which a spike is triggered and b is a positive
bias added to the signal.
II. SINGLE-CHANNEL TEM
A. Time Encoding Definition
There are different variations of time encoding [1,11,23,24],
but we consider the case where a time encoding machine
(TEM) acts like an integrate-and-fire neuron with a perfect
integrator and no refractory period1.
Definition 1. A time encoding machine (TEM) with param-
eters κ, δ, and b takes an input signal x(t), adds to it a bias
b, and integrates the result, scaled by 1/κ, until a threshold δ
is reached. Once this threshold is reached, a time is recorded,
the value of the integrator resets to −δ and the mechanism
restarts. We say that the machine spikes at the integrator reset
and call the corresponding recorded time tk a spike time.
Figure 2 depicts the circuit of a TEM and Fig. 3 provides
an example of how an input generates its output.
Note how our definition of a sample has changed. In
traditional sampling, a sample denoted a (time, amplitude)
pair, whereas here, a sample denotes a spike time. We use the
terminology “spike time”, to keep the analogy with integrate-
and-fire neurons which produce responses by emitting action
potentials. These action potentials have a fixed shape and
amplitude2, so the relevant information in a neuron’s output
lies in the timing of these action potentials, or spikes.
B. Iterative Reconstruction of Bandlimited Signals
Results on signal reconstruction from the output of a TEM
have been obtained for cases where the input is a c-bounded,
2Ω-bandlimited signal.
Definition 2. A signal is 2Ω-bandlimited and c-bounded if its
Fourier transform is zero for |ω| > Ω and |x(t)| < c where
c ∈ R.
In [1], it is shown that such a signal can be perfectly
reconstructed from the samples obtained from a TEM with
parameters κ, δ, and b if, b > c and
Ω <
pi (b− c)
2κδ
. (1)
1Note that this is slightly different from the definition provided in [1].
2There are two types of action potentials: the all-or-none action potential
has a fixed amplitude, whereas the graded action potential can have a varying
amplitude. The integrate-and-fire model assumes that action potentials are all-
or-none, and not graded, although graded action potentials can also be found
in biology.
Fig. 3: Processing of a signal as it goes through the different
stages of a time encoding machine. From top to bottom, we
have: the input signal, the result of the bias addition, the result
of the integration and the spike stream output.
The reconstruction algorithm uses the spike times tk to
compute integrals of the original signal. Indeed, if x(t) is our
input signal and {tk, k ∈ Z} is the set of spike times recorded
by our TEM, then we can compute∫ tk+1
tk
x(u) du = 2κδ − b (tk+1 − tk) , (2)
where tk and tk+1 are any two consecutive trigger times. Now,
let A be the following reconstruction operator:
Ax(t) =
∑
k∈Z
∫ tk+1
tk
x(u) du g(t− sk), (3)
where sk = (tk + tk+1) /2 and g(t) = sin(Ωt)/(pit). One can
then estimate x(t) iteratively by setting
x0 = Ax, (4)
xl+1 = xl +A (x− xl) . (5)
To prove that the reconstruction algorithm converges if (1)
is satisfied, one requires a bound on the separation between
spike times: we recall that |x(t)| ≤ c, which, when substituted
into (2), yields
−c (tk+1 − tk) ≤ 2κδ − b (tk+1 − tk) ,
tk+1 − tk ≤ 2κδ
b− c . (6)
Then, one can use Bernstein and Wirtinger’s inequalities
(Lemmas 8 and 9 of Appendix A) to prove convergence of the
algorithm described in (3)-(5). In short, it is shown in [1] that
the given algorithm can perfectly reconstruct a c-bounded, 2Ω-
bandlimited signal from the samples of a TEM with parameters
κ, δ and b, given that c < b and Ω satisfies (1).
Notice that this result imposes a Nyquist-like constraint on
the bandwidth: (1) requires a bandwidth which is inversely
4proportional to the separation between spike times. Recon-
struction of the original signal is then very similar to the
reconstruction of a bandlimited signal sampled with irregularly
spaced amplitude samples [4].
C. Matrix Formulation of Bandlimited Signal Reconstruction
In [1], Lazar et al. also obtain a closed-form matrix for-
mulation for the above recursive algorithm. First, let G be the
operator defined as
Gy =
∑
k∈Z
ykg(t− sk),
where sk = (tk + tk+1) /2 and g(t) = sin(Ωt)/(pit) as before.
In addition, define
q =
[∫ tk+1
tk
x(u) du
]
k∈Z
,
and
H = [H`k]`,k∈Z =
[∫ t`+1
t`
g(u− sk) du
]
`,k∈Z
.
Then, one can write x(t) = GH+q where H+ is the pseu-
doinverse of H. We refer the reader to [1] for a proof.
We have covered the main results established in [1] and
now wish to reformulate the reconstruction algorithm from
the perspective of projections onto convex sets. We will later
use this perspective to present a solution for multi-channel
sampling and reconstruction.
III. SINGLE-CHANNEL TEM: A POCS PERSPECTIVE
We wish to reach a more intuitive interpretation of the
recursive algorithm presented above, to adapt it to new, poten-
tially more complex scenarios. Let A1 be our time encoding
machine, and let A be defined as in (3); we can rewrite it as
follows:
Ax(t) =
(∑
k∈Z
∫ tk+1
tk
x(u) du δ(t− sk)
)
∗ g(t),
= Bx(t) ∗ g(t), (7)
where B is defined as
Bx(t) =
∑
k∈Z
∫ tk+1
tk
x(u) du δ(t− sk). (8)
By recursion, we can show that x`(t), as defined in (4)
and (5), is bandlimited with bandwidth 2Ω at every iteration
`. Therefore,
x`+1 = x` ∗ g + B (x− x`) ∗ g,
= (x` + B (x− x`)) ∗ g.
Recall that g(t) = sin(Ωt)/(pit).
We can thus divide the computation of xl+1 into two steps:
x`+1 = PΩ (PA1 (x`)) , (9)
where
PA1y(t) = y(t) + B(x(t)− y(t)), (10)
and
PΩy(t) = y(t) ∗ g(t). (11)
Letting CΩ be the space of 2Ω-bandlimited fucntions, we
have the following two lemmas.
Lemma 1. PΩ is a projection operator onto CΩ.
Proof: See Appendix B.
Lemma 2. CΩ is convex.
Proof: See Appendix B
As for PA1 , we can substitute (8) into (10), yielding
PA1y(t) = y(t) +
∑
k∈Z
∫ tk+1
tk
[x(u)− y(u)] du δ(t− sk).
(12)
We thus see that the operator depends on the spike times
tk emitted by a TEM with input x(t). In words, this op-
erator adds a Dirac to y(t) at the midpoint sk of each
interval [tk, tk+1]. The amplitude of these Diracs is such
that
∫ tk+1
tk
PA1 (y(u)) du =
∫ tk+1
tk
x(u) du, ∀k; i.e., the
projected signal agrees with the measurements.
Now, let CA1 be the space of functions y(t) satisfying∫ tk+1
tk
y(u) du =
∫ tk+1
tk
x(u) du, ∀k ∈ Z.
Lemma 3. PA1 is a projection operator onto CA1 .
Proof: See Appendix B.
Lemma 4. CA1 is convex.
Proof: See Appendix B
Since both PA1 and PΩ are projection operators ontoCA1 and CΩ respectively, the entire iterative reconstruction
algorithm then consists of alternately projecting onto two sets,
each being convex.
We have thus shown that our reconstruction algorithm
for single-channel time encoding consists of an alternating
projection onto convex sets (POCS) algorithm [25]–[27].
Definition 3. The projection onto convex sets (POCS) method
assumes that the element we are looking for lies in the
intersection of N known convex sets, C1, C2, · · · , CN , and
proceeds by alternately projecting on each of them using
operators P1,P2, · · · ,PN .
The POCS algorithm is known to converge to a fixed point
which lies in the intersection of the sets at hand
⋂N
i=1 Ci [26].
Thus, if the intersection of the sets consists of a single element,
then the algorithm converges to the correct solution.
Adopting a POCS interpretation of our algorithm allows us
to directly deduce that the algorithm converges to a fixed point
in the intersection of the sets of 2Ω-bandlimited functions,
and functions which generate the spike times of the TEM.
The fact that the fixed point is unique and that it is indeed
the original signal is guaranteed by the proof provided in [1],
which relies on the maximal separation between spike times,
and Bernstein’s and Wirtinger’s inequalities. Uniqueness can
also be proven in a similar fashion to our proof in Section IV-C.
5IV. M-CHANNEL TEM
A. M-Channel TEM Definition
First let us define an M -channel time encoding machine.
Definition 4. An M -channel time encoding machine consists
of M single-channel TEMs A1,A2, · · · ,AM , with parameters
κ, δ and b, and which spike in this order A1,A2, · · · ,AM , i.e.
t
(i+1)
k−1 < t
(i)
k < t
(i+1)
k ∀k, ∀i = 1 · · ·M − 1, (13)
t
(1)
k < t
(M)
k < t
(1)
k+1 ∀k, (14)
where
{
t
(i)
k , k ∈ Z
}
is the set of spike times emitted by TEM
Ai.
Equations (13) and (14) force a strict order of the spike times
on the M machines, i.e. all machines have different outputs.
At first glance, it seems strange that TEMs with the same
parameters would have different outputs, but this occurs when
there are nonzero integrator shifts between the channels.
Definition 5. M TEMs have integrator shifts α1, α2, · · · , αM
if, for the same input x(t), and for any time t, the outputs of
the integrators y1(t), y2(t), · · · , yM (t) satisfy
yi+1(t) = (yi(t) + αi) mod 2δ, i = 1 · · ·M − 1 (15)
y1(t) = (yM (t) + αM ) mod 2δ. (16)
Here,
∑
i αi = 2δ.
Figure 4 shows an example of 2-channel time encoding.
We pass an input signal through the two single-channel TEMs
(with nonzero integrator shifts) and record the output of each
integrator. Notice how the integrator values are always shifted
by the same amount (modulo 2δ). In contrast, if the integrator
shifts between the two channels were zero, the output of both
integrators would match at all time points. However, in the
example presented, the integrators are shifted by a nonzero
amount. Therefore, as the spike times are generated at the
integrator reset, the TEMs are guaranteed to spike at different
times.
Given the ordering enforced by the nonzero integrator shifts,
as made explicit in (13) and (14), the spike times of all TEMs
are distinct. In other words, there exists no combination of k,
`, i and j such that
So far, we have assumed that our signals have infinite
support, and that our TEM samples the signal for infinite
time. In practice, however, a TEM would start recording a
signal at a certain time tstart and stop recording at tend.
In these scenarios, integrator shifts can be well defined and
implemented.
Indeed, these integrator shifts will result from different
initial conditions on the integrators of the TEMs at tstart. For
example, assume TEMs A1 and A2 start integrating at the
same time tstart with initial values y1(tstart) and y2(tstart),
respectively. Then TEM A2 will always lead TEM A1 by
α1 = y2(tstart)− y1(tstart).
More practically, an integrator is represented in circuitry by
an operational amplifier coupled with a resistor and capacitor,
as seen in Fig. 5. This capacitor can be charged with a
Fig. 4: Output of the integrators of two TEMs with nonzero
shifts. We assume both TEMs have a threshold δ = 2 and
that TEM A2 is leading TEM A1 by α1 = 0.75. This means
y2(t) = y1(t)+α1 mod 2δ, ∀t. We plot, from top to bottom:
The original signal input to the machines, the output of the
integrator of each machine (yi(t) corresponding to the output
of the integrator of TEM Ai), and the difference between the
outputs of the two machines.
Fig. 5: The circuit of an integrator comprises of an operational
amplifier, a resistor R and a capacitor C in this configuration.
The circuit does not provide a perfect integrator as we require
in our model but it serves a good approximation of it and
allows the implementation of our setup in hardware. An
analysis of time encoding using leaky integrators such as this
one is presented in [21].
certain voltage before the input is fed into the circuit. This
initial charge of the capacitor can practically implement the
initial value of the integrator. Therefore, having different initial
charges on the capacitors of each machine would lead to
nonzero integrator shifts.
However, we recall that our setup assumes a perfect integra-
tor and infinite time support. The initial conditions formulation
in this section serves as a more intuitive explanation of how
integrator shifts arise, and as a practical explanation of where
these shifts come from, in hardware.
6B. Convergence of M-Channel Reconstruction using POCS
We use the POCS formulation to devise a reconstruction
algorithnm for multi-channel time encoding, thus extending
the result found in [1] to the case where x(t) is sampled using
multiple independent time encoding machines.
In [22], we presented an algorithm that could reconstruct
2Ω-bandlimited signals from an M -channel TEM if
Ω <
pi(b− c)
2κα¯
. (17)
Here, α¯ = maxi=1···M αi depends on the shifts between the
machines. In this scenario, we reached the maximal possible
bandwidth if the machine integrators were spaced in such a
way that α¯ = αi = 2δ/M, ∀i = 1 · · ·M . Then, the bandwidth
could improve by a factor of M compared to the single channel
case.
In this paper, we want to show that, in the M -channel case,
the improvement on Ω is always M -fold, regardless of the
spacing between the machines’ integrators, as long as this
spacing is nonzero.
To do this, we will design an algorithm that reconstructs
an input from its M -channel spiking output and provide
conditions for its convergence. We use as inspiration the POCS
intepretation of the single-channel reconstruction algorithm.
The POCS method can guarantee convergence onto a fixed
point by alternately projecting onto convex sets. The averaged
projection method works similarly.
Definition 6. The averaged projections method assumes that
we have N convex sets C1, · · · , CN with corresponding projec-
tion operators P1, · · · ,PN and that we compute an estimate
of x at iteration `+ 1 by taking
x`+1 =
1
N
N∑
i=1
Pi (x`) . (18)
This algorithm can be reduced into an alternating projection
algorithm and therefore also converges to a fixed point in the
intersection of the sets.
We design an algorithm for reconstructing 2Ω-bandlimited
signals from the encoding of more than one TEM. The
algorithm will converge to a fixed point in the set of solutions
that can produce the different time encodings. We will later
find conditions on Ω that are sufficient for this set of solutions
to consist of a single element, so that our algorithm converges
to the unique and desired solution. First, let us explain the
algorithm.
Let A1,A2, · · · ,AM be our M time encoding machines,
and let
{
t
(i)
k , k ∈ Z
}
be the spike times emitted by machine i,
i = 1 · · ·M , when the input is x(t)—a 2Ω-bandlimited signal
such that |x(t)| < c, for some c ∈ R.
Then, let Ai be the reconstruction operator associated with
machine i, so that
Aix(t) =
∑
k∈Z
∫ t(i)k+1
t
(i)
k
x(u) du g
(
t− s(i)k
)
. (19)
Fig. 6: Multi-channel time encoding and decoding pipeline.
In Practice, the TEMs are initialized with some initial value
of their integrators yi(tstart) and the integrator shift between
two machines Ai and Ai+1 is αi = yi+1(tstart) − yi(tstart)
mod 2δ, for 1 < i < M (the shift between machines AM and
A1 is αM = y1(tstart) − yM (tstart) mod 2δ). The output
streams of the different machines can be combined into one
before being fed into a single decoding machine because of
the perfect ordering of the spikes provided in (13) and (14).
Then, define a new reconstruction operator
A1···M = 1
M
M∑
i=1
Ai (20)
and recursively estimate x(t) by setting
x0 = A1···Mx, (21)
x`+1 = x` +A1···M (x− x`) . (22)
This algorithm is equivalent to taking alternating projections
on the set CΩ and the sets CAi , where CΩ denotes the set
of 2Ω-bandlimited functions and each CAi denotes the set of
functions that could have potentially generated the spike times
of machine Ai. All of these sets are convex by Lemmas 2
and 4.
The algorithm then converges to a solution that is
2Ω-bandlimited and that can generate the spike times{
t
(i)
k , k ∈ Z
}
, ∀i = 1 · · ·M . Note that this algorithm does
not require knowing the shifts αi between the integrators of
the machines, it only requires knowing the parameters κ, δ and
b of the machines.
So far, we have only shown that the algorithm converges
to a fixed point that satisfies 2Ω-bandlimitedness and is con-
sistent with the spike times generated by all machines Ai,
i = 1 · · ·M .
In the next section, we show that this solution is unique
(and is thus the originally sampled signal), if the signal is 2Ω-
bandlimited where
Ω <
Mpi(b− c)
2κδ
. (23)
We recall that M is the number of machines, κ, δ and b are
the parameters of the individual machines and c is the bound
on the input signal x(t), i.e |x(t)| < c. Before we proceed to
prove uniqueness, we show, in Fig. 7, a reconstruction example
7Fig. 7: (Top) Reconstruction of a signal from its time encoding,
using one channel. (Middle) Reconstruction of the same signal
from its time encoding using two channels with integrators
shifted by an unknown value. (Bottom) Reconstruction error
when using outputs of 1-channel TEM and 2-channel TEM.
demonstrating that the algorithm we suggested for the M -
channel case can reconstruct a wider range of signals than
is possible in the single channel case.
C. Uniqueness of M-Channel Reconstruction using POCS
We have presented an algorithm which converges to a fixed
point in the intersection of the CAi ’s with CΩ; we now wish to
pinpoint sufficient conditions for this intersection to be unique.
Assume the input signal, x(t), is a 2Ω-bandlimited signal
in L1(R)3. We wish to find an estimate of it, which we
denote xˆ(t), using the output splike times of M time encoding
machines. By applying the algorithm we described in (20)-
(22), xˆ(t) = lim`→∞ x`(t) will be a fixed point in the
intersection of the sets CAi with CΩ, so xˆ(t) will lie in every
one of the CAi ’s. This means that for every i = 1 · · ·M ,
∫ t(i)k+1
t
(i)
k
xˆ(u) du =
∫ t(i)k+1
t
(i)
k
x(u) du, ∀k ∈ Z. (24)
Let us denote X(t) =
∫ t
−∞ x(u) du and Xˆ(t) =∫ t
−∞ xˆ(u) du. Then it follows that X(t
(i)
k+1) − X(t(i)k ) =
Xˆ(t
(i)
k+1)− Xˆ(t(i)k ),∀k ∈ Z.
Lemma 5. X(t(i)k ) = Xˆ(t
(i)
k ), ∀ k ∈ Z, ∀i = 1 · · ·M.
3A signal x(t) is in L1(R) if ‖x(t)‖1 =
∫
R |x(u)| du <∞.
Proof:
X(t
(i)
k )
(a)
=
∫ t(i)k
−∞
x(u) du
(b)
= lim
k→∞
k−1∑
`=−∞
(
X(t
(i)
`+1)−X(t(i)` )
)
(c)
= lim
k→∞
k−1∑
`=−∞
(
Xˆ(t
(i)
`+1)− Xˆ(t(i)` )
)
(d)
=
∫ t(i)k
−∞
xˆ(u) du
(e)
= Xˆ(t
(i)
k ), ∀k ∈ Z,
where equalities (a) and (e) follow from the definitions of
X(t) and Xˆ(t), respectively, (b) and (d) follow from x(t)
and xˆ(t) being in L1(R), and (c) follows from the fact that
X(t
(i)
k+1) − X(t(i)k ) = Xˆ(t(i)k+1) − Xˆ(t(i)k ),∀k ∈ Z. So X(t)
and Xˆ(t) match at all t(i)k , k ∈ Z, i = 1 · · ·M .
Lemma 6. The integrals X(t) and Xˆ(t) are both 2Ω-
bandlimited.
Proof: The original signals x(t) and xˆ(t) are both 2Ω-
bandlimited, and, since they are also in L1(R), they have zero
mean. Taking the integrals of these signals corresponds to a
division by jω in the frequency domain, where ω denotes the
frequency, so the frequency content of X(t) and Xˆ(t) remains
concentrated in [−Ω,Ω].
Therefore, X(t) and Xˆ(t) are two 2Ω-bandlimited functions
which coincide at time points t(i)k , ∀k ∈ Z, ∀i = 1 · · ·M . In
other words, if both X(t) and Xˆ(t) are sampled at the t(i)k ’s,
their samples would have the same values.
Let us combine and order all spike times from the machines
into one set
{
t˜k, k ∈ Z
}
. To show that these samples are
sufficient to ensure that X(t) and Xˆ(t) match, we use a
result from Jaffard. In [5], he proved that a sampling sequence
{tk, k ∈ Z} generates a frame for CΩ if and only if {tk, k ∈ Z}
is relatively separated and
lim inf
r→∞
n(r)
r
>
Ω
pi
, (25)
where n(r) is the number of samples in an interval of length
r.
This finding provides conditions for irregular (time, ampli-
tude) samples to completely characterize a bandlimited signal:
the sample set has to be relatively separated, and the average
sampling rate needs to be higher than the Nyquist rate.
Requiring that the sampling set be relatively separated is
a technical condition which ensures a minimum separation
between sample times. In Appendix B, we formally define it
(Definition 7) and show that the sampling set
{
t˜k, k ∈ Z
}
is
relatively separated (Lemma 10). On the other hand, to help us
prove that the Nyquist-like condition is satisfied, the following
lemma provides us with a lower bound on the average sampling
rate of our spike times
{
t˜k, k ∈ Z
}
.
8Lemma 7. The sampling set
{
t˜k, k ∈ Z
}
has an average
sampling rate which is at least M(b− c)/(2κδ).
Proof: Spike times have a maximal separation between
them defined by (6). According to this bound, every ma-
chine produces a sampling set
{
t
(i)
k , k ∈ Z
}
where two spike
times have a separation of at most 2κδ/(b − c). Therefore,
the sampling rate n(r)/r is at least (b − c)/2κδ, for any
r ∈ R . Therefore, the average sampling rate of a machine
lim infr→∞ n(r)/r is at least (b− c)/2κδ. Since all machines
fire at distinct time points (because the shifts between them are
nonzero), together, they have an average sampling rate which
is at least M(b− c)/2κδ.
It follows that the samples emitted by the TEMs are suf-
ficient to determine uniqueness for a 2Ω-bandlimited signal,
provided that Ω satisfies (23).
Hence, a signal X(t) which is 2Ω-bandlimited, with Ω
satisfying (23), is uniquely defined by the samples provided
by a M -channel TEM with parameters κ, δ and b and input
x(t), such that |x(t)| ≤ c < b and x(t) ∈ L1(R). Therefore,
X(t) and its estimate Xˆ(t) match exactly, and as x(t) and
xˆ(t) are their respective derivatives, they are also completely
characterized by the samples and match exactly. So our recon-
struction using this multi-channel time decoding algorithm is
perfect in the noiseless case.
Our findings are summarized into the following theorem:
Theorem 1. Assume x(t) is a 2Ω-bandlimited signal in L1(R)
that is bounded such that |x(t)| ≤ c. If x(t) is passed through
M TEMs with parameters κ, δ and b, such that b > c, the
shifts αi, i = 1 · · ·M between the TEMs are nonzero and
Ω <
Mpi(b− c)
2κδ
,
then if one estimates x`(t) recursively by applying (19)-(22),
lim
l→∞
x`(t) = x(t). (26)
We have thus shown that using M time encoding machines
to encode a 2Ω-bandlimited signal x(t) allows a bandwidth Ω
which is M times larger than in the single channel case, no
matter how the shifts between the machines are configured, as
long as they are all nonzero. As already stated, we had shown
in [22] that the bandwidth could become M times larger, but
only if the machines were configured in such a way that their
integrators had equally spaced values. In other words, if we
denote yi(t) to be the value of the integrator of machine i,
then we required, ∀i = 1 · · ·M − 1,
αi = yi+1(t)− yi(t) = 2δ/M. (27)
Configuring the integrator shifts between two machines is
not easy (somewhat like synchronizing the clocks of different
channels in classical sampling). Therefore, achieving maximal
information gain becomes a harder feat. Here, we have shown
that the bandwidth improvement by a factor of M is actually
independent of the αi’s, as long as these are nonzero, and that
the reconstruction algorithm does not require the knowledge
of the αi’s.
The strength of this algorithm lies in its simplicity. We have
M TEMs with integrators that are shifted with respect to each
other by some shifts αi, and if the set of αi’s changes, the spike
outputs of the machines change. However, this algorithm does
not require knowledge of the shifts, it only operates on the
spike times generated by the machine. Moreover, labelling of
spike times according to the machine they come from is not
necessary. TEMs are shifted with respect to each other by αi,
so the order of spiking of the machines is fixed: we will always
have spikes coming from TEM A1,A2, · · · ,AM ,A1,A2, · · · .
Therefore, the algorithm operates on a model as depicted in
Fig. 6, and is still able to disentangle spike streams.
D. Closed Form Solution
The iterative algorithm that we have described can be
reformulated to obtain a closed form solution for the problem.
First, let
{
t˜k, k ∈ Z
}
denote the set of combined and
ordered spike times from all machines A1, · · · , AM . Now
define
G˜y =
∑
k∈Z
ykg(t− s˜k), (28)
where s˜k =
(
t˜k + t˜k+M
)
/2.
Also define
q˜ =
[∫ t˜k+M
t˜k
x(u) du
]
k∈Z
,
and
H˜ =
[
H˜`k
]
`,k∈Z
=
[∫ t˜`+M
t˜`
g(u− s˜k) du
]
`,k∈Z
.
Then, one can show by induction that x`, as defined in (20) -
(22), can be expressed as
x` = G˜
∑`
k=0
(
I− H˜
)k
q˜. (29)
Now we note that lim`→∞
∑`
k=0
(
I− H˜
)k
= H˜+,
where + denotes a pseudo-inverse. Therefore, a closed form
solution for reconstructing x(t) under the same conditions as
the ones posed in Theorem 1 is
xˆ(t) = G˜H˜+q˜. (30)
V. SIMULATIONS
A. Result Validation
We use the closed form solution of our reconstruction
algorithm to run simulations that validate Theorem 1. In
Fig. 8, we randomly generate one hundred 2Ω-bandlimited
signals, for each value of Ω = pi, 2pi, · · · , 20pi. We provide
the reconstruction error when using M = 1 · · · 10 channels
with the same parameters κ, δ and b to sample and reconstruct
the signals. The channels are constructed with equally spaced
shifts, i.e. for an M -channel TEM, the integrator shifts are
αi = 2δ/M, ∀i = 1 · · ·M . Note how reconstruction is
9Fig. 8: Error of time encoding reconstruction when M =
1 · · · 10 channels with equally-shifted integrators encode a
signal as its bandwidth varies. The mean-squared error is
averaged over one hundred trials and plotted as a function
of the bandwidth and the number of samples.
successful for a wider bandwidth as the number of machines
increases, and how the bound on the bandwidth increases
linearly with the number of machines used. Note that all
signals are normalized to have a power of 1 so that the
reconstruction error is a comparable and meaningful metric.
To show that this M -fold improvement on the bound for
the bandwidth is independent of the value of the shift, we
evaluate the reconstruction error when signals are sampled
using 2-channel TEMs with different values for the shift.
In Fig. 9, we again simulate one hundred 2Ω-bandlimited
signals where Ω now varies between pi/4 and 15pi, and plot
the averaged reconstruction error for 2-channel decoding, as
well as the averaged reconstruction error for single-channel
decoding. Notice how the reconstruction is successful for wider
ranges of the bandwidth in the 2-channel case, compared to the
single-channel case, and how different values of the integrator
shifts between the two channels do not affect this region of
success.
B. Problem Ill-Conditioning for Small Shifts
We have shown that, in theory, the condition we placed
in (23) is sufficient for the reconstruction algorithm to converge
no matter the shifts between the integrators of different ma-
chines. Moreover, Fig. 9 verified this result for a few values of
the integrator shifts. Intuitively, however, the problem should
become more ill-posed as the shifts approach zero.
To investigate this, we evaluate the performance of two-
channel time encoding and decoding as the shifts between the
channels approach zero. We randomly generate one hundred
2Ω-bandlimited signals, where Ω varies between pi/4 and 16pi.
These signals are then encoded and decoded using two-channel
TEMs with fixed parameters κ, δ and b and with varying shift
Fig. 9: Error of time encoding reconstruction, when using a
single channel (blue), and when using 2 channels with different
spacing configurations (orange, green, red). The mean-squared
error is averaged over two hundred trials and plotted as a
function of the bandwidth. When we denote a shift to have
value α, TEM A2 has its integrator α ahead of TEM A1
(modulo 2δ) and consequently, TEM A1 has its integrator
2δ−α ahead of TEM A2 (modulo 2δ). The closer the shift is
to δ, the more equally spaced the samples are expected to be.
α. We then estimate the reconstruction success by computing
the reconstruction error.
Figure 10 is essentially a two dimensional version of the plot
in Fig. 9 which investigates smaller shifts. As the integrator
shift approaches zero, the outputs of the two channels of the
TEM start to resemble each other more and more, so our two-
channel encoding starts to resemble single-channel encoding.
Therefore, we also include, in Fig. 10 the reconstruction error
of a single-channel TEM, to compare it to the result obtained
with two-channel encoding with very small shift.
VI. CONCLUSION
We have studied multi-channel time encoding of 2Ω-
bandlimited signals, proposed an algorithm for reconstructing
an input signal from its samples, and provided sufficient
conditions on Ω for the algorithm to converge to the correct
solution. We have shown that if a TEM machine can perfectly
encode a 2Ω-bandlimited signal, then M TEMs with the same
parameters and with shifts in their integrators can perfectly en-
code a 2MΩ-bandlimited signal. The reconstruction algorithm
is then based on a projection onto convex sets method.
The improvement on bandwidth that we found is indepen-
dent of the value of the shifts between the machine integrators,
as long as these shifts are nonzero. We have also shown that
the knowledge of the relative shifts between the machines is
not necessary for reconstruction to be possible. This is not the
case in similar setups of multi-channel encoding in the classical
sampling scenario where an unknown shift makes the inverse
problem more difficult to solve.
APPENDIX A
PREVIOUS RESULTS
Lemma 8 (Bernstein’s inequality). If x = x(t) is a function
defined on R bandlimited to [−Ω,Ω] then dx/du is also
bandlimited and ∥∥∥∥dxdu
∥∥∥∥ ≤ Ω‖x‖. (31)
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Fig. 10: Reconstruction error plotted as a function of band-
width and integrator shift. A hundred 2Ω-bandlimited signals,
where Ω varies between pi/4 and 16pi are generated and sub-
sequently sampled and reconstructed using two-channel time
encoding and decoding. The TEM used has fixed parameters
κ, δ and b but variable integrator shifts. The mean-squared
error is averaged over the hundred randomly generated signals
and plotted as a function of bandwidth and shift. Although we
have shown that the value of the integrator shifts should have
no effect on the reconstructible bandwidth (23), very small
shifts preform less well than shifts that are within the same
order of magnitude as the threshold δ. The rightmost column,
separated by the dashed yellow line, shows the reconstruction
error when a shift of zero is used. In other words, this is the
reconstruction error when using single-channel time encoding
and decoding.
Lemma 9 (Wirtinger’s inequality). If x, dx/dt ∈ L2(a, b) and
either x(a) = 0 or x(b) = 0, then4∫ b
a
|x(u)|2 du ≤ 4
pi2
(b− a)2
∫ b
a
∣∣∣∣dxdu
∣∣∣∣2 du. (32)
Definition 7. A set {tk, k ∈ Z} is called relatively separated
if it can be divided into a finite number of subsets so that
|xn − xm| ≥ β > 0 for a fixed β > 0, n 6= m, and xn, xm in
the same subset.
APPENDIX B
PROOFS
Proof of Lemma 1: First, we show that PΩ is idempotent.
Denoting G(ω) to be the Fourier transform of g(t), we get
G(ω) = 1, ∀|ω| ≤ Ω and zero otherwise.
Then,
PΩ (PΩy(t)) = y(t) ∗ g(t) ∗ g(t) = y(t) ∗ g(t), (33)
4A signal x(t) is in L2(a, b) if ‖x(t)‖2 =
(∫ b
a |x(u)|2 du
)1/2
<∞.
since G(ω)2 = G(ω), so that g(t) ∗ g(t) = g(t).
We now show that PΩ has as range the space of 2Ω-
bandlimited functions. Let y(t) be a 2Ω-bandlimited function,
then its Fourier transform Y (ω) is such that Y (ω) = 0,∀|ω| >
Ω. Convolving y(t) with g(t) in the time domain only multi-
plies Y (ω) by 1 in the region where it is nonzero. Therefore
y(t) ∗ g(t) = y(t), ∀y(t) 2Ω-bandlimited.
Proof of Lemma 2: Let y1(t) and y2(t) be in CΩ. Then
let y3(t) be any convex combination of y1(t) and y2(t), i.e.
y3(t) = λy1(t) + (1 − λ)y2(t), where λ ∈ [0, 1]. Then, let
Y1(ω), Y2(ω) and Y3(ω) be the Fourier transforms of y1(t),
y2(t) and y3(t) respectively. By linearity of the Fourier trans-
form, we find that Y3(ω) = λY1(ω) + (1−λ)Y2(ω), ∀ω ∈ R.
Therefore, since y1(t) and y2(t) are in CΩ and Y1(ω) =
Y2(ω) = 0 ∀|ω| > Ω, Y3(ω) = 0 ∀|ω| > Ω. Therefore, y3(t)
is also in CΩ.
Proof of Lemma 3: First we show that PA1 is idem-
potent. Note that
∫ tk+1
tk
PA1y(u) =
∫ tk+1
tk
x(u) du, ∀k ∈ Z.
Therefore,
PA1 (PA1y(t)) = PA1y(t)
+
∑
k∈Z
∫ tk+1
tk
[x(u)− PA1y(u)] du δ(t− sk)
= PA1y(t). (34)
Now we show that the range of PA1 is indeed the space of
functions y(t) with
∫ tk+1
tk
y(u) du =
∫ tk+1
tk
x(u) du. let y1(t)
be in this space, then
PA1y1(t) = y1(t) +
∑
k∈Z
∫ tk+1
tk
[x(u)− y1(u)] du δ(t− sk)
= y1(t) +
∑
k∈Z
0× δ(t− sk)
= y1(t)
Proof of Lemma 4: Let y1(t) and y2(t) be in CA1 . Then
let y3(t) be any convex combination of y1(t) and y2(t), i.e.
y3(t) = λy1(t) + (1 − λ)y2(t), where λ ∈ [0, 1]. Then, we
have:∫ tk+1
tk
y3(t) dt =
∫ tk+1
tk
λy1(t) + (1− λ)y2(t) dt
= λ
∫ tk+1
tk
y1(t) dt+ (1− λ)
∫ tk+1
tk
y2(t) dt
= λ
∫ tk+1
tk
x(t) dt+ (1− λ)
∫ tk+1
tk
x(t) dt
=
∫ tk+1
tk
x(t) dt
The first equality holds because of the definition of y3(t), the
second equality holds because y1(t) and y2(t) are in CA1 . The
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result shows that y3(t) is also in CA1 , proving that CA1 is a
convex set.
Lemma 10. Assume we have an M -channel TEM with pa-
rameters κ, δ and b, with shifts αi 6= 0, i = 1 · · ·M , and
input x(t) such that |x(t)| ≤ c < b. Let {t˜k, k ∈ Z} be
the spike times generated by this M -channel TEM. In other
words,
{
t˜k, k ∈ Z
}
is the combined and ordered set of spike
times generated by all channels of the TEM A1, A2, · · · , AM .
Then, the spike times
{
t˜k, k ∈ Z
}
are relatively separated (see
Definition 7 in Appendix A.
Proof: Assume, without loss of generality that the chan-
nels A1, A2, · · · AM are ordered by spike time:
t
(i)
k < t
(i+1)
k ∀i = 1 · · ·M − 1,
t
(M)
k < t
(1)
k+1.
If we denote, as in definition 4, αi, i = 1 · · ·M to be the shifts
between two consecutively spiking machines, then a pair of
consecutive spike times t˜k and t˜k+1 will satisfy∫ t˜k+1
t˜k
x(u) du = 2καi − b (tk+1 − tk) ,
for some αi that depends on the provenance of t˜k and t˜k+1,
which is determined by k since different machines always
spike in order (see definition 4).
Now recall that |x(t)| ≤ c, which, when substituted
into (35), yields
c
(
t˜k+1 − t˜k
) ≥ 2καi − b (t˜k+1 − t˜k) ,
t˜k+1 − t˜k ≥ 2καi
b+ c
,
for some i ∈ {1, · · · ,M} which depends on k. Then,
t˜k+1 − t˜k ≥ 2κmini(αi)
b+ c
,
Now denote β = 2κmini(αi)/(b+ c). Note that β is nonzero
because all αi’s are assumed to be nonzero. Therefore, our
sampling set
{
t˜k, k ∈ Z
}
is relatively separated.
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