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Abstrac
A contribution to the study of volatility and country risk is made in order to achieve a successful cross-
country comparison. We present a methodology for the evaluation of country risk that include
endogenous detection of multiple structural breaks (also identifying its different kinds), determination
of persistence of shocks through their structural-break free fractional integration order and
determination of the adjusted volatility which best characterizes the economy. This methodology is
applied to developed and emerging countries' GDPs (taking 9 countries from each group). Although
the former have fewer structural breaks than the latter, these breaks are extremely relevant in 14 of
the 18 countries. This affects the calculation of the series persistence and volatility. Comparing a
traditional risk indicator to our suggested one we find that the cluster of reference of 60% of the
countries changes. Most countries present fractional integration (long memory) being the distribution
between both groups heterogeneous. Country volatility varies strongly if we isolate structural breaks
that present a probabilistic distribution different from intrinsic GDP volatility. Clusters arrangement is
different with some risk country evaluation methodologies.
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1 Introduction. Calculating risk from macroeconomic data
Macroeconomic risk has become a major variable in models trying to explain the performance of
national economies. Hence, in the last few years several indicators and ratings have been developed
which take into account such information. In such circumstances it is still relevant to remember that the
rule used for the assesment of the risk of an asset should be valid for country risk. That is, we should
be able to associate the macroeconomic risk of a country with the capacity to predict with the highest
amount of average precision and with the minimum level of uncertainty for the variable in question.
This should be true for an individual indicator such as the GDP or the exchange rate, as well as for a
basket of indicators.
In the literature there are multiple approaches to approximate and calculate the risk for individual
variables, such as public or private assets issued in a country, or at a global level for its use in the
determination of sovereign risk by international agencies, whose activity has expanded exponentially
in the last decade, especially due to the irruption of the so called emerging countries in the bond
markets of the OECD (Cantor y Packer, 1995).
In the recent theoretical and empirical discussion on the subject we may find a great number of
variables that help determine risk based on different econometric techniques.
As the price volatility of a financial asset is an approximation of its risk, given the difficulty in estimating
with precision the future behavior (and thus expected capital gains and losses), the volatility of the
economy is the synthetic indicator most commonly used to measure the risk that is associated to
investing financially or physically in a country.
Besides this direct association between volatility, forecasting precision and risk, volatility in its
association with an economy has been a traditional field of research. In many cases evidence has
been found of the cross-country association between the effects of the volatility of variables such as
GDP, nominal or real exchange rate, the current account, fiscal deficit, monetary variables, etc. and
the macroeconomic evolution of the countries.
However, the analysis of the global relationship between risk and forecasting precision requires a
more exhaustive use of the information from each variable and the application of the most recent
advances in time-series econometrics.
For this, additional risk factors such as the probability of an economy having extraordinary structural
shocks or the persistence of shocks affecting the economy must be taken into account. This is
important to optimize the use of information we may gather from an univariate process. Besides, they
are a better input for a multivariate model that relates risk with a set of associated variables and for a
strategy that uses adequately the co-integration relationships between the variables.
The objective of this paper is to make a contribution to the literature on macroeconomic risk, by
developing a univariate multidimensional risk indicator that includes in the analysis the different risk
factors that can be obtained from a time-series.
The article is structured in the following manner. After this introduction we present the different factors
that affect risk (associated with the forecasting precision or the goodness of fit process used to
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4forecast the future behavior of a series). Then we describe the methodology we will use to estimate
the significance and magnitude of each factor, giving special emphasis to the explanation of the tests
used to obtain the parameters of persistence and the information that refers to the possible existence
of multiple structural breaks in the series. Later we apply the methodology to evaluate the
macroeconomic risk in the GDP series of 18 countries (9 developed and 9 emerging ones) to end with
the conclusions and bibliography.
2 Main determinants of the risk associated to the goodness of adjustment or
forecasting precision.
3 Volatility
When we deal with equity or financial assets we observe that the volatility measures the assets’ total
risk, whether they be systematic or not i. In this sense, volatility is the correct measure for the owner of
a diversified portfolio and it is very important to estimate the value of option, warrants, convertible
obligations and the array of financial assets with options included. If the volatility of an asset is high
this means that its future value will differ greatly from its expected value. In other words, the volatility is
a coefficient that measures the total risk of an asset as a function of the historical deviations with
respect to its mean value. Technically, the calculation of volatility consists in obtaining the annualized
standard deviation of the returns from an asset. The volatility also relates to the beta, which is the
calculation of the covariances of the market return and the asset return under study.
At an aggregate level we can establish that a countries’ macroeconomic risk is related to the
forecasting uncertainty for future growth rates. From an extreme point of view if in a country there were
no volatility we would know the GDP level of any other macroeconomic variable in the long run. As
volatility increases our uncertainty about future growth rates increases too, as well as the uncertainty
about the future level of GDP or any other variable or group of variables that approximates risk.
In econometric terms, there exists a direct relationship between the volatility of a series, the
forecasting capacity and the associated risk. The greater the volatility, the lower the precision and the
greater the risk.
The justification for this relationship between volatility, forecasting precision and risk comes from the
existence of distortions in the financial market. An increase in the volatility of the GDP or other
macroeconomic variable (such as the real exchange rate, the fiscal deficit, etc.), increases the
difficulties and cost of monitoring (verification of the different states of nature) and also the probability
that ceteris paribus the debtor of this country enters in default for macroeconomic reasons. Thus, the
international financial markets require a greater premium when there is greater volatility.
Additionally, Aizenman and Powell (1997) stress that, under some conditions ii, volatility exerts a
significant negative influence on production, employment and welfare, which then can be seen as a
complimentary factor of risk.
Other empirical studies (Pindyck y Solimano (1993), Hausmann y Gavin (1995) y Aizenman y Marion
(1996)) have also found adverse first order effects of the GDP volatility on private investment and
growth.
IDB (1995) and Hausmann and Gavin (1995) highlight the importance of macroeconomic volatility in
explaining the poor performance of Latin-American countries in comparison with SouthEast Asians or
developed countries.
A common denominator in these recent papers (which are representative of the relationship between
volatility and comparative macroeconomic performance) is that they measure volatility between two
regions as the standard deviation without taking into account adequately the existence of structural
breaks. If a region had an extraordinary shock and another didn’t, we would be inferring wrongly the
effects of volatility when in reality these effects are caused by the extraordinary events. Obviously, the
policies recommended for the reduction of the effects of country risk are, in each case, different:
structural policies to correct or dampen a permanent shock versus a regimen or institutions that will
minimize the volatility of the economy.
Imagine two countries A and B with equal volatility in the control variable (sA = sB) to which we apply a
permanent shock that produces a permanent change (or at least a very persistent one) in the long run
trend. With the traditional measurement of volatility we will have that one region would have higher
volatility than the other would and, thus, the policy recommendation from the IAD would be for the first
5economy to copy the other country’s institutions and economic policy regime. However, if we had
measured the volatility correctly, why should have to apply a specific policy in ordet to adjust the
permanent and extraordinary shock.
We could give a more extreme example where a country (A) presents a volatility lower than the other
country’s (B), but since A suffered a structural shock its volatility seems to be much higher with the
standard measurements, when actually, correctly measured, (A) would be the least volatile. If we take
the policy recommendations for country B and apply them to A, we will increase A’s volatility instead of
lowering it.
The traditional way of measuring volatility is particularly wrong in panel or cross-section studies (of the
Barro equation kind) where dozens of countries for long time series are put together without taking into
account the n possible extraordinary shocks (negative or positive) that may have hit any one of them.
This leads us to ask how robust these studies are to changes in the estimation of the volatility.
Regular volatility is a permanent and intrinsic phenomenon in the distribution of the probabilities of the
series while a structural break is an extraordinary phenomenon with great dimensions. Extraordinary
shocks require structural policies for its treatment, while volatility is related to the application of
counter-cyclical policies or macroeconomic stabilization.
For this reason, the second risk factor that could be analyzed from a univariate process is related to
the distribution function of extraordinary shocks in the deterministic component (number, type and
magnitude of the structural breaks).
4 Structural breaks
The capacity for econometric forecasting is an important instrument (but not the only one) to
determinate the risk associated to an economy (economic variable) under study. As we have seen, the
volatility of a variable is generally used as an important piece of information to determine risk.
However, that recent econometric developments have stressed the effect of other factors such as
structural breaks and persistence also affect the capacity to forecast of an econometric model iii. The
existence of these phenomena with a particular probabilistic distribution deteriorates the usual
relationship between volatility, forecasting and risk.
Hendry and Clements (1998) present a taxonomy of the possible sources of error of forecasting for
time series:
1. change in the slope
2. change in the equilibrium mean value
3. specification error in the slope
4. specification error in the equilibrium mean value
5. estimation of the slope
6. estimation on the equilibrium mean value
7. uncertainty in the source of the forecast
8. accumulation of errors
The main conclusion of Hendry and Clements (1999) is that the existence of structural breaks
constitutes the main determinant of the forecasting errors. Structural breaks highlight a weakness in
the models that could be exploited with an adequate modeling strategy.
When the structural break is not exogenous to the system under study, but endogenously generated,
the best solution consists in trying to model the break as an integral part of the data generating
process. If the researcher has variables that associate with the occurrence of the break, then he could
use them to predict their appearance (McCulloch y Tsay, 1893; Maddala y Kim, 1998).
The inclusion of structural breaks in the analysis of risk (in as much as this is understood as precision
in the forecasting) should not be restricted to its use as an instrumental variable (that allows to
calculate in a precise manner the long run deterministic component) but should also be evaluated as
an autonomous risk factor since their distribution function could be used to evaluate the probability of
occurrence of future structural breaks in the series under analysis.
6From the macroeconomic point of view, the existence of structural breaks also constitutes a risk factor
since it increases the possibility of institutional changes. As we stated earlier, extraordinary shocks
might require structural policies, usually associated with modifications in the institutions that regulate
how the market works. This greater “institutional instability” due to the existence of significant
structural breaks should be included in the risk function under analyses.
5 Persistence
Hendry and Clements (1999) present a comparison between the goodness of fit and the forecasting
precision in two alternative models: a random walk (RW) and a model with a deterministic linear trend
(LT). The RW model shows that forecasting uncertainty, given by the interval of forecasting at 95%, is
much greater than that of the LT model iv .
Thus, the degree of persistence of the regular shocks is also a crucial variable to determine the
macroeconomic risk. It affects the forecasting precision since it is an indicator of the duration of the
deviation of the series with respect to the projected long run trend. The more persistent the shocks
are, the longer it will take the series to return to its trend and, thus, the less precise the forecasting will
be in the long run when based on the deterministic component.
To show the impact of uncertainty on the forecasting precision we could compare a simple model for
an I(0) series, an I(1) series and a series which is stationary around a deterministic trend  (Hendry and
Clements, 1998, 1999).
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When the series is I(1) in the previous example êrê=1 being:
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For a forecast of h periods taken since period T, it can be shown that when the series is an I(1)
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7Lastly, we should compare what happens with a data generating process that it is stationary in the
trend:
yt = f + gt + u t (8)
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The forecast for h periods with known parameters and conditional on the available information in T is:
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To easily compare the trend-stationary model (TS) with the difference-stationary model (DS) we can
calculate the ratio between both variances where we eliminate T using T=AhK   with K>0.
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When we allow T and h to grow it does not matter at what rate they do so as long as K¹0,  Vds / Vts à
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In this way we may see that the greater the persistence in the shocks the lesser the confidence of the
forecast. Of corse, the longer the forecasting period is the lesser the confidence is.
From the macroeconomic perspective it is usually stated that the persistence of the shocks that hit an
economy increase the probability of hysteresis in a group of variables that have incidence in the
capacity for long run growth. Under this line of thinking, it is usually stated that persistent shocks can
severely affect the accumulation of physical and human capital, deteriorating the basic conditions for
sustained growth.
When taking together the econometric and macroeconomic analysis we find the need to include in the
risk analysis some indicators of persistence of the regular shocks to identify the true data generating
process and to obtain a more precise measurement of the forecast confidence for each series.
6 Methodological aspects for the determination of macroeconomic risk associated
with a variable or indicator
There are multiple methods for calculating the macroeconomic risk of a country. As an example we
may take Erb, Harvey and Viskanta (2000) who takes five complementary risk indicators (International
Country Risk Guide’s political risk, Financial risk, Economic risk, Composite risk indices and
Institutional Investor’s country ratings) to classify a sample of more than a 130 countries. The authors
find that the different measures are highly correlated and that financial risk contains the greatest
amount of information on the behavior of future returns.
However, each indicator used in the work of Erb et al (2000) is in principle multivariate since it includes
a group of explanatory variables which, after being weighted, are used to build an index.
For univariate processes, the most usual index of macroeconomic risk in the real volatility of the GDP v i
or another relevant variable of the real or financial sectors. The econometrics of time series has
recently generated several instruments which are useful to make inferences on risk based on the
volatility by using the ARCH methodology.
Within this methodology, the GARCH type (Bollerslev, 1986) takes into account the order of
integration (persistence) of the series, but not the structural breaks and thus it has the same problems
as those of the traditional unit root testsvii. The SWARCH (Hamilton y Susmel, 1992) does capture the
breaks but it does not take it as an input, so its predictive performance is not good when evaluating
the global (total) risk of a series.
In these models, information efficiency on the “true” variance is appropriate. But they do not include
the structural breaks (number, type and magnitude) for the evaluation of the global risk of the variable.
8This risk could be calculated with a multidimensional univariate macroeconomic risk indicator. Such an
indicator is much more ambitious since it includes and exceeds the objective of calculating in an
improved fashion the volatility of a variable. This is an index useful for the comparison between
countries since we could take the mean of the sample as well as the central country in the financial
markets as a comparative reference point.
If we wish to calculate this indicator we must first know what the best approximation is of the long run
trend of the economy with the objective of optimizing the forecast of the series.
To do so, it is important to separate the breaks in trend or constant, which imply a spurious alteration
of the volatility as well as those that reflect a miss-specification of the long run behavior of the trend.
Knowing where the structural breaks are will also allow us to correctly determine the level of
integration of the data generating process including the possibility of fractional integration.
To sum up, a multidimensional univariate indicator of macroeconomic risk should give the policy
maker or the investor information on:
1) the distribution of shocks in the expected growth rate (shocks in trend),
2) the distribution of abrupt shocks in the level of the series (changes in the constant),
3) the parameter of persistence of regular shocks, and
4) the cyclical volatility of the series after the effect of the structural breaks is taken into account.
Our procedure consists in a sequence of complementary tools designed to obtain the best
determination of the behavior of the variable associated with a country’s macroeconomic risk. The
steps to be taken are the following:
6.1 Identification and estimation of the risk factors of each series
Consists in:
1) Seasonally adjusting the series, using the X-11 ARIMA procedure and taking the natural logarithm
of the series.
2) Determining the structural breaks endogenously using the methodology proposed by Bai and
Perron (1998,a,b), and using the procedure Break.src for GAUSS developed by Perron. We will
take into account both breaks in the constant and breaks in the trend separately since they imply
forecasting errors of different kind.
3) Calculating the degree of persistence of the series with a study of fractional integration using the
ARFIMA methodology, taking the series without the structural breaks. The fractional integration
tests used have been developed by Sowell (1992a) who applies the maximum likelihood method
for the estimation of the parameters of interestviii.
4) Calculating the “normal” volatility and the volatility corrected by structural breaks. Taking into
account the trend that best represents the long run behavior of the series, we can obtain the cycle
and from it calculate the “pure” volatility of the series.
6.2 Classification of the countries according to the different indicators of univariate
macroeconomic risk and comparison of alternative clustering methodologies.
Consists on:
1) Ranking the countries according to their structural stability in mean.
2) Ranking the countries according to their structural stability in trend.
3) Ranking countries according to the persistence of the shocks.
4) Ranking countries according to the ordinary cyclical volatility (to simulate the results of the
traditional methodologies).
5) Ranking the countries according to the cyclical volatility corrected by structural breaks.
6) Constructing an univariate multidimensional index of macroeconomic riskix.
7) Clustering the countries according to the ordinary cyclical volatility (to see the results that would
be obtained from the traditional methodology).
98) Clustering the countries according to the structural stability in mean and trend, persistence
(corrected) of the shocks and corrected cyclical volatility.
9) Clustering the countries according to the multidimensional univariate index of macroeconomic risk.
10) Comparing the results of the traditional methodology with those that of the multidimensional
univariate index of macroeconomic risk.
The most important methodology innovations consist in the implementation of a multiple structural
break test and the estimation of the fractional integration parameters to evaluate the persistence of the
shocks that affect the series. In both cases, the innovation allows us to identify with greater precision
the true data generating process (through the most appropriate estimation of the deterministic
component and the “memory” of the regular stochastic shocks). As a whole, this alternative
methodology allows us to evaluate in a more appropriately manner what is the intrinsic forecasting
potential in each series and thus give a better approximation of the estimated risk from a univariate
process.
Next we present a brief description of the methodological innovations as a way to facilitate the
understanding of the results from the empirical application.
6.3 Endogenous determination of the multiple structural breaks.
The procedure developed by Bai and Perron (1998) is used to determine the number of structural
breaks in a series, identifying the date of the breaks and estimating the magnitude of each break in the
constant and trend.
The methodology we implement has a wide range of applications since it can be used for models with
pure or partial structural breaks. Pure models are those which include only regressors whose
coefficients are time changing, while partial models admit the existence of at least one regressor
whose coefficient is constant.
The mechanism for detecting the dates of breaks in a series is based on an algorithm whose function
is to find the points T i
*
 which minimize the sum of squared residuals that have previously been
calculated from the sample data.
Before proceeding to the explanation of how the algorithm works we must specify certain parameters
which characterize the procedure, which include “h”, the minimum number of observations that are
admitted in each segment in which the sample is divided. It is also important to determine the degree
of robustness of the procedure which is related to the existence or not of heterocedasticity and
autocorrelation between the residuals in each segment.
In particular, it could be allowed for the distribution of the residuals to be different in different regimes
or we could impose the restriction of a common structure on them in the complete series.
We begin by evaluating the optimal partition of the series but allowing only one break. This is
performed for every possible partition in the sample, but taking into account the limitation that each
segment should have a minimum extension of h observations. In such a manner we will have
partitions ranging from h to T-mh observations with m being the number of predetermined structural
breaks. In this first stage m=1. Then we calculate the sum of squared residuals (SSR) for each of the
segments generated from the partition, which taken together determine the residual total sum (RTS) of
this partition. Thus, this first step determines a group of T-(m+1)h+1 partitions with only one break with
its respective STR.
An illustration serves to understand better this first step:
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The procedure continues by allowing for two breaks in the series. This second specification divides the
sample into three segments and for each one we calculate the SSR to be able to calculate the STR
associated with this partition. The result is a group of T-(m+1)h+1 partitions each one with two breaks
and an associated STR. The final moment
This method works sequentially until we obtain a set of T-(m+1)h+1 optimal partitions with (m-1)
breaks and its associated STR which were calculated from the m regimes from each partition. We
follow by analyzing which of the partitions with (m-1) breaks has the lowest RTS when it is combined
with an additional segment. The method can be seen as the a sequential calculation of T-(m+1)h+1
segments with optimal partitions of 1,2,…,(m-1) breaks. The last step consists in simply creating the
optimal partition with m breaks.
After estimating the optimal number of structural breaks we must use a methodology that allows for
the identification of the appropriate break dates.
There is a wide variety of test for such a task, including the Bayesian F testsx and other F tests of the
same class such as the UDmáx Ft and the WDmáx Ft (weighted versions of other similar tests,
developed by Bai and Perron, 1998a).
In our case we use a sequential test designed by Bai and Perron (1998a) due to its ease of use and
easy comprehension. The test can be used to confront the null hypothesis H0 that a series contains
“l ” breaks with the alternative HA that the parameter of the model is “l +1”.
The statistic used to determine the rejection or not of H0 is based on the comparison of the sum of
squared residuals under both models.
The test rejects H0 in in favor of the model with (l +1) breaks if the value of the sum of squared
residuals for the all the segments which include an additional break is significantly smaller than the
sum of squared residuals of the model with l  structural changes.
This procedure calculates sequentially the SupF( l +1/ l ) statistic assuming that the series has no
structural breaks. The test ends when it is no longer possible to reject the null H0 of the model with l
breaks.
This test has two important virtues as regards its application: i) it does not require that the break dates
used in the computation of the F values be globally minimized, and ii) the test can be used even when
the trimming periodxi in both models (with l and (l +1) breaks) is not the same.
7 Persistence and fractional integration. An analysis of the memory of the shocks
from ARFIMA models.
During the last decade there has been a growing interest in the research on the degree of integration
of macroeconomic time series, as well as in the measurement of the persistence of shocks. Much of
the work has been developed with ARIMA class models (see, for example, almost all of the literature
on unit roots).
However, in recent years several econometrists have argued that ARIMA models are far too
restrictive. For example, Sowell (1992b) states that ARIMA models tend to adjust basically to the short
run properties of the data and thus could provide erroneous estimation of the long run properties.
ARFIMA models (Autoregressive Fractionally Integrated Moving Average) provide an alternative to
ARIMA models. They allow a series to present an ARMA behavior after being differentiated in a
fractional manner. Granger and Joyeux (1980) and Hosking (1981) proposed the use of ARFIMA
11
models to model “long memory” processes. Some of the theoretical properties of these stochastic
processes can be found in Beran (1994), Brockwell and Davis (1991) and Odaki (1993). In the context
of applied econometrics, Sowell (1992b) describe how the ARMA component can recover the short
run behavior while the fractionally differentiated component recovers the long run behavior.
An ARMA (p;q) process (stationary and invertible) is formally a special case of an ARFIMA (p; d; q)
process (also stationary and invertible) with a value d=0 for the parameter of fractional integration.
The autocorrelation function of an ARFIMA process can be shown to decay at a hyperbolic rate for
values of d different from zero. This is a much slower rate than the geometric rate associated to
stationary ARMA processes.
The alternative of a fractionally integrated process puts the debate between stationarity (d=0) and unit
root (d=1) in another perspective. At the same time, this alternative eliminates the need to choose
from one of those special cases, corresponding to different degrees of integer integration in the
context of ARIMA models. As long as ( )5.0,0Îd , ty  (the dependent variable) will be stationary
around a deterministic trend (with long memory). In this case, the limit value of the impulse response
functions is 0, implying that shocks do not have permanent effects. On the contrary, for ( )5.1,5.0Îd
the differentiated series, tyD , will be stationary, with an intermediate memory for d < 1 and a long
memory for d > 1. In this case, past shocks have permanent effects on the series but the diffentiated
series is stationary with a covariance function of long memory.
The use of ARFIMA models has increased amongst empirical researchers (see, amongst others,
Baillie, Chung and Tieslau (1992), Diebold and Rudebusch (1989, 1991), Cheung (1993), Cheung and
Lai (1993)). Virtually all of these papers have used non-Bayesian statistical techniquesxii. The most
commonly used techniques can be divided into three categories:
(i) Maximum likelihood (Sowell, 1992a);
(ii) Approximate maximum likelihood (Baillie and Chung (1992), Li and McLeod (1986), Fox and Taqqu
(1986)); and
(iii) Two step procedures (Geweke and Porter-Hudak (1983), Janacek (1982)).
In this paper we test the degree of integration of the series with the maximum likelihood methodology
(Sowell, 1992a). We begin with the following equation which is a MA( ¥ ) representation:
( ) ( ) t
d
t LLy ey
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Multiplying both sides of the equation by L-1  (which is equivalent to applying the first difference
operator to ty ) we have:
( ) ( )( ) ( ) t
d
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which can be transformed into:
( ) ( ) tt
d
LyL ey=D- -11 (14)
In conclusion, to determine the degree of integration of a series ty  we test (through the maximum
likelihood method proposed by Sowel, 1992a) the null hypothesis of d=1 which implies that the series
is integrated of order 1 (stationary in first differences) against the alternative hypothesis of d¹1.
8 Empirical application
The methodological proposal presented in this paper was applied to a group of countries with the aim
of calculating and comparing the cross-country macroeconomic risk. In the sample we included 18
countries, 9 developed and 9 underdeveloped (Argentina, Australia, Brazil, Canada, Chile, South
Korea, Spain, Philippines, France, Indonesia, Italy, Japan, Malaysia, Mexico, United Kingdom,
Sweden, Thailand and the U.S.). We used quarterly GDP data. The sample includes 80 quarterly
observations for each country for the period 1980:1-1999:4.
The main results will be discussed first for each individual indicator and later comparing the different
risk indexes and countries.
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9 Structural breaks
In table 1 we present the results of the sequential test for multiple structural breaks designed by Bai
and Perron (1998). By allowing for the endogenous selection of more than one structural break we find
that 8 countries (4 developed and 4 underdeveloped) have had multiple deterministic breaks. This
result confirms the importance of testing for multiple endogenous structural breaks in macroeconomic
time series, as Bai and Perron (1999) stress. The result also verifies that there is no unique
relationship between development and the probability of occurrence of structural breaks.
Of the other 10 countries, only 4 do not present significant structural breaks: the U.S., Italy, Australia
and Brazil. The other 6 had only one break.
Most of the structural breaks occurred in the period 1986-1991 (11 out of 22). The geographic
distribution of the breaks shows that it is Asia the region that concentrates the greatest number of
trend or intercept changes (10 out of 22). These countries are also the ones with the biggest breaks,
especially in the intercept.
The highest shock was the 23% fall in the potential GDP of Indonesia. It is also interesting to note that
Chile had the greatest break in trend in 1984.
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Table 1. Structural breaks in the deterministic component of the series.
Optimal number of breaks, break dates and magnitude of the changes
Country Break number Value F( l+i/l) Critical F
Optimal
number of
breaks
Break date
Confidence
interval at 90%
% Change in
the intercept
% change in
trend
1 67,2 11,47 2 ii 91  //Obs.46 45-47 7,6% 1,7%
Argentina 2 35,5 11,47 i 95  //Obs.61 60-62 -8,9% -0,4%
Australia 1 3,2 11,47 0
Brazil 1 3,8 11,47 0
1 16,4 11,47 1 iii 90  //Obs.43 41-44 -8,4% -0,1%
Canada 2 10,5 11,47
1 3402,5 11,47 1 iv 84  //Obs.20 18-21 -0,8% 2,3%
Chile 2 10,4 11,47
1 53,6 11,47 1 ii 95  //Obs.62 60-63 1,0% -1,5%
South Korea 2 6,7 11,47
1 1397,8 11,47 2 ii 84  //Obs.18 16-19 -0,7% 0,6%
Spain 2 332,6 11,47 ii 87  //Obs.30 29-30 5,3% -0,3%
1 601,8 11,47 1 iv 84  //Obs.20 18-21 -14,4% 0,3%
Philippines 2 3,2 11,47
1 31,6 11,47 2 iv 84  //Obs.20 18-21 -0,2% 0,4%
France 2 15,0 11,47 iv 87  //Obs.32 31-33 3,9% -0,2%
1 108,4 12,25 2 ii 88  //Obs.34 32-35 -0,4% 0,5%
Indonesia 2 180,5 12,25 iv 97  //Obs.72 71-72 -22,6% -1,6%
Italy 1 7,0 11,47 0
1 33,1 11,47 2 i 87  //Obs.29 27-30 0,3% 0,4%
Japan 2 19,5 11,47 i 90  //Obs.41 39-42 3,2% -1,0%
1 14,8 12,25 2 ii 90  //Obs.42 41-43 5,2% 0,8%
Malaysia 2 273,1 12,25 iv 97  //Obs.72 70-73 -13,2% -0,9%
1 44,6 11,47 1 ii 86  //Obs.26 23-29 -4,6% 0,5%
Mexico 2 9,0 11,47
1 15,5 11,47 2 iv 82  //Obs.12 10-13 1,6% 0,8%United
Kingdom 2 18,1 11,47 iv 90  //Obs.44 42-45 -8,3% -0,2%
1 19,1 11,47 1 i 92  //Obs.49 48-49 -9,6% 0,05%
Sweden 2 6,6 11,47
1 81,6 12,25 2 i 88  //Obs.34 32-35 10,0% 0,7%
Thailand 2 18,0 12,25 ii 97  //Obs.70 68-71 -18,9% -2,2%
United States 1 5,2 11,47 0
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10 Persistence
The results for the persistence of macroeconomic shocks have been constructed from the fractional
integration test applying the maximum likelihood method described by Sowell (1992) discussed
before. The following table groups these results.
Table 2. Persistence in macroeconomic shocks
Fractional integration test
Fractional integration test
(corrected for the presence of
structural breaks)
Country AR MA Prob. d=1 d AR MA Prob. d=1 d
Argentina 3 2 0,34 1,00 3 3 0,02 0,18
Australia 3 2 0,21 1,00 3 2 0,21 1,00
Brazil 3 2 0,00 0,07 3 2 0,00 0,07
Canada 3 2 0,12 1,00 3 2 0,12 1,00
Chile 3 3 0,74 1,00 3 3 0,50 1,00
South Korea 0 0 0,63 1,00 3 2 0,96 1,00
Spain 3 2 0,61 1,00 1 0 0,71 1,00
Philippines 3 2 0,88 1,00 2 0 0,57 1,00
France 0 0 0,02 1,23 3 3 0,09 1,00
Indonesia 2 2 0,62 1,00 3 3 0,79 1,00
Italy 3 2 0,00 0,32 3 2 0,00 0,32
Japan 2 2 0,00 1,26 3 2 0,00 0,23
Malaysia 2 2 0,78 1,00 0 3 0,76 1,00
Mexico 1 2 0,21 1,00 1 0 0,00 0,28
United
Kingdom
3 2 0,01 0,62 3 3 0,00 0,30
Sweden 2 0 0,05 1,27 1 0 0,13 1,00
Thailand 3 3 0,01 0,46 3 3 0,01 0,42
United States 3 3 0,43 1,00 3 3 0,43 1,00
We find that when we include the structural breaks the persistence of shocks is reduced in all of the
series that present deterministic shifts, with Japan showing the most impressive change. The
parameter of persistence for this country changes from 1.26 (which implies a long memory even for
the series in the first differences) to 0.23 (which represents stationarity with a long memory for the
series in level).
Without taking into account the structural break, and at 5% significance, the tests of fractional
integration do not allow the rejection of the null hypothesis of d=1 for most of the series (11 out of
18). Of the other 7 countries, 3 of them have long memory in the growth rate and the rest have long
memory in the level of the series.
When we include the structural breaks the main result is that no country has long lasting shocks in
the growth rate of the GDP (for no country d>1).
Together with Japan, the countries whose persistence changes the most when breaks are included
are: Sweden, France, Mexico and Argentina. The latter country and Brazil have the least
persistence shocks in the whole sample of countries under study.
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11 Volatility
The indicator of volatility used is the standard deviation of the business cycle, which was calculated
in the traditional way (as the difference between the seasonally adjusted series and its linear trend),
correcting it for the presence of structural breaks.
As with the case of persistence, the most appropriate modelization of the structural breaks reduces
any indicator of volatility. This implies that the range of variation of the different indicators of
volatility for the different observations in the sample would also fall.
Table 3. Volatility of the macroeconomic cycle.
Linear trend Linear trend with structural break
Country
Standard deviation of the cycle Standard deviation of the cycle
Argentina 8,30% 3,20%
Australia 2,20% 2,20%
Brazil 4,40% 4,40%
Canada 3,09% 1,99%
Chile 9,50% 4,39%
South Korea 5,68% 2,82%
Spain 2,62% 1,05%
Philippines 5,53% 2,55%
France 1,83% 1,18%
Indonesia 7,07% 1,49%
Italy 1,96% 1,96%
Japan 4,31% 1,12%
Malaysia 5,53% 2,09%
Mexico 4,21% 2,81%
United
Kingdom
2,60% 1,16%
Sweden 3,04% 1,72%
Thailand 8,84% 2,52%
United States 2,16% 2,16%
Note: The countries in which the Bai and Perron (1998) test did not detect any structural
breaks have the same volatility in both columns due to the fact that we assume that the
same trend is implicit in the data generating process.
In the comparative analysis of the standard deviation of the series, obtained with a linear trend with
or without structural breaks in intercept and/or slope, we found that the countries that reduced their
volatility the most are those in the Asian continent.
The countries with the greatest cyclical volatility (calculated with the standard technique) are: Chile,
Thailand and Argentina. When we include the structural breaks, the three countries with the
greatest volatility are Chile, Brazil and Argentina.
In the other extreme, we find that France, Italy and the United States have the lowest volatility (with
the standard estimation technique). After correcting for structural breaks, the less volatile countries
are Spain, Japan and the United Kingdom.
12 Multivariate risk index and cluster analysis
Based on the results of the indicators compared in the previous sections, we built a
multidimensional univariate macroeconomic risk index. We will use it to group the countries in four
clusters from a measure of their similarity based on the equally weighted Euclidean distance of the
different factors of riskxiii.
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If we make a traditional analysis of risk centered on the cyclical volatility of production, the results of
the clustering procedure presented in table 4. Every developed country, with the exception of
Japan, fall into the category of lowest risk. The emerging countries are divided into the other three
categories of risk with Chile, Thailand and Argentina being grouped in the category of the biggest
risk.
Table 4. Clustering of the countries according to the different types of risk
Type of risk Very low Low Moderate High
Ordinary
Cyclical
volatility
Australia, Canada, United
States, Spain, France,
Italy, United Kingdom y
Sweden.
Brazil, South
Korea,
Philippines,
Japan, Mexico y
Malaysia
Indonesia
Argentina, Chile y
Thailand
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When we include the four factors to obtain a multidimensional univariate risk index, the results show
important changes.
With this new methodology the only country that can be included in the very low risk is Italy. In the
second group, from the lowest to moderate risk, we have the rest of the developed countries plus
Mexico and Brazil.
The cluster including the countries with the highest risk presents results that are similar to the
traditional analysis (which uses only the cyclical volatility as a factor of risk) although Argentina
reduces its relative risk and Indonesia increases it.
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Table 5. Clustering of countries according to the different types of risk (persistence indicators and
volatility corrected for the presence of structural breaks)
Type of risk Very low Low Moderate High
Risk due to
persistence
Argentina, Brazil and
Japan
Italy, Mexico and United
Kingdom
Thailand
Australia, Canada,
Chile, South Korea,
United States, Spain,
Philippines, France,
Indonesia, Malaysia
and Sweden
Risk due to
volatility
Australia, Canada, United
States, Spain, France,
Indonesia, Italy, Japan,
Malaysia, United States
and Sweden.
South Korea,
Philippines, Mexico and
Thailand
Argentina Brazil and Chile
Structural risk 1
(change in
intercept)
Australia, Brazil, Chile,
South Korea, United
States, Spain, France,
Italy, Japan and Mexico.
Canada, United
Kingdom and Sweden
Argentina,
Philippines and
Malaysia
Indonesia and
Thailand
Structural risk 2
(change in trend)
Australia, Brazil, Canada,
United States, Philippines,
France, Italy, Mexico and
Sweden.
Spain, Japan and
United Kingdom
Argentina, South
Korea, Indonesia
and Malaysia
Chile and Thailand
Multidimensional
risk Italy
Australia, Brazil,
Canada, United States,
Spain, France, Japan,
Mexico, United
Kingdom and Sweden.
Argentina, South
Korea,
Philippines and
Malaysia
Chile, Indonesia and
Thailand.
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We design a transition matrix to study the changes between clusters in the different methodologies.
The selection of the index of risk has important effects on the classification of the countries. The
principal diagonal of the matrix in table 6 (which includes those countries that do not change from
risk group when the index of risk changes) includes only 34% of the cases under analysis. In other
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words, using the multidimensional univariate risk index changes the relative ranking of more than
60% of the countries.
Table 6. Transition matrix of the groups in the clusters obtained from the multidimensional risk index
(common and corrected for the presence of structural breaks).
Clusters from the multidimensional univariate risk index
Very low Low Moderate High Cases in
the row
Very low 6% 39% 0% 0% 8
Low 0% 17% 17% 0% 6
Moderate 0% 0% 0% 6% 1
High 0% 0% 6% 11% 3
Clusters from the
cyclical volatility not
corrected by
structural breaks
Cases in column 1 10 4 3 18
Note: The different elements in the matrix indicate the proportion of countries (with respect to the whole sample) which
had been grouped in cluster i  with the ordinary multidimensional risk index that  move to cluster j (with the possibility
that j equals i) when we use the multivariate risk index corrected by  structural breaks.
We also verify an important modification in the inter-cluster distribution of the different countries. If
we use as an indicator of risk the ordinary cyclical volatility almost 50% of the countries can be
classified in the very low risk cluster and 78% can be defined as low or very low risk countries.
These proportions go down to 5% and 61%, respectively, when we use the multidimensional
univariate risk index.
13 Conclusions
This paper presents a methodological proposal for the analysis of the multidimensional univariate
risk that could be applied to macroeconomic and financial studies. We perform an empirical
application of this methodology to measure the real macroeconomic risk in a sample of 18 countries
(9 developed and 9 underdeveloped) with quarterly data for the period 1980:1-1999:4.
If we relate uncertainty to a number of factors that affect the forecasting ability we may optimize the
evaluation of risk by taking into account all the available information, which is an improvement on
the use of the traditional volatility as a proxy for the country risk.
Our methodology gives the policy maker or the investor a new tool of analysis which takes into
account the information on the risk associated with any univariate process. The four factors
included are:
11) the distribution of shocks in the expected growth rate (changes in the deterministic trend),
12) the distribution of shocks in the level of the series (changes in intercept),
13) the persistence of regular shocks, and
14) the cyclical volatility of the series after considering the effect of structural breaks.
This information can be used to establish a risk ranking based on each of the individual factors or
by taking them together to build a multidimensional univariate risk index (or forecasting confidence
indicator).
From the application of this methodology to our case study we find that it improves the estimation of
risk implicit in the series due to the fact that:
1) 14 countries present at least one structural break and 8 have multiple breaks.
2) After taking into account the existence of these breaks, the persistence of the regular shocks is
drastically reduced.
3) The same happens with the cyclical volatility indicator in every country that has suffered a
deterministic shift in trend or intercept.
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4) 7 of the countries have fractional integration on the series of the GDP something that would not
have been detected by the traditional unit root tests.
5) The multidimensional univariate risk index we have built substantially alters the clustering of
countries in different risk categories in more than 60% of the cases.
The results of the empirical application show that the 18 countries under analysis can be grouped in
great sub-divisions. On the one hand, we find the low or very low risk countries which include all the
developed nations plus Mexico and Brazil. Amongst them, Italy is the lowest risk country when the
four risk factors are taken into account.
The other 7 countries are emerging and show a very significant real macroeconomic risk. Amongst
them we can, however, also distinguish two groups. The greatest real risk group includes Thailand,
Chile and Indonesia. The common element between them is the presence of important structural
breaks in the deterministic component.
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i The traditional focus on systemic risk are the beta (Shape, 1964) and the CAMP models (Black, 1972). Used
initially in the United States, the model was presented in an international context in Solnik (1974, 1977).
Harvey (1991) present evidence against the CAMP model for the world when risk and expected returns change
over time. Harvey (1995) and Ferson and Harvey (1994) discuss the relationship between risk and returns in
developing countries. They consider that systemic risk can be measured in the same way in developed and
underdeveloped countries. In Harvey (1995) it is shown that there is no relationship between expected returns
and betas measured against a world portfolio.
ii Weak legal systems, high costs of information and risk neutral agents.
iii Perron (1989), Volgensan and Perron (1994), Crivari Netto (1996), Cati (1998).
iv The authors report the same example in first differences and verify that the ranking of forecasting precision is
not reversed. Even though first differences are much lower, the RW model presents a greatest bias in the
estimation of the change rate in comparison with the LT model.
v The process is strictly stationary if the error term is IID without the normality assumption, but doing so
facilitates the calculation of the forecasting confidence intervals.
vi Even though some authors, such as Cuttler, Poterba and Summers (1989), have pointed out the weak
relationship between the macroeconomic fundamental and the movements in the market index (something
which could be interpreted as a weak relationship between macro fundamentals and investors perceived risk),
other authors, such as Liljeblom and Stenius (1995, 1997), analyze this relationship for Sweden and Findland,
respectively, and find that macroeconomic volatility presents positive and significative correlation with the
equity markets’ volatility.
vii An example of the empirical problems with ARCH/GARCH models can be verified in the work of Liljeblom
and Stenius (1995, 1997) who estimate the conditional volatility as the weighted moving averages (or
“predicted absolute errors”) and also with GARCH models. The problem here is the actual measurement of the
volatility since the different alternatives give different results. Additionally, they do not take into account the
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possible changes in regime that could imply the existence of structural breaks (something very probable in a
100 year long period), something that could over-state real volatility.
viii The results of the fractional integration tests were calculated with the “Arfima 1.0 for OX” package developed
by Doornik and Ooms (1999).
ix The multidimensional univariate index is defined as the sum of the square of the different factors of risk (to
penalize for excessive deviations). The factors of risk are normalized to avoid the scale effect that could distort
the equal weighting used in the summation.
x Wangy Zivot (1999). Banerjee, Lazarova and Urga (1998).
xi Trimming refers to the proportion of the observations that is included in each segment in which the sample is
divided.
xii Exceptions to this rule are the works of Koop (1991) and Carlin and Dempster (1989). However, the first
paper uses a very simple model while the second one performs a conditional Bayesian analysis (that is, the
analysis is performed conditional on the value of the adjusted parameters).
xiii The algorithm used here to group the countries in cluster uses the “complete” method (also known as the
“farthest neighbor” method) that requires that the distance between two groups be equal to the distance
between the farthest members within both groups.
