We consider the class of balancing algorithms for two servers. Such algorithms have appeared in a number of the early papers on this problem; they are so named because they seek to \balance" the distance traveled evenly among the servers. In this paper, we show a universal lower bound on the competitive ratio of any balancing algorithm for two servers. The lower bound is equal to (5 + p 7)=2 ( 3:82), and consequently shows that no optimal on-line algorithm for two servers can be expressed as a balancing algorithm.
Introduction
In the k-server problem 5] , an algorithm is given a metric space M and k mobile robots (\servers") that can occupy points in this space. A nite request sequence is presented to the algorithm, one request at a time. Each request is a point in the space M; the algorithm must move one of the servers to this point before seeing the next request. The goal is to minimize the total distance traveled by the servers, over the entire request sequence.
The server algorithm S is called on-line 6] because it must make decisions without knowledge of future requests. One can imagine an o -line algorithm A which sees the entire request sequence ahead of time and can thus determine the optimal strategy for serving . If we let S( ) denote the cost incurred by the on-line algorithm S on request sequence , and A( ) denote the cost incurred by A (which is always the minimum possible cost), then the on-line algorithm is said to be c-competitive if for some absolute constant , the quantity S( ) ?c A( ) is bounded by over all nite sequences . The in mum of the set of c for which the algorithm is c-competitive is its competitive ratio.
A number of papers have proposed \balancing" algorithms for the k-server problem. The basic balancing algorithm works as follows: for each server s i , its total distance traveled is maintained in the variable D i ; when a request is made at a point r, the algorithm sends the server which minimizes D i + rs i (for x; y 2 M, let xy denote the distance between them). This rule was shown to be k-competitive for k servers when the cardinality of the request space M is k + 1 5] , and for the \weighted-cache" problem, which includes the paging problem as a special case 1].
However, the algorithm is not c-competitive for any c, even for two servers, in a general metric space M. Thus it was somewhat surprising that a rule minimizing the quantity D i + 2rs i was shown to be 10-competitive for two servers 4]. A later construction showed that this algorithm was no better than 6-competitive 2] .
In this note, we show a new lower bound for the class of balancing algorithms in general. Let f : < + ! <, and B f be the server algorithm which does nothing when the request point is already covered, and otherwise moves the server which minimizes D i +f(rs i ), where D i is the total distance traveled by server i. We will describe B f as a balancing algorithm with cost function f. Observe that we make no restrictions whatsoever on the nature of the function f.
Our main result is a lower bound of (5 + p 7)=2 ( 3:82) on the competitive ratio of any such balancing algorithm for two servers. In view of the 2-competitive algorithms of 5, 3] , this shows that no optimal on-line 2-server algorithm can be expressed as a decision rule B f for any f.
The Lower Bound Proof
We rst de ne some notation that will be useful in what follows. For a server algorithm S, let ?(S) denote its competitive ratio. If S is c-competitive for some c, we will say it is competitive; otherwise, we write ?(S) = 1. As above, let A denote the optimal (o -line) server algorithm, whose cost on is always the minimum possible; A will sometimes be called the \adversary" algorithm.
We will say that a property P of positive real numbers holds \e.f." (everywhere but in a nite interval) if 9x 0 8(x x 0 )P(x). Similarly P holds \a.l." (for arbitrarily large reals) if 8x 0 9(x x 0 )P(x). For any function f : < + ! <, and p 2 < + , say that f 2 '(p) if f(x) px e.f. If for some such p, f 2 '(p), we will write f = inffp : f 2 '(p)g; f = 1 otherwise. Observe that f does not necessarily belong to '( f ), since the in mum is not necessarily attained.
Finally, the behavior of B f is ambiguous when D i + f(rs i ) = D j + f(rs j ) for i 6 = j, and i; j both minimize this expression. The standard convention here is to let the adversary break the tie; in any event, none of our constructions rely on such degeneracies. For the remainder of this note, all server algorithms will be 2-server algorithms. In this phase, one adversary server moves out to Z j and immediately returns on the next request, for a cost of 2d j . Meanwhile, the on-line server covering X and Y has built up a distance of no more than D 0 j from all previous phases, so it must move more than We construct a request sequence as follows. First we request Z, which will be served by s 2 . We then request X | as shown below, this will be served by s 1 This expression is minimized at f = 2 + p 7, with a value of (5 + p 7)=2.
As noted above, we have the following interesting corollary.
Corollary 1 No optimal on-line 2-server algorithm can be expressed as B f for any function f.
Conclusion
We have shown a non-trivial lower bound on the competitive ratio of any 2-server balancing algorithm. It would be interesting to generalize this result to show a lower bound of ck, for some c > 1, on the competitive ratio of any k-server balancing algorithm. Probably more interesting, however, would be to give a non-trivial lower bound on the competitive ratio of any server algorithm from some more general but still computationally limited class. For example, does there exist a 2-competitive 2-server algorithm which uses only constant time and space per request? Finally, it is worth noting that the lower bound given here is less than the best known upper bound of 4 on the competitive ratio of a 2-server algorithm using constant time and space 2]. It would be interesting to determine more precisely the best possible competitive ratio that can be achieved by a 2-server balancing algorithm.
