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Studies of the QCD phase diagram must properly include nucleonic degrees of freedom and their thermo-
dynamics in the range of baryon chemical potentials characteristic of nuclear matter. A useful framework for
incorporating relevant nuclear physics constraints in this context is a chiral nucleon-meson effective Lagrangian.
In the present paper, such a chiral nucleon-meson model is extended with systematic inclusion of mesonic fluc-
tuations using the functional renormalization group approach. The resulting description of the nuclear liquid-gas
phase transition shows a remarkable agreement with three-loop calculations based on in-medium chiral effective
field theory. No signs of a chiral first-order phase transition and its critical endpoint are found in the region of ap-
plicability of the model, i.e. up to twice the density of normal nuclear matter and at temperatures T . 100 MeV.
Fluctuations close to the critical point of the first-order liquid-gas transition are also examined with a detailed
study of chiral and baryon number susceptibilities.
I. INTRODUCTION
A persistently interesting problem in quantum chromody-
namics (QCD) at finite temperature and baryon chemical po-
tential is the exploration of the phase diagram and the quest
for the existence of a critical endpoint associated with a first-
order chiral phase transition. For large quark chemical poten-
tials, µq , ab initio lattice QCD calculations are restricted by
the sign problem to µq/T < 1 [1–4]. A lattice simulation at
imaginary chemical potential for relatively large quark masses
indicates a shrinking critical surface of the first-order critical
region [5] which would exclude a critical endpoint for physi-
cal quark masses.
Given that large baryon chemical potentials at low tem-
peratures are not directly accessible to lattice QCD compu-
tations, this region has therefore been subject to a variety of
model investigations (see, e.g., [6] for a recent survey). In
the Nambu–Jona-Lasinio (NJL) model and its Polyakov-loop-
extended (PNJL) version [7–9] the existence of the critical
endpoint of a possible chiral first-order phase transition de-
pends sensitively on the ’t Hooft coupling representing the
axial U(1) anomaly, and on the strength of vector current in-
teractions. This was demonstrated in the NJL model [10–12]
and for the local PNJL model [13, 14] as well as its non-
local versions [15]. The vector interaction, in particular, is
shown to contribute crucially to the curvature of the critical
surface [16].
When fluctuations beyond the mean-field approximation
are included, the critical endpoint appears generally at smaller
temperatures and larger chemical potentials. This effect
was observed in the Polyakov-loop-extended quark-meson
(PQM) model [17] with matter backreactions taken into ac-
count [18], and within a functional renormalization group
approach starting from such a model [19–22]. In the lat-
ter case, no critical endpoint is found. Recent studies using
Dyson-Schwinger equations find, in contrast, a critical end-
point of the chiral phase transition at a large critical temper-
ature T = 100 MeV, and critical quark chemical potential in
the range µq = 170–190 MeV [23, 24]. Alternative scenar-
ios, such as the possibility of spatially inhomogeneous quark
matter, are also discussed in the recent literature [25–27].
The PNJL and PQM models work with quarks as quasi-
particles. While color-nonsinglet degrees of freedom are
properly suppressed in the hadronic sector of the phase di-
agram, color-singlet three-quark configurations are not con-
fined in localized clusters to form baryons. Hence, impor-
tant physics is missing at low temperatures T and at baryon
chemical potentials around and below the nucleon mass,
µ ≡ µB . 1 GeV. In this regime the phase diagram of
strongly interacting matter is governed by correlated nucleons
(rather than quarks) and by the coexistence of nuclear Fermi
liquid and gas phases. A model dealing with this sector of the
phase diagram should therefore minimally fulfill the following
conditions: it should incorporate the spontaneous breaking of
chiral symmetry characteristic of low-energy QCD; it should
be based on nucleons and pions as relevant degrees of free-
dom (plus ingredients such as heavier effective boson fields to
account for short-distance dynamics of the nucleon-nucleon
interaction); and it should be consistent with well-known nu-
clear physics facts and constraints.
The thermodynamics of such a chiral nucleon-meson
model [28] has recently been studied in mean-field approxi-
mation [29]. No first-order chiral phase transition was found
within the region of applicability of this model. In particu-
lar, it turns out [29] that the chemical freeze-out trajectory
in the T -µ plane, deduced from a resonance-gas analysis of
heavy-ion collision data [30] is not related to a chiral transi-
tion at chemical potentials µ ∼ 700–900 MeV. This differs
from the situation at vanishing µ where such a connection be-
tween freeze-out and chiral crossover around T ' 170 MeV
is suggestive. Lattice QCD computations also indicate that
the chiral transition and chemical freeze-out curves tend to
separate as the chemical potential increases [31, 32].
The present work focuses on the chiral nucleon-meson
model [28, 29] with inclusion of mesonic fluctuations beyond
the mean-field approximation using the functional renormal-
ization group (FRG) approach [33]. The paper is organized
as follows: first we present the nucleon-meson model and
show how fluctuations can be included. The nuclear liquid-
gas transition is studied and compared to results from chiral
effective field theory (χEFT) applied to the nuclear many-
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2body problem [34, 35]. Then the thermodynamics of the
chiral condensate and the question of a critical endpoint for
a chiral first-order transition are studied. To anticipate one of
the results: we find no such critical endpoint for temperatures
T . 100 MeV and baryon chemical potentials µ . 1 GeV.
Finally, we examine chiral and baryon number susceptibilities
in the context of the present model.
II. CHIRAL NUCLEON-MESON MODEL
We begin with a brief description of the chiral nucleon-
meson model used in Ref. [29]. The degrees of freedom at
work in baryonic matter at densities around the nuclear liquid-
gas phase transition are nucleons and pions, with their dynam-
ics governed by the spontaneously broken chiral symmetry of
low-energy QCD. Chiral symmetry is realized at the level of
the effective Lagrangian in the form of a generalized linear
sigma model. The nucleon mass is generated by the expecta-
tion value of a scalar field σ. The σ and pion fields are com-
bined in a four-component field, φ = (σ,pi), that transforms
under the chiral group SO(4) ∼= SU(2)L × SU(2)R. Its in-
variant square is defined as:
ρ =
1
2
φ†φ =
1
2
(σ2 + pi2). (1)
Protons and neutrons are combined in the isospin doublet
Dirac field ψ = (ψp, ψn)T . As an additional important in-
gredient, the repulsive short-range nucleon-nucleon force is
conveniently modeled in terms of a four-fermion vector inter-
action proportional to (ψ¯γµψ) (ψ¯γµψ). When bosonized by
means of a Hubbard-Stratonovich transformation, this short-
distance repulsion can be thought of as mediated by a vector
field, ωµ, as in the time-honored Walecka model [36], but now
in a framework that explicitly incorporates chiral symmetry.
In summary, the Lagrangian (written in Minkowski space-
time) of the chiral nucleon-meson model reads
L = ψ¯
[
iγµ∂
µ − gs(σ + iγ5 τ · pi)− gvγµωµ
]
ψ
+ 12∂µσ ∂
µσ + 12∂µpi · ∂µpi − U(pi, σ)
− 14FµνFµν + 12m2v ωµωµ ,
(2)
with the field tensor Fµν = ∂µων − ∂νωµ. τ = (τ1, τ2, τ3)
are Pauli matrices in isospin space. The parameters of the
model are the (pseudo)scalar and vector couplings gs and gv ,
respectively, and the massmv of the vector boson. The poten-
tial U(pi, σ) has a chirally invariant piece, U0(ρ), and a term
linear in σ that breaks chiral symmetry explicitly,
U(pi, σ) = U0(ρ)−m2pi fpi σ , (3)
involving the pion mass, mpi = 139 MeV, together with the
pion decay constant, fpi = 93 MeV.
The treatment of the equilibrium thermodynamics based
on this model Lagrangian involves the following standard
steps. First, the action in Minkowski space, SM =
∫
d4xL,
is rewritten in Euclidean space-time with t ≡ x0 → −iτ .
The time integral
∫
dt is replaced by −i ∫ β
0
dτ with the in-
verse temperature β = 1/T . Periodic (antiperiodic) bound-
ary conditions apply to bosonic (fermionic) fields. A nonzero
baryon chemical potential, µ, is introduced by adding the term
∆SE(µ) = −βµB to the Euclidean action SE, with the baryon
number B =
∫
d3xψ†ψ.
The aim is now, as in Ref. [29], to construct an effective
potential U that incorporates quantum and thermal fluctua-
tions. So far, the fields are space-time dependent. In the
mean-field approximation, they are replaced by their space-
time-independent averaged values. The only fields that can ac-
quire nonzero expectation values are the scalar field σ(x), rep-
resenting the chiral (quark) condensate in the hadronic phase
of QCD with spontaneously broken chiral symmetry, and the
time component ω0(x) of the vector field ωµ(x) linked to the
baryon density as its source. For convenience, the mean-field
values of σ(x) and ω0(x) are again denoted by σ and ω0, re-
spectively. The spatial components of the ω field vanish in the
mean-field approximation in order to preserve the rotational
symmetry of the vacuum. The expectation value of the pion
field vanishes assuming that there is no pion condensate. For
constant fields in space-time the minimum of the effective ac-
tion Γ corresponds to the minimum of the effective potential,
U = (T/V )Γ, expressed as a function of the expectation val-
ues of the boson fields.
The grand-canonical potential is obtained by minimizing
the effective potential as a function of σ and ω0 for a given
temperature T and baryon chemical potential µ. The fields
at the minimum of the effective potential are denoted as
σ¯(µ, T ) and ω¯0(µ, T ). The pressure P , the baryon den-
sity n and the energy density E can then be calculated from
U(µ, T ) ≡ U
(
σ¯(µ, T ), ω¯0(µ, T );µ, T
)
= E − Ts− µn as
follows:
P = −U(µ, T ) , n = −∂U(µ, T )
∂µ
,
E = U(µ, T ) + µn− T ∂U(µ, T )
∂T
.
(4)
A detailed construction of the effective potential
U(σ, ω0;T, µ) (starting from the microscopic action and
potential U), is practically not feasible. However, for the
thermodynamics derived from the model Lagrangian (2), only
the difference between effective potentials,
U(σ, ω0;T, µ)− U(σ, ω0;T = 0, µ = µc) , (5)
is of interest [29]. Here µc is the baryon chemical po-
tential at the point where the nuclear liquid-gas phase
transition occurs at vanishing temperature. This chemi-
cal potential is the difference of the nucleon mass, mN ,
and binding energy, B, in nuclear matter at equilibrium:
µc = mN −B = (939− 16) MeV = 923 MeV.
In practice, the effective potential U is parametrized such
as to reproduce empirical nuclear physics data at T = 0 and
µ = µc. The chiral symmetric part of the potential is ex-
panded up to a sufficiently high order Nmax in the chiral field
ρ = 12 (σ
2+pi2) (reduced by settingpi = 0) around its vacuum
3value, ρ0 = 12f
2
pi :
U(σ, ω0) = −m2pi fpi(σ − fpi) +m2pi(ρ− ρ0)
+
Nmax∑
n=2
an
n!
(ρ− ρ0)n − 1
2
m2v ω
2
0 .
(6)
The coefficient of the term linear in ρ−ρ0 is fixed by the phys-
ical pion mass. The explicit symmetry breaking term linear in
σ fixes the vacuum expectation value of σ to fpi . A constant
has been subtracted to achieve a vanishing vacuum pressure,
Pvac = −U(σ = fpi, ω0 = 0) = 0 . (7)
When the nucleons are integrated out the mean-field effective
potential takes the form
UMF = U(σ, ω0) + 4UN , (8)
where
UN = −
∫
d3p
(2pi)3
T ln
[
1 + e−β(EN (p)−µeff)
]
−
∫
d3p
(2pi)3
T ln
[
1 + e−β(EN (p)+µeff)
] (9)
is the effective potential of (relativistic) nucleon quasiparticles
with EN (p) =
√
p2 +m2eff. The prefactor of four in Eq. (8)
accounts for spin and isospin degeneracies. The effective nu-
cleon quasiparticle mass and chemical potential are given as
meff = gs σ , µeff = µ− gv ω0 . (10)
The presence of the background vector field shifts (reduces)
the baryon chemical potential.
For a given temperature T and chemical potential µ, the
mean-field effective potential (8) is minimized with respect to
σ and ω0,
∂UMF
∂σ
∣∣∣∣
σ=σ¯, ω0=ω¯0
= 0 ,
∂UMF
∂ω0
∣∣∣∣
σ=σ¯, ω0=ω¯0
= 0 . (11)
Minimization with respect to ω0 gives the self-consistent
equation
ω¯0 =
gv
m2v
n(T, µ− gvω¯0) , (12)
where the baryon density n is determined by
n(T, µ− gvω0) = −4 ∂
∂µ
UN(T, µ− gvω0) . (13)
At this level, the vector coupling gv and the mass of the ω
field are not independent. Only their ratio gv/mv appears
in the shifted chemical potential that enters the mean-field
equations. A parametrization of the effective potential with
Nmax = 4 that is consistent with nuclear physics constraints is
the one chosen in [29]
gs =
mN
fpi
= 10 ,
gv
mv
= 1.21 · 10−2 MeV−1 ,
a2 = 50 , a3 = 5.55 · 10−3 MeV−2 ,
and a4 = 6.42 · 10−5 MeV−4 .
(14)
With the parameters fixed in this way, the nuclear liquid-gas
phase transition takes place at the correct values of the chem-
ical potential and saturation density, n0 = 0.16 fm−3. More-
over, these parameters were optimized to get realistic val-
ues for the compressibility and the surface tension of nuclear
droplets. In the next section, we extend the model beyond
mean-field level taking into account mesonic fluctuations.
III. BEYOND MEAN FIELD: FLUCTUATIONS
A consistent treatment of fluctuations beyond the mean-
field approximation can be achieved with the functional renor-
malization group approach applied to the nucleon-meson
model [28, 37]. We use Wetterich’s equation [33],
k ∂kΓk = =
1
2
Tr
k ∂kRk
Γ
(2)
k +Rk
, (15)
to derive the renormalization group flow of the scale-
dependent effective action Γk under a change of the cutoff
scale k. The trace in this flow equation is taken over all
bosonic and fermionic degrees of freedom as well as internal
indices and involves an integral over space-time or momentum
coordinates. The exact inverse propagator Γ(2)k is the second
functional derivative of the effective action with respect to the
fields. The functionRk(p) regularizes the theory by providing
an effective mass for infrared modes. The flow equation (15)
connects the bare action, defined at a high-momentum cutoff
scale k = Λ, with the full quantum effective action, Γeff, at
k = 0. In the actual calculations we apply the leading order
of a derivative expansion for which the regulator function can
be optimized [38–41]. At finite temperature, it is sufficient to
regularize the spatial momentum modes, and the appropriate
dimensionally reduced regulator function is given by [42, 43]
Rk(p
2) = (k2 − p2) θ(k2 − p2) . (16)
Since the mass associated with the ω field is large compared
to all relevant energy scales of interest, we continue treating
ω0 as a background field. Nucleons, despite their large mass,
can fluctuate around the Fermi surface as particle-hole excita-
tions that are treated properly. The fluctuations of the pion and
sigma degrees of freedom are taken into account explicitly.
Previously, the effects of quantum and thermal fluctuations
were implicitly parametrized in the effective low-energy po-
tential at T = 0 and µ = µc. The effective action was then
generated by computing the nucleonic loop only. Explicit
fluctuation effects of pions and of the sigma field are expected
not to be too large. It is reasonable to evaluate their effects as
deviations relative to the phenomenological effective poten-
tial. Again, only the difference (5) with respect to the action
at T = 0 and µ = µc is relevant. Following [42] we compute
the flow of the difference
Γ¯k(T, µ) = Γk(T, µ)− Γk(0, µc) (17)
4between effective actions at given values of temperature and
chemical potential, Γk(T, µ), and exactly at the phase transi-
tion, Γk(0, µc). It is given by the flow equation
k ∂kΓ¯k(T, µ) =
(
+
)∣∣∣∣∣
T,µ
−
(
+
)∣∣∣∣∣
T=0,µ=µc
.
(18)
The full circles represent the effects of the nucleons, while the
dashed circles are the mesonic loops. The dots indicate full
propagators, while the cross-circles stand for the regulatorRk.
When mesonic loops are ignored, only the nucleons contribute
to the flow, and the integration gives their quasiparticle Fermi-
gas pressure, as in the mean-field approximation, Eq. (8). In
leading order of the derivative expansion the effective action
takes the form
Γk =
∫
d4x
(
1
2
∂µφ
† ∂µφ+ Uk
)
, (19)
where Uk is the scale-dependent effective potential. The flow
equation simplifies now to an equation for the difference
U¯k(T, µ) = Uk(T, µ)− Uk(0, µc) . (20)
For vanishing temperature, the integral extends over all four
dimensions with measure
∫
dp0
2pi
∫
d3p
(2pi)3 , while for finite tem-
peratures the momentum trace splits into a sum over Matsu-
bara frequencies and a three-dimensional integral over spa-
tial momenta, T
∑
n
∫
d3p
(2pi)3 . The integrals and the Matsubara
sums can be evaluated explicitly for the spatial Litim regulator
(16). The flow equation for the effective potential U¯k becomes
∂kU¯k(T, µ) = f(T, µ)− f(0, µc) (21)
with
f(T, µ) =
k4
12pi2
{
3
[
1 + 2nB(Epi)
]
Epi
+
1 + 2nB(Eσ)
Eσ
− 8
[
1− nF(EN , µeff)− nF(EN ,−µeff)
]
EN
}
.
(22)
Here,
E2pi = k
2 +m2pi , E
2
σ = k
2 +m2σ , E
2
N = k
2 + g2sσ
2 ,
m2pi = U
′
k(ρ) , m
2
σ = U
′
k(ρ) + 2ρU
′′
k (ρ) ,
µeff = µ− gv ω0,k ,
nB(E) =
1
eβE −1 , and nF(E,µ) =
1
eβ(E−µ) +1
.
(23)
In the limit T → 0 the finite-temperature flow equation re-
duces correctly to the expression obtained at T = 0 with the
3d-cutoff function [44, 45]. The prefactors account for the
number of degrees of freedom (for nucleons, the number of
flavors, Nf = 2, times a factor of 4 from the Dirac trace).
In addition to the flow equation for the effective action,
the ω0 field must be computed self-consistently. Therefore,
at each momentum scale k we solve the mean-field equation
for ω0,k,
∂Uk
∂ω0,k
= 0 . (24)
The only dependence on ω0,k appears in the mass term and
the fermionic loop. Hence, ω0,k is given by the solution of the
flow equation
∂k ω0,k = − 2gv k
4
3pi2m2v
∂
∂µ
(
nF(EN , µeff) + nF(EN ,−µeff)
EN
)
.
(25)
In this equation, the effective baryon chemical potential,
µeff = µ− gvω0,k, depends also on the field ω0,k, and both
ω0,k and E2N = k
2 + g2sσ
2 depend on the scale k. The initial
condition for the flow equation is
ω0,Λ(ρ) ≡ 0 . (26)
The ultraviolet scale, Λ, is a parameter of the model which
must be sufficiently large in order to allow for the relevant
fluctuation effects and small enough to render the description
in terms of the model degrees of freedom realistic; we choose
Λ = 1.4 GeV. The flow equation is then solved for a given
temperature and chemical potential. The model should be re-
liably applicable for temperatures up to at least 100 MeV and
densities up to about twice the saturation density n0 of nuclear
matter. At much higher densities, the field dependence of the
Yukawa couplings gs and gv can no longer be ignored.
Once fluctuations are taken into account, a readjustment of
the potential parameters is required. If the parametrization
(14) is chosen for the potential UMF, the nuclear equilibrium
density comes out too low by about ten percent after fluctua-
tions are taken into account. The reason is that the µ depen-
dence of the thermodynamical potential U is more involved
due to the influence of the mesonic fluctuations. It is neces-
sary to readjust the parameters in such a way that the nuclear
physics constraints are reproduced in the presence of fluctu-
ations. The parameters of the potential used in the following
are:
gs = 10 ,
gv
mv
= 1.02 · 10−2 MeV−1 ,
a2 = 65.9 , a3 = 5.55 · 10−3 MeV−2 ,
and a4 = 8.38 · 10−5 MeV−4 .
(27)
The resulting nuclear matter quantities are listed in Table I.
The mass of the σ boson (not to be confused with the position
of the complex pole at
√
s ∼ (500 − i 300) MeV in the I =
0 s-wave pipi T matrix [46, 47]) becomes mσ ' 770 MeV
with inclusion of mesonic fluctuations. Not surprisingly, it is
significantly larger than the sigma mass used previously at the
5Model Empirical
Nucl. saturation density n0 0.156 fm−3 0.16 fm−3
Binding energy B 16.3 MeV 16 MeV
Surface tension Σ 1.11 MeV/fm2 1.1 MeV/fm2
Compression modulus K 330 MeV 240 ± 30 MeV
TABLE I. Comparison of the fitted model parameters with empirical
data.
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FIG. 1. Liquid-gas phase transition. Dotted curve: mean-field result
of the chiral meson-nucleon model. Solid curve: FRG calculation
including mesonic fluctuations. Dashed curve: in-medium chiral ef-
fective field theory calculation of Refs. [34, 35].
level of mean-field phenomenology (mσ ' 670 MeV). The
compression modulus of nuclear matter is
K = 9n
(
dn
dµ
)−1
, (28)
where n is the baryon density. The nuclear surface tension is
computed in the model as [28]
Σ =
∫ fpi
σ0
dσ
√
2U , (29)
where U = Uk=0 is the effective potential and σ0 is the value
of the sigma field at normal nuclear matter density.
IV. RESULTS AND DISCUSSION
A. Liquid-gas transition
The flow equations are now solved using the grid method
proposed in [48]. The resulting system of coupled differen-
tial equations for the effective potential and its derivatives is
solved numerically. The thermodynamic potential is derived
by minimizing the effective potential as a function of the con-
stant fields σ and ω0.
As mentioned, the present model is supposed to be reli-
able in the regime around normal nuclear matter including the
liquid-gas phase transition, and up to about twice the equilib-
rium density, n0. We recall that the average distance between
nucleons at normal nuclear density, d ' 1.9 fm, scales with
the third root of the density and reduces to about 1.5 fm at
2n0. In chiral pictures of the nucleon with a compact bary-
onic core surrounded by a pionic cloud, the cores are still well
separated at such densities.
In the following, we shall compare results from our FRG
approach with calculations in chiral effective field theory ([49]
and references therein). We proceed by studying, first, the nu-
clear liquid-gas phase transition and the equation of state, then
the density and temperature dependence of the chiral conden-
sate, the order parameter of spontaneously broken chiral sym-
metry.
Consider the nuclear liquid-gas phase transition in the T -µ
diagram. Figure 1 shows the first-order transition boundary.
The bending of this curve is understood from a Clausius-
Clapeyron type relation. Along the phase transition, the total
differentials of the effective potential must agree in the liquid
and in the gaseous phases:
∂Uliquid
∂µ
dµ+
∂Uliquid
∂T
dT =
∂Ugas
∂µ
dµ+
∂Ugas
∂T
dT . (30)
The slope of the transition line is therefore given by the ratio
of differences between baryon number densitites, nliquid−ngas,
and entropy densities, sliquid − sgas, as follows
dT
dµ
= −nliquid − ngas
sliquid − sgas . (31)
By comparing the mean-field result of the chiral nucleon-
meson model [29] (dotted curve in Fig. 1) with the FRG calcu-
lation (solid curve) it is apparent that fluctuations beyond the
mean field bend the phase-transition boundary toward higher
chemical potentials as the temperature increases. In the mean-
field approximation without mesonic fluctuations, the entropy
is entirely determined by the nucleons. For small temperatures
and a chemical potential below µc, no Fermi sea of nucleons
exists. For µ > µc, the Fermi sphere is filled and particle-hole
excitations around the Fermi surface contribute to the entropy.
Therefore the entropy is larger in the liquid phase than in the
gas phase and since nliquid > ngas, the slope of the T−µ phase
boundary is negative, dTdµ < 0, as observed.
The curvature of the boundary line is in good agreement
with the χEFT results of Refs. [34, 35]. This is a nontriv-
ial observation since the two approaches, FRG versus χEFT,
differ significantly in their treatment of fluctuations associ-
ated with the pion field and its thermodynamics. The χEFT
calculations are based on a perturbative expansion of the free-
energy density up to three-loop order, including all one- and
two-pion exchange processes in the medium together with
three-body forces and effects from ∆-isobar excitations. The
FRG approach involves a nonperturbative resummation of
pion and nucleon loops but relegates many other effects to the
parametrization of the effective potential U . The FRG critical
point of the liquid-gas transition lies at slightly higher tem-
perature than the one in three-loop χEFT: one finds a critical
temperature Tc = 18.3 MeV, compared to the χEFT result,
Tc = 15.1 MeV [34, 35]. This is consistent with estimates
from multifragmentation and fission data which place the crit-
ical temperature at Tc & 16 MeV [50].
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FIG. 2. Coexistence region of the liquid and fluid phase in mean-
field approximation and with fluctuations compared to χEFT [34,
35]. The black dots label the respective critical endpoint.
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FIG. 3. Pressure as a function of baryon chemical potential in the
FRG model calculation (full line) compared with χEFT [34, 35]
(dashed line) for three different temperatures.
The liquid-gas coexistence region plotted in the
temperature-density plane is shown in Fig. 2. It fea-
tures, as in Fig. 1, a calculation in mean-field approximation,
the result with fluctuations treated in the FRG framework,
and the χEFT result.
A comparison between the pressure P (µ) resulting from
the model with inclusion of RG effects and from χEFT is
shown in Fig. 3. Since the effective potential is adjusted to
reproduce nuclear observables at µ = µc and T = 0, the
equations of state agree very well in both approaches around
this point. In particular, the slope of P (µ) at µc is related
to the compressibility which is reasonably consistent with the
empirical compression modulus in both FRG and χEFT cal-
culations. The equations of state match also for larger chem-
ical potentials at T = 0. As the temperature increases some
deviations between the FRG and χEFT equations of state ap-
pear, although they remain small for temperatures up to 15–
20 MeV. These features reflect the similarity of the first-order
transition lines in the phase diagram, with the exception of the
small relative displacement in the position of the critical end-
point. Given the different treatments of the pionic physics in
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FIG. 4. Chiral order parameter versus density at T = 0. The dot-
ted lines are obtained by applying a Maxwell construction along the
nuclear liquid-gas coexistence region. The RG result (solid curve) is
shown in comparison with χEFT [34, 35] (dashed).
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FIG. 5. Chiral order parameter at T = 0 as a function of baryon
chemical potential, calculated in the chiral nucleon-meson model
(solid curve) with inclusion of fluctuations using the FRG approach.
The χEFT result (dashed curve) is taken from [34, 35].
the FRG and χEFT approaches, the close similarity of these
results is once again remarkable.
Next, consider the chiral condensate, 〈q¯q〉, as a function of
temperature and baryon density (or chemical potential). In
the chiral nucleon-meson model this condensate is propor-
tional to the expectation value of the σ field. Quite gener-
ally, the Hellmann-Feynman theorem in combination with the
Gell-Mann–Oakes–Renner relation gives the in-medium chi-
ral condensate in the form [34, 35]
〈q¯q〉 (n, T )
〈0|q¯q|0〉 = 1−
∂F(n, T )
f2pi ∂m
2
pi
, (32)
where F = E − Ts is the free-energy density, F = nF¯ with
F¯ the free energy per particle. 〈0|q¯q|0〉 is the chiral conden-
sate in vacuum. The pion-mass dependence of F¯ is a quantity
systematically accessible in χEFT since this dependence is
explicitly given in terms of the pion propagators present in the
in-medium loop diagrams.
Figures 4 and 5 show the chiral condensate at zero tem-
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FIG. 6. T dependence of the chiral condensate at µ = 760 MeV.
The curves at the mean-field level and with fluctuations included are
compared. The experimental freeze-out point is at T = 56+9.6−2.0 MeV
for µ = 760+23−23 MeV [51].
perature as functions of the baryon chemical potential µ and
density n, plotted as the ratio of σ versus its vacuum value
σ0. The density dependence of the condensate at T = 0 dis-
played in Fig. 4 shows (dotted) the behavior in the presence of
the liquid-gas coexistence region up to the equilibrium density
of normal nuclear matter. At higher densities, correlations and
fluctuations beyond mean field tend to stabilize the chiral con-
densate against restoration of chiral symmetry in its Wigner-
Weyl realization, at least up to about twice n0, the conserva-
tive estimate for the range of applicability of the present inves-
tigation. The presentation of the chiral condensate as a func-
tion of baryon chemical potential (Fig. 5) is particularly in-
structive as it demonstrates the impact of the first-order liquid-
gas transition on an order parameter of completely different
origin, manifest in the discontinuity at µ = µc = 923 MeV.
At larger baryon chemical potential there is no tendency to-
wards rapid chiral symmetry restoration. Pionic fluctuations
delay the dropping of the condensate. In this respect the FRG
treatment shows an even more pronounced effect than the
three-loop χEFT calculations, though it is again remarkable
how close the (nonperturbative) FRG results and the (pertur-
bative) χEFT results turn out to be.
B. Chemical freeze-out and chiral phase transition
Abundances of hadronic species produced in heavy-ion col-
lisions are well described in a hadronic resonance gas pic-
ture. Using a statistical model a chemical freeze-out boundary
curve in the (T, µ) diagram has been extracted [51]. For small
baryon chemical potentials the freeze-out temperature turns
out to be very close to the transition temperature of the chi-
ral crossover as inferred from lattice QCD computations. If
such a correspondence between chemical freeze-out and chi-
ral transition remained valid also for large chemical potentials,
one would be tempted to conclude that the chiral phase transi-
tion leaks well into the nuclear physics terrain that is properly
described by the present chiral nucleon-meson model. It is
therefore of interest to explore whether the model as it stands
would support or disprove such an interpretation.
A partial answer has already been given in Ref. [29]. Their
mean-field analysis shows no decreasing chiral condensate
near freeze-out at large chemical potentials. Here we repeat
and extend this computation, now with the effects from pion
loops included. As a typical example, the σ field representing
the chiral condensate is plotted as a function of temperature
for a fixed chemical potential µ = 760 MeV in Fig. 6. At
this value of µ the freeze-out point derived from the statistical
model analysis is located at a temperature T = 56+9.6−2.0 MeV.
If there were a chiral phase transition nearby, the condensate
would change significantly and drop rapidly to a small value.
This is not seen in Fig. 6 where the sigma field is plotted both
at the mean-field level and with the fluctuations taken into
account using the FRG. One observes that the magnitude of
the chiral condensate is still large up to temperatures around
100 MeV and chiral symmetry remains spontaneously broken.
Chemical freeze-out and chiral restoration are not connected
or intertwined at baryon chemical potentials characteristic of
the nuclear physics region and beyond.
In Fig. 7, the contours of the normalized condensate,
σ/fpi , are plotted for chemical potentials in the range
700 MeV ≤ µ ≤ 1 GeV. We see that the condensate stays
above 2/3 of its vacuum value throughout this region.
We therefore conclude that chiral symmetry is not re-
stored and there is no critical endpoint within the region
700 MeV ≤ µ ≤ 1 GeV and for temperatures T ≤ 100 MeV.
It should, of course, be pointed out that the chiral phase
transition or the crossover itself cannot be reliably addressed
in our model. The effective potential has been adjusted at
the liquid-gas phase transition in a Taylor expansion around
σ = fpi . It is therefore predictive only for values of σ not
too far from fpi , whereas σ changes rapidly in the vicinity of
the phase transition or crossover. It is nonetheless instructive
to extrapolate and examine where the phase transition actu-
ally takes place in the model. In the mean-field approxima-
tion, the condensate is seen to jump discontinuously to zero
already at a chemical potential of µ = 970 MeV which trans-
lates to a density of about 1.75 times saturation density. This
restricts the applicability of the mean-field version to a rela-
tively narrow range around normal nuclear densities and the
liquid-gas transition. Once fluctuations are properly treated
using the FRG approach, the chiral condensate remains fi-
nite up to a chemical potential µ = 1.15 GeV, or densities
beyond 2.5 times nuclear saturation density. While at such
large values of the chemical potential, the field dependence of
the Yukawa couplings should already be taken into account,
the fact that fluctuations tend to stabilize the hadronic phase
of spontaneously broken chiral symmetry up to quite high
baryon densities emerges as a robust result.
C. Fluctuation effects near the critical endpoint of the
liquid-gas transition
The fluctuation effects included in the present FRG calcu-
lation are also important for the description of critical behav-
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FIG. 7. Contour plots of σ/fpi . Within the region of applicability
(µ . 1 GeV, T . 100 MeV) of the chiral nucleon-meson model, the
chiral condensate is nonzero and chiral symmetry is not restored.
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FIG. 8. Contour plot of the baryon number susceptibility
χn(µ, T ) =
∂n
∂µ
from the mean-field calculation in the T -µ plane
around the critical endpoint of the liquid-gas phase transition.
ior in the vicinity of the endpoint of the first-order liquid-gas
transition. As already discussed in Ref. [29] for the present
model, a mean-field calculation cannot be expected to be reli-
able close to the phase transition.
To assess the magnitude of these fluctuations near the criti-
cal point, we compare in the following results for the baryon
number and chiral susceptibilities from the FRG calculation
to those from the mean-field approach. A technically similar
calculation [52] for the critical region in a quark-meson model
found only a relatively narrow region around the critical end-
point (in this case of the chiral phase transition) in which
fluctuations dominate. Compared to the mean-field calcula-
tion, the critical region in those FRG results was much com-
pressed. While the calculations performed with the quark-
meson model were focused on quark-number susceptibilities,
the results guide our expectations also for the present model.
In the PQM study [53], a smoothing of the observables around
the chiral crossover line appeared once fluctuations were in-
cluded.
The liquid-gas phase transition is characterized by a dis-
continuity in baryon density as a function of baryon chemical
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FIG. 9. Same plot as in Fig. 8, but now with fluctuations taken into
account.
potential. The corresponding baryon number susceptibility,
χn = −∂
2U
∂µ2
=
∂n
∂µ
, (33)
is discontinuous at the first-order liquid-gas phase transition
and diverges at the second-order critical endpoint. In Figs. 8
and 9, contour lines of χn are plotted in the T -µ diagram. In
the nucleon-meson model there is an extended region above
the critical endpoint where the susceptibility in the mean-field
calculation remains large. This region is elongated along an
extrapolation of the first-order line beyond the critical end-
point. In contrast, the fluctuation-dominated region in the
FRG calculation is more concentrated around the critical end-
point and smaller in extent, in particular in the direction of the
chemical potential.
The baryon density is the order parameter of the liquid-
gas transition. But this first-order phase transition leaves its
traces also in the chiral order parameter, σ, in the form of
a discontinuous jump. It is interesting to examine the cor-
responding susceptibility, χσ = m−2σ . In Figs. 10 and 11,
contour lines of the chiral susceptibility are shown in the T -
µ plane. To facilitate a comparison, the susceptibilities are
normalized to their respective vacuum expectation values ac-
cording to χσ(µ, T ) × m2σ,vac. The results are qualitatively
similar to those for the density fluctuations. In the mean field
analysis, the region of large susceptibilities extends to smaller
chemical potentials away from the critical endpoint, whereas
these regions are more centered around the critical endpoint
once fluctuations are taken into account.
V. SUMMARY
The present work provides an extension of the chiral
nucleon-meson model including effects of fluctuations treated
within the framework of the functional renormalization group.
The few parameters of the model are fitted to reproduce phys-
ical observables around the nuclear liquid-gas phase transition
at µ = µc and T = 0. A vector interaction is included and
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FIG. 10. Contour plot of the normalized chiral susceptibility
χσ(µ, T ) ·m2σ,vac from the mean-field calculation in the T -µ plane
around the critical endpoint of the liquid-gas phase transition.
3
3
5
5
10
890 895 900 905 910 915 920 9250
10
20
30
40
50
Μ HMeVL
T
HM
eV
L
FIG. 11. Same plot as in Fig. 10, but now with fluctuations taken into
account.
the expectation value of the corresponding background field
is determined self-consistently.
The liquid-gas phase transition determined in this calcula-
tion is compared with results from in-medium chiral effective
field theory. The first-order phase transition lines at low tem-
peratures agree well, while a slightly larger temperature for
the critical endpoint is found in our present treatment, in good
agreement with the empirical range of critical temperatures.
The chiral condensate decreases more slowly as a function
of baryon chemical potential compared to mean-field results.
This is, again, in agreement with χEFT where higher-loop ef-
fects, the ∆-isobar resonance and three-body forces lead to
a similar behavior. The equations of state resulting from the
two approaches agree for the first-order liquid-gas phase tran-
sition at T = 0 where the model effective potential is fitted
to physical observables. This agreement holds also for larger
values of the chemical potential as well as for temperatures up
to 15–20 MeV.
In comparison with mean-field results, we find that fluctu-
ations exert a stabilizing effect on the phase diagram: fluctu-
ation effects are more focused around the critical endpoint of
the liquid-gas phase transition, whereas the mean-field results
show large chiral and baryon number susceptibilities along the
extrapolation of the first-order line. These findings in the chi-
ral nucleon-meson model have a qualitative correspondence
in observations made in studies of the chiral phase transition
using the quark-meson model.
We have found no hints of a first-order chiral transition and
its critical endpoint in the regime of applicability of the model.
The chiral order parameter decreases slowly, as in χEFT, and
the first-order chiral phase transition is delayed to larger val-
ues of the baryon chemical potential. The order parameter re-
mains large up to temperatures of 100 MeV and baryon chem-
ical potentials of at least about 1 GeV. The present results
demonstrate that it is crucial to include nucleons and their
correlations in order to correctly reproduce the equation of
state in the hadronic phase of QCD around the nuclear liquid-
gas transition. It is furthermore necessary to include mesonic
fluctuations beyond the mean field for a quantitatively reliable
description of the phase diagram.
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