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On the Studentisation of Random Vectors
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We give general matrix Studentisation results for random vectors converging
in distribution to a spherically symmetric random vector, which have wide
applicability to the asymptotic properties of estimators obtained from estimating
equations, for example. Appropriate matrix ``square roots,'' required for normalisa-
tion of the random vectors, are shown to be the Cholesky square root and the
symmetric positive definite square root.  1996 Academic Press, Inc.
1. Introduction
In statistics, we often wish to apply asymptotic results of the form
B&12n Sn w
D Z, (1.1)
by which we mean that the random variable Sn , after normalisation by the
square root of a nonstochastic sequence Bn , converges in distribution to a
limiting random variable Z as n  . Sn will be some quantity of interest,
observable in a sample of size n. Recognising that the norming sequence
[Bn] will depend on the unknown distribution of Sn in some possibly com-
plicated way, we furthermore seek random variables Vn , observable in a
sample of size n, such that
VnBn w
P 1. (1.2)
Then (1.1) implies
V&12n Sn w
D Z, (1.3)
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which is a way of expressing a general ``Studentisation'' of the random
variable Sn .
In its simplest form, Sn may be the sample sum; for example, the sum
of n independent and identically distributed one-dimensional random
variables X1 , ..., Xn , centered at n times the mean of the Xi . The central
limit theorem tells us that (1.1) holds for some choice of Bn with Z being
a standard normal random variable, provided the Xi are in the domain of
attraction of the normal distribution. In particular this is true if the Xi have
finite variance _2 and then we can take Bn=n_2. In addition the weak law
of large numbers gives
Vn
n
=
1
n
:
n
i=1
(Xi&X n)2 w
P _2, (1.4)
where X n=(X1+ } } } +Xn)n=Sn n. Thus (1.3) holds in the form
V&12n \ :
n
i=1
Xi&n++ wD N(0, 1). (1.5)
Furthermore, this continues to hold even if _2=, provided the Xi are in
the domain of attraction of the normal distribution. (1.5) has direct statistical
applications, for example, in calculating approximate confidence intervals
for +.
As we will illustrate in the next section, there is a demand for a version
of this kind of result in various multivariate situations, in which Sn is a ran-
dom vector in Rk, Bn is a nonstochastic sequence of k_k matrices, and Z
is a random vector in Rk. Extension of (1.5) to this case is not trivial,
however, and depends on the kind of matrix square root of Vn that we take
in (1.3). In this paper, we give a very general version of the above kind of
studentisation. The result is quite unrestricted in that no moment assump-
tions on Sn or Vn are required; we merely assume that the vector versions
of (1.1) and (1.2) hold and deduce from them that (1.3) holds. The key
result which motivated our work is an observation by Fahrmeir and
Kaufmann [1] that the Cholesky square root is an appropriate one for
(1.3). The symmetric positive definite square root of the norming matrix
can also be used, but other versions of the matrix square root may not
work, as we will demonstrate.
The simplest case is when Sn is a centered sample sum and Z is N(0, Ik)
(a standard normal random vector in k dimensions). ((1.1) does not then
require that Sn has finite covariance matrix.) However, there are many
other situations in which (1.1)(1.2) can be shown to hold, for example
when Sn is an estimator obtained by maximising a likelihood, or by solving
a general set of estimating equations. We discuss some specific examples in
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the next section. Typically, (1.1) will follow from a central limit or other
convergence in distribution theorem, while (1.2) follows from a law of large
numbers or ergodic theorem.
(1.3) has, as before, immediate applications in all of these situations, for
example, to the calculation of confidence regions. Also, when Z is N(0, Ik),
the matrix analogues of (1.3) tell us that, provided the sample size is not
too small, appropriate inverse square roots of Vn provide the ``right''
normalisation to transform Sn to approximately uncorrelated normally dis-
tributed components, with a consequent simplification in interpretation.
2. Results
To state our main results we need some notation. For any positive
definite matrix A, let A12 (AT2) be a left (the corresponding right) square
root of A, i.e., any matrices satisfying A12AT2=A, where AT2=(A12)T. In
addition, let A&12=(A12)&1 and A&T2=(AT2)&1. Usual ``versions'' of
the square root are the Cholesky square root and the symmetric positive
definite square root. The left and right Cholesky square roots A 12 and A T2
of A will be designated by a tilde. They are defined as the lower and upper
triangular matrices with positive diagonal elements satisfying A 12A T2=A
and A T2=(A 12)T. They exist and can be computed without solving an
eigenvalue problem, whereas the symmetric square root requires an eigen-
vector decomposition of A. We denote the symmetric square root of A by
A 12. For definitions and elementary properties of Cholesky and symmetric
positive definite square roots, see Rao [8, p. 55] and Stewart [11, p. 139].
Let *min(A) and *max(A) denote the smallest and largest eigenvalues of a
matrix A.
Let Cn be k_k real nonsingular nonstochastic matrices and let Vn be
k_k real symmetric stochastic matrices such that
CnVnC
T
n w
P Ik , (2.1)
where Ik denotes the k_k identity matrix and the convergence of matrices,
throughout the paper, is componentwise. Then the matrices Vn are positive
definite with probability approaching 1 (WPA1) and since we are only con-
cerned with asymptotic results we will assume them to be positive definite
for all n. Let Sn=(S1n } } } Skn)T be k_1 stochastic vectors such that
CnSn w
D Z, (2.2)
where Cn satisfies (2.1) and where Z is a spherically symmetric random
vector in Rk; i.e., RZ has the same distribution as Z for any orthogonal
nonstochastic matrix R.
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Theorem 2.1. If (2.1) and (2.2) hold, then
V &12n Sn w
D Z (2.3)
and also
V &12n Sn w
D Z. (2.4)
Remarks. As mentioned above, an important application of Theorem 2.1
occurs when Sn is the centered sample sum of random vectors X1 , ..., Xn in
Rk, and Z is N(0, Ik). Conditions under which (2.2) holds with Z=N(0, Ik)
have been given by Hahn and Klass [6] when the Xi are i.i.d., and, more
generally, when the Xi are independent but not necessarily identically dis-
tributed, by Hahn and Klass [4]. In the i.i.d. case, a corresponding version
of (2.1) is given by Maller [7] who shows that (2.2) is then equivalent to
(2.1), provided that Vn is taken as n times the sample covariance matrix.
These results do not require that the Xi have a finite covariance matrix
although their distribution must satisfy a certain analytic condition.
Sepanski [9, 10] shows that (2.4) holds in the i.i.d. case by using the
boostrap estimator of the sample sum.
It would be useful to give a version of (2.1) corresponding to the non-
identically distributed case treated by Hahn and Klass [6]. Theorem 3.6 of
Hahn and Klass [5] suggests that this may be possible; it shows that if
(2.2) holds when Sn is the centered row sum of a triangular array of
rowwise independent random d-vectors, then it holds with Cn replaced by
the (nonstochastic) covariance matrix of certain truncated random
variables. [4] also points out that, even when the Xi have finite variance
matrices, the structure of the norming matrices may be complicated; they
need not be diagonal, and Sn need not ``settle down'' to a fixed direction,
WPA1, for large n. Thus these results are truly multidimensional and
require the method we develop here. For results in which Zn in (2.2) is not
N(0, I), for example, is an operator stable law, see Hahn and Klass [3].
We do not know if there is a corresponding version of (2.1) for this situa-
tion, for some Vn .
Theorem 2.1 applies much more generally than to sums of independent
random vectors, however. For example, Ghitany, Maller, and Zhou [2]
show that versions of (2.1) and (2.2) hold for the maximum likelihood
estimates and the sample and expected information matrices in a survival
model with immune individuals and covariates. They assume ``susceptible''
individuals in a sample of size n have independent exponential failure times
ti* with p.d.f.'s
fi (t)=*i0e&*i 0 t
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while ``immune'' individuals never fail. Individual i is susceptible (resp.,
immune) with probability pi (resp., 1&pi). Observed failure times for both
susceptibles and immunes are censored, independently, by random
variables ui which are independent with distribution G which is not
degenerate at zero. The parameters *i0 and pi0 are related to covariate
vectors xi and yi by a generalised linear formulation:
*i0=e:0
Txi, pi0=
e;0
T yi
1+e;0
T yi
,
where :0 and ;0 are vectors of parameters to be estimated. Ghitany, Maller,
and Zhou [2] show that, under some reasonable assumptions on the
covariates, a maximum likelihood estimator % n=(:^Tn ;
T
n )
T of %0=(:T0 ;
T
0 )
T
exists local to %0 WPA1 and satisfies
D 12n (% n&%0) w
D N(0, I)
and
D &12n Fn(% n) D
&12
n w
P I. (2.5)
Here Fn(% n) is the observed information matrix (negative of the second
derivative of the log-likelihood) evaluated at % n , Dn=E[Fn(%0)] is the
expected information matrix, and D 12n is the symmetric positive definite
square root of Dn . This is not quite of the form (2.1)(2.2) because of the
inverses in (2.5), but we can rewrite Theorem 2.1 to cover this case too.
Theorem 2.2. Let Dn be a nonstochastic k_k matrix and let D12n and
DT2n be any left and right square roots of Dn . Suppose, for a spherically sym-
metric random vector Z, we have
DT2n Sn w
D Z (2.6)
and that for some random k_k matrix Fn
D&12n FnD
&T2
n w
P Ik . (2.7)
Then
F T2n Sn w
D Z and F 12n Sn w
D Z. (2.8)
Theorem 2.2 proves that
F T2n (% n)(% n&%0) w
D N(0, Ik) and F 12n (% n)(% n&%0) w
D N(0, Ik)
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in the Ghitany, Maller, and Zhou [2] result. There are many similar
applications of Theorems 2.12.2 in the areas of estimating equations and
time series. The asymptotic results of Fahrmeir and Kaufmann [1] provide
the required ingredients for application of the theorems to generalised
linear models.
Theorem 2.1 shows that ``studentisation'' of a random vector may be by
the left Cholesky or symmetric positive definite square root. Which we
prefer depends on the problem at hand, but if the purpose is to transform
Sn so as to have approximately a spherically symmetric distribution, we
might conjecture that the symmetric positive definite square root would
accomplish this better in small samples. On the other hand, the Cholesky
square root is easier to compute. This problem deserves further study.
Interestingly, it is usually the Cholesky square root of a sum of squares and
products matrix that is favoured in the older statistical literature because
of its computational convenience, an important consideration before the
advent of computers.
We conclude with a counterexample which shows that, in general, (2.3)
does not follow from (2.1) and (2.2) if an arbitrary square root is used in
(2.3). Suppose Sn=(Sn1Sn2)T are random 2-vectors with |Sn|>0 and
Sn w
D N(0, I2).
Let Cn=Vn=I2 . Then (2.1) and (2.2) are satisfied. Also let
Rn=_- 1&a
2
n
an
&an
- 1&a2n& ,
where
an=
Sn2 sign(Sn1)
- S 2n1+S 2n2
.
Then Rn is an orthogonal matrix and V12n =Rn is a left square root of Vn .
But we have for the unit vector u=(0 1)T
uTV&12n Sn=u
TRTn Sn=0.
Thus V&12n Sn does not tend to N(0, I2) in distribution.
3. Proofs
Proof of Theorem 2.1. First we deal with the Cholesky square root. We
need some preliminary lemmas.
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Lemma 3.1. Let Bn be a k_k symmetric nonsingular matrix. If B12n is
any left square root of Bn , then there exists an orthogonal matrix Rn such
that
B&12n =RnB
&12
n . (3.1)
Proof. If Bn=B12n B
T2
n , let R
T
n =B
&12
n B
12
n and observe that
RTn Rn=B
&12
n B
12
n B
T2
n B
&T2
n =Ik .
Thus Rn is an orthogonal matrix satisfying (3.1). K
We now show that (2.1) and (2.2) may be replaced by similar expres-
sions involving Cholesky square roots. So assume (2.1) and (2.2) for some
nonsingular nonrandom k_k matrix Cn with Z spherically symmetric.
Define a nonsingular matrix Bn by
B&1n =C
T
n Cn
and let Bn=B 12n B
T2
n be its Cholesky decomposition. Then B
12
n B
T2
n and
C&1n (C
&1
n )
T are both square root decompositions of the symmetric matrix
Bn . So by Lemma 3.1, Rn B
&12
n =Cn for an orthogonal matrix Rn . Thus
(2.1) implies
RnB &12n VnB
&T2
n R
T
n =CnVnC
T
n w
P Ik . (3.2)
Let op(1) denote a random variable converging in probability to 0 as
n  . If each component of a vector or a matrix converges to 0 in prob-
ability as n  , also denote this vector or matrix by op(1). Since the
elements of the orthogonal matrix Rn are bounded in absolute value by 1,
it follows from (3.2) that
B &12n VnB
&T2
n =R
T
n CnVn C
T
n Rn=R
T
n (Ik+op(1))Rn=Ik+op(1)
which implies that
B &12n VnB
&T2
n w
P Ik . (3.3)
Since Cn is nonrandom, Rn is as well. By the boundedness of Rn , if [ni]
is any sequence of integers such that ni  , we can find a subsequence
[mi] of [ni] such that Rmi  R componentwise for some finite matrix R.
Clearly, R is orthogonal, so RT is orthogonal, and thus for any unit vector
u, as mi  ,
uTRTmi Cmi Smi=u
T (RT+o(1)) Cmi Smi w
D uTRTZ.
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But since Z is spherically symmetric, RTZ has the same distribution as Z.
Thus
uTRTn CnSn w
D uTZ
as n   for each u, equivalently, RTn CnSn w
D Z. Since RTn Cn=B
&12
n , we
have
B &12n Sn w
D Z. (3.4)
Consequently, we can assume (3.3) and (3.4) rather than (2.1) and (2.2).
(Note that the spherical symmetry of Z will be used only to prove (3.4)
from (2.2). If (3.4) is assumed instead, the spherical symmetry of Z is not
required.)
Write
V &12n Sn=V
&12
n B
12
n B
&12
n Sn .
Then (2.3) will be immediate from the next lemma.
Lemma 3.2. (3.3) implies that
V &12n B
12
n =Ik+op(1). (3.5)
Proof. It follows from (3.3) that
B &12n VnB
&T2
n =Ik+An ,
where An=op(1) is a k_k symmetric matrix. Since Vn=V 12n V
T2
n , we have
V T2n B
&T2
n =V
&12
n B
12
n +V
&12
n B
12
n An . (3.6)
Now the largest eigenvalue of the symmetric matrix V &12n Bn V
&T2
n satisfies
*max(V &12n BnV
&T2
n )tr(V
&12
n BnV
&T2
n )
=tr((V &12n B
12
n )(B
T2
n V
&T2
n ))
=tr((B T2n V
&T2
n )(V
&12
n B
12
n ))
=tr(B T2n V
&1
n B
12
n ) w
P k.
The last convergence follows from (3.3), because Lemma 2.2 of [7] implies
that
B T2n V
&1
n B
12
n w
P Ik . (3.7)
149STUDENTISATION OF RANDOM VECTORS
File: 683J 159609 . By:BV . Date:07:07:07 . Time:12:32 LOP8M. V8.0. Page 01:01
Codes: 3272 Signs: 2253 . Length: 45 pic 0 pts, 190 mm
Therefore, we have for any unit k-vector u
uTV &12n B
12
n (AnA
T
n ) B
T2
n V
&T2
n u$n*max(V
&12
n BnV
&T2
n ) w
P 0, (3.8)
where $n=*max(An ATn ) w
P 0. Consequently, V &12n B
12
n An w
P 0, and so
the second term on the right-hand side of (3.6) is op(1) as n  . Since
inverses and products of upper (lower) triangular matrices are upper
(lower) triangular, V T2n B
&T2
n is an upper triangular matrix and V
&12
n B
12
n
is a lower triangular matrix. It then follows from (3.6) that for 1i, jk,
i{ j,
[V &12n B
12
n ] ij=op(1). (3.9)
Also it follows from (3.7) that for 1ik,
:
k
j=i
([V &12n B
12
n ] ji)
2 wP 1. (3.10)
Then (3.5) follows from (3.9) and (3.10) because the diagonal elements of
V &12n B
12
n are nonnegative. K
An alternative proof of (2.3) can be based on the use of the inverse func-
tion theorem to argue that (3.5) follows immediately from (3.3) by the
uniqueness and continuity of the Cholesky decomposition of a symmetric
positive definite matrix. This idea is mentioned in Fahrmeir and Kaufmann
[1], but we have to verify the conditions under which the inverse function
theorem applies. The uniqueness and continuity of a mapping do not in
general guarantee the continuity of the inverse mapping. This problem can
be overcome with a little analysis, but the above proof of (2.3), which
shows clearly how the triangular nature of the Cholesky decomposition is
used, is just as quick.
Moreover, even though taking the symmetric square root constitutes a
continuous mapping on the space of k_k matrices, we cannot use an
inverse function argument to deduce from B 12n V
&1
n B
12
n w
P Ik that
V &12n B
12
n w
P Ik , since V
&12
n B
12
n is not the symmetric positive definite
square root of B 12n V
&1
n B
12
n . Consequently, to prove (2.4), we need another
argument which depends heavily on the structure of the symmetric positive
definite square root. First we prove a lemma which may also have other
applications.
Let [Wn] be a sequence of symmetric positive definite random k_k
matrices, and let [4n] be a sequence of positive definite diagonal random
k_k matrices with diagonal elements *ni . Let 412n be diagonal with
diagonal elements - *ni. Define a sequence [Un] of symmetric positive
definite matrices by
(4nWn 4n)
12
=412n Un4
12
n . (3.11)
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Lemma 3.3. Suppose that (3.11) holds and Wn w
P Ik as n  . Then
we have 412n Un 4
&12
n w
P Ik as n  .
Proof. Lemma 3.3 obviously holds for matrices of size 1_1. Suppose
then that Lemma 3.3 holds for matrices Wn , 4n , of size 1_1,
2_2, ..., (k&1)_(k&1). Now let Wn , 4n , be of size k_k. We have for
1i, jk,
(4&12n Un4
12
n ) ij=- (*nj*ni ) (Un) ij (3.12)
and so
(412n Un 4
&12
n ) ij=(4
&12
n Un4
12
n ) ji=- (*ni *nj ) (Un) ji . (3.13)
From (3.11), Wn=4&12n Un4n Un4
&12
n ; thus by (3.12) and (3.13)
(Wn) ij= :
k
l=1
- (*nl*ni ) (Un) il - (*nl *nj ) (Un) jl
= :
k
l=1
*nl
- *ni*nj
(Un) il (Un) jl . (3.14)
Since Wn w
P Ik , it follows from (3.14) with j=i that for 1ik,
:
k
l=1
*nl
*ni
(Un)
2
il w
P 1, (3.15)
and for 1i, jk, i{j,
:
k
l=1
- (*nl *ni ) (Un) il - (*nl *nj ) (Un) jl w
P 0. (3.16)
By (3.15) the sequences
[- (*nl *ni ) (Un) il ], 1i, lk, (3.17)
are bounded in probability. Let *nm=*max(4n). Suppose at this stage that
(412n Un 4
&12
n )mm=(Un)mm w
P 1. (3.18)
By substituting m for i in (3.15), it is derived from (3.13) and (3.18) that
(412n Un 4
&12
n ) lm=- (*nl *nm) (Un)ml w
P 0, 1lk, l{m. (3.19)
Substitute m for i in (3.16). The terms corresponding to l{m in the sum
are op(1) by (3.19) and the boundedness of sequences given by (3.17). This
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means that the term corresponding to l=m is also op(1). Thus we obtain,
recalling (3.18), that
(412n Un 4
&12
n )mj=- (*nm*nj ) (Un) jm w
P 0, 1jk, j{m. (3.20)
(3.18)(3.20) show that the mth row and column of 412n Un4
&12
n converge
to the required limits. Now we consider the other rows and columns, and
this is where we use the inductive step.
Let W4 n , 44 n , and U4 n be obtained by deleting the m th row and the m th
column of the k_k matrices Wn , 4n , Un , and let (44 n) ii=*4 ni , 1ik&1.
Denote by 44 12n the symmetric positive definite square root of 44 n . For
1i, jk&1, let
i $=i+1[im] and j $=j+1[ jm] .
Since *4 ni=*ni $ and (U4 n) ij=(Un) i $j $ , 1i, jk&1, we have
(44 &12n U4 n44 nU4 n 44
&12
n ) ij= :
k&1
l=1
*4 nl
- *4 ni*4 nj
(U4 n) il (U4 n) jl
= :
1lk, l{m
*nl
- *ni $*nj $
(Un) i $l (Un) j $l
= :
k
l=1
*nl
- *ni $*nj $
(Un) i $l (Un) j $l&
*nm
- *ni $ *nj $
(Un) i $m (Un) j $m
=(Wn) i $j $+op(1) (by (3.20))
=(W4 n) ij+op(1).
Thus
44 &12n U4 n 44 nU4 n44
&12
n =W4 n+An ,
where An=op(1) is symmetric. By the uniqueness of the symmetric positive
definite square root,
44 12n U4 n 44
12
n =(44 n[W4 n+An] 44 n)
12 ;
thus (3.11) holds for 44 n , W4 n+An , and U4 n . Since W4 n+An w
P Ik&1, we can
apply Lemma 3.3 for (k&1)_(k&1) matrices to get 44 12n U4 n44
&12
n w
P Ik&1.
This means that
(412n Un 4
&12
n ) i $j $=(44
12
n U4 n44
&12
n ) ij w
P $ij , 1i, jk&1,
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where $ij is the Kronecker delta. Together with (3.18)(3.20), this shows
that
(412n Un 4
&12
n ) ij w
P $ij , 1i, jk,
as required.
Finally, we must prove (3.18). This is done as follows. There exists an
orthogonal matrix Tn and a diagonal positive definite matrix 8n with
diagonal elements 8n1 , ..., 8nk such that
4nWn4n=Tn8nT Tn .
Let 8(1)n =*max(8n). Let un be a unit k-vector corresponding to the eigen-
value 8 (1)n of the matrix 4nWn 4n . Then
*2nm(Wn)mm=(4nWn 4n)mm8
(1)
n =u
T
n 4nWn4nun*
2
nm *max(Wn).
Since (Wn)mm w
P 1, and *max(Wn) w
P 1 by Lemma 2.2 in Maller [7], we
have
*2nm 8
(1)
n w
P 1 and *&2nm (4nWn 4n)mm w
P 1.
Thus,
:
k
l=1
8nl
8 (1)n
(Tn)
2
ml=(1+op(1)) *
&2
nm (4nWn4n)mm w
P 1. (3.21)
Also, since Tn is orthogonal,
:
k
l=1
(Tn)
2
ml=1. (3.22)
Since 8nl8(1)n 1 for 1lk, (3.21)(3.22) imply that either 8nl8
(1)
n w
P 1
or (Tn)ml w
P 0, 1lk. Thus
(Un)mm=*&1nm ((4n Wn4n)
12
)mm=(1+op(1)) :
k
l=1
- (8nl8 (1)n ) (Tn)2ml w
P 1,
which proves (3.18). This completes the proof of Lemma 3.3. K
Now we prove (2.4). The same argument used to derive (3.3)(3.4) from
(2.1)(2.2) can be used to show that (2.1)(2.2) also imply
B &12n VnB
&12
n w
P Ik (3.23)
and
B &12n Sn w
P Z. (3.24)
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Since
V &12n Sn=V
&12
n B
12
n B
&12
n Sn ,
it suffices to prove from (3.23) that
V &12n B
12
n w
P Ik . (3.25)
This is done as follows. Write B&1n =Pn1nP
T
n and V
&1
n =Qn0nQ
T
n , where
Pn and Qn are orthogonal matrices, and 1n and 0n are positive definite
diagonal matrices. Let 1 12n and 0
12
n be the symmetric positive definite
square roots of 1n and 0n , respectively. Define
Wn=P
T
n B
12
n V
&1
n B
12
n Pn .
Since B 12n V
&1
n B
12
n w
P Ik as n   by (3.23) and Lemma 2.2 in [7], we
have Wn w
P Ik and
V&1n =B
&12
n (B
12
n V
&1
n B
12
n ) B
&12
n
=Pn1 12n P
T
n (B
12
n V
&1
n B
12
n ) Pn1
12
n P
T
n
=Pn1 12n Wn1
12
n P
T
n . (3.26)
Consequently, by (3.26)
PTn V
&12
n Pn=P
T
n Qn0
12
n Q
T
n Pn=(P
T
n Qn0n Q
T
n Pn)
12
=(PTn V
&1
n Pn)
12
=(1 12n Wn 1
12
n )
12
. (3.27)
By Lemma 3.3, the matrix Un defined by (1 12n Wn1
12
n )
12
=1 14n Un1
14
n
satisfies
1 14n Un 1
&14
n w
P Ik .
Finally, we have by (3.27) that
V &12n B
12
n =(Pn1
14
n Un1
14
n P
T
n )(Pn1
&12
n P
T
n )
=Pn1 14n Un1
&14
n P
T
n =Pn(Ik+op(1)) P
T
n =Ik+op(1).
This proves (3.25) and completes the proof of Theorem 2.1. K
Proof of Theorem 2.2. Let (2.6) and (2.7) hold and write Cn=D&12n .
Then (2.6)(2.7) imply
CnDnSn w
D Z (3.28)
and
CnFn C
T
n w
P Ik . (3.29)
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Applying Theorem 2.1 with Sn replaced by DnSn gives
F &12n Dn Sn w
D Z. (3.30)
By (2.7), for some An=op(1),
Fn=Dn+D
12
n AnD
T2
n =Dn+D
12
n RnAn D
T2
n ,
where we used Lemma 3.1 to replace D12n by D
12
n Rn for an orthogonal Rn .
Thus
F T2n Sn=F
&12
n FnSn=F
&12
n DnSn+F
&12
n D
12
n (RnAn) D
T2
n Sn . (3.31)
The first term on the right-hand side of (3.31) converges to Z by (3.30),
and the second term is op(1) because F &12n D
12
n =IR+op(1) by Lemma
3.2, RnAn is op(1), and DT2n Sn is stochastically bounded by (2.6). Hence
the first part of (2.8) holds. Similarly, the second part of (2.8) holds. K
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