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Resumo
Analisamos um problema de transmissa˜o de ondas viscoela´sticas. Isto e´, estudamos a
propagac¸a˜o da onda sobre materiais consistindo de componentes ela´stica e viscoela´stica
em um conjunto aberto, conexo e limitado com fronteira suave e fronteira com condic¸o˜es de
transmissa˜o. Mostramos que para este tipo de material a dissipac¸a˜o produzida pela parte
viscoela´stica e´ suficientemente forte para produzir decaimento exponencial da soluc¸a˜o,
na˜o importando qua˜o pequeno seja o tamanho da parte viscoela´stica.
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Abstract
We consider a transmission problem of viscoelastic waves. That is, we study the wave
propagations over materials consisting of elastic and viscoelastic components in a bounded,
open connected set with smooth boundary and transmission boundary conditions. We
show that for this type decay of the solution, no matter how small is its size.
v
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Introduc¸a˜o
Neste trabalho estudamos a existeˆncia, unicidade e estabilidade exponencial para o pro-
blema de transmissa˜o de ondas viscoela´sticas, isto e´, consideramos a propagac¸a˜o da onda
sobre corpos consistindo de dois tipos de materiais fisicamente diferentes. Uma compo-
nente e´ uma parte ela´stica simples, enquanto a outra e´ uma componente viscoela´stica
dotada de “memo´ria de longo alcance”1. E´ reconhecido que um corpo puramente ela´stico
produz uma equac¸a˜o de movimento conservativo, enquanto materiais viscoela´sticos in-
duzem a um mecanismo de dissipac¸a˜o. Quando atua de forma efetiva em todo o domı´nio,
produz taxa de decaimento uniforme da energia, desde que a func¸a˜o de relaxac¸a˜o decai
exponencialmente (ver[22]).
Estamos interessado em estudar as propriedades resultantes de um material misto
quando uma dessas componentes e´ dissipativa e a outra e´ do tipo conservativa. Mais
precisamente, consideramos um material composto de duas partes, uma parte viscoela´stica
e outra ela´stica conservativa. Desta maneira, o assunto principal de nosso trabalho tem
por objetivo abordar o comportamento assinto´tico de um problema de materiais mistos,
isto e´, mostramos que a dissipac¸a˜o dada pela parte viscoela´stica e´ suficientemente forte
para produzir taxa de decaimento uniforme.
O problema de transmissa˜o para equac¸o˜es hiperbo´licas foi estudado por Dautray e
Lions [6] que provaram a existeˆncia e regularidade de soluc¸o˜es para o problema linear,
enquanto em Lions [11] provou a controlabilidade exata. Este u´ltimo resultado significa
que o sistema todo pode ser controlado por um controle que atua em uma parte estrate´gica
da fronteira.
1Memo´ria de longo alcance significa que as tenso˜es a qualquer momento dependem da histo´ria completa
de tenso˜es que o material sofreu.
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A respeito de sistema viscoela´sticos, grac¸as aos trabalhos de Dafermos [3] , [4] , Dassios
[5], Mun˜oz [21] entre outros, e´ reconhecido agora que a soluc¸a˜o do modelo viscoela´stico
completo decai uniformemente para zero quando o tempo tende para o infinito fazendo
com que a func¸a˜o de relaxac¸a˜o decai exponencialmente.
Existe relativamente poucos resultados matema´ticos sobre problemas gerais de movi-
mento e deformac¸o˜es de materiais viscoela´stico localizados. Dentre estes, podemos destacar
o trabalho de Oquendo [23], onde ele analisou a estabilidade de um problema de trans-
missa˜o viscoela´stico, dado pelo seguinte sistema:
ρ1utt − α1uxx = 0 em ]0, L0[×]0,∞[ (0.0.1)
ρ2vtt − α2vxx +
∫ t
0
g(t− s)vxx(s)ds = 0 em ]L0, L[×]0,∞[ (0.0.2)
u(0, t) = v(L, t) = 0 em ]0,∞[ (0.0.3)
u(L0, t) = v(L0, t) em ]0,∞[ (0.0.4)
α1ux(L0, t) = α2vx(L0, t)−
∫ t
0
g(t− s)vx(L0, s)ds em ]0,∞[ (0.0.5)
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em ]0, L0[ (0.0.6)
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em ]L0, L[ (0.0.7)
onde as densidades de massa ρ1 , ρ2 e os coeficientes de elasticidade α1 e α2, assumem
valores positivos fixados .
A soluc¸a˜o {u(x, t), v(x, t)} do sistema acima descreve o deslocamento vertical de uma
corda de comprimento L, que tem uma parte ela´stica sobre ]0, L0[⊂]0, L[, outra vis-
coela´stica sobre ]L0, L[⊂]0, L[ e fixa nos extremos do intervalo ]0, L[ como vemos na
seguinte figura:
Parte Ela´stica Parte Viscoela´stica
0 L0u v L¡
¡¡
¡¡
¡
¡¡
¡¡
¡¡
Podemos considerar a equac¸a˜o na˜o linear da corda vibrante de comprimento L3, de
tal maneira, que tem uma parte viscoela´stica sobre o conjunto ]0, L1[∪]L2, L3[⊂]0, L3[ que
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denotamos por O, outra ela´stica sobre ]L1, L2[⊂]0, L3[ e fixa nos extremos do intervalo
]0, L3[, conforme figura abaixo:
Parte Viscoela´stica Parte Ela´stica Parte Viscoela´stica
0 L1 L2u v u L3
@@
@@
@@
¡¡
¡¡
¡¡
cujo sistema viscoela´stico e´ dado por
utt − auxx + F (u) + g ∗ uxx = 0 em O×]0,∞[ (0.0.8)
vtt − bvxx +G(v) = 0 em ]L1, L2[×]0,∞[ (0.0.9)
u(0, t) = u(L3, t) = 0 em ]0,∞[ (0.0.10)
u(Lj, t) = v(Lj, t) ; j = 1, 2 em ]0,∞[ (0.0.11)
aux(Lj, t)− g ∗ ux(Lj, t) = bvx(Lj, t) ; j = 1, 2 em ]0,∞[ (0.0.12)
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em x ∈ O (0.0.13)
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em x ∈]L1, L2[ (0.0.14)
onde os coeficientes de elasticidade a e b, assumem valores positivos fixados .
A generalizac¸a˜o natural do sistema [(0.0.8)-(0.0.14)] e´ dada pelo seguinte problema
misto na˜o linear
utt − a∆u+ F (u) + g ∗∆u = 0 em Ω2×]0,∞[ (0.0.15)
vtt − b∆v +G(v) = 0 em Ω1×]0,∞[ (0.0.16)
u(x, t) = 0 em Γ×]0,∞[ (0.0.17)
u(x, t) = v(x, t) em Γ1×]0,∞[ (0.0.18)
a
∂u
∂ν
− g ∗ ∂u
∂ν
= b
∂v
∂ν
em Γ1×]0,∞[ (0.0.19)
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em Ω2 (0.0.20)
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em Ω1 (0.0.21)
3
onde Ω ⊂ IRn um domı´nio limitado com fronteira Γ regular, sendo Ω1 ⊂⊂ Ω e Ω2 = Ω\Ω1
ambos subdomı´nios com fronteiras regulares Γ1 e Γ2 = Γ ∪ Γ1, conforme figura abaixo.
'
&
$
%
&%
'$
-
ﬀ
Ω1ν
Ω2 = Ω\Ω1
Γ1
Γ
6
ν
Ω = Ω1 ∪ Ω2 Γ2 = Γ ∪ Γ1
ν = normal exterior a Ω2
Em Lions [11] foi estudado o problema de contrabilidade exata para a versa˜o linear
do sistema acima quando g ≡ 0 e F = G ≡ 0. Isto e´, existe um controle Ψ atuando
sobre Γ que leva o sistema ao repouso. A controlabilidade exata do problema na˜o linear
correspondente permanece aberto. Uma resposta parcial e´ dada por Zuazua & Tcheougone´
Tebou em [24].
Nossa dissertac¸a˜o esta´ organizada da seguinte forma:
No cap´ıtulo (1) apresentamos as notac¸o˜es ba´sicas, resultados preliminares e resulta-
dos principais usados na resoluc¸a˜o do sistema [(0.0.15)-(0.0.21)].
No cap´ıtulo (2) mostramos a existeˆncia e unicidade das soluc¸o˜es regulares e fracas
do sistema [(0.0.15)-(0.0.21)].
Finalmente no cap´ıtulo (3), mostramos o decaimento exponencial da soluc¸a˜o do
sistema [(0.0.8)-(0.0.14)].
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Cap´ıtulo 1
Notac¸o˜es Ba´sicas, Resultados
Auxiliares e Resultado Principal
Estabeleceremos neste cap´ıtulo as notac¸o˜es, as hipo´teses sobre os dados e apresentare-
mos em forma de proposic¸o˜es os resultados ba´sicos que sera˜o utilizados nos cap´ıtulos
posteriores.
1.1 Notac¸o˜es Ba´sicas
1.1.1 Topologias Fraca e Fraca Estrela
Uma propriedade importante das topologias e´ que se uma topologia possui menos abertos
enta˜o ela possui mais compactos, e estes por sua vez sa˜o importantes para os teoremas
de existeˆncia. De forma breve apresentaremos aqui duas topologias menos fina, isto e´,
possuem menos abertos que a topologia da norma, esta u´ltima chamamos de topologia
forte.
Seja E um espac¸o de Banach com dual E ′ . A topologia fraca σ(E,E ′) sobre E e´ a
topologia menos fina sobre E que torna cont´ınuas todas as aplicac¸o˜es f ∈ E ′. Quando
(xn)n∈IN converge para x em E segundo a topologia fraca denotamos por xn ⇀ x em E.
Temos a seguinte proposic¸a˜o:
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Proposic¸a˜o 1.1 Seja (xn)n∈IN uma sequeˆncia num espac¸o de Banach E. Enta˜o
(a) xn ⇀ x em E ⇔ 〈f, xn〉 → 〈f, x〉, ∀ f ∈ E ′.
(b) Se xn → x em E, enta˜o xn ⇀ x em E.
(c) Se xn ⇀ x em E, enta˜o ‖xn‖ e´ limitada e ‖x‖ ≤ lim inf ‖xn‖.
(d) Se xn ⇀ x em E e fn → f em E ′, enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [1]. Pa´gina 35.
Vale ressaltar aqui que se E tem dimensa˜o finita, enta˜o as topologias forte e fraca
coincidem.
Sobre E ′ temos duas topologias: a topologia forte, associada a norma, e a topologia
fraca σ(E ′, E ′′). Podemos ter uma terceira topologia, para isso seja x ∈ E fixo e defina
Jx : E
′ → IR
f 7→ 〈Jx, f〉E′′,E′ = 〈f, x〉E′,E
verifica-se que Jx e´ linear e cont´ınua, portanto (Jx)x∈E e´ uma famı´lia de elementos de E ′′.
A topologia menos fina de E ′ que torna cont´ınuas todas as aplicac¸o˜es da famı´lia (Jx)x∈E e´
chamada topologia fraca estrela, denotada por σ(E ′, E). Quando (fn)n∈IN converge para
f segundo essa topologia escrevemos: fn
∗
⇀ f em E ′. Note que quando E e´ reflexivo
(E = E ′′) as topologias fraca e fraca estrela coincidem. Temos os seguintes resultados:
Proposic¸a˜o 1.2 Sejam E um espac¸o de Banach e (fn)n∈IN uma sequeˆncia em E ′. Enta˜o
(a) fn
∗
⇀ f em E ′ ⇔ 〈fn, x〉 → 〈f, x〉, ∀ x ∈ E.
(b) Se fn → f em E ′, enta˜o fn ⇀ f em E ′.
(c) Se fn ⇀ f em E
′, enta˜o fn
∗
⇀ f em E ′.
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(d) Se fn
∗
⇀ f em E ′, enta˜o ‖fn‖ e´ limitada e ‖f‖ ≤ lim inf ‖fn‖.
(e) Se fn
∗
⇀ f em E ′ e xn → x em E, enta˜o 〈fn, xn〉 → 〈f, x〉.
Demonstrac¸a˜o: Ver [1]. Pa´gina 40.
Destacamos ainda
Proposic¸a˜o 1.3 Sejam E um espac¸o de Banach separa´vel e (fn)n∈IN uma sequeˆncia li-
mitada em E ′. Enta˜o existe uma subsequeˆncia (fnk)k∈IN que converge na topologia fraca
estrela.
Demonstrac¸a˜o: Ver [1]. Pa´gina 50.
Proposic¸a˜o 1.4 Sejam E um espac¸o de Banach reflexivo e (xn)n∈IN uma sequeˆncia li-
mitada em E. Enta˜o existe uma subsequeˆncia (xnk)k∈IN que converge na topologia fraca.
Demonstrac¸a˜o: Ver [1]. Pa´gina 50.
1.1.2 Espac¸os Lp(Ω)
Sejam Ω um aberto do IRn e 1 ≤ p < ∞, definimos Lp(Ω) como sendo o espac¸o das
func¸o˜es mensura´veis u : Ω→ IR tal que |u|p e´ Lebesgue integra´vel sobre Ω. A norma em
Lp(Ω) e´ dada por:
‖u‖Lp(Ω) =
[∫
Ω
|u(x)|pdx
] 1
p
.
Para o caso em que p =∞ definimos L∞(Ω) como sendo o espac¸o das func¸o˜es mensura´veis
que sa˜o essencialmente limitadas e
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‖u‖L∞(Ω) = inf{c; |u(x)| ≤ c q.s. em Ω},
e´ uma norma em L∞(Ω). Temos que
Proposic¸a˜o 1.5 Lp(Ω) e´ um espac¸o de Banach para todo 1 ≤ p ≤ ∞.
Demonstrac¸a˜o: Ver [1]. Pa´gina 57.
Proposic¸a˜o 1.6 (Desigualdade de Ho¨lder) Se u ∈ Lp(Ω) e v ∈ Lq(Ω) com 1 ≤ p ≤
∞ e 1
p
+
1
q
= 1. Enta˜o uv ∈ L1(Ω) e tem-se a desigualdade
∫
Ω
|uv| ≤ ‖u‖Lp(Ω)‖v‖Lq(Ω),
Demonstrac¸a˜o: Ver [1]. Pa´gina 56.
Quando p = 2 temos que L2(Ω) e´ um espac¸o de Hilbert munido do produto interno
(u, v) =
∫
Ω
u(x)v(x) dx
e norma induzida
‖u‖L2(Ω) =
(∫
Ω
|u(x)|2 dx
)1/2
.
Um resultado importante e´ a proposic¸a˜o abaixo, a qual permite identificar o dual de
Lp(Ω) com Lq(Ω), onde
1
p
+
1
q
= 1.
Proposic¸a˜o 1.7 (Desigualdade de Ho¨lder Generalizada) Sejam f1, f2, · · · , fk func¸o˜es
tais que fi ∈ Lpi(Ω), 1 ≤ i ≤ k, onde 1
p
=
1
p1
+
1
p2
+ · · ·+ 1
pk
≤ 1. Enta˜o o produto
f = f1f2f3 · · · fk ∈ Lp(Ω) e
‖f‖Lp(Ω) ≤ ‖f1‖Lp1 (Ω)‖f2‖Lp2 (Ω)‖f3‖Lp3(Ω) · · · ‖fk‖Lpk (Ω).
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Demonstrac¸a˜o: Ver [1]. Pa´gina 57.
Proposic¸a˜o 1.8 (Teorema da Representac¸a˜o de Riesz) Sejam 1 < p < ∞, ϕ ∈
(Lp(Ω))′ e
1
p
+
1
q
= 1. Enta˜o existe uma u´nica u ∈ Lq(Ω) tal que
〈ϕ, v〉 =
∫
Ω
u(x)v(x)dx, ∀ v ∈ Lp(Ω) e ‖u‖Lq(Ω) = ‖ϕ‖(Lp(Ω))′ .
Demonstrac¸a˜o: Ver [1]. Pa´gina 61.
Quando p =∞, temos
Proposic¸a˜o 1.9 Seja ϕ ∈ (L1(Ω))′. Enta˜o existe uma u´nica u ∈ L∞(Ω) tal que
〈ϕ, v〉 =
∫
Ω
u(x)v(x)dx, ∀ v ∈ L1(Ω) e ‖u‖L∞(Ω) = ‖ϕ‖(L1(Ω))′ .
Demonstrac¸a˜o: Ver [1]. Pa´gina 63.
Proposic¸a˜o 1.10 Seja (fn)n∈IN uma sucessa˜o limitada em Lp(Ω) e f ∈ Lp(Ω), tal que
‖fn − f‖Lp(Ω) → 0. Enta˜o existe uma subsequeˆncia (fnk) tal que
1. fnk(x)→ f(x) q.s em Ω
2. |fnk(x)| ≤ h(x), ∀k e q.s em Ω, com h ∈ Lp(Ω).
Demonstrac¸a˜o: Ver [1]. Pa´gina 58.
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1.1.3 Distribuic¸o˜es
No estudo de equac¸o˜es diferenciais parciais, para que seja poss´ıvel resolver problemas em
que os dados iniciais na˜o possuem derivada no sentido cla´ssico surge a necessidade de
se obter um novo conceito de derivada. Por volta de 1.936, Sobolev introduziu o con-
ceito de derivada fraca que apresentou o aspecto negativo de que nem toda func¸a˜o de
L1loc(Ω) possui derivada neste sentido. Isto ocorreu pelo fato de se exigir que a derivada
fosse uma func¸a˜o localmente integra´vel. Em 1.945, Schwartz apresentou o conceito de
distribuic¸a˜o que eliminou este incoveniente da derivada fraca. Ale´m disso se uma func¸a˜o
possui derivada no sentido cla´ssico, enta˜o ela coincidira´ com a derivada distribucional,
portanto temos uma generalizac¸a˜o do conceito de derivada. Nesta subsec¸a˜o faremos uma
breve introduc¸a˜o ao estudo das distribuic¸o˜es, apresentando as notac¸o˜es e resultados que
sera˜o usados posteriormente.
Sejam Ω ⊂ IRn um aberto e k = (k1, k2, . . . , kn) ∈ INn um multi-´ındice, denotamos
|k| = k1 + k2 + · · ·+ kn e definimos
Dk =
∂|k|
∂k1x1∂k2x2 . . . ∂knxn
,
o operador derivac¸a˜o de ordem |k|. Quando |k| = 0, define-se D0u = u, para todo u.
Por D(Ω) denotamos o espac¸o das func¸o˜es testes em Ω. Denomina-se distribuic¸a˜o
sobre Ω a toda forma linear e cont´ınua, T : D(Ω) → IR. O conjunto de todas as dis-
tribuic¸o˜es sobre Ω e´ um espac¸o vetorial o qual representa-se por D′(Ω), chamado espac¸o
das distribuic¸o˜es sobre Ω. Neste espac¸o introduzimos a seguinte noc¸a˜o de convergeˆncia:
uma sequeˆncia (Tν)ν∈IN ⊂ D′(Ω) converge para T em D′(Ω) se para toda ϕ ∈ D(Ω) a
sequeˆncia nume´rica (〈Tν , ϕ〉)ν∈IN converge para 〈T, ϕ〉 em IR.
Seja u ∈ L1loc(Ω), enta˜o Tu definida em D(Ω) por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx, ∀ ϕ ∈ D(Ω),
10
e´ uma distribuic¸a˜o sobre Ω.
Proposic¸a˜o 1.11 (Lema de Du Bois Raymond) Seja u ∈ L1loc(Ω). Enta˜o Tu = 0 se
e somente se u = 0 q. s. em Ω.
Demonstrac¸a˜o: Ver [18]. Pa´gina 10.
Desta proposic¸a˜o tem-se que Tu fica univocamente determinada por u q. s. sobre Ω,
isto e´, se u, v ∈ L1loc(Ω), enta˜o Tu = Tv se e somente se u = v q. s. em Ω. Por este motivo,
identifica-se u com a distribuic¸a˜o Tu por ela definida.
Ressaltamos aqui que existem distribuic¸o˜es na˜o definidas por func¸o˜es L1loc(Ω), pode-se
ver um exemplo em [15], pa´gina 28. Desta forma vemos que o conceito de distribuic¸a˜o
generaliza o de func¸a˜o localmente integra´vel.
Proposic¸a˜o 1.12 Seja (uν)ν∈IN ⊂ Lploc(Ω), 1 ≤ p <∞, tal que uν → u em Lploc(Ω), enta˜o
uν → u em D′(Ω).
Demonstrac¸a˜o: Ver [18]. Pa´gina 13.
Define-se a derivada de ordem α de uma distribuic¸a˜o T sobre Ω como segue:
〈DαT, ϕ〉 = (−1)|α| 〈T,Dαϕ〉 , ∀ ϕ ∈ D(Ω).
Verifica-se que DαT e´ uma distribuic¸a˜o. Com isso temos que toda distribuic¸a˜o sobre Ω
possui derivada de todas as ordens, que ainda e´ uma distribuic¸a˜o sobre Ω. Ale´m disso, o
operador derivac¸a˜o Dk : D′(Ω)→ D′(Ω) tal que T 7→ DαT e´ linear e cont´ınuo.
1.1.4 Espac¸os Lp (0, T ;V ) e Distribuic¸o˜es Vetoriais
Sejam 1 ≤ p ≤ ∞, V um espac¸o de Hilbert e 0 < T < ∞. Define-se Lp(0, T ;V ) como
sendo o espac¸o de Banach formado pelas func¸o˜es vetoriais u : (0, T ) → V tais que a
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aplicac¸a˜o t 7→ ‖u(t)‖V e´ mensura´vel e ‖u(t)‖V ∈ Lp(0, T ). Quando 1 ≤ p < ∞ define-se
em Lp(0, T ;V ) a norma:
‖u‖Lp(0,T ;V ) =
[∫ T
0
‖u(t)‖pV dt
] 1
p
,
quando p =∞, temos
‖u‖L∞(0,T ;V ) = sup
0<t<T
ess‖u(t)‖V .
Para o caso em que p = 2, temos que L2(0, T ;V ) e´ um espac¸o de Hilbert, com o
produto interno
(u, v)L2(0,T ;V ) =
∫ T
0
(u(t), v(t))V dt.
Um resultado importante a respeito dos espac¸os Lp (0, T ;V ) e´ o que permite fazer a
identificac¸a˜o (Lp (0, T ;V ))′ ≈ Lq (0, T ;V ′), onde 1
p
+
1
q
= 1, para o caso em que p = 1,
identifica-se (L1 (0, T ;V ))
′ ≈ L∞ (0, T ;V ′). Faremos agora o caso em que p = 1 e V =
L2(Ω). Para isso defina
F : L∞
(
0, T ;L2(Ω)
) → (L1 (0, T ; (L2(Ω))′))′
u 7→ F (u)
onde
F (u) : L1
(
0, T ; (L2(Ω))′
) → IR
ξ 7→ 〈F (u), ξ〉 =
∫ T
0
〈ξ(t), u(t)〉(L2(Ω))′×L2(Ω) dt
F e´ linear, cont´ınua e bijetiva. Deste modo fazemos a identificac¸a˜o:
L∞
(
0, T ;L2(Ω)
) ≈ (L1 (0, T ; (L2(Ω))′))′ ,
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e os elementos de L∞ (0, T ;L2(Ω)) podem ser vistos como elementos do dual de
L1 (0, T ; (L2(Ω))′). Enta˜o quando dizemos que
uν
∗
⇀ u em L∞
(
0, T ;L2(Ω)
)
,
temos que
〈uν , ξ〉 → 〈u, ξ〉(L1(0,T ;(L2(Ω))′))′×L1(0,T ;(L2(Ω))′) , ∀ ξ ∈ L1
(
0, T ; (L2(Ω))′
)
,
o que significa que
∫ T
0
〈ξ(t), uν(t)〉(L2(Ω))′×L2(Ω) dt →
∫ T
0
〈ξ(t), u(t)〉(L2(Ω))′×L2(Ω) dt, (1.1.1)
∀ ξ ∈ L1 (0, T ; (L2(Ω))′) .
Temos agora a seguinte proposic¸a˜o
Proposic¸a˜o 1.13 Se uν
∗
⇀ u em L∞ (0, T ;L2(Ω)), enta˜o uν ⇀ u em L2 (0, T ;L2(Ω)).
Demonstrac¸a˜o:
Dada h ∈ (L2 (0, T ;L2(Ω)))′, pelo teorema de Riesz existe uma u´nica ϕh ∈ L2 (0, T ;L2(Ω))
tal que
〈h,w〉(L2(Q))′×L2(Q) = (ϕh, w)L2(Q) ∀ w ∈ L2
(
0, T ;L2(Ω)
)
= L2(Q).
Considere
ξ : (0, T ) → (L2(Ω))′
t 7→ ξ(t),
onde
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ξ(t) : L2(Ω) → IR
f 7→ 〈ξ(t), f〉(L2(Ω))′×L2(Ω) = (ϕh, f) .
Enta˜o ξ ∈ L1 (0, T ; (L2(Ω))′). Pela hipo´tese e considerando em (1.1.1) a func¸a˜o ξ acima
definida, segue que
∫ T
0
(ϕh, uν(t)) dt→
∫ T
0
(ϕh, u(t)) dt.
Entretanto note que
∫ T
0
(ϕh, uν(t)) dt =
∫
Q
ϕh(x, t)uν(x, t)dxdt = (ϕh, uν)L2(Q)
= 〈h, uν〉(L2(0,T ;L2(Ω)))′×L2(0,T ;L2(Ω)) ,
e analogamente
∫ T
0
(ϕh, u(t)) dt = 〈h, u〉(L2(0,T ;L2(Ω)))′×L2(0,T ;L2(Ω)) .
Portanto:
〈h, uν〉 → 〈h, u〉(L2(0,T ;L2(Ω)))′×L2(0,T ;L2(Ω)) , ∀ h ∈
(
L2
(
0, T ;L2(Ω)
))′
,
ou seja
uν ⇀ u em L
2
(
0, T ;L2(Ω)
)
.
2
Uma distribuic¸a˜o vetorial sobre (0, T ) e´ qualquer aplicac¸a˜o linear e cont´ınua de D(0, T )
em V , o espac¸o das distribuic¸o˜es vetoriais representaremos por D′(0, T ;V ).
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Considere u ∈ Lp(0, T ;V ) e ϕ ∈ D(0, T ), a integral (integral de Bochner)
∫ T
0
u(t)ϕ(t)dt
existe como um vetor de V , enta˜o
Tu : D(0, T ) → V
ϕ 7→
∫ T
0
u(t)ϕ(t)dt
e´ linear e cont´ınua no sentido da convergeˆncia de D(0, T ), isto e´, Tu e´ uma distribuic¸a˜o
vetorial sobre (0, T ). A distribuic¸a˜o Tu e´ univocamente determinada por u e com isso
fazemos a identificac¸a˜o u ≈ Tu.
Define-se a derivada de uma distribuic¸a˜o vetorial como segue: sejam u ∈ D′(0, T ;V )
e n ≥ 0, a derivada de ordem n de u e´ dada por
〈
dnu
dt
, ϕ
〉
= (−1)n
〈
u,
dnϕ
dt
〉
, ∀ ϕ ∈ D(0, T ).
Seja V um espac¸o de Banach. Representamos por C ([0, T ];V ) o espac¸o das func¸o˜es
vetoriais u de [0, T ] com valores em V , tais que t 7→ ‖u(t)‖V e´ cont´ınua em [0, T ]. A
norma em C ([0, T ];V ) e´ dada por
‖u‖C([0,T ];V ) = max
0≤t≤T
‖u(t)‖V .
Dizemos que u ∈ Cw ([0, T ];V ) quando a aplicac¸a˜o t 7→ 〈ξ, u(t)〉V ′×V e´ cont´ınua em [0, T ],
∀ ξ ∈ V . Com respeito a estes espac¸os, temos
Proposic¸a˜o 1.14 Sejam V e H dois espac¸os de Hilbert e 1 ≤ p ≤ ∞. Se V ↪→ H e
u ∈ Lp (0, T ;V ) com u′ ∈ Lp (0, T ;H), enta˜o u ∈ C ([0, T ];H) ∩ Cw ([0, T ];V ).
Demonstrac¸a˜o: [14].
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1.1.5 Espac¸os de Sobolev
Consideremos Ω um aberto limitado do IRn com fronteira Γ bem regular. Definimos o
espac¸o de Sobolev como:
Wm,p(Ω) = {u ∈ Lp(Ω); Dαu ∈ Lp(Ω), ∀ |α| ≤ m},
onde Dα e´ o operador de derivac¸a˜o de ordem α, no sentido das distribuic¸o˜es. Este espac¸o
esta´ munido da seguinte norma:
‖u‖Wm,p(Ω) =
 ∑
0≤|α|≤m
‖Dαu‖pLp(Ω)
 1p .
Em especial, quando p = 2 o espac¸o Wm,2(Ω) e´ um espac¸o de Hilbert que denotamos
por Hm(Ω). O fato que, em geral, D(Ω) na˜o e´ denso em Hm(Ω) nos motiva a definir um
novo espac¸o
Hm0 (Ω) = D(Ω)
Hm(Ω)
,
que e´ um espac¸o de Hilbert quando munido da topologia induzida do Hm(Ω). Represen-
tamos o dual de Hm0 (Ω) por H
−m(Ω).
A desigualdade abaixo nos permite estabelecer uma norma em H10 (Ω) equivalente a
norma induzida por H1(Ω).
Proposic¸a˜o 1.15 (Desigualdade de Poincare´) Seja Ω um aberto do IRn limitado em
alguma direc¸a˜o xi. Enta˜o
|u| ≤ (b− a)|∇u|, u ∈ H10 (Ω),
onde projiΩ ⊂ (a, b).
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Demonstrac¸a˜o: Ver [18]. Pa´gina 36.
A aplicac¸a˜o ‖u‖H10 (Ω) = |∇u| define uma norma em H10 (Ω). De posse da desigualdade de
Poincare´, verifica-se facilmente que esta norma e´ equivalente a norma usual, induzida por
H1(Ω). Associado a essa norma temos o produto interno
((u, v))H10 (Ω)
= (∇u,∇v)L2(Ω).
Proposic¸a˜o 1.16 Seja Ω um conjunto aberto do IRn, de classe C1, com fronteira limi-
tada. Sejam m ≥ 1 um inteiro e 1 ≤ p < ∞. Enta˜o, temos as seguintes imerso˜es
cont´ınuas:
se
1
p
− m
N
> 0, enta˜o Wm,p(Ω) ↪→ Lq(Ω) onde 1
q
=
1
p
− m
N
,
se
1
p
− m
N
= 0, enta˜o Wm,p(Ω) ↪→ Lq(Ω) ∀ q ∈ [p,+∞[,
se
1
p
− m
N
< 0, enta˜o Wm,p(Ω) ↪→ L∞(Ω),
Demonstrac¸a˜o: Ver [1]. Pa´gina 168.
Proposic¸a˜o 1.17 Seja Ω um conjunto aberto do IRn, de classe C1, com fronteira limita-
da. Seja 1 ≤ p ≤ ∞. Enta˜o, temos as seguintes imerso˜es cont´ınuas:
se 1 ≤ p < N enta˜o W 1,p(Ω) ↪→ Lp∗(Ω) onde 1
p∗
=
1
p
− 1
N
,
se p = N, enta˜o W 1,p(Ω) ↪→ Lq(Ω) ∀ q ∈ [p,+∞[,
se p > N, enta˜o W 1,p(Ω) ↪→ L∞(Ω),
Demonstrac¸a˜o: Ver [1]. Pa´gina 168.
Proposic¸a˜o 1.18 (Rellich-Kondrachov) Seja Ω um conjunto aberto e limitado do IRn,
de classe C1. Enta˜o as seguintes imerso˜es sa˜o compactas:
se p < N enta˜o W 1,p(Ω)
c
↪→ Lq(Ω) ∀q ∈ [1, p∗[ onde 1
p∗
=
1
p
− 1
N
,
se p = N, enta˜o W 1,p(Ω)
c
↪→ Lq(Ω) ∀ q ∈ [1,+∞[,
se p > N, enta˜o W 1,p(Ω)
c
↪→ C(Ω),
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Demonstrac¸a˜o: Ver [1]. Pa´gina 169.
Proposic¸a˜o 1.19 (Lions-Aubin) Sejam B0, B,B1 espac¸os de Banach, B0, B1 reflex-
ivos, B0 ↪→ B ↪→ B1 com imerso˜es cont´ınuas e B0 c↪→ B com imersa˜o compacta. Seja
W [0, T ] = {u ∈ Lp0(0, T ;B0), u′ ∈ Lp1(0, T ;B1)}
onde 1 < p0, p1 <∞, com a norma definida por
‖u‖W [0,T ] = ‖u‖Lp0 (0,T ;B0) + ‖u′‖Lp1(0,T ;B1)
Enta˜o, W [0, T ] e´ um espac¸o de Banach reflexivo que esta imerso compactamente em
Lp0(0, T ;B0).
Demonstrac¸a˜o: Ver [14]. Pa´gina 58.
Proposic¸a˜o 1.20 (Lema de Lions) Seja (uν) uma sequeˆncia de func¸o˜es de L
q(Ω×]0, T [)
e 1 < q <∞. Se
• uν → u, quase sempre em Ω×]0, T [
• ‖uν‖Lq(Ω×]0,T [) ≤ c, ∀ν ∈ IN
enta˜o, uν ⇀ u fraco em L
q(Ω×]0, T [)
Demonstrac¸a˜o: Ver [14]. Pa´gina 12.
1.1.6 Teoria Espectral
Muitos problemas em equac¸o˜es diferenciais parciais podem ser reformulados numa forma
abstrata envolvendo operadores em espac¸os de Hilbert. Nesta subsec¸a˜o pretendemos apre-
sentar o cla´ssico Teorema Espectral, fundamental para a escolha de bases convenientes
para a construc¸a˜o de soluc¸o˜es aproximadas. Para que fique claro o enunciado do Teorema
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Espectral, consideremos dois espac¸os de Hilbert complexos V e H tais que V ↪→ H e V e´
denso em H. Consideremos ainda a(u, v) uma forma sesquilinear cont´ınua em V × V .
Seja A um operador linear de V em V . Denotemos por D(A) ao conjunto dos u ∈ V tal
que a forma antilinear v 7→ a(u, v) e´ cont´ınua em V com a topologia induzida porH. Como
A = H, podemos prolongar esta forma antilinear a todo H, e portanto, pela proposic¸a˜o
(1.8), para cada u ∈ D(A), existe um u´nico A(u) ∈ H tal que a(u, v) = (Au, v), ∀v ∈ V .
Observemos que
D(A) = {u ∈ V ; ∃ f ∈ H tal que a(u, v) = (f, v)H , ∀ v ∈ V } e Au = f.
Segue desta caracterizac¸a˜o que D(A) e´ um subsepac¸o linear de H e que
A : D(A) ⊂ V → H
definido acima e´ um operador de H. Neste contexto, diremos que A e´ o operador definido
pela terna {V,H, a(u, v)}.
Proposic¸a˜o 1.21 (Teorema Espectral) Sejam V e H dois espac¸os de Hilbert, tais que
V
c
↪→H e V e´ denso em H. Suponhamos que a(u, v) e´ uma forma sesquilinear cont´ınua
em V ×V , com a(u, v) hermitiana. Seja A o operador definido pela terna {V,H, a(u, v)}.
Enta˜o:
(i) A e´ auto-adjunto e existe um sistema enumera´vel, ortonormal e completo (ων)ν∈IN de
H constituido por vetores pro´prios de A, e ale´m disso, (ων)ν∈IN e´ completo em V ;
(ii) Se (λν)ν∈IN sa˜o os valores pro´prios de A correspondentes aos (ων)ν∈IN enta˜o
0 < λ1 ≤ λ2 ≤ . . . ≤ λν ≤ . . . , e λν →∞.
(iii) O domı´nio de A e´ dado por:
D(A) =
{
u ∈ H;
∞∑
ν=1
λ2ν |(u, ων)H |2 <∞
}
.
(iv)
Au =
∞∑
ν=1
λν(u, ων)Hων , ∀ u ∈ D(A).
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Demonstrac¸a˜o: Ver [20]. Pa´gina 127.
1.1.7 Teoria do Trac¸o
Conforme explicitado em Cavalcanti e Domingos Cavalcanti [2] existe uma u´nica aplicac¸a˜o
γ : Hm(Ω) →
m−1∏
j=0
Hm−j−1/2(Γ)
u 7→ γ(u) = {γ0u, γ1u, . . . , γm−1u},
denominada aplicac¸a˜o trac¸o; que e´ linear, cont´ınua, sobrejetiva, com nu´cleo Hm0 (Ω), veri-
ficando
γu =
(
u
∣∣∣Γ, ∂u
∂ν
∣∣∣
Γ
, · · · , ∂
m−1u
∂νm−1
∣∣∣
Γ
)
∀u ∈ D(Ω)
e admitindo uma inversa a` direita, Λ linear e cont´ınua, isto e´, existe uma aplicac¸a˜o linear
Λ :
m−1∏
j=0
Hm−j−1/2(Γ) → Hm(Ω)
que e´ cont´ınua e satisfaz
γ(Λξ) = ξ ∀ξ ∈
m−1∏
j=0
Hm−j−1/2(Γ)
Tomando, em particular, m = 1 temos a aplicac¸a˜o
γ0 : H
1(Ω) → H1/2(Γ)
u 7→ γ0u = u|Γ
que e´ denominada aplicac¸a˜o trac¸o de ordem zero.
Consideremos H1(Ω) = {u ∈ H1(Ω);∆u ∈ L2(Ω)} munido do produto interno
(u, v)1 = ((u, v))H1(Ω) + (∆u,∆v)L2(Ω)
que o faz um espac¸o de Hilbert.
A aplicac¸a˜o
γ1 : D(Ω) → H−1/2(Γ)
u 7→ γ1u = ∂u
∂ν
∣∣∣
Γ
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prolonga-se, por continuidade, a uma aplicac¸a˜o linear e cont´ınua
γ1 : H1(Ω) → H−1/2(Γ)
posto que D(Ω) e´ denso em H1(Ω).
1.2 Resultados Auxiliares
1.2.1 Desigualdades Elementares
A seguir uma colec¸a˜o elementar, mas fundamental, de desigualdades. Estas estimativas
sa˜o continuamente empregada em toda parte do texto e e´ de fa´cil memorizac¸a˜o.
1. Desigualdade Cauchy’s
ab ≤ a
2
2
+
b2
2
(a, b ∈ IR) (1.2.2)
2. Desigualdade Cauchy’s com η
ab ≤ ηa2 + b
2
4η
(a, b, η > 0) (1.2.3)
3. Desigualdade Young’s
Seja 1 < p, q <∞ tal que 1
p
+
1
q
= 1. Enta˜o
ab ≤ a
p
p
+
bq
q
(a, b > 0) (1.2.4)
4. Desigualdade Young’s com η
ab ≤ ηap + c(η)bq (a, b, η > 0) (1.2.5)
para c(η) = (ηp)−p/qq−1.
5. Desigualdade Minkowski’s
Assuma 1 ≤ p, q ≤ ∞ e u, v ∈ Lp(Ω). Enta˜o
‖u+ v‖Lp(Ω) ≤ ‖u‖Lp(Ω) + ‖v‖Lp(Ω) (1.2.6)
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6. Desigualdade Cauchy-Schwarz
|x · y| ≤ |x| · |y| (x, y ∈ IRn) (1.2.7)
7. Desigualdade Se 1 ≤ ρ <∞ e a ≥ 0, b ≥ 0 enta˜o
(a+ b)ρ ≤ 2ρ−1(aρ + bρ) (1.2.8)
Proposic¸a˜o 1.22 (Fo´rmula de Green) Seja Ω um aberto limitado bem regular do IRn.
Se u, v ∈ H1(Ω), enta˜o para 1 ≤ i ≤ n temos que∫
Ω
u
∂u
∂xi
dx = −
∫
Ω
∂u
∂xi
vdx+
∫
Γ
(γ0u)(γ0v)νidΓ,
onde ν = (ν1, ν2, · · · , νn) e ν denota o vetor unita´rio exterior a` Γ.
Se u ∈ H2(Ω) e v ∈ H1(Ω) temos que∫
Ω
∇u∇vdx = −
∫
Ω
∆uvdx+
∫
Γ
v
∂u
∂ν
dΓ.
Demonstrac¸a˜o: Ver [7]. Pa´gina 102.
Proposic¸a˜o 1.23 (2a Fo´rmula de Green Generalizada) Para todo u ∈ H1(Ω) e to-
do v ∈ H1(Ω) tem-se
(∆u, v)L2(Ω) + (∇u,∇v)L2(Ω) = 〈γ1u, γ0v〉H−1/2(Γ1);H1/2(Γ0).
Demonstrac¸a˜o: Ver [18]. Pa´gina 122.
Proposic¸a˜o 1.24 (Lema de Gronwall) Seja m ∈ L1(a, b) tal que m ≥ 0 q. s. em
(a, b) e seja c ≥ 0. Consideremos ϕ : [a, b]→ IR cont´ınua verificando
ϕ(t) ≤ c+
∫ t
a
m(ξ)ϕ(ξ)dξ, ∀ t ∈ [a, b].
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Enta˜o
ϕ(t) ≤ ce
R b
a m(ξ)dξ, ∀ t ∈ [a, b].
Demonstrac¸a˜o: Ver [15]. Pa´gina 198.
1.2.2 Outros Resultados
Reunimos nesta sec¸a˜o outros resultados que sera˜o usados nesta dissertac¸a˜o.
Para facilitar a ana´lise, nos introduziremos os seguintes operadores bina´rios
(g ∗∆u)(x, t) :=
∫ t
0
g(t− s)∆u(x, s)ds
(g2∇u)(x, t) :=
∫ t
0
g(t− τ)|∇u(x, t)−∇u(x, τ)|2dτ
(g2u)(x, t) :=
∫ t
0
g(t− τ)|u(x, t)− u(x, τ)|2dτ
(g ¦ u)(x, t) :=
∫ t
0
g(t− τ){u(x, τ)− u(x, t)}dτ
Note que o sinal de g2u depende unicamente do sinal de g. Com esta notac¸a˜o no´s
temos
Lema 1.1 As relac¸o˜es introduzidas satisfazem
(g ∗ u)(x, t) =
(∫ t
0
g(s)ds
)
u(x, t) + (g ¦ u)(x, t)
∣∣∣ (g ¦ u) (x, t)∣∣∣2 ≤ (∫ t
0
∣∣∣g(s)∣∣∣ds)(∣∣∣g∣∣∣2u) (x, t)
Demonstrac¸a˜o: E´ uma consequeˆncia direta da definic¸a˜o e da desigualdade de Ho¨lder.
De fato,
+ (g ∗ u) (x, t)
= +
∫ t
0
g(t− s)u(x, s)ds =
∫ t
0
g(t− s){u(x, s)− u(x, t) + u(x, t)}ds
= +
∫ t
0
g(t− s){u(x, s)− u(x, t)}ds+
∫ t
0
g(t− s){u(x, t)}ds
= +
(∫ t
0
g(s)ds
)
u(x, t) + (g ¦ u)(x, t)
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e+
∣∣∣ (g ¦ u) (x, t)∣∣∣2
= +
∣∣∣ ∫ t
0
g(t− s){u(x, s)− u(x, t)}ds
∣∣∣2
≤ +
[∫ t
0
∣∣∣g1/2(t− s)∣∣∣∣∣∣g1/2(t− s)∣∣∣∣∣∣u(x, s)− u(x, t)∣∣∣ds]2
≤ +
[(∫ t
0
∣∣∣g1/2(t− s)∣∣∣2ds)1/2(∫ t
0
∣∣∣g1/2(t− s)∣∣∣2∣∣∣u(x, s)− u(x, t)∣∣∣2ds)1/2]2
≤ +
[(∫ t
0
∣∣∣g(t− s)∣∣∣ds)1/2(∫ t
0
∣∣∣g(t− s)∣∣∣∣∣∣u(x, s)− u(x, t)∣∣∣2ds)1/2]2
≤ +
(∫ t
0
∣∣∣g(t− s)∣∣∣ds)(∫ t
0
∣∣∣g(t− s)∣∣∣∣∣∣u(x, s)− u(x, t)∣∣∣2ds)
≤
(∫ t
0
∣∣∣g(s)∣∣∣ds)(∣∣∣g∣∣∣2u) (x, t)
Temos que
(g′ ∗ u)(x, t) =
(∫ t
0
g′(s)ds
)
u(x, t) + (g′ ¦ u)(x, t)
⇒ g(0)u(x, t) + (g′ ∗ u)(x, t) = g(t)u(x, t) + (g′ ¦ u)(x, t)
(1.2.9)
de forma ana´loga
g′(0)u(x, t) + (g′′ ∗ u)(x, t) = g′(t)u(x, t) + (g′′ ¦ u)(x, t) (1.2.10)
Lema 1.2 Seja Ω ⊂ IRn um domı´nio limitado. Para algum v ∈ C1(0, T,H1(Ω)) nos
temos∫
Ω
∫ t
0
g(t− τ)∇vdτ∇vtdx = −1
2
g(t)
∫
Ω
|∇v|2dx+ 1
2
∫
Ω
g′2∇vdx
−1
2
d
dt
{∫
Ω
g2∇vdx−
(∫ t
0
gdτ
)∫
Ω
|∇v|2dx
}
e ∫
Ω
∫ t
0
g(t− τ)vdτ · vtdx = −1
2
g(t)
∫
Ω
|v|2dx+ 1
2
∫
Ω
g′2vdx
−1
2
d
dt
{∫
Ω
g2vdx−
(∫ t
0
gdτ
)∫
Ω
|v|2dx
}
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Demonstrac¸a˜o: Para mostar as identidades acima e´ suficiente diferenciar as expresso˜es∫
Ω
g2∇vdx e
∫
Ω
g2vdx
De fato, como∫
Ω
g2∇v =
∫
Ω
∫ t
0
g(t− τ)|∇v(x, t)−∇v(x, τ)|2dτdx
temos
d
dt
∫
Ω
g2∇vdx = +
∫
Ω
g′2∇vdx+ 2
∫
Ω
∫ t
0
g(t− τ)∇v(x, t)∇vt(x, t)dτdx
−2
∫
Ω
∫ t
0
g(t− τ)∇v(x, τ)∇vt(x, t)dτdx
(1.2.11)
Observando que (∫ t
0
g(t− τ)dτ
)∫
Ω
∇v(x, t)∇vt(x, t)dx
=
1
2
d
dt
[(∫ t
0
g(t− τ)dτ
)∫
Ω
|∇v(x, t)|2dx
]
−1
2
g(t)
∫
Ω
|∇v(x, t)|2dx
(1.2.12)
substituindo (1.2.12) em (1.2.11) , resulta∫
Ω
∫ t
0
g(t− s)∇vdτ · ∇vtdx = −1
2
g(t)
∫
Ω
|∇v|2dx+ 1
2
∫
Ω
g′2∇vdx
−1
2
d
dt
{∫
g2∇vdx−
(∫ t
0
gdτ
)∫
Ω
|∇v|2dx
}
Analogamente, prova-se que∫
Ω
∫ t
0
g(t− τ)vdτ · vtdx = −1
2
g(t)
∫
Ω
|v|2dx+ 1
2
∫
Ω
g′2vdx
−1
2
d
dt
{∫
g2vdx−
(∫ t
0
gdτ
)∫
Ω
|v|2dx
}
Lema 1.3 Para quaisquer g, u ∈ C1(IR) se verifica a seguinte identidade
2 [g ∗ u]u′ = g′2u− g(t)|u|2 − d
dt
{
g2u−
(∫ t
0
g(s)ds
)
|u|2
}
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Demonstrac¸a˜o. Derivando a seguinte expressa˜o,
g2u−
(∫ t
0
g(s)ds
)
|u|2
a igualdade do Lema se verifica.
Proposic¸a˜o 1.25 (Lema de Kim) Seja {uk} uma sequ¨eˆncia de func¸o˜es tal que
uk
∗
⇀ u em L∞(0, T,Hβ(]0, L[))
ukt ⇀ ut em L
2(0, T,Hα(]0, L[))
quando k → +∞, para α < β. Enta˜o
uk → u em C([0, T ];Hr(]0, L[))
para todo r < β.
Demonstrac¸a˜o: Ver [8]. Pa´gina 22.
1.2.3 A Regularidade do Termo Convoluc¸a˜o
Para mostrar a existeˆncia da soluc¸a˜o forte no´s usaremos o seguinte resultado de regulari-
dade para a soluc¸a˜o do sistema el´ıptico associado ao problema [(0.0.15)− (0.0.21)].
Lema 1.4 Suponhamos que
K ∈ L2(Ω2) , M ∈ L2(Ω1) , D ∈ H1/2(Γ1) , a, b ∈ IR
enta˜o existe somente uma soluc¸a˜o
{u, v} ∈ H2(Ω2)×H2(Ω1)
de
− a∆u = K em Ω2 (1.2.13)
−b∆v = M em Ω1 (1.2.14)
u(x) = 0 em Γ (1.2.15)
u(x) = v(x) em Γ1 (1.2.16)
a
∂u
∂ν
= b
∂v
∂ν
+D em Γ1 (1.2.17)
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Demonstrac¸a˜o: Ver [10]. Pa´gina 119.
No´s tambe´m consideraremos o espac¸o
HmΓ (Ω2) = {ω ∈ Hm(Ω2) ;ω(x) = 0 em Γ}
com m ∈ IN , m = 1, 2.
Lema 1.5 Seja H um espac¸o de Hilbert. Consideremos a equac¸a˜o de Volterra’s
ω(t)− α
∫ t
0
g(t− s)ω(s)ds = f(t)
onde α > 0, 0 ≤ g ∈ C0([0,∞[) satisfazendo α
∫ ∞
0
g(s)ds < 1. Enta˜o para f ∈
L∞(0, T,H), existe uma u´nica soluc¸a˜o ω satisfazendo
ω ∈ L∞(0, T,H)
Ale´m disso, existe uma constante positiva c > 0, independente de T , tal que
‖ω‖L∞(0,T,H) ≤ c‖f‖L∞(0,T,H)
Demonstrac¸a˜o: Sabemos que L∞(0, T,H) e´ um espac¸o de Banach.
Considere o operador
T : L∞(0, T,H) → L∞(0, T,H)
ω(t) T (ω(t)) = f(t) + α
∫ t
0
g(t− s)ω(s)ds
o qual e´ uma contrac¸a˜o. De fato, seja {ω1(t), ω2(t)} ∈ L∞(0, T,H), temos
‖Tω1(t)− Tω2(t)‖H =
∥∥∥∥α ∫ t
0
g(t− s)ds(ω1(s)− ω2(s))ds
∥∥∥∥
H
≤ α‖ω1(s)− ω2(s)‖L∞(0,T,H) ·
∫ t
0
g(t− s)ds
≤ ‖ω1 − ω2‖L∞(0,T,H)
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tomando o supremo essencial
‖Tω1 − Tω2‖H ≤ ‖ω1 − ω2‖L∞(0,T,H)
e aplicando o teorema do ponto fixo de Banach, temos que existe uma u´nica soluc¸a˜o
ω ∈ L∞(0, T,H).
Como
ω(t) = f(t) + α
∫ t
0
g(t− s)ω(s)ds
conclui-se
‖ω‖L∞(0,T,H) ≤ c‖f(t)‖L∞(0,T,H)
Observac¸a˜o 1.1 O Lema (1.5) continua sendo va´lido se considerarmos o espac¸o C0([0,∞[;H)
no lugar de L∞(0, T,H)
1.2.4 O Espac¸o V
Nesta sec¸a˜o vamos introduzir um subespac¸o de H1(Ω2)×H1(Ω1), que denotaremos por V ,
o qual sera´ utilizado nos cap´ıtulos seguintes para o estudo do problema [(0.0.15)-(0.0.21)].
Consideramos Ω = Ω2 ∪ Ω1 ⊂ IRn um conjunto aberto, conexo e limitado com fronteira
Γ regular, sendo Ω1 ⊂⊂ Ω e Ω2 = Ω\Ω1 ambos subdomı´nios com fronteiras regulares Γ1
e Γ2 = Γ ∪ Γ1, respectivamente. Definimos,
V = {{Φ,Ψ} ∈ H1(Ω2)×H1(Ω1) ; Φ = Ψ sobre Γ1 ; Φ = 0 sobre Γ}
Assim vemos que V e´ um subespac¸o de H1(Ω2)×H1(Ω1). Podemos, de modo natural,
induzir o produto interno e a norma de H1(Ω2) × H1(Ω1) em V . Na verdade, V e´ um
subespac¸o fechado de H1(Ω2)×H1(Ω1). Com efeito, seja {φn, ψn} ∈ V tal que
{φn, ψn} → {φ, ψ} em H1(Ω2)×H1(Ω1) (1.2.18)
vamos mostrar que {φ, ψ} ∈ V . De fato, observando (1.2.18) e considerando γ0 e γ0 trac¸os
sobre H1(Ω2) e H
1(Ω1), respectivamente, temos γ0φn → γ0φ sobre H1/2(Γ ∪ Γ1)γ0ψn → γ0ψ sobre H1/2(Γ1) (1.2.19)
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Como {φn, ψn} ∈ V , temos que γ0φn = γ0ψn sobre Γ1γ0φn = 0 sobre Γ (1.2.20)
por (1.2.19), (1.2.20) e pela unicidade do limite conclu´ımos nossa afirmac¸a˜o.
Como V ↪→ H1(Ω2) × H1(Ω1) e´ fechado e sendo H1(Ω2) × H1(Ω1) um espac¸o de
Hilbert, temos que V e´ um espac¸o de Hilbert.
A aplicac¸a˜o
‖.‖V : V → IR
{φ, ψ} 7→ ‖{φ, ψ}‖V = [a|∇φ|2L2(Ω2) + b|∇ψ|2L2(Ω1)]1/2
com a, b > 0 e´ uma norma em V , ale´m disso, as normas ‖, ‖V e ‖, ‖H1(Ω2)×H1(Ω1) sa˜o
equivalentes. De fato, e´ claro que a aplicac¸a˜o {φ, ψ} ∈ V 7→ [a|∇φ|2L2(Ω2)+ b|∇ψ|2L2(Ω1)]1/2
define uma seminorma em V . Agora se ‖{φ, ψ}‖2V = a|∇φ|2L(Ω2) + b|∇ψ|2L2(Ω1) = 0 temos
|∇φ|2
L(Ω2)
= 0 e |∇ψ|2
L(Ω1)
= 0 enta˜o
∂φ
∂xi
= 0 e
∂ψ
∂xi
= 0, ∀ i = 1, · · · , n. Logo, como Ω2 e
Ω1 sa˜o conexos, temos que φ e ψ sa˜o constantes. Sendo o trac¸o de φ nulo sobre Γ, segue
que φ = 0 q.s em Ω2. Temos tambe´m que o trac¸o de φ coincide com o trac¸o de ψ sobre
Γ1, como φ e´ nulo temos que o trac¸o de ψ e´ nulo sobre Γ1, segue que ψ = 0 q.s em Ω1.
Para provarmos que ‖, ‖V e´ equivalente a ‖, ‖H1(Ω2)×H1(Ω1), basta mostrarmos que
existem constantes c1, c2 > 0 tais que
c1‖{u, v}‖H1(Ω2)×H1(Ω1) ≤ ‖{u, v}‖V ≤ c2 ‖{u, v}‖H1(Ω2)×H1(Ω1) , ∀ {u, v} ∈ V
temos claramente que
‖{u, v}‖V ≤ c2 ‖{u, v}‖H1(Ω2)×H1(Ω1)
provaremos que
c1‖{u, v}‖H1(Ω2)×H1(Ω1) ≤ ‖{u, v}‖V
Suponhamos por absurdo que na˜o exista constante c1 tal que
c1‖{u, v}‖H1(Ω2)×H1(Ω1) ≤ ‖{u, v}‖V
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ou equivalente, fixado c1 > 0, qualquer, existe ao menos um vetor {u1, v1} de V tal que
c1‖{u1, v1}‖H1(Ω2)×H1(Ω1) > ‖{u1, v1}‖V
da´ı fixadas as constantes 1,
1
2
,
1
3
, · · · , 1
n
, · · ·, para cada uma existe ao menos um ve-
tor {u, v} ∈ V para o qual vale a desigualdade acima, isto e´, existe uma sequeˆncia
({u˜n, v˜n})n∈IN de elementos de V , tal que
1
n
‖{u˜n, v˜n}‖H1(Ω2)×H1(Ω1) > ‖{u˜n, v˜n}‖V para n = 1, 2, . . . (1.2.21)
fazendo
{un, vn} = {u˜n, v˜n}‖{u˜n, v˜n}‖H1(Ω2)×H1(Ω1)
(1.2.22)
temos
‖{un, vn}‖2H1(Ω2)×H1(Ω1) = 1
ou seja,
‖un‖2H1(Ω2) + ‖vn‖2H1(Ω1) = 1 (1.2.23)
temos de (1.2.22) e (1.2.21), que
‖{un, vn}‖V = ‖{u˜n, v˜n}‖V‖{u˜n, v˜n}‖H1(Ω2)×H1(Ω1)
<
1
n
(1.2.24)
De (1.2.23) e daProposic¸a˜o (1.18), temos que existe uma subsequeˆncia de ({un, vn})n∈IN
que denotaremos, ainda por ({un, vn})n∈IN, tal que
{un, vn} → {u, v} em L2(Ω2)× L2(Ω1)
De (1.2.24) temos que
a|∇un|2L2(Ω2) + b|∇vn|2L2(Ω1) → 0
enta˜o 
a|∇un|2L2(Ω2) → 0 ⇒
∂un
∂xi
→ 0 em L2(Ω2)
b|∇vn|2L2(Ω1) → 0 ⇒
∂vn
∂xi
→ 0 em L2(Ω1)
(1.2.25)
De (1.2.23), temos
{un, vn}⇀ {u, v} em H1(Ω2)×H1(Ω1)
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com {u, v} ∈ V , pois {un, vn} ∈ V que e´ completo.
Sabendo que {u, v} ∈ V temos u = v sobre Γ1 e u = 0 sobre Γ, onde
∂u
∂xi
∈ L2(Ω2) ; ∂v
∂xi
∈ L2(Ω1)
como
{un, vn} ⇀ {u, v} em H1(Ω2)×H1(Ω1) (1.2.26)
temos {
∂un
∂xi
,
∂vn
∂xi
}
⇀
{
∂u
∂xi
,
∂v
∂xi
}
em L2(Ω2)× L2(Ω1) (1.2.27)
logo por (1.2.25),(1.2.27) e pela unicidade do limite, temos
∂u
∂xi
= 0
∂v
∂xi
= 0 (1.2.28)
enta˜o, u e´ constante e como u = 0 sobre Γ, temos u = 0 q.s em Ω2. Segue de (1.2.26)
un ⇀ 0 em H
1(Ω2)
logo pela proposic¸a˜o (1.18)
un → 0 em L2(Ω2) (1.2.29)
e por (1.2.25), temos
∂un
∂xi
→ 0 em L2(Ω2) (1.2.30)
Analisando (1.2.29) e (1.2.30), obtemos
un → 0 em H1(Ω2) (1.2.31)
Observando (1.2.28) vemos que v e´ constante, como {u, v} ∈ V e u = 0 q.s em Ω2
temos v = 0 sobre Γ1 e da´ı v = 0 q.s em Ω1. De forma ana´loga ao que foi feito para u,
obtemos que
vn → 0 em H1(Ω1) (1.2.32)
Portanto de (1.2.31),(1.2.32) e (1.2.23) temos um absurdo, o que prova nossa afirmac¸a˜o.
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Seja
a : V × V → IR
({φ, ψ}, {u, v}) 7→ a({φ, ψ}, {u, v}) = a (∇φ,∇u)L2(Ω2) + b (∇ψ,∇v)L2(Ω1)
uma forma bilinear e coerciva em V . Notemos que V e´ denso com imersa˜o compacta em
L2(Ω2)× L2(Ω1).
Neste trabalho denotaremos o produto interno em V por
(({φ, ψ} , {u, v}))V = a (∇φ,∇u)L2(Ω2) + b (∇ψ,∇v)L2(Ω1)
Em virtude do Teorema da Regularidade El´ıptica (1.4) e do fato que o operador
A e´ definido pela terna
{V ;L2(Ω2)× L2(Ω1); ((, ))V }
obtemos que o domı´nio do operador A e´ definido por
D(A) = {{φ, ψ} ∈ V ∩ (H2(Ω2)×H2(Ω1)) ; a∂φ
∂ν
= b
∂ψ
∂ν
sobre Γ1}
Para finalizar esta subsec¸a˜o vamos obter uma formulac¸a˜o para a soluc¸a˜o fraca do
problema [(0.0.15)-(0.0.21)].
Seja {Φ,Ψ} ∈ C2(0, T, V ) ; Φ(T ) = Φt(T ) = Ψ(T ) = Ψt(T ) = 0. Formalmente
multiplicamos (0.0.15) por Φ e integramos sobre Ω2×]0, T [, temos
+
∫ T
0
∫
Ω2
utt(x, t)Φ(t)dxdt+ a
∫ T
0
∫
Ω2
−∆u(x, t)Φ(t)dxdt
+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt+
∫ T
0
∫
Ω2
(g ∗∆u)(x, t)Φ(t)dxdt = 0
(1.2.33)
Aplicando Fubini em (1.2.33), depois integrando por partes e usando a fo´rmula de
Gauss, obtemos
+
∫
Ω2
[
Φ(T )ut(x, T ) − Φ(0)ut(x, 0) −
∫ T
0
ut(x, t)Φt(t)dt
]
dx
+a
∫ T
0
[∫
Ω2
∇u(x, t)∇Φ(x, t)
]
dx− a
∫ T
0
[∫
Γ2
∇u · νΦdΓ
]
dt
+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt+
∫ T
0
∫ t
0
∫
Γ2
g(t− s)∇u · νΦdΓdsdt
+
∫ T
0
∫ t
0
∫
Ω2
g(t− s){−∇u(x, s)∇Φ(x, t)}dxdsdt = 0
(1.2.34)
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substituindo em (1.2.34), Φ(T ) = 0 e Γ2 = Γ ∪ Γ1, obtemos.∫
Ω2
[
− Φ(0)ut(x, 0) −
∫ T
0
ut(x, t)Φt(t)dt
]
dx
−a
∫ T
0
[∫
Γ1
∇u · νΦdΓ
]
dt+ a
∫ T
0
∫
Ω2
∇u(x, t)∇Φ(x, t)dxdt
+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt+
∫ T
0
∫ t
0
∫
Γ
g(t− s)∇u · νΦdΓdsdt
+
∫ T
0
∫ t
0
∫
Γ1
g(t− s)∇u · νΦdΓdsdt− a
∫ T
0
[∫
Γ
∇u · νΦdΓ
]
dt
+
∫ T
0
∫ t
0
∫
Ω2
g(t− s){−∇u(x, s)∇Φ(x, t)}dxdsdt = 0
(1.2.35)
integrando por partes, observando o sentido de ν = {normal exterior a Ω2}, substituindo
quando necessa´rio Φt(T ) = 0, sabendo que {Φ(t),Ψ(t)} ∈ V e aplicando Fubini em
(1.2.35) encontramos
−
∫
Ω2
Φ(0)ut(x, 0)dx+
∫
Ω2
Φt(0)u(x, 0)dx
+
∫ T
0
∫
Ω2
u(x, t)Φtt(t)dxdt+ a
∫ T
0
∫
Γ1
∂u
∂ν
ΦdΓdt
+a
∫ T
0
∫
Ω2
∇u(x, t)∇Φ(x, t)dxdt+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt
+
∫ T
0
∫ t
0
∫
Ω2
g(t− s){−∇u(x, s)∇Φ(x, t)}dxdsdt
−
∫ T
0
∫ t
0
∫
Γ1
g(t− s)∂u
∂ν
ΦdΓdsdt = 0
(1.2.36)
substituindo (0.0.20) em (1.2.36) observando que {Φ(t),Ψ(t)} ∈ V , temos
+
∫ T
0
∫
Ω2
u(x, t)Φtt(t)dxdt+ a
∫ T
0
∫
Ω2
∇u(x, t)∇Φ(x, t)dxdt
+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt−
∫ T
0
∫
Ω2
(g ∗ ∇u)∇Φdxdt
= +
∫
Ω2
u1(x)Φ(0)dx−
∫
Ω2
Φt(0)u0(x)dx
+
∫ T
0
∫
Γ1
[
−a∂u
∂ν
+ g ∗ ∂u
∂ν
]
ΨdΓdt
(1.2.37)
De forma ana´loga multiplicando formalmente (0.0.16) por Ψ e integramos sobre Ω1×]0, T [ ,
obtemos
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∫ T
0
∫
Ω1
vtt(x, t)Ψ(t)dxdt
−b
∫ T
0
∫
Ω1
∆v(x, t)Ψ(t)dxdt+
∫ T
0
∫
Ω1
G(v(x, t))Ψ(t)dxdt = 0
(1.2.38)
aplicando Fubini, integrando por partes e usando a Fo´rmula de Green em (1.2.38) , temos∫
Ω1
[
Ψ(T )vt(x, T )−Ψ(0)vt(x, 0)−
∫ T
0
vt(x, t)Ψt(t)dt
]
dx
+b
∫ T
0
[∫
Ω1
∇v(x, t)∇Ψ(x, t)dx−
∫
Γ1
Ψ
∂v
∂ν
dΓ
]
dt
+
∫ T
0
∫
Ω1
G(v(x, t))Ψ(t)dxdt = 0
(1.2.39)
substituindo em (1.2.39), Ψ(T ) = 0 e observando que {Φ(t),Ψ(t)} ∈ V , resulta∫
Ω1
[
−Ψ(0)vt(x, 0)−
∫ T
0
vt(x, t)Ψt(t)dt
]
dx
+b
∫ T
0
∫
Ω1
∇v(x, t)∇Ψ(x, t)dxdt
−b
∫ T
0
∫
Γ1
Ψ
∂v
∂ν
dΓdt+
∫ T
0
∫
Ω1
G(v(x, t))Ψ(t)dxdt = 0
(1.2.40)
integrando por partes, sabendo que Ψt(T ) = 0 e aplicando Fubini em (1.2.40) encontramos
−
∫
Ω1
Ψ(0)vt(x, 0)dx+
∫
Ω1
Ψt(0)v(x, 0)dx
+
∫ T
0
∫
Ω1
v(x, t)Ψtt(t)dxdt− b
∫ T
0
∫
Γ1
Ψ
∂v
∂ν
dΓdt
+b
∫ T
0
∫
Ω1
∇v(x, t)∇Ψ(x, t)dxdt+
∫ T
0
∫
Ω1
G(v(x, t))Ψ(t)dxdt = 0
(1.2.41)
substituindo (0.0.21) em (1.2.39) e observando que {Φ(t),Ψ(t)} ∈ V , temos
+
∫ T
0
∫
Ω1
v(x, t)Ψtt(t)dxdt
+b∇v(x, t)∇Ψ(x, t)dxdt+G(v(x, t))Ψ(t)dxdt
= +
∫
Ω1
v1(x)Ψ(0)dx−
∫
Ω1
Ψt(0)v0(x)dx+
∫ T
0
∫
Γ1
[
b
∂v
∂ν
]
Ψ dΓdt
(1.2.42)
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somando (1.2.37) com (1.2.42), obtemos∫ T
0
∫
Ω2
u(x, t)Φtt(t)dxdt+ a
∫ T
0
∫
Ω2
∇u(x, t)∇Φ(x, t)dxdt
+
∫ T
0
∫
Ω2
F (u(x, t))Φ(t)dxdt−
∫ T
0
∫
Ω2
(g ∗ ∇u)∇Φdxdt
+
∫ T
0
∫
Ω1
[v(x, t)Ψtt(t) + b∇v(x, t)∇Ψ(x, t) +G(v(x, t))Ψ(t)]dxdt
= +
∫
Ω2
u1(x)Φ(0)dx−
∫
Ω2
u0(x)Φt(0)dx+
∫
Ω1
v1(x)Ψ(0)dx
−
∫
Ω1
v0(x)Ψt(0)dx+
∫ T
0
∫
Γ1
[
−a∂u
∂ν
+ g ∗ ∂u
∂ν
+ b
∂v
∂ν
]
Ψ dΓdt
(1.2.43)
substituindo (0.0.19) em (1.2.43) e observando que {Φ(t),Ψ(t)} ∈ V , temos
+
∫ T
0
∫
Ω2
[u(x, t)Φtt(t) + a∇u(x, t)∇Φ(x, t) + F (u(x, t))Φ(t)− (g ∗ ∇u)∇Φ]dxdt
+
∫ T
0
∫
Ω1
[v(x, t)Ψtt(t) + b∇v(x, t)∇Ψ(x, t) +G(v(x, t))Ψ(t)dxdt
= +
∫
Ω2
u1(x)Φ(0)dx−
∫
Ω2
u0(x)Φt(0)dx+
∫
Ω1
v1(x)Ψ(0)dx−
∫
Ω1
v0(x)Ψt(0)dx
Isto motiva a seguinte definic¸a˜o de soluc¸a˜o fraca para o problema [(0.0.15)-(0.0.21)].
Definic¸a˜o 1.1 Dizemos que o par {u, v} e´ soluc¸a˜o fraca de [(0.0.15)− (0.0.21)] quando
{u, v} ∈ L∞(0, T ;V ) , {ut, vt} ∈ L∞(0, T ;L2(Ω2)× L2(Ω1))
e satisfaz a seguinte identidade
+
∫ T
0
∫
Ω2
[uΦtt + a∇u∇Φ− (g ∗ ∇u)∇Φ + F (u)Φ] dxdt
+
∫ T
0
∫
Ω1
[vΨtt + b∇v∇Ψ+G(v)Ψ] dxdt
=
∫
Ω2
u1(x)Φ(0)dx−
∫
Ω2
u0(x)Φt(0)dx+
∫
Ω1
v1(x)Ψ(0)dx−
∫
Ω1
v0(x)Ψt(0)dx
para qualquer {Φ,Ψ} ∈ C2(0, T ;V ) tal que
Φ(T ) = Φt(T ) = Ψ(T ) = Ψt(T ) = 0
onde
V = {{Φ,Ψ} ∈ H1(Ω2)×H1(Ω1) ; Φ = Ψ em Γ1 ; Φ = 0 ; em Γ}
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Definic¸a˜o 1.2 Dizemos que o par {u, v} e´ soluc¸a˜o forte de [(0.0.15)− (0.0.21)] quando
utt − a∆u+ F (u) + g ∗∆u = 0 em L∞(0, T ;L2(Ω2))
vtt − b∆v +G(v) = 0 em L∞(0, T ;L2(Ω2))
u(x, t) = 0 em Γ×]0, T [
u(x, t) = v(x, t) em Γ1×]0, T [
a
∂u
∂ν
− g ∗ ∂u
∂ν
= b
∂v
∂ν
em L∞(0, T ;H−1/2(Γ1))
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em Ω2
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em Ω1
com
{u, v} ∈ L∞(0, T ; (H1(Ω2)×H1(Ω1)) ∩ V )
{ut, vt} ∈ L∞(0, T ;V )
{utt, vtt} ∈ L∞(0, T ;L2(Ω2))× L∞(0, T ;L2(Ω1)
1.3 Hipo´teses e Resultado Principal
1.3.1 Hipo´teses sobre F
Considere F : IR→ IR uma func¸a˜o de classe C1 e suponha que existe c > 0 tal que
sF (s) ≥ c|s|ρ+1, para todo s ∈ IR (1.3.1)
|F (s)| ≤ c(|s|+ |s|ρ), para todo s ∈ IR (1.3.2)
|F ′(s)| ≤ c|s|ρ−1, para todo s ∈ IR (1.3.3)
onde
ρ ≥ 1 se a dimensa˜o do espac¸o n ≤ 2 (1.3.4)
e
1 < ρ ≤ n
n− 2 se a dimensa˜o do espac¸o n ≥ 3 (1.3.5)
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1.3.2 Hipo´teses sobre G
Considere G : IR→ IR uma func¸a˜o de classe C1 e suponha que existe c > 0 tal que
sG(s) ≥ c|s|ρ+1, para todo s ∈ IR (1.3.6)
|G(s)| ≤ c(|s|+ |s|ρ), para todo s ∈ IR (1.3.7)
|G′(s)| ≤ c|s|ρ−1, para todo s ∈ IR (1.3.8)
onde
ρ ≥ 1 se a dimensa˜o do espac¸o n ≤ 2 (1.3.9)
e
1 < ρ ≤ n
n− 2 se a dimensa˜o do espac¸o n ≥ 3 (1.3.10)
1.3.3 Hipo´teses sobre o nu´cleo g
Assume que a func¸a˜o de relaxac¸a˜o, g : [0,∞[→ IR+ e´ de classe C1 e satisfaz as seguintes
condic¸o˜es:
g(t) ≥ 0 , g′(t) ≤ 0 , 0 < β0 := a−
∫ ∞
0
g(τ)dτ (1.3.11)
De modo a obter a existeˆncia de soluc¸o˜es globais fortes, as seguintes hipo´teses sa˜o
feitas sobre os dados iniciais.
1.3.4 Hipo´teses sobre os dados iniciais
Assuma que
{u0, v0} ∈
[
(H2(Ω2)×H2(Ω1)) ∩ V
]
(1.3.12)
e
{u1, v1} ∈ V (1.3.13)
satisfazendo a condic¸a˜o de compatibilidade
a
∂u0
∂ν
− b∂v0
∂ν
= 0 sobre Γ1 (1.3.14)
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Denotemos com E1 e E2 os funcionais de energia
E1(t, u) = +
1
2
∫
Ω2
[
|ut|2 + β(t)|∇u|2 + 2F̂ (u) + g2∇u
]
dx
e
E2(t, v) = +
1
2
∫
Ω1
[
|vt|2 + b|∇v|2 + 2Ĝ(v)
]
dx
onde “2” denota a operac¸a˜o bina´ria introduzida no cap´ıtulo (1) e β(t) denota a func¸a˜o
β(t) : = a−
∫ t
0
g(τ)dτ > 0
A condic¸a˜o (1.3.11) implica que
β0 ≤ β(t) ≤ a
Definimos a energia associada ao sistema [(0.0.15) − (0.0.21)], como sendo
E(t, u, v) := E1(t, u) + E2(t, v)
Agora estamos em posic¸a˜o de apresentar nossos principais resultados.
Teorema 1.1 Sob as hipo´teses [(1.3.1)-(1.3.4)] o problema [(0.0.15)-(0.0.21)] possui
uma u´nica soluc¸a˜o forte {u, v}, satisfazendo
{u, v} ∈ L∞(0, T ; (H1(Ω2)×H1(Ω1)) ∩ V )
{ut, vt} ∈ L∞(0, T ;V )
{utt, vtt} ∈ L∞(0, T ;L2(Ω2)× L2(Ω1))
Teorema 1.2 Sob as hipo´teses [(1.3.1)-(1.3.3)] e tomando os dados iniciais tais que
{u0, v0} ∈ V e {u1, v1} ∈ L2(Ω2)× L2(Ω1)
o problema [(0.0.15)− (0.0.21)] possui uma u´nica soluc¸a˜o fraca, {u, v} satisfazendo
{u, v} ∈ C(0, T ;V ) ∩ C1(0, T ;L2(Ω2)× L2(Ω1))
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Cap´ıtulo 2
Existeˆncia e Unicidade de Soluc¸o˜es
Fortes e Fracas
2.1 Existeˆncia e Unicidade de Soluc¸o˜es Fortes
Nesta sec¸a˜o provaremos a existeˆncia e unicidade de soluc¸o˜es fortes para o problema
[(0.0.15) − (0.0.21)] e usando argumentos de densidade estenderemos o mesmo resulta-
do para soluc¸o˜es fracas.
Para mostrar a existeˆncia da soluc¸a˜o forte usaremos o me´todo de Faedo-Galerkin que
consiste em aproximar o problema por problemas ana´logos pore´m em dimensa˜o finita.
Escolhemos uma base {{φi, ψi} i ∈ IN∗} de V tal que
{u0, v0}, {u1, v1} ∈ l[{φ1, ψ1}, {φ2, ψ2}]
onde l[{φ1, ψ1}, {φ2, ψ2}] e´ o subespac¸o gerado por {φ1, ψ1} e {φ2, ψ2}. Denotemos por
Vm = l[{φ1, ψ1}, {φ2, ψ2}, · · · , {φm, ψm}]
o subespac¸o gerado por {φ1, ψ1}, {φ2, ψ2}, . . . , {φm, ψm}.
Consideremos
{um, vm} : [0, tm] → Vm
t 7→ {um(t), vm(t)} =
m∑
i=1
gim(t){φi, ψi}
(2.1.1)
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soluc¸a˜o do seguinte problema aproximado:∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∫
Ω2
[umttφi + a∇um∇φi − (g ∗ ∇um)∇φi + F (um)φi] dx
+
∫
Ω1
[vmtt ψi + b∇vm∇ψi +G(vm)ψi]dx = 0
{um0 (x), vm0 (x)} = {u0(x), v0(x)} ∈ [(H2(Ω2)×H2(Ω1)) ∩ V ]
{um1 (x), vm1 (x)} = {u1(x), v1(x)} ∈ V
(2.1.2)
De acordo com a teoria padra˜o de existeˆncia de equac¸o˜es diferenciais ordina´rias existe
uma soluc¸a˜o do sistema (2.1.2), sobre algum intervalo [0, tm]. Esta soluc¸a˜o pode ser
estendida a qualquer intervalo fechado [0, T ] em virtude da primeira estimativa.
2.1.1 Estimativas a Priori
Estimativa 1:
Multiplicando (2.1.2) por g′im(t) e somando em i, obtemos
∫
Ω2
[umttu
m
t + a∇um∇umt − (g ∗ ∇um)∇umt + F (um)umt ] dx
+
∫
Ω1
[vmtt v
m
t + b∇vm∇vmt +G(vm)vmt ] dx = 0
(2.1.3)
logo
1
2
d
dt
[∫
Ω2
(|umt |2 + a|∇um|2)dx
]
−
∫
Ω2
(g ∗ ∇um)∇umt +
∫
Ω2
F (um)umt dx
+
1
2
d
dt
[∫
Ω1
(|vmt |2 + b|∇vm|2)dx
]
+
∫
Ω1
G(vm)vmt dx = 0
(2.1.4)
Fazendo
F̂ (s) =
∫ s
0
F (θ)dθ e Ĝ(s) =
∫ s
0
G(θ)dθ
temos
1
2
d
dt
[∫
Ω2
2F̂ (um)dx
]
=
∫
Ω2
F (um)umt dx
1
2
d
dt
[∫
Ω1
2Ĝ(vm)dx
]
=
∫
Ω1
G(vm)vmt dx
(2.1.5)
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substituindo (2.1.5) em (2.1.4), conseguimos
1
2
d
dt
[∫
Ω2
(
|umt |2 + a|∇um|2 + 2F̂ (um)
)
dx
]
−
∫
Ω2
(g ∗ ∇um)∇umt dx
+
1
2
d
dt
[∫
Ω1
(
|vmt |2 + b|∇vm|2 + 2Ĝ(vm)
)
dx
]
= 0
(2.1.6)
pelo Lema (1.2)∫
Ω2
(g ∗ ∇um)∇umt dx = +
∫
Ω2
(∫ t
0
g(t− τ)∇umdτ
)
∇umt dx
= −1
2
g(t)
∫
Ω2
|∇um|2dx+ 1
2
∫
Ω2
g′2∇umdx
−1
2
d
dt
{∫
Ω2
g2∇umdx−
(∫ t
0
gdτ
)∫
Ω2
|∇um|2dx
} (2.1.7)
substituindo (2.1.7) em (2.1.6), obtemos
1
2
d
dt
{∫
Ω2
[
|umt |2 + β(t)|∇um|2 + 2F̂ (um) + g2∇um
]
dx
}
+
1
2
∫
Ω2
(
g(t)|∇um|2dx− g′2∇um) dx
+
1
2
d
dt
[∫
Ω1
(
|vmt |2 + b|∇vm|2 + 2Ĝ(vm)
)
dx
]
= 0
(2.1.8)
portanto
d
dt
E(t, um, vm) = +
1
2
∫
Ω2
g′2∇umdx− 1
2
g(t)
∫
Ω2
|∇um|2dx (2.1.9)
onde
E(t, um, vm) = +
1
2
∫
Ω2
[
|umt |2 + β(t)|∇um|2 + 2F̂ (um) + g2∇um
]
dx
+
1
2
∫
Ω1
[
|vmt |2 + b|∇vm|2 + 2Ĝ(vm)
]
dx
(2.1.10)
Analizando (2.1.9), (2.1.10) e as hipo´teses [(1.3.1)-(1.3.4)], obtemos que
E(t, um, vm) ≥ 0
e
d
dt
E(t, um, vm) ≤ 0
Integrando a desigualdade anterior de 0 a t, conclu´ımos que
E(t, um, vm) ≤ E(0, um, vm) (2.1.11)
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o que implica
E(t, um, vm) ≤ +1
2
∫
Ω2
[
|um1 (x)|2 + a|∇um0 (x)|2 + 2F̂ (um0 (x))
]
dx
+
1
2
∫
Ω1
[
|vm1 (x)|2 + b|∇vm0 (x)|2 + 2Ĝ(vm0 (x))
]
dx
(2.1.12)
temos por (2.1.2) que
E(t, um, vm) ≤ +1
2
∫
Ω2
[
|u1(x)|2 + a|∇u0(x)|2 + 2F̂ (u0(x))
]
dx
+
1
2
∫
Ω1
[
|v1(x)|2 + b|∇v0(x)|2 + 2Ĝ(v0(x))
]
dx
(2.1.13)
Portanto de (2.1.13), obtemos {um, vm} e´ limitada em L∞(0, T ;V ){umt , vmt } e´ limitada em L∞(0, T ;L2(Ω2))× L∞(0, T ;L2(Ω1)) (2.1.14)
da´ı pela proposic¸a˜o (1.3), temos {um, vm}
∗
⇀ {u, v} em L∞(0, T,H1Γ(Ω2))× L∞(0, T,H1(Ω1))
{umt , vmt } ∗⇀ {ut, vt} em L∞(0, T, L2(Ω2))× L∞(0, T, L2(Ω1))
(2.1.15)
Segue de (2.1.14), que um e´ limitada em L∞(0, T ;H1Γ(Ω2)) ↪→ L2(0, T ;L2(Ω2))umt e´ limitada em L∞(0, T ;L2(Ω2)) ↪→ L2(0, T ;L2(Ω2)) = L2(Ω2×]0, T [) (2.1.16)
e  vm e´ limitada em L∞(0, T ;H1(Ω1)) ↪→ L2(0, T ;L2(Ω1))vmt e´ limitada em L∞(0, T ;L2(Ω1)) ↪→ L2(0, T ;L2(Ω1)) = L2(Ω1×]0, T [) (2.1.17)
aplicando a Teorema Aubin-Lions (1.19) em (2.1.16) e (2.1.17), resulta que existe
uma subsucessa˜o de {um, vm} ainda denotada por {um, vm}, tal que
{um, vm} −→ {u, v} forte em L2(Ω2×]0, T [)× L2(Ω1×]0, T [) (2.1.18)
donde segue pela proposic¸a˜o (1.10) que
{um, vm} −→ {u, v} q.s em (Ω2×]0, T [)× (Ω1×]0, T [) (2.1.19)
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e pela continuidade da F e G, temos
{F (um), G(vm)} −→ {F (u), G(v)} q.s em (Ω2×]0, T [)× (Ω1×]0, T [) (2.1.20)
Vamos mostrar agora que F (u
m) e´ limitada em L∞
(
0, T, L
ρ+1
ρ (Ω2)
)
↪→ L ρ+1ρ (Ω2×]0, T [)
G(um) e´ limitada em L∞
(
0, T, L
ρ+1
ρ (Ω1)
)
↪→ L ρ+1ρ (Ω1×]0, T [)
(2.1.21)
De fato, por (1.3.2), temos
|F (um(t))|
ρ+1
ρ
L
ρ+1
ρ (Ω2)
=
∫
Ω2
|F (um(t))| ρ+1ρ dx ≤
∫
Ω2
[c(|um(t)|+ |um(t)|)ρ] ρ+1ρ dx
Fazendo uso da desigualdade (1.2.8) e da proposic¸a˜o (1.6), obtemos
|F (um(t))|
ρ+1
ρ
L
ρ+1
ρ
≤ c(ρ)|um(t)|ρ+1Lρ+1(Ω2) (2.1.22)
Segue de (1.3.4), (1.3.5), da proposic¸a˜o (1.16) e da estimativa (2.1.16) que
um e´ limitada em L∞(0, T, Lρ+1(Ω2)) (2.1.23)
De (2.1.22) e (2.1.23), resulta que
F (um) e´ limitada em L∞(0, T, L
ρ+1
ρ (Ω2))
analogamente, mostra-se que
G(vm) e´ limitada em L∞
(
0, T, L
ρ+1
ρ (Ω1)
)
Pelo Lema de Lions (1.20) e observando (2.1.20) e (2.1.21), temos que F (um) ⇀ F (u) fraco em L
ρ+1
ρ (Ω2×]0, T [)
G(vm) ⇀ G(v) fraco em L
ρ+1
ρ (Ω1×]0, T [)
(2.1.24)
Para finalizar mostraremos que F (u
m)⇀ F (u) em L2
(
0, T, L
ρ+1
ρ (Ω2)
)
G(vm)⇀ G(v) em L2
(
0, T, L
ρ+1
ρ (Ω1)
) (2.1.25)
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De fato, temos de (2.1.21) que
F (um) e´ limitada em L∞
(
0, T, L
ρ+1
ρ (Ω2)
)
↪→ L2
(
0, T, L
ρ+1
ρ (Ω2)
)
e pela proposic¸a˜o (1.3), resulta
F (um)⇀ χ em L2
(
0, T, L
ρ+1
ρ (Ω2)
)
↪→ L ρ+1ρ (Ω2×]0, T [) .
Desta convergeˆncia, (2.1.24) e pela unicidade de limite, conclui-se
F (um)⇀ F (u) em L2
(
0, T, L
ρ+1
ρ (Ω2)
)
analogamente, mostra-se que
G(vm)⇀ G(v) em L2(0, T, L
ρ+1
ρ (Ω1))
Observando (2.1.15) e (2.1.25), e pela proposic¸a˜o (1.13) temos que
um
∗
⇀ u em L∞(0, T,H1Γ(Ω2)) ⇒ um ⇀ u em L2(Ω2×]0, T [) (2.1.26)
vm
∗
⇀ v em L∞(0, T,H1(Ω1)) ⇒ vm ⇀ v em L2(Ω1×]0, T [) (2.1.27)
umt
∗
⇀ ut em L
∞(0, T, L2(Ω2)) ⇒ umt ⇀ ut em L2(Ω2×]0, T [) (2.1.28)
vmt
∗
⇀ vt em L
∞(0, T, L2(Ω1)) ⇒ vmt ⇀ vt em L2(Ω1×]0, T [) (2.1.29)
F (um)⇀ F (u) em L2
(
0, T, L
ρ+1
ρ (Ω2)
)
(2.1.30)
G(vm)⇀ G(v) em L2
(
0, T, L
ρ+1
ρ (Ω1)
)
(2.1.31)
∇um ∗⇀ ∇u em L∞(0, T, L2(Ω2)) ⇒ ∇um ⇀ ∇u em L2(Ω2×]0, T [) (2.1.32)
∇vm ∗⇀ ∇v em L∞(0, T, L2(Ω1)) ⇒ ∇vm ⇀ ∇v em L2(Ω1×]0, T [) (2.1.33)
Estimativa 2:
Como estamos interesados em soluc¸o˜es regulares derivamos (2.1.2) em relac¸a˜o a t, para
obter ∫
Ω2
umtttφidx+ a
∫
Ω2
∇umt ∇φidx−
d
dt
[∫
Ω2
(g ∗ ∇um)∇φidx
]
+
∫
Ω2
F ′(um)umt φidx+
∫
Ω1
vmtttψidx+ b
∫
Ω1
∇vmt ∇ψidx+
∫
Ω1
G′(vm)vmt ψidx = 0
(2.1.34)
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onde
− d
dt
[∫
Ω2
(g ∗ ∇um)∇φidx
]
= −
∫
Ω2
(g ∗ ∇umt )∇φidx− g(t)
∫
Ω2
∇u0∇φidx (2.1.35)
Substituindo (2.1.35) em (2.1.34), resulta∫
Ω2
umtttφidx+ a
∫
Ω2
∇umt ∇φidx−
∫
Ω2
(g ∗ ∇umt )∇φidx− g(t)
∫
Ω2
∇u0∇φidx
+
∫
Ω2
F ′(um)umt φidx+
∫
Ω1
vmtttψidx+ b
∫
Ω1
∇vmt ∇ψidx+
∫
Ω1
G′(vm)vmt ψidx = 0
(2.1.36)
Multiplicando a equac¸a˜o (2.1.36) por g
′′
im(t) e somando em i, obtemos∫
Ω2
umtttu
m
tt dx+ a
∫
Ω2
∇umt ∇umtt dx−
∫
Ω2
(g ∗ ∇umt )∇umtt dx
−g(t)
∫
Ω2
∇u0∇umtt dx+
∫
Ω2
F ′(um)umt u
m
tt dx
+
∫
Ω1
vmtttv
m
tt dx+ b
∫
Ω1
∇vmt ∇vmtt dx+
∫
Ω1
G′(vm)vmt v
m
tt dx = 0
(2.1.37)
usando o Lema (1.3), temos
d
dt
E3(t, u
m
t , v
m
t ) = +
1
2
∫
Ω2
g′2∇umt dx−
g(t)
2
∫
Ω2
|∇umt |2dx
−
∫
Ω2
F ′(um)umt u
m
tt dx−
∫
Ω1
G′(vm)vmt v
m
tt dx
+
∫
Ω2
g(t)∇u0∇umtt dx
(2.1.38)
onde
E3(t, u
m
t , v
m
t ) =
1
2
{∫
Ω2
[|umtt |2 + β(t)|∇umt |2 + g2∇umt ] dx}
+
1
2
{∫
Ω1
[|vmtt |2 + b|∇vmt |2] dx} (2.1.39)
ou equivalentemente
d
dt
{
E3(t, u
m
t , v
m
t )− g(t)
∫
Ω2
∇u0∇umt dx
}
︸ ︷︷ ︸
:=M(t,umt ,v
m
t )
= +
1
2
∫
Ω2
(g′2∇umt )dx−
g(t)
2
∫
Ω2
|∇umt |2dx
−
∫
Ω2
F ′(um)umt u
m
tt dx−
∫
Ω1
G′(vm)vmt v
m
tt dx
−
∫
Ω2
g′(t)∇u0∇umt dx
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Usando a condic¸a˜o (1.3.11), obtemos
d
dt
M(t, umt , v
m) ≤ −
∫
Ω2
F ′(um)umt u
m
tt dx−
∫
Ω1
G′(vm)vmt v
m
tt dx︸ ︷︷ ︸
I1
−
∫
Ω2
g′(t)∇u0∇umt dx
(2.1.40)
Usando as hipo´teses sobre F e G [(1.3.3)-(1.3.5),(1.3.8)-(1.3.10)], a Desigualdade de
Ho¨lder Generalizada (1.7), as Imerso˜es de Sobolev (1.17), a estimativa (2.1.14) e
a equivaleˆncia entre as normas ‖, ‖V e ‖, ‖H1(Ω2)×H1(Ω1), conclui-se
I1 ≤ c
[
|∇umt (t)|2L2(Ω2) + |∇vmt (t)|2L2(Ω1)
]1/2
·
[
|umtt (t)|2L2(Ω2) + |vmtt |2L2(Ω1)
]1/2
(2.1.41)
Substituindo (2.1.41) em (2.1.40), temos
d
dt
M(t, umt , v
m) ≤ c
[
|∇umt (t)|2L2(Ω2) + |∇vmt (t)|2L2(Ω1)
]1/2
·
[
|umtt (t)|2L2(Ω2) + |vmtt |2L2(Ω1)
]1/2
−
∫
Ω2
g′(t)∇u0∇umt dx
(2.1.42)
Usando a desigualdade (1.2.2) e a hipo´tese (1.3.11) em (2.1.42), resulta
d
dt
M(t, umt , v
m) ≤ c
2
[
|∇umt (t)|2L2(Ω2) + |umtt (t)|2L2(Ω2)
]
+
c
2
[
|∇vmt (t)|2L2(Ω1) + |vmtt (t)|2L2(Ω2)
]
−g
′(t)
2
{∫
Ω2
|∇u0|2dx+
∫
Ω2
|∇umt |2dx
} (2.1.43)
Integrando de 0 ate´ t, tem-se
M(t, umt , v
m) ≤ M(0, umt , vm) + c
∫ t
0
E3(s, u
m
t , v
m
t )ds
−
∫ t
0
g′(s)
2
{∫
Ω2
|∇u0|2dx+
∫
Ω2
|∇umt |2dx
}
ds
(2.1.44)
A desigualdade∣∣∣∣g(t) ∫
Ω2
∇u0∇umt dx
∣∣∣∣ ≤ g(t)2β(t)
∫
Ω2
|∇u0|2dx+ β(t)
4
∫
Ω2
|∇umt |2dx (2.1.45)
implica que
1
2
E3(t, u
m
t , v
m
t )−
g(t)2
β(t)
∫
Ω2
|∇u0|2dx ≤ M(t, umt , vmt ) ≤
3
2
E3(t, u
m
t , v
m
t ) +
g(t)2
β(t)
∫
Ω2
|∇u0|2dx
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Usando estas desigualdades em (2.1.44), tem-se
1
2
E3(t, u
m
t , v
m
t ) ≤ +M(t, umt , vmt ) +
g(t)2
β(t)
∫
Ω2
|∇u0|2dx
≤ +M(0, umt , vm) + c
∫ t
0
E3(s, u
m
t , v
m
t )ds+
g(t)2
β(t)
∫
Ω2
|∇u0|2dx
−
∫ t
0
g′(s)
2
{∫
Ω2
|∇u0|2dx+
∫
Ω2
|∇umt |2dx
}
ds
≤ 3
2
E3(0, u
m
t , v
m
t ) +
g(0)2
a
∫
Ω2
|∇u0|2dx+ c
∫ t
0
E3(s, u
m
t , v
m
t )ds
+
g(t)2
β(t)
∫
Ω2
|∇u0|2dx−
∫ t
0
g′(s)
2
{∫
Ω2
|∇u0|2dx+
∫
Ω2
|∇umt |2dx
}
ds
de onde, conclu´ımos
E3(t, u
m
t , v
m
t ) ≤ c
[
|∇u0|2L2(Ω2) + E3(0, umt , vmt )
]
+
∫ t
0
(c− g′(s))E3(s, umt , vmt )ds
Aplicando o Lema de Gronwall (1.24) na desigualdade anterior, resulta
E3(t, u
m
t , v
m
t ) ≤ c(T )
|∇u0|2L2(Ω2)︸ ︷︷ ︸
limitado
+E3(0, u
m
t , v
m
t )
 (2.1.46)
A seguir estimaremos E3(0, u
m
t , v
m
t ). Temos de (2.1.39)
E3(0, u
m
t , v
m
t ) = +
1
2
|umtt (0)|2L2(Ω2) + a |∇u1|2L2(Ω2)︸ ︷︷ ︸
limitado

+
1
2
|vmtt (0)|2L2(Ω2) + b |∇v1|2L2(Ω1)︸ ︷︷ ︸
limitado

(2.1.47)
tambe´m de (2.1.2), que∫
Ω2
[umtt (x, 0)φi(x) + a∇u0∇φi(x)− (g ∗ ∇u0)∇φi(x) + F (u0)φi(x)]dx
+
∫
Ω1
[vmtt (x, 0)ψi(x) + b∇v0∇ψi(x) +G(v0)ψi(x)] dx = 0
(2.1.48)
Multiplicando (2.1.48) por g
′′
im(0) e somando em i, obtemos∫
Ω2
|umtt (x, 0)|2dx+ a
∫
Ω2
∇u0∇umtt (x, 0)dx
+
∫
Ω2
F (u0)u
m
tt (x, 0)dx+
∫
Ω1
|vmtt (x, 0)|2dx
+b
∫
Ω1
∇v0∇vmtt (x, 0)dx+
∫
Ω1
G(v0)v
m
tt (x, 0)dx = 0
(2.1.49)
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enta˜o
|umtt (0)|2L2(Ω2) + |vmtt (0)|2L2(Ω1) = −a
∫
Ω2
∇u0∇umtt (x, 0)dx−
∫
Ω2
F (u0)u
m
tt (x, 0)dx
−b
∫
Ω1
∇v0∇vmtt (x, 0)dx−
∫
Ω1
G(v0)v
m
tt (x, 0)dx
(2.1.50)
aplicando a proposic¸a˜o (1.22), resulta
|umtt (0)|2L2(Ω2) + |vmtt (0)|2L2(Ω1) = −
∫
Ω2
F (u0)u
m
tt (x, 0)dx+ b
∫
Ω1
∆v0v
m
tt (x, 0)dx
+a
∫
Ω2
∆u0u
m
tt (x, 0)dx+ a
∫
Γ1
∂u0
∂ν
umtt (x, 0)dΓ
−b
∫
Γ1
∂v0
∂ν
vmtt (x, 0)dΓ−
∫
Ω1
G(v0)v
m
tt (x, 0)dx
(2.1.51)
De (2.1.51) e observando que umtt (x, 0) = v
m
tt (x, 0) sobre Γ1, temos que
|umtt (0)|2L2(Ω2) + |vmtt (0)|2L2(Ω1) = + a
∫
Ω2
∆u0u
m
tt (x, 0)dx+ b
∫
Ω1
∆v0v
m
tt (x, 0)dx︸ ︷︷ ︸
I2
+
∫
Γ1
[
a
∂u0
∂ν
− b∂v0
∂ν
]
umtt (x, 0)dΓ
−
∫
Ω2
F (u0))u
m
tt (x, 0)dx−
∫
Ω1
G(v0)v
m
tt (x, 0)dx︸ ︷︷ ︸
I3
(2.1.52)
apo´s ca´lculos diretos, obtemos
I2 + I3 ≤ +c
[
|u0|2L2(Ω2) + |u0|2ρL2(Ω2) + |v0|2L2(Ω1) + |v0|
2ρ
L2(Ω1)
+|∆u0|2L2(Ω2) + |∆v0|2L2(Ω1)
]
+
1
2
[
|umtt (0)|2L2(Ω2) + |vmtt (0)|2L2(Ω1)
] (2.1.53)
Substituindo (2.1.53) em (2.1.52) e usando a hipo´tese de compatibilidade (1.3.14),
resulta
1
2
[
|umtt (0)|2L2(Ω2) + |vmtt (0)|2L2(Ω1)
]
≤ +c
[
|u0|2L2(Ω2) + |u0|2ρL2(Ω2) + |v0|2L2(Ω1) + |v0|
2ρ
L2(Ω1)
+ |∆u0|2L2(Ω2) + |∆v0|2L2(Ω1)︸ ︷︷ ︸
limitado
]
assim temos que os dados iniciais {umtt (0), vmtt (0)} sa˜o limitados em L2(Ω2)×L2(Ω1), logo
de (2.1.47) conclu´ımos que:
E3(0, u
m
t , v
m
t ) e´ limitada. (2.1.54)
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De (2.1.46) e (2.1.54), obtemos que E3(t, u
m
t , v
m
t ) e´ limitada em L
∞(0, T ). Portanto
de (2.1.39), resulta
{umtt , vmtt } e´ limitada em L∞(0, T, L2(Ω2))× L∞(0, T, L2(Ω1)) (2.1.55)
e
{umt , vmt } e´ limitada em L∞(0, T ;V ) (2.1.56)
2.1.2 Passagem ao Limite
Multiplicando (2.1.2) por θ ∈ D(0, T ), temos∫ T
0
∫
Ω2
[umttφi]θ(t)dxdt+ a
∫ T
0
∫
Ω2
[∇um∇φi]θ(t)dxdt
−
∫ T
0
∫
Ω2
[(g ∗ ∇um)∇φi]θ(t)dxdt+
∫ T
0
∫
Ω2
[F (um)φi] θ(t)dxdt
+
∫ T
0
∫
Ω1
[vmtt ψi]θ(t)dxdt+ b
∫ T
0
∫
Ω1
[∇vm∇ψi]θ(t)dxdt
+
∫ T
0
∫
Ω1
[G(vm)ψi]θ(t)dxdt = 0
(2.1.57)
Das estimativas a priori [(2.1.26)-(2.1.33)] e (2.1.55) acima podemos passar o limite
na identidade (2.1.57) quando m→∞ de modo a obter∫ T
0
∫
Ω2
[uttφi]θ(t)dxdt+ a
∫ T
0
∫
Ω2
[∇u∇φi]θ(t)dxdt
−
∫ T
0
∫
Ω2
[(g ∗ ∇u)∇φi]θ(t)dxdt+
∫ T
0
∫
Ω2
[F (u)φi] θ(t)dxdt
+
∫ T
0
∫
Ω1
[vttψi]θ(t)dxdt+ b
∫ T
0
∫
Ω1
[∇v∇ψi]θ(t)dxdt
+
∫ T
0
∫
Ω1
[G(v)ψi]θ(t)dxdt = 0
(2.1.58)
Por densidade, a identidade acima permane va´lida para todo {φ, ψ} ∈ V , ou seja,∫ T
0
∫
Ω2
[uttφ]θ(t)dxdt+ a
∫ T
0
∫
Ω2
[∇u∇φ]θ(t)dxdt
−
∫ T
0
∫
Ω2
[(g ∗ ∇u)∇φ]θ(t)dxdt+
∫ T
0
∫
Ω2
[F (u)φ] θ(t)dxdt
+
∫ T
0
∫
Ω1
[vttψ]θ(t)dxdt+ b
∫ T
0
∫
Ω1
[∇v∇ψ]θ(t)dxdt
+
∫ T
0
∫
Ω1
[G(v)ψ]θ(t)dxdt = 0
(2.1.59)
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de onde resulta
∫ T
0
∫
Ω2
[uttφ]θ(t)dxdt+ a
∫ T
0
∫
Ω2
[∇u∇φ]θ(t)dxdt
−
∫ T
0
∫
Ω2
[(g ∗ ∇u)∇φ]θ(t)dxdt+
∫ T
0
∫
Ω2
[F (u)φ] θ(t)dxdt = 0 ; ∀ θ ∈ D(0, T ) , ∀ φ ∈ D(Ω2)
∫ T
0
∫
Ω1
[vttψ]θ(t)dxdt+ b
∫ T
0
∫
Ω1
[∇v∇ψ]θ(t)dxdt
+
∫ T
0
∫
Ω1
[G(v)ψ]θ(t)dxdt = 0 ; ∀ θ ∈ D(0, T ) , ∀ ψ ∈ D(Ω1)
consequ¨entemente 〈utt − a∆u+ g ∗∆u+ F (u),Φ〉 = 0 ; ∀ Φ ∈ D(Ω2×]0, T [)〈vtt − b∆v +G(v),Ψ〉 = 0 ; ∀ Ψ ∈ D(Ω1×]0, T [)
ou ainda,  utt − a∆u+ g ∗∆u+ F (u) = 0 em D′(Ω2×]0, T [)vtt − b∆v +G(v) = 0 em D′(Ω1×]0, T [) (2.1.60)
Prova-se que utt − a∆u+ g ∗∆u+ F (u) = 0 em L∞(0, T, L2(Ω2))vtt − b∆v +G(v) = 0 em L∞(0, T, L2(Ω1)) (2.1.61)
De fato,
Parte a: Vimos que
utt ∈ L∞(0, T, L2(Ω2)) , F (u) ∈ L∞(0, T, L2(Ω2))
e como
a∆u− g ∗∆u = utt + F (u)
temos pelo lema (1.5) que
a∆u ∈ L∞(0, T, L2(Ω2)) (2.1.62)
segue de (2.1.60) e (2.1.62) que
g ∗∆u ∈ L∞(0, T, L2(Ω2)) (2.1.63)
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Parte b: Temos
vtt ∈ L∞(0, T, L2(Ω1)) , G(v) ∈ L∞(0, T, L2(Ω1))
e de (2.1.60), segue-se que
b∆v ∈ L∞(0, T, L2(Ω1))
Da Parte A e B, conclu´ımos (2.1.61).
Sabemos que {u, v} ∈ V , logo u(x, t) = 0 em Γ×]0, T [u(x, t) = v(x, t) em Γ1×]0, T [ (2.1.64)
Afirmamos que
a
∂u
∂ν
− g ∗ ∂u
∂ν
− b∂v
∂ν
= 0 em L∞(0, T,H−1/2(Γ1))
De fato, sabemos que
{u, v} ∈ H1Γ(Ω2)×H1(Ω1) , {∆u,∆v} ∈ L2(Ω2)× L2(Ω1) , {φ, ψ} ∈ H1(Ω2)×H1(Ω1)
logo, pela proposic¸a˜o (1.23)
(∇u,∇φ)L2(Ω2) = −〈γ1u, γ0φ〉 − (∆u, φ)L2(Ω2)
(g ∗ ∇u,∇φ)L2(Ω2) = −〈g ∗ γ1u, γ0φ〉 − (g ∗∆u, φ)L2(Ω2)
(∇v,∇ψ)L2(Ω1) = 〈γ1v, γ0ψ〉 − (∆v, ψ)L2(Ω1)
(2.1.65)
Substituindo (2.1.65) em (2.1.59), temos∫ T
0
(utt, φ)L2(Ω2)θ(t)dt− a
∫ T
0
(∆u, φ)L2(Ω2)θ(t)dt− a
∫ T
0
〈γ1u, γ0φ〉 θ(t)dt
+
∫ T
0
(g ∗∆u, φ)L2(Ω2)θ(t)dt+
∫ T
0
〈g ∗ γ1u, γ0φ〉 θ(t)dt+
∫ T
0
(F (u), φ)L2(Ω2)θ(t)dt
+
∫ T
0
(vttψ)L2(Ω1)θ(t)dt+ b
∫ T
0
〈γ1v, γ0ψ〉 θ(t)dt
−b
∫ T
0
(∆v, ψ)L2(Ω1)θ(t)dt+
∫ T
0
(G(v), ψ)L2(Ω1)θ(t)dt = 0
(2.1.66)
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de onde resulta ∫ T
0
(utt − a∆u+ g ∗∆u+ F (u), φ)L2(Ω2)θ(t)dt
+
∫ T
0
(vtt − b∆v +G(v), ψ)L2(Ω1)θ(t)dt
+
∫ T
0
〈−aγ1u+ g ∗ γ1u+ bγ1v, γ0ψ〉 θ(t)dt = 0
(2.1.67)
Substituindo (2.1.61) em (2.1.67), obtemos∫ T
0
〈−aγ1u+ g ∗ γ1u+ bγ1v, γ0ψ〉 θ(t)dt = 0
de onde conclu´ımos
a
∂u
∂ν
− g ∗ ∂u
∂ν
− b∂v
∂ν
= 0 em L∞(0, T,H−1/2(Γ1)) (2.1.68)
De (2.1.61), (2.1.65) e (2.1.68), consegue-se
utt − a∆u+ F (u) + g ∗∆u = 0 em L∞(0, T ;L2(Ω2)) (2.1.69)
vtt − b∆v +G(v) = 0 em L∞(0, T ;L2(Ω2)) (2.1.70)
u(x, t) = 0 em Γ×]0, T [ (2.1.71)
u(x, t) = v(x, t) em Γ1×]0, T [ (2.1.72)
a
∂u
∂ν
− g ∗ ∂u
∂ν
= b
∂v
∂ν
em L∞(0, T ;H−1/2(Γ1)) (2.1.73)
(2.1.74)
com
{u, v} ∈ L∞(0, T ; (H1(Ω2)×H1(Ω1)) ∩ V )
{ut, vt} ∈ L∞(0, T ;V )
{utt, vtt} ∈ L∞(0, T ;L2(Ω2))× L∞(0, T ;L2(Ω1)
(2.1.75)
2.1.3 Condic¸o˜es Iniciais
Temos por (2.1.75) e pela proposic¸a˜o (1.14), que
{u, v} ∈ (C([0, T ];H1Γ(Ω2)))× (C([0, T ];H1(Ω1))) ∩ (Cω([0, T ];H1Γ(Ω2)))× (Cω([0, T ];H1(Ω1)))
{ut, vt} ∈ (C([0, T ];L2(Ω2)))× (C([0, T ];L2(Ω1))) ∩ (Cω([0, T ];H1Γ(Ω2)))× (Cω([0, T ];H1(Ω1)))
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logo faz sentido calcular
{u(0), v(0)} e {ut(0), vt(0)}
Seja θ ∈ C1([0, T ]) tal que θ(0) = 1 e θ(T ) = 0. Das estimativas a priori, obtemos
∫ T
0
(um, φ)L2(Ω2)θt(t)dt →
∫ T
0
(u, φ)L2(Ω2)θt(t)dt ∀ φ ∈ L2(Ω2)
∫ T
0
(vm, ψ)L2(Ω1)θt(t)dt →
∫ T
0
(v, ψ)L2(Ω1)θt(t)dt ∀ ψ ∈ L2(Ω1)
(2.1.76)
e 
∫ T
0
(umt , φ)L2(Ω2)θ(t)dt →
∫ T
0
(ut, φ)L2(Ω2)θ(t)dt ∀ φ ∈ L2(Ω2)
∫ T
0
(vmt , ψ)L2(Ω1)θ(t)dt →
∫ T
0
(vt, ψ)L2(Ω1)θ(t)dt ∀ ψ ∈ L2(Ω1)
(2.1.77)
integrando-se por partes (2.1.77), obtem-se
−(u0, φ)L2(Ω2) −
∫ T
0
(um(t), φ)L2(Ω2)θt(t)dt → −(u(0), φ)L2(Ω2) −
∫ T
0
(u(t), φ)L2(Ω2)θt(t)dt
−(v0, ψ)L2(Ω1) −
∫ T
0
(vm(t), ψ)L2(Ω1)θt(t)dt → −(v(0), ψ)L2(Ω1) −
∫ T
0
(v(t), ψ)L2(Ω1)θt(t)dt
(2.1.78)
de (2.1.76) e (2.1.78), consegue-se (u(0), φ)L2(Ω2) = (u0, φ)L2(Ω2) , ∀ φ ∈ L2(Ω2)(v(0), ψ)L2(Ω1) = (v0, ψ)L2(Ω1) , ∀ ψ ∈ L2(Ω1)
consequ¨entemente,
{u(0), v(0)} = {u0, v0}
Analogamente, prova-se que
{ut(0), vt(0)} = {u1, v1}
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2.1.4 Unicidade
Sejam {û, v̂} e {u, v} duas soluc¸o˜es regulares para o problema [(0.0.15)− (0.0.21)], logo:
ûtt − a∆û+ F (û) + g ∗∆û = 0 em L∞(0, T ;L2(Ω2))
v̂tt − b∆v̂ +G(v̂) = 0 em L∞(0, T ;L2(Ω1))
û = 0 em Γ×]0, T [
û = v̂ em Γ1×]0, T [
a
∂û
∂ν
− g ∗ ∂û
∂ν
= b
∂û
∂ν
em L∞(0, T ;H−1/2(Γ1))
û(x, 0) = u0(x) e ût(x, 0) = u1(x) em Ω2
v̂(x, 0) = v0(x) e v̂(x, 0) = v1(x) em Ω1
(2.1.79)
e
utt − a∆u+ F (u) + g ∗∆u = 0 em L∞(0, T ;L2(Ω2))
vtt − b∆v +G(v) = 0 em L∞(0, T ;L2(Ω1))
u = 0 em Γ×]0, T [
u = v em Γ1×]0, T [
a
∂u
∂ν
− g ∗ ∂u
∂ν
= b
∂v
∂ν
em L∞(0, T ;H−1/2(Γ1))
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em Ω2
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em Ω1
(2.1.80)
fazendo (2.1.79) menos (2.1.80) e tomando z = û− u ⇒ zt = ût − ut ⇒ ztt = ûtt − uttw = v̂ − v ⇒ wt = v̂t − vt ⇒ wtt = v̂tt − vtt (2.1.81)
temos
ztt − a∆z + g ∗∆z = −F (û) + F (u) em L∞(0, T ;L2(Ω2)) (2.1.82)
wtt − b∆w = −G(v̂) +G(v) em L∞(0, T ;L2(Ω1)) (2.1.83)
z = 0 em Γ×]0, T [ (2.1.84)
z = w em Γ1×]0, T [ (2.1.85)
a
∂z
∂ν
− g ∗ ∂z
∂ν
= b
∂w
∂ν
em L∞(0, T ;H−1/2(Γ1)) (2.1.86)
z(x, 0) = zt(x, 0) = 0 em Ω2 (2.1.87)
w(x, 0) = wt(x, 0) = 0 em Ω1 (2.1.88)
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Multiplicando (2.1.82) por zt e (2.1.83) por wt, depois, integrando sobre Ω2 e Ω1,
respectivamente, temos∫
Ω2
[ztt − a∆z + g ∗∆z] ztdx+
∫
Ω1
[wtt − b∆w]wtdx
= +
∫
Ω2
[F (u)− F (û)] ztdx+
∫
Ω2
[G(v −G(v̂]wtdx
aplicando a proposic¸a˜o (1.23)
1
2
d
dt
[∫
Ω2
(|zt|2 + a|∇z|2) dx]+ 1
2
d
dt
[∫
Ω1
(|wt|2 + b|∇w|2) dx]
−
∫
Ω2
(g ∗ ∇z)∇ztdx+ 〈aγ1z − g ∗ γ1z − bγ1w, γ0z〉︸ ︷︷ ︸
= 0
= +
∫
Ω2
[F (u)− F (û)] ztdx+
∫
Ω2
[G(v −G(v̂]wtdx
(2.1.89)
e depois usando o Lema (1.2), obtemos
d
dt
E3(t, z, w) = +
∫
Ω2
[F (u)− F (û)] ztdx+
∫
Ω2
[G(v −G(v̂]wtdx
−1
2
g(t)
∫
Ω2
|∇z|2dx︸ ︷︷ ︸
< 0
+
1
2
∫
Ω2
(g′2∇z)dx︸ ︷︷ ︸
< 0
(2.1.90)
onde
E3(t, z, w) =
1
2
{∫
Ω2
[|zt|2 + β(t)|∇z|2 + (g2∇z)] dx+ ∫
Ω1
[|wt|2 + b|∇w|2] dx}
De (2.1.90), segue-se
d
dt
E3(t, z, w) ≤
∫
Ω2
[F (u)− F (û)]ztdx+
∫
Ω1
[G(v)−G(v̂)]wtdx (2.1.91)
Aplicando o teorema do valor me´dio em (2.1.91), as hipo´teses (1.3.3), (1.3.8) e a
desigualdade (1.2.8), temos
d
dt
E3(t, z, w) ≤ c
{∫
Ω2
[|u|ρ−1|z||zt|+ |û|ρ−1|z||zt|] dx+ ∫
Ω1
[|v|ρ−1|w||wt|+ |v̂|ρ−1|w||wt|dx] dx}
Usando a proposic¸a˜o (1.7), obtemos
d
dt
E3(t, z, w) ≤ +c |u|ρ−1Ln(ρ−1)(Ω2)︸ ︷︷ ︸
limitada
|z|
L
2n
n−2 (Ω2)
|zt|L2(Ω2) + c |û|ρ−1Ln(ρ−1)(Ω2)︸ ︷︷ ︸
limitada
|z|
L
2n
n−2 (Ω2)
|zt|L2(Ω2)
+c |v|ρ−1
Ln(ρ−1)(Ω1)︸ ︷︷ ︸
limitada
|w|
L
2n
n−2 (Ω1)
|wt|L2(Ω1) + c |v̂|ρ−1Ln(ρ−1)(Ω1)︸ ︷︷ ︸
limitada
|w|
L
2n
n−2 (Ω1)
|wt|L2(Ω1)
(2.1.92)
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de onde resulta
d
dt
E3(t, z, w) ≤ +c[|∇z|L2(Ω2)|zt|L2(Ω2) + |∇w|L2(Ω1)|wt|L2(Ω1)] (2.1.93)
aplicando a desigualdade (1.2.2) e integrando de 0 a t, temos
E3(t, z, w) ≤ c
∫ T
0
E3(s, z, w)ds (2.1.94)
De (2.2.29) e da proposic¸a˜o (1.24), conclui-se
E3(t, z, w) ≤ 0 (2.1.95)
logo
‖{z, w}‖V = 0
de onde resulta
{û, v̂} = {u, v}
2.2 Existeˆncia e Unicidade de Soluc¸o˜es Fracas
Nesta sec¸a˜o no´s resolveremos o problema [(0.0.15)-(0.0.21)] com dados iniciais menos
regulares, isto e´, suponhamos
{u0, v0} ∈ V , {u1, v1} ∈ L2(Ω2)× L2(Ω1) (2.2.1)
A soluc¸a˜o correspondente sera´ chamada soluc¸a˜o fraca. A metodologia usada consiste
em obter aproximac¸o˜es para {u0, v0} e {u1, v1} por sequeˆncias de vetores de
V ∩ [H2(Ω2)×H2(Ω1)] e V
respectivamente, aplicando resultados do Teorema (1.1), provaremos o Teorema (1.2).
Como foi dito acima, no´s obtemos sequeˆncias ({un0 , vn0 })n∈IN e ({un1 , vn1 })n∈IN de func¸o˜es
de V ∩ (H2(Ω2)×H2(Ω1)) e V , respectivamente, tal que
lim
n→∞
{un0 , vn0 } = {u0, v0} em V ; lim
n→∞
{un1 , vn1 } = {u1, v1} em L2(Ω2)× L2(Ω1)
a
∂un0
∂ν
− b∂v
n
0
∂ν
= 0 em Γ1
(2.2.2)
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De fato, e´ suficiente considerar
{un1 , vn1 } ∈ V convergindo para {u1, v1} ∈ L2(Ω2)× L2(Ω1)
e
{un0 , vn0 } ∈ D(A) = {{φ, ψ} ∈ V ∩ (H2(Ω2)×H2(Ω1)) ; a
∂φ
∂ν
− b∂ψ
∂ν
= 0 sobre Γ1}
que e´ denso em V , porque e´ o domı´nio do operador definido pela terna
{V, L2(Ω2)× L2(Ω1), ((, ))V }
Para cada par {{un0 , vn0 }, {un1 , vn1 }}, definido acima, nos determinamos uma u´nica
soluc¸a˜o forte {un, vn} verificando as condic¸o˜es do Teorema (1.1), ou seja, o problema
untt − a∆un + F (un) + g ∗∆un = 0 em L∞(0, T ;L2(Ω2)) (2.2.3)
vntt − b∆vn +G(vn) = 0 em L∞(0, T ;L2(Ω1)) (2.2.4)
un = 0 em Γ×]0, T [ (2.2.5)
un = vn em Γ1×]0, T [ (2.2.6)
a
∂un
∂ν
− g ∗ ∂u
n
∂ν
= b
∂vn
∂ν
em L∞(0, T ;H−1/2(Γ1))(2.2.7)
un(x, 0) = un0 (x) e u
n
t (x, 0) = u
n
1 (x) em Ω2 (2.2.8)
vn(x, 0) = vn0 (x) e v
n
t (x, 0) = v
n
1 (x) em Ω1 (2.2.9)
possui uma u´nica soluc¸a˜o forte {un, vn}, satisfazendo
{un, vn} ∈ L∞(0, T ; (H1(Ω2)×H1(Ω1)) ∩ V )
{unt , vnt } ∈ L∞(0, T ;V )
{untt, vntt} ∈ L∞(0, T ;L2(Ω2)× L2(Ω2))
2.2.1 Estimativas a Priori
Multiplicando (2.2.3) por unt e (2.2.4) por v
n
t , depois, integrando sobre Ω2 e Ω1, respecti-
vamente, e somando-as, obtemos
(untt, u
n
t )L2(Ω2) + a(−∆un, unt )L2(Ω2) + (F (un), unt )L2(Ω2) + (g ∗∆un, unt )L2(Ω2)
+(vntt, v
n
t )L2(Ω1) + b(−∆vn, vnt )L2(Ω1) + (G(vn), vnt )L2(Ω1) = 0
(2.2.10)
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Aplicando em (2.2.10) a Fo´rmula de Green Generalizada (1.23) e usando (2.2.7),
temos ∫
Ω2
[unttu
n
t + a∇un∇unt − (g ∗ ∇un)∇unt + F (un)unt ] dx
+
∫
Ω1
[vnttv
n
t + b∇vn∇vnt +G(vn)vnt ] dx = 0
(2.2.11)
Levando em conta (2.2.2) e raciocinando de forma ana´loga ao que foi feito na estima-
tiva 1 para soluc¸o˜es regulares, conclu´ımos que
E(t, un, vn) ≤ c
ou seja,
1
2
∫
Ω2
[
|unt |2 + β(t)|∇un|2 + 2F̂ (un) + g2∇un
]
dx
+
1
2
∫
Ω1
[
|vnt |2 + b|∇vn|2 + 2Ĝ(vn)
]
dx ≤ c
(2.2.12)
de onde segue que {un, vn} e´ limitada em L∞(0, T ;V ){unt , vnt } e´ limitada em L∞(0, T ;L2(Ω2)× L2(Ω1)) (2.2.13)
Por racioc´ıonio similar ao que foi feita na estimativa 1 para soluc¸o˜es regulares, temos
condic¸o˜es de passar limite nos termos na˜o lineares do sistema anterior.
2.2.2 Passagem ao Limite
Seja {Φ,Ψ} ∈ C2(0, T ;V ) tal que
Φ(T ) = Φt(T ) = Ψ(T ) = Ψt(T ) = 0 (2.2.14)
Multiplicando (2.2.3) por Φ e (2.2.4) por Ψ, depois, integrando sobre Ω2×]0, T [ e
Ω1×]0, T [, respectivamente, e somando-as, obtemos∫ T
0
(untt,Φ)L2(Ω2)dt+ a
∫ T
0
(−∆un,Φ)L2(Ω2)dt
+
∫ T
0
(F (un),Φ)L2(Ω2)dt+
∫ T
0
(g ∗∆un,Φ)L2(Ω2)dt
+
∫ T
0
(vntt,Ψ)L2(Ω1)dt+ b
∫ T
0
(−∆vn,Ψ)L2(Ω1)dt+
∫ T
0
(G(vn),Ψ)L2(Ω1)dt = 0
(2.2.15)
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Aplicando em (2.2.15) a Fo´rmula Generalizada de Green (1.23) e usando (2.2.7),
temos ∫
Ω2
∫ T
0
unttΦdtdx+
∫
Ω2
∫ T
0
a∇un∇Φdtdx
−
∫
Ω2
∫ T
0
(g ∗ ∇un)∇Φdtdx+
∫
Ω2
∫ T
0
F (un)Φdtdx
+
∫
Ω1
∫ T
0
vnttΨdtdx+
∫
Ω1
∫ T
0
b∇vn∇Ψdtdx+
∫
Ω1
∫ T
0
G(vn)Ψdtdx = 0
(2.2.16)
integrando duas vezes por partes na varia´vel t e usando (2.2.14), obtemos∫
Ω2
∫ T
0
unΦttdtdx+
∫
Ω2
∫ T
0
a∇un∇Φdtdx
−
∫
Ω2
∫ T
0
(g ∗ ∇un)∇Φdtdx+
∫
Ω2
∫ T
0
F (un)Φdtdx
+
∫
Ω1
∫ T
0
vnΨttdtdx+
∫
Ω1
∫ T
0
b∇vn∇Ψdtdx+
∫
Ω1
∫ T
0
G(vn)Ψdtdx =
+
∫
Ω2
un1 (x)Φ(0)dx−
∫
Ω2
un0 (x)Φt(0)dx+
∫
Ω1
vn1 (x)Ψ(0)dx−
∫
Ω1
vn0 (x)Ψt(0)dx
(2.2.17)
Tomando o limite em (2.2.17) quando n→∞, conclu´ımos∫ T
0
∫
Ω2
[uΦtt + a∇u∇Φ− (g ∗ ∇u)∇Φ + F (u)Φ] dxdt
+
∫ T
0
∫
Ω1
[vΨtt + b∇v∇Ψ+G(v)Ψ] dxdt
= +
∫
Ω2
u1(x)Φ(0)dx−
∫
Ω2
u0(x)Φt(0)dx+
∫
Ω1
v1(x)Ψ(0)dx−
∫
Ω1
v0(x)Ψt(0)dx
para todo {u, v} ∈ V e {Φ,Ψ} ∈ C2(0, T, V ), tal que
Φ(T ) = Φt(T ) = Ψ(T ) = Ψt(T ) = 0
Para finalizar esta subsec¸a˜o vamos mostrar que
{u, v} ∈ C([0, T ];V ) ∩ C1([0, T ], L2(Ω2)× L2(Ω1))
De fato, sejam {uµ, vµ} e {uς , vς} duas soluc¸o˜es regulares para o problema [(0.0.15) −
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(0.0.21)], logo:
uµtt − a∆uµ + F (uµ) + g ∗∆uµ = 0 em L∞(0, T ;L2(Ω2))
vµtt − b∆vµ +G(vµ) = 0 em L∞(0, T ;L2(Ω1))
uµ(x, t) = 0 em Γ×]0, T [
uµ(x, t) = vµ(x, t) em Γ1×]0, T [
a
∂uµ
∂ν
− g ∗ ∂u
µ
∂ν
= b
∂vµ
∂ν
em L∞(0, T ;H−1/2(Γ1))
uµ(x, 0) = uµ0(x) e u
µ
t (x, 0) = u
µ
1(x) em Ω2
vµ(x, 0) = vµ0 (x) e v
µ
t (x, 0) = v
µ
1 (x) em Ω1
(2.2.18)
e
uςtt − a∆uς + F (uς) + g ∗∆uς = 0 em L∞(0, T ;L2(Ω2))
vςtt − b∆vς +G(vς) = 0 em L∞(0, T ;L2(Ω1))
uς(x, t) = 0 em Γ×]0, T [
uς(x, t) = vς(x, t) em Γ1×]0, T [
a
∂uς
∂ν
− g ∗ ∂u
ς
∂ν
= b
∂vς
∂ν
em L∞(0, T ;H−1/2(Γ1))
uς(x, 0) = uς0(x) e u
ς
t(x, 0) = u
ς
1(x) em Ω2
vς(x, 0) = vς0(x) e v
ς
t (x, 0) = v
ς
1(x) em Ω1
(2.2.19)
fazendo (2.2.18) menos (2.2.19) e tomando ϑ = uµ − uς ⇒ ϑt = u
µ
t − uςt ⇒ ϑtt = uµtt − uςtt
χ = vµ − vς ⇒ χt = vµt − vςt ⇒ χtt = vµtt − vςtt
(2.2.20)
temos
ϑtt − a∆ϑ+ g ∗∆ϑ = −F (uµ) + F (uς) em L∞(0, T ;L2(Ω2)) (2.2.21)
χtt − b∆χ = −G(vµ) +G(vς) em L∞(0, T ;L2(Ω1)) (2.2.22)
ϑ = 0 em Γ×]0, T [ (2.2.23)
ϑ = χ em Γ1×]0, T [ (2.2.24)
a
∂ϑ
∂ν
− g ∗ ∂ϑ
∂ν
= b
∂χ
∂ν
em L∞(0, T ;H−1/2(Γ1)) (2.2.25)
ϑ(x, 0) = ϑ0(x) e ϑt(x, 0) = ϑ1(x)em Ω2 (2.2.26)
χ(x, 0) = χ0(x) e χt(x, 0) = χ1(x)em Ω1 (2.2.27)
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Utilizando o mesmo racioc´ınio desenvolvido para a unicidade da soluc¸a˜o regular do
Teorema (1.1) e observando que as condico˜es iniciais sa˜o diferentes de zero, conclu´ımos:
E3(t, ϑ, χ) ≤ E3(0, ϑ, χ) + c
∫ T
0
E3(s, ϑ, χ)ds (2.2.28)
onde
E3(t, ϑ, χ) =
1
2
{∫
Ω2
[|ϑt|2 + β(t)|∇ϑ|2 + (g2∇ϑ)] dx+ ∫
Ω1
[|χt|2 + b|∇χ|2] dx}
De (2.2.28) e da proposic¸a˜o (1.24), conclui-se
E3(t, ϑ, χ) ≤ c(T )E3(0, ϑ, χ) (2.2.29)
de onde resulta +‖{ϑ, χ}‖(C[0,T ],V ) ≤
√
c(T )E3(0, ϑ, χ)
+‖{ϑt, χt}‖(C[0,T ],L2(Ω2)×L2(Ω1)) ≤
√
c(T )E3(0, ϑ, χ)
(2.2.30)
Segue de (2.2.20) e (2.2.30), que +0 ≤ ‖{uµ − uς , vµ − vς}‖C([0,T ],V ) ≤
√
c(T )E3(0, ϑ, χ)
+0 ≤ ‖{uµt − uςt , vµt − vςt}‖C([0,T ],L2(Ω2)×L2(Ω1)) ≤
√
c(T )E3(0, ϑ, χ)
(2.2.31)
quando µ, ς → ∞, temos por (2.2.2) que E3(0, ϑ, χ) → 0, logo de (2.2.31) temos que as
sequ¨eˆncias sa˜o de cauchy e portanto existe
{u, v} ∈ C([0, T ], V ) e {ut, vt} ∈ C([0, T ], L2(Ω2)× L2(Ω1))
tal que  {un, vn} → {u, v} em C([0, T ];V ){unt , vnt } → {ut, vt} em C([0, T ];L2(Ω2)× L2(Ω1)) (2.2.32)
onde, conclu´ımos que
{u, v} ∈ C([0, T ];V ) ∩ C1([0, T ];L2(Ω2)× L2(Ω1))
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2.2.3 Condic¸o˜es Iniciais
Por (2.2.32), temos que {un(0), vn(0)} → {u(0), v(0)} em V{unt (0), vnt (0)} → {ut(0), vt(0)} em L2(Ω2)× L2(Ω1) (2.2.33)
Por outro lado, temos de (2.2.2) que {un(0), vn(0)} = {un0 , vn0 } → {u0, v0} em V{unt (0), vnt (0)} = {un1 , vn1 } → {u1, v1} em L2(Ω2)× L2(Ω1) (2.2.34)
Portanto de (2.2.33), (2.2.34) e unicidade de limite, temos {u(0), v(0)} = {u0, v0} em V{ut(0), vt(0)} = {u1, v1} em L2(Ω2)× L2(Ω1)
onde conclu´ımos o desejado.
Observac¸a˜o 2.1 A unicidade da soluc¸a˜o fraca e´ provada pelo me´todo de Lions Magenes
[13], ver tambe´m Visik-Ladyznhenskaya [25].
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Cap´ıtulo 3
Decaimento Exponencial
Nesta sec¸a˜o provaremos que a energia de primeira ordem associada ao sistema [(0.0.8)-
(0.0.14)] decai exponencialmente desde que a func¸a˜o g satisfac¸a hipo´teses adicionais de
decaimento, como por exemplo
−κ1,1g(t) ≤ g′(t) ≤ −κ1,2g(t),
κ2,1g(t) ≤ g′′(t) ≤ κ2,2g(t),
|g′′′(t)| ≤ κ3g(t),
(3.0.1)
onde κ1,i, κ2,i, κ3 sa˜o constantes positivas com i = 1, 2 e g ∈ C3[0,∞[. Consideraremos
tambe´m
F ≡ G = 0,
logo o problema [(0.0.8)-(0.0.14)] reduz ao sistema linear viscoela´stico dado por
utt − auxx + g ∗ uxx = 0 em O×]0,∞[ (3.0.2)
vtt − bvxx = 0 em ]L1, L2[×]0,∞[ (3.0.3)
u(0, t) = u(L3, t) = 0 em ]0,∞[ (3.0.4)
u(Lj, t) = v(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.5)
aux(Lj, t)− g ∗ ux(Lj, t) = bvx(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.6)
u(x, 0) = u0(x) e ut(x, 0) = u1(x) em x ∈ O (3.0.7)
v(x, 0) = v0(x) e vt(x, 0) = v1(x) em x ∈]L1, L2[ (3.0.8)
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onde os coeficientes de elasticidade a e b, assumem valores positivos fixados. O sistema
[(3.0.2)-(3.0.8)] sera´ estritamente dissipativo se
g(0) > 0. (3.0.9)
A seguir introduzimos algumas notac¸o˜es que sera˜o u´teis ao longo deste cap´ıtulo. Con-
sideremos os espac¸o funcional
V = {{Φ,Ψ} ∈ H1(O)×H1(L1, L2) ; Φ(0) = Ψ(L3) = 0 ; Φ(Lj) = Ψ(Lj) ; j = 1, 2}
Note que V munido do produto interno
〈{Φ1,Ψ1}, {Φ2,Ψ2}〉V = a
∫
Θ
Φ1x,Φ
2
xdx+ b
∫ L2
L1
Ψ1x,Ψ
2
xdx
e´ um espac¸o de Hilbert.
Denotemos com E1 e E2 os funcionais de energia
E1(t, u) = +
1
2
∫
O
[|ut|2 + β(t)|ux|2 + g2ux] dx
e
E2(t, v) = +
1
2
∫ L2
L1
[|vt|2 + b|vx|2] dx
onde “2” denota a operac¸a˜o bina´ria introduzida no cap´ıtulo (1) e β(t) denota a func¸a˜o
β(t) : = a−
∫ t
0
g(τ)dτ > 0
A condic¸a˜o (1.3.11) implica que
β0 ≤ β(t) ≤ a
Definimos a energia associada ao sistema [(3.0.2)− (3.0.8)], como sendo
E(t, u, v) := E1(t, u) + E2(t, v)
Verificamos no cap´ıtulo (2) que o sistema [(0.0.15)-(0.0.21)] possui uma u´nica soluc¸a˜o
forte, logo em particular, [(0.0.8)-(0.0.14)] possui uma u´nica soluc¸a˜o, de onde segue que,
[(3.0.2)-(3.0.8)] possui uma u´nica soluc¸a˜o na classe
{u, v} ∈ L∞loc(0,∞;V )
{ut, vt} ∈ L∞loc(0,∞;V )
{utt, vtt} ∈ L∞loc(0,∞;L2(O)× L2]L1, L2[)
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de onde conclu´ımos pelo Lema (1.5) que
{u, v} ∈ L∞loc(0,∞, H2(O))× L∞loc(0,∞, H2]L1, L2[)
A propriedade dissipativa da equac¸a˜o viscoela´stica e´ resumida no seguinte Lema.
Lema 3.1 Suponhamos que {u, v} e´ uma soluc¸a˜o forte do sistema [(3.0.2)-(3.0.8)]. Enta˜o
temos que
d
dt
E(t, u, v) =
1
2
∫
O
(g′2ux)(x, t)dx− 1
2
g(t)
∫
O
|ux(x, t)|2dx
Demonstrac¸a˜o: Multiplicando as equac¸o˜es [(3.0.2),(3.0.3)] por ut e vt respectivamente,
temos
utt(x, t)ut(x, t)− auxx(x, t)ut(x, t) + (g ∗ uxx)(x, t)ut(x, t) = 0 em O×]0,∞[ (3.0.10)
e
vtt(x, t)vt(x, t)− bvxx(x, t)vt(x, t) = 0 em ]L1, L2[×]0,∞[ (3.0.11)
onde {ut, vt} ∈ L∞(0, T, V ).
Integrando (3.0.10) sobre O e (3.0.11) sobre ]L1, L2[, obtemos∫
O
utt(x, t)ut(x, t)dx−a
∫
O
uxx(x, t)ut(x, t)dx︸ ︷︷ ︸
I1
+
∫
O
(g ∗ uxx)(x, t)ut(x, t)dx︸ ︷︷ ︸
I2
= 0(3.0.12)
e ∫ L2
L1
vtt(x, t)vt(x, t)dx−b
∫ L2
L1
vxxvt(x, t)dx︸ ︷︷ ︸
I3
= 0 (3.0.13)
Observamos que
I1 = −aut(L1, t)ux(L1, t) + aut(L2, t)ux(L2, t) + a
∫
O
1
2
d
dt
|ux(x, t)|2dx (3.0.14)
I2 = +(g ∗ ux)ut(L1, t)− (g ∗ ux)ut(L2, t)
−
∫
O
∫ t
0
g(t− s)ux(x, s)dsutx(x, t)dx
(3.0.15)
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eI3 = −bvt(L2, t)vx(L2, t) + bvt(L1, t)vx(L1, t) + b
∫ L2
L1
1
2
d
dt
|vx(x, t)|2dx (3.0.16)
Substituindo (3.0.14), (3.0.15) e (3.0.16) em (3.0.12) e (3.0.13), respectivamente, temos
+
∫
O
utt(x, t)ut(x, t)dx+ a
∫
O
1
2
d
dt
|ux(x, t)|2dx
+aut(L2, t)ux(L2, t)− aut(L1, t)ux(L1, t)− (g ∗ ux)ut(L2, t)
+(g ∗ ux)ut(L1, t)−
∫
O
∫ t
0
g(t− s)ux(x, s)dsutx(x, t)dx = 0
(3.0.17)
e ∫ L2
L1
vtt(x, t)vt(x, t)dx+ b
∫ L2
L1
1
2
d
dt
|vx(x, t)|2dx
−bvt(L2, t)vx(L2, t) + bvt(L1, t)vx(L1, t) = 0
(3.0.18)
somando (3.0.17) e (3.0.18), resulta
+
1
2
d
dt
{∫
O
[|ut(x, t)|2 + a|ux(x, t)|2] dx+ ∫ L2
L1
[|vt(x, t)|2 + b|vx(x, t)|2] dx}
+
aux(L2, t)− (g ∗ ux)− bvx(L2, t)︸ ︷︷ ︸
0
ut(L2, t)− ∫
O
∫ t
0
g(t− s)ux(x, s)dsutx(x, t)dx
+
−aux(L1, t) + (g ∗ ux) + bvx(L1, t)︸ ︷︷ ︸
0
ut(L1, t) = 0
(3.0.19)
de onde segue
+
1
2
d
dt
{∫
O
[|ut(x, t)|2 + a|ux(x, t)|2] dx+ ∫ L2
L1
[|vt(x, t)|2 + b|vx(x, t)|2] dx}
= +
∫
O
∫ t
0
g(t− s)ux(x, s)dsutx(x, t)dx
(3.0.20)
aplicando o Lema (1.2), obtemos
+
1
2
d
dt
{∫
O
[
|ut(x, t)|2 + β(t)|ux(x, t)|2 +
∫
O
(g2ux)(x, t)dx
]
dx
}
+
1
2
d
dt
{∫ L2
L1
[|vt(x, t)|2 + b|vx(x, t)|2] dx}
= +
1
2
∫
O
(g′2ux)(x, t)dx− 1
2
d
dt
∫
O
|ux(x, t)|2dx
(3.0.21)
onde conclu´ımos
d
dt
E(t, u, v) = +
1
2
∫
O
(g′2ux)(x, t)dx− 1
2
g(t)
∫
O
|ux(x, t)|2dx
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sendo
E(t, u, v) = +
1
2
∫
O
[|ut(x, t)|2 + β(t)|ux(x, t)|2 + (g2ux)(x, t)] dx
+
1
2
∫ L2
L1
[|vt(x, t)|2 + b|vx(x, t)|2] dx
A seguir enunciaremos va´rias desigualdades que satisfazem as soluc¸o˜es fortes do sis-
tema [(3.0.2)-(3.0.8)]; para isso recorremos a`s te´cnicas multiplicativas e argumentos de
compacidade.
Lema 3.2 Seja {u, v} uma soluc¸a˜o forte de [(3.0.2)-(3.0.8)]. Nestas condic¸o˜es existe
uma constante positiva K1 independente dos dados iniciais tal que∫ T
0
E2(t, v)dt ≤ K1
{∫ T
0
[|vt(L2, t)|2 + |vx(L2, t)|2 + |vt(L1, t)|2 + |vx(L1, t)|2] dt+ E2(T, v)}
Demonstrac¸a˜o: Multiplicando a equac¸a˜o (3.0.3) por σ(x)vx e integrando sobre ]L1, L2[,
obtemos ∫ L2
L1
σ(x)vtt(x, t)vx(x, t)dx− b
∫ L2
L1
σ(x)vxx(x, t)vx(x, t)dx = 0 (3.0.22)
observe que
+
∫ L2
L1
σ(x)vtt(x, t)vx(x, t)dx
= +
d
dt
∫ L2
L1
σ(x)vt(x, t)vx(x, t)dx−
∫ L2
L1
σ(x)vt(x, t)vxt(x, t)dx
(3.0.23)
Substituindo (3.0.23) em (3.0.22), temos
+
d
dt
{∫ L2
L1
σ(x)vt(x, t)vx(x, t)dx
}
−
∫ L2
L1
σ(x) [vt(x, t)vxt(x, t) + bvxx(x, t)vx(x, t)] dx = 0
(3.0.24)
onde
−
∫ L2
L1
σ(x) [vt(x, t)vxt(x, t) + bvxx(x, t)vx(x, t)] dx
= −1
2
∫ L2
L1
d
dx
{
σ(x)
[|vt(x, t)|2 + b|vx(x, t)|2]} dx+ 1
2
∫ L2
L1
σx(x)
[|vt(x, t)|2 + b|vx(x, t)|2] dx(3.0.25)
67
Substituindo (3.0.25) em (3.0.24) e aplicando o teorema fundamental do ca´lculo, temos
d
dt
{∫ L2
L1
σ(x)vt(x, t)vx(x, t)dx
}
=
σ(L2)
2
[|vt(L2, t)|2 + b|vx(L2, t)|2]
−σ(L1)
2
[|vt(L1, t)|2 + b|vx(L1, t)|2]
−1
2
∫ L2
L1
σx(x)
[|vt(x, t)|2 + b|vx(x, t)|2] dx
(3.0.26)
Tomando σ(x) = x em (3.0.26) e integrando de 0 a T , obtemos∫ L2
L1
xvt(x, T )vx(x, T )dx−
∫ L2
L1
xvt(x, 0)vx(x, 0)dx
= +
L2
2
∫ T
0
[|vt(L2, t)|2 + b|vx(L2, t)|2] dt− L1
2
∫ T
0
[|vt(L1, t)|2 + b|vx(L1, t)|2] dx
−
∫ T
0
E2(t, v)dt
desta igualdade, resulta∫ T
0
E2(t, v)dt =
L2
2
∫ T
0
[|vt(L2, t)|2 + b|vx(L2, t)|2] dt− L1
2
∫ T
0
[|vt(L1, t)|2 + b|vx(L1, t)|2] dx
−
∫ L2
L1
xvt(x, T )vx(x, T )dx+
∫ L2
L1
xvt(x, 0)vx(x, 0)dx
(3.0.27)
Temos as seguintes desigualdades
−
∫ L2
L1
xvt(x, T )vx(x, T )dx ≤ L2√
b
E2(T, v)∫ L2
L1
xvt(x, 0)vx(x, 0)dx ≤ L2√
b
E2(0, v)
(3.0.28)
substituindo (3.0.28) em (3.0.27), consegue-se∫ T
0
E2(t, v)dt ≤ +L2
2
∫ T
0
[|vt(L2, t)|2 + b|vx(L2, t)|2] dt+ L2√
b
E2(T, v)
−L1
2
∫ T
0
[|vt(L1, t)|2 + b|vx(L1, t)|2] dx+ L2√
b
E2(0, v)
(3.0.29)
Por outro lado, multiplicando a equac¸a˜o (3.0.3) por vt e integrando sobre ]L1, L2[×]0, T [,
obtemos ∫ T
0
∫ L2
L1
vtt(x, t)vt(x, t)dxdt− b
∫ T
0
∫ L2
L1
vxx(x, t)vt(x, t)dxdt = 0 (3.0.30)
observe, ∫ T
0
∫ L2
L1
vtt(x, t)vt(x, t)dxdt =
1
2
∫ L2
L1
[|vt(x, T )|2 − |vt(x, 0)|2]dx (3.0.31)
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e−b
∫ T
0
∫ L2
L1
vxx(x, t)vt(x, t)dxdt = b
∫ T
0
vt(L1, t)vx(L1, t)dt+
b
2
∫ L2
L1
|vx(x, T )|2dx
−b
∫ T
0
vt(L2, t)vx(L2, t)dt− b
2
∫ L2
L1
|vx(x, 0)|2dx
(3.0.32)
Substituindo (3.0.32) e (3.0.31) em (3.0.30), temos
E2(0, v) = E2(T, v)− b
∫ T
0
vt(L2, t)vx(L2, t)dt+ b
∫ T
0
vt(L1, t)vx(L1, t)dt (3.0.33)
Temos as seguintes desigualdades
−b
∫ T
0
vt(L2, t)vx(L2, t)dt ≤
√
b
2
∫ T
0
[|vt(L2, t)|2 + b|vx(L2, t)|2] dt
b
∫ T
0
vt(L1, t)vx(L1, t)dt ≤
√
b
2
∫ T
0
[|vt(L1, t)|2 + b|vx(L1, t)|2] dt (3.0.34)
Substituindo (3.0.34) em (3.0.33), resulta
E2(0, v) ≤ +E2(T, v) +
√
b
2
∫ T
0
[|vt(L2, t)|2 + b|vx(L2, t)|2] dt
+
√
b
2
∫ T
0
∫ T
0
[|vt(L1, t)|2 + b|vx(L1, t)|2] dt (3.0.35)
De (3.0.35) e (3.0.29), conclu´ımos∫ T
0
E2(t, v)dt ≤ K1
{∫ T
0
[(|vt(L2, t)|2 + |vx(L2, t)|2)+ (|vt(L1, t)|2 + |vx(L1, t)|2)] dt+ E2(T, v)}
Lema 3.3 Seja g ∈ C3[0,∞[ satisfazendo as condic¸o˜es (3.0.1). Nestas condic¸o˜es existem
constantes K2 , K3, eK4 independentes dos dados iniciais, tais que, as desigualdades se
verificam∫ T
0
E1(t, u)dt ≤ K2
{∫ T
0
[(|vt(L1, t)|2 + |vx(L1, t)|2)+ (|vt(L2, t)|2 + |vx(L2, t)|2)] dt+ E1(T, u)}
+K3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
e ∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2] dt
≤ +K4
{∫ T
0
E1(t, u)dt+ E1(T, u) + E1(0, u)
}
para toda soluc¸a˜o forte {u, v} de [(3.0.2)-(3.0.8)].
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Demonstrac¸a˜o: Multiplicando a equac¸a˜o (3.0.2) por σ1(x)[aux(x, t) − (g ∗ ux)(x, t)] e
integrando sobre ]0, L1[, temos∫ L1
0
σ1(x)utt(x, t)[aux(x, t)− (g ∗ ux)(x, t)]dx
−
∫ L1
0
σ1(x)[auxx(x, t)− (g ∗ uxx)(x, t)][aux(x, t)− (g ∗ ux)(x, t)]dx = 0
(3.0.36)
Observe que∫ L1
0
σ1(x)utt(x, t)[aux(x, t)− (g ∗ ux)(x, t)]dx
= +
d
dt
{∫ L1
0
σ1(x)ut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
−a
∫ L1
0
σ1(x)ut(x, t)uxt(x, t)dx+
∫ L1
0
σ1(x)ut(x, t) {g(t)ux(x, t) + (g′ ¦ ux)(x, t)} dx
(3.0.37)
e
−
∫ L1
0
σ1(x)[auxx(x, t)− (g ∗ uxx)(x, t)][aux(x, t)− (g ∗ ux)(x, t)]dx
= −σ1(x)
2
[aux(x, t)− (g ∗ ux)(x, t)]x=L1x=0 +
1
2
∫ L1
0
[
σ1x(x)|aux(x, t)− (g ∗ ux)(x, t)|2
]
dx
(3.0.38)
Substituindo (3.0.38), (3.0.37) em (3.0.36) e observando que
a
∫ L1
0
σ1(x)ut(x, t)uxt(x, t)dx
= +
a
2
[
σ1(x)|ut(x, t)|2
]x=L1
x=0
− a
2
∫ L1
0
σ1x(x)|ut(x, t)|2dx
temos
d
dt
{∫ L1
0
σ1(x)ut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
= +
σ1(x)
2
[
a|ut(x, t)|2 + |aux(x, t)− (g ∗ ux)(x, t)|2
]x=L1
x=0
−1
2
∫ L1
0
{
σ1x(x)
[
a|ut(x, t)|2 + |aux(x, t)− (g ∗ ux)(x, t)|2
]}
dx
−
∫ L1
0
σ1(x)ut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
(3.0.39)
usando o Lema (1.1), resulta
d
dt
{∫ L1
0
σ1(x)ut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
= +
1
2
{
σ1(x)
[
a|ut(x, t)|2 + |aux(x, t)− (g ∗ ux)(x, t)|2
]x=L1
x=0
}
−1
2
∫ L1
0
{
σ1x(x)
[
a|ut(x, t)|2 + |β(t)ux(x, t)− (g ¦ ux)(x, t)|2
]}
dx
−
∫ L1
0
σ1(x)ut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
(3.0.40)
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Tomando σ1(x) = x em (3.0.40), obtemos
d
dt
{∫ L1
0
xut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
= +
L1
2
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
−1
2
∫ L1
0
[
a|ut(x, t)|2 + |β(t)ux(x, t)− (g ¦ ux)(x, t)|2
]
dx
−
∫ L1
0
xut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
(3.0.41)
de onde, consegue-se
1
2
∫ L1
0
a|ut(x, t)|2dx+ 1
2
β2(t)
∫ L1
0
|ux(x, t)|2dx
≤ +L1
2
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
− d
dt
[∫ L1
0
xut(x, t)[β(t)ux(x, t)− (g ¦ ux)(x, t)dx
]
−
∫ L1
0
xut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
−β(t)
∫ L1
0
ux(x, t)(g ¦ ux)(x, t)dx
(3.0.42)
De forma ana´loga, multiplicando a equac¸a˜o (3.0.2) por σ2(x)[aux(x, t)− (g ∗ux)(x, t)],
integrando sobre ]L2, L3[, usando o Lema (1.1), resulta
d
dt
{∫ L3
L2
σ2(x)ut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
= +
σ2(x)
2
{[
a|ut(x, t)|2 + |aux(x, t)− (g ∗ ux)(x, t)|2
]x=L3
x=L2
}
−1
2
∫ L3
L2
σ2x(x)
[
a|ut(x, t)|2 + |β(t)ux(x, t)− (g ¦ ux)(x, t)|2
]
dx
−
∫ L3
L2
σ2(x)ut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
(3.0.43)
e tomando σ2(x) = x− L3, consegue-se
d
dt
{∫ L3
L2
(x− L3)ut(x, t) [aux(x, t)− (g ∗ ux)(x, t)] dx
}
= +
(L3 − L2)
2
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
−1
2
∫ L3
L2
[
a|ut(x, t)|2 + |β(t)ux(x, t)− (g ¦ ux)(x, t)|2
]
dx
−
∫ L3
L2
(x− L3)ut(x, t) [g(t)ux(x, t) + (g′ ¦ ux)(x, t)] dx
(3.0.44)
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de onde resulta
1
2
∫ L3
L2
a|ut(x, t)|2dx+ β
2(t)
2
∫ L3
L2
|ux(x, t)|2dx
≤ +(L3 − L2)
2
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
− d
dt
[∫ L3
L2
(x− L3)ut(x, t)[β(t)ux(x, t)− (g ¦ ux)(x, t)dx]
]
−
∫ L3
L2
(x− L3)ut(x, t) [g(t)ux(x, t) + (g′ ¦ ux)(x, t)] dx
−β(t)
∫ L3
L2
ux(x, t)(g ¦ ux)(x, t)dx
(3.0.45)
Adicionando (3.0.45) e (3.0.42), obtemos
1
2
∫
O
a|ut(x, t)|2dx+ β
2(t)
2
∫
O
|ux(x, t)|2dx
≤ +L1
2
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
+
(L3 − L2)
2
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
− d
dt
[∫ L1
0
xut(x, t)[β(t)ux(x, t)− (g ¦ ux)(x, t)dx
]
− d
dt
[∫ L3
L2
(x− L3)ut(x, t)[β(t)ux(x, t)− (g ¦ ux)(x, t)dx]
]
−
∫ L1
0
xut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dx
−
∫ L3
L2
(x− L3)ut(x, t) [g(t)ux(x, t) + (g′ ¦ ux)(x, t)] dx
−β(t)
∫ L1
0
ux(x, t)(g ¦ ux)dx− β(t)
∫ L3
L2
ux(x, t)(g ¦ ux)dx
(3.0.46)
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Integrando de 0 ate´ T , temos que
γ0
∫ T
0
E1(t, u)dt ≤ +L1
2
∫ T
0
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
dt
+
(L3 − L2)
2
∫ T
0
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
dt
−
∫ L1
0
xut(x, T ) [β(T )ux(x, T )− (g ¦ ux)(x, T )] dx︸ ︷︷ ︸
I1
−
∫ L3
L2
(x− L3)ut(x, T )[β(T )ux(x, T )− (g ¦ ux)(x, T )]dx︸ ︷︷ ︸
I2
+
∫ L1
0
xut(x, 0) [β(0)ux(x, 0)− (g ¦ ux)(x, 0)] dx︸ ︷︷ ︸
I3
+
∫ L3
L2
(x− L3)ut(x, 0) [β(0)ux(x, 0)− (g ¦ ux)(x, 0)] dx︸ ︷︷ ︸
I4
−
∫ T
0
∫ L1
0
xut(x, t) [g(t)ux(x, t) + (g
′ ¦ ux)(x, t)] dxdt︸ ︷︷ ︸
I5
−
∫ T
0
∫ L3
L2
(x− L3)ut(x, t) [g(t)ux(x, t) + (g′ ¦ ux)(x, t)] dxdt︸ ︷︷ ︸
I6
−
∫ T
0
∫ L1
0
β(t)ux(x, t)(g ¦ ux)dxdt︸ ︷︷ ︸
I7
−
∫ T
0
∫ L3
L2
β(t)ux(x, t)(g ¦ ux)dxdt︸ ︷︷ ︸
I8
+
γ0
2
∫ T
0
∫
O
(g2ux)(x, t)dxdt︸ ︷︷ ︸
I9
(3.0.47)
onde γ0 = min{a, β0}.
Usando as desigualdades elementares, obtemos as seguintes desigualdades:
I1 + I2 + I9 ≤ cE1(T, u)
I3 + I4 ≤ cE1(0, u)
I5 + I6 ≤ +η1
∫ T
0
E1(t, u)dt+ η1c
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
−c
∫ T
0
∫
O
(g′2ux)(x, t)dxdt
I7 + I8 ≤ +c
∫ T
0
E1(t, u)dt
(3.0.48)
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Substituindo (3.0.48) em (3.0.47), temos
γ0
∫ T
0
E1(t, u)dt ≤ +L1
2
∫ T
0
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
dt
+
(L3 − L2)
2
∫ T
0
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
dt
+c (E1(T, u) + E1(0, u)) + (η1 + c)
∫ T
0
E1(t, u)dt
+η1c
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt− c
∫ T
0
∫
O
(g′2ux)(x, t)dxdt
(3.0.49)
escolhendo η1, tal que, γ0 − (η1 + c) = γ0
2
, obtemos
γ0
∫ T
0
E1(t, u)dt
≤ +L1
∫ T
0
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
dt
+(L3 − L2)
∫ T
0
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
dt
+c
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt+ E1(0, u) + E1(T, u)
}
(3.0.50)
Multiplicando a equac¸a˜o (3.0.2) por ut, integrando por partes em O, consegue-se
E1(0, u) = E1(T, u)−
∫ T
0
ut(L1, t)[aux(L1, t)− (g ∗ ux)(L1, t)]dt
+
1
2
∫ T
0
ut(L2, t)[aux(L2, t)− (g ∗ ux)(L2, t)]dt
−1
2
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
1
2
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
(3.0.51)
Substituindo (3.0.51) em (3.0.50), resulta
γ0
∫ T
0
E1(t, u)dt
≤ +c
∫ T
0
[
a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2
]
dt
+c
∫ T
0
[
a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2
]
dt
+
3c
2
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt
}
+
3c
2
{∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
+ c{2E1(T, u)}
(3.0.52)
Usando [(3.0.4)-(3.0.6)] em (3.0.52), conclu´ımos∫ T
0
E1(t, u)dt ≤ K2
{∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2] dt+ E1(T, u)}
+K3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
74
Para obter a segunda desigualdade raciocinamos de forma similar. Tomando σ1(x) = x
em (3.0.40) e integrando de 0 a T , consegue-se
L1
2
∫ T
0
[a|ut(L1, t)|2 + |aux(L1, t)− (g ∗ ux)(L1, t)|2]dt
≤ +c
{
1
2
[∫ L1
0
|ut(x, T )|2dx+
∫ L1
0
β(T )|ux(x, T )|2dx+
∫ L1
0
(g2ux)(x, T )dx
]}
+c
{
1
2
[∫ L1
0
|ut(x, 0)|2dx+
∫ L1
0
a|ux(x, 0)|2dx
]}
+c
{
1
2
[∫ T
0
∫ L1
0
|ut(x, t)|2dx+
∫ T
0
∫ L1
0
β(t)|ux(x, t)|2dxdt+
∫ T
0
∫ L1
0
(g2ux)(x, t)dxdt
]}
usando [(3.0.4)-(3.0.6)], temos∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2]dt
≤ +2c
L1
{
1
2
[∫ L1
0
|ut(x, T )|2dx+
∫ L1
0
β(T )|ux(x, T )|2dx+
∫ L1
0
(g2ux)(x, T )dx
]}
+
2c
L1
{
1
2
[∫ L1
0
|ut(x, 0)|2dx+
∫ L1
0
a|ux(x, 0)|2dx
]}
+
2c
L1
{
1
2
[∫ T
0
∫ L1
0
|ut(x, t)|2dx+
∫ T
0
∫ L1
0
β(t)|ux(x, t)|2dxdt+
∫ T
0
∫ L1
0
(g2ux)(x, t)dxdt
]}
(3.0.53)
De modo ana´logo, tomando σ2(x) = x−L3 em (3.0.43) e integrando de 0 a T , consegue-
se
L3 − L2
2
∫ T
0
[a|ut(L2, t)|2 + |aux(L2, t)− (g ∗ ux)(L2, t)|2]dt
≤ +c
{
1
2
[∫ L3
L2
|ut(x, T )|2dx+
∫ L3
L2
β(T )|ux(x, T )|2dx+
∫ L3
L2
(g2ux)(x, T )dx
]}
+c
{
1
2
[∫ L3
L2
|ut(x, 0)|2dx+
∫ L3
L2
a|ux(x, 0)|2dx
]}
+c
{
1
2
[∫ T
0
∫ L3
L2
|ut(x, t)|2dx+
∫ T
0
∫ L3
L2
β(t)|ux(x, t)|2dxdt+
∫ T
0
∫ L1
0
(g2ux)(x, t)dxdt
]}
usando [(3.0.4)-(3.0.6)], obtemos∫ T
0
[|vt(L2, t)|2 + |vx(L2, t)|2]dt
≤ +c
{
1
2
[∫ L3
L2
|ut(x, T )|2dx+
∫ L1
0
β(T )|ux(x, T )|2dx+
∫ L3
L2
(g2ux)(x, T )dx
]}
+c
{
1
2
[∫ L3
L2
|ut(x, 0)|2dx+
∫ L3
L2
a|ux(x, 0)|2dx
]}
+c
{
1
2
[∫ T
0
∫ L3
L2
|ut(x, t)|2dx+
∫ T
0
∫ L3
L2
β(t)|ux(x, t)|2dxdt+
∫ T
0
∫ L3
L2
(g2ux)(x, t)dxdt
]}
(3.0.54)
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Adicionando (3.0.53) e (3.0.54), conclu´ımos que∫ T
0
[
vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2
]
dt
≤ +K4
{∫ T
0
E1(t, u)dt+ E1(T, u) + E1(0, u)
}
para toda soluc¸a˜o forte {u, v} de [(3.0.2)-(3.0.8)]
Lema 3.4 Com as mesmas condic¸o˜es do Lema (3.2). Existem constantes positivas K5 e K6
independentes dos dados iniciais, tais que,∫ T
0
E(t, u, v)dt ≤ K5
∫ T
0
E1(t, u)dt+K6
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
para toda soluc¸a˜o forte {u, v} de [(3.0.2)-(3.0.8)], com T suficientemente grande.
Demonstrac¸a˜o: Pela Lema (3.2), temos∫ T
0
E2(t, v)dt ≤ K1
{∫ T
0
[|vt(L2, t)|2 + |vx(L2, t)|2 + |vt(L1, t)|2 + |vx(L1, t)|2] dt+ E2(T, v)}
e pelo Lema (3.3), temos∫ T
0
E1(t, u)dt ≤ K2
{∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2] dt+ E1(T, u)}
+K3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
logo ∫ T
0
E(t, u, v)dt =
∫ T
0
E1(t, u)dt+
∫ T
0
E2(t, v)dt
≤ +(K1 +K2)
{∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2]} dt
+K3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
+K1E2(T, v) +K2E1(T, u)
(3.0.55)
Temos pelo Lema (3.3)∫ T
0
[|vt(L1, t)|2 + |vx(L1, t)|2 + |vt(L2, t)|2 + |vx(L2, t)|2] dt
≤ +K4
{∫ T
0
E1(t, u)dt+ E1(T, u) + E1(0, u)
} (3.0.56)
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Substituindo (3.0.56) em (3.0.55), consegue-se∫ T
0
E(t, u, v)dt ≤ +c1
{∫ T
0
E1(t, u)dt+ E(T, u, v) + E(0, u, v)
}
dt
+K3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}(3.0.57)
Temos pelo Lema (3.1) que
d
dt
E(t, u, v) =
1
2
∫
O
(g′2ux)(x, t)dx− 1
2
g(t)
∫
O
|ux(x, t)|2dx
integrando de 0 a T e aplicando o teorema fundamental do ca´lculo, obtemos
E(0, u, v) = +E(T, u, v)− 1
2
∫ T
0
∫
O
(g′2ux)(x, t)dxdt
+
1
2
∫ T
0
∫
O
g(t)|ux(x, t)|2dx
(3.0.58)
Substituindo (3.0.58) em (3.0.57), consegue-se(
1− 2a
T
)∫ T
0
E(t, u, v)dt ≤ +c1
∫ T
0
E1(t, u)dt
+c3
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
tomando T suficientemente grande, conclu´ımos∫ T
0
E(t, u, v)dt ≤ K5
∫ T
0
E1(t, u)dt+K6
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
para toda soluc¸a˜o forte {u, v} de [(3.0.2)-(3.0.8)].
Lema 3.5 Assumamos as hipo´teses do Lema (3.3). Dado η > 0 existe Cη independente
dos dados iniciais, tal que∫ T
0
[|u(L1, t)|2 + |u(L2, t)|2] dt ≤ η ∫ T
0
E1(t, u)dt
+Cη
{
−
∫ T
0
∫
O
(g′2ux)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
para toda soluc¸a˜o forte {u, v} de [(3.0.2)-(3.0.8)], com T suficientemente grande.
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Demonstrac¸a˜o: A nossa prova e´ por reduc¸a˜o ao absurdo. Suponhamos que existam
sequeˆncias de dados iniciais (uk,0, vk,0) em [H2(O)×H2(L1, L2)] ∩ V , (uk,1, vk,1) em V e
uma constante positiva η0, tal que as soluc¸o˜es (u
k, vk) do sistema
uktt − aukxx + g ∗ ukxx = 0 em O×]0,∞[ (3.0.59)
vktt − bvkxx = 0 em ]L1, L2[×]0,∞[ (3.0.60)
uk(0, t) = uk(L3, t) = 0 em ]0,∞[ (3.0.61)
uk(Lj, t) = v
k(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.62)
aukx(Lj, t)− g ∗ ukx(Lj, t) = bvkx(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.63)
uk(x, 0) = uk,0(x) e ukt (x, 0) = u
k,1(x) em x ∈ O (3.0.64)
vk(x, 0) = vk,0(x) e vkt (x, 0) = v
k,1(x) em x ∈]L1, L2[ (3.0.65)
verificam a desigualdade∫ T
0
[|uk(L1, t)|2 + |uk(L2, t)|2] dt > k{− ∫ T
0
∫
O
(g′2ukx)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ukx(x, t)|2dxdt
}
+η0
∫ T
0
E1(t, u
k)dt
(3.0.66)
para todo k ∈ IN.
Consideremos as func¸a˜o (yk, zk), definidas como
yk(x, t) :=
1
λk
uk(x, t) ; zk(x, t) :=
1
λk
vk(x, t) ; λ2k :=
∫ T
0
[|uk(L1, t)|2 + |uk(L2, t)|2] dt
temos ∫ T
0
[|yk(L1, t)|2 + |yk(L2, t)|2] dt = λ2k
λ2k
= 1 (3.0.67)
ale´m disso, satisfazem as equac¸o˜es
yktt(x, t)− aykxx(x, t) + (g ∗ ykxx)(x, t) = 0 em O×]0,∞[ (3.0.68)
zktt(x, t)− bzkxx(x, t) = 0 em ]L1, L2[×]0,∞[ (3.0.69)
as condic¸o˜es de contorno
yk(0, t) = yk(L3, t) = 0 em ]0,∞[ (3.0.70)
yk(Lj, t) = z
k(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.71)
aykx(Lj, t)− (g ∗ ykx)(Lj, t) = bzkx(Lj, t) ; j = 1, 2 em ]0,∞[ (3.0.72)
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os dados iniciais
yk(x, 0) =
1
λk
uk,0(x) e ykt (x, 0) =
1
λk
yk,1(x) em x ∈ O (3.0.73)
zk(x, 0) =
1
λk
zk,0(x) e zkt (x, 0) =
1
λk
zk,1(x) em x ∈]L1, L2[ (3.0.74)
e a desigualdade
1 > η0
∫ T
0
E1(t, y
k)dt
+k
{
−
∫ T
0
∫
O
(g′2ykx)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ykx(x, t)|2dxdt
} (3.0.75)
para todo k ∈ IN. Daqui deduz-se que∫ T
0
E1(t, y
k)dt e´ limitado, (3.0.76)
para todo k ∈ IN, e tem-se as convergeˆncias.∫ T
0
∫
O
(g′2ykx)(x, t)dxdt→ 0 (3.0.77)∫ T
0
∫
O
g(t)|ykx(x, t)|2dxdt→ 0 (3.0.78)
quando k →∞. Multiplicamos as equac¸o˜es (3.0.68) e (3.0.69) por ykt e zkt respectivamente
e integramos por partes. Usando o Lema (1.3), e as condic¸o˜es [(3.0.70)-(3.0.72)], temos:
E(t, yk, zK)
= E(T, yk, zK)− 1
2
∫ T
t
∫
O
(g′2ykx)(x, t)dxdt+
1
2
∫ T
t
∫
O
g(t)|ykx(x, t)|2dx
≤ 1
T
∫ T
0
E(t, yk, zk)− 1
2
∫ T
0
∫
O
(g′2ykx)(x, t)dxdt+
1
2
∫ T
0
∫
O
g(t)|ykx(x, t)|2dx
(3.0.79)
Em virtude do Lema (3.4), temos∫ T
0
E(t, yk, zK)dt
≤ K5
∫ T
0
E1(t, y
k)dt+K6
{
−
∫ T
0
∫
O
(g′2ykx)(x, t)dxdt+
∫ T
0
∫
O
g(t)|ykx(x, t)|2dxdt
}(3.0.80)
Substituindo (3.0.80) em (3.0.79), temos
E(t, yk, zK)
≤ +K5
T
∫ T
0
E1(t, y
k)dt− (K6
T
+
1
2
)
∫ T
0
∫
O
(g′2ykx)(x, t)dxdt
+(
K6
T
+
1
2
)
∫ T
0
∫
O
g(t)|ykx(x, t)|2dxdt
(3.0.81)
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Segue de (3.0.76),(3.0.77),(3.0.78) e (3.0.81),que
E(t, yk, zk) e´ limitada em L∞(0, T ) (3.0.82)
logo podemos extrair uma subsequ¨eˆncia de (yk, zk)k∈IN, denotada da mesma forma tal que {yk, zk}
∗
⇀ {y, z} em L∞(0, T, V )
{ykt , zkt } ∗⇀ {yt, zt} em L∞(0, T, L2(O))
(3.0.83)
de onde temos  yk
∗
⇀ y em L∞(0, T,H1]0, L1[)
ykt ⇀ yt em L
2(0, T, L2]0, L1[)
(3.0.84)
e  yk
∗
⇀ y em L∞(0, T,H1]L2, L3[)
ykt ⇀ yt em L
2(0, T, L2]L2, L3[)
(3.0.85)
Aplicando o Lema (1.25)
yk → y em C([0, T ], Hr]0, L1[) (3.0.86)
e
yk → y em C([0, T ], Hr]L2, L3[) (3.0.87)
para r < 1.
De (3.0.86), (3.0.87), Lema do Trac¸o e (3.0.67), temos∫ T
0
[|y(L1, t)|2 + |y(L2, t)|2] dt = 1 (3.0.88)
A convergeˆncia (3.0.78) implica que
yx = 0 em L
2(O×]0, T [)
mas ∫ T
0
[|y(L1, t)|2 + |y(L2, t)|2] dt ≤ c2ρ ∫ T
0
∫
O
|yx(t)|2dxdt = 0
onde cρ e´ a constante da desigualdade de Poincare´, assim temos uma contradic¸a˜o com
(3.0.88), logo o Lema se verifica.
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O resultado principal deste cap´ıtulo e´ dado por
Teorema 3.1 Seja (u, v) a soluc¸a˜o forte de [(3.0.2)-(3.0.8)]. Se o nu´cleo g ∈ C3([0,∞[)
satisfaz as condic¸o˜es (3.0.1) e (3.0.9), enta˜o existem constantes positivas C0 e µ indepen-
dentes dos dados iniciais, tal que
E(t, u, v) ≤ C0E(0, u, v)e−µt
Demonstrac¸a˜o: Como {u, v} e´ soluc¸a˜o forte de [(3.0.2)-(3.0.8)], temos pelo Lema (3.1)
d
dt
E(t, u, v) =
1
2
∫
O
g′2uxdx− 1
2
g(t)
∫
O
|ux|2dx
Denotemos com R1(t, u), o funcional
R1(t, u) :=
∫
O
u(x, t)ut(x, t)dx.
Multiplicando a equac¸a˜o (3.0.2) por u, usando o Lema (1.1) e [(3.0.4),(3.0.6)], consegue-
se
d
dt
R1(t, u) = +
∫
O
|ut(x, t)|2dx−
∫
O
[β(t)ux(x, t)− (g ¦ ux)(x, t)]ux(x, t)dx
+bvx(L1, t)u(L1, t)− bvx(L2, t)u(L2, t)
Denotemos com R2(t, u), o funcional
R2(t, u) := −
∫
O
ut(x, t)(g ∗ u)t(x, t)dx− 1
2
∫
O
(g”2u)(x, t)dx
+
g′(t)
2
∫
O
|u(x, t)|2dx+ 1
2
∫
O
|(g ∗ ux)(x, t)|2dx
Multiplicando a equac¸a˜o (3.0.2) por (g ∗ u)t, usando o Lema (1.1) e [(3.0.4)-(3.0.6)],
resulta
d
dt
R2(t, u) = −g(0)
∫
O
|ut(x, t)|2dx− bvx(L1, t){g(t)u(L1, t) + (g′ ¦ u)(L1, t)}
+bvx(L2, t){g(t)u(L2, t) + (g′ ¦ u)(L2, t)}+ a
∫
O
g(t)|ux(x, t)|2dx
+a
∫
O
ux(x, t)(g
′ ¦ ux)(x, t)dx− 1
2
∫
O
(g′′′2u)(x, t)dx+
g′′(t)
2
∫
O
|u(x, t)|2dx
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Definimos
L(t, u, v) := NE(t, u, v) +
g(0)
2
R1(t, u) +R2(t, u)
onde N denota uma constante grande. Das estimativas anteriores tem-se
d
dt
L(t, u, v) =
N
2
∫
O
(g′2ux)(x, t)dx− N
2
g(t)
∫
O
|ux(x, t)|2dx
+
g(0)
2
∫
O
|ut(x, t)|2dx− g(0)
2
∫
O
[β(t)ux(x, t)− (g ¦ ux)(x, t)]ux(x, t)dx
+
g(0)
2
bvx(L1, t)u(L1, t)− g(0)
2
bvx(L2, t)u(L2, t)
−g(0)
∫
O
|ut(x, t)|2dx− bvx(L1, t){g(t)u(L1, t) + (g′ ¦ u)(L1, t)}
+bvx(L2, t){g(t)u(L2, t) + (g′ ¦ u)(L2, t)}+ a
∫
O
g(t)|ux(x, t)|2dx
+a
∫
O
ux(x, t)(g
′ ¦ ux)(x, t)dx− 1
2
∫
O
(g′′′2u)(x, t)dx+
g′′(t)
2
∫
O
|u(x, t)|2dx
Usando a desigualdade de Young, Poincare´, Teorema do Trac¸o , o Lema (1.1) e
[(3.0.4)-(3.0.6)] tem-se que, para N suficientemente grande
d
dt
L(t, u, v) ≤ +N
4
{∫
O
(g′2ux)(x, t)dx− g(t)
∫
O
|ux(x, t)|2dx
}
− g(0)
2
∫
O
E1(t, u)dt
+δ0
∫
O
[|vx(L1, t)|2 + |vx(L1, t)|2]+ c1 [|u(L1, t)|2 + |u(L2, t)|2]
onde δ0 representa uma constante positiva pequena que sera´ determinada posteriormente.
Integrando de 0 ate´ T , com T suficientemente grande, e usando a segunda parte do Lema
(3.3), obtemos
L(T, u, v)− L(0, u, v) ≤ +N
8
{∫ T
0
∫
O
(g′2ux)(x, t)dxdt−
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
−g(0)
2
∫ T
0
E1(t, u)dt+ c1
∫ T
0
[|u(L1, t)|2 + |u(L2, t)|2] dt
+δ0K4
{∫ T
0
E1(t, u)dt+ E1(T, u) + E1(0, u)
}
≤ +N
8
{∫ T
0
∫
O
(g′2ux)(x, t)dxdt−
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
−g(0)
2
∫ T
0
E1(t, u)dt+ c1
∫ T
0
[|u(L1, t)|2 + |u(L2, t)|2] dt
+δ0K4
{∫ T
0
E(t, u, v)dt+ E(T, u, v) + E(0, u, v)
}
temos pelo Lema (3.1) que
E(0, u, v) = E(T, u, v)− 1
2
∫ T
0
∫
O
(g′2ux)(x, t)dx+
1
2
∫ T
0
∫
O
g(t)|ux(x, t)|2dx
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substituindo na desigualdade anterior, e tomando N suficientemente grande, obtemos
L(T, u, v)− L(0, u, v) ≤ +N
16
{∫ T
0
∫
O
(g′2ux)(x, t)dxdt−
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
−g(0)
2
∫ T
0
E1(t, u)dt+ c1
∫ T
0
[|u(L1, t)|2 + |u(L2, t)|2] dt
+δ0K4
(
1 +
2
T
)∫ T
0
E(t, u, v)dt
usando o Lema (3.4), temos que para N suficientemente grande, se satisfaz
L(T, u, v)− L(0, u, v) ≤ +N
32
{∫ T
0
∫
O
(g′2ux)(x, t)dxdt−
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
−g(0)
2K5
∫ T
0
E(t, u, v)dt+ c1
∫ T
0
[|u(L1, t)|2 + |u(L2, t)|2] dt
+δ0K4
(
1 +
2
T
)∫ T
0
E(t, u, v)dt
aplicando o Lema (3.5) com η = δ0 temos que, para N suficientemente grande
L(T, u, v)− L(0, u, v) ≤ +N
64
{∫ T
0
∫
O
(g′2ux)(x, t)dxdt−
∫ T
0
∫
O
g(t)|ux(x, t)|2dxdt
}
−
(
g(0)
2K5
− δ0
(
c1 +K4 +
2K4
T
))∫ T
0
E(t, u, v)dt
escolhendo δ0, como a soluc¸a˜o da equac¸a˜o
−
(
g(0)
2K5
− δ0
(
c1 +K4 +
2K4
T
))
=
g(0)
4K5
obtemos
L(T, u, v)− L(0, u, v) ≤ −g(0)
4K5
∫ T
0
E(t, u, v)dt
≤ −g(0)T
4K5
E(T, u, v)dt
(3.0.89)
Usando a desigualdade de Young e Poincare´, pode-se mostrar que
|Ri(t, u)| ≤ c2E(t, u, v) , i = 1, 2
assim, deduz-se que, para N suficientemente grande, tem-se
N
2
E(t, u, v) ≤ L(t, u, v) ≤ 2NE(t, u, v) (3.0.90)
Combinando (3.0.89) e (3.0.90), obtemos
L(T, u, v)− L(0, u, v) ≤ − g(0)T
8K5N
L(T, u, v)dt
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o qual implica
L(T, u, v) ≤ αL(0, u, v) , α :=
(
1 +
g(0)T
8K5N
)−1
Note que a constante α independe dos dados iniciais. Pela propriedade de semigrupo
do sistema [(3.0.2)-(3.0.6)], temos que
L(tˆ+ T, u, v) ≤ αL(tˆ, u, v) , ∀tˆ ≥ 0. (3.0.91)
Seja t > 0. Existe n ∈ IN e r um nu´mero real satisfazendo 0 ≤ r < T , tal que,
t = nT + r, equivalentemente n =
t
T
− r
T
,
usando recursivamente a estimativa (3.0.91) e a desigualdade (3.0.90), obtemos
L(t, u, v) ≤ αnL(r, u, v)
≤ 2NαnE(r, u, v)
Lembrando que a energia E(t, u, v) e´ decrescente, obtemos
L(t, u, v) ≤ 2Nα( tT − rT )E(0, u, v)L(r, u, v)
≤ 2Nα−1E(0, u, v)e−µt
onde a constante µ e´ dada por
−µ := ln(α 1T )
Usando (3.0.90), conclu´ımos
E(t, u, v) ≤ 4α−1E(0, u, v)e−µt
Logo, o Teorema se verifica, o que completa a demonstrac¸a˜o.
O decaimento da energia das soluc¸o˜es fracas e´ uma consequeˆncia direta do Teorema
(3.1), para isso basta usar argumentos de densidade e a semicontinuidade inferior da
energia. Este resultado e´ dado por
Corola´rio 3.1 Com as mesmas hipo´teses do Teorema (3.1). Existem constantes posi-
tivas C0 e µ, tal que
E(t, u, v) ≤ C0E(0, u, v)e−µt
para toda soluc¸a˜o fraca {u,v} do problema [(3.0.2)-(3.0.8)]
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