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The strain load ∆γ that triggers consecutive avalanches is a key observable in the slow defor-
mation of amorphous solids. Its temporally averaged value 〈∆γ〉 displays a non-trivial system-size
dependence that constitutes one of the distinguishing features of the yielding transition. Details
of this dependence are not yet fully understood. We address this problem by means of theoretical
analysis and simulations of elastoplastic models for amorphous solids. An accurate determination
of the size dependence of 〈∆γ〉 leads to a precise evaluation of the steady-state distribution of lo-
cal distances to instability x. We find that the usually assumed form P (x) ∼ xθ (with θ being
the so-called pseudo-gap exponent) is not accurate at low x and that in general P (x) tends to a
system-size-dependent finite limit as x → 0. We work out the consequences of this finite-size de-
pendence standing on exact results for random-walks and disclosing an alternative interpretation of
the mechanical noise felt by a reference site. We test our predictions in two- and three-dimensional
elastoplastic models, showing the crucial influence of the saturation of P (x) at small x on the size
dependence of 〈∆γ〉 and related scalings.
Punctuated dynamics is inherent to many out of equi-
librium driven systems. When energy is loaded at a small
and fixed rate, the nature of the system is such that this
energy is dissipated in sudden bursts of activity typically
called slip events or avalanches. This kind of systems are
referred to as displaying a stick-slip dynamics. Examples
include the relative motion of tectonic plates giving rise
to earthquakes [1], the sliding of charge density waves [2],
the driven movement of a magnetic interface in thin mag-
netic films [3], the intermittent motion of rain droplets
on a windshield [4] and the plastic rearrangements oc-
curring in amorphous solids under a slow and sustained
strain increase [5]. In all these cases, a stationary situ-
ation is established in which, on average, the stress (or
energy) increase during quiescence periods is equal to the
stress (or energy) drop released during avalanches.
Suppose that we drive a system with stick-slip dynam-
ics on its steady state, and we are interested in the statis-
tics of strain increases needed to produce a new slip event,
for systems of different sizes. If the system consists on N
‘blocks’ that can be locally destabilized, one expects that
the load needed to trigger the weakest block scales with
1/N . This is, if we double the system size, the closest in-
stability will be halfway apart in terms of strain increase
needed. Equivalently, if we drive the system at a small
finite rate, the pace at which we observe slip events dou-
bles when we double the system size. More rigorously,
if avalanches have a maximum extent that does not di-
verge as the system size goes to infinity, then the system
is extensive. The previously mentioned balance between
accumulation and release of energy then implies that if
the system size is doubled, the average load increase that
has to be applied to generate a new avalanche is halved.
While this is the case for most stick-slip phenomena (e.g.,
friction, depinning, wetting, etc.), the behavior of amor-
phous solids under deformation disobeys this logic. In
the deformation of amorphous materials, if we double
the system size, the rate at which we observe slip events
does not double. It increases, but less; it is sub-extensive
in the system size. In other words, to trigger the next slip
one needs to load more than expected. As a consequence,
when the system finally yields, the slip of a single block
is not enough to compensate the load excess and system
spanning avalanches of plastic events emerge. Therefore,
the plastic activity is rarely confined to localized plastic
events and, instead, it is mostly originated in extended
structures [6] This points clearly to the non-extensiveness
of the problem. In fact, if we consider conversely that the
dynamics of the problem produces system size spanning
avalanches, then a doubling in the system size would not
duplicate the number of avalanches.
It is now well established that the statistics of the mean
strain load 〈∆γ〉 needed to trigger consecutive avalanches
in the steady state of quasistatically driven amorphous
solids has profound repercussions on the criticality of
the yielding transition [7–9]. In particular, its finite-size
scaling is expected to be a manifestation of the distri-
bution of shear transformation zones P (x) and bounds
through scaling relations the possible exponents govern-
ing the avalanche size distribution [5, 10–14]. While con-
sensus on this scaling being sub-extensive prevails, i.e.,
〈∆γ〉 ∼ N−α, with 0 < α < 1, there have been con-
flicting views on the value of α and its justification. On
one hand molecular dynamics (MD) simulations [7–9] of
model glasses under quasistatic deformation support an
universal value of α ' 2/3, valid both in d = 2 and
d = 3 dimensions. On the other hand, elasto-plastic (EP)
models for amorphous solids [10, 11] display dimension-
dependent values of α.
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2Despite large advances in the field, theoretical argu-
ments have not taken yet in full account the statisti-
cal significance of the 〈∆γ〉 sub-extensivity in the steady
state. Such a scaling has been well accounted as a justifi-
cation for system-spanning avalanches of plastic activity
in the system; but the fact that it also implies an inher-
ent discrete evolution for the ‘local distances to threshold’
x was disregarded. In this work, we address this issue,
presenting an alternative and consistent picture for the
finite-size scaling of 〈xmin〉 (or 〈∆γ〉). Standing on the
ground provided by previous works [15–18], we interpret
the evolution of the stress (and thus also x) in a generic
region of the system as an effective stochastically-driven
random walk. Working out the finite-size scaling of the
relevant discrete jump in this walk we derive a generic
scaling law 〈xmin〉 ∼ N−α with α = 2/3. In doing so,
we revisit the significance and shape of the distribution
P (x), which shows a finite limit P0 = limx→0 P (x) that
scales as P0 ∼ N1−α in the thermodynamic limit. This
scaling occurs independently of the eventual value of θ
observed at intermediate values of x where P (x) ∼ xθ
can be fitted.
In Sec. I we refresh the subject under discussion in a
mini-review. In Sec. II we step back, onto simple random-
walkers problems with exact solutions to understand the
effect of discrete steps. In Sec. III we rationalize the col-
lective effect of plastic events during avalanches as an ef-
fective mechanical noise with a discrete step effect on the
‘walks’ of local stresses. In Sec. IV we test our hypoth-
esis in extensive simulations of 2D and 3D elastoplastic
models, presenting rigorous finite size analysis for 〈xmin〉
and P (x) in different cases. Finally, in Sec. V we sum-
marize our results, that we believe allow to construct a
consistent scenario for what seemed a priori contrasting
results in literature.
Figure 1. Steady-state stress-strain scheme in the quasistatic
shear deformation of an amorphous solid.
I. OVERVIEW ON THE SUBJECT
Let us start by briefly reviewing the main concepts and
literature results on this topic. Consider the schematic
stress-strain evolution depicted in Fig.1. Once in its
steady state, a driven amorphous solid performs an in-
terspersed sequence of load periods and slip events when
the relevant stress component is monitored. A station-
ary average value is expected for the stress on a steady
state. On top of this average value, stress fluctuations
contain information on the physics of the problem. In
particular, the average strain increase of the loading pe-
riods (referred to as 〈∆γ〉) and the average stress-drop
during the slip events (〈∆Σ〉) must be proportional in a
stationary situation (see Fig.1), namely
〈∆Σ〉 = B〈∆γ〉 (1)
with B an elastic constant.
In a quasistatic athermal dynamics, calling xi the value
of additional stress that site i needs to reach instability,
the stress increment that needs to be applied to trigger a
new avalanche is nothing but the minimum xi across the
system, noted xmin. Then,
〈xmin〉 = 〈∆Σ〉. (2)
Further, energy drops, quantifying the energy dissipated
during plastic avalanches, can be easily related to the
stress-drops as 〈∆U〉 = σY 〈∆γ〉V = σYB 〈∆Σ〉V ; where
V = Ld = N is the system volume and σY is the global
yield stress [7, 8]. In fact, the starting point of the cur-
rent discussion can be traced back to a series of MD qua-
sistatic simulations [7–9] where the following system-size
scaling laws were verified
〈∆U〉 ∼ Nδ ; 〈∆Σ〉 ∼ N−α (3)
holding δ+α = 1, with δ ' 1/3 and α ' 2/3, both in two
and three spatial dimensions. Also [19] independently
showed compatible results. In Ref. [8], when thinking
on the distribution of possible plastic events, an ansatz
was introduced. Arguing that the distribution of energy
barriers felt in a quasistatic loading protocol should grow
as a power-law, it was proposed for the distribution of
local distances to instabilities (x is the generic value of
all xi across the system) the expression
P (x) ∼ xθ, (4)
for small x and with θ > 0. Then the distribution of
xmin (the smallest xi across the system) follows a Weibull
distribution
P (xmin) ∼ xminθ exp(−Nxminθ), (5)
with its mean value scaling as
〈xmin〉 ∼ N−1/(1+θ) (6)
3which provides a justification for the scaling of Eq. 3,
linking α and θ:
α =
1
1 + θ
. (7)
Yet, notice that Eq.6 does not imply P (x) ∼ xθ. The
small argument power-law form of the Weibull distribu-
tion for P (xmin) was verified in the statistics of the ‘as-
quenched’ state or isotropic solid state, both in d = 2
and d = 3 dimensions [7–9]. And it is in fact for this case
that the ansatz (4) was proposed [8]. Nevertheless, these
pioneer MD simulations couldn’t easily access the whole
distribution P (x), and results where only presented for
P (xmin) (or P (∆γ)).
Luckily, soon after the problem was addressed by
EP model simulations measuring the full P (x) distribu-
tion [10]. In there, a plausible law P (x) ∼ xθ was found
not only in the ‘as-quenched’ state but also at the crit-
ical stress. The P (x) ∼ xθ ansatz was subsequently ex-
tended to describe in EP simulations not only the steady
state [11], but also the transient regime [20] where a
statistics of extended avalanches was equally observed.
It was concluded that θ, and therefore α according to
the construction, should be dimension and system pa-
rameter dependent, which was formalized in an analytic
mean-field approach [21]. This theory has the virtue of
formally catching a strain-dependence of θ, feature that
is observed in the transient regime both in EP [20, 21]
and MD [22–25] simulations. In such transient, the val-
ues of θ observed are highly non-universal, depending
on system preparation, system parameters and dimen-
sion [21, 23, 26].
In the construction summarized in [21], α is expected
to follow the same trend as θ all the way from the ‘as-
quenched’ state to the steady-state, keeping the relation
α = 1/(1 + θ), and binding α to be also highly non-
universal. Nevertheless, one naturally expects θ and α
to stop depending on strain in the steady-state, and in-
deed the literature has collected from the beginning ev-
idence for such expectation [8, 10, 11]. Moreover, we
have recently showed that in that limit those exponents
are model-independent [15] for a large set of EP model
rules; they do depend on dimension though. So, at some
point the variation of α and θ with strain should vanish.
How that happens, may be a matter of theoretical dis-
cussion itself. For the time being, we will focus on the
limit of large strains where a self-consistent and station-
ary stick-slip phenomena is expected to occur.
Interestingly, in contrast with the case of ‘as-quenched’
systems, the relation α = 1/(1+θ) does not seem to hold
so well in the numerical results of the steady-state in EP
models. For example, in [11] θ is reported to be ∼ 0.57
and ∼ 0.35 respectively in d = 2 and d = 3, while α
results form the xmin scaling in ∼ 0.67 and ∼ 0.79 for
those cases [27]. More recent EP simulations [28] show
α ' 0.675 combined with θ ' 2/3 in d = 2. And in [15]
we have observed α ' 2/3 and θ ' 0.75 for 6 different
d = 2 EP models, pushing the relation α = 1/(1 + θ)
even further away from validity. The apparent violation
of such relation in the steady state, is accompanied by
two related observations. First, it is well known from the
beginning of this discussions that P (xmin) ∼ (xmin)θ does
not show up in the steady-state [8, 10]; in fact that law,
valid for the ‘as-quenched’ state, is rapidly suppressed as
soon as the applied stress is finite [22, 23]. Secondly, re-
cent numerical results in both MD simulations [25] and
EP models [15, 28] have consistently made evident that
in the steady state P (x) displays a prominent plateau
at small values of x, and suggested that the finite-size
scaling of 〈xmin〉 can be dominated by the behavior with
system size of the finite asymptotic value of P (x) at van-
ishing x rather than by θ.
What seems to be clear, at least, is that the plain as-
sumption P (x) ∼ xθ, which was somehow inherited from
the ‘as-quenched’ phenomenology and carried by for all
values of strain, is insufficient in the steady state. Nev-
ertheless, for instance, a scaling relation based on Eq. 7,
and linking the exponents τ, df that describe the distri-
bution of avalanche sizes with the exponent θ (namely,
τ = 2 − θ1+θ ddf ) has been largely adopted in the the EP
models literature [5, 12, 14, 29], always accepted without
further justification and relying sometimes on generous
error bars for the exponents. Something is missing in
the understanding of what controls α, which might cause
that even the latter relation among exponents should be
revised. In this work we address the issue, admittedly
limiting ourselves to the steady-state case, were we ex-
pect universal values of α [8, 15, 22].
‘Classical’ mean-field approach
In [21], Lin&Wyart presented a mean-field approach
that explicitly considered for the firsts time the long-
tail nature of the mechanical ‘kicks’ produced by plastic
events. They studied the existence of a non trivial θ
exponent as a consequence of the mechanical noise that
different parts of the system produce on a particular site.
They concluded that θ depends continuously on the ap-
plied shear stress, non monotonically and without signs
of universality at the yield stress; what left no hope for
the comparison of exponents among different EP mod-
els, not to talk about MD simulations. Their construc-
tion [21] was based on the assumption of a mechanical
noise w(ξ) of the form
w(ξ) ∼ 1|ξ|µ+1 . (8)
in the particular case of µ= 1, that they claimed is the
only value with physical meaning to be expected to occur.
Alternative views
The necessity of the particular value µ = 1 has been
recently questioned [15–17]. In particular, it was argued
4the assumption µ = 1 in Eq.8 is not in agreement with
the observation of sub-extensive avalanches dominating
the plastic activity in the quasistatic limit [15, 16]. Other
values of µ with 1 < µ < 2 acquire physical meaning after
the mechanical noise is properly redefined (see Sec.III).
And, in fact, a value of µ ' 3/2 was found to be consis-
tent with the mechanical noise sensed numerically in six
different EP models in two dimensions [15]. Interestingly,
the mean field theory of [21] yields a well defined value of
θ = µ/2 when 1 < µ < 2, independent on other parame-
ters. Yet, a uniquely-defined value of θ = µ/2 would still
fail to explain through Eq. 7 the value of α observed in
both MD and EP simulations. Remarkably, it has been
recently observed quite clearly in both EP [15, 28] and
MD [25] simulations that the true shape of P (x) at small
values of x deviates from a pure power-law ∼ xθ, and has
a finite limit
P0 ≡ lim
x→0
P (x) 6= 0. (9)
Namely, for any finite system size, P (x) has a plateau
(when P (x) is presented in a logarithmic plot) at small
enough x. As we will argue in the following, the plateau
in P (x) is originated in the discrete nature of the me-
chanical noise that produces the “kicks” felt by xi. These
kicks (that we consider to be generated by extended plas-
tic avalanches elsewhere in the system) push each xi to
perform a (non-Gaussian) random walk. In this scenario,
it is the system size scaling of P0 what dominates the scal-
ing of 〈xmin〉 and controls the values of α and δ in Eq. 3,
which now turn to be compatible with the independent
exponent θ = µ/2.
In the following, we elaborate on this picture. Our
work deals largely with providing analytical arguments
and numerical support for the system size dependence of
P0 and 〈xmin〉 and conciliates them with the existence of
a well defined value of θ that indeed describes an inter-
mediate region of x values where P (x) ∼ xθ.
II. SIMPLE RANDOM WALKS AND THE P (x)
PLATEAU
We analyze first a simple case. Consider a variable xi
performing a standard random walk in the interval [0, 1],
with absorbing boundary conditions. When xi moves
out of the interval, it is “absorbed” and re-injected in
some random way [30]. In the case of a continuous time
random walk, and when the reinjection is done propor-
tionally to the local value of the probability, the form
of the distribution of xi values observed along time in
the steady state can be analytically computed to be
P (x) = pi2 sin(pix). For small x it behaves as P (x) ∼ x,
i.e. θ = 1. If we consider N variables (N  1) perform-
ing the same random walk, the minimum among them
will be in the region in which P (x) is linear, and we will
have P (xmin) ∼ xmin exp(−Nxmin), and 〈xmin〉 ∼ N−1/2.
However, for a finite step random walk, the situation
changes. Although the overall form of P (x) is the same
as before, there is a small correction at small x that
depends on the step size, and has a strong effect on
the value of xmin. Let’s think for a moment of a parti-
cle performing a discrete random-walk characterized by
a step that is Gaussian-distributed, with a dispersion
σ. Assuming the particle is at some position x0 at a
given step, the next jump makes x to be distributed as
P (x) ∼ Θ(x)Θ(1 − x) exp[−(x − x0)2/2σ2], where the
Heaviside functions Θ appear because of the absorbing
boundary conditions. We note that the value of P (0+)
is finite. It turns out that this effect remains in the full
solution for the stationary form of P (x). So, the discrete
nature of the steps taken by xi suffices to explain the
finite limit of P (x) as x → 0. In Fig.2 we see the distri-
bution of P (x) for Gaussian random walks with different
magnitudes of the average elementary step, namely, dif-
ferent width σ of the Gaussian ‘kicks’. Fig.2(a) shows the
stationary distributions in lin-lin scale, Fig.2(b) shows
them in log-log scale, and the scaling proposed in Fig.2(c)
shows that the value of P0 is proportional to σ.
The situation is conceptually identical in the case in
which we consider generalized RWs with a non-trivial
Hurst exponent H; this is, random walks generated by
jumps ξ drawn from a heavy-tails distribution of the form
w(ξ) ∼ 1|ξ| 1H+1 , (10)
for large |ξ| with 1/2 < H < 1. Note first of all that in
this case, the ‘typical jump’ or distribution width σ can-
not be defined as being variance of the distribution be-
cause of its heavy tails, but it can be alternatively defined
as σ ≡ 〈|ξ|〉. As it was the case for a Gaussian variable, in
the continuous time limit (or vanishing small jumps, i.e.,
σ → 0) RWs, the form of P (x) for x close to zero is still
expected to be P (x) ∼ xθ, where now θ = 1/(2H) [21].
Yet, for finite σ, a finite value for P0 appears, as shown
in Fig.3 for H = 2/3. For concreteness, in this numer-
ical example we have taken the distribution w(ξ) to be
given by Eq.10 if |ξ| > ξ0, and w(ξ) = 0 if |ξ| < ξ0.
This distribution has a width σ = 〈|ξ|〉 = ξ0/(1 − H).
We see that the limiting value of P0 as a function of σ
scales as P0 ∼ σ3/4 (Fig.3c) . In the generic case with
1/2 < H < 1, P0 scales as
P0 ∼ σθ. (11)
This can be justified by noticing that close to x = 0, σ is
the only possible scaling quantity with the same dimen-
sion as x. Then we can write
P (x) = P0f(x/σ) (12)
with f(u) ' 1 for u 1. On the other hand, for x σ
(but still ‘small’) we must have P (x) ' Cxσ with C inde-
pendent of σ, therefore implying Eq. 11. In other words,
σ marks a scale crossover below which the distribution
of x values tends to a constant [31].
Finally, notice that everything we have said for the
steady state distribution P (x) populated along time is
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Figure 2. Numerically determined probability distribution
for a variable x performing a standard (Gaussian) RW in the
interval (0, 1) with absorbing boundary conditions and ran-
dom reinjection. Different curves correspond to different val-
ues of the width of the single step distribution, as indicated.
(a) Linear scale. (b) Log scale to emphasize the behavior at
low x. The straight line shows the expected asymptotic limit
for σ → 0. In (c) the axis are rescaled with σ to show that
the value P (0) scales as σ.
also true if we populate the distribution with the xi values
of many independent walks in their steady state.
A. N random walks without or with drift
Let’s consider then N independent random walkers
subject to the following protocol. Now, starting form
a condition where every xi is in the interval (0, 2) we
look for the minimum xi, that we indicate as xmin. Every
site is shifted by an amount −xmin. The site resulting
with xi = 0 is re-injected in the box at xi = 1 and every-
one updated by a (randomly) signed random quantity ξ
taken from a distribution similar to Eq. 10 (µ = 1/H)
w(ξ) =
A
MN
1
|ξ|µ+1 , (13)
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Figure 3. Probability distribution for a variable x performing
a RW with Hurst exponent H = 2/3 in the interval (0, 1)
with absorbing boundary conditions and random re-injection.
Different curves correspond to different values of the width of
the single step distribution. (a) Linear scale. (b) Log scale
to emphasize the behavior at low x. The straight line shows
the expected asymptotic limit for σ → 0. In (c) the axis are
rescaled with σ to show that the value P0 scales as σ
−3/4
(σ−1/2H for a generic H).
but with upper and lower cutoffs set to ξup = (2A/µ)
1
µ
and ξlo = (2A/µ)
1
µM
− 1µ
N for it to be normalized [21].
Importantly, here MN is an N -dependent parameter, fre-
quently chosen as N itself (see [21]). In the simulations of
this toy model we will use MN = 1/xmin for reasons that
will be clearer later on [32]. Every site resulting in xi ≤ 0
(and eventually in xi ≥ 2) after the random kicks is also
re-injected at xi = 1 (but not producing further kicks).
The N walkers feel these kicks independently, yet they
are drifted globally by −xmin after each kick update. In
order to clearly identify the effect of such global drift, we
will also analyze the case where we avoid the global drift
step and simply: re-inject the site with the minimum xi,
give random kicks to everyone and further re-inject those
that go out of the box.
In both protocols, with and without drift, a steady
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Figure 4. Probability distribution populated by N variables
xi subject to a dynamics of random kicks taken from a heavy
tailed distribution like the one in Eq. 13, with Hurst exponent
H = 2/3 and A = 0.1. Sites absorbed at the boundaries are
re-injected in x = 1. Different curves correspond to different
σ ∼ M−1/µN ∼ N−4/9 Left: Without drift: (a) raw-data, (c)
rescaled with σ to show P0 ∼ σ−1/2H . Right: With drift. (b)
raw-data, (d) rescaled with σ.
state is established after a transient and the resulting
P (x) distributions are shown in Fig.4. We can see that
the drift couples the dynamics of the walkers and pro-
duces the effect of a ‘belly’ on the curves that delays the
decrease of P (x) as we sense x decreasing. The choice of
the parameter A now becomes relevant. If A is small, the
drift effect overtakes good part of the P (x) distribution
and it masks the power-law regime which gets difficult
to determine, forcing us to simulate very large systems
(or very small σ). If instead A is big enough (closer to
1) the drift effect is much diminished (data not shown).
In any case, when a reasonably large power-law region is
granted, the θ exponent is preserved for any A, θ = µ/2
provided that 1 < µ < 2. Notice that, despite this ‘belly’
effect, the existence of a plateau at small x is unchanged,
and the predictions P0 ∼ σθ still holds, as can be seen in
the data collapse of Fig. 4(b,d).
The dynamics that we have just described can be
though as a mean-field model for a system of elasto-
plastic blocks with local thresholds where each of them
feels an external drive and a noise represented in w(ξ).
We will now analyze a spatially extended system of driven
interacting blocks in this context.
III. EFFECTIVE MECHANICAL NOISE OF AN
INTERACTING SYSTEM AND THE P (x)
DISTRIBUTION
Let us imagine a coarse-grained representation of an
amorphous material under deformation, represented by
a scalar stress σi on each block and local yielding thresh-
olds σYi . The variables of interest will be the local dis-
tances to threshold xi = σ
Y
i − σi. Our argumentation
line is based on the analysis of the mechanical noise felt
by a given site of such a system, caused by the plastic
activity elsewhere and governing the ‘wandering’ of xi.
For the results of the previous section to be applicable
to the present case, this noise must consist ideally of in-
dependent, uncorrelated kicks. As previously mentioned,
Refs. [21, 26] present a mean-field model considering kicks
of a mechanical noise generated by single Eshelby events.
We will refer to these kicks generated by single sites as
‘elementary’ kicks. The approximation of Ref. [21, 26]
describes qualitatively well the overall phenomenology
observed in numerical simulations, but fails in predict-
ing the exponents observed, at least below d = 4. This
discrepancy was indeed ascribed to the presence of “di-
mensional effects” or correlations between the elemen-
tary kicks produced in different positions of the system.
We believe that the quantitative predictive power of this
kind of analysis can be improved, still keeping the “mean-
field” character of the approach, by noticing and taking
into account that elementary kicks are not independent.
Elementary kicks produced by sites that participate of
the same avalanche are highly correlated among them,
but those from different avalanches are not. This fact
allows us to build a mean-field approach based on inde-
pendent non-elementary kicks. One possible choice is to
define them as the integrated kicks given by avalanches,
that in the quasistatic limit are by definition uncorrelated
events.
The fact that the uncorrelated mechanical noise under
consideration is produced by avalanches as a whole is
the reason why now µ in Eq. 13 can be different from the
value µ = 1 that was obtained considering the effect of
hypothetical uncorrelated elementary kicks instead [21].
Actually, this alternative approach of avalanche-level
noise was already followed in [15, 17]. Simulations of
different EP models in two dimensions produce in a test
site a noise characterized by a Hurst exponent H ' 2/3;
which from the point of view of the mechanical noise is
equivalent to consider that such noise is taken randomly
from a distribution like Eq. 13 with µ ' 3/2. With that
being proved to be effectively the case for a fully interact-
ing system [15, 17], we cannot expect anything different
for its full distribution P (x) than the features discussed
in previous sections.
Finite size scaling of the P (x) plateau
The mechanical noise represented by Eq. 13 contains as
a fundamental parameter the value of µ (or H ≡ 1/µ). A
second property of the distribution that has an important
physical impact is its “width” σ. In particular, we are
interested in how it scales with system size N . The lower
cutoff of the distribution ξlo=(2A/µ)
1
µM
− 1µ
N is related to
the system size and fixed by normalization. If 1<µ<2,
the width σ can be shown to be proportional to ξlo, and
7ξ
ξ wZ (N  )2
−(µ+1)
∼ξ0 ∼ξ
−(µ+1)
/MN
ξξ
0
(N  )1
(a) (b)
Figure 5. (a) A schematic plot of the number density of kicks
Z of a given intensity ξ observed in systems of two different
sizes N1, and N2 > N1. The two curves differ below the small
size threshold ξ0 but are coincident in the heavy tail part,
for large ξ. (b) The two curves in (a) normalized to become
the probability distribution w(ξ). The normalizing factor is
the number MN of avalanches that occur in the two systems
under the same increase of external strain.
so
σ ∼M−1/µN (14)
It will be fact the finite-size behavior of the lower cutoff in
w(ξ), the noise produced by the far away plastic activity,
what will dominate the scaling of interest. There is also
an upper cutoff for the kick distribution, ξup, but that
is related with the strongest, nearest plastic events, and
independent on the system size [21, 26].
We have shown in the previous section that any finite
step random walk process of a variable x with absorbing
boundaries, subject to such a random noise with 1<µ<2
implies that in the steady state
P (x) ∼ xθ for x & σ (15)
P (x) ∼ σθ for x→ 0 (16)
where θ = µ/2, and σ is the “width” of the distribu-
tion w(ξ), as previously defined. For instance, possible
functional forms for P (x) at small x are P (x) ' σθ + xθ
or P (x) ' (σ + x)θ. Furthermore, we have shown that
N random walkers, coupled by a common global drift
generate the same limiting form of P (x) as x→ 0.
The missing ingredient to make connection with the
actual mechanical noise felt by a given block in an amor-
phous solid is to work out the explicit dependence of MN
in Eq. 13 on the system size N , and use it to calculate the
scaling of σ (Eq. 14) and thus theN -dependence of 〈xmin〉.
Note that the approach of [21, 26] uses MN = N which
implicitly considers that each of the N sites produces in-
dependent kicks on the generic block i, perturbing xi.
We would like to stress here that this is clearly not real-
istic. Furthermore, in careful consideration, it goes itself
against the basic feature of yielding phenomena display-
ing size-spanning avalanches and sub-extensive scaling
for the rate of plastic events. Using MN = N and µ = 1
in Eq.13 implies somehow extensivity if kicks are sup-
posed to be independent. Instead, we think on the total
noise produced by one avalanche. Among the marginal
kicks that a site receives (the ones that it almost fail to
catch because of working in a finite system N), the dom-
inant one is not the kick coming from a single site at
the maximum possible distance, but the largest possible
kick coming from such a distance. That is, a kick com-
ing from the largest avalanche at the largest distance.
If Eq. 13 represents the distribution of kicks generated
by individual avalanches in the system, the value of MN
must be chosen in accordance with this interpretation.
The dependence of MN on system size N can be
worked out as follows. Consider two systems with dif-
ferent sizes N1 and N2 > N1, and suppose that we want
to compare the number of kicks of intensity ξ produced
onto some reference site when a fixed (long) deformation
strain is applied to the system. The Eshelby interacting
kernel decays in space as ∼ 1/rd, and this implies that
increasing the system size from N1 to N2 > N1 does not
produce new large kicks [33], but instead increases the
number of small ones, those generated at large distances
in the system with N2 sites. This means that if we plot
the density number of kicks observed at a given site as a
function of the kick magnitude, we would obtain a plot as
the one qualitatively depicted in Fig. 5(a). The portion
of these curves following the 1/|ξ|µ+1 law will be mostly
indistinguishable for the two system sizes. Now, in or-
der to plot the probability distribution w(ξ), as shown in
Fig. 5(b), it is clear that we have to divide by the total
number of avalanches (kicks) that occurred in each case.
This is why MN in Eq. 13 must be considered to be pro-
portional to such a number. In other words, MN and the
average size of avalanches in the system, noted S, must
be related through
MN ∼ NS−1 ∼ 〈∆Σ〉−1 (17)
(which, together with Eq. 2 justifies our choice for MN '
1/xmin in the toy model of the previous section II A).
Now, collecting the results of Eqs. 2, 14, and 17 we
arrive at the important result[34]
σ ∼ 〈xmin〉1/µ. (18)
Introducing this into Eq. 16 we get
P0 ∼ σθ ∼ 〈xmin〉1/2, (19)
since, for 1 < µ < 2, θ/µ = 1/2 [21]. Remarkably, this
result is independent of µ in such range.
We are now only one step away from our general scal-
ing results. As mentioned before, recent results in simula-
tions of different EP models [15, 28] and also in MD sim-
ulations [25] have shown that (i) a plateau exists for P (x)
at vanishing x, but also that (ii) 〈xmin〉 shifts towards the
plateau region of P (x) as the system size N is increased.
This can now be analytically justified: From 15 and 16
the crossover between the plateau and the power-law re-
gion is expected at xcross ' σ. Combined with Eq. 18,
this provides xcross ∼ 〈xmin〉1/µ. For any µ > 1, this tells
8that 〈xmin〉 becomes lower than xcross for large N . In
practice, crossovers can be very broad, yet, in the limit
N →∞ the following relation holds
〈xmin〉P0 ' 1/N (20)
Using Eqs. 19 and 20 we finally obtain the two important
predictions:
〈xmin〉 ∼ N−2/3 (21)
and
P0 ∼ N−1/3. (22)
Notice further that if we assume P (x) ' P0 + xθ, using
Eq. 19: P (〈xmin〉) ' 〈xmin〉1/2 + 〈xmin〉θ. And, provided
θ = µ/2 > 1/2, the second term becomes negligible over
the first when 〈xmin〉 is small enough. We then could also
expect a good ansatz to be:
P (〈xmin〉) ' 〈xmin〉1/2. (23)
Followed up from Eq. 19, the latter would interchange
P0 by P (〈xmin〉) in every subsequent expression. In the
limit N →∞ both formulations are equivalent, since we
expect P (〈xmin〉) to be part of the plateau and identical to
P0. Notice nevertheless that Eq.23 (and the ones derived
from it) may work well even before reaching that limit.
The scaling provided by Eqs. 21 and 22 (or alterna-
tively P (〈xmin〉) ∼ N−1/3) is quite generic, as it does not
depend on the actual value of µ neither on the dimen-
sion of the problem. Even more, it is highly stimulating,
since it agrees with the original observations of the 〈xmin〉
scaling in MD simulations [7, 8] both in d = 2 and d = 3.
Yet, there are assumptions implicitly made in their de-
duction that can limit their validity. For instance, our
construction does not account for anisotropy effects on
the dimensions composing the system, which could af-
fect the scaling of any observable with the global system
size N . Such an effect appears clearly when considering
three dimensional systems, as we discuss bellow. In addi-
tion, Eqs. 21 and 22 do not apply in the case of a model
with a (quenched) random kernel, that we describe in
Appendix B, mainly due to the failure of the argument
about the scaling of σ with N . In the next section we test
the predictions of Eqs.21 and 22 in elasto-plastic models
in dimensions d = 2 and d = 3.
IV. ELASTO-PLASTIC MODELS IN 2 AND 3
DIMENSIONS
We now present results of quasistatic simulations of
spatially extended elasto-plastic models. We will limit
ourselves in particular to the Picard’s model [35]. Details
about model definition and simulation protocols can be
found in the Appendix A, and data was produced with
essentially the same codes used in [15].
Two-dimensional systems (2D)
We start with the d = 2 case. Fig. 6 shows the dis-
tribution P (x) for different system sizes N = L×L. We
have collected the values of x ≡ σY − Σ (see App. A for
parameters definitions) from every block in the system
for several configurations in the steady state right after
an avalanche has finished and before loading the system
to the next avalanche. As discussed in previous sections,
P (x) displays –also in this fully spatial model– an excess
of probability at x = 0, evidencing the occurrence of a
naturally emerging discrete step for the wandering of the
x values. Already from the upper panel (Fig.6(a)) it is
evident the settling of a system-size dependent plateau
at x → 0. This plateau occurs systematically at smaller
values of x as L increases. The form of P (x) has more
structure than in the random-walk experiments of Sec. II.
Now the crossover region between the power-law regime
and the plateau is broader, the power law range is shrunk
due to the natural existence of a global drift, and for
small systems P (x) even displays an “S” shape before
cutting-off when x becomes order 1. Yet, we can identify
for the largest system size a power-law regime spanning
two orders of magnitude in x ([∼ 8.10−4,∼ 8.10−2]) in
excellent agreement with xθ with θ = 0.75 (the value ex-
pected when µ = 3/2 in the discussion of Sec.III). Let us
now check the validity of our predictions in Eqs. 21 and
22. In Fig. 6(b) the same data of panel (a) is plotted
as P (x)N1/3 vs. xN2/3. The magenta crosses indicate
the position (xmin, P (xmin)) on each P (x) curve [36]. The
coincidence of the horizontal coordinate of these points
is the indication that Eq. 21 is very well satisfied. Ac-
cording to Eq. 22 we also expect that the plateaus of all
curves in Fig. 6(b) level up. We see that they do but
not perfectly. Instead, note that the values of P (x) at
x = 〈xmin〉 (i.e., the vertical coordinate of the crosses)
do become coincident in Fig. 6(b), fulfilling better the
combination of Eqs. 21 and 23
〈xmin〉P (〈xmin〉) ∼ 1/N. (24)
Fig. 6(b) is built to display the combined scaling of 〈xmin〉
and P0 (or P (〈xmin〉)). If instead we want to get a col-
lapse of the power-law range of the P (x) distribution for
different system sizes, we must preserve the power-law
exponent in the transformation. This is done in Fig. 6(c)
where we plot P (x)N1/3 vs. xN (1/3)/0.75, according to
the observed θ ' 0.75. Following our generalized mean-
field picture the value θ ' 0.75 observed in the 2D elasto-
plastic model corresponds to a mechanical noise with a
Hurst exponent H = µ−1 ' 2/3 (µ = 2θ ' 3/2). A
direct characterization of the mechanical noise to ver-
ify this value was already presented in [15, 17], showing
a concurrence of different two-dimensional elasto-plastic
models around the Hurst exponent H ' 2/3. Further-
more, very recently compatibility with µ ' 3/2 was also
reported in MD simulations [25].
In Fig. 7 we show the values of 〈xmin〉, P (〈xmin〉) and
P0 (estimated from the curves in Fig. 6) as a function of
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Figure 6. Distribution of local distances to threshold P (x) in
the quasistatic driven steady state of Picard’s 2D model. (a)
The P (x) distributions. Different linear system sizes L =
√
N
are represented with different colors/symbols as declared in
the label. Pink crosses indicate the location of 〈xmin〉 for the
different system sizes. (b) P (x)N1/3 vs xN2/3 testing the
scalings of Eqs. 21 and 22. (c) P (x)N1/3 vs xN (1/3)/0.75 to
preserve the power-law regime ∼ xθ with θ = 0.75 observed
in the main plot at intermediate values of x.
N = L2. Dashed straight lines are displays of the exact
power-laws N−2/3 and N−1/3, not fits. We can see that
the prediction of Eq. 21 work remarkably well and Eq. 24
accompanies it perfectly. The original prediction for the
scaling of P0 (Eq. 22) is also good (as could be seen in
the collapses of Figs. 6(b)-(c)), but we can also notice
that P0 is slowly merging with P (〈xmin〉) as system size
increases, and it is indeed when N →∞ when we expect
them to be equal and Eq. 22 to hold.
Three-dimensional systems (3D)
Now, let us discuss the three-dimensional case. In Fig.
8 we show data similar to that in Fig. 6 but for the d = 3
case. We can fist observe in the raw data of Fig. 6(a)
that the determination of the θ exponent is more am-
biguous than in d = 2. At intermediate values of x, say
∼ (0.005 − 0.1), a power-law region can be visualized
and it has an exponent θ ' 0.35 − 0.37, as reported in
previous works [11, 14]. Yet, such a value for θ would
imply µ = 2θ ' 0.70 − 0.74 < 1 and therefore H > 1.
In that case, according to [21] the drift becomes domi-
nant and we can’t expect the arguments related to the
survival probability of x close to x = 0 to hold. Notice
nevertheless that, for the largest system sizes, another
power-law regime at smaller x ∼ (10−4− 10−3) is insinu-
ated. We will come back on this when discussing systems
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Figure 7. Dependence of 〈xmin〉, P0 and P (〈xmin〉) with system
size N for 2D Picard’s model .
with different aspect ratios, but let us advance that such
power-law with a steeper slope would represent a more
consistent value for θ in d = 3.
In any case, let us now discuss scalings for the data
in Fig. 8. In Fig. 8(b) we see that the N dependence
of 〈xmin〉 an P0 follows a power-law behavior like the one
predicted by Eqs. 21 and 22 but with clearly different ex-
ponents. Actually, the observed scaling is 〈xmin〉 ∼ N−7/9
and P0 ∼ N−2/9. Using these values we rescale the P (x)
data to obtain Fig. 8(b). Again, notice that as in the
case of d = 2 the collapse of the points (〈xmin〉, P (〈xmin〉))
(Eqs. 21 and 23) is better than the scaling of the plateaus,
which are even hard to define. If we further consider the
power-law regime with an exponent θ ' 0.37 we can do as
in the d = 2 case and produce Fig. 8(c), for completeness.
Concerning the predictions of Eqs. 21 and 22, our
argumentation in the previous section implicitly assumed
that all spatial dimensions of the system participate on
the same footing. While the d = 2 Eshelby propagator
(Eq. A2) is in fact symmetric against x-y exchange, this
is not the case for the d = 3 propagator (Eq.A7).
In Fig. 9 we show the values of 〈xmin〉, P (〈xmin〉) and P0
(estimated from Fig. 8) as a function of N = L3 for d =
3. Dashed straight lines simply display the power laws
∼ N−2/9 and ∼ N−7/9, they are not fits. The measured
values shown in Fig. 9 follow these trends very well.
These, so-far empirical, values for the scaling of 〈xmin〉
and P (〈xmin〉) (or P0) can be rationalized in the following
way. Let us consider that the non-trivial scaling of 〈xmin〉
is still governed by the finite-kick walk analysis that we
did in Sec. III, but we add to that a ‘dumb’ independent
dimension. This is, let’s think on the d = 3 case as a
collection of several d = 2 systems evolving in parallel. If
we take, Lz systems of size L× L and choose after each
avalanche the minimum x among all of them, we would
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Figure 8. Distribution of local distances to threshold P (x) in
the quasistatic driven steady state of Picard’s 3D model. (a)
The P (x) distributions. Different linear system sizes L = 3
√
N
are represented with different colors/symbols as declared in
the label. Pink crosses indicate the location of 〈xmin〉 for the
different system sizes. (b) P (x)N2/9 vs xN2/3 testing the
scalings of Eqs. 21 and 22. (c) P (x)N2/9 vs xN (2/9)/0.37 to
preserve the power-law regime ∼ xθ with θ = 0.37 observed
in the main plot at intermediate values of x.
have a 〈xmin〉 scaling as
〈xmin〉 ∼ L−4/3L−1z (25)
and
P0 ∼ L−2/3 (26)
(note that P0 turns out to be independent of Lz). When
Lz = L this leads to the scaling 〈xmin〉 ∼ N−7/9 and
P0 ∼ N−2/9 (with N = L3) that we observe in Fig. 7. In
fact, simulations in systems with different Lx = Ly = L
and Lz show that Eqs. 25 and 26 are very well satisfied,
as we will see in the following.
Fig. 10 shows the scaling of 〈xmin〉 for different cases.
First, the N = L3 case is reproduced from Fig. 9 for com-
parison. Then, we increase the system size while fixing
Lx = Ly and varying only Lz (the dimension perpendicu-
lar to the shear plane, that enters in a ‘different’ way than
the other two in the propagator A7). This yields a scal-
ing 〈xmin〉 ∼ N−1 controlled by 〈xmin〉 ∼ L−1z since the
system size in the other two dimensions is fixed. Finally,
we do inversely and we increase the system size by grow-
ing Lx = Ly and keeping Lz fixed. This yields a scaling
〈xmin〉 ∼ N−2/3 controlled by a scaling of 〈xmin〉 ∼ L−4/3
(eq. 25) for both Lx and Ly. Notice that when the system
size is increased in this way (at a fix perpendicular direc-
tion to the shear plane) we recover the scaling observed
in the MD simulations of [7–9], that shows no exponent
difference between d = 2 and d = 3.
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In Fig. 11 we take a look to the P (x) distributions in
these asymmetric boxes for different aspect ratios. On
one hand, we have fixed Lx = Ly = 64 and vary Lz
between 8 and 384. On the other hand, we have fixed
Lz = 64 and vary Lx = Ly between 16 and 512. No-
tice first that, when Lz is the only changing dimension,
the plateau level actually increases, with a small positive
power, and it seems to saturate for large sizes around
P0 ∼ 0.12. So, the strong 〈xmin〉 scaling decreasing as
1/N , is accompanied by a barely changing P0 with N ,
as we could have expected from Eq. 19. These curves
for P (x) have the particularity that they only show a
power-law regime at ‘large’ values of x, and they cor-
respond to an ‘abnormally small’ value of θ, coincident
with the many times reported [11, 14] but never truly
justified θ ' 0.35− 0.37 in 3D. This θ value would point
to µ < 1, beyond the assumptions used for the derivation
of our scaling arguments.
Now, if we analyze the curves when varying Lx = Ly
at fix Lz things change dramatically. First, the plateau
level is ‘well behaved” decreasing as N increases. In fact,
a reasonable P0 ∼ N−0.3 accompanies the scaling of xmin
shown in Fig.10 for this case. Secondly, the larger system
sizes clearly display a different power-law at intermediate
x values, with P (x) ∼ x0.66 in such range. As it stands
closer to the boundary x = 0, that will be the power-law
dominating the system’s dynamics close to the transition
(e.g., the value of the flowcurve exponent β [15, 16]). In
fact, in d = 3, H = 1/(2θ) ' 0.75− 0.77 is expected [16],
consistent with θ ' 0.65 − 0.66. Moreover, θ ' 0.66
suggests a value of µ = 2θ ' 1.33 in d = 3, which brings
the problem back into the range of validity of our general
assumptions for the derivation of the scalings (21 and 22).
How this two clearly different finite size scalings – (i)
growing the system in the direction perpendicular to the
shear plane or (ii) growing the system in the directions of
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Figure 10. Dependence of xmin with system size N for the 3D
Picard’s model with different aspect ratios. The sketch of the
inset represents the 3D simulation box with its dimensions
Lx, Ly and Lz, and arrows indicating the strain deformation
that gives rise to the propagator that we use for d = 3 in this
work (Eq.A7).
the shear plane – are combined to produce the empirically
observed 〈xmin〉 ∼ N−7/9 and P0 ∼ N−2/9 for 3D cubic
boxes is an open question.
V. SUMMARY AND DISCUSSION
In this paper we have considered the problem of the
strain load ∆γ needed to trigger consecutive avalanches
in the steady state of quasistatically deformed amorphous
solids. In particular, we studied the finite-size scaling of
its mean value 〈∆γ〉. The values of ∆γ are intimately
related to the distribution P (x) of local distances to
instability x; 〈∆γ〉 is simply proportional to the aver-
age value of the minimum x across the system, namely
〈∆γ〉 ∼ 〈xmin〉.
We have built a theoretical argument starting by sim-
ple random walks of x with an absorbing boundary to
show how the effect of a discrete step induces a finite
value of P (x) at the boundary. Then we stood on an al-
ternative mean-field modeling approach for the yielding
phenomena [15, 17], considering as the physically relevant
case the one in which the mechanical noise is generated by
extended and collective plastic events, leading to a fat tail
noise distribution with 1<µ< 2. The mechanical noise
generated by these avalanches has a discrete nature, and
therefore the distribution of P (x) is expected to acquire
a finite value as x→ 0, namely P (x→ 0) = P0 6= 0. This
scenario is confirmed by extensive numerical simulations
of a classical elastoplastic model in 2 and 3 dimensions.
Even though the value of P0 decreases to zero as
N → ∞, and therefore it could be naively considered
a finite-size effect, its behavior with system size hap-
pens to be precisely what governs the scaling of 〈xmin〉,
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and thus of 〈∆γ〉, our quantity of interest. Our theo-
retical analysis is able to justify a universal dependence
〈∆γ〉 ∼ N−α, with α = 2/3, independent of spatial di-
mension and system parameters, as is actually found in
MD simulations [7, 8]. Moreover, we have no need to as-
sume a particular shape for the energy barriers [8] in do-
ing so. It is worth mentioning nevertheless, that, as most
of the numerical literature on the field, our construction
assumes so far an athermal system. In this case the dy-
namics is dominated by the minimal value of distance to
instability, xmin, at every loading step. A finite tempera-
ture in a thermodynamic system (N →∞) may blur this
(otherwise strictly) extremal dynamics. It might be an
interesting problem for future works to analyze how our
predictions are impacted by a finite temperature.
In the numerical results presented here for EP models
in d = 2 the value α = 2/3 is clearly obtained. However,
the corresponding results in symmetric (i.e., cubic) d = 3
systems display a different value α ' 7/9. We have iden-
tified a possible reason for this discrepancy in d = 3 in
an unforeseen 〈xmin〉 scaling dependence with the linear
size of the sample along different directions relative to
the externally applied shear. In contrast with the d = 2
case, the interaction kernel in d = 3 is not symmetric
in all coordinates. Growing the system in the direction
perpendicular to the shear plane has an effect markedly
different on 〈xmin〉, than growing it in the other directions.
By studying d = 3 systems of different aspect ratio we
address these multiple scalings, showing that in the case
in which the dimension perpendicular to the shear plane
is kept fixed, α ' 2/3 is recovered even in d = 3 elasto-
plastic systems. The different scalings of 〈xmin〉 and P0
with the different linear dimensions of a 3D system can
be rationalized by a gedanken problem in which the 3D
system behaves as a collection of independent 2D sys-
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tems. However, there is no basis to expect that this is
actually the way in which a 3D system behaves and we
know that the dynamics of interactions is more complex
than that.
In any case, a definite value of α implies additional
predictions on other critical exponents of the yielding
transition. For instance, the avalanche distribution ex-
ponent τ and the fractal dimension of avalanches df are
linked to α through [11, 15]
dα = d− df (2− τ). (27)
(note that this relation is usually written using θ instead
of α, by applying the extra assumption α = 1/(1 + θ),
that we consider not justified in the steady state). A
unique value α = 2/3 in d = 2 implies df (2 − τ) = 2/3.
Most of the values reported in the literature satisfy this
relation. In particular, we have tested for six different
EP models [15] df ' 1 and τ ' 1.33. For d = 3, we must
still understand which is the value of α that we should
expect, but df and τ could also suffer from an asymmetry
effect if Eq. 27 is expected to hold.
Finally, all this picture should be compatible with
known results for the as-quenched state; with rigorous
power-laws for P (xmin) and P (x) at small arguments. We
believe that the effective mechanical noise governing the
distribution P (x) and its properties, like the one that
defines the finite-size scaling of 〈xmin〉, must display sys-
tematic biases in the non-universal transient. While we
will not venture to link transient values of µ (or H) with θ
in such a regime (which, furthermore, is only measurable
on a given system size for certain ranges of initial anneal-
ing), our guess is that avalanches progressively build up
and their geometry -encoded in df [11, 20]- varies with
strain, therefore modifying the effective noise, until it
reaches a steady distribution governed by 1 < µ < 2.
Conclusion
In conclusion, we have provided a novel interpretation
of the finite size scaling of 〈∆γ〉 in the steady state of
amorphous systems under deformation. This interpreta-
tion seems to conciliate MD simulation results and EP
constructions, otherwise in contradiction in this limit.
While the hypothesis of a marginal stability behavior,
rooted in the celebrated P (x) ∼ xθ pseudo-gap, has been
proved to hold in the as-quenched isotropic state of model
glasses [7, 8] and still renders important outcomes in the
transient [20, 24], it does not seem to apply ‘as-is’ to
the steady state case. There, at least, the system dy-
namics is correlated at the level of avalanches and this
naturally produces a finite value of P (x) as x→ 0, when
observing the P (x) distribution in the quasistatic limit,
justified on a discrete step for the effective dynamics of
the x values. This behavior of P (x) does not invalidate
the essence of the yielding transition, anchored in the
sub-extensive scaling of 〈∆γ〉−1; since the level of such
asymptotic plateau at small x is itself dependent on N
and is shown to govern the behavior of 〈∆γ〉 ∼ N−α,
independently on θ.
Some questions remain open, and we hope they will
motivate further endeavors on the subject. But we be-
lieve that this is a first step in shedding light on a prob-
able misconstruction in the field, based in a wrong ex-
trapolation of arguments valid in the early deformation
regime to the steady state case.
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Appendix A: Elastoplastic model and simulation
protocol
EP models are intended to describe amorphous ma-
terials at a coarse-grained-level, laying in between the
particle-based simulations and the continuum-level de-
scription [5]. In short, the amorphous solid is represented
by a coarse-grained scalar stress field Σ(r, t), at spatial
position r and time t under an externally applied shear
strain. Space is discretized in blocks (e.g., square lattice).
At a given time, each block can be “inactive” or “active”
(i.e., yielding). This state is defined by the value of an
additional variable: n(r, t) = 0 (inactive), or n(r, t) = 1
(active). An over-damped dynamics is imposed for the
stress on each block, following some basic rules: (i) The
stress loads locally in an elastic manner while the block
is inactive. (ii) When the local stress overcomes a local
yield stress, a plastic event occurs with a given probabil-
ity, and the block becomes “active” (n(r) is set to one).
Upon activation, dissipation occurs locally, and this is ex-
pressed as a progressive drop of the local stress, together
with a redistribution of the stresses in the rest of the sys-
tem in the form of a long-range elastic perturbation. A
block ceases to be active when a prescribed criterion is
met. The auxiliary binary field n(r, t) shows up in the
equation of motion for the local stress Σ(r, t), defining
a dynamics that is typically non-Markovian. While the
structure of the equation of motion for the local stresses
is almost unique in the literature, both its parameters
and the rules governing the transitions of n(r) (0 
 1)
show a variety of choices.
We define our EP model as a d-dimensional scalar field
Σ(r, t), with tipically d = 2 or 3, and r discretized on
a square/cubic lattice and each block Σi subject to the
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following evolution in real space
∂Σi(t)
∂t
= µγ˙ext +
∑
j
Gijnj(t)
Σj(t)
τ
; (A1)
where γ˙ext is the externally applied strain rate, and the
kernel Gij is the Eshelby stress propagator [37].
It is sometimes convenient to explicitly separate the
i = j term in the previous sum, as
∂Σi(t)
∂t
= µγ˙ext − g0ni(t)Σi(t)
τ
+
∑
j 6=i
Gijnj(t)
Σj(t)
τ
;
(A2)
where g0 ≡ −Gii > 0 (no sum) sets the local stress
dissipation rate for an active site. The form of G is
G(r, r′) ≡ G(r, ϕ) ∼ 1pir2 cos(4ϕ) in polar coordinates,
where ϕ ≡ arccos((r − r′) · rγ˙(ext)) and r ≡ |r − r′|. For
our simulations we obtainGij from the values of the prop-
agator in Fourier space Gq, defined as
Gq = −
4q2xq
2
y
(q2x + q
2
y)
2
. (A3)
for q 6= 0 and
Gq=0 = −κ (A4)
with κ a numerical constant (see below). Note that in
our square numerical mesh of size L× L, q2x, q2y must be
understood as
q2x,y ≡ 2− 2 cos
(pimx,y
L
)
(A5)
with mx,y = 0, ..., L− 1.
The elastic (e.g. shear) modulus µ = 1 defines the
stress unit, and the mechanical relaxation time τ = 1,
the time unit of the problem. The last term of (A2)
constitutes a mechanical noise acting on Σi due to the
instantaneous integrated plastic activity over all other
blocks (j 6= i) in the system.
The picture is completed by a dynamical law for the
local state variable ni = {0, 1}. We define hereafter the
rule corresponding to the Picard’s model [35] that we use:
ni :
{
0→ 1 at rate τ−1on if Σi > σY
0← 1 at rate τ−1off
(A6)
where τon and τoff are parameters and P (σY) = δ(σY−1).
In d = 3, the Eshelby kernel for one scalar component
of the deviatoric strain in Fourier space can be written
as
G3Dq = −
4q2xq
2
y + q
2
z(q
2
x + q
2
y + q
2
z)
(q2x + q
2
y + q
2
z)
2
(A7)
and the dimensional extension of the dynamics is
straightforward.
1. Quasistatic protocol
For the analysis of avalanche statistics, it is convenient
to have a protocol that allows for the triggering and un-
perturbed evolution (no driving) of avalanches until they
stop, guaranteed by a degree of stress non-conservation
κ > 0 (we use κ = 1, as in previous strain-controlled
EP models implementations [14, 38, 39], unless otherwise
specified). This is the quasi-static protocol described
here.
Starting from any stable configuration, i.e., no site
is active and no site stress is above its local threshold
(ni = 0 and Σi < σYi for all sites), the next avalanche
of plastic activity is triggered by globally increasing the
stress by the minimum amount necessary for a site to
reach its local threshold. That site (the weakest) is ac-
tivated at threshold with no stochastic delays; it per-
turbs the stress values of other sites and the rest of the
avalanche evolves without any external drive following
the dynamics prescribed by Eq. (A2) (and the corre-
sponding activation rule) with γ˙ = 0. The avalanche
stops once there are no more active sites and all stresses
are below their corresponding thresholds again. At this
point the loading process is repeated. For each simula-
tion run, data is collected only in the steady-state.
Appendix B: Model with a quenched random kernel
In this Section we analyze the properties of a model
with a different form of the interaction kernel. Instead of
using the appropriate interaction to describe the proper-
ties of yielding, namely the Eshelby kernel presented in
Eq. A3, we consider a model in which the Gq kernel takes
random values. In concrete, we use
Gq = −RND(q). (B1)
where RND(q) stands for an independent random num-
ber chosen from a flat distribution between 0 and 1 for
each value of q. Note that this is a “quenched” random
kernel, since the form of Gq is chosen once and for all at
the beginning of the simulation.
Although this is probably not a realistic model to de-
scribe any physical situation, there are a few reasons
that make the study of this model interesting. The first
one concerns its relation with another version of a “ran-
dom” yielding model, namely the He´braud-Lequeux (HL)
model [40, 41]. In its essence, the HL model for a system
with N sites considers that every time a single site per-
forms a plastic re-accommodation, it produces a random
kick of finite variance σ (with σ ∼ N−1/2) on every other
site. Note however that in this case the values of the ran-
dom kicks are refreshed at every plastic event[42]. From
its very definition the mechanical noise in the HL model
is a standard random walk, corresponding to a value of
µ = 2. In the quenched random case we are examin-
ing, we must first understand what are the properties
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Figure 12. (a) The form of P (x) for system with different
number of sites N in the quenched random kernel case. The
dashed line displays the expected behavior P (x) = C1 + C2x
on the N = 2562 data. (b) The scaling of P0 and 〈xmin〉
with N . Symbols are the result of simulations. Straight lines
indicate the expected ∼ N−1/2 dependence.
of the uncorrelated mechanical noise felt by a particular
target site. The quenched random kernel Gq generates
values Gr that are mostly uncorrelated spatially, and dis-
tributed with a finite variance σ. This is enough to guar-
antee that we will find a value µ = 2 (and therefore [21]
θ = 1) as in the HL model. In addition, the dependence
of σ on the number of sites N in the system is σ ∼ 1/√N ,
as in the HL model. Then we can write down the scaling
of P0 with N from (the limit of validity of) Eq. 11, which
is independent of the details of the kernel, as
P0 ∼ N−1/2 (B2)
and also
〈xmin〉 ∼ N−1/2 (B3)
thus finding in the present case a different scaling that
the one given by Eqs. 21 and 22. The arguments that led
to Eqs. 21 and 22 fail here because the scaling of σ with
N obtained in Eq. 18 was based in the conservation of
the number of large kicks when system size is increased
(see Fig. 5), something that does not occur here because
of the assumed non-decaying nature of the interactions.
We performed simulations with a quenched random
kernel and evaluated the distribution P (x), and the value
of 〈xmin〉. The simulations shown here were done in two
spatial dimensions, but we verified that exactly the same
results are obtained in three dimensions if the number
of sites in the system is maintained. This is of course
related to the fact that in a randomly interacting model
dimensionality plays no relevant role.
Figure 12 shows the results of simulations with the
random kernel. The upper panel shows the form of P (x)
for different values of N and we can see that the value
θ = 1 for P (x) ∼ xθ in an intermediate range of x is
well established as N increases. The lower panel shows
the scaling of P0 and 〈xmin〉 with N , where we observe
clearly the expected ∼ N−1/2 dependence.
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