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A common problem faced by many firms in their supply chains can be abstracted as follows. Periodically, or at thebeginning of some selling season, the firm needs to distribute finished goods to a set of stocking locations, which, in
turn, supply customer demands. Over the selling season, if and when there is a supply-demand mismatch somewhere, a
re-distribution or transshipment will be needed. Hence, there are two decisions involved: the one-time stocking decision
at the beginning of the season and the supply/transshipment decision throughout the season. Applying a stochastic
dynamic programming formulation to a two-location model with compound Poisson demand processes, we identify the
optimal supply/transshipment policy and show that the optimal initial stocking quantities can be obtained via maximiz-
ing a concave function whereas the contribution of transshipment is of order square-root-of T. Hence, in the context of
high-volume, fast-moving products, the initial stocking quantity decision is a much more important contributor to the
overall profit. The bounds also lead to a heuristic policy, which exhibits excellent performance in our numerical study;
and we further prove both the bounds and the heuristic policy are asymptotically optimal when T approaches infinity.
Extension to multiple locations is also discussed.
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1. Introduction
Many firms worldwide share some common
challenges in their supply chains that, at a high level,
can be stated as follows. Periodically, or at the begin-
ning of some selling season, the firm needs to dis-
tribute finished goods to a set of distribution centers
(DC’s) or stocking locations, which, in turn, supply
customer demands. Over the selling season, almost
inevitably there will be some supply-demand mis-
match somewhere, such that a re-distribution of the
inventory among the DC’s is required. Re-initiate pro-
duction to cover the shortage would be too costly,
and the lead time would be too long relative to the
selling season.
For example, a major manufacturer of flat panel TV
headquartered in Shenzhen, with factories located in
the Pearl River Delta, runs its production on a
3-month cycle, and ships finished goods every quarter
to DC’s located in various regions of China. The
quantity shipped to each DC is based on the demand
forecast of the geographical area it covers. It is impor-
tant to the company to do this quarterly distribution
right so as to minimize the needs for re-distribution
later if there is a significant imbalance in supply and
demand. Another example, a company located in
Guangzhou, sells various kinds of small commodities,
such as video game accessories, to the markets in Eur-
ope on eBay. The annual revenue is around 20 million
USD. It normally replenishes stocks of its two DCs,
one in Germany, another in UK, every quarter by
Ocean, which takes around 53–56 days. Between two
replenishments, if a product is out of stock in one DC,
the company will transship from another DC to fill
the demand.
Through the Li and Fung Institute at the Chinese
University of Hong Kong, we have been exposed to
many supply chain management problems of IDS
Logistics International (now Li & Fung Logistics), the
logistics services subsidiary of Li and Fung Group, a
worldwide leader in supply chain management based
in Hong Kong. Many of the inventory control
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problems IDS has been tackling throughout its global
supply chains have similar features, namely, periodic
distribution of finished goods to worldwide DC’s,
and occasional re-distribution to account for supply-
demand imbalance. IDS has recognized the impera-
tive of getting things right the first time, and has been
well aware of the negative consequences of failing to
do so—high transportation costs, expensive adminis-
trative burdens associated with handling a large num-
ber of small-batch transshipment orders, and high
risks to mark-down or obsolescence of surplus inven-
tory.
The re-distribution aspect of the problem presented
above usually takes the form of inventory transship-
ment—taking products from one DC to another DC to
supply the latter’s demand. In the literature, inven-
tory systems with transshipments have been a well
studied subject; see a recent survey by Paterson et al.
(2011). Most of the literature has been focused on
identifying optimal or near optimal transshipment
policies, along with replenishment decisions that have
simple forms such as base-stock or one-for-one
replenishment policies. (A more detailed review of
the related literature is presented at the end of this
section.)
Like many previous studies, ours also addresses
the joint optimal replenishment and transshipment
decisions, and does so via a stochastic dynamic pro-
gramming (DP) formulation. Specifically, there is the
one-time initial stocking decision, which must be
made at the beginning of the selling season. In addi-
tion, the firm also needs to take into account the sup-
ply and transshipment decisions that will be made
after the season starts and throughout the planning
horizon—whether or not to supply a demand directly
(i.e., from the location’s own inventory) or via trans-
shipment. Focusing on a two-location model (i.e.,
with two DC’s, because in some cases, the firm only
allows transshipments between two DCs that are not
far from each other, e.g., both located in Europe.), we
are able to consider a parametric setting that is quite
general. For instance, we do not preclude cases in
which it might be worthwhile to reserve inventory at
one location—even when facing its own demand—for
possible future supply of the other location’s demand
(via transshipment). In addition, we model the
demand by a compound Poisson process, allowing
batch orders. Even with this generality, it is still quite
routine to establish the optimality of policies that are
characterized by thresholds or switching curves—
supply or transship only if the on-hand inventory
level exceeds a certain level which may depend on
both time and states (inventory levels). Furthermore,
the optimal initial stocking quantities can be obtained
by solving a concave maximization problem, with the
objective function being the DP value function.
What’s highlighted above, however, is not the main
objective of our study, and indeed we do not count
the results around the DP as our paper’s primary con-
tribution. Our aim is to go beyond identifying and
proving optimal policies; we want to be able to differ-
entiate and quantify the respective values of the two
decisions, the initial stocking quantities and the in-
season transshipment policy. Specifically, we want to
show that the contribution of the former is of order T,
a scaling parameter on the demand rate; whereas the





it is worth noting that when T is small, the contribu-
tion from transshipment can still be rather significant.
This result makes precise what practitioners in the
business have intuitively grasped all along and have
always striven to achieve: getting the initial stocking
decision right, which is much more important than
relying on in-season re-distributions.
To accomplish this objective, we cannot deal
directly with the rather unwieldy problem of optimiz-
ing the order quantities over the DP value function.
Instead, we make use of its structural properties and
the form of the optimal policy to construct upper and
lower bounds on the value function. Working with
the upper and lower bounds together leads to what
we want to establish as outlined above. In addition,
the bounds yield other important benefits. First, the
optimal order quantities for the upper bound problem
can be written in the following form, based on the
asymptotic normality of compound Poisson,




; i ¼ 1; 2; ð1Þ
where superscript u refers to the upper bound and i
indexes the two locations; i denotes the demand
rate, Bi the random demand batch size, and q
u
i is
obtained from maximizing the upper bound prob-
lem and is independent of T—it only depends on
the location and other cost parameters. Similar
results hold for the optimal order quantities for the
lower bound problem as well. In addition, numeri-
cal results demonstrate that the order quantities in
Equation (1) coincide with those optimized from the
DP in most cases. Second, the bounds naturally sug-
gest a heuristic policy—use the optimal order quan-
tities from the upper bound, along with a simple
reservation policy for transshipment decisions. This
heuristic does not require optimizing the order
quantities over the DP recursion, and numerical
results have shown its excellent performance. Third,
the upper- and lower bound solutions and the
heuristic policy are all asymptotically optimal in the





off optimality (in terms of absolute
error). Finally, we extend the model to a more
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general three-location case, where we demonstrate
that the heuristic policy proposed for the two-loca-
tion model extends naturally to multiple locations,
and the asymptotic optimality can still be estab-
lished using the same idea.
The study is organized as follows. A brief review of
the related literature is presented in the rest of this
introductory section. In section 2, we present the DP
formulation of the problem and its structural proper-
ties, and characterize both the optimal transshipment
policy and the optimal initial order quantities. In sec-
tion 3, we develop upper and lower bounds for the
DP value function, and study the asymptotic behavior
of the bounds in section 4. In section 5, we propose a
heuristic policy, and examine its performance
through numerical examples. Extension to multiple
locations is discussed in section 6. Concluding
remarks are summarized in section 7.
1.1. Literature Review
As mentioned above, inventory control with trans-
shipment has been extensively studied in the litera-
ture. Paterson et al. (2011) provide an updated and
extensive survey in this area and so we just review
the studies most related to our work, in particular,
multi-period systems with reactive transshipment
(transshipment decision is made upon each demand
arrival, in contrast to “proactive transshipment” of
which transshipment takes place before demand arri-
val) and partial pooling or rationing (items can be
reserved for future local demand).
In the literature, papers that focus on studying
transshipment in a two-location model include the
following. Tagaras (1989) studies the optimal policy
for a two-location problem with service level con-
straint at each location. Tagaras and Cohen (1992)
extend Tagaras (1989) to a model with positive
replenishment lead time and propose a class of partial
pooling policy for transshipment and a heuristic for
solving near-optimal base-stock levels. Archibald
et al. (1997) consider an infinite-horizon problem, in
which the firm can replenish its inventory at the
beginning of each period. Within each period,
demand arrives unit by unit, when a store is stock
out, demand has to be satisfied by either transship-
ment or an emergency order. Zhao et al. (2008) study
an infinite-horizon make-to-stock system with trans-
shipments before and after demand realization. The
system is modeled as two M/M/1 queues and the
optimal production and transshipment policies are
characterized. Archibald et al. (1997) and Zhao et al.
(2008) both consider a Poisson demand arrival pro-
cess. Hu et al. (2008) incorporate uncertain ordering
capacity into a periodic-review inventory model with
replenishment and transshipment decisions and
characterize the optimal ordering and transshipment
policies. (Note that a same two-location model
without uncertain ordering capacities is studied in
Robinson (1990).) Yang and Qin (2007) extend Hu
et al. (2008) by allowing transshipments even when
inventory is negative.
For multi-location models, Robinson (1990) studies
a finite-horizon periodic-review problem that allows
transshipment between retail outlets while Herer
et al. (2006) consider a similar model with a long-run
average cost criterion. Both papers focus on showing
the optimality of base-stock replenishment policies
and how to solve the base-stock levels. The structure
of the optimal transshipment policy is not character-
ized. Assuming each location implements an (R,Q)
replenishment policy, Axs€ater (2003) considers a
model with compound Poisson demand and analyzes
a heuristic transshipment policy. The emphasis is on
evaluating the performance of the proposed policy.
Other related studies on multi-location transshipment
include Archibald (2007) and Archibald et al. (2009).
All the above-mentioned studies on transshipment
either focus on characterizing the optimal policies or
evaluating a given class of policies, and hence, have
rather different objectives than ours. We are able to
quantify the respective values of the two decisions,
initial stocking quantities and the transshipment pol-
icy, in terms of their contributions to the overall profit,





. This line of investigation directs us to develop
upper and lower bounds on the DP value function,
which, in turn, suggest a heuristic policy with easy-
to-compute decisions and is provenly optimal when
T?∞.
Our study also relates to the revenue management
problem, as each location needs to dynamically allo-
cate its inventory to fulfill two potential classes of
demand (as explained above) with different marginal
revenues. In particular, Robinson (1995) considers an
airline revenue management problem with multiple
fare classes that arrive concurrently rather than
sequentially and derive the optimal booking limit for
each fare class. The transshipment decision in our
problem when one location is out of stock is similar to
whether or not to accept passengers from a fare class;
hence, our optimal transshipment policy shares a
similar structure as the optimal booking limits in
Robinson (1995). Meanwhile, our separation-of-scale
result on the values of initial stocking and in-season
transshipment decisions shares a similar spirit as the
findings in static pricing vs. dynamic pricing in
single- and multi-product revenue management
problems. Gallego and van Ryzin (1994, 1997) find an
upper bound on the expected revenue based on
analyzing the deterministic version of the problem
and use this bound to prove that simple fixed price
policies are asymptotically optimal as the volume of
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expected sales tends to infinity. Indeed, the revenue
under a pre-determined fixed price at the beginning
of the selling season is of O(T) order, while dynamic
pricing over time, reacting to demand uncertainty,
can achieve additional revenue of Oð ffiffiffiTp Þ order.
Cooper (2002) further shows that solutions of a single
well-known linear program generate allocation poli-
cies for a multi-product revenue management prob-
lem, for which the normalized revenue converges in
distribution to a constant upper bound on the optimal
value. For other related works in revenue manage-
ment, interested readers are referred to McGill and
van Ryzin (1999). Different from most works in rev-
enue management, we consider initial stocking deci-
sion at both stores.
Lastly, transshipment between different locations
can be viewed as a form of inventory pooling. Eppen
(1979) shows that if N individual markets with nor-
mally distributed and uncorrelated demands are
pooled together, then the benefit from inventory pool-




. Corbett and Rajaram (2006)
extend the results of Eppen (1979) to more general
distribution and show that inventory pooling is more
valuable when demands are less positively depen-
dent. Alfaro and Corbett (2003) study the effect of
non-optimal inventory policies and the effect of non-
Normal demand on the value of pooling and find that
the value of pooling may be negative under subopti-
mal inventory policy. Berman et al. (2011) report sim-
ulation results to argue the accuracy with regard to
the benefits of pooling as a function of the distribution
variance using a number of non-Normal distributions.
They conclude that more theoretical analysis is
needed to explore the relation between variability and
benefits of pooling. These studies are limited to one-
period newsvendor settings.
2. Dynamic Programming Formulation
and Optimal Policies
Consider a firm selling a seasonal product through its
two distribution outlets/stores located at different
territories. At the beginning of the selling season, the
firm needs to decide how many units of the product
to produce and deliver to each store. The unit cost for
store i is ci, i = 1,2, which may include both produc-
tion and logistics expenses (hence, may be different
between the two locations). The retail price at store i
is pi [ ci; and, again, to account for regional differ-
ences, we allow p1 6¼ p2 (see e.g. Rudi et al. 2001).
After the selling season starts, the firm has no addi-
tional opportunity to replenish the stock at either store,
due to the long lead time or long production cycle rela-
tive to the selling season. Hence, in the case of any
supply-demand mismatch, the only recourse is to
transship from one store to the other. Transshipment
lead times are assumed negligible (effectively zero),
same as in other studies (e.g., Archibald et al. 1997,
Hu et al. 2008). (This assumption is justified in the
application context of our study, since transshipment
lead times are usually in days whereas production/re-
plenishment lead times are in months. In addition,
assuming a zero transshipment lead time avoids the
modeling complexity of having to track the orders in
transit, which distracts from our primary focus—to
compare and contrast the impact of the two decisions,
initial stocking and transshipment.) Each unit of
inventory transshipped to store j (from store i 6¼ j)
incurs an additional cost sj. Any demand that is not
filled upon arrival is assumed lost. For simplicity, we
ignore any lost-sales penalty (other than the lost rev-
enue), and also ignore the salvage value of any leftover
units at the end of the season. These costs, however,
can be readily incorporated into our model without
affecting its main structure.
Customer demand arrives at store i following an
independent compound Poisson process with arrival
rate i (i = 1,2) and random batch size Bi. Instead of
assuming PðBi ¼ 1Þ ¼ 1, that is, a simple Poisson
demand process, as in many papers in the literature
(e.g., Archibald et al. 1997), allowing a general batch
size of each arriving customer increases the applica-
bility of our results because each order to a DC often
consists of multiple units. Even for retail stores, con-
sumers often buy more than one unit per store visit.
To facilitate the DP formulation below, we consider a
discretized version of the compound Poisson process.
Specifically, let the time interval [0,1] represent the
selling season; and divide the interval into T equal
segments (or, “periods”). Without loss of generality,
assume that T is chosen to be large enough so that no
more than one demand will arrive (at one of the two
stores) within each period (of length 1/T). This way,
we can interpret i :¼ i=T as the probability of hav-
ing a demand arrival to store i, and 1  1  2 as
the probability that no demand occurs at either store.
Hence, necessarily, we require i 2 ð0; 1Þ, for i = 1,2,
and 1 þ 2  1. Later, in the asymptotic analysis,
we will use the same T notation as a scaling parame-
ter; but here in the DP formulation, T, once chosen, is
fixed.
Each arriving demand at store i brings an order of
size Bi, a non-negative discrete random variable with
a given distribution and a finite second moment. Sup-
pose B1 and B2 are mutually independent, and also
independent of the Poisson arrival processes. There
are two types of decision involved. First, at the begin-
ning of the season, there is the one-time order quan-
tity decision: Qi for store i = 1,2. Second, throughout
the season, if and when there is a demand arrival at
say, store i, the decision is: how much of the demand
will be supplied using the inventory at store i, and
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how much will be supplied via a transshipment from
the other store j. (We allow partial fulfillment of any
orders.) Under certain conditions on the system
parameters (prices and costs in particular), some deci-
sions may become obvious, e.g., always try to fill
demand (to store i) and never do transshipment if
there is stock available (at store i); but we do not
assume such conditions a priori. The firm, which
owns the two stores, makes these two levels of deci-
sion in a centralized manner, with the objective to
maximize the total expected profit from the two stores
over the selling season.
To formulate the DP recursion, we index the peri-
ods backward; that is, we start from t = T (T periods
left in the selling season) and end at t = 0 (end of the
season). Given the inventory level at the two stores is
n :¼ ðn1; n2Þ, let RtðnÞ denote the maximal total
expected profit to go when there are t periods left in
the season. Because any unsold product at the end of
the season has zero salvage value and there is no
additional replenishment opportunity once the season
starts, we have the following boundary conditions:
R0ðn1; n2Þ ¼ 0; 8n1; n2; Rtð0; 0Þ ¼ 0; 8t: ð2Þ
Denote, for i = 1,2, ri :¼ pi  si, the unit revenue of
supplying store i’s demand via a transshipment from
the other store (recall, si the transshipment cost from














where, given B1 ¼ k1 at store 1,
R̂t;1ðn; k1Þ :¼max
x;y
fRt1ðn1  x; n2  yÞ þ p1xþ r1y;
s.t. xþ y k1; 0 x n1; 0 y n2g;
ð4Þ
and R̂t;2ðn; k2Þ is similarly defined. R̂t;iðn; kiÞ is the
optimal expected profit from period t to the end of
the planning horizon when a demand with size ki
occurs at store i in period t, which occurs with prob-
ability iPðBi ¼ kiÞ. Note, the maximization problem
in Equation (4) captures the decisions mentioned
above: x is the supply quantity directly from store 1,
and y is the transshipment quantity from store 2;
the former earns a revenue of p1 per unit, and the
latter, a reduced r1 per unit due to transshipment
cost. And the constraints dictate that the total
supply should not exceed the demand and each
supply quantity cannot be more than the available
inventory at each location. It can be seen from
Equation (3) that, the general batch size leads to an
allocation decision on how a demanded batch is sat-
isfied, e.g., some units may be satisfied using the
local stock while others are via transshipment. In
the case of unit demand, the firm just needs to
decide whether to use the local stock or transship-
ment to satisfy the demand. This makes the analysis
more involved and the optimal policy more compli-
cated, which will be evident in the following analy-
sis and results.
The optimal stocking quantity decision at the begin-
ning of the season can be obtained through solving












In the rest of this section, we first list the key struc-
tural properties of the DP, followed by a summary (in
Proposition 2) of the complete solution to both supply
and transshipment decisions. The proofs are provided
in the on-line Appendix. At the end of the section, we
address the optimal order quantity decision.
Let e1 ¼ ð1; 0Þ and e2 ¼ ð0; 1Þ, the revenue function
RtðnÞ satisfies the following properties.1 Note that we
do not restrict either the state variables ðn1; n2Þ or the
initial stocking quantities ðQ1;Q2Þ to integer values.
LEMMA 1. For each period t = 1, . . ., T,
(a) Rtðn1; n2Þ is concave and submodular in ðn1; n2Þ;
(b) RtðnÞ is increasing and concave in t and super-
modular in ðt; niÞ; and
(c) if n1 [ 0, n2 [ 0, then Rtðn  ejÞ  Rtðn
eiÞ  pi  ri; if ni [ 0, then 0  RtðnÞ  Rt
ðn  eiÞ  maxfpi; rjg, i,j = 1,2, i 6¼ j.
The submodularity of Rtðn1; n2Þ in ðn1; n2Þ implies
that the stocks at both stores are substitute to each
other, which is rather intuitive due to transshipment;
while the supermodularity in ðt; niÞ indicates that the
marginal profit of the inventory diminishes when it is
closer to the end of the selling season. Next let’s moti-
vate part (c) of the above lemma, as the other proper-
ties are quite standard. Consider the second
inequality. Recall, each unit of the inventory at store i
can be used to fill its own demand at a revenue of pi,
or to fill the other store j’s demand via transshipment
at a return rj; and there is no a priori assumption on
the order of the two values pi and rj. Hence, there are
two cases. If pi  rj, then the difference RtðnÞ
Rtðn  eiÞ is upper bounded by pi, that is, it’s always
worthwhile for store i to supply its own demand as
opposed to saving the unit for the other store’s
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demand (via transshipment). Hence, no demand at
store i will be rejected if there is stock on hand. If
pi \ rj, then it is the other way around: store i’s inven-
tory is best used to supply transshipment requests
from the other store j, whereas store i’s own demand
might be rejected. In other words, there will be ra-
tioning in supplying store i’s own demand. The first
inequality in (c) is similar (and more straightforward).
Making use of the above properties of the value
function, we can show that the optimal supply and
transshipment policies both have threshold struc-
tures. The specifics are detailed in the proposition
below, but first note several key intuitive factors. Sup-
pose a demand of size k1 occurs at store 1. Store 1 may
not supply all k1 units even it has enough stock, that
is, n1  k1; instead it may be more profitable to keep
some of its inventory for possible future transship-
ment to store 2. In other words, the supply quantity
should be optimally decided; and the solution has a
threshold structure. Similarly, if store 1 is out of stock,
either before demand k1 or after filling part of it, but
store 2 has inventory, the transshipment quantity
from store 2 to store 1 is also optimally determined,
and the solution also has a threshold structure.
PROPOSITION 2. For each period t = 1, . . ., T, i,j = 1,2
and i 6¼ j, the optimal policy is as follows. Suppose a
demand with batch size ki occurs at store i.
(a) Supply the demand only if ni [ ~ditðnjÞ, where
~ditðnjÞ :¼ argmax
zi0
fRt1ðzi;njÞ  pizig; i; j ¼ 1;2; i 6¼ j:
That is, supply ðni  ~ditðnjÞÞþ ^ ki units of the demand.
In particular, if pi  rj, then ~ditðnjÞ ¼ 0, that is,
satisfy the demand by using store i inventory as much as
possible.
(b) If store i’s inventory is exhausted and there are
still unfilled quantities in the batch, then use
transshipment from the other store j, but only if
nj [ djt, where
djt :¼ argmax
zj  0
fRt1ð0; zjÞ  rizjg; i; j ¼ 1; 2; i 6¼ j:
That is, the transshipment quantity is ðnj  djtÞþ
^ðki  niÞ. In particular, if pj  ri, then djt ¼ 0, that is,
transship as much as possible from store j to fill the
demand.
Furthermore, dit is increasing in t, and ~ditðnjÞ is decreas-
ing in nj and increasing in t.
Note the monotonicity of the thresholds follows
from the submodularity of Rtðn1; n2Þ in ðn1; n2Þ and
the supermodularity of Rtðn1; n2Þ in ðt; niÞ, i = 1,2.
Intuitively, when more periods are left till the end of
the planning horizon, each store tends to reserve
more for its own demand; and each store will reserve
less for transshipment when the other store has more
inventory.
Finally, we study how to determine the initial
stocking levels at both stores via solving the maxi-
mization problem in Equation (5). First note that
VðQ1;Q2Þ is concave and submodular, which follows
directly from Lemma 2(a). Hence, given Q2, the opti-




The (joint) concavity of VðQ1;Q2Þ then implies that
Vðf1ðQ2Þ;Q2Þ is concave in Q2, and the optimal




and Q1 ¼ f1ðQ2Þ. So we just need to solve the above
two concave maximization problems sequentially to
obtain the optimal initial stocking levels ðQ1;Q2Þ.
Based on the concavity and submodularity of
VðQ1;Q2Þ, we have the following lower and upper
bounds for the maximizer ðQ1;Q2Þ: Qi  Qi  Qi for
i = 1,2, where
Q1 ¼ argmax
Q1  0







VðQ1;1Þ; Q2 ¼ argmaxQ2  0Vð1;Q2Þ:
Obviously, these bounds can narrow down the




An upper bound for VðQ1;Q2Þ is the value function
under the so-called hindsight-optimal policy. This
refers to, given the realized total demand over the sea-
son, D1 and D2, and the initial stocking quantities
ðQ1;Q2Þ, find, for i = 1,2, the optimal xi, the direct
supply quantity (i.e., the part of Qi that supplies Di),
and the transshipment quantity yi (i.e., the part of Qi
that supplies Dj). These can be obtained from solving
the following linear program (LP)
max
ðx1;y1;x2;y2Þ
p1x1 þ r2y1 þ p2x2 þ r1y2 ð8Þ
s.t. x1 þ y1 Q1; x2 þ y2 Q2;
x1 þ y2 D1; x2 þ y1 D2;
xi; yi  0; i ¼ 1; 2:
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Solve the above LP and substitute into the objective
function. Take expectation with respect to ðD1;D2Þ,
and subtract the cost
P2
i¼1 ciQi, we obtain an upper
bound on VðQ1;Q2Þ, denoted by VuðQ1;Q2Þ:











Case (ii): pi  rj and pj \ ri (i,j = 1,2; i 6¼ j),
VuðQ1;Q2Þ ¼piEðQi ^DiÞ þ riE½Qj ^ ðDi QiÞþ
þ pjE½Dj ^ ðQj  ðDi QiÞþÞþ





We have the following results for the upper bound
problem.
PROPOSITION 3. For each given ðQ1;Q2Þ, VðQ1;Q2Þ 
VuðQ1;Q2Þ, where the upper bound Vu follows the
expressions in Equations (9) and (10). In particular,
VðQ1;Q2ÞVuðQ1;Q2ÞVuðQu1 ;Qu2Þ;
where ðQu1 ;Qu2Þ denotes the maximizer of VuðQ1;
Q2Þ, and recall ðQ1;Q2Þ denotes the maximizer of
VðQ1;Q2Þ.
With these, under the hindsight policy, transship-
ment is no longer filled dynamically while the firm
can make transshipment decisions after seeing the
total demand over the season. And so the problem is
similar to the one in Rudi et al. (2001) who consider a
single-period centralized/decentralized transship-
ment problem while assuming pi  rj for i 6¼ j and so
studying only Equation (9).
Furthermore, properties in Lemma 2(a) also hold for
VuðQ1;Q2Þ, as they do for VðQ1;Q2Þ ¼ RTðQ1;Q2Þ
 c1Q1  c2Q2, the DP value function. However, since
Vu is very different from V in structure (the latter is
based on the DP recursion, whereas the former is
derived from the LP), these properties should not be
taken as inherited from V.
LEMMA 4. VuðQ1;Q2Þ has the following properties:
(a) VuðQ1;Q2Þ is concave in ðQ1;Q2Þ and submodular;
(b) If ci [ cj þ si for i,j = 1,2, i 6¼ j, then Qui ¼ 0.
Lemma 4(b) is intuitively clear: if purchasing a
unit at store j plus the transshipment cost to store i
is less costly than purchasing a unit at store i, j 6¼ i,
then, store i should keep no stock at all: its demand
will be either rejected or supplied via transship-
ment.





i , where NiðTÞ follows a Bionomial dis-
tribution with parameters i and T, and Bni is an inde-
pendent replica of the batch size Bi. Given the
distribution of Bi, it is then straightforward to derive
the distribution function of Di, which we denote as
FiðÞ. Moreover, based on the properties in Lemma 4(a),
it is easy to solve ðQu1 ;Qu2Þ numerically. Based on the
submodularity of VuðQ1;Q2Þ, we can easily derive
lower and upper bounds for ðQu1 ;Qu2Þ : Qui  Qui  Qui ,
i = 1,2. Specifically, to derive Qui , take derivative with
respect to Qi of Equations (9) or (10) and let Qj ! 1,







(note that if 1  cisi \ 0; F1i ð1 
ci
si
Þ :¼ 0), where
F1i ðÞ denotes the inverse distribution function of
Di. On the other hand, Qui corresponds to letting
Qj ¼ 0, j 6¼ i. Hence
Case (i):p1  r2, p2  r1, for i ¼ 1; 2; Qui satisfies
ðpi rjÞPðDi\Qui Þþ rjPðD1þD2\Qui Þ ¼ pi ci; j 6¼ i;
Case (ii):pi  rj, pj \ ri, for i,j = 1,2 and i 6¼ j, Qui and
Quj satisfy, respectively,
ðpi  rjÞPðDi\Qui Þ þ rjPðD1 þD2\Qui Þ ¼ pi  ci;
ðri  pjÞPðDi\Quj Þ þ pjPðD1 þD2\Quj Þ ¼ ri  cj:
Note that the above equalities come from taking
derivative of Vu in Equations (9) and (10) with
respect to Qi (resp. Qj) when setting Qj ¼ 0 (resp.
Qi ¼ 0).
3.2. Lower Bound
Clearly, any feasible policy will provide a lower
bound for the value function but it is desirable that
the policy would lead to a simple and effective
lower bound. Hence, we consider the following sta-
tic policy. Each location i splits Qi into two parts,
Qii and Qij (i, j = 1,2; i 6¼ j), reserving the former to
supply its own demand, while using the latter to
satisfy transshipment requests from the other loca-
tion. This static policy achieves the following objec-
tive value, which is clearly a lower bound to
VðQ1;Q2Þ:
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V‘ðQ11;Q12;Q21;Q22Þ
¼
p1EðQ11 ^D1Þ þ r1E½ðD1 Q11Þþ ^Q21
c1ðQ11 þQ12Þ








PROPOSITION 5. For any ðQ1;Q2Þ, VðQ1;Q2Þ 
V‘ðQ11;Q12;Q21;Q22Þ, with
Q11 þQ12 ¼ Q1; Q21 þQ22 ¼ Q2;
and V‘ following the expression in Equation (11). In par-





22Þ denotes the maximizer of V‘.




Similar to the properties of the upper bound in
Lemma 4, the lower bound V‘ satisfies the following
properties:
LEMMA 6. V‘ is concave in ðQ11;Q12;Q21;Q22Þ and
submodular in ðQii;QjiÞ for j 6¼ i.
Based on these properties, the maximizer of V‘ can
be explicitly identified as follows.
PROPOSITION 7. The maximizers of V‘ are given as
follows.





s1  c1 þ c2
s1
 





























; Q‘21 ¼ 0:
ð13Þ



















s2  c2 þ c1
s2
 
; Q‘21 ¼ 0:
ð14Þ
Here, we explain part (a) and a similar interpreta-
tion applies to cases (b) and (c). The fractiles in
Equation (12) are similar to that in a newsvendor
problem and can be explained using unit overstock-
ing/understocking cost. Note that when considering
the stocking decisions at each store, the firm should
evaluate whether to put the stock at store 1 or store
2. For Q‘11, s1 þ c2  c1 is the unit understocking
cost at store 1 when the stock unit is put at store 2
while c1  c2 is the unit overstocking cost when the
unit is put in store 1; and Q‘11 is obtained after bal-
ancing these two costs in the manner of a newsven-
dor problem; and it is clear that Q‘12 ¼ 0 since it is
cheaper to stock at store 2. To determine Q‘22, the
unit understocking cost is p2  c2 while the unit
overstocking cost is c2; and for the amount Q‘12 to be
transshipped to store 1, it is obtained as the differ-
ence of the amount if the demand of store 1 is com-
pletely filled by the stock in store 2 (with unit
overstocking cost c2 and unit understocking cost
r1  c2Þ and the amount that should be filled by
store 1 itself, that is, Q‘11.
That is, the optimal static policy for the lower
bound problem is to either transship one way (cases
(a) and (c))—store 2 to store 1, or the other way
around, but not both—or to forgo transshipments
altogether (case (b)).In particular, if c1 ¼ c2, then case
(b) applies, and there is no transshipment. Again,
when ci [ cj þ si (for i, j = 1,2, i 6¼ j), this implies
both cj  ri and cicj [
pi
ri
. Consequently, we are in
either case (a) or case (c), and Q‘ii ¼ Q‘ij ¼ 0 follows
directly from the solutions presented above. That is,
one of the two stores will not be used at all (in the
lower bound problem).
4. Asymptotics
Recall, the planning horizon or selling season in our
model is [0,1], which we divide into T equal periods
in the DP formulation, Thus, while the Poisson
demand rates over the horizon are i for i = 1,2, the
rates in each period are i :¼ i=T. When T is chosen
to be sufficiently large, i will be sufficiently small
such that it can be interpreted as a probability (that
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there will be an demand arrival at store i in any given
period). In this section, we shall continue to assume
that the Poisson demand rates are i ¼ iT ði ¼ 1; 2),
but with i being fixed and T?∞. In other words, T is
now viewed as a scaling parameter on the demand
rate. Note, in the DP model, i is fixed, whereas here
we have i ! 1 as T?∞. (In both settings, the selling
season is fixed at unit length.)
Our goal here is to show that the optimal objec-
tive value (of the DP) consists of two terms, one is





two terms correspond to the contributions due,
respectively, to the initial stocking quantity deci-
sion and to the transshipment policy. Since the DP
value function is quite inaccessible analytically, we
shall study the upper- and lower bounds as surro-
gates—refer to Equations (19) and (21), and also
quantify the gap between the two bounds—refer to
Proposition 9 below. This separation-of-scales char-
acterization of the two decisions then enables us to
identify a broad class of heuristic policies that are
asymptotically optimal, in the sense that its gap






When T is large, we can approximate the
compound Poisson demand Di by a Normal random
variable, with mean and variance equal to those of
Di’s (refer to Bening and Korolev (2002, Theorem 4.3.1,
p. 133):
EðDiÞ ¼ iT  EðBiÞ; VarðDiÞ ¼ iT  EðB2i Þ; i ¼ 1; 2:
ð15Þ












where Zi, i = 1,2, denotes two independent standard
Normal random variables.
4.1. Upper- and Lower Bound Solutions
We will focus on the case where ci  cj þ si ði; j ¼
1; 2; i 6¼ j) throughout the rest of this section, while the
case with ci [ cj þ si will be briefly mentioned at the
end. Consider first the lower bound problem. Recall
that when ci  cj þ si (i,j = 1,2; i 6¼ j), Q‘ii [ 0. To
facilitate quantification of the respective values of the
initial stocking and the transshipment decisions, we
write,








; qij  0;
i; j ¼ 1; 2; i 6¼ j:
This way, instead of finding the optimal ðQii;QijÞ in
the Lower bound problem, it is now equivalent to
find the optimal ðqii; qijÞ. That Qii and Qij should take
the above form starts as an “educated guess” from
the terms involved in the lower bound objective
function in Equation (11). The analysis below will
provide a justification; and, more importantly, to
confirm that the new decision variables ðqii; qijÞ are
indeed independent of T. Substituting these into
































It is then straightforward to derive the optimal
solution ðq‘11; q‘12; q‘21; q‘22Þ because V‘ðq11; q12; q21; q22Þ
is concave. In fact, they are exactly the same as the
Q‘ expressions in Proposition 7 with FiðÞ specializ-
ing to UiðÞ, the standard Normal distribution
function (Note that if the unconstrained optimal
qij \ 0, we set q‘ij ¼ 0). And consequently, the
optimal solution ðq‘11; q‘12; q‘21; q‘22Þ is independent of
T. Hence, we can write the optimal lower bound
solution as









i; j ¼ 1; 2; i 6¼ j;
ð18Þ











with C‘ denoting the second summation on the
right-hand side of Equation (17), which is indepen-
dent of T, involving only the parameters (costs and
demand rates) of the model.
Next, consider the upper bound problem. Again, as
ci  si þ cj (i,j = 1,2; i6¼j), Qui [ 0. Similarly, through
a linear transformation, write




; i ¼ 1; 2:
Substituting the above into Equation (9), we have,
for the case of pi  rj (i,j = 1,2; i 6¼ j),
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For the other case, pi  rj and pj \ ri, i,j = 1,2 and
j 6¼ i, we first replace the second and the third terms
on the right-hand side of Equation (10) by their upper
bounds, riE½ðDi  QiÞþ and pjEðDj ^QjÞ, respec-
tively. Abusing notation, we shall still denote this
revised right-hand side as Vu, since it remains an
upper bound of the value function. Then, similar to




























where in the two terms on the second line above,
we have i,j = 1,2 and j 6¼ i, corresponding to the
parametric relation pi  rj and pj \ ri. From Equa-
tions (20) and (21), it is clear that the corresponding
optimal solution ðqu1 ; qu2Þ that maximizes Vuðq1; q2Þ is
independent of T.
Therefore, in both cases, we can write the optimal
solution to the upper bound problem as




; i ¼ 1; 2; ð22Þ














in the second term on the right-hand
side of Equations (20) or (21) after optimization.
For the case ci [ cj þ si (i,j = 1,2; j 6¼ i), recalling
Q‘ii ¼ Q‘ij ¼ 0 and Qui ¼ 0, we know that no inven-
tory would be stocked at store i in both the lower
bound and upper bound problems. A similar deriva-
tion can be done. We write





































where qji and qjj that maximize the second line
above can be easily solved and the resulting terms
are independent of T. For the upper bound problem,
we write





As a result, for the case of pi  rj (i,j = 1,2; j 6¼ i),
we have














































where the inequality follows from E




q   EZj ffiffiffiffiffiffiffiffi00j Tq  ¼ 0, and the
bracketed terms in the second line of Equation (21)
are independent of T after optimizing q.
In summary, writing V :¼ VðQ1;Q2Þ, Vu :¼
VuðQu1 ;Qu2Þ and V‘ :¼ V‘ðQ‘11;Q‘12;Q‘21;Q‘22Þ with Q‘
and Qu values following Equations (18) and (22),
respectively, we have
PROPOSITION 8. For ι = ‘,u, we have





with Cu and C‘ being constants independent of T. On the
other hand, from Equations (17), (20), and (21), we have
V‘ ¼ OðTÞ and Vu ¼ OðTÞ, and hence V ¼ OðTÞ.
Therefore, both the lower bound and the upper bound are
asymptotic optimal, in the precise sense characterized in
Equation (27), that is, their absolute error from the
optimal policy is Oð ffiffiffiTp Þ. Consequently, the relative error
vanishes as T?∞:
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Here O(x) is defined as O(x)/x?c > 0 for some constant
c when x?∞. Below, we will also use the o(x) notation,
defined as o(x)/x?0 when x?∞.
4.2. Value of Transshipment
Next, we will derive more explicit (closed-form) char-
acterizations of the gap Cu  C‘, which will make the
assessment of such a gap easier. Moreover, it will also
help derive a simple closed-form expression for the
value of the transshipment decision. The idea is to
replace ðq‘ii; q‘ijÞ with ðqui ; qijÞ or ðqu; qijÞ for any feasible
qij in Equation (17), i,j = 1,2; j 6¼ i, so as to cancel out
common terms in the upper- and lower bounds.
Because the quantity qui involved is not readily acces-
sible: it requires solving the upper bound problem,
we want to replace it by another more primitive quan-
tity. Recall the discussion following Lemma 4 regard-
ing Qu
i
. After approximating Di as in Equation (16),
we have Qu
i









Denote G(x) as the loss function
GðxÞ :¼ EðZ xÞþ ¼ /ðxÞ  xUðxÞ; ð29Þ
with /(x) denoting the density function of the stan-
dard Normal random variable Z, and UðxÞ :¼
1  UðxÞ.
The following result presents an explicit expression
to bound the gap between the upper- and lower
bounds. And we should note that the result does not
require T?∞ and holds for a large enough T under
which the normal approximation Equation (16) is
valid.
PROPOSITION 9. The absolute gap between the optimal
value and the bounds can be characterized as follows: for
ι = ‘,u,















when ci  cj þ si (i,j = 1,2; i 6¼ j).
Setting q‘ji ¼ 0 in the lower bound effectively
removes the transshipment function; and we will
derive the corresponding value function as VN , with
the superscript alluding to the newsvendor model.
Then, the gap V  VN captures how much value
transshipment can add. Thus, we have








In the opposite direction, we can also bound the
value of transshipment from below by comparing the
right-hand side of Equation (17) with a newsvendor
model. Specifically, let q11 and q22 for case (i), let qji
and qjj take on the values of a newsvendor solution,
the stocking quantities at the two stores, respectively.
Then, remove terms that are common to the newsven-











ðZ2  q22Þþ ^ q12 c1q12o:
We want to maximize the above terms by picking
qjiði; j ¼ 1; 2; i 6¼ jÞ. If ri  cjði; j ¼ 1; 2; i 6¼ jÞ, then
ci
cj
 piri , and it follows that Q‘ji ¼ 0 by Proposition 7
and q‘ji ¼ 0 by Equation (18). If ri [ cj (i,j = 1,2;
i 6¼ j), then










ðZi  qiiÞþ ^ qji cjqji;
ð31Þ
which is always non-negative with qji satisfying the
first-order optimality condition
riP
ðZi  qiiÞþ  qji ¼ cj; i; i ¼ 1; 2; i 6¼ j: ð32Þ
PROPOSITION 10. The value added due to transshipment
when ci  cj þ si (i,j = 1,2; i 6¼ j) is:
(a) no more than the right-hand side of Equation (30);
and
(b) no less than the right-hand side of Equation (31),
provided either r1 [ c2 or r2 [ c1.
Hence, when r1 [ c2 or r2 [ c1 holds, the value-added





The newsvendor solution is a special case of the
optimal solution; as such, it is possible that for certain
problem parameters the newsvendor solution is opti-
mal, that is, transshipment contributes nothing.
Hence, the result in (b) above cannot hold without
conditions on the cost parameters. Needless to add,
the ones given in (b) are only sufficient conditions.
4.3. Heuristic Policy
Based on the above analysis of the bounds, as well as
the structure of the optimal policy from the DP, we
propose a heuristic policy that specifies the initial
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order quantities and the transshipment decisions as
follows:
Heuristic Policy (H). Use the upper bound solution
ðQu1 ;Qu2Þ for the initial stocking quantity decision, and
follow the supply-transshipment decisions specified
as follows, corresponding to the two cases of the cost
parameters. Let xHi and y
H
i denote the direct supply
quantity of store i and the transshipment quantity
from store i (i = 1,2), respectively. Suppose a demand
of size ki occurs at t to store i.
Case (i): p1  r2, p2  r1.
xHi ¼ ni ^ ki; yHj ¼ ðki  niÞþ ^ ðnj  0jðT  tÞÞþ;
i; j ¼ 1; 2; i 6¼ j:
That is, each store i always uses its own inventory
to supply its demand; when there is insufficient
inventory, use transshipment from the other store j
after reserving enough for store j’s expected demand
over the remaining horizon. Here, the idea is to
mimic the structure of the optimal transshipment
policy given in Proposition 2 and approximate the
threshold for transshipment djt by 0jðT  tÞ.
Case (ii.a): p1  r2, p2 \ r1.
xH1 ¼ n1 ^ k1; yH2 ¼ n2 ^ ðk1  n1Þþ;
xH2 ¼ ðn2 ^ k2Þ ^ ðn2  ð01ðT  tÞ  n1ÞþÞþ;
yH1 ¼ ðk2  n2Þþ ^ ðn1  01ðT  tÞÞþ:
Case (ii.b): p2  r1, p1 \ r2.
xH2 ¼ n2 ^ k2; yH1 ¼ n1 ^ ðk2  n2Þþ;
xH1 ¼ ðn1 ^ k1Þ ^ ðn1  ð02ðT  tÞ  n2ÞþÞþ;
yH2 ¼ ðk1  n1Þþ ^ ðn2  02ðT  tÞÞþ:
That is, for case (ii.a) (case (ii.b) can be similarly
explained)
• store 1’s demand is always filled with its own
inventory, and if not enough, by transshipment
from store 2;
• store 2’s supply of its demand is rationed, both
in direct supply and using transshipment from
store 1: in the latter case, transshipment will
only be done after reserving store 1’s own
expected demand over the remaining horizon;
in the former case, the direct supply quantity
is limited to store 2’s inventory after deducting
store 1’s expected future demand from both
stores’ combined inventory (refer to xH2 above).
Again, by mimicking the structure of the opti-
mal supply policy, we approximate the state
dependent threshold ~d1tðn2Þ with a simple
piece-wise linear function ð01ðT  tÞ  n1Þþ.
Note that the reason we choose the upper bound
solution (as opposed to the lower bound) for the
initial stocking decision in the above heuristic is
because numerical studies (in the next section) will
show that it is consistently close to the optimal
solution.
Below, we show that the heuristic policy H achieves
an objective value, denoted by VH, that is asymptoti-
cally optimal, just like Vu and V‘. Note that a priori it
is not necessary that VH  V‘.
PROPOSITION 11. The heuristic policy H proposed above
is asymptotically optimal, that is, it will achieve an objec-
tive value whose absolute error from the objective value
achieved by the optimal policy is no greater than Oð ffiffiffiTp Þ.
5. Numerical Examples
5.1. Performance of the Bounds
We first illustrate the performance of the upper and
lower bounds, in comparison against the optimal
value from the DP. Consider the following data:
ð1; 2Þ ¼ ð0:05; 0:02Þ; ðp1; p2Þ ¼ ð150; 100Þ;
ðc1; c2Þ ¼ ð60; 40Þ; ðs1; s2Þ ¼ ð40; 40Þ;
ð33Þ
and B1, B2 follow two-point distributions, with
PðB1 ¼ 1Þ ¼ 0:6; PðB1 ¼ 5Þ ¼ 0:4;
PðB2 ¼ 2Þ ¼ 0:2; PðB2 ¼ 4Þ ¼ 0:8; ð34Þ
while T varies from 100 to 2000.
The results are reported in Table 1. After listing the
solutions to the DP along with those of the upper-
and lower bound problems, the absolute and relative
Table 1 Performance of the Bounds
T
DP UB LB Abs. diff. Rel. err. (%)
V  Q V u Qu V ‘ Q‘ jV   V u j jV   V ‘j au a‘ V u V ‘ffiffi
T
p
100 1116 (11, 12) 1119 (11, 12) 995 (12, 0, 3, 8) 3 122 0.33 10.87 12.49
500 6937 (61, 47) 6946 (61, 46) 6629 (64, 0, 6, 38) 9 309 0.14 4.44 14.22
1000 14,511 (124, 87) 14,519 (124, 86) 14,064 (129, 0, 8, 76) 8 447 0.06 3.08 14.39
1500 22,188 (188, 126) 22,193 (188, 125) 21,634 (194, 0, 10, 112) 5 554 0.02 2.50 14.43
2000 29,918 (252, 165) 29,920 (252, 164) 29,274 (259, 0, 12, 150) 2 644 0.01 2.15 14.44
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errors of the latter are presented, where the relative






with ι representing either u or ‘, superscripts denot-
ing the upper- or lower bound. As evident from the
table, the upper bound results are very close to
those of the DP, in terms of both the order quanti-
ties and the objective values, and for all T values
whereas the lower bound results are not as close.
Moreover, the relative error of both bounds
improves as T increases. In the last column of the
table, we report the values of V
u V‘ffiffi
T
p , which are
observed to converge quickly to a constant. As a






p ðri/ðwjiÞ  cjqui Þ ¼
30:0 (which, of course, is more conservative as it
has to cover all parametric cases). Another observa-
tion is, that the optimal order quantities Qi ði ¼ 1; 2)
almost coincide with the upper bound solution Qui
which suggests that we can also write the former as




, with qi independent of T, just
like what has been proven to hold for the upper
bound solution.
In Table 2, we continue with the same set of exam-
ples, but examine the value of transshipment. We
start with listing V, the optimal value achieved by
the DP, in the second column. The third column
shows the difference between the DP and the
newsvendor solution, V  VN , where VN denotes
the value of a newsvendor model (i.e., forgo trans-
shipment altogether). This difference clearly captures
the contribution of transshipment to the overall net
profit. The next column shows that this difference




: the ratio ðV  VNÞ= ffiffiffiTp
fluctuates around 15 as T grows. The last column
turns the absolute difference between the DP and the
newsvendor values into a relative error expressed in
percentage. When T is small (T = 100), the transship-
ment’s contribution can be as high as 13.09%, but it
diminishes to a mere 2.28% when T = 2000.
It is worthwhile to point out that while the asymp-
totic analysis in the last section is based on approxi-
mating the (batch) Poisson demand by Normal
distributions, the approximation clearly works very
well even for small demand rates. For instance, when
T = 100 in the above example, the demand rates, over
the entire season, are as low as 1T ¼ 5 and 2T ¼ 2
at the two stores.
5.2. Performance of Heuristic Policies
Here, we compare the heuristic policy H against three
alternatives as follows:
ALTERNATIVE 1 (A). Use the upper bound solution
ðQu1 ;Qu2Þ as the initial stocking quantities at the two
stores. As to the supply-transshipment decision, fol-
low the simplest, first-come-first-served rule: each
store will always satisfy its own demand as well as
the other store’s transshipment request, until it runs
out of stock.
ALTERNATIVE 2 (L). This is the static policy specified
by the solution to the lower bound problem.
ALTERNATIVE 3 (N). This is simply the newsvendor
model with no transshipment at all.
Our focus here is—in contrast or complementary to
the numerical study in the last subsection on the value
of transshipment when the demand volume is rela-
tively low. We generate 54 instances to test the perfor-
mance of the proposed policy H along with the three
alternatives.Listed below are the parameters chosen
here:
T ¼ 500; 2 ¼ 0:02; ðp1; p2Þ ¼ ð150; 100Þ; r2 ¼ 60;
ð36Þ
B1 follows a two-point distribution and B2 follows a
four-point distribution with
PðB1 ¼ 1Þ ¼ 0:6; PðB1 ¼ k1Þ ¼ 0:4 for k1 2 f2; 5; 10g;
PðB2 ¼ k2Þ ¼ 0:25; k2 ¼ 2; 4; 6; 8:
ð37Þ
We generate different instances by varying the other
parameters as follows:
B1 2 fð1; 2Þ; ð1; 5Þ; ð1; 10Þg; 1
2











which cover a range of cost, demand rate and
random batch-size combinations. Note that
s2 ¼ p2  r2 ¼ 40 and s1 can be inferred from the
corresponding r1 value. Note, as explained above,
our choice of T = 500 corresponds to a small or
moderate mean demand over the entire season, with
2T ¼ 10, and 1T ¼ 5, 10 or 20. Also note that
r1
p2
2 f1:3; 0:7g corresponds to Cases (i) and (ii) in the
above specification of the policy H.
Table 2 Value of Transshipment
T V  V   V N V  V Nffiffi
T
p V  V N
V   100%
100 1116 146 14.60 13.09
500 6937 336 15.03 4.84
1000 14,511 478 15.12 3.29
1500 22,188 589 15.21 2.65
2000 29,918 683 15.27 2.28
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Reported in Table 3 are the relative errors, in per-
centage, of the four policies with respect to the opti-
mal value of the DP, that is, ai in Equation (35) with
ι = H,A,L,N corresponding to the four policies speci-
fied above. The order quantities used by the policies
(the upper bound solution Qu for H and A, the lower
bound solution Q‘ for L, and the newsvendor solution
Qn for N) are reported in Table 4. Table 5 summarizes
the overall performance of the four heuristic policies.
The results in Table 3 and Table 5 clearly demon-
strate that our proposed heuristic H has the best over-
all performance (in all but one case), with an average
(relative) error of 0.55% and a maximum error of
2.28%. Policy A, which uses the upper bound order
quantities along with a rather naive first-come-first-
served supply-transshipment policy, performs sur-
prisingly well. The lower bound-based policy L per-
forms not as well as H or A, but still does significantly
better than the newsvendor solution, which can be off
by as much as 51.47%. This points to the fact that
when the demand rate is moderate or small, trans-
shipment does have a rather significant role to play;
and this is consistent with the lesson learned from
Table 2.
6. Extension to Multiple Stores
Here, we illustrate how the analysis and results for
the two-store model can be extended to multiple
stores. For ease of exposition, we present the model
and results below for a three-location case under sim-
ple Poisson demand; the case of compound Poisson is
analogous.
Consider a system with three stores. Each store
faces a Poisson demand process with arrival rate i.
Let sij  0 denote the unit transshipment cost from
store i to j, and let rij :¼ pj  sij denote the revenue of
selling a unit at store j via transshipment from store i,
i,j = 1,2,3 and i 6¼ j. We impose the following two
conditions on the cost parameters: for i,j,k = 1,2,3
(i 6¼ j, i 6¼ k, j 6¼ k),
(a) sik þ skj  sij;
(b) pi  rij.
Condition (a) dictates that a direct transshipment
never costs more than an indirect, multi-hop trans-
shipment. This is the usual “triangular inequality”
that holds in most applications. Condition (b) guaran-
tees that each store has a preference to use its stock to
supply its own demand, as opposed to reserving the
stock for transshipment. This condition can be
relaxed, similar to what we did for the two-store
model; hence, the details are omitted.
Using notation parallel to the two-store model, we
















ri1yi1; s.t. x1 þ y21












¼ c2p2 ¼ 0:4
c1
p1
¼ c2p2 ¼ 0:6
c1
p1
¼ c2p2 ¼ 0:8
aH aA aL aN aH aA aL aN aH aA aL aN
(1,2) 0.5 1.3 0.05 0.20 2.17 6.10 0.10 0.61 4.56 12.68 0.53 2.89 9.00 26.95
0.7 0.21 0.62 2.48 2.48 0.53 2.22 3.60 3.60 0.99 7.61 4.83 4.83
1 1.3 0.03 0.33 2.88 6.78 0.18 1.28 5.76 15.76 0.47 4.51 10.71 34.22
0.7 0.21 1.24 2.73 2.73 0.36 3.35 4.20 4.20 0.70 12.23 5.71 5.71
2 1.3 0.04 0.51 3.36 6.81 0.17 1.75 6.08 17.85 0.48 5.82 9.62 39.51
0.7 0.17 1.67 2.81 2.81 0.30 4.82 4.21 4.21 0.56 17.00 5.94 5.94
(1,5) 0.5 1.3 0.11 0.18 5.49 10.40 0.39 0.82 9.87 20.52 1.10 3.38 17.98 39.12
0.7 0.31 0.77 4.01 4.01 0.75 2.87 5.80 5.80 1.46 12.13 7.31 7.31
1 1.3 0.16 0.38 5.67 10.29 0.37 1.25 9.81 22.39 0.98 4.72 16.06 44.41
0.7 0.22 1.08 3.94 3.94 0.57 3.94 5.76 5.76 1.12 14.17 7.57 7.57
2 1.3 0.14 0.47 5.04 8.90 0.39 1.63 8.15 22.38 0.78 5.16 12.33 46.24
0.7 0.15 1.15 3.38 3.38 0.33 3.64 4.95 4.95 0.71 14.91 6.56 6.56
(1,10) 0.5 1.3 0.38 0.30 8.47 14.19 0.84 0.95 13.99 28.15 2.15 3.86 24.97 49.57
0.7 0.37 0.89 5.15 5.15 0.85 3.51 7.71 7.71 2.28 16.63 9.34 9.34
1 1.3 0.29 0.36 7.01 12.42 0.75 1.38 11.52 27.01 1.37 4.32 18.27 51.47
0.7 0.24 0.98 4.39 4.39 0.52 3.59 6.31 6.31 1.14 16.48 8.06 8.06
2 1.3 0.24 0.42 5.07 9.38 0.48 1.26 8.03 24.42 0.71 3.51 11.93 49.81
0.7 0.15 0.82 3.16 3.16 0.30 2.82 4.55 4.55 0.70 12.56 5.91 5.91
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where x1 is the local supply to store 1’s demand
whereas yi1, i 6¼ 1, represents the transshipment
quantity from store i to store 1. R̂t;iðnÞ, for i = 2,3, is
analogously defined. The optimal initial stocking
quantities at the beginning of the planning horizon










Similar to the two-store model, it is not hard to
show the revenue function RtðnÞ for the three-
store model is concave. However, the additional
properties, such as submodularity, are not easy to
establish because of the additional dimension of
the state space and actions. And notice that the
result in Chen et al. (2013) that we used to prove
the two-location model does not hold for a three-
dimensional problem. And so we leave this as our
future research. Nevertheless, the ideas of devel-
oping the heuristic continue to apply for the
three-location model and we sketch the derivation
below.
First, we can still obtain an upper bound for
VðQ1;Q2;Q3Þ via a hind-sight optimal solution to an
LP problem, given the realized demands. Specifically,
given Di and Qi, for i = 1,2,3, let the decision variables
be xi, the direct supply quantity from store i, and the












s.t. x1 þ y12 þ y13 Q1; x2 þ y21 þ y23 Q2;
x3 þ y31 þ y32 Q3
x1 þ y21 þ y31 D1; x2 þ y12 þ y32 D2;
x3 þ y13 þ y23 D3
xi; yij  0; i; j ¼ 1; 2; 3; i 6¼ j:
ð41Þ
Under Condition (b), that is, pi  rij, clearly we must
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Table 5 Overall Performance (%) of the Heuristics
aH aA aL aN
Max 2.28 17.00 24.97 51.47
Min 0.03 0.18 2.17 2.48
Average 0.55 4.00 7.30 14.78
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s.t. y12 þ y13 ðQ1 D1Þþ; y21 þ y23 ðQ2 D2Þþ;
y31 þ y32 ðQ3 D3Þþ
y21 þ y31 ðD1 Q1Þþ; y12 þ y32 ðD2 Q2Þþ;
y13 þ y23 ðD3 Q3Þþ
yij  0; i; j ¼ 1; 2; 3; i 6¼ j:
ð42Þ
The corresponding VuðQ1;Q2;Q3Þ is then equal to
the expected optimal objective value of the above
LP with respect to ðD1;D2;D3Þ. Clearly,
VuðQ1;Q2;Q3Þ is a concave function. Furthermore,
we can argue that the optimal solution Qui can be
written




; i ¼ 1; 2; 3;
with qui independent of T after a similar transforma-
tion and analysis in section 4. Asymptotic optimality
can then be established following the same idea as
in the two-store case.
To extend the heuristic policy (H) in the last section
to n stores, we use the upper bound solution for the
order quantities, as in the two-store model. To illus-
trate the supply-transshipment heuristic, consider the
scenario when a demand occurs in period t at store i.
Then, fill the demand using store i’s inventory if avail-
able; otherwise, do the following:
• reserve the expected demand over the remain-
ing periods at each store j 6¼ i;
• transship from the store with highest rji, which
has excess inventory above the reserved level.
The asymptotic optimality of the above heuristic
policy can be established following the same argu-
ment that proves Proposition 11.
7. Concluding Remarks
We have studied in this study the (pre-season) initial
stocking and (in-season) transshipment decisions for
a system that supplies demands from different loca-
tions/stores. One of the main results/insights of the
study is that the pre-season stocking quantity decision
and the in-season transshipment policy contribute to
the profit objective in different orders of magnitude,
of O(T) and Oð ffiffiffiTp Þ, respectively, pointing to the criti-
cal importance of the initial stocking decision. Fur-
thermore, we have shown that the initial stocking
quantities can be readily obtained from solving an
upper bound problem (on the optimal DP value func-
tion). Following this stocking decision, along with a
transshipment policy that is based on a simple reser-
vation rule, will yield near optimal performance, and
is provenly optimal in the asymptotic sense when T is
large. This points to the relevance of the result in
applications involving high-volume demands or fast-
moving products. Finally, that the solution to the
order quantity decision takes the form of a square-
root formula—refer to Equation (1)—has other
appealing features in applications; for instance, the
initial stocking levels can be determined to meet a ser-
vice-level requirement (as opposed to a profit-maxi-
mizing objective), in which case qui in Equation (1)
plays the role of a service-level (or “safety”) factor.
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