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Abstract
Current state-of-the-art AI based classical mu-
sic creation algorithms such as Music Trans-
former are trained by employing single se-
quence of notes with time-shifts. The ma-
jor drawback of absolute time interval expres-
sion is the difficulty of similarity computing
of notes that share the same note value yet
different tempos, in one or among MIDI files.
In addition, the usage of single sequence re-
stricts the model to separately and effectively
learn music information such as harmony and
rhythm. In this paper, we propose a framework
with two novel methods to respectively track
these two shortages, one is the construction of
time-valued note sequences that liberate note
values from tempos and the other is the sepa-
rated usage of four sequences, namely, former
note on to current note on, note on to note off,
pitch, and velocity, for jointly training of four
Transformer-XL networks. Through training
on a 23-hour piano MIDI dataset, our frame-
work generates significantly better and hour-
level longer music than three state-of-the-art
baselines, namely Music Transformer, DeepJ,
and single sequence-based Transformer-XL,
evaluated automatically and manually.
1 Introduction & Related Work
Music, one of the most important inventions
of human being, has an extremely hugh mar-
ket with billion-level listeners. Music is con-
nected with emotion expression and language-
independent, making it being one of the most intu-
itive and simplest ways of human communication.
Creating music from scratch is a challenging
work even for professional composers. Remark-
ably, popular and classical music generation using
∗Work done when Chengyuan and Qinying were intern-
ship students in Microsoft. These three authors contributed
equally to this paper: Chengyuan was the major developer
and Qinying was the major evaluator and advisor, supervised
by Xianchao.
deep learning algorithms and large-scale MIDI
files have achieved promising results during recent
years. Main stream approaches include modelling
music note sequences by borrowing ideas from
language modelling in natural language process-
ing field.
A melody and arrangement generation frame-
work for pop music was proposed in (Zhu et al.,
2018). First, a chord-based rhythm and melody
cross-generation model, employing recurrent neu-
ral networks (RNNs) such as gated recurrent units
(GRUs) (Cho et al., 2014), was used to generate
melody with chord progressions. Then, a multi-
instrument co-arrangement model using updated
GRUs was designed for multi-task learning for
multi-track music arrangement.
DeepBach (Hadjeres and Pachet, 2017) was
a graphical model aiming at modelling poly-
phonic music and specifically hymn-like pieces
through employing RNNs. Later, DeepJ was pro-
posed in (Mao et al., 2018) for style-specific mu-
sic generating. Biaxial long short term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997;
Johnson, 2017) was trained using piano roll note
representations, for three major classical periods
(baroque, classical, and romantic). DeepJ is capa-
ble of composing music conditioned on a specific
mixture of composer styles. We take this model as
one of our baselines and compare the differences
of data representation and music dynamic sequen-
tial learning.
Compared with RNNs such as LSTMs or GRUs,
Transformer (Vaswani et al., 2017), a sequence
model based on (multi-head) self-attention mech-
anism, is more parallelizable for both training
and inferring, and more interpretable. Trans-
former has achieved compelling results in tasks
that require maintaining long-range coherence,
such as neural machine translation (Vaswani et al.,
2017), pre-training language models (Devlin et al.,
2019), text-to-speech synthesis (Li et al., 2019),
and speech recognition (Mohamed et al., 2019).
Employing Transformer with relative atten-
tion mechanism (Shaw et al., 2018), Music Trans-
former (Huang et al., 2018) was proposed for gen-
erating piano music with long-term structure. As
depicted in Figure 1, performance events with
absolute time intervals were employed for note
sequence representation. In musical composi-
tion and performance, relative timing directly
expressed by note-values is critically important.
That is, we prefer the model learns from music
scores written by composers, instead of perfor-
mance events played by real-world players.
NoteTuple (Hawthorne et al., 2018) groups a
note’s attributes as one event. However, the
TIME SHIFT used in performance events still
brings hard-coding to the target of relative tim-
ing. In this paper, we propose a further relative
note representation method that projects tempo
information into note representation, resulting a
4-tuple time-valued note representation which in-
cludes former note on to current note on, current
note on to note off, pitch and velocity.
In particular, we are interested in generating
extremely long music of hour level. We select
Transformer-XL (Dai et al., 2019) which models
extremely long (language) sequences by segment-
level recurrences and relative position encod-
ing. Different from (Donahue et al., 2019)’s multi-
instrumental music generation with event-based
representation using transformer-XL, our proposal
is to duplicate one Transformer-XL into four in-
dependently and jointly trained modules, taking
our 4-tuple time-valued note sequences as inputs.
Thanks to these time-valued data representation
and four Transformer-XL networks trained in a
joint way, our framework generates significantly
better and hour-level longer music than three state-
of-the-art baselines including Music Transformer,
DeepJ, and single sequence-based Transformer-
XL, evaluated automatically and manually. We
extremely generated a continuous 36-hour music,
with a stable high-level of note-density1 .
2 Data Representation
We present a note by a 4-tuple 〈on2on, on2off ,
pitch, velocity〉. Here, on2on and on2off re-
1Our full-version generated MIDI examples can be found
at https://pan.baidu.com/s/1i8pE7jEuWuWZy1DhW6XeJg
with code ckhv; and https://drive.google.com/file/d/1VRoKY-
INJ x1bte8SdTzvLao05uaZlIq/view?usp=sharing.
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Figure 1: Illustration of our 4-tuple note representation.
spectively stand for the note value of from former
note’s on (start) to current note’s on and from cur-
rent note’s on to its off (end). In addition, pitch
and velocity are read from MIDI files directly us-
ing existing MIDI processing packages such as
pretty midi2 (Raffel and Ellis, 2014).
Figure 1 illustrates the differences of between
our 4-tuple note representation (B and C) and
Music Transformer’s (Huang et al., 2018) per-
formance event representation (A). There is a
velocity-80 C Major chord arpeggiated with the
sustain pedal active under tempo of 120 beats per
minute (bpm). At the 2.0-second mark, the pedal
is released, ending all of the three notes. At the
3-second mark, an F quarter note is played at ve-
locity 100 for 1 second under a tempo of 60 bpm.
Suppose that the tempo for Figure 1 is 120. The
on2on for the first note with pitch of 60 is 0. Its
on2off is computed by 2.0×120/(60×4) = 1.0,
where 2.0 is the two seconds that this note is on,
120 is the tempo, 60 for 60 seconds per minute,
and 4 for the reciprocal of 1/4 note (crotchet).
Through this way, we list the 4-tuple representa-
tions of these four notes at B. In addition, as shown
in C in Figure 1, we project these float representa-
tions of on2on and on2off into integers by pro-
ducing them with 384=128 × 3. Note that 3 is
introduced here for covering tritone cases.
In our 23-hour experiment data, the maximum
integer reaches to 3,840, as long as ten tritones.
Generally, the major difference is that we use these
integer-style time values instead of TIME SHIFT
as employed in Music Transformer (Huang et al.,
2
http://craffel.github.io/pretty-midi/
2018). Our usage of time-valued notes aligns with
note values natural usage in music book score.
In addition, TIME SHIFT can possibly cause
the confusion of time value information. That
is, if we use the absolute time intervals to repre-
sent notes, then (1) one note can correspond to
different time intervals and (2) one time interval
can also correspond to different notes, under dif-
ferent tempo. The generated music is less user-
friendly for composers’ post-editing. Furthermore,
in the performance event sequence, NOTE ON
and NOTE OFF of various notes are mixed to-
gether which breaks the independences of notes
and causes losing of time value information. Intu-
itively speaking, NOTE ON and NOTE OFF are
alike brackets and should always be paired in one
sequence for training. However, this is not guaran-
teed by event-length based sequence segmenting.
Since the start and end time of each note are ob-
tained by computing NOTE ON and NOTE OFF
based on TIME SHIFT. As will be shown in our
experiments, this computing process is problem-
atic and frequently causes unstable rhythm (Figure
4), especially during (10-minute and longer) long-
time music generation.
Piano roll representation of notes is used in
DeepJ (Mao et al., 2018) as a “dense” representa-
tion of MIDI music. A piece of music is a N × T
binary matrix where N is the number of playable
notes and T is the number of time steps. Consider-
ing the difference in holding a note versus replay-
ing a note, note play and replay (i.e., when a note is
re-attacked immediately after the note ends, with
no time steps in between successive plays) are uti-
lized jointly to define note representation. How-
ever, piano roll is not dense since there are so many
zeros in the play/replay matrices: only a few notes
are attacked during each time step and all others
are zero. It is further not easy to employ piano
roll representation for sequential learning for mu-
sic notes’ “language modelling”.
3 Transformer-XL Training with Four
Sequences of Time-valued Notes
3.1 Transformer-XL
Transformer-XL3 (Dai et al., 2019) was designed
to enable Transformer (Vaswani et al., 2017) to
learn dependency (of among language words or
music notes in this paper) beyond a fixed length
3https://github.com/kimiyoung/transformer-xl
without disrupting temporal coherence. It con-
sists of two updates, a segment-level recurrence
mechanism and a positional encoding scheme.
These allow Transformer-XL not only capturing
longer-term dependency but also resolving the lan-
guage/music context fragmentation problem. Mo-
tivated by its outstanding performance in terms
of language modelling, we adapt this framework
for music generation through learning a “language
model” by using time-valued notes instead of
words as the fundamental units.
Formally, let sτ−1 = [xτ−1,1, · · · , xτ−1,L] be
the (τ − 1)-th segment with length L (e.g., L
notes in music and L words in natural language),
hn−1τ−1 ∈ R
L×d is the (n−1)-th layer (e.g., in Trans-
former) hidden state sequence for sτ−1 in which d
is the hidden dimension. Then, for the next seg-
ment sτ , the hidden state of its n-th hidden layer is
computed by:
h˜
n−1
τ = [SG(h
n−1
τ−1) ◦ h
n−1
τ ]; (1)
qnτ ,k
n
τ , v
n
τ = h
n−1
τ W
⊤
q , h˜
n−1
τ W
⊤
k,(E), h˜
n−1
τ W
⊤
v ;
(2)
hnτ = Transformer-Layer(q
n
τ ,k
n
τ , v
n
τ ).
(3)
Here, the function SG(·) stands for stop gradient,
i.e., the gradient of hn−1τ−1 will not be updated bas-
ing on the next segments. The notation [hu ◦ hv]
means the concatenation of two hidden sequences
along the length dimension to extend the context.
Wq,k,v stand for trainable model parameters. Com-
pared with Transformer (Vaswani et al., 2017), the
major update here is the usage of hn−1τ−1 , previ-
ous segment’s hidden state sequence of (n − 1)-
th layer, for computing an interim sequence h˜
n−1
τ
and its further usage for computing the extended-
context enhanced sequences knτ and v
n
τ , to be re-
trieved by the query sequence qnτ .
Transformer-XL applies this recurrent mech-
anism as defined in these equations alike
hnτ =recurrent(h
n−1
τ−1 ,h
n−1
τ ) to every two consecu-
tive segments of a corpus. This essentially creates
a segment-level recurrence in the hidden states of
various transformer layers. As a result, the contex-
tual information is allowed to go way beyond just
two segments.
In the standard Transformer, the attention score
between a query qi = (Exi + Ui) (i.e., embedding
vector Exi adds with i-th absolute position encod-
ing Ui) and a key vector kj = (Exj + Uj) within
the same segment can be decomposed as:
Aabsi,j = q
⊤
i kj =
(
E⊤xi + U
⊤
i
)
W⊤q Wk
(
Exj + Uj
)
.
(4)
The shortage of absolute position encoding U is
that it is not able to distinguish the difference of
one same position appearing in different segments.
Following the idea of relative positional encoding
(Shaw et al., 2018), a relative distance Ri−j is in-
troduced to describe the relative positional embed-
ding between qi and kj . Here, R is a sinusoid en-
coding matrix alike the one used in (Vaswani et al.,
2017) without learnable parameters. The relative
attention score is then computed by:
Areli,j = (WqExi + u : v)
⊤
(
Wk,EExj + Wk,RRi−j
)
.
(5)
Two trainable vectors u, v ∈ Rd are used to re-
place UiWq and are respectively used for multi-
plying with Wk,EExj and Wk,RRi−j . In addition,
Wk is deliberately separated into two weight ma-
trices Wk,E and Wk,R for respectively producing
content-based and position-based key vectors.
Then, the n-th (n ranges over 1 to N )
Transformer-Layer used in Equation 3 by employ-
ing relative position encoding mechanism is com-
puted by:
A
rel,n
τ,i,j =
(
qnτ,i + u : v
)⊤ (
knτ,j + W
n
k,RRi−j
)
;
(6)
anτ = Masked-Softmax(A
rel,n
τ )v
n
τ ; (7)
onτ = LayerNorm(Linear(a
n
τ ) + h
n−1
τ ); (8)
bnτ = Positionwise-Feed-Forward(o
n
τ ); (9)
hnτ = LayerNorm(Linear(b
n
τ ) + b
n
τ ). (10)
3.2 Joint Training
Figure 2 depicts our framework that leverages
four Transformer-XL networks, corresponding to
on2on, on2off , pitch, and velocity in the 4-tuple
time-valued notes. The first layer embeds these
four sequences. Then, on2on and on2off ’s em-
bedded sequences are sent to pitch and velocity
for including of time value information of notes.
In addition, pitch’s embedded sequences are sent
to velocity as well to provide an influence. Next,
pitch and velocity concatenate their own embed-
ded sequences with external sequences. The vec-
tor dimension of each position in the sequence
will be thrice for pitch and fourfold for velocity.
We additionally employ a linear layer for dimen-
sion resizing before sending them to the mem-
ory sensitive blocks of Transformer-XL. Typi-
cally, each block mainly contain two components,
a masked relative multi-head self-attention with
memory (from former segment) and a position-
wise feed forward layer. This block is repeated N
(e.g., 6 in the original Transformer (Vaswani et al.,
2017)) times. After these N blocks for the four
Transformer-XL, we employ a linear layer and
softmax function to compute probabilities (i.e.,
normalized scores) of predicted sequences. We
finally compute cross entropy loss for each se-
quence and add them up for the target loss opti-
mizing.
In particular, the “masked relative multi-head at-
tention with memory” block is computed by Equa-
tion 1 to 7. Then, a residual function is defined in
Equation 8 for “add & norm”. The next “add &
norm” residual layer is defined in Equation 10 for
the position-wise feed forward layer.
In our proposed framework, the four sequences
have relations in two places. First, concatenation
of time valued on2on and on2off embedded se-
quences to pitch and velocity. Second, joint loss
which sums up the losses of the four sequences.
The motivation of our designing is to both ensure
the relative independence of each sequence’s de-
velopment and the mixed influence of from time-
valued notes to pitch and velocity.
4 Experiments & Evaluations
4.1 Data
We collect 374 piano MIDI files from the web4,
which are hand-made from composers’ piano mu-
sic scores with correct tempo information in-
stead of players’ performances5 during periods of
baroque, classical, and romantic. In the baroque
period, Bach’s fugue and prelude are mainly in-
cluded. Classical period mainly contains prod-
ucts written by Beethoven, Mozart, Brahms, and
Haydn. For the romantic period, we collect com-
posers such as Chopin, Liszt, Mendelssohn, Schu-
bert, and Tschaikovsky. Table 1 lists statistical in-
formation of our train, validation, and test sets.
4http://www.piano-midi.de/
5Such as the MAESTRO dataset in
https://magenta.tensorflow.org/datasets/maestro with un-
changed tempo information due to automatic transcribing
from wav files to MIDI.
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Figure 2: Our proposed framework with four transformer-xl networks.
train validation test
# MIDI files 299 34 41
# baroque 69 8 10
# classical 86 10 11
# romantic 144 16 20
length (hours) 18.18 2.82 2.44
Table 1: Statistical information of 3 data sets.
4.2 Experiment Setups
We perform our experiments under a NVIDIA P40
GPU card, with Tensorflow 1.13.16 running un-
der cuda 10.0 and cudnn 7.5.0. We implement
our joint training framework (Figure 2) basing on
Transformer-XL. The number of Transformer lay-
ers is 6, the number of heads is 8 with a dimen-
sion of 64. Embedding and hidden layer dimen-
sions are identical to be 512. The dropout ratio is
set to be 0.1. Memory length is 1,024. We use
Adam algorithm (Kingma and Ba, 2014) to opti-
mize our networks. We retrain DeepJ7 with pi-
ano roll inputs, Music Transformer8 and single-
6https://www.tensorflow.org/
7https://github.com/calclavia/DeepJ
8https://github.com/tensorflow/magenta/tree/master/ ma-
genta/models/score2perf
sequence Transformer-XL both with performance
event inputs, all using our 23-hour datasets.
4.3 Subjective Evaluations
For human evaluations, we separate all partici-
pants into two groups, professional composers and
non-composers. Participants in the professional
group are people who hold education degrees in
music composition or electronic music compo-
sition and production, including Central Conser-
vatory of Music, Shanghai Conservatory of Mu-
sic, Communication University of China, East-
man School of Music, Berklee School of Music,
Peabody Institute of JHU, and Steinhardt of NYU.
4.3.1 Human or AI test
Following (Hadjeres and Pachet, 2017), we first
design a “Human or AI” test for all participants.
We prepared a mixed music collection with 5 mu-
sic compositions composed by professional hu-
man composers and 11 pieces composed by our
model for people to judge whether they are com-
posed by humans or by AI. 39 professional com-
posers were asked to rate for each music piece
they heard from the music composition theory as-
pect while 61 non-composers were asked to rate
by their subjective feelings. Our rating scale has
It’s Human It’s AI Avg. Avg.
All (Pro.) All (Pro.) Pro. All
Human 218 (98) 282 (97) 3.24 3.01
AI 411 (132) 689 (300) 2.94 3.11
Table 2: Human vs. AI evaluation results.
five levels (points 1 to 5) including nonsense, ba-
sic, good, high-level, and masterpiece.
In order to avoid participants being affected by
some other aspects such as musical instrument tim-
bre and recording reverbs, all of the testing music
whatever composed by human or AI are MIDI files
and were exported from the same virtual piano
(i.e., Logic’s Steinway Grand Piano). Also, we
limited the length of each music piece to be around
30 seconds, and every participant was asked to lis-
ten to 16 pieces. We limited the listening time to
avoid auditory fatigue.
The comparison results are listed in Table 2.
Among professional composers, the average hu-
man music compositions are scored higher than
that of AI. However, among all participants, our
AI music is scored higher (3.11 vs 3.01) than
that of the real human pieces which demonstrates
that our AI music composition quality is reason-
ably close to the quality of human composers.
Even some of the pieces transcends humans’ work
according to some single ratings. Interestingly,
for all evaluators, human composers’ music are
judged to be AI-made in a dominate way.
4.3.2 Pairwise Comparison
Our second test is to compare the perceived sam-
ple quality with three baseline models. We car-
ried out listening tests comparing the baseline
Music Transformer (MusicT), DeepJ, and single
sequence-based Transformer-XL (1-seq txl). Our
model is denoted as Mtxl. Participants (15 com-
posers and 30 non-composers) were presented
with two musical excerpts that were generated
from two different models but were given the same
priming note. Then the participants were asked
to rate which one they preferred more. We gener-
ated 7 samples each model with a different prime,
and compared them to three other models. In addi-
tion, we asked every participant to rank the reason
of choice from four musical aspects: melody, har-
mony, rhythm, and emotion.
The results are shown in Table 3. Our music sig-
nificantly exceeds (p < 0.01) the ones generated
Mtxl vs DeepJ (30 sec.) Mtxl DeepJ
Professional group 64 34
Overall votes 158 143
Mtxl vs 1-seq txl (30 sec.) Mtxl 1-seq txl
Professional group 55 36
Overall votes 172 129
Mtxl vs MusicT (30 sec.) Mtxl MuiscT
Professional group 29 69
Overall votes 110 163
Mtxl vs MusicT (10 min.) Mtxl MuiscT
Professional group 59 39
Overall votes 124 72
Table 3: Scores of votes for the four comparisons.
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Figure 3: Fine-grained pairwise comparison.
by DeepJ, 1-seq txl, and 10-minute music of Mu-
sicT. People prefer the music generated by Music
Transformer the most only at the case of 30-second
music. The major reason collected from composer
evaluators is that, the more “humanistic” music
generated by Music Transformer is due to their
unstable tempo and extremely long notes which
make the music feel impressionism and have a nat-
ural reverb sounds similar to adding the sustain
pedal.
Fine-grained comparison is depicted in Figure
3. According to the data we collected from the
pairwise comparison test, melody and rhythm are
generally weighted higher than harmony and emo-
tion. The results align with Table 3: except Mu-
sicT of 30-sec., our model achieved significantly
better (p < 0.01) results than DeepJ and 1-seq
txl. When we compare Mtxl and 10-min. MusicT,
we observe that our melody and rhythm are signifi-
cantly better (p < 0.01). There is a tie-situation in
terms of harmony and emotion, reflecting require-
ments of future work on improving these two as-
pects.
For stability evaluation, we pairwise compare
the long-time music (10-min.) generated by Mu-
Figure 4: 10-minute note sequence comparison of Mu-
sicT (up side) and MTxl (bottom side).
sicT and Mtxl. We randomly generated 7 mu-
sic pieces by each model with the same priming,
and extracted the last 30 seconds from each piece.
In Table 3, our model performs significantly bet-
ter (p < 0.01) and is thus more stable in longer-
time music generation of MusicT’s extremely long
notes). For example, in longer-time music, huge
number of extremely long notes are generated by
Music Transformer but only a few are really at-
tacked and can be heard by human in later stages
of music, as illustrated in Figure 4.
Inspired by AI generated music, composers can
further edit and modify it for specific emotional
expression. For instance, Music Transformer
and Single-sequence based Transformer-XL gen-
erate beaming-sixteenth-like notes yet with unsta-
ble tempo, which sounds weird. Therefore, the dis-
advantages of these two baselines include: due to
the fact that notes are not being quantized to grids,
it would be more difficult for people to generate
music with specific time signatures, and also mod-
ify, set MIDI controllers and rearrange the music.
In contrast, people can modify the music gener-
ated by our model because all our notes have been
quantized into time-valued notes properly. More
importantly, we can generate music of whatever
time signatures we want with our approach.
4.4 Objective Evaluations
We calculate the densities (Figure 5) of notes using
4×100 samples, 100 from each system. The den-
sity is defined to be the number of note-on per win-
dow size (5 seconds). As the generated sequences
become longer and longer, the densities of Mu-
sic Transformer and single-sequence Transformer-
XL drop seriously. One main reason is the accu-
mulated difficulty of NOTE ON and NOTE OFF
matching for long sequences. As an intuitive com-
(a) density comparison (600 seconds)
(b) pitch distribution comparison
Figure 5: Density and pitch distribution comparison
Figure 6: Example of Chord-like progression.
parison, our model can keep its stable note density.
In fact, we generated a 36-hour sample, its density
keeping to be sustainable. In addition, we compare
pitch scattering (Figure 5) during pitch of 60 to 71.
Our model’s pitch distribution is the closest to the
original dataset, reflecting the strong learning abil-
ity of our framework.
4.5 Some Observations in Music
Characteristics
4.5.1 Chord-like Progressions
As shown in Figure 6, we find that our model has
learned some chord progression modes from orig-
inal data. Here, the Tonic-to-Dominant chord pro-
gression, one of the most commonly used progres-
sions, has been observed in numerous generated
Figure 7: Rhythm patterns example.
pieces. This successive chord progression also re-
sulted in a tonal transposition from C major to D
major.
4.5.2 Well-adjusted Dynamics and Rhythm
Patterns
What surprised us is that the dynamic control by
“independent” velocity performed well in our re-
sults. Few notes have abrupt velocity such as a
sudden high or a sudden low. The velocity was
mostly changing gradually with a tender ascend-
ing and descending. Also, between sections, there
are some whole-group contrasts in velocity which
are quite similar to the emotional contrast between
music movements. Moreover, the velocity ascends
and descends along with the rising pitches and
the falls, commonly used in real music composi-
tions. In a quarter note-long example (Figure 79),
besides some common combinations such as sin-
gle quarter note, beaming eighth notes, one eighth
plus two sixteenth, beaming sixteenth notes, there
are syncopated patterns, notes with dots and ties
and appropriate rests.
5 Conclusion
We have described our Transformer-XL based pi-
ano music generation framework and experiments.
Motived by training from composers’ music book
scores instead of players’ performance events, we
leverage four sequences of time-valued notes, for-
mer note on to current note on, current note on
to its note off, pitch, and velocity. We first pro-
posed this novel note representation method which
projects each note in MIDI files into a 4-tuple.
Then, four Transformer-XL networks are jointly
trained by taking these four sequences as inputs
with shared embedding concatenations and accu-
mulated cross entropy loss. Through training on a
23-hour piano MIDI dataset, our framework gen-
erates significantly better and hour-level stably
longer music than three state-of-the-art baselines,
Music Transformer, DeepJ, and single sequence-
9https://www.youtube.com/watch?v=V8XSCojvaas
based Transformer-XL, evaluated automatically
and manually.
Our multi-sequence learning framework for mu-
sic is scalable and can be further enriched by addi-
tional information, such as tempo sequences, emo-
tions and music genres for enhancing the expres-
sive ability of the generated music. We take these
as our future work.
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