Data intensive simulations are often limited by their I/O performance, and "novel" techniques 10 need to be developed in order to overcome this limitation. The software package, pnetCDF 11 which works with parallel file systems, was developed to address this issue by providing 12 parallel I/O capability. This study examines the performance of an application level data 13 aggregation approach which performs data aggregation along either row or column dimension 14 of MPI processes on a spatially decomposed domain, and then applies the pnetCDF parallel 15 I/O paradigm. The test was done with three different domain sizes which represent small, 16 moderately large, and large data domains, using a small-scale Community Multi-scale Air 17
approach to parallelize the I/O by using the network Common Data Form (netCDF, 23 http://www.unidata.ucar.edu/software/netcdf/), a set of software libraries and self-describing, 24 machine-independent data formats, has been discussed regarding the performance of different 25 I/O libraries (Li et al., 2003) , including serial netCDF, parallel-netCDF (pnetCDF) and 26
Hierarchical Data Format (Cheng, 2000) . An auto-tuning framework (behzad and Luu et al., 27 2013) has been developed to attempt to provide the best I/O setting with respect to the entire 28 I/O stack automatically. It used genetic algorithm to search the "optimal" solution from the 29 parameter-space. Our approach gears toward application level rather than the I/O stack level 30 but we also dealing with two parameters, stripe count and stripe size in the parallel file system 31 level. 32 distributed system. 23
When CMAQ was parallelized in late 1998, a "pseudo" parallel I/O library, PARIO, was 24 created to enable CMAQ to run on a distributed system. PARIO was built on top of the IOAPI 25 library to handle regular data operations (read and write) from each MPI-process. Each 26 individual processor can read its sub-domain portion of data straightly from the input files. 27
However, for output, PARIO requires all processors send its portion of data to the designated 28 processor, i.e. processor 0, which will stitch all data together and write en masse to the output 29 file (Figure 1a) . Clearly, there are a few shortcomings of this strategy: (1) as the number of 30 processors increases, the network will be flooded with more MPI messages and require longerbut the number of processors increases, the output data size in each processor decreases which 1 will lower the I/O efficiency, and (3) it requires extra memory for processor 0 to hold the 2 entire dataset before writing to the file. Besides the shortcomings mentioned in Section 3, IOAPI has another major drawback, which 6
is not taking advantage of existing technology advancements such as parallel file systems and 7 parallel I/O framework, for example, pnetCDF. Kordenbrock and Oldfield (2006) have 8 shown an enhancement of model I/O performance with the adoption of pnetCDF. Our new 9 approach not only utilizes advanced parallel I/O technology, it also addresses all the 10 shortcomings directly. This new approach performs I/O through pnetCDF using collective 11 parallel netCDF API on a parallel file system basis, thus eliminating the first and third 12 shortcomings discussed above. 13
Spatial domain decomposition is widely used in parallelizing scientific models such as 14 CMAQ. The key characteristic of this new technique is data aggregation which can be 15 considered as mitigation for the second shortcoming described above. (2, 5, 11, 20, and 40) and stripe sizes (1MB, 2MB, 4MB, 8MB and 16MB) are tested 2 on different processor configurations (4x4, 4x8, 8x8, 8x16, and 16x16 on CA and EUS 3 domain and 4x8, 8x8, 8x16, 16x16, and 16x32 on CONUS domain). Regular domain 4 decomposition is applied on the spatial domain (column by row) as in the CMAQ model. 5
Each experiment was carried out multiple times and the averaged values were reported. Four 6 different I/O techniques were setup: the serial I/O scheme used in the current CMAQ model 7 which uses regular Network Common Data Form (rnetCDF), I/O implementation with 8 straight parallel netCDF (pnetCDF) (Fig. 1b) , our new technique with data row-wise 9 aggregation among MPI processes plus I/O through using pnetCDF (pnetCDFcr) (Fig. 1c) , 10 and our new technique with data column-wise aggregation among MPI processes plus I/O 11 through using pnetCDF (pnetCDFcc) (Fig. 1d) . respectively. Since, all the runs were done on non-dedicated system environments, the same 30 % 100 ) ( (%) . The CA case, which represents a relatively small domain, shows a general trend that 5 performance degrades as the stripe count increases and/or the stripe size increases. For this 6 case, pnetCDF performance can be worse than the serial approach using regular netCDF (Fig.  7   4) . With the data aggregation technique, aggregation along the row dimension is better. 8
Overall, data aggregation along row dimension, pnetCDFcr outperforms pnetCDF. Setting the 9 stripe count to 5 and stripe size to 1MB seems to be the "optimal" settings on both machines 10 and among all processor configurations. Furthermore, as the number of processors increase, 11 the relative performance of pnetCDF drops (from ~50% to ~20% on Kraken (Fig. 3) and from 12 ~40% to about negative 25% on Edison (Fig. 4) . Conversely, with the optimal settings, 13 relative performance of pnetCDFcr increases as the number of processors increases (increases
Stripe Size and Stripe Counts Effect with PnetCDF 1
Stripe size and stripe count are two of the key factors that affect I/O performance as shown in 2
Figures 3 -8. The CONUS domain is chosen with various stripe counts (2, 5, and 11) and 3 stripe sizes (1MB, 2MB, 4MB, 8MB, 16MB) here to summarize these effects (Fig. 9) . Among 4 all stripe counts, the cases using stripe counts of 11 demonstrate the best performance 5 compared to other stripe counts; for stripe sizes, the 2MB cases were better than the other 6 stripe sizes. As more processors were applied, larger stripe sizes resulted in decreasing 7 performance in writing out data while 2MB cases had relatively better results compared to the 8 other four sizes. Shorter writing time was found when fewer processors were requested. The 9 stripe count effect showed that stripe counts of 11 had the best performance compared to the 10 other two stripe count cases. The differences became more significant when more processors 11 were used. 12
The Impact of Large Number of Processors on I/O Efficiency 13
Section 5.1 has shown pnetCDF performance decreases as the number of processors 14 increases. When the number of processors continues to increase, the performance of pnetCDF 15 reaches a point that's worse than the serial I/O scheme (Fig. 10) . In contrast, pnetCDFcr 16 scheme continues to improve significantly as the number of processors increases. 17
The I/O efficiency is defined as the rate of data being output. In parallel applications with a 18 spatial domain decomposition strategy, the domain size in each processor becomes smaller as 19 the number of processors increase (Fig. 11 left panel) . It is known that the I/O rate is higher if 20 a large chunk of data is being output. Figure 11 (right panel) reflects this assertion which was 21 tested on Kraken. When the data is aggregated, no matter whether it is along row or column 22 dimension, it will increase the data size in the processor which is responsible for the I/O. This 23 is clearly shown in Figure 11 left panel. With data aggregation (pnetCDFcc or pnetCDFcr), 24 the data size decreases slower than the pnetCDF approach as the number of processors 25 increases. This translates into a higher I/O rate in aggregated schemes than the pnetCDF 26 approach with respect to the same number of processors. pnetCDFcc is worse than pnetCDFcr 27 due to the internal data alignment in the netCDF internal format (row major). 28
Application to CMAQ 1
Based on this small-scale code experiment, the setting of 11 stripe count and 2MB stripe size 2 is selected to employ in a real CMAQ application: one-day simulation on a 4 km resolution 3 EUS domain (423x594x14x142). Figure 12 shows the overall writing time recorded on 4 Kraken and Edison with respect to three different ways to perform I/O: the current way using 5 regular netCDF (rnetCDF), using straight pnetCDF with 11 stripe count and 2MB stripe size 6 (pnetCDF), and our new approach (pnetCDFcr) with 11 stripe counts and 2MB stripe size. 7
Clearly pnetCDFcr shortens the writing time significantly. 8 9 6 Conclusionsstripe count and 1MB stripe size for small domain, 11 stripe count and 2MB stripe size or 5 23 stripe count and 2MB stripe size for the moderately large domain, and 11 stripe count and 24 2MB stripe size for the large domain. 25
This data aggregation I/O module was also tested for a one-day, 4 km by 4 km EUS domain 26 using CMAQ compared to the serial I/O mode, which is currently implemented in CMAQ, 27 and direct parallel netCDF. The results show significant reduction of I/O writing time when 28 this new data aggregated pnetCDF (pnetCDFcr) technique is used compared with serial I/O 29 approach and with application of straight pnetCDF. With this finding, the overall run time of 30 scientific applications which require I/O will be significantly reduced. A more important 31 implication is that it allows users to use a large number of processors to run applications and 32 
