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ABSTRACT
We study the evolution of the cross-correlation between voids and the mass density
field – i.e. of void profiles. We show that approaches based on the spherical model
alone miss an important contribution to the evolution on large scales of most interest
to cosmology: they fail to capture the well-known fact that the large-scale bias factor of
conserved tracers evolves. We also show that the operations of evolution and averaging
do not commute, but this difference is only significant within about two effective radii.
We show how to include a term which accounts for the evolution of bias, which is
directly related to the fact that voids move. The void motions are approximately
independent of void size, so they are more significant for smaller voids that are typically
more numerous. This term also contributes to void-matter pairwise velocities: including
it is necessary for modeling the typical outflow speeds around voids. It is, therefore,
important for void redshift space distortions. Finally, we show that the excursion set
peaks/troughs approach provides a useful, but not perfect framework for describing
void profiles and their evolution.
Key words: large-scale structure of Universe
1 INTRODUCTION
The abundance and spatial distribution of voids depends on
the nature of the initial conditions, the expansion history
of the universe, and the nature of gravity (Sheth & van de
Weygaert 2004; Martino & Sheth 2009). As is true for halos,
predictive models of this dependence have three parts. The
first is a description of the gravitational physics of void for-
mation (Dubinski et al. 1993; Sheth et al. 2001); the second
incorporates this into a statistical treatment aimed at pre-
dicting halo or void abundances, typically from knowledge of
the initial fluctuation field (Sheth & van de Weygaert 2004;
Paranjape et al. 2012; Paranjape et al. 2013; Sheth et al.
2013); and the third extends this treatment to also describe
the spatial distribution of these objects and its evolution
(Desjacques et al. 2010). The initial and evolved fields are
often refered to as Lagrangian and Eulerian, respectively.
The statistical model for the abundances typically iden-
tifies those protohalo or protovoid patches in the initial con-
ditions which are destined to become halos and voids. Since
the abundances are predicted from the initial Lagrangian
field, whereas the spatial distribution of the fully formed
? E-mail: emassara@flatironinstitute.org
† E-mail: shethrk@physics.upenn.edu
halos and voids is measured in the final evolved Eulerian
field, the description of the spatial distribution is done in
two steps: the first describes how the spatial distribution
of the initial patches is biased with respect to the initial
fluctuation field, and the second describes how this bias is
modified when the evolved halo distribution is compared to
the evolved matter field.
In this paper, we first ask if we can model the evolution
of void density profiles without any prejudice about how
voids form. We show that naive application of the simplest
spherical evolution model does not describe the evolution of
void-matter correlation, because voids move. We then build
a more elaborate model which is more accurate. Finally, we
check if the excursion set peaks approach is able to provide
a useful framework for describing how matter is initially ar-
ranged around protohalo or protovoid centers, showing that
it is reasonably accurate. When coupled with our evolution
model, this provides a complete framework for describing the
void-matter cross correlation function.
Such a framework is of interest for many cosmological
purposes: Void density profiles are promising for constrain-
ing neutrino masses (Massara et al. 2015), and modeling void
velocity profiles allows one to perform redshift space distor-
tion analyses with voids (Hamaus et al. 2015; Cai et al. 2016;
Achitouv et al. 2017; Hawken et al. 2017; Nadathur et al.
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2018). In addition, such a framework is important for inter-
preting weak-lensing measurements around voids, which are
expected to play an important role in the test of theories of
gravity (Cai et al. 2015; Baker et al. 2018). These studies are
motivated in part by the fact that underdensities or voids in
the galaxy distribution or lensing signal are now being mea-
sured in significant numbers (Sutter et al. 2012; Paz et al.
2013; Krause et al. 2013; Clampitt & Jain 2015; Nadathur
2016).
We illustrate all our arguments using measurements in
simulations which are described in Section 2. Section 3 shows
the short-comings of the spherical evolution model, and Sec-
tion 4 describes our modification, and its effect on density
and velocity profiles. Section 5 describes the excursion set
troughs model for void profiles, and compares it with our
measurements. A final section summarizes. Details associ-
ated with the excursion set troughs approach are provided
in an Appendix.
2 VOIDS IN SIMULATIONS
We use the voids identified in N-body simulations to illus-
trate a number of the points raised in the discussion which
follows.
The simulations and void catalogs are from Massara
et al. (2015). We use their low resolution simulations run in
a ΛCDM cosmology, averaging over the 10 available realiza-
tions. For each realization, the initial conditions (ICs) were
set at redshift z = 99 and particle positions and velocities
at z = 2, 1, 0.5, 0 are available. Voids were identified using
the void finder VIDE (Sutter et al. 2014) at redshift z = 0
and were divided into three groups, depending on their size
at that time: Reff = 14− 16, 16− 18, 20− 25 h−1Mpc. (See
Massara et al. 2015, for more details.). Also see Nadathur &
Hotchkiss (2015) for discussion of the subtleties associated
with such void finders.
At z = 0, each void has a number of member parti-
cles. We define the center of each void at redshift z ≥ 0 as
the center of mass of the z = 0 member particles. (This is
exactly analogous to how one traces halos back in time to
the protohalo patches from which they formed.) We use the
term ‘protovoid’ to refer to the set of void particles at any
earlier time (e.g. at z = 99). We then compute the cross-
correlation between the void or protovoid centers and the
matter distribution. Of course, we are free to cross-correlate
the (proto)void centers at one redshift with the matter dis-
tribution at another. If the void centers do not move, then
this cross-correlation is a useful measure of how the voids ex-
panded. However, if the voids moved, then the measurement
is more complicated to interpret.
3 THE SPHERICAL EVOLUTION MODEL
The simplest models of halos and voids assume that they
form from the spherically symmetric collapse or expansion
of sufficiently over or underdense isolated spherical patches
in the primordial mass density fluctuation field (Gunn &
Gott 1972; Dubinski et al. 1993). In this model, concen-
tric shells remain concentric as they expand (around what
will become void centers) or contract (around clusters). The
Figure 1. Monotonic mapping between linear and nonlinear den-
sity in the spherical model (equation 2). The logarithmic scale on
the y-axis shows that a wide range of nonlinear densities (greater
than ∼ 100) all have δL/δc → 1, whereas small nonlinear densities
(less than ∼ 0.2) correspond to a rather large range of δL.
spherical model predicts a deterministic mapping between
the linear overdensity δL(< RL) within the initial (often
called Lagrangian) scale RL and the nonlinearly evolved one
δE(< RE) within the evolved scale RE at redshift z.
The key steps in the spherical model follow from the
assumption that shells do not cross, so
1 + δE(< RE|a) = [RL/RE(a)]3 = 1 + δSph(< RE|a), (1)
where RL is the initial comoving radius of the patch that
has comoving size RE at the epoch a, and
1 + δSph(< RE|a) ≈
(
1− DaδL(< RL)
δc
)−δc
(2)
(Bernardeau 1994; Sheth 1998), where Da is the linear
growth factor normalized to the present time, and δc =
1.686. (The spherical model mapping between δL and δE
can be written exactly, but the solutions for over and under-
densities appear rather different. Equation 2 is a simple but
accurate approximation which is valid in all cases.)
Although recent work has shown how to incorporate
effects which go beyond the spherical model (Sheth et al.
2013), these only enter at second order in the δE − δL map-
ping, so we will ignore them in what follows. Together, equa-
tions (1) and (2) allow one to transform from an initial profile
shape to a final one.
Before we show the results of doing so, it is worth mak-
ing the following point about this mapping. The Eulerian
density diverges rapidly as DaδL → δc (see Figure 1). As a
result, large changes in δE correspond to small changes in
DaδL. Therefore, the precise value of δE that is used to de-
fine a halo is not so important for modeling the protohalo
patches from which the halo formed. In contrast, DaδL →∞
as 1 + δE → 0. In this limit, which is the relevant limit for
voids, small changes in δE correspond to large changes in
the associated DaδL. As a result, predictions of void forma-
tion are rather sensitive to the details of the void-finding
algorithm.
To illustrate, models of the largest halos and voids pre-
dict comoving number densities which scale approximately
∝ exp(−δ2c/2s0) and ∝ exp(−δ2v/2s0). Whereas δc ≈ 1.686
c© 0000 RAS, MNRAS 000, 1–16
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so long as δE is more than a few hundred times the back-
ground density, δv can depend strongly on the void finder.
The spherical collapse of a tophat profile suggests that the
value DaδL = −2.7 is special; this value in equation (2) indi-
cates that the associated enclosed density is δE = −0.8. How-
ever, while the enclosed density asssociated with most void
finders is close to this value in the central regions, the value
within what is commonly quoted as the ‘effective radius’ of
the void is more like −0.5. This corresponds to DaδL ≈ −0.8.
Such ‘voids’ would be much more abundant than predicted
if one assumed δv = −2.7. Accounting for this goes a long
way towards explaining many of the reported discrepancies
between predicted and measured abundances of voids. E.g.,
Chan et al. (2014) report that void abundances in their sim-
ulations are reasonably well-predicted if one sets δv ≈ −1.
3.1 From Lagrangian to Eulerian
Figure 2 illustrates how equations (1) and (2) can be used to
map an initial Lagrangian profile to an evolved profile at a
later time. The top panel shows the evolution of the enclosed
density profile that is motivated by the excursion set peaks
approach which we describe in more detail in the Appendix.
For the current discussion, the main point is simply that,
given a value of Da, equation 2 transforms the dashed curve
into the solid ones. Although the exact shape of the dashed
curve differs in detail, the evolution as D increases is similar
to that shown in the right hand panel of Figure 3 of Sheth
& van de Weygaert (2004): as time progresses, underdense
regions expand and empty-out.
The bottom panel shows the evolution of a Lagrangian
enclosed density profile that was initially slightly overdense
on large scales (dashed curve is greater than zero). Within
the region where the Lagrangian profile was negative, the
Eulerian profile expands outwards and empties out. How-
ever, where the profile was positive, the Eulerian profile
shrinks inwards and grows denser. The zero-crossing scale
does not evolve, as can be seen directly by setting δ = 0 in
equation (2). As a result, there is a range of scales within
which the Eulerian profile is triple valued: these are the
‘shell-crossed’ scales where the void in cloud process high-
lighted by Sheth & van de Weygaert (2004) is important. In
this regime, the red curves shown are incorrect, and a pro-
cedure like that outlined by Paranjape et al. (2012) to ac-
count for shell-crossing must be used. E.g. the correct curves
would replace the largeR small δE parts of all ‘S’-shaped pro-
files with vertical lines which drop down from the left-most
(smallest R) tangent point.
3.2 From Eulerian to Lagrangian
Although the profiles in the upper panel were obtained by
inserting the dashed curve for δL in the right hand side of
equation (2), and evaluated for different Da, we could, in
fact, have done the opposite. We could have started from
any one of the red curves, solved for the shape of DaδL using
DaδL(< RL)
δc
= 1−
[
1 + δSph(< RE)
]−1/δc
, (3)
and hence, have inferred the shape of the red curve associ-
ated with any other value of Dt/Da. (I.e., compute the new
Figure 2. Evolution of the density profile around an excursion
set trough of height δp = −1.686 defined using TopHat smooth-
ing, when the underlying Gaussian field has P (k) ∝ k−2. Dotted
curve shows the Lagrangian profile (i.e. the initial one, evolved
using linear theory to the present time); solid curves show the
nonlinearly evolved profiles (solid) when the linear theory growth
factor is Da = 0.25 (magenta) and Da = 1 (red) times that of
the present time. Top and bottom panels show troughs of size
ν ≡ δc/
√
spp0 = 1 and 0.25, and were chosen to illustrate the
simple case of pure spherical expansion (top), and one where the
void-in-cloud process occurs, so the evolution shown is incorrect
(bottom).
1 + δ(at) associated with (Dt/Da)DaδL(< RL) and then the
new RE(at).)
This is sufficiently straightforward that it is interesting
to ask how well this works for voids identified in simulations.
Figure 3 shows the results. The solid lines show the evolu-
tion of the void-matter cross correlation functions associated
with voids that have size Reff (as labelled) at z = 0, but mea-
sured using protovoid centers and the mass distribution both
at z = 2, 1, 0.5 and 0 (top to bottom in each panel). The
dashed curves show the result of using the spherical model
to predict the other curves from the upper most solid curve
(i.e. to predict the lower redshift profiles from that at z = 2).
While the predictions are qualitatively accurate, they lie sys-
tematically below the measurements on large scales. This is
true even for the largest voids, which do not have overdense
walls, so the complications of the void-in-cloud process do
not arise.
The discrepancy on the largest scales is particularly wor-
risome, since such scales are generally thought to be ‘in the
c© 0000 RAS, MNRAS 000, 1–16
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Figure 3. Mean enclosed void density profiles – i.e. the volume
averaged void-matter cross-correlation function – at z = 2, 1, 0.5
and 0. Solid lines show the measurement and dashed lines show
the result of combining the measured shape at z = 2 with the
spherical model (equation 2) to predict the shape at later times.
linear regime’ and hence, ought to be the easiest to use for
constraining cosmological models. What has gone wrong?
3.3 Non-commutation between averaging and
evolution?
One possibility is that, because it is a cross-correlation, each
solid curve represents an average over many different void
profiles. It is not obvious that the average of the evolved pro-
files (which the solid lines represent) should equal the evolu-
tion of the average profile (which is what our procedure for
computing the dashed curves assumes). Non-commutation
between averaging and evolution would be particularly rele-
vant if there were significant scatter around the mean profile.
Figure 4 provides a direct test. The solid orange and
purple curves are the same as the z = 2 and z = 0 pro-
files shown in the bottom panel of the previous figure. The
0 10 20 30 40 50 60 70
R [Mpch−1]
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.0
δ E
z=0
z=2
Measurements
L→ <L> →E
L→E→ <E>
Figure 4. Comparison of profiles obtained from evolving the
mean z = 2 profile (orange solid) to z = 0 (dashed) with those
from averaging the evolved profiles (dot-dashed). The dashed
curves are the same as the dashed curves shown in the bottom
panel of the previous Figure: they show how the (volume aver-
aged) void-matter cross-correlation function measured at z = 2 is
predicted to evolve if the spherical model (equation 2) were accu-
rate. While there are differences on small scales, the two are very
similar on large scales. Both lie below the black solid curve, which
shows the actual mean profile at z = 0.
dashed curve shows the result of evolving the orange curve
to z = 0 using the spherical model (equations 1 and 2). I.e.,
it shows the predicted evolution of the average profile. The
dot-dashed curve shows the average of the evolved profiles:
it was obtained by taking each z = 2 profile, evolving it to
lower z using the same spherical model, and then averag-
ing the result. The dashed and dot-dashed curves differ on
small scales, because evolution and averaging do not com-
mute. However, on large scales, there is good agreement.
Therefore, although one can account for the scatter in pro-
file shapes and evolution following Sheth (1998), this will
not solve the problem that the predicted evolution does not
change the large scale bias.
One might worry that, because we started with z = 2
profiles, we have already mixed-up some of the evolution
and averaging. (This is true, of course, but it would not be
an issue if the two commute.) Therefore, Figure 5 shows
the result of starting with the z = 99 profiles instead, and
then evolving the average profile to z = 2 and z = 0 (dashed
curves). The dot-dashed curves evolve and then average. The
upturn on small scales is due to discreteness effects in the
simulations (which is why our prefered default is to work
with the z = 2 profiles). This upturn does not complicate
the main point, which is that neither the dashed nor the
dot-dashed curves look like the mean profile measured in
the simulations (solid curves). Whereas the differences are
not large at z = 2, they are significantly larger at z = 0.
Together, Figures 4 and 5 show that the real fault lies
not with the fact that evolution and averaging do not com-
c© 0000 RAS, MNRAS 000, 1–16
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Figure 5. Same as previous figure, but now for evolving the z =
99 profile to z = 2 and to z = 0. The jump at R ∼ 20h−1Mpc is
due to discreteness effects in the z = 99 profile.
mute, but with equation (2) for the evolution itself. We ad-
dress this in the next section.
4 SPHERICAL EVOLUTION AROUND A
MOVING CENTER
4.1 Large-scale bias
As Sheth & van de Weygaert (2004) note, equation (2) is
supposed to describe the evolution of the profile of an isolated
object. Since all objects are embedded in the cosmic web,
equation (2) cannot be the full story. To see why, first note
that the procedure used for measuring a ‘void profile’ is the
same as that for measuring the cross-correlation between
void centers and the dark matter distribution. Therefore,
one should think of the two as equivalent:
1+ξ¯Ebm(x|a) ≡ 1+ 3
r3
∫ r
0
dxx2ξEbm(x|a) = 1+δE(< r|a). (4)
This is instructive because it has been known for decades
that, if the initial conditions were Gaussian, then the large
scale cross-correlation function will have the same shape as
the dark-matter auto-correlation function, although it may
differ in amplitude:
δE(< r|a) ≈ bE(a) ξ¯mm(< r|a) (5)
(Bardeen et al. 1986). The constant of proportionality is
known as the ‘linear bias factor’. We note in passing that,
therefore, ‘universal’ fitting formulae for the ‘void profile’
shape which do not exhibit this property (sufficiently far
from the void center) are not ‘universal’. E.g., in this sense,
the formula of Hamaus et al. (2014) is not universal (right-
most panel of Figure 6 in Chan et al. 2014): it is only useful
on smaller scales (although the scale beyond which it is in-
accurate is not well-defined), and it is not very useful if, as
is often the case, one is interested in its Fourier transform.
4.2 Evolution of bias
Next, note that if the comoving number density of biased
tracers is conserved, then the bias factors at two different
times are related:
bE(a1)− 1 = (D2/D1) (bE(a2)− 1). (6)
(Cole & Kaiser 1989; Nusser & Davis 1994). It is conven-
tional to define
bL ≡ bE(a = 1)− 1 (7)
(Mo & White 1996), so that
bE(a) = (Da + bL)/Da. (8)
This is a rather generic argument which implies that the
amplitudes of the Lagrangian and Eulerian cross-correlation
functions should be different. In contrast, simply using equa-
tion (2) to evolve the Lagrangian profile into an Eulerian one
will result in no change to the profile (shape or amplitude)
on the large scales where δL  1. Namely, to leading order
in δL, the spherical evolution equation (2) has
δE(< RE|a) ≈ Da δL(< RL) ≈ Da bL ξ¯mm(< r|a = 1). (9)
Compared to equation (5) with equation (8), this is missing
a factor of D2aξ¯mm.
In suggestive notation, if we define δ0 ≡ δm(ai)/Di and
δb(a) ≡ bE(a) δm(a) then
〈δb(a)δm(a)〉 = bE(a) 〈δm(a)δm(a)〉
≈ (Da + bL) 〈δ0 δm(a)〉, (10)
where we have approximated δm(a)/Da ≈ δm(ai)/Di. This
expresses the cross-correlation between biased tracers (e.g.
halos or voids) and the matter field at the same epoch a,
and should be reasonably accurate on large scales. Cross-
correlating the positions of the biased tracers at a = 1 with
the mass at any other a ≤ 1 yields
〈δb(a = 1)δm(a)〉 ≈ (1 + bL) 〈δ0 δm(a)〉 (11)
since Da = 1 when a = 1. Alternatively, cross-correlating the
protohalo or protovoid positions at ai  1 with the mass at
any a yields
〈δb(ai)δm(a)〉 ≈ bL 〈δ0 δm(a)〉, (12)
where we have assumed Di → 0. Thus, the Lagrangian and
Eulerian density profiles (i.e., the profiles around the biased
positions at ai and at a = 1) are expected to be different,
even on large scales.
Figure 6 shows the Fourier transform of the void-matter
cross-correlation function using the z = 0 void centers and
the matter distribution at other redshifts. Although there
are large differences at large k, there is no evolution at small
k. Figure 7 shows a similar study of the evolution around
the protovoid centers at z = 99. Again, there is no evolution
at small k. However, the k → 0 limit, the large scale bias
factor, differs from that in the previous figure: the difference
between the two bias factors equals unity, in agreement with
equation (8).
The large scale amplitude and detailed scale dependence
are different if one considers larger or smaller voids (larger
voids have more negative bias), but the fact that large scale
bias does not evolve if the void center is fixed to its position
at one epoch, is generic. And, if one uses the z-dependent
c© 0000 RAS, MNRAS 000, 1–16
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Figure 6. The void matter-cross power spectrum – i.e. the Fourier
transform of the density profile around positions identified as void
centers at z = 0. At small k (i.e., on large scales) the profile around
these positions is the same at all redshifts.
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Figure 7. Same as previous figure, but now showing the evolution
of the matter distribution around the protovoid centers in the
initial conditions (z = 99). Again, there is no evolution at small k.
However, the small k limit differs by −1 from that in the previous
figure.
protovoid center when cross-correlating with the matter dis-
tribution at z, then equation (8) provides an excellent de-
scription of the large scale bias.
4.3 Evolution and motion
In the context of peak theory, equation (8) is a consequence
of the displacement of proto-peaks (or troughs) from their
initial positions (Desjacques et al. 2010). Massara & Sheth
(in prep) show that, if the biased tracers do not move, then
the same reasoning as in Desjacques et al. (2010) leads
to bE(a) = bL/Da rather than equation (8). This makes
〈δb(a)δm(a)〉 ≈ bL 〈δ0 δm(a)〉 whether one centers on po-
12 14 16 18 20 22 24
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M
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Figure 8. Displacement d between the void center at z = 0 and
the center of the protovoid patch from which it formed, as a func-
tion of void size Reff . The color coding is proportional to the
fraction of voids of a given size which have displacement d, and
shows that the distribution of d is the same for all Reff .
sitions at ai or a = 1, since, because they do not move,
δb(a) = bL δm(a)/Da = bL δ0 is independent of a.
The fact that the k → 0 limit in Figure 6 differs from
that in Figure 7 by unity indicates that voids move. Fig-
ure 8 shows a more direct measure of this motion: the dis-
tance between the void and protovoid centers, plotted as a
function of void size. Voids at z = 0 are typically about
6h−1Mpc away from where they started, but this displace-
ment is approximately independent of void size. Since this
displacement is a smaller fraction of the size of a larger void,
one might have thought that neglecting void motion would
be an acceptable approximation for the larger voids. While
this is true, we have shown that, in fact, this motion has
a significant impact on the void-matter cross-correlation in
Fourier space. The only sense in which the impact is smaller
for large voids is that they tend to have |bL|  1 so, for large
voids, bL + 1 ≈ bL.
In summary: Using equation (2) to model nonlinear evo-
lution leads to the prediction that the large scale bias does
not evolve. Non-evolving large-scale bias is only correct if
the center of collapse (or expansion) is not moving. If it does
move, then the Eulerian and Lagrangian bias factors should
differ by unity.
4.4 An improved model
Having motivated why equation (2) does not model the evo-
lution of the void-matter cross-correlation function, we now
test the predictions of a simple extension which accounts
crudely but effectively for void motions. Namely, we con-
c© 0000 RAS, MNRAS 000, 1–16
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sider
1 + δE(< RE|a) = 1 + δSph(< RE|a) +Da δ2(RE|a) (13)
where δSph is given by equation (2) and
δ2(RE|a) = Da
∫
dk k2
2pi2
PL(k) bv(kRp)W (kRp)WTH(kRE)
(14)
with
WTH(x) = 3 (sinx− x cosx)/x3, (15)
W (x) = WTH(x) e
−(x/5.5)2/2, (16)
and
bv(kRp) = 1− k2 spp0 /spp1 (17)
with
spqj =
∫
dk
k2P (k)
2pi2
W (kRp)Wq(kRq) k
2j , (18)
where Wq = W (kRq) when Rq = Rp but Wq = WTH(kRq)
otherwise.
The addition of δ2 is a crude way of accounting for the
correlated pairs which would be present even if bL = 0. Its
form is motivated by the excursion set peaks approach which
we describe in Appendix A. Briefly, the smoothing windows
are related to the void size and to the fact that we are mea-
suring the cross-correlation on scale RE. Although (in the
context of the spherical evolution model) a TopHat filter is
the most natural choice, we have included an exponential fac-
tor in equation (16) which softens the edges of the TopHat.
This is motivated by the work of Chan et al. (2017b).
In addition to the the smoothing windows, δ2 also de-
pends on bv (equation 17). First, note that if we set bv → 0,
then δ2 → 0, and the model reduces to the original model of
isolated spherical evolution. The k-dependence of bv is moti-
vated by the excursion set peaks/troughs approach, in which
peak/trough motions are expected to differ from that of the
dark matter (Bardeen et al. 1986; Sheth & Diaferio 2001;
Desjacques & Sheth 2010; Desjacques et al. 2010). Notice
that δ2(Rp) ≈ 0 since most of the contribution to the inte-
gral comes from where the difference between W and WTH
is small.
We have also explored replacing
Da δ2(RE)→
[
1−Daδ2(RL)/δc
]−δc − 1, (19)
or setting δ2 = 0, and replacing
Da δL → Da (Dabv + bL) δL. (20)
The former tries to write the additional pairs as perturba-
tions to linear theory, whereas the latter subsumes every-
thing into a single spherical collapse like term. To lowest
order, all three models for 1 + δE are the same, so in what
follows, we stick with the simplest case (equation 13).
4.5 Tests of the modified model
Figure 9 shows that this model (dashed) describes the large
scale profiles (solid) much better than the spherical model
alone (compare solid and dashed curves in Figure 3). Here,
100 101
0.8
0.6
0.4
0.2
0.0
0.2
δ(
R
)
Reff= 14-16 Mpc/h
z=0
z=0.5
z=1
z=2
100 101
0.8
0.6
0.4
0.2
0.0
0.2
δ(
R
)
Reff= 16-18 Mpc/h
100 101
R [h−1Mpc]
0.8
0.6
0.4
0.2
0.0
0.2
δ(
R
)
Reff= 20-25 Mpc/h
Simulation
Prediction
Linear term
Figure 9. Mean enclosed void density profiles – i.e. the volume
averaged void-matter cross-correlation function – at z = 2, 1, 0.5
and 0. Solid lines show the measurement (same as Figure 3) and
dashed lines show the prediction from equation (13), which com-
bines the spherical model with an additional term which allows
for the evolution of large scale bias. The dot dashed curves show
this extra term.
as before, the profile shape at z = 2 is used to predict the
shape at later times. The only difference is that now we use
equation (13) to model the evolution. Dot-dashed lines show
the extra term compared to equation (2). Except for the
few Mpc around the scale where the profile begins to climb
upwards, this extra term leads to a more accurate prediction.
Figure 10 shows an additional test. The solid curve
shows the measured Lagrangian profile δL, and dot-dashed
and dashed curves show the prediction, based on the mea-
sured z = 2 profile and equation (2) and (13), respectively.
The bump in the measurements on small scales is an artifact
of the fact that the mean particle separation is ∼ 4h−1Mpc:
the measurements are only reliable on larger scales. This
bump is the reason why we chose to normalize our model
at z = 2, and then evolve it to lower and higher redshifts,
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Figure 10. Measured (solid) and predicted Lagrangian profiles.
The predictions result from combining the profile at z = 2 with
equations (2) (dot-dashed) and (13) (dashed) to predict δL at
z = 99. Equation 13 produces a more accurate description of the
measurements.
rather than normalizing directly in the initial conditions.
The dashed lines are clearly in better agreeement with the
solid ones, indicating that equation (13) is more accurate
than equation (2).
We remarked earlier that, on large scales, our equa-
tion (13) has the profile scaling as Da(Da+ bL) (we have set
bv = 1 in equation 22), with 0 < Da < 1. This shows that
the evolution is initially dominated by the piece that is lin-
ear in Da, which will have the same sign as bL. At late times,
the D2a > 0 term will also matter. Therefore, if bL < 0, then
the profile initially becomes more negative as Da increases.
The ’turnaround’ of the amplitude, due to the D2a term, will
happen when d[Da(Da+bL)]/dDa = 2Da+bL = 0. I.e., from
Da > −bL/2 the amplitude will begin to increase. However,
if bL is too negative, then the critical Da will be greater than
unity; this means that the profile becomes increasingly neg-
ative all the way to z = 0. This explains why, for the solid
curves in Figure 3, the late time profile for small voids lies
above that at earlier times, whereas the late time profile for
big voids becomes ever more negative.
Our evolution model, equation (13), is phrased in a
rather generic way. Except for our choice for bv, it is not
tied to a particular functional form for δL. Having shown
that it is accurate, it is interesting to ask if the shape of
δL can be predicted from first principles. We address this in
Section 5.
4.6 Velocities
The pair conservation (or continuity) equation states that
∂ξ¯bm(< r|a)
∂ ln a
= −vbm(r|a)
Hr
3 [1 + ξbm(r|a)], (21)
where vbm(r|a) is the mean relative velocity of all biased
tracer-matter pairs separated by r when the expansion factor
is a (e.g. Peebles 1980).
On the large scales where linear theory applies,
ξbm(r|a) = Da (Dabv + bL) ξmm(r|a = 1). (22)
(Sheth et al. 2001). (Strictly speaking, this expression ig-
nores the k-dependence of bv and bL; to include it correctly,
we must think of ξmm as an integral over P (k), and include
both bv and bL in the integrand.) This, in the continuity
equation, implies
[bv + bE(a)] fa ξ¯mm(r|a) = −vbm(r|a)
Hr
3 [1 + ξbm(r|a)], (23)
where fa ≡ ∂ lnDa/∂ ln a, so that
vbm(r|a) = [bv + bE(a)]
2
vmm(r|a) 1 + ξmm(r|a)
1 + ξbm(r|a) (24)
(Sheth et al. 2001). This relates the pairwise velocity be-
tween biased tracers and the mass to that of the dark matter.
In the current context, it is interesting to write equation (23)
as
vbm(r|a)
faHr
[1 + ξbm(r|a)] = − ξ¯bm(r|a)
3
− bv ξ¯mm(r|a)
3
. (25)
Previous work (Hamaus et al. 2014; Demchenko et al. 2016)
has missed the (pair-weighting) term in square brackets on
the left hand side, and the second term on the right hand
side (the one proportional to bv).
It is interesting to compare this with the statistical def-
inition (e.g. Fisher 1995):
vbm(r|a) ≡ 〈(1 + δm)(1 + δb)(vm − vb)〉〈(1 + δm)(1 + δb)〉 . (26)
In linear theory, velocities and densities at the same position
are uncorrelated, so
vbm(r|a) ≡ 〈δmvb − δbvm〉〈(1 + δm)(1 + δb)〉 =
〈δmbvvm − bEδmvm〉
〈(1 + δm)(1 + δb)〉
=
bv + bE
2
2〈δmvm〉
1 + ξbm
= faHr
bv + bE
2
2ξ¯mm/3
1 + ξbm
= faHr
bv ξ¯mm + ξ¯bm
3 (1 + ξbm)
, (27)
where bv accounts for the fact that void speeds may differ
from those of the dark matter. Note that this agrees with
equation (25). However, this formulation makes it easy to see
the effect of assuming voids do not move: simply set bv → 0.
Doing so makes vbm → 〈δbvm〉 = −(Hr) fa ξ¯bm/3. However,
since voids do move (Figure 8), there are corrections to this
simple expression which should not be ignored if |bE| is not
large compared to unity.
Of course, we can go beyond linear theory by inserting
equation (13) for 1 + ξ¯bm in equation (21). This yields
− vbm
faHr
3 [1 + ξbm] = DaδL
1 + δSph
1−DaδL/δc + 2Daδ2 (28)
= ξ¯bm +Daδ2 − δSph
+ δc (1 + δSph)
[
(1 + δSph)
1/δc − 1
]
where vbm and ξbm are on scale r, δSph is within r, and
δL is within RL. It is easy to check that, on large scales,
this reduces to the linear theory analysis above. The second
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Figure 11. Measured (black) and predicted (magenta and red)
pairwise velocity for void-dark matter pairs, as a function of sepa-
ration at z = 0, for the same void samples as shown in the bottom
two panels of the previous figure. Dashed curves ignore the con-
tribution from the motion of void centers; solid curves include
it. Magenta curves show the linear theory prediction (equation 25
with bv = 0 or with bv given by equation 17), and red curve shows
the full signal (equation 28).
equality writes vbm as ξ¯bm +Daδ2 + additional terms which
can be expressed in terms of δSph = ξ¯bm −Daδ2 (c.f. equa-
tion 13). This highlights the terms which are missing from
previous analyses.
Figure 11 compares the measured vbm with the linear
and nonlinear predictions, and Figure 12 shows a similar
comparison of measured and predicted vbm/Hr, since this
highlights the similarity to ξ¯bm on large scales. To illustrate
the effect of void motions on the outflow velocity ‘profile’,
the solid black curves in Figure 11 show
〈 v12(r) 〉 ≡
∑Nv
i=1
∑Np
m=1 Imi (vm −Bvi) · rmi/|rmi|∑Nv
i=1
∑Np
m=1 Imi
with B = 1, where Nv and Np are the number of voids and
dark matter particles in the simulation box, rmi ≡ rm−ri is
the separation between void i and particle m, and Imi = 1
if |rmi| is within ∆r of r. The dashed black curves show this
same sum but with B = 0; this clearly ignores void motions,
so the dashed black curves are like the measurements shown
in Hamaus et al. (2014) (although they used an additional
Voronoi weighting scheme). The dashed and solid curves are
different on all scales, showing that void motions matter.
The corresponding magenta curves show the linear the-
ory predictions: dashed shows equation (25) with bv = 0,
and solid uses bv 6= 0 of equation (17). The solid red curve
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Figure 12. Same as previous figure, but now for vbm/Hr.
shows the full nonlinear prediction (equation 28). While it
does not reproduce the measurements accurately on small
scales, it does fare better than linear theory. The agreement
with the measurements improves slightly if we do not divide
the predictions by 1 + ξbm (see Figures 13 and 14). This
factor, which normalizes the predictions by the number of
pairs, as is done for the measurement, is often ignored. Ig-
noring it happens to work well for velocities onto clusters as
well (Sheth & Zehavi 2009).
4.7 Comparison with some previous work
Before we move on to modeling these results, it is interesting
to contrast our treatment of void density and velocity profiles
with previous work.
As we noted above, setting bv → 0 in our equation (25)
yields the expression used by Hamaus et al. (2014) (though
they ignore the 1+ξbm factor). They report good agreement
with their analysis, so it necessary to address why. Equa-
tion (3) of Hamaus et al. (2014) shows that they only sum
over particle velocities – they explicitly do not include the
void velocity when measuring the ‘pairwise’ velocity in their
simulations. This means they have unwittingly set bv = 0
in their measurements, which is why they find no evidence
for this term. The agreement between the dashed curves in
Figure 11 shows that, at least on large scales, if the measure-
ment ignores void motions, then one does not do too badly
if one ignores them in the theory also.
Demchenko et al. (2016) describe a study of the spher-
ical evolution of cosmic voids; while they find encouraging
agreement for voids that are larger than those we have stud-
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Figure 13. Same as Figure 11, but now the predictions have not
been divided by 1 + ξbm.
ied, they report that their methodology fails for smaller
voids. Our analysis shows why. Demchenko et al. use the
void center defined at z = 0 and ask if the spherical model
can describe how the profile around this position evolved.
However, voids move (see our Figure 8), and there is no rea-
son why the spherical model should apply around a position
which is not comoving with the center. E.g., in our Figure 3,
spherical evolution alone is obviously a bad description of the
measured evolution, most especially on large scales, because
the measured bias evolves. Why, then, did they find good
agreement with their measurements? There are two parts to
the answer.
First, their measurements of the void profile at all other
z were always centered on the z = 0 position. Therefore,
their measurements are the real-space analogue of our Fig-
ure 6, for which the large scale bias does not evolve! As
a result, the failure of the spherical model on large scales,
which is so obvious in our analysis, was hidden by the mea-
surement they chose to model. Second, our Figure 8 shows
that void motions are approximately independent of void
size, so ignoring them is most problematic for small voids.
Demchenko et al. (2016) considered voids with effective sizes
that were much larger than the typical void displacements:
presumably this is why they found that agreement with the
model degraded as void size decreased.
5 THE EXCURSION SET TROUGHS MODEL
Having shown that we have a reasonably accurate model for
the evolution of the void-matter cross-correlation function,
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Figure 14. Same as Figure 12, but now the predictions have not
been divided by 1 + ξbm.
we now ask if its shape is understood. For this, we use the
excursion set troughs model (Section 4.6 in Sheth & van de
Weygaert 2004), with the technical improvements described
in Paranjape et al. (2013). Briefly, although the approach is
most often used to predict abundances of objects from the
statistics of the initial fluctuation field, it actually includes
a model for the Lagrangian space profiles around the proto-
halo or protovoid patches. This is a direct consequence of rec-
ognizing the often overlooked fact that the cross-correlation
between the patches and the mass is the mean density profile
(Bardeen et al. 1986; Sheth 1998), and, for the excursion set
approach, this Lagrangian cross-correlation is known (Musso
& Sheth 2012; Musso et al. 2012).
In what follows, we first write down the Lagrangian
cross-correlation function, and show that it provides a rea-
sonable fit to the Lagrangian measurements. We then in-
sert the Lagrangian profile in equation (13) and fit it to the
evolved Eulerian profile. Agreement between the fitted co-
efficients in Lagrangian and Eulerian space is an indication
that all is self-consistent.
5.1 EST Lagrangian protovoid profiles
In Appendix A we discuss why the Lagrangian cross-
correlation function – the density profile centered on po-
sitions which are Excursion Set Troughs on scale Rp (ESTp)
– is well-approximated by
δL(< Rq|ESTp) = b10 spq0 + b01 2
dspq0
d ln spp0
, (29)
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Reff [h
−1Mpc] b10 b01 spp0 s
pp
1 δp
14− 16 −0.54 −0.72 0.71 0.03 −0.90
16− 18 −0.75 −0.95 0.60 0.02 −1.02
20− 25 −1.5 −1.7 0.39 0.01 −1.26
Table 1. Results from fitting equation (29) to the Lagrangian
profile.
where spp0 and s
pq
0 were defined earlier (equation 18), and
b10 + b01 =
〈δp〉
spp0
(30)
where 〈δp〉 denotes the typical value of the Lagrangian over-
density enclosed within a protovoid of size Rp (Castorina
et al. 2017; Chan et al. 2017). Usually, this value is known:
e.g., the simplest expectation for voids is that it equals −2.7.
However, in the present case, we do not have an a priori
prediction for 〈δp〉 because, as we noted in our discussion
of the spherical model, this value is rather sensitive to the
details of the void finder (also see Nadathur & Hotchkiss
2015). Indeed, not only is it not known, but, in contrast to
the EST model in which the mean Lagrangian profile is ob-
tained by stacking voids of fixed Lagrangian size, here, we
stack voids based on their Eulerian rather than Lagrangian
size. Therefore, in what follows, we will treat b10 and b01 as
free parameters, which will be determined by fitting to the
measured Lagrangian profile. We will then check if the fit-
ted values do indeed estimate δp well (following equation 30).
However, predicting how these parameters depend on void
size is beyond the scope of this work.
In practice, we do not fit to the solid curves in Figure 10
because of the problems on (small) scales that are compa-
rable to the interparticle separation. Rather, we fit to the
dot-dashed curves shown there. These were predicted by our
evolution model from the measured profile at z = 2; they
provide an excellent description of the Lagrangian profile,
but do not suffer from artifacts on small scales. In addition,
when fitting, we set Rp = Reff/2, where Reff is the scale
shown in the legend in the upper left of the figure. This sets
the values of spp0 and s
pq
0 .
Table 1 gives the best-fitting parameters; the fits them-
selves are shown as dashed lines in Figure 15. Although the
agreement with the measured solid curves is not spectacular
– the predicted shape is flatter than measured on the inner
side of the void wall – it does suggest that the excursion
set troughs approach provides a reasonably good framework
within which to describe voids. As a final consistency check,
the final column of Table 1 gives the value of δp predicted by
equation (30). It is in rather good agreement with δL(< Rp)
on the scale Rp = Reff/2 shown in the Figure.
5.2 EST + spherical evolution + extra term
We now test if our ESP model for the Lagrangian profile
shape, when combined with equation (13) for the evolution,
is able to provide a good description of the Eulerian profiles
in the simulation. As before, we keep the structure of the
model fixed, but fit for the coefficients b10 and b01. If these
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Figure 15. Profiles of the form given by equation (29) (dashed)
with free parameters b10 and b01 determined by fitting to the
Lagrangian profile (solid, same as dot-dashed in Figure 10).
Reff [h
−1Mpc] b10 b01 spp0 s
pp
1 δp
14− 16 −0.29 −0.98 0.63 0.03 −0.80
16− 18 −0.50 −1.31 0.60 0.02 −0.96
20− 25 −1.3 −2.4 0.34 0.01 −1.27
Table 2. Results from fitting equation (13) with δL(< RL) from
equation (29) to the Eulerian profile.
turn out to be the same as those in Table 1, then this will
be an indication that our approach is self-consistent.
Figure 16 shows the result of fitting the Eulerian profiles
(solid, same as Figure 9) with the shape that is obtained
by inserting equation (29) in equation (13) (dashed) and
fitting for b10 and b01. In practice, because evolution and
averaging do not commute (Figure 4) we restrict the fit to
scales R < Reff/5.5 and R > Reff . The best-fit values are
listed in Table 2. Comparison with those in Table 1 shows
reasonable agreement, especially for large voids.
Figure 17 shows another test of self-consistency: the
dashed curves show the result of using the b10 and b01 val-
ues obtained from fitting the Eulerian profiles to predict the
measured Lagrangian profiles (solid). The agreement is again
reasonable, except around the void wall where we know non-
commutation matters, and where the predicted profiles tend
to be slightly shallower than the measured ones. We con-
clude that equation (13) provides a reasonably flexible and
physically motivated ‘universal’ framework for fitting void
profiles.
5.3 Scale-dependence of bias
Before we conclude this section, it is interesting to contrast
the role played by the extra term, which, on large scales,
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Figure 16. Profiles of the form given by inserting equation (29)
in equation (13) (dashed) with free parameters b10 and b01 deter-
mined by fitting to the Eulerian profile (solid, same as Figure 9).
makes
b10 → b10 +Da and b01 ∼→ b01 −Da, (31)
so that b10 + b01 of the evolved profile is approximately in-
dependent of time, and equation (30) is a reasonable ap-
proximation at all times. (The Appendix discusses why the
expression for b01 is only an approximation.)
For massive halos, b10 and b01 are both positive, and
increase with halo mass. So the term from evolution in-
creases the large scale bias and decreases the amplitude of
the scale-dependence term: as a result, bias appears to be
scale-independent over a wider range of scales in Eulerian
than Lagrangian space. For lower mass halos, b10 can be neg-
ative, but b01 will still be positive (because of equation 30).
In this case, evolution will bring both closer to zero, and may
even make both change sign. Thus, generically, evolution
makes Eulerian bias less scale dependent than Lagrangian.
In contrast, for large voids, b10 and b01 are both nega-
tive. Evolution makes the scale-independent piece closer to
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Figure 17. Profiles of the form given by equation (29) (dashed)
with free parameters b10 and b01 determined by fitting to the
Eulerian profile (solid, same as dot-dashed in Figure 10).
zero, but makes the scale-dependent piece even more nega-
tive, with the result that Eulerian void bias is more scale-
dependent than Lagrangian. This is also true for small voids:
although b10 can be positive (but b01 negative), evolution
will increase the scale-independent piece, and make b01 more
negative. Again, Eulerian void bias is more scale dependent
than Lagrangian – unlike for halos.
6 DISCUSSION
We studied void density and velocity profiles – the former
being just the void-matter cross correlation function – in
simulations. We showed that the cross-correlation function
evolves both because of how matter flows around (away
from) the voids (equation 2), but also because voids move.
Voids identified today (and by extension, voids identified at
any given time) are displaced from their initial protovoid po-
sitions by an amount that is approximately independent of
void size (Figure 8). These displacements make the void-
matter cross-correlation evolve even on very large scales
(Figures 6 and 7), in agreement with theory (equation 8).
Accounting for these displacements (equation 13) is neces-
sary to explain the evolution of void density profiles (com-
pare Figure 3 with 9) as well as the profiles of velocity in-
flow/outflow around voids (Figures 11–14). These displace-
ments and their consequences are missing from all previous
work on void evolution. The implications for redshift space
distortions are the subject of work in progress.
We then explored if the simplest Excursion Set Troughs
model provides a useful ‘universal’ framework for describ-
ing void profiles. This framework ignores details associated
with non-spherical evolution (Sheth et al. 2001, 2013; Achi-
touv et al. 2015), and the fact that evolution and averaging
do not commute (Figure 4), although the non-commutation
matters most on scales that are within the void boundary.
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Although the EST framework is, in principle, fully predic-
tive, predicted void abundances are rather sensitive to how
voids are characterized in the evolved field (see discussion
associated with Figure 1). To study if the EST framework is
useful even when the details of the void finder are not under-
stood, we treated the EST expression for void profiles (equa-
tion 29) as a framework with free parameters which are to be
determined by fitting to data. This worked reasonably well.
If one evolves the measured void profile back to the initial
Lagrangian conditions and fits there (Figure 15), then the
fitted parameters yield reliable information about the pro-
tovoid patches from which the voids evolved (equation 30).
Moreover, these Lagrangian parameters can also be deter-
mined by inserting equation (29) in equation (13) and fitting
to the evolved Eulerian profile (Figures 16 and 17). Fitting
to either the Lagrangian or the Eulerian profiles yields simi-
lar estimates of the Lagrangian bias parameters b10 and b01,
which describe the scale-dependence of void bias (compare
Tables 1 and 2).
When combined with equation (30), these values indi-
cate that protovoid patches which grow into voids identified
by VIDE have average enclosed overdensities of order −1,
rather than the value of −2.7 that is predicted by theory.
Much of this difference is because the void walls are not
sharp, so the thickness of the wall influences its estimated
size. Nevertheless, it is interesting that a Lagrangian under-
density of order −1 is close to the value suggested by fitting
void abundances using the EST approach. Exploring if the
EST approach allows self-consistent determinations of void
profiles and abundances is left to future work.
Future work must also address the question of how to
model voids identified using biased tracers, rather than dark
matter particles, in the evolved field (as we have done here).
If δg denotes the overdensity of the bias tracer, then the
simplest approximation would simply set 1 + δE = 1 + δg/bg
in all the expressions of this paper. Section 5.3 motivates why
scale-independent linear bias may be a better approximation
for the halos which host galaxies in the evolved field than it
is for voids, so that the simple prescription above may work
reasonably well in practice.
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APPENDIX A: BIAS IN THE EXCURSION SET
TROUGHS APPROACH
This Appendix is intended to provide some insight into the
structure of equation (29). Here, we will use the notation
〈δ¯q|ESTp〉 to denote the average value of the overdensity
within Rq, given that, when smoothed on scale Rp, there
is an Excursion Set Trough at the center. I.e., this is the
quantity that was denoted δL(< Rq) in the main text.
A1 Which variables matter
In general, there are as many bias factors as there are vari-
ables which matter for defining what makes the protovoid.
For example, if the only condition for making a void is that δ¯p
must equal a certain value (say −2.7), then b10 = −2.7/spp0
and b01 = 0. Here b01 is zero because only one variable (in
this case δ¯p) matters. If the condition is that δ¯p must exceed
a threshold, δ¯p ≤ −2.7 say, then b01 is again zero (since,
again, only one variable matters), but b10 is now a more
complicated function of −2.7/√spp0 (see equation in Casto-
rina et al. 2017), since now 〈δ¯p〉 6= −2.7.
In the upcrossing approximation to the excursion set
approach (Musso & Sheth 2012), δ¯p must exceed a threshold
on scale Rp, but must lie below it on the next larger scale:
δ¯p ≤ −2.7 and δ¯p+∆ ≥ −2.7. In effect, the second condition
constrains dδ¯p/dRp ≥ 0. Since dδ¯p/dRp is a different vari-
able from δ¯p itself, in this case there are two bias factors:
both b10 and b01 may be nonzero. Since they multiply fac-
tors which depend differently on scale, the bias is said to be
‘scale-dependent’ (Musso et al. 2012).
The peaks model of Bardeen et al. (1986) does not con-
strain dδ¯p/dRp, but it does constrain derivatives of δ¯p with
respect to spatial position, so profiles in this model can also
be written in terms of two bias factors. In the excursion set
peaks/troughs approach, there are constraints on the spa-
tial derivatives in addition to the excursion set conditions on
δ¯p and dδ¯p/dRp (Paranjape & Sheth 2012; Paranjape et al.
2013). In principle, therefore, this approach comes with three
bias factors: Chan et al. (2017a) show why equation 29 re-
mains an excellent approximation. Of course, the coefficients
b10 and b01 for EST are different functions of −2.7/
√
spp0
than they are in the BBKS model or in the upcrossing ap-
proximation. This means that the associated profile shapes
differ for the three approximations.
Figure A1 illustrates that, generically, the profiles of
high peaks (or extreme troughs) do not cross zero, whereas
those of low peaks (or less extreme troughs) do. In the cur-
rent context, if all voids had the same Lagrangian under-
density on scale Rp, then the large voids would be more
extreme, so we would expect them to have shallower profiles
than smaller voids. If nonlinear evolution preserves this cor-
relation, then this would explain the similar trend seen in the
evolved profiles of Hamaus et al. (2014). In practice, some of
the protovoids with high walls will not survive the void-in-
cloud crushing process; since these have the most dramatic
differences in profile shape, removing them from the list of
putative protovoids will serve to reduce the dependence of
protovoid shape on void size. (Doing this correctly requires
averaging the evolved profiles, rather than evolving the av-
erage.) The picture is further complicated by the fact that,
in the main text, we find that larger voids tend to be slightly
more underdense (Figure 15); this weakens the correlation
between profile slope and void size. That said, it is worth
bearing in mind that the largest voids in our simulations
(effective radii of about 25h−1Mpc) are amongst the smaller
voids in Hamaus et al. (2014). For void sizes larger than this,
Hamaus et al. (2014) see qualitatively the same scaling as
we predict: larger voids have shallower profiles and are less
empty in their central regions.
Since there is no theory for why the typical void depths
are ∼ −1 rather than ∼ −2.7, nor for how void depth
should scale with void size, and different authors find dif-
ferent trends for this scaling, we have chosen to not try to
predict either the characteristic density or the dependence
on void size. Rather, in the main text we simply assume that
the structure of equation (29) is accurate, but we treat b10
and b01 as free parameters. This corresponds to assuming
that we have identified δ¯p and its derivative with respect to
scale Rp as being the most important variables which matter
for void formation, but we are agnositic as to exactly what
value these variables should have.
A2 Other intuitive rearrangements
It is useful to use equation (30) to rewrite equation (29) so
that b10 does not appear explicitly:
〈δ¯q|ESTp〉 = δp s
pq
0
spp0
− b01 spq0
(
1− 2 d ln s
pq
0
d ln spp0
)
. (A1)
The first term on the right hand side has the same shape as
the density run around random positions of height δp; the
second term is the correction which comes from the addi-
tional excursion set constraint.
Instead, writing it so that b01 does not appear explicitly
c© 0000 RAS, MNRAS 000, 1–16
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Figure A1. Mean enclosed density profiles (solid) around excur-
sion set peaks in a Gaussian smoothed field having P (k) ∝ k−7/3
for a range of choices of peak height ν. Dot-dashed curves show
the peak profile of Bardeen et al. (1986) which ignores the up-
crossing constraint, and short dashed curves come from requiring
upcrossing, but dropping the peaks constraint. In all cases, lower
peaks have steeper profiles, with the trend being most pronounced
for ESP.
yields
〈δ¯q|ESTp〉 = δp 2 ds
pq
0
dspp0
+ b10 s
pq
0
(
1− 2 d ln s
pq
0
d ln spp0
)
. (A2)
We argue shortly that the second term is the usual linear
bias term which dominates on large scales, whereas the first
should be thought of as a shot-noise like term which is neg-
ligible when Rq  Rp.
In both expressions, the quantity 1 − 2 d ln spq0 /d ln spp0
plays a key role. Below, we provide analytic expressions for
it for some power spectra and filters; these show that it tends
to unity when Rq  Rp, so both equation (A2) and equa-
tion (A1) indicate that 〈δ¯q|ESTp〉 → b10(ν) spq0 in this limit.
Finally, the main text argued that, on large scales, the
evolved Eulerian profile should be given by adding Daδ2 of
equation (14) to this Lagrangian profile.
A3 Useful analytic expressions for Gaussian and
TopHat filters
For Gaussian filtering,
〈δ¯q|ESTp〉 = b10 spq0 + b01
spp0
spp1
spq1 (A3)
for all P (k). Moreover, for Gaussian filtering, δ2 of equa-
tion (14) equals Da (s
pq
0 − spq1 spp0 /spp1 ), so
〈δ¯E|ESTp〉 = (b10 +Da) spq0 + (b01 −Da)
spp0
spp1
spq1 . (A4)
I.e., in this case, equation (31) of the main text is exact.
For power-law P (k) ∝ kn,
spq0
spp0
=
(
2
R2q/R2p + 1
)(3+n)/2
(A5)
and
1− 2 d ln s
pq
0
d ln spp0
=
(Rq/Rp)
2 − 1
(Rq/Rp)2 + 1
, (A6)
so
〈δ¯q|ESTp〉
δp
=
(
2
R2q/R2p + 1
) 5+n
2
+
b10
δp/s
pq
0
(
1− (Rp/Rq)2
1 + (Rp/Rq)2
)
.
(A7)
This shows that when Rq  Rp then the ‘1-halo’ term, the
first term on the right hand side, falls as (Rq/Rp)
−5−n; the
second term only falls as (Rq/Rp)
−3−n, so it dominates on
large scales. We used these expressions to produce Figure A1.
For a TopHat, these quantities depend differently on n.
When n = −2, as for Figure 2 in the main text, then
spq0
spp0
=

5−(Rp/Rq)2
4(Rq/Rp)
if Rq/Rp ≥ 1
5−(Rq/Rp)2
4
if Rq/Rp < 1
, (A8)
making
1− 2 d ln s
pq
0
d ln spp0
=

(Rq/Rp)
2−1
(Rq/Rp)2−1/5 if Rq/Rp ≥ 1
(Rq/Rp)
2−1
1−(Rq/Rp)2/5 if Rq/Rp < 1
, (A9)
and so
spq0
spp0
(
1− 2 d ln s
pq
0
d ln spp0
)
=

1−(Rp/Rq)2
(4/5)(Rq/Rp)
if Rq/Rp ≥ 1
(Rq/Rp)
2−1
4/5
if Rq/Rp < 1.
.
(A10)
This has some intuitive appeal, since a little algebra shows
that
〈δ¯q|ESTp〉 = b01spp0
(
Rp
Rq
)3
+ b10 s
pq
0 if Rq/Rp ≥ 1
= δp
(
Rp
Rq
)3
+
5
4
sqq0 b10
(
1− R
2
p
R2q
)
. (A11)
If we think of the left hand side as a cross-correlation func-
tion, then the first term on the right hand side is the one-halo
term – the contribution from the fact that the enclosed over-
density within Rp is δp – so it matters little on large scales
where Rq  Rp. The factor of 5/4 is the Rq  Rp limit of
spq0 /s
qq
0 , so the second term, which represents the two-halo
contribution, gives the scale-dependence of the linear bias
factor, and goes to zero when Rq → Rp.
We can see this even more clearly if we consider the
density at Rq rather than within Rq. For TopHat smoothing
of P (k) ∝ k−2, the overdensity in the shell of radius Rq is
〈δq|ESTp〉
δp
=
5
2
(
1− R
2
q
R2p
)
+
δp b10
ν2p
5
4
(
5R2q
3R2p
− 1
)
(A12)
if Rq is smaller than Rp, whereas it is
〈δq|ESTp〉 = b10 ξ(Rq) (A13)
when Rq is larger than Rp. (Here δq has no bar, to indicate
that it is the density at Rq rather than within Rq.) Evidently,
for this case, there is no scale dependence to bias, except
for the sharp cutoff due to exclusion on scales smaller than
Rp. I.e., the second term in equation (A11) is the simplest
possible two-halo term: it is just (3/R3q)
∫ Rq
Rp
dr r2 b10 ξ(r),
upon noting that ξ(Rq) = 5s
qq
0 /6.
The main text (equation 13) argued that evolution
means we must add a term which is proportional to δ2 of
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equation (14). For TopHat smoothing of P (k) ∝ k−2 this
term is
δ2 =
{
spq0 − spp0 (Rp/Rq)3 if Rq ≥ Rp
spq0 − spp0 if Rq < Rp
. (A14)
Therefore, on scales where Rq/Rp ≥ 1, the evolved profile is
〈δ¯E|ESTp〉 = (b01−Da) spp0
(
Rp
Rq
)3
+(b10 +Da) s
pq
0 . (A15)
In this case, as for Gaussian smoothing, equation (31) of
the main text is exact. Therefore, bE10 + b
E
01 = b10 + b01 is
invariant, and satisfies equation (30) at all times.
Unfortunately, this is not generic. For example, it is a
simple matter to write down the appropriate expressions for
the Markov Velocity models of Musso & Sheth (2014). These
models can be associated with smoothing filters that are
compact in Fourier space: Wα(kR) = [1− (kR)α]ϑ(1− kR).
For scale free power spectra, these models are characterised
by one parameter, 0 ≤ γ ≤ 1, which satisfies
1/2γ2 = 1 + α/(3 + n). (A16)
These models have
〈δ¯q|ESTp〉 = b10 spq0 + b01spp0
(
sqq0
spp0
)1/2γ2
if Rq/Rp ≥ 1,
(A17)
so their structure is quite similar to TopHat smoothing of
n = −2. However, the integral of bv yields
spq0 − spp0
(
sqq0
spp0
)(5+n)/(3+n)
spq1
sqq1
;
the scale dependence of the second term is the same as of the
term proportional to b01 in the Lagrangian cross correlation
only when α = 2. But even in this case, there is additional
scale dependence from
spq1
sqq1
= 1 +
5 + n
4
[
1− (Rp/Rq)2
]
(when α = 2). (A18)
Whereas filters with α 6= 2 are possible, they are slightly ar-
tificial, since we typically expect W to be a Taylor series in
(kR)2. Therefore, the k-dependence of 2 dW/dspp0 will gener-
ically differ from k2/spp1 , so we expect b01 → b01 − 1 to only
hold approximately. Since all filters will have dW/dspp0 ∝ k2
at lowest order, b01 → b01 − 1 is a useful approximation for
building intuition, but it is not exact.
A4 Excursion set peaks and troughs
The mass fraction in Excursion Set Peaks of height ν =
δc/σ
pp
0 is
fESP(ν) =
m/ρ¯
(2piR2∗)3/2
e−(ν+|δc|/qc)
2/2
√
2pi
G1(|δc|/qc, γp, γpν)
γpν
,
(A19)
where
R∗ ≡
√
3 spp1 /s
pp
2 and γp ≡ spp1 /
√
spp0 s
pp
2 , (A20)
and G1 is defined by
Gn(β, γp, y) ≡
∫ ∞
0
dxxn F (x+βγp)
exp[−(x− y)2/2(1− γ2p)]√
2pi(1− γ2p)
(A21)
for some F (x) and−1 ≤ γp ≤ 1 which we will specify shortly.
Note that
dGn
dy
=
Gn+1 − yGn
1− γ2p . (A22)
The associated large scale linear bias factor satisfies
δc b10 ≡ −∂ ln νfESP(ν)
∂ ln ν
= ν2 + νβ − Γ2ν2
(
G2/G1
γν
− 1
)
(A23)
At large ν  1 G1 → γν G0 and G2/G0 − (G1/G0)2 is
what β−1 in approximation (6.20) of BBKS represents. Their
(6.18) shows that their β → (1−γ2)−1 when γν  1 so that
bL → ν
2 + νβ
δc
when ν  1. (A24)
The upcrossing approximation in the excursion set ap-
proach has F (x) = 1. In this case, the integrals for the Gn
can be done analytically. The bias factor is
δcb10 = ν
2 − 1 + e
−Γ2ν2/2/
√
2piΓν
erfc(−Γν/√2)/2 + e−Γ2ν2/2/√2piΓν ,
(A25)
where
Γ2 ≡ γ
2
p
1− γ2p , γ
2
p ≡ 1
4spp0 〈δ′pδ′p〉
and δ′p ≡ dδp
dspp0
(A26)
(Musso et al. 2012). We use this to produce Figure 2.
However, for peaks,
F (x) =
x3 − 3x
2
{
erf
(
x
√
5
2
)
+ erf
(
x
√
5
8
)}
+
√
2
5pi
[(
31x2
4
+
8
5
)
e−5x
2/8
+
(
x2
2
− 8
5
)
e−5x
2/2
]
, (A27)
(equations A14–A19 in BBKS). The presence of the error
functions in the definition of F means that the integrals can-
not be done analytically in a convenient closed form.
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