Abstract-In this work, the capacity of the Gaussian fullduplex (FD) two-hop relay channel with self-interference (SI) is studied. In the two-hop relay channel, the source transmits data to a relay, which forwards the data to the destination, and a direct link between the source and the destination is not present. Since the relay is assumed to be FD, the relay is transmitting and receiving at the same time and in the same frequency band. We consider a practical FD relay, where the SI caused by the transmitted signal to the received signal is taken into account. Thereby, the SI is modeled as an additive Gaussian random noise whose variance is proportional to the instantaneous power of the transmit signal. We show that the capacity of the Gaussian FD two-hop relay channel is achieved either by a Gaussian or by a discrete input distribution at the relay. In contrast, the capacity achieving distribution at the source is Gaussian with a varying variance in the form of a waterfilling power allocation across different symbols. We numerically compare the capacity of the Gaussian FD two-hop relay channel with the achievable rates of conventional FD relaying, optimal half-duplex (HD) relaying, and conventional HD relaying. Here, conventional FD relaying is shown to be nearly capacity achieving for all cases, where FD relaying significantly outperforms HD relaying.
I. INTRODUCTION
In today's networks, relay-based transmission is adopted to bridge large distances between a source and a destination. In this work, we investigate the two-hop relay channel comprised of a source, a relay, and a destination, where a direct link between the source and the destination does not exist. There are two main modes of relay operation, the full-duplex (FD) mode and the half-duplex (HD) mode. In the FD mode, the relay transmits and receives at the same time and in the same frequency band. As a result, self-interference (SI) caused by the relay's transmit signal impairs the received signal and can cause a severe degradation of the achievable rate of the relay channel. Therefore, often the HD mode is preferred for practical implementations, where the relay transmits and receives either in different frequency bands or in different time slots to avoid SI.
Information theoretical analyses of the capacity of the twohop HD relay channel were provided in [1] , [2] . Thereby, it was shown that the capacity of the HD relay channel cannot be achieved by schemes using a fixed transmission/reception schedule for the relay. Instead, for the Gaussian two-hop HD relay channel, the optimal relay input symbol distribution is discrete and includes a zero symbol, while the source transmits Gaussian distributed symbols when the relay transmits a zero symbol and is silent otherwise, see [2] . Hence, in each symbol interval either the source or the relay transmit a zero symbol. Thereby, the positions of the zero symbols at the relay are dependent on the data received from the source. Therefore, as the positions of the zero symbols in the codeword of the relay are random for the destination, the relay's zero symbols also carry information.
On the other hand, the latest advances in hardware design have shown that it is in principle possible to suppress the SI at the relay to such an extent that the FD mode outperforms the HD mode. As the transmit power of FD nodes is about 100 dB higher than the noise floor, elaborate SI mitigation techniques are necessary, see [3] . If the SI is canceled completely, the ideal FD relay channel, consisting of two successive additive white Gaussian noise (AWGN) channels, results. For the ideal FD relay channel, the capacity achieving input distributions at the source and the relay are Gaussian, see [4] , [5] . However, in practice even after performing SI mitigation, the residual SI from the transmitted signal to the received signal is not negligible, and hence, its influence has to be taken into account. The achievable rates of the FD relay channel for Gaussian input distributions at the source and the relay were already derived in [6] . The authors of [7] investigated the achievable rates of the FD multiple-input multiple-output relay channel using Gaussian input distributions. In order to optimize the transmission rate, a hybrid HD/FD scheme was proposed in [8] , where the transmission rates of conventional HD relaying and conventional FD relaying were compared in order to switch between HD and FD transmission depending on the instantaneous channel state. Thereby, both the HD and the FD transmission schemes employed Gaussian input distributions at the relay and at the source to transmit over the Gaussian two-hop relay channel, which is not optimal in general, see [2] .
In this work, the capacity of the Gaussian two-hop FD relay channel is studied, where the source-relay and relaydestination links are both affected by AWGN. The residual SI at the relay is modeled as a Gaussian distributed additive noise whose variance is proportional to the instantaneous power of the symbol transmitted at the relay in the same symbol interval. We show that, in order to achieve the capacity of the considered channel, the source has to use Gaussian signaling where the variance of the source symbols depends on the power of the SI, and as a consequence, depends on the relay's transmit symbols. This dependence leads to a waterfilling solution, where the source decreases its transmit power for increasing power of the relay's transmit symbol. In fact, when the amplitude of the transmit symbol of the relay exceeds a certain threshold, the source is silent. The optimal distribution of the relay input symbols is shown to be Gaussian as long as the relay-destination link is the bottleneck of the end-to-end transmission. Otherwise, the relay employs a discrete input distribution in order to keep its influence on the source-relay channel small. We numerically compare the capacity of the Gaussian FD two-hop relay channel with the capacity of the Gaussian HD two-hop relay channel and the achievable rates of conventional FD and HD transmission. Here, conventional FD relaying is shown to be nearly capacity achieving for all cases, where FD relaying significantly outperforms HD relaying.
II. CHANNEL MODEL
In this section, we present the models adopted for the Gaussian FD two-hop relay channel and the SI. The sourcerelay and the relay-destination channels are both assumed to be AWGN channels. The source-relay channel is additionally impaired by SI noise caused by the relay transmit symbols. There is no direct link between the source and the destination. Therefore, the received symbols at the relay, r 1 [k] , and the destination, r 2 [k], can be modeled as functions of the transmitted symbols at the source, x 1 [k], and the relay,
where h SR , h RR , and h RD denote the coefficients of the channel from the source to the relay, the SI channel at the relay, and the channel from the relay to the destination, respectively.
are AWGNs at the relay and the destination, respectively. Here, N (µ, σ 2 ) denotes a Gaussian distribution with mean µ and variance σ 2 . The signal part of
is known at the relay, SI cancellation is employed to suppress h RR x 2 [k], see [3] . To this end, h RR has to be estimated. The estimate,ĥ RR , can be modeled asĥ RR = h RR +h RR , whereh RR denotes the estimation error. As the signal received at the relay for estimation of h RR is corrupted by AWGN, the estimate,ĥ RR , is also corrupted by Gaussian noise, and therefore the estimation error,h RR , is Gaussian distributed with zero mean and variance σ 2 h . Thereby, the value of σ 2 h depends on the employed estimation scheme, see [13] . Therefore, after removing the contribution ofĥ RR x 2 [k], the received symbols at the relay can be modeled as
whereh RR ∼ N (0, σ 2 h ). Ash RR is multiplied with the relay transmit symbol x 2 [k], the residual SI in symbol interval k is Gaussian distributed with zero mean and variance σ 1 Note that, as is customary in the information theoretic literature [4] , we assume a real-valued system model for simplicity. The extension to a complexvalued system model is straightforward [4] .
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Decoder Sink Encoder Source Fig. 1 . Gaussian FD two-hop relay channel model with SI at the relay. Random variables X 1 and X 2 model the input symbols at the source and the relay, respectively, whereas random variables Y 1 and Y 2 model the output symbols at the relay and the destination, respectively. Random variables Z 1 , Z 2 , and Z 3 model the noise at the relay, the noise at the destination, and the residual SI at the relay, respectively.
Hence, if the relay does not transmit or transmits a zero symbol, there is no SI noise, and therefore HD relaying is obtained as a special case. Furthermore, the SI noise power scales linearly with the instantaneous relay transmit power, which is in agreement with measurement results obtained for the residual SI noise power, see e.g. [9] . Note that an alternative model used in [6] , [7] , and [8] assumes that the SI power depends on the average relay transmit power. Remark 1. We note that, in practice, all channel coefficients, h SR , h RR , and h RD , have to be estimated. However, as the SI link is much stronger than the source-relay link and the relaydestination link, i.e., |h RR | |h SR | and |h RR | |h RD |, the estimation error of the SI link is much stronger than the estimation errors of the source-relay and the relay-destination links. Therefore, in the adopted channel model, we assume h SR and h RD are perfectly known and take only the estimation error of the SI channel into account.
Without loss of generality, we divider 1 [k] in (3) by h SR and r 2 [k] in (2) by h RD to obtain the normalized system model shown in Fig. 1 as
where
,
is the SI suppression factor of the adopted SI cancellation technique. The channel model in (4), (5) is memoryless, i.e.,
holds, where x n 1 , x n 2 , y n 1 , and y n 2 are sequences of symbols
, and y 2 [k], respectively. Additionally, a "per-node" power constraint
is assumed in this paper.
III. CAPACITY OF THE GAUSSIAN FD TWO-HOP RELAY

CHANNEL
In this section, we study the capacity of the Gaussian FD two-hop relay channel with SI. In order to study the capacity of the two-hop relay channel, we define random variables X 1 , X 2 , Y 1 , and Y 2 taking symbol values x 1 ∈ X 1 , x 2 ∈ X 2 , y 1 ∈ Y 1 , and y 2 ∈ Y 2 , respectively. The capacity of the memoryless degraded relay channel was derived in [5, Theorem 1] as
As a direct link does not exist in the two-hop relay channel, the capacity expression in (8) simplifies to
Now, we study the optimal distribution p 0 (x 1 , x 2 ), which maximizes the capacity in (9) . We note that p(x 1 , x 2 ) can be written as
where p(x 1 |x 2 ) only influences I(X 1 ; Y 1 |X 2 ) in (9) . Therefore, we first optimize p(x 1 |x 2 ) for a given x 2 such that I(X 1 ; Y 1 |X 2 ) is maximized. Then, we study the optimal distribution p 0 (x 2 ) which maximizes (9) .
The optimal distribution p 0 (x 1 |x 2 ) and the resulting mutual information of the source-relay hop are given in the following theorem. Theorem 1. The optimal source input distribution p 0 (x 1 |x 2 ), which maximizes (9) , is Gaussian with zero mean and variance P 1 (x 2 ). Moreover, the optimal P 1 (x 2 ) is given by
where [x] + = max{0, x} and µ is found from the following equation
Using P 1,opt (x 2 ) and µ, the maximal mutual information
where ld(·) = log 2 (·).
Proof: Distribution p(x 1 |x 2 ) only influences the term I(X 1 ; Y 1 |X 2 ) in (9) . As the random variable X 1 is impaired by additive Gaussian noise with variance σ 
is maximized by a Gaussian p(x 1 |x 2 ), see [4] . Inserting a Gaussian p(x 1 |x 2 ) with zero mean and variance P 1 (x 2 ) into I(X 1 ; Y 1 |X 2 ) and considering the power constraint (7) leads to the following optimization problem 
As (14) is a convex optimization problem, Theorem 1 can be obtained in a straightforward manner with the Lagrangian method.
Remark 2. The solution in Theorem 1 is similar to the waterfilling that is performed to optimally allocate power over parallel AWGN channels. The waterfilling solution for the problem at hand is schematically illustrated in Fig. 2 , where the total noise power at the relay is plotted as a function of the value of the transmitted symbol x 2 . In addition, an exemplary waterlevel is shown. As the noise at the relay increases quadratically with respect to |x 2 |, the source stops holds, both the source and the relay transmit. Thereby, the optimal scheme at the source facilitates a soft transition between HD and FD transmission unlike the hard transition in the hybrid HD/FD transmission protocol proposed in [8] .
In this subsection, the optimal relay input distribution p 0 (x 2 ) is studied. First, the relationship between I(X 1 ; Y 1 |X 2 ) and I(X 2 ; Y 2 ) for the optimal distribution is investigated, which leads to the following lemma. Lemma 1. The capacity achieving relay input distribution p 0 (x 2 ) yields for the source-relay link a mutual information, which is always equal to or bigger than the mutual information of the relay-destination link.
Proof: Assume an arbitrary distribution p(x 2 ), which yields a higher mutual information for the relay-destination link than for the source-relay link. The mutual information of the source-relay link is found by the waterfilling solution in Theorem 1. In this case, the "min" function in (9) is limited by the mutual information of the source-relay link. Then, the distribution p (x 2 ) = Aδ(x 2 ) + (1 − A)p(x 2 ) with A ∈ [0, 1] also satisfies the power constraint in (7) . Here, δ(x) denotes the Dirac delta function. For A = 0, p (x 2 ) = p(x 2 ) holds. Then, by increasing A, I(X 1 ; Y 1 |X 2 ) increases, whereas I(X 2 ; Y 2 ) is concave in A, see [4] . Therefore, depending on p(x 2 ), I(X 2 ; Y 2 ) decreases or increases until it passes its maximum and then decreases. Hence, by increasing A such that the mutual information of the source-relay link and the mutual information of the relay-destination link are equal, we create a distribution p (x 2 ) outperforming p(x 2 ). Therefore, for the optimal distribution the first argument in the "min"-function in (9) always needs to be bigger than or equal to the second argument in the "min"-function.
Using Theorem 1 and Lemma 1, the optimization problem in (9) can now be stated as
where P is the set of distribution functions.
In the following, we state conditions under which the solution of (15) is Gaussian.
holds, where the waterlevel µ is found from
In this case, the capacity is given by
which is the capacity of the relay-destination channel under an average power constraint.
Proof: The Gaussian distribution p(x 2 ) with zero mean and variance P 2,max is known to maximize the mutual information of the relay-destination channel under a power constraint and no additional constraints. Hence, if for this Gaussian p(x 2 ), the mutual information of the source-relay link is equal to or higher than the mutual information of the relay-destination link, i.e., C1 in (15) is satisfied, it is overall optimal. The condition in (16) is found by inserting a Gaussian distributed p(x 2 ) into C1 in (15) . Furthermore, inserting a Gaussian distributed p(x 2 ) into C2 in (15) yields the equation for evaluating the waterlevel in (17) . Now, we need to study the distribution p(x) that solves problem (15) , if condition (16) is not satisfied. In this case, the optimal distribution p 0 (x) satisfies the following theorem.
2P 2,max , the mutual information of the sourcerelay link is lower than the mutual information of the relaydestination link, i.e., condition (16) does not hold, then the optimal distribution p 0 (x) has the following discrete form
where a n ∈ [0, 1] reflects the probability of the discrete value b n > 0, a 0 + 2 N n=1 a n = 1 has to hold and N ∈ N. Proof: Please refer to the Appendix for a sketch of the proof. The full proof can be found in [?] .
Remark 3. According to Lemma 1, the capacity achieving distribution p 0 (x 2 ) yields for the source-relay link a mutual information, which is always higher than or equal to the mutual information of the relay-destination link. If for a Gaussian
2P 2,max , the mutual information of the relay-destination link is higher than the mutual information of the source-relay link, the relay needs to modify its distribution in order to increase the mutual information of the source-relay link, such that Lemma 1 is satisfied. This always results in a discrete distribution, which is symmetric with respect to x 2 = 0. Moreover, I(X 1 ; Y 1 |X 2 ) = I(X 2 ; Y 2 ) has to hold. For the optimal relay input distribution p 0 (x 2 ), the number of discrete points can be either finite or infinite. In particular, assume the case when a Gaussian p 0 (x 2 ) is optimal, i.e., (16) holds. Then, by gradually increasing the SI suppression factor α at the relay, a transition occurs from the case where the Gaussian distribution is optimal to the case when the discrete distribution is optimal. Thereby, for a discrete distribution close to the boundary point where a Gaussian distribution starts to become optimal, we expect an infinite number of points.
IV. NUMERICAL EVALUATION
In this section, we numerically evaluate the capacity of the Gaussian FD relay channel. In order to have a point of reference for the capacity of the Gaussian FD relay channel, we first define some benchmark schemes in Section IV-A. Subsequently, we present numerical results in Section IV-B.
A. Benchmark Schemes Benchmark Scheme 1 (Conventional FD transmission). In the conventional FD scheme, the input distributions at both the source and the relay are Gaussian with constant variance [8] . The source is transmitting with all its available power P 1,max , whereas the power at the relay, P 2 , is adapted such that the mutual informations of the source-relay link and the relay-destination link are identical.
Benchmark Scheme 2 (Optimal HD transmission). The optimal HD scheme was proposed in [2] , but can also be directly obtained from Theorem 3 when α → ∞. For a Gaussian distribution at the relay, the mutual information of the sourcerelay link becomes zero if α → ∞. Hence, the optimal relay input distribution, p 0 (x 2 ), is discrete, see Theorem 3. As for all x 2 = 0 the noise at the relay becomes infinite, the source is only transmitting when the relay transmits a zero symbol. Hence, the optimal distribution p 0 (x 2 ) includes the zero symbol, i.e. a 0 > 0. When the source is transmitting, it transmits Gaussian distributed symbols with zero mean and constant variance.
Benchmark Scheme 3 (Conventional HD transmission). In the conventional HD scheme, the source and the relay are transmitting Gaussian distributed symbols with constant power in an alternating manner, see [8] . The fractions of time in which source and relay are transmitting are chosen such that the mutual informations of the source-relay link and the relaydestination link are identical.
B. Numerical Results
To compute the capacity of the Gaussian FD relay channel, we need to search for the optimal discrete distribution solving (15) . As (15) is non-convex and additionally the optimal number of discrete points, which might be infinite, is not known, the presented results for the optimal distribution are approximations and the results presented for the corresponding capacity are lower bounds. In order to approximate the capacity, we search for the optimal distribution using a fixed finite number of discrete points. Moreover, we use Matlab's global optimization toolbox to solve the non-convex problem in (15) . The mutual information of the relay-destination link I(X 2 ; Y 2 ) in (15) can be evaluated very efficiently using Gauss-Hermite Quadrature, see [14] .
In order to illustrate the properties of the optimal relay input distribution, p 0 (x 2 ), the best distributions found for P 1,max = P 2,max = 10 and σ The blue circle markers correspond to the discrete values of distribution p 0 (x 2 ), whereas the red dashed lines show the waterfilling limits of the source. The source does not transmit if the relay transmits a symbol whose absolute value exceeds the red dashed lines. For α = 0, 1, the mutual information between the source and the destination is I = 1.51. From  Fig. 3 we observe that the highest absolute value of x 2 , at which the source is still transmitting, is |x 2 | = 7.88. The smallest discrete values are at x 2 = ±0.717. In Fig. 4 , the SI factor is increased to α = 0.2. Hence, the source-relay link is impaired by a more severe SI. Therefore, the relay needs to adapt its distribution in order to keep the residual SI noise for the source-relay link low. Hence, it shifts its values towards x 2 = 0. Now, the smallest discrete values of p 0 (x 2 ) are at x 2 = ±0.0092. Furthermore, the highest absolute value, at which the source is still transmitting, is |x 2 | = 5.07. The mutual information between the source and the destination for α = 0.2 is reduced to I = 1.45. For comparison, the optimal input distribution for HD transmission would yield a mutual information of I = 1.39 (for both α = 0.1 and α = 0.2). For the optimal HD protocol, the two smallest discrete values are merging and yield a point at x 2 = 0, as the source can only transmit when the relay transmits a zero symbol.
In Fig. 5 , we show the mutual information between the source and the destination as a function of the suppression factor α. The powers at the source and the relay are chosen as P 1,max = P 2,max = 10 and the noise powers at the relay and the destination are set to σ
For α = 0, the mutual informations between the source and the destination for the optimal FD scheme and the conventional FD scheme are identical. With increasing α the mutual information of the optimal FD scheme decreases and approaches for high α the mutual information of the optimal HD scheme, whereas the mutual information of the conventional FD scheme approaches zero. The hybrid HD/FD scheme using conventional FD or HD transmission proposed in [8] , would switch for α > 1.1 from FD to HD transmission.
In Fig. 6 , we show the mutual information between the source and the destination versus the powers at the source P 1,max and the relay P 2,max , where P 1,max and P 2,max are identical. The noise powers at the relay and the destination are set to σ 2 1 = σ 2 2 = 1. We compare the capacities of FD relaying with α = 0.1 and HD relaying. Additionally, the capacity of ideal FD relaying and the achievable rates of conventional FD relaying with α = 0.1 and conventional HD relaying are shown. As expected, the highest mutual information is obtained for ideal FD relaying. The capacity of the Gaussian FD two-hop relay channel with SI is significantly smaller than that for ideal FD relaying. Furthermore, the achievable rate for conventional FD relaying is lower than its corresponding capacity. The gap between the capacity of the Gaussian FD two-hop relay channel with SI and achievable rate for conventional FD relaying is not significantly increasing with increasing power. For conventional HD relaying, the smallest achievable rate is obtained.
From Figs. 5 and 6, we observe that for small α, the gap between the capacity of the Gaussian FD two-hop relay channel and the rate achievable with conventional FD relaying is small. On the other hand, for larger values of α the capacity of the Gaussian FD two-hop relay channel approaches the capacity of the Gaussian HD two-hop relay channel. Hence, depending on the value of α, using either conventional FD relaying or optimal HD relaying is nearly capacity achieving.
V. CONCLUSION
We studied the capacity of the Gaussian FD two-hop relay channel with SI at the relay. For this purpose, the SI was modeled as Gaussian distributed with zero mean and a variance, which linearly depended on the instantaneous transmit power of the relay. The optimal input distribution at the source was shown to be Gaussian with zero mean and a variance that depended on the transmit symbol power of the relay. Furthermore, we revealed that the optimal input distribution at the relay was either Gaussian or discrete, depending on the channel state. Moreover, the capacity of the Gaussian FD two-hop relay channel was compared to the capacity of the Gaussian HD two-hop relay channel and the rates achievable with conventional HD and FD relaying. Thereby, the gap between conventional and optimal FD relaying was shown to be small except for the case of severe SI.
APPENDIX PROOF OF THEOREM 3
In this appendix, we prove that the optimal distribution p 0 (x 2 ) is either Gaussian with variance P 2,max or discrete and symmetric with respect to x 2 = 0. The proof is based on the approaches used in [11] and [12] .
The proof presented in this appendix has the following outline. In Section A, we present some preliminaries. In Section B, we discuss the existence of an optimal relay input distribution. In Section C, we formulate the Lagrangian function of (15) which is maximized by the optimal relay input distribution. In Section D, the maximization of the Lagrangian is reformulated using the concept of weak differentiability. As the Lagrangian is non-convex, a necessary condition for locally optimal relay input distributions, and hence, also the globally optimal relay input distribution is found. This leads to a condition that the marginal information density, see (21), of the optimal relay input distribution needs to satisfy for all points in the support of the optimal relay input distribution. As the marginal information density depends on the output distribution at the destination, we investigate in Section E what properties the output distribution at the destination has to have in order to satisfy the condition for local optimal points of the Lagrangian. This leads to a contradiction for all continuous relay input distributions except the Gaussian distribution. In Section F, we exclude the Gaussian input
2P 2 with P 2 < P 2,max , and hence show that the optimal relay input distribution can only be Gaussian with variance P 2,max or discrete. In Section G, we show that the optimal relay input distribution is symmetric. At last, some useful properties of Hermitian polynomials, that are necessary in Section E, are presented in Section H.
A. Preliminaries
In this section, we present some preliminaries for the proof. In order to simplify our notation, we perform the optimization with respect to the cumulative distribution function (CDF)
of the distribution p(x 2 ) itself. Additionally, we will omit the dependency of F (x 2 ) on x 2 wherever possible and write F (x 2 ) = F . The optimal CDF, which achieves the capacity, is denoted as F 0 . For simplicity and without loss of generality, the values of the noise powers σ 2 1 and σ 2 2 are assumed to be unity in the following, i.e., σ 2 1 = σ 2 2 = 1. The mutual information I(X 2 ; Y 2 ) which depends on the CDF, F , is denoted by I(F ) and can be written as
with the marginal information density
where p y2 (y 2 ; F ) denotes the output distribution p y2 (y 2 ) of the considered channel, when F is the input CDF, see [11] , [12] . For the considered Gaussian channel, Y 2 = X 2 + Z 2 , where Z 2 is assumed to be Gaussian distributed with zero mean and variance one, the marginal information density is given by
In the following, we need the concept of weak differentiability, see [11] .
Definition 1 (Weak derivative). Let F be a convex space, f a functional from F into the real line R, F 0 an element of F, and θ a number in [0, 1]. Suppose there exists a mapping f F0 : F → R such that
Then, f is said to be weakly differentiable in F at F 0 , and f F0 is the weak derivative in F at F 0 . If f is weakly differentiable in F at F 0 for all F 0 ∈ F, f is said to be weakly differentiable, see [11] .
Lemma 2. If f achieves its maximum at
Proof: Please refer to [11, Theorem 3] .
Hence, if f F0 (F ) ≤ 0 holds for all F ∈ F, then by going from F 0 into an arbitrary direction F ∈ F, f ((1 − θ)F 0 + θF ) decreases for small θ and therefore F 0 is a local maximum point of f .
For the following proof, we also need to define the points of increase of the CDF of a RV.
Definition 2 (Point of increase).
A point x 2 is said to be a point of increase of F (x 2 ), if F (x 2 ) increases at x 2 , i.e.,
for an arbitrarily small θ. If x 2 is a point of increase of F (x 2 ), then x 2 is in the support of p(x 2 ).
B. Existence of an Optimal Distribution
For the following discussion, the concept of weak continuity is necessary. A definition of weak continuity can be found in [10, Sec. 5.10] . In order to show the existence of an optimal distribution, we use the following lemma.
Lemma 3. Let F be the set of all CDFs. If I(·) is a realvalued, weakly continuous functional on a compact set Ω ∈ F, then I(·) has a global maximum on Ω.
Proof: Please refer to [10, Sec. 5.10], [12] . Let the set Ω 1 contain all CDFs satisfying the power constraint
In [12] , it is shown that the set Ω 1 is compact and that, for an AWGN channel, the mutual information is weakly continuous on Ω 1 . In the considered problem (15), the feasible set Ω 2 is a subset of Ω 1 , as we need to satisfy additional constraints besides the power constraint. The subset Ω 2 is closed, as Ω 2 includes all its boundaries. Moreover, a closed subset of a compact set is compact, see [16, Sec. 4.4.3] . Additionally, as I(F ) is weakly continuous on Ω 1 , see [12] , it is also weakly continuous on subset Ω 2 . Therefore, we conclude that the conditions of Lemma 3 are satisfied and hence, there exists an optimal CDF F 0 that maximizes (15).
C. Formulation of the Lagrangian Function
In this section, we formulate the Lagrangian function of (15) in order to study the optimal CDF F 0 (x 2 ). In order to use a Lagrangian function for solving the non-convex problem in (15), we first need the following definition.
Definition 3 (Regular point). Let g i (F ) = 0, i = 1, ..., n, be the n equality constraints of an optimization problem. A point F 0 satisfying
is said to be a regular point of these constraints if the n linear functionals ∇g 1 (F 0 ), ∇g 2 (F 0 ),..., ∇g n (F 0 ) are linearly independent, where ∇g i (F 0 ) denotes the gradient of g i (F ) at
Using the definition of regular points, we present the following Lagrangian lemma. Lemma 4. If F 0 is an extremum of the functional f (F ) subject to the constraints g i (F ) = 0, ∀i = 1, 2, ..., n, and F 0 is a regular point of these constraints, then there are n scalars λ i such that the functional
possesses a saddle point at F 0 , λ 1 , ..., λ n .
Proof: Please refer to [10, Sec. 7.7] .
Using Lemma 4, we can write a Lagrangian which is maximized by the optimal CDF F 0 solving (15) . It is given in the following lemma.
Lemma 5. The optimal CDF F 0 maximizes the Lagrangian
where P 2 ∈ [0, P 2,max ] and µ 0 denotes the optimal waterlevel.
Proof: If the first constraint in (15) does not influence the optimal distribution, p 0 (x 2 ) is Gaussian distributed, see Theorem 2. Now, we consider the case when the optimal distribution p 0 (x 2 ) is affected by the first constraint in (15) . As I(F ) is a concave function, see [4] , we can conclude that in this case the first constraint in (15) has to hold with equality. Furthermore, we change the power constraint in (15) to
Hence, by proving that for an arbitrary P 2 only a discrete or a Gaussian distribution can solve the new optimization problem, we can conclude that also for the optimal power P 2 , p(x 2 ) can only be discrete or Gaussian. We assume the waterlevel µ in C1 and C2 of (15) to be known and denote it by µ 0 , as we do not want to find the optimal CDF F 0 itself, but want to study only the properties of F 0 . Then, the second constraint in (15) does not determine the waterlevel µ anymore, but assures that all feasible distributions, including the optimal CDF, yield the same waterlevel µ 0 . Hence, we need to solve a modified optimization problem, which can be stated as
The optimization problem in (31) is non-convex due to the first constraint. In order to use the Lagrangian method for solving (31) we use Lemma 4. For that purpose, we need to ensure that the optimal CDF, F 0 , is a regular point of the optimization problem in (31). According to [17, Section 5.1] , if the optimal solution F 0 is not a regular point, i.e., at least one gradient is a linear combination of the others, then we can remove constraints without affecting the optimal solution F 0 . However, as we assume in this appendix that the optimal solution F 0 is also influenced by the source-relay link, removing any constraint in (31) would affect the solution and therefore, the optimal CDF, F 0 , solving (31) maximizes the Lagrangian in (27).
D. Derivation of an Optimality Condition
In this section, we maximize the Lagrangian function presented in Lemma 5. This will yield an optimality condition for the marginal information density i(x 2 ; F 0 ). The following lemma yields a necessary condition that F 0 has to satisfy in order to maximize the Lagrangian in (27).
Lemma 6. The optimal CDF, F 0 , needs to satisfy
for some λ 1 , λ 2 , λ 3 .
Proof:
The set of CDFs F is convex, as the function F = θF 1 + (1 − θ) with F 1 , F 2 ∈ F satisfies F ∈ F. Hence, we can use the weak derivative in (23) in order to maximize the Lagrangian in (27). The weak derivative of L(F 0 (x 2 )) needs to satisfy
as L F0 (F ) ≤ 0, ∀F, represents the condition for the CDF F 0 to be a local maximum of L(F ), see Lemma 2. We note that condition (33) is necessary but not sufficient for F 0 as L F0 (F ) ≤ 0, ∀F, is satisfied by all local optimal CDFs, whereas we search for the global optimal CDF. However, by proving that all distributions satisfying (33) can only be discrete or Gaussian, we also prove that the optimal distribution has to be discrete or Gaussian. To this end, the weak derivatives of I(F ), l(F ), z(F ), and g(F ) have to be computed. The weak derivative of I(F ) can be found for a channel with a power constrained input as [11] , [12] 
As l(F ), z(F ), and g(F ) are affine, their weak derivatives are given by
Inserting the results for the weak derivatives and the constraints in (31) into (33) yields
Reordering (36) yields Lemma 6.
The following lemma states a necessary and sufficient condition that i(x 2 ; F 0 ) has to meet to satisfy Lemma 6, and hence provides a necessary condition for F 0 to be capacity achieving.
Lemma 7. The inequality in (32) is satisfied if and only if
holds. Furthermore, let E 0 be the points of increase, see Definition 2, of F 0 (x 2 ). Then
holds.
Proof: Sufficiency of (37) for (32) is easily shown by inserting (37) into (32). Necessity is shown by contradiction. In particular, assume there exists ax 2 not satisfying (37) and hence satisfying
Then, by choosing F (x 2 ) to be a unit step function atx 2 , we obtain
which contradicts (32). Hence, (37) has to hold. Now, the validity of (38) is shown. Assume there exist somex 2 ∈ E 0 that don't satisfy (38) but due to (37) satisfy
Now, all pointsx 2 satisfying (41) are collected in the set E , which is a subset of E 0 . Hence, we obtain
where (a) and (c) hold as p 0 (x 2 ) = 0, ∀x 2 / ∈ E 0 , to obtain (b) we insert (38) and (41), and to obtain (d) we take into account the constraints in (31). As (42) is a contradiction, (38) has to be true. Now, we investigate the implication that (38) has on the optimal distribution p 0 (x 2 ).
E. Evaluation of the Optimality Condition
The following lemma states the only possible probability density functions (PDFs) that can satisfy Lemma 7.
Lemma 8. The only PDFs, p(x 2 ), that can satisfy the optimality condition in (38) are the Gaussian distribution
with P 2 ∈ [0, P 2,max ] and a discrete distribution of the form
where a n ∈ [0, 1] denotes the probability of the discrete value b n , N n=0 a n = 1 has to hold, N ∈ N, and δ(x) denotes the Dirac delta function.
Proof: For investigating whether a continuous p 0 (x 2 ) can satisfy (38), we need to modify (38) such that both the left hand side and the right hand side of (38) are analytic in x 2 . An analytic function is completely defined by its series expansion in one point, see [18] . i(x 2 ; F 0 ) is analytic in x 2 , see (22). The only non-analytic function in (38) is [·]
+ . Therefore, we split up condition (38) such that x 2 either satisfies [µ 0 −1−αx
We define A to be the set of points x 2 satisfying − µ0−1 α < x 2 < µ0−1 α . Thereby, for the optimal CDF, F 0 , condition (38) can be stated as
and
Now, assume the optimal distribution p 0 (x 2 ) is continuous for some x 2 . Then, F 0 (x 2 ) has a connected set D of points of increase and therefore, depending on the location of D, s 1 (x 2 ) = 0 or s 2 (x 2 ) = 0 for all points x 2 in D. Furthermore, both s 1 (x 2 ) and s 2 (x 2 ) are analytic in x 2 . Thus, if we know that s i (x 2 ) = 0 for all x 2 ∈ D, we can conclude that the Taylor series expansion in one point in the interior of D is equal to zero and hence s i (x 2 ) = 0 holds for all x 2 , see [12] , [18] . Therefore, if the optimal distribution p 0 (x 2 ) is continuous for
α , s 1 (x 2 ) = 0 holds for all x 2 . On the other hand, if the optimal distribution p 0 (x 2 ) is continuous for any
The equations for s 1 (x 2 ) and s 2 (x 2 ) in (47) and (48) include the marginal information density i(x 2 , F 0 ). As the marginal information i(x 2 , F 0 ) in (22) involves the output of the optimal output distribution p y2 (y 2 ; F 0 ), we can check what output distribution p y2 (y 2 ; F 0 ) satisfy s 1 (x 2 ) = 0, ∀x 2 , or s 2 (x 2 ) = 0, ∀x 2 . Then, by examining whether a given output distribution p y2 (y 2 ; F 0 ) satisfying s i (x 2 ) = 0, ∀x 2 , can be the output distribution of the relay-destination AWGN channel, we can examine whether a continuous input distribution p(x 2 ) can be optimal.
We have to distinguish between three cases of possible non-discrete distribution p 0 (x 2 ). p 0 (x 2 ) can be continuous somewhere in A,Ā, or both. This yields Cases A, B, C, and Table I . By excluding Case A and B and showing that the only possibility for Case C is a Gaussian p 0 (x 2 ), we will show that the optimal input distribution can only be Gaussian or discrete. We start with Case B, as it is the easiest to investigate. For this purpose, a Fourier-Hermite series decomposition is necessary, see Appendix H for some properties of the FourierHermite series decomposition. First, we decompose the integral in (22) using Hermitian polynomials. To this end, we define
where H m (y 2 ) are the Hermitian polynomials, see (75). Note that ln(p y2 (y 2 ; F 0 )) is square integrable with respect to e and hence can be decomposed using a Fourier-Hermite series decomposition, see [12] . Then, the integral in (22) can be written as
where for (a), (49) and (81) are inserted and for (b), (77) is used. By inserting (50) into (22) and (22) into (48), we obtain the Hermitian coefficients for s 2 (x 2 ) = 0 as
Comparing the exponents in (51) yields
Inserting the Hermitian coefficients into (49), the output distribution is obtained as
This solution can be a valid probability density function for c 2 < 0, which yields a Gaussian distribution. Hence, we can conclude that if the optimal distribution p 0 (x 2 ) is continuous somewhere inĀ, the output needs to follow a Gaussian distribution. Therefore, also the input distribution p 0 (x 2 ) has to be Gaussian. This implies that p 0 (x 2 ) is also continuous in A and hence, we can exclude Case B in Table I . Now, we evaluate what s 1 (x 2 ) = 0, ∀x 2 , implies for p y2 (y 2 ; F 0 ) and exclude Case A this way. For this purpose, we insert (50) into (22) and (22) into (47), which yields for
with
Comparing the exponents on the left hand side and the right hand side of (54), we can find c n as
n α n 2 , ∀n > 2 and n even c n = 0, ∀n > 2 and n odd.
Inserting the Hermitian coefficients into (49), the output distribution is given by
where q n are unknown constants. Next, by showing that an input distribution p(x 2 ), which is only continuous in A, cannot create the distribution p y2 (y 2 ; F 0 ) in (57) as the output of an AWGN channel, we will exclude Case A in Table I .
For that purpose, we need to distinguish the following three possibilities for q n . The first possibility is that there exists at least one q n = 0 with n > 1. The second possibility is that q n = 0, ∀n > 1, and q 1 = 0 hold. The last possibility is that q n = 0 holds for all n > 0. In order to exclude Case A in Table I , we eliminate all three possibilities for q n for an input distribution p(x 2 ), that is only continuous in −
α . First, we exclude the first possibility for q n , i.e., there exists at least one q n = 0 with n > 1. As the optimal input distribution can only be continuous for all x 2 ∈ A, the output PDF p y2 (y 2 ) can be expressed as a function of p(x 2 ) as
where a n and b n denote the weights and positions of the discrete values of p(x 2 ) inĀ. The continuous part of p(x 2 ) yields a function which decays proportional to e −y 2 2 for high y 2 . The discrete part of p(x 2 ) just adds Gaussian functions in (58). On the other hand, if there exist q n = 0 with n > 1 then for high y 2 , p y2 (y 2 ; F 0 ) is dominated by the corresponding factor e qny 2n , which cannot be created by a distribution satisfying (58). Hence, we can exclude the first possibility for q n in Case A. If the second possibility for q n holds, i.e., q 1 = 0 and q n = 0, ∀n > 1, p y2 (y 2 ; F 0 ) is Gaussian distributed, which implies that p 0 (x 2 ) is Gaussian distributed and hence does not satisfy Case A. The last possibility for q n is that q n = 0, ∀n > 0. Then, p y2 (y 2 ; F 0 ) is constant, which is not valid. Therefore, we can exclude Case A.
The remaining non-discrete Case C requires both s 1 (x 2 ) = 0 and s 2 (x 2 ) = 0. As s 2 (x 2 ) = 0 requires a Gaussian distributed p y2 (y 2 ; F 0 ), see (53), s 1 (x 2 ) = 0 has to hold for a Gaussian distributed p y2 (y 2 ; F 0 ), too. This implies that q n = 0, ∀n > 1, which can be achieved when c n = 0, ∀n > 2, and hence a 2 = λ 1 = 0. As λ 1 is the Lagrangian multiplier for the first condition in (31), we conclude that for the case λ 1 = 0, the constraint for the mutual information of the source-relay link is non-active, and hence obviously a Gaussian distribution maximizes I(X 2 ; Y 2 ). Another possibility for c n = 0, ∀n > 2 and hence a 2 = λ 1 = 0 is α = 0. Then, no SI exists and we need to maximize the mutual information of two independent AWGN channels under power constraints. In this case, the capacities are obviously achieved by Gaussian input distributions. In the remaining Case D, the optimal distribution p 0 (x 2 ) is discrete. Hence, we have shown that p 0 (x 2 ) can only be discrete or Gaussian distributed.
In order to use the Lagrangian function in Lemma 4, we chose the power constraint to hold with equality. Hence, so far we have only shown that for every power P 2 ∈ [0, P 2max ] the optimal distribution can only be Gaussian or discrete. To continue the search for the optimal distribution, we show in Section F that a Gaussian distribution can only be optimal when its variance is P 2,max . 
F. Optimality of a Gaussian Distribution
In this section, we prove that a Gaussian distribution can only be optimal if its variance is P 2,max , and hence if p(
2P 2,max is not optimal the optimal distribution p 0 (x 2 ) has to be discrete, as shown in Appendices A -E.
Assume a Gaussian distributed p(
with P 2 < P 2,max . The source only transmits when the relay transmits a symbol inside the limits of the waterfilling solution ± µ−σ 2 1 α , otherwise the source is silent. Hence, modifying the distribution p(x 2 ) outside these limits, does not change I(X 1 ; Y 1 |X 2 ). As P 2 < P 2,max holds, the power ∆P = P 2,max − P 2,opt can be used to increase I(X 2 , Y 2 ). By decreasing the probability of the values next to the integration limits and increasing the probability of values farther from the integration limits, an alternative distribution p * (x 2 ) of RV X * 2 is created as
is chosen to satisfy
The Gaussian distribution p(x 2 ), the waterfilling limits, and the alternative distribution p * (x 2 ) are shown schematically in Fig. 7 .
Assume the distribution function of a RV U is limited to a finite interval. Then, its differential entropy is maximized by a uniform distribution, see [19] . Therefore, h(X * 2 ) > h(X 2 ) holds. Next, we show that
The entropy power inequality provides a lower bound on the differential entropy of the sum of two RVs, see [4] . Assume two random variables A and B with arbitrary distributions and differential entropies h(A) and h(B), respectively. If A * and B * are normal distributed RVs with h(A * ) = h(A) and h(B * ) = h(B), then h(A + B) ≥ h(A * + B * ) holds.
Now assume a Gaussian distributed RV X * * 2 with h(X * *
2 ) = h(X * 2 ) > h(X 2 ). Hence, Var(X * * 2 ) > Var(X 2 ) holds. Then the inequality I(X 2 , Y 2 ) < I(X * 2 , Y * 2 ) can be proved as
(a)
≥ h(X * *
where (a) follows from the entropy power inequality and (b) holds as X * * 2 + Z 2 and X 2 + Z 2 are both Gaussian distributed, where Var(X * * 2 + Z 2 ) > Var(X 2 + Z 2 ). Therefore, with P 2 < P 2,max it is possible to modify a Gaussian distributed p(x 2 ) such that I(X 1 , Y 1 |X 2 ) remains constant and I(X 2 ; Y 2 ) increases. Now assume a Gaussian distribution p(x 2 ) = with P 2 = P 2 − , with an arbitrarily small > 0. Then, I(X 1 , Y 1 |X 2 ) increases and I(X 2 ; Y 2 ) decreases, while the power ∆P = P 2,max − P 2 = P 2,max − P 2 + is available at the relay to increase I(X 2 ; Y 2 ). As shown above, I(X 2 ; Y 2 ) can be increased using ∆P without decreasing I(X 1 , Y 1 |X 2 ). Therefore, using a non-Gaussian distributed RV X 2 can increase both I(X 2 ; Y 2 ) and I(X 1 , Y 1 |X 2 ) and hence min{I(X 1 , Y 1 |X 2 ), I(X 2 ; Y 2 )}, when condition (16) with P 2 < P 2,max cannot be optimal. However, as shown above, if the optimal distributed RV X 2 is not Gaussian distributed, it has a discrete distribution. Therefore, if the optimal distribution p 0 (x 2 ) is not Gaussian with variance P 2,max , it is discrete.
G. Symmetry of the Optimal Distribution p 0 (x 2 )
In this Section, we prove that the optimal discrete distribution is symmetric with respect to x 2 = 0. For that purpose, we show that for all non-symmetric distributions a corresponding outperforming symmetric distribution exists.
Assume an arbitrary distribution
where a k ∈ [0, 1] denotes the probability of the discrete value b k , K k=0 a k = 1 has to hold, and K ∈ N. Defining the functions t 1 (x 2 ) and t 2 (x 2 ) as t 1 (x 2 ) = p(x 2 ) x 2 > 0 0 else (68)
a new distribution p * (x 2 ) satisfying p * (x 2 ) = 0, ∀x 2 < 0, can be constructed as p * (x 2 ) = a 0 δ(x 2 ) + t 1 (x 2 ) + t 2 (−x 2 ) = c 0 δ(
where c n ∈ [0, 1] denotes the probability of the discrete value d n > 0, e n c n δ(x 2 − d n ) + (1 − e n )c n δ(x 2 + d n )
with e n ∈ [0, 1] allows to vary the probability of the sign of a symbol d n via varying e n . As the probability of every possible value x 2 2 is not changed, the power constraint is obtained as Y * * 2 = X * * 2 + Z 2 . Now, by proving that e n = 0.5, ∀ n, maximizes I(X * * 2 , Y * * 2 ), we show that for every non-symmetric distribution, an equivalent symmetric distribution exists, which outperforms the non-symmetric distribution. The mutual information I(X, Y ) is concave in the input distribution p(x), see [4] . As p * * (x 2 ) is linearly dependent on e n , ∀ n, I(X * * 2 , Y * * 2 ) is concave in e n , ∀ n. Hence, dI(X * * 2 ,Y * * 2 ) den = 0, ∀ e n , is a sufficient condition for I(X * * 2 , Y * * 2 ) to achieve its maximum with respect to e n , ∀ n. With 
only h(Y * *
2 ) has to be maximized with respect to e n , ∀ n. With Y * * 2 = X * * 2 +Z 2 , the output distribution p * * y2 (y 2 ) is given by 
The derivative of h(Y * * 2 ) with respect to e n is evaluated as dh(Y * *
2 ) de n = −
