Abstract-Prediction of protein backbone torsion angles (Psi and Phi) can provide important information for protein structure prediction and sequence alignment. Existing methods for Psi-Phi angle prediction have significant room for improvement. In this paper, a new deep residual inception network architecture, called DeepRIN, is proposed for the prediction of Psi-Phi angles. The input to DeepRIN is a feature matrix representing a composition of physico-chemical properties of amino acids, a 20-dimensional position-specific substitution matrix (PSSM) generated by PSI-BLAST, a 30-dimensional hidden Markov Model sequence profile generated by HHBlits, and predicted eight-state secondary structure features. DeepRIN is designed based on inception networks and residual networks that have performed well on image classification and text recognition. The architecture of DeepRIN enables effective encoding of local and global interatcions between amino acids in a protein sequence to achieve accruacte prediction. Extensive experimental results show that DeepRIN outperformed the best existing tools significantly. Compared to the recently released state-of-the-art tool, SPIDER3, DeepRIN reduced the Psi angle prediction error by more than 5 degrees and the Phi angle prediction error by more than 2 degrees on average. The executable tool of DeepRIN is available for download at
INTRODUCTION
P REDICTING a protein structure accurately from its amino acid sequence information alone has remained difficult for half a century [1] , [2] , [3] . One approach of helping predict a protein structure is to predict its backbone torsion angles (Psi and Phi). The backbone structure of a protein can be determined by its torsion angles (see Fig. 1 for illustration of what Psi Phi angles are). Given an amino acid sequence, a number of machine-learning methods have been applied to predict the real-value torsion angles for each residue. The prediction accuracies have improved gradually over the years [4] , [5] , [6] and are approaching the ones estimated from NMR chemical shifts [6] . It has been demonstrated that the predicted torsion angles are useful to improve ab initio structure prediction [7] , [8] , sequence alignment [9] , secondary structure prediction [10] , [11] , template-based tertiary structure prediction and fold recognition [12] , [13] , [14] , protein structure classification and loop modeling [15] , [16] , and protein comformation sampling [17] .
Existing torsion angle prediction methods formulate the problem slightly differently. Some convert torsion angles to discrete classes [18] , [19] , while others treat them as continuous values [4] , [5] , [11] , [20] . Various machinelearning methods, especially deep neural networks in recent years, have been applied to this prediction problem. In [21] , a deep recurrent restricted bolzman machine (DreRBM) was developed to achieve comparable results to SPIDER2 [22] , a well-known software tool. SPIDER3 [23] , a recently released tool that impoved over SPIDER2, applied long-short term memory [24] bidirectional recurrent neural networks (LSTM-biRNN) [25] to achieve 5 percent to 10 percent reduction in the mean absolute error for Psi and Phi angle predictions, respectively, over SPIDER2.
Traditional neural networks have been applied to torsion angle prediction for a long time. They typically used windows of nighboring amino acid residues to capture relationship between residues within a short range [5] , [6] , [26] . The ability of capturing the interactions between residues is limited by a small, fixed window size. Long-range, non-local residue relationships are not captured and used in these prediction methods. With the development of deep learning, deep neural networks are capable of capturing and using long-range information in prediction. For example, SPIDER3 used LSTM-biRNN to capture both short and long-range residue information effectively. In addition to deep recurrent networks, deep convolutional neural networks (CNN) has been applied in a large number of challenging machine learning tasks, such as image recognition [27] , [28] , [29] , automatic machine translation [30] , text generation [31] , and achieved great success.
Many advanced deep-learning architectures, such as VGG [32] , Inception [33] , Xception [34] , ResNet [35] , DenseNet [36] , have emerged in recent years with improved performance over previous methods in various applications. Inspired by these cutting-edge architectures, in this paper, a new deep residual inception network architecture, called DeepRIN, is proposed for the prediction of torsion angles. The input to DeepRIN is a carefully designed feature matrix representing the primary sequence of a protein, which consists of a rich set of information for individual amino acid and the context of the protein sequence. DeepRIN is designed based on the ideas of inception networks and residual networks, and predicts sine and cosine values of Psi and Phi angles to remove periodicity, which can then be converted back to angle values. The contributions of this work include: a) A new deep neural network architecture, DeepRIN, is proposed to effectively capture and process both local and global interactions between amino acids in a protein sequence. b) Extensive experiments using popular benchmark datasets were conducted to demonstrate that DeepRIN outperformed the best existing tools significantly. c) A software tool based on DeepRIN is made available to the research community for download. The rest of the paper is organized as follows. In Section 2, the problem formation of protein backbone torsion angles is presented. In Section 3, DeepRIN is presented in detail. In Section 4, experimental results of DeepRIN and its performance comparisons with the existing methods are presented. Finally, in Section 5, we summarize the paper and discuss some future work.
PROBLEM FORMULATION
For a given amino acid sequence of a protein, the goal is to predict the backbone torsion angles (Psi and Phi) of each residue. Psi is the NðiÞ, CaðiÞ, CðiÞ, Nði þ 1Þ torsion angle for residue i and Phi is the Cði À 1Þ, NðiÞ, CaðiÞ, CðiÞ torsion angle for residue i (see Fig. 1 ). The ranges of Psi-Phi angle are between -180 to 180 degress. It is important to feed the deep neural networks with useful inputs in order to make accurate prediction. In the proposed method, the input is designed to include as much useful information that can be obtained or generated based on the amino acid sequence. Specifically, the input features consist of physico-chemical properties of amino acids, PSI-BLAST profile, HHBlits profile, and predicted secondary structures. Fig. 2 shows an example of the physico-chemical feature vector. Each amino acid in the protein sequence is represented as a vector of 8 real numbers ranging from -1 to 1. The vector consists of the seven physico-chemical properties as in [37] plus a number 0 or 1 representing the existence of an amino acid at this position as an input (called NoSeq label). The reason of adding the NoSeq label is because the proposed deep neural networks are designed to take a fixed size input, such as a sequence of length 700 residues in our experiment. Then, to run a protein sequence shorter than 700 through the network, the protein sequence will be padded at the end with 0 values and the NoSeq label is set to 1. For example, if the length of a protein is 500, then the first 500 rows are similar to the example in Fig. 2 with NoSeq label set to 0 and the last 200 rows have 0 values in the first 7 columns and 1 in the last column. If the protein is longer than 700 residues, it can be split into multiple segments, each shorter than 700 residues. For the physico-chemical features, we applied the same seven phys_chemical terms from SPIDER3, such as molecular weight, hydrophobicity, etc. The data is available at the SPI-DER3's website http://sparks-lab.org/server/SPIDER3/. The physico-chemical features describe hydrophobic, steric, and electric properties of amino acids and provide useful information for protein sequence analysis and prediction. Instead of representing the protein sequence as a one-hot sparse matrix, applying physico-chemical features represent the protein sequence as an informative dense matrix.
The second set of features comes from the protein profiles generated using PSI-BLAST [38] . In our experiments, the PSI-BLAST parameters were set to (evalue : 0:001; num iterations : 3; db: UniRef50) to generate PSSM, which was then transformed by the sigmoid function SðxÞ ¼ 1 =ð1 þ e Àx Þ into the range (0, 1). C, Q, E, G, H, I, L, K, M, F, P, S, T, W, Y, V". The PSI-BLAST generates a PSSM or a position specific scoring matrix that represents evolutionary profiles derived from protein multiple sequence alignment.
The third set of features comes from the protein profiles generated using HHBlits [39] . In our experiments, the HHBlits software used database uniprot20_2013_03, which can be downloaded from http://wwwuser.gwdg.de/ $compbiol/data/hhsuite/databases/hhsuite_dbs/. Again, the profile values were transformed by the sigmoid function into the range ð0; 1Þ. The fourth set of features comes from the predicted eightclass secondary structures by DeepRIN itself. In our experiment, DeepRIN first takes the above-mentioned three sets of features as input to predict the eight-class secondary structure features. The prediction result is used as the fourth set of features for Psi-Phi angle prediction. The secondary structure prediction result is a vector of nine numbers, of which the first eight are the probabilities of the eight secondary structure classes and the last one is the NoSeq label.
The four sets of features are combined into one feature vector of length 66 for each amino acid as the input to our proposed deep neural networks. For the deep neural networks that take the fixed-size input, the input feature matrix would be of size 700 by 66.
The new deep neural network will not predict Psi-Phi angle values directly. Instead, the outputs for each amino acid positon are sinðfÞ, cosðfÞ,sinð'Þ, and cosð'Þ, in order to remove the effect of angle's periodicity. The predicted angles can be calculated by using the sine and cosine predictions via equation a ¼ tan À1 ½ sin a= cos a.
NEW DEEP RESIDUAL INCEPTION NETWORKS (DEEPRIN) FOR TORSION ANGLE PREDICTION
In this section, a new deep inception residual network architecture is proposed for protein torsion angle prediction. The architecture consists of stringed inception modules and shortcut lines followed by some convolution and fully connected dense layers. Fig. 5 shows the basic residual inception module of DeepRIN, which is designed based on InceptionNet [33] and ResNet [35] . The residual inception module consists of two stacked inception modules to extract diverse freatures from the input. Convolutions with small windows are used to make the networks computationally efficient. The shortcut through Conv1 is designed to propagate feature maps into deeper layers of the network to address the vanishing-gradient problem. The DeepRIN block consists of inception modules, each of which is composed of stringed convolutional blocks. This design was intended to extract correlations among residues in a protein sequence effectively, together with small convolution units (Conv3). The two inception blocks use residual shortcut lines to propagate features into deep layers of the network. Fig. 6 shows two DeepRIN networks with two residual inception modules followed by a convolutional layer and two dense layers. The first one predicts 8-class secondary structure and the second one predicts torsion angles. The input of the first network is a 700 Â 58 feature matrix of the given protein sequence of length 700, whereas the input of the second network is a 700 Â 66 feature matrix of the given protein sequence. Different numbers of residual inception modules were tried and compared in our experiments to find optimal values for our prediction tasks. The first part of the prediction system takes the protein physio-chemical property features, HHBlits features and PSIBLAST features, and concatenates them together. Then it goes through two residual inception modules to predict secondary structures (SS). The second part of the system takes the predicted SS along with the three input features from the first part and merges them together. Then it goes through two residual inception modules to predict the sine and cosine values of Psi and Phi angles. The deep neural networks were implemented, trained, and experimented using TensorFlow [40] and Keras [41] . Each convolution layer, such as 'Conv (3)' in Fig. 5 , consists of four operations in the following sequential order: 1) A one-dimensional convolution operation using the kernel size of three; 2) the batch normalization technique [42] for speeding up the training process and acting as a regularizer; 3) the activation operation, ReLU [43] , for nonlinear transformation; and 4) the dropout operation [44] to prevent the neural network from overfitting by randomly dropping connections during the deep network training process so that the network can avoid coadapting.
In our experiments, a large number of network parameters and training parameters were tried. For the experimental results reported in the next section, the dropout rate was set at 0.4. During training, the learning rate scheduler from Keras was used to control the learning rate. The initial learning rate was 0.0005, and after every 40 epochs, the learning rate dropped as shown by the following formulas:
An early stopping mechanism from Keras was used to stop training when the monitored validation performance (such as validation loss and/or validation accuracy) stopped improving. The "patience" (number of epochs with no improvement after which the training was stopped) was set between 5 and 8. The activation function used for the last layer is tanh, as the predicted sine and cosine value should be within the range ½À1; 1.
The new DeepRIN networks are different from existing deep neural networks. The networks in [23] consisted of stacked RNN and iterative training, while in DeepRIN, a stacked inception module and residual shortcuts were used to capture both local and global interactions between residues efficiently. Also, DeepRIN is different from DReRBM and DRNN in [21] because they used a sliding window to create input to deep neural networks, which is unable to capture long-range interactions between amino acids. In DeepRIN, the input is the entire protein sequence.
At a convolutional layer, the previous layer's inputs are convolved with learnable kernels and go through the activation function to generate the output. The convolution operation can be expressed in the following formulas:
where M j represents the input maps of node j, b is the bias, k is the kernel, and x x represents the feature maps, f is the activation function, and l is the current layer. The meaning of this formulas is that given an input from previous layer x x and then applies the activation function f to obtain the ouput, which is also the input for the next layer l of node j.
The mean squared error (MSE) loss function used during the training is defined as following:
where y n is the true label, and b y n is the predicted label.
EXPERIMENTAL RESULTS
This section presents experimental results of the proposed deep neural networks on multiple benchmarks in comparison with the best existing methods. The following four publically available datasets were used in our experiments:
1) CullPDB dataset. CulPDB [45] was downloaded on 15 June 2017 with 30 percent sequence identity cutoff, resolution cutoff 3:0 A and R-factor cutoff 0:25. The raw CullPDB dataset contains 10,423 protein sequences. All sequences with length shorter than 50 or longer than 700 were filtered out, which left the remaining 9972 protein sequences. CD-HIT [46] was then used to remove similar sequences between CullPDB and CASP10, CASP11 and CASP12 datasets. After that, there were 9589 proteins left. Among them, 8 protein sequences were ignored because they are too short to generate PSI-BLAST profiles. For the final 9581 proteins, 9000 were randomly selected as the training set and the rest 581 as the validation set. 2) CASP datasets. CASP10, CASP11 and CASP12 datasets were downloaded from the official CASP website http://predictioncenter.org. The Critical Assessment of protein Structure Prediction, or CASP, is a bi-annual worldwide experiment for protein structure prediction since 1994. The CASP datasets have been widely used in the bioinformatics community. To get the secondary structure labels of the proteins, the DSSP program [47] was used. Some of the PDB files (including T0675, T0677 and T0754) could not generate the DSSP results, and hence they were discarded. Some protein sequences (including T0709, T0711, T0816 and T0820) are too short and PSI-BLAST could not generate profiles so that they were also removed. 4) SPIDER3's training and test datasets. These datasets are available from http://sparks-lab.org/server/ SPIDER3/. The training data was used to train our model, and the test set performance was reported and compared with SPIDER3. In this experiment, only the sequences with length less than 700 residues were retained. In total 4532 out of 4590 training cases were used to train our DeepRIN model, and 1174 out of 1199 test cases were used to benchmark SPIDER3 and DeepRIN. The hardware used to train the model is an Alienware Area-51 Desktop equipped with a NVidia Titan-X GPU (11 GB graphic memory). The training time for the SS prediction model (Step 1 in Fig. 6 ) was around 2-2.5 hours per model. As a byproduct of the angle prediction model, the prediction accuracy of the Q8 eight-state SS was 0:7001ðþ= À 0:0044Þ. The training time for the angle prediction model (Step 2 in Fig. 6 ) was around 2.6-3 hours per model. The time may vary when repeating our study because of the early stopping mechanism, size of training data, hardware, etc. The training speed can be much faster if using the recently released NVidia 1080-Ti graphic card.
In our experiment, the DeepRIN configuration shown in Fig. 6 was used to generate the results reported in this paper. The DeepRIN networks consisted of two inception blocks and short-cut connected by residual network. We tried some different hyper-parameters, such as different numbers of inception blocks (ranging from 1 to 5), in our experiments. The configuration in Fig. 5 worked well in general and used in the final networks.
In most cases except the result in Table 4 , the CullPDB dataset was used to train various deep neural networks, while the other datasets were only used for testing and performance comparison with different methods and with the results in the literature.
The Psi-Phi angle prediction was evaluated by the mean absolute error (MAE) between the truth angle ðA j. In addition, Peasron Correlation Coefficient was also used to evaluate the predicted Psi-Phi angles. Table 1 compares the prediction results of DeepRIN and the best methods published in [21] using the same test dataset. In [21] , Li et al. proposed DReRBM, which is a deep recurrent restricted Boltzmann machine [48] and DRNN, which is a deep recurrent neural network [49] to predict backbone torsion angle. SPIDER2 and SPIDER3 are two well-known tools representing the state-of-the-art. The testset contains 11 free modeling targets selected from CASP12 as described in [21] . The results show that DeepRIN outperformed all existing methods significantly, reducing the Psi MAE by over 2.6 degree over the second best, DReRBM, and the Phi MAE by nearly 1 degree over the second best, SPIDER3. Table 2 compares the results of DeepRIN, SPIDER2 and SPIDER3 on three datasets, CASP10, CASP11 and CASP12. Again, DeepRIN outperformed SPIDER2 and SPIDER3 in all cases. The improvements are significant, reducing Psi angle prediction error by more than 5 degrees and Phi angle prediction error by more than 1.5 degrees. The improvement on the CASP12 dataset is slightly less than those on CASP10 and CASP11 datasets, which may be because targets in CASP12 are harder targets and PSI-BLAST or HHblits did not generate good profiles for them. The PCC is written in parentheses. Bold-font numbers in each column represent the best result on a particular dataset. (DeepRIN trained using CullPDB). Fig. 8 shows the detailed Psi-Phi angle prediction results of two proteins in CASP12: T0860 and T0861. Predicted angle value, true angle value, and absolute error are plotted for each amino acid position, with its true secondary structure type labelled. T0860 is an example of hard cases with higher prediction errors, whereas T0861 is an example of accurate prediction. The H (helix) regions generally have lower prediction errors, whereas the C (coil) regions usually are harder to predict.
As shown in Figs. 7 and 8, loop regions (T, S, C) generally have large prediction errors. The H (Helix) regions and strand (E) regions can be predicted accurately. Sometimes, Psi angles in beta sheets were predicted 180-degree reversely. For Phi angles, the predictions are relatively better in helix and beta sheet regions. T0861 was predicted quite well except for some turn and loop regions. An observation is that when the Psi-Phi angles were predicted relatively well, the variance of the predicted Psi-Phi angles were relatively large, as it captured the diversity of different angles. When the Psi-Phi angles were not predicted accurately, the predicted angles had smaller variations. Table 3 compares the results of DeepRIN, SPIDER2 and SPIDER3 on the recently released PDB dataset. On both the easy target subset and the hard target subset, DeepRIN outperformed both SPIDER2 and SPIDER3 significantly. These results provide an objective assessment because no predictors used these recently released PDB proteins in their training or development. Table 4 compares the performance between DeepRIN and SPIDER3 using SPIDER3's training data. Only in this experiment, the DeepRIN was trained using SPIDER3's training data. Due to our network architecture, we only used the protein samples with sequence length less than 700 residues, which accounts for 4532 out of 4590 proteins in total, i.e., DeepRIN actually used less training data than SPIDER3. After training, both methods were run on six different test datasets, including SPIDER3's test sets (with sequence length less than 700, which accounts for 1174 out of 1199 test proteins in total). The results are shown in Table 4 . Across all test datasets, DeepRIN outperformed SPIDER3.
SUMMARY
In this work, a new deep neural network architecture Deep-RIN was proposed for protein Psi-Phi angle prediction. A software tool has been developed based on DeepRIN and is made available to the research community for download at http://dslsrv8.cs.missouri.edu/$cf797/MUFoldAngle/. Extensive experimental results show that DeepRIN consistently generated more accurate predictions than the best state-of-the-art methods. The experiments were designed carefully and the datasets used in training, e.g., the CullPDB dataset, were processed to remove any significantly similar sequences with the test sets using CD-HIT to avoid any bias. Compared to previous deep-learning methods for PsiPhi angle prediction, this work developed a more sophisticated, yet efficient, deep-learning architecture. DeepRIN utilized hierarchical deep Inception blocks to effectively process local and non-local interactions between residues and the residual shortcuts help propagate high-level features into deep networks.
For this particular application, the improvement over other networks is substantial. A major reason is probably that compared to recurrent networks, such as recurrent RBM or LSTM-biRNN, stacked hierarchical layers of inception networks have a stronger capability to extract correlated features among long-range residues in a protein sequence. We have seen this property in our previously work of protein secondary structure prediction using deep inception inside inception [50] and neighbor-residual network for protein secondary structure prediction [51] .
An interest phenomenon is that comparing between Tables 2 and 4 shows that using a larger dataset (CullPDB instead of SPIDER3) does not significantly improve the performance of DeepRIN. This is also observed when we compare between Tables 3 and 4 . In fact, for PDB hard cases, DeepRIN's performance is better when trained using SPI-DER3 database than CullPDB. This may be because SPI-DER3's training dataset contains some similar sequence to the hard cases that we labeled. The measurement of "hard cases" in our training dataset is against CullPDB, but some of these sequences may not be really "hard cases" for SPI-DER3 as they may be similar to proteins in the SPIDER3's training dataset. We applied CD-Hit between SPIDER3's training dataset (total 4590 proteins) and CASPs 10, 11, 12 with 30 percent sequence similarity cutoff and we found there were 298, 298, and 231 proteins filtered out from 4590, respectively. Some proteins in SPIDER3's TR4590 training set had significant sequence similarities with proteins in CASPs 10,11,12. Another point is that DeepRIN converged well to achieve good performance using a sufficient dataset so that a larger dataset may not necessarily further improve the model. Hence, DeepRIN is a good architecture which can train effectively using a relatively small dataset.
In the future, DeepRIN and its variants will be applied to predict other protein structure related properties, such as solvent accessibility, contact number, and protein order/ Ã T0675, T0677, and T0754 could not generate DSSP results. T0709, T07111, T0816, and T0820 are too short and PSI-BLAST did not have a hit. The SPI-DER3's training set (sequences with length less than 700) 4532 out of 4590 proteins in total were used to train our model and the SPIDER3's test set (sequences with length less than 700) 1174 out of 1199 proteins in total were used for testing on both tools. (DeepRIN trained using SPIDER3's training data) disorder region. These predicted features are also useful for protein tertiary structure prediction and protein model quality assessment.
