We consider a state covariance assignment problem with measurement noise. We derive a unified solution for both the continuous-time and the discrete-time case, based on a symmetric matrix equation of quadratic type. The solution includes (1) the existence condition for a feedback gain which assigns a specified covariance, (2) an explicit parametrization of the entire set of feedback gains that assign a specified covariance. We can show that the previous results for free-measurement noise can be readily derived as special cases.
INTRODUCTION
The covariance control theory [4] has been proposed to provide a direct approach for achieving individual performance goals for each output variable, and to promote the integration of modeling and control problems. Since its specification is the covariance matrix of the closed-loop system rather than a scalar performance index such as the H, and H, norms, it has the potential to give a design method for multiobjective control. One of the most fundamental covariance control problems is to find a feedback gain which assigns the specified closed-loop state covariance. The problem is referred to as the HISAYA FUJIOKA AND SHINJI HAM state covariance assignment @CA) p ro bl em. We note that though the SCA problem is formulated to find a constant feedback gain, it is applicable to the design of a dynamic compensator by a simple modification. Skelton and Ikeda [8] and Yasuda and Skelton [lo] solved an SCA problem for continuous-time systems, where linear combinations of the partial state variables are available for feedback. Hsieh and Skelton [5] showed the solution of the discrete-time version of the same problem. The SCA problems they considered lead to possible extensions. In developing them, we should not overlook the existence of measurement noise in real control situations. Hence, it is quite unnatural for us to assume that output signals can be measured without noise, and we must investigate the output feedback case with measurement noise for control system design.
In this paper, we consider an SCA problem where some output variables are disturbed, but the others are measured without noise. Although it may seem reasonable to assume that all the output variables are corrupted by measurement noise, it is not, for the following two reasons: (1) The design problem for a dynamic covariance controller is reduced to an SCA problem with partial measurement noise, even if the plant output is fully disturbed by measurement noise, as will be shown in Section 2. (2) If we consider the general noise structure which covers both the noise free case and the full-noise case, we can discuss each one of the previous results as a special case of the general formulation. These considerations make great differences from the recent work by Skelton and Iwasaki [9] , where they assume that all the output variables are corrupted. The purpose of this paper is to provide a solution for the SCA problem with measurement noise, where we make no assumption on the structure of the noise. We first show that both the continuous-time and the discrete-time SCA problem are equivalent, from a mathematical viewpoint, to solve a symmetric matrix equation of quadratic type. By solving the equation, we derive a unified solution for both the continuous-time and the discrete-time cases. The solution includes (1) the existence condition for a constant feedback gain which assigns a specified covariance, (2) an explicit parametrization of the entire set of the feedback gains which assign a specified covariance. This paper is organized as follows: In Section 2, we formulate the SCA problem using a generalized plant. A related symmetric matrix equation is introduced to treat continuous-time and discrete-time cases uniformly in Section 3. Section 4 gives a solution for the symmetric matrix equation, and we discuss some special cases of the problem. The proofs of theorems and corollaries are found in Section 5. Section 6 offers some conclusions. The basic block diagram used in this paper is shown in Figure 1 , where .Y denotes the generalized (continuous-time or discrete-time) plant and K is the constant feedback gain. The state space representation of Z?is taken to be of the form Bx = Ax + B,w + B,u, (2.
2)
The signals x E sn, w E sml, u E 31i"z, and y E % r* represent the state, exogenous input, control input,, and measured output, respectively. B,w and D,,w denote the system and the measurement noises, respectively.
BID:,
reflects the correlation between the system noise and the measurement noise. Suppose that the closed-loop system Q, is stable and that the exogenous input w is a white Gaussian stochastic noise with zero mean and no correlation with initial condition rO, i.e., Moreover, for simplicity, we assume without loss of generality that the intensity of the exogenous input w is unit1 i.e., k7{w(t)wT(7)} = s(t -7)Zm, (continuous time),
where 8(t) and aij denote the Dirac and Kronecker delta functions, respectively. Then it is well known that the closed-loop state covariance matrix X is where xP E %"P, w E S2", u E %?"p, y E %Pz, and xk E %"k. By using the matrices in (2.7), (2.8) and an identity matrix Ia1 of dimension nk, we Then the closed-loop system combined with (2.7) and (2.8) can be expressed in the same form (2.31, where K is given by
Therefore, it is general enough to consider only the constant-feedback case.
Note that even if the controller is also affected by noise, i.e., the controller is realized as In such cases, the symmetric matrix equation (3.7) to be considered has some related conditions. Another special case of the SCA problem to be considered is dynamic feedback with measurement noise:
C4. Plant outputs are not noise free, i.e., DP,, Z 0. Table I summarizes the additional conditions to the symmetric matrix equation (3.7) and the related theorem or corollaries. The additional conditions automatically hold in the corresponding special cases. Consider the continuous-time SCA problem of dynamic feedback. Even if Dp,, has full row rank, D,, does not (see Remark 2.3). Thus no condition is added to the symmetric matrix equation (3.7). It may be possible to consider the structure of .Y and reduce the SCA problem in this case. This problem is independently considered by Iwasaki, Skelton, and Corless [6] , assuming that D,,, has full row rank.
MAIN RESULTS
Let matrices B E !Itflx", Q E BnXn, R E '%p'P, and S E '%pxn be given where Q = Q', R = RT > 0, and rank R = r. We focus on a symmetric matrix equation of quadratic type:
where we replace B, by B in (3.7) just for notational simplicity. The purpose of this section is to derive the solution of the symmetric matrix equation (4. l), which is equivalent to the SCA problem with proper definitions of B, Q, R, and S. Several special cases are also considered. All the proofs are found in Section 5.
4.1,
General Results The following two theorems afford the solution of the symmetric matrix equation: (1) the existence condition for a solution, (2) a parametrization of all the solutions. (1) Parametrization of ZI: 
where C E %qxq consists of all nonzero singular values of (I -BB+) N and (I -BB+)STR-'/'; and Y(P-q)'(P-q) is the class of all orthogonal matrices of dimension ( p -q) X ( p -q).
Additionally, if p > n, Corollary 4.1 reduces to the following corollary. 
where 'P := 2L+( Z -S+S)Q + [I -L+( Z -S+S)]QL+L. (4.32)
Additionally, suppose that rank S 2 n holds. Corollaries 4.4 and 4.5 reduce to the following corollary. (ii) The following two conditions hold:
COROLLARY~.~.
(ii-a)
(5-l) Proof. The proof is in three steps. The first step proves that statements (i> and (ii) are equivalent.
Step 1. We can rearrange the symmetric matrix equation (4.1) as follows: 
BKH + ( BZW)T + P + (BKR + ST)R+( BKR

BK,R + S')T] BB+= 0. F-8)
Necessity: Suppose that there exists a matrix K which satisfies (5.6). Then there exist matrices K, and K, which satisfies
(5.9) Substituting (5.9) into (5.6) yields
BK, H + ( BK, H)~ + P + ( BK,R + s')R+(
BK,R + sT)T = 0. 
BK,H + ( BK,H)T + P + (BK,R + S')R+( BK,R + ST)T = 0.
Therefore, K = K,RR+ + K,( Z -RR+) satisfies (5.6), since
B[ KIRR++ K,( Z -RR+)]R + ST = BK,R + ST, B[ K,ZXR++ K,( Z -RR+)] H = BK,H.
Step 2. The equivalence of statements (ii) and (iii) is directly obtained by applying Lemmas A.1 and A.2.
Step 3. Lastly, we will show the equivalence of the statements (iii) and (iv). Suppose that (iii-a), (iii-b), and (iii-c) hold. Expand and take the transpose of Equation (5.4) n Proof of Corollary 4.6. The proof is again straightforward. Substitute rank S 2 n; then (4.27) and (4.28) automatically hold. Also we have * = 0, and K is reduced as shown in (4.6). n
CONCLUSIONS
We have derived a unified solution of the SCA problems for both continuous-time and discrete-time systems. The results contain the assignability conditions for the closed-loop state covariance matrix and parametrizations of all the feedback gains which assign the specified covariance.
The advantages of the solution here are fourfold. First, we take into account the measurement noise to represent real control situations. Secondly, the solution is applicable to the design of dynamic compensators, since there is no assumption on the structure of the measurement noise. Thirdly, the solution also includes the previous results on covariance control as special cases. Lastly, the solution unifies the solutions of the continuous-time and the discrete-time SCA problem, by introducing a unified mathematical problem based on a symmetric matrix equation. The results of this paper are important themselves; moreover, some of them are required in the SCA problem for sampled-data systems [2] , where the intersample behaviors are taken into account for the definition of the covariance.
However, we have not discussed how to obtain an assignable state covariance X, which was partly investigated in [6, 71. This is one of the interesting further issues related to this paper. Another is to derive the X assignability condition with an integral-type controller for robust tracking. 
Proof.
The proof is straightforward, as shown below: 
+(I-H+H)P(Z-H+H)=O. (A.4)
It is obvious that the first term is positive semi definite; therefore we have (A.2). Also, since the rank of the first term is not more than rank R+ = r, the rank condition (A.3) is required. Sufficiency: Supp ose that (A.2) and (A.3) hold. Then there exists an n X r matrix N which satisfies Equation (4.13). Define K,, as
G :=B+L+[h'V$;E+-(I-H+H)S']R+,
where L, E, V,, and V, are defined in (4.8), (4.141, (4.151, and (4.16 
