In this paper we study the (p,q)-Laplacian systems with concave nonlinearities. Using some asymptotic behavior at zero and infinity, three nontrivial solutions are established.
Introduction
In this paper, we consider problems −∆ = It is well known operator -Δ has a sequence of eigenvalues satisfying 0 < 1 < 2 < ⋯ < → +∞. For general , ∈ 1, +∞ , (−∆ , −∆ ) has a smallest eigenvalue, i.e., the principle value, 1 , which is positive, isolated, simple (see [2] ) and admit the following variational characterization Furthermore, the 1 − eigenfunctions do not change in Ω , and by the maximum principle we may suppose that 1 > 0 is a 1 − eigenfunction. There are many paper concerned with the resonance problem. In [7] L. Shi proved that there exists * > 0 such that pLaplacian multiple solutions for a class of (p,q)-Laplacian systems (1.1). Consider the following conditions hold:
, and
In this paper we extend this result to the case 1 < , < +∞; Furtheremore, here the
Where 2 , 3 ∈ ( 1 , +∞).
Our main result is as follows. Hold uniformly for . . ∈ , then there exist such that problem (1.1) admits at least three nontrivial solutions for ∈ 0, * .
proof of the main result
Define the functional : 0 1, (Ω) × 0 1, ( ) →R by
It is obviouse that the critical points of correspond to the weak solutions of problem (1.1).
Lemma 2.1. Assume that the assumptions of theorem 1.1 hold. Then the functional ( , ) satisfies the (PS) condition. 
We can obtain that (
) ∞ is bounded. By the standard regularity theory (see [4] ), it follow that there exists 3 > 0 such that, for every , ∈ 1,
(Ω ) for some > 0 and
Thus by ( , ) ∞ → +∞ it follows that (
We may assume that = ( , ) → ∞ → ∞. Define = , = . Hold uniformly for . . ∈ . In a similarly way, we get → 0 . By the regularity theory (see [4] ), there exists a constant 2 > 0 such that, for every , ( , ) 1, ≤ 2 , set 
Using similar arguments as in the proof of lemma 2.1, we obtain the following result.
Lemma 2.2.
The functional J λ ± satisfies the (PS) condition.
To prove Theorem 1.1, we prove some preliminary results as follows.
) is a local minimizer of J λ ± , then it is also a local minimizer of J λ . 
Proof

