Abstract: Capture-recapture studies are widely used to obtain information about abundance 1 (population size or density) of animal populations. A common design is that in which multiple 2 distinct populations are sampled, and the research objective is modeling variation in population 3 size N s ; s = 1, 2, . . . , S among the populations such as estimating a treatment effect or some other 4 source of variation related to landscape structure. The problem is naturally resolved using 5 hierarchical models. We provide a Bayesian formulation of such models using data augmentation 6 which preserves the individual encounter histories in the model and, as such, is amenable to 
negative binomial models for N s .
140
To illustrate this data structure, we suppose that a population comprised of 4 sub-populations 141 is sampled K = 5 times. Then a plausible data set has the following structure: This data set indicates three individuals were captured in subpopulation 1 (captured 1, 1, and 3 146 times), a single individual was captured in population 2, four individuals were captured in popula-147 tion 3, and two individuals were captured in subpopulation 4.
148
We suppose some distribution for the subpopulation size parameters,
149
N s ∼ f (N ; λ s ) for s = 1, 2, . . . , S. We consider specific forms of f (N ) below. To model variation in N s as a 150 function of some covariate, x(s), thought to affect variation in the population sizes, we consider 151 models of the form:
152 log(λ s ) = β 0 + β 1 * x(s).
The general strategy we adopt is to formulate the joint prior distribution for the N s parameters by 153 conditioning on the total, say N T = s N s which is the super-population of all individuals alive in 154 the S populations. We consider multinomial prior distributions for the subpopulation sizes:
with specific forms of the cell probabilities π s dictated by the choice of f (N ). This multinomial 156 model forms the basis of our data augmentation scheme for multiple populations.
Poisson case

158
We begin with the Poisson case because this model is the model commonly used in ecology for 159 modeling count data, and so it is natural as a model for the unknown population size parameters.
160
We assume
with 162 log(λ s ) = β 0 + β 1 x(s) 
with multinomial probabilities π s = λ s / s λ s .
165
To devise a data augmentation scheme for this model of population size, we embed the multi-166 nomial for {N s } into a multinomial of the same dimension but with larger, fixed sample size.
167
Specifically, we introduce a latent super-population variable G s which we assume has the desired 
where π s = λ s / s λ s which are the same probabilities as for the target multinomial for N. This for i = 1, 2, . . . , M .
181
The multinomial construction makes it clear that ψ is confounded with exp(β 0 ). By constructing 182 the model conditional on the total, we lose information about the intercept β 0 , but this is recovered 183 in the data augmentation parameter ψ. One of these parameters has to be fixed. We can set β 0 = 0 184 or else we can fix ψ. The constraint can be specified by noting that, under the binomial data and so we can set 
with π = (π 1 , . . . , π S ) and π s = λ s /( s λ s ). Note that aggregating these M categorical variables 199 yields a set of multinomial variables consistent with Eq. 5. That is, define are not members of any of the S populations that were subject to sampling. Thus,
where the superscript + here indicates that π is a larger version of π from 5. In this case, αβλ. Therefore we require a constraint among the parameters α and β. In our analysis below we 226 set β = 1. In fact, the total M = s G s is the sufficient statistic for β in the Gamma-Poisson 227 mixture 1 Therefore, the two free parameters to estimate are α and λ. Preserving λ in the model is 228 convenient for modeling covariates -which we can do in the usual way:
for some covariate x(s).
230
To apply data augmentation to this model, we relate the population size variables N s to G s by 231 the binomial sampling model:
which allows us to implement the model using iid Bernoulli trials z i ∼ Bern(ψ) and an individual so that if z i = 0 then y = 0 with probability 1. In general we can express the model so that p varies 248 by individual, sample occasion, stratum or according to some specific covariate. Therefore, a more 249 1 An ecological example of a DCM application is Link and Sauer (1997) who use the DCM for modeling nuisance variation in the BBS. In that case, ηs is the "observer effect". general formulation conditions on the stratum membership variable g:
with additional individual-level model structure imposed on p i,k (g i ). The simplicity of the obser-251 vation model is retained regardless of the complexity of models for p, and this yields considerable 252 flexibility in model development and, importantly, separates the development of such models (for 253 encounter probability) from the development of models describing variation in N among subpopu-254 lations.
255
We provide an implementation of the capture-recapture model for stratified populations in Panel 
Process model:
where π s = λ s / λ s . The prior distributions are:
Note the BUGS language uses a parameterization of the normal distribution in terms of the τ = Here we consider a typical problem which motivates the need for hierarchical models of the type con- 
Panel 2: BUGS model specification for a capture-recapture model with constant encounter probability and Dirichlet compound-multinomial population sizes. 
285
The main objective is to evaluate the effect of treatment (forest thinning) on population size.
286
Importantly, the response variable N s is a latent variable and cannot be measured directly, and 287 thus hierarchical models are necessary to integrate data from the 48 replicates and to explicitly 288 incorporate the biological hypothesis (effect of thinning) into the model for abundance.
289
In our analysis, following Converse et al. (2006), we fitted a model that contains the treatment 290 effect (1 parameter), and fixed block (2 parameters), and year (3 parameters) effects. We param-291 eterize the two block effects and year effects using dummy variables B1 and B2 and YR1, YR2 and
292
YR3. The population size model is specified by:
and, for the group membership variables g i ,
For the data augmentation variables we have:
and the observation model is
We consider a detection probability model that contains a behavioral response according to:
Here, α 1 affects the increase or decrease in encounter probability for previously captured individuals.
299
This model was fitted in WinBUGS using a modification of that shown in Panel 1. 
Goodness-of-Fit
301
We evaluated the goodness-of-fit of the model described previously using a Bayesian p-value (Gel- then computed using the simulated data:
We believe that this fit statistic should emphasize the fit (or lack therefore) of the spatial encounter history data (e.g., Williams et al. 2002) . A common approach to studying variation in 340 the size, N , among populations is to obtain estimates of N using such capture-recapture methods,
341
and then regard such estimates as "data" in a second-stage procedure (Converse and Royle 2012).
342
A more contemporary approach to modeling variation in N is to use hierarchical models (Royle and 
373
A key idea of our models is conditioning on the total population size among the distinct pop- 
396
In particular, the assumption of a model for N s implies a specific model for the individual covariate 397 g i . Therefore, data augmentation for spatially stratified populations is equivalent to an "individual 398 covariate" model with a specific distribution for the individual covariate.
399
We provided an illustration of our model formulation to a small-mammal trapping study wherein 
403
Our analysis of these data involved a behavioral response model, which is almost always essential in 
410
The method is also relevant to other problems in which abundance is naturally stratified. A and probabilities π s = λ s / λ s as before. Thus, we can apply data augmentation to this case 418 directly. Naturally, the encounter rate of groups should depend on the size of the group which can 419 be modeled in a number of ways, e.g., we can define 420 logit(p s ) = α 0 + α 1 (s − 1) or similar. As another example, consider the case of a single sex-stratified capture-recapture model.
