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I. INTRODUCTION
I RON (Fe) is one of the most common and detrimental impurities in multicrystalline silicon (mc-Si) for solar cells, as it introduces strong recombination centers in silicon and thus reduces the carrier lifetime and the subsequent solar cell efficiency [1] - [3] . It originates from the feedstock, the crucible, and crucible lining during the ingot crystallization process [3] . Fe in its dissolved interstitial form is more harmful than precipitates [3] , because of its more distributed nature, although this effect is compensated by the fact that dissolved iron can be effectively gettered during cell processing [4] . Structural defects in mc-Si are known to act as internal gettering sites for interstitial Fe (Fe i ) to precipitate at during the ingot crystallization process [5] . This paper studies the gettering of Fe by grain boundaries (GBs) in mc-Si by quantitatively examining [2] , [6] . The interstitial Fe images are obtained by photoluminescence (PL) imaging taken before and after dissociation of FeB pairs via strong illumination [7] . A simple diffusion-capture model is used to characterize the diffusion of interstitial Fe atoms to the gettering site from the PL image line scans. The effects of lateral carrier diffusion during PL imaging and other possible measurement artifacts will also be discussed.
II. EXPERIMENTAL METHODS
The mc-Si wafers used in this study were from a commercial p-type boron-doped directionally solidified mc-Si ingot, nominally 1.4 Ω·cm in resistivity, and were 330-μm thick. They were from near bottom of the ingot, located at 25 To test the methods and model used, a single-crystalline silicon wafer with an "artificial" GB was fabricated. This was a float-zone (FZ), p-type boron-doped, 0.8 Ω·cm 470-μm-thick wafer, which was uniformly implanted with Fe at a relatively low energy of 70 keV with a dose of 5 × 10 11 cm −2 . The implanted wafer was annealed in oxygen at 1000
• C for 3 h to uniformly distribute Fe throughout the wafer thickness, and to grow a masking oxide of ∼0.1-μm thick on both sides. The resulting volumetric Fe concentration is around 1 × 10 13 cm −3 . Photolithography was used to create a 10-μm wide finger through the oxide on one side of the wafer. The wafer then received a 40-min phosphorous diffusion at 800
• C with a temperature ramp down of 10
• C/min to 700 • C, which resulted in a diffusion of around 100 Ω/square in the exposed 10-μm line only. This created an "artificial" GB where Fe was gettered. The oxide masks and the phosphorous-doped layer were then etched off, and the wafer was passivated on both sides with silicon nitride by PECVD.
The images of interstitial Fe concentrations were obtained via PL imaging [8] taken before and after dissociation of FeB ] near the GB is likely due to a measurement artifact, and hence, it is excluded from model fitting. The diffusion length of Fe atoms, as one of the two fitting parameters, is fixed at 377 μm as this gives the best fitting. The effect of the other fitting parameter, that is, the effective gettering velocity at the gettering site P, is shown by altering the P values. An analytical solution given by Boltaks [11] is also shown, which is based on the assumption that the gettering site acts as an infinite sink for Fe i .
pairs. The technique for PL imaging of interstitial iron in silicon is detailed in [7] . In this paper, we used an LIS-R1 PL imager from BTImaging with an illumination laser of a wavelength of 808 nm. A zoom lens with a resulting pixel size of ∼23 μm was used. Low-injection conditions were used for all measurements, with excess carrier densities in the range of (1×10 13 )-(3×10 13 ) cm −3 . The experimental details for employing the technique in this study can be found in [6] . A point spread function (PSF) [9] , [10] was applied to deconvolve image smearing caused by lateral infrared photon scattering within the Si-CCD camera. This was found to be important in this study, as we are quantitatively examining the regions near GBs where rapid changes in PL intensity occur. Line scans of straight GBs were averaged along the length of the GBs to reduce experimental noise.
III. MODELING
A simple 1-D diffusion-capture model was developed to determine the diffusion length of Fe atoms to linear gettering sites from the averaged line scans of [Fe i ] images. Analytical solutions to the time-dependent 1-D diffusion equation are widely documented [11] , [12] . However, the analytical solutions only apply to the case where the gettering site is assumed to be an infinite sink for Fe i , and this was found to create a significant mismatch with experimental data, as shown in Fig. 1 . A numerical solution was therefore employed, applying the method outlined in [13] , with two fitting parameters-the diffusion length of interstitial Fe atoms L D (Fe i ) and the effective gettering velocity at the gettering site P (with units of centimeters per second).
The former parameter physically represents the distance over which Fe has diffused to the identified gettering sites, regardless of the mechanisms that drive such gettering. The diffusion length of Fe atoms, which is also termed as the Fe diffusion length in the following text, is related to the diffusivity of Fe D and time duration via
Ddt
( 1) where t o and t f denote the start and end time of the Fe diffusion process. The effective gettering velocity at the gettering site is directly analogous to the surface recombination velocity for the recombination of minority carriers at wafer surfaces. The gettering velocity P can be considered a physical property of the gettering sites, and for the case of segregation gettering, it is defined in terms of the surface gettering rate U S , the interstitial iron concentration in the vicinity of the gettering site
; for the case of gettering via precipitation of supersaturated Fe i , the equation becomes
, where S is the solubility of Fe i in silicon. This can be simplified to U s = P × [F e i ] GS , because first the onset of precipitation requires high levels of supersaturation as shown in [14] - [16] as well as demonstrated in latter section of this paper; and second, because we are examining wafers with practical ingot cooling rates.
As shown in Figs. 1, 3, and 5, the simulation matches well with experimental data, indicating that this simple model can be used to characterize the diffusion and the capture of Fe to the gettering sites. The sensitivity of the fit to the effective gettering velocity is illustrated in Fig. 1 for a fixed Fe diffusion length. When the gettering velocity P was set to an infinitely large value, simulating the case where the gettering site acts as an infinite sink, the results from the numerical solution matches identically with the analytical solution from Boltaks [11] , as can be seen in Fig. 1 . It is interesting to note from Fig. 3 that a 10-μm-wide line of phosphorous gettering is much less effective than a full area gettering layer. Similar phosphorous diffusion conditions across the whole surface of a silicon wafer reveal reductions in [Fe i ] by about two orders of magnitude [4] , [6] , whereas here we only observe a reduction by a factor of ∼2, due to the continuous diffusion of Fe from the surrounding regions. This could have implications for selective emitter structures whose gettering capability may be limited, unless an extra gettering step is included or a longer diffusion time is used.
IV. RESULTS AND DISCUSSION

A. Technique and Model Confirmation
B. Gettering of Fe to Grain Boundaries in mc-Si
Internal gettering of interstitial Fe to the GBs in mc-Si is obvious from the [Fe i ] image of an as-cut mc-Si wafer (see Fig. 4 ). Note that the degree of gettering at GBs varies at different GBs, as has been observed previously [18] - [20] . In our simple diffusion-capture model, these differences are reflected by changes to the effective gettering velocity.
There are two types of mc-Si internal gettering mechanismsrelaxation and segregation [21] , [22] . Fe i only precipitates heterogeneously at extrinsic defects [23] , and for mc-Si, these are mainly the structural defects [24] . For the relaxation mechanism, in principle, Fe i in the vicinity of the gettering sites (i.e., structural defects) starts to precipitate some point after it reaches its solubility limit, as the structural defects provide lower nucle- Fig. 1 ). This indicates little or uniform precipitation sites within such grains. The uniform [Fe i ] away from the denuded zone in the relatively large grains is used as the input of initial Fe i concentration in modeling the subsequent diffusion of Fe i to the GB. Relaxation gettering is driven by the decreasing solubility limit during ingot cooling. Segregation gettering, on the other hand, is an equilibrium process driven by higher solubilities of Fe i at the structural defects of silicon than within the perfect crystals [21] , [22] . , suggesting the presence of relaxation gettering by the GBs. This is because during the mc-Si ingot cooling, regions of lower [Fe i ] reach the solubility limit at a later stage, meaning that Fe i has less time to diffuse to GBs and thus has a shorter diffusion length. The effective gettering velocity at the GB, P, is found to also decrease with decreasing average [Fe i ]. This is consistent with Ham's model [25] , as the wafers with lower [Fe i ] have lower average Fe i diffusivities because precipitation starts at lower temperatures, and smaller radius of precipitates as a result of shorter precipitation time.
The total Fe concentrations of the wafers from the same ingot have been measured previously by neutron activation analysis in [2] . These results [2] suggest that that the wafers examined in this paper have total Fe concentrations in the range of (2 − 3) × 10 14 cm −3 , which are 1-2 orders of magnitude higher than the measured interstitial Fe concentrations. The vast majority of Fe is therefore in the precipitated form. The narrow denuded zones of the [Fe i ] profiles (see Fig. 5 ) indicate that the gettering capability of the GBs is quite limited. The majority of Fe precipitates are therefore likely from the following sources: the inclusion of large Fe-rich foreign particles which were not dissolved during the entire crystallization process [3] ; dissolved Fe atoms segregating to structural defects at high temperatures [21] , [22] ; and the internal gettering of Fe i by other crystal defects and nucleation sites within the grains [24] . Other paths and mechanisms may also exist.
For the scenario where relaxation gettering is the dominating mechanism that results in the estimated Fe diffusion length from the measured [Fe i ] images, t o in (1) denotes the time when the local [Fe i ] reaches a multiple of its solubility limit, that is, t at which [F e i ] init = S(T (t)) × k, where S is Fe solubility [26] , T(t) is the ingot cooling rate, and k is the supersaturation ratio required for the onset of precipitation [14] - [16] ; t f is the end of the cooling time. The relation of Fe diffusivity with temperature D(T) used in (1) is from [17] .
The actual ingot cooling profile T(t) is not known for the ingot studied here. However, from the fitted L D (Fe i ) values, the cooling rate can be estimated from (1), assuming T(t) has an exponential decay below 1000
• C. For the L D (Fe i ) of the wafer with an average [Fe i ] of 1 × 10 13 cm −3 (see Fig. 5 ) and an assumed supersaturation ratio k of one, this gives a 2-h decay time constant for an exponential T(t). The L D (Fe i ) trend calculated from this time constant matches well with the rest of the experimental results, as shown in Fig. 6 .
However, a 2-h time constant seems too short for an industrial process. The cooling profiles of directionally solidified mc-Si ingots vary significantly for different ingot sizes as well as from different manufacturers. For this study, we used the cooling rates of the following four mc-Si ingots which are 12 kg [27] , 80 kg [28], 200 kg [29] , and 240 kg [30] , with exponential temperature decay time constants of 5, 6, and 12 h (for both 200 kg and 240 kg ingots), respectively, for temperatures below 1000
• C. The Fe diffusion lengths calculated from these cooling rates with an assumed supersaturation ratio k of one are included in Fig. 6 , all of which show a similar trend to that of the experimental data, but with higher magnitudes.
The mc-Si wafers studied in this paper are from an industrially grown ingot, and hence we assume that its cooling rate is similar to that of the 200 kg [29] and 240 kg [30] ingots. For a supersaturation ratio k of 55, the trend of the Fe diffusion lengths calculated from the cooling decay constant of 12 h agrees well with the experimental results, as shown in Fig. 6 . In addition, a supersaturation ratio of 55 is in the range of 11-160 calculated from the precipitation onset temperatures given in [14] - [16] . The apparent supersaturation ratio is likely to relate to a nucleation-limited precipitation process [14] , [15] . It might also be caused by higher solubilities of Fe in the strained and dislocated regions very close to the GBs, compared with the relatively unstrained single crystalline silicon within the grains [21] , [22] . This speculation would imply that during cooling a segregation mechanism is present as well, along with relaxation precipitation.
C. Measurement Artifacts
As the minority carrier diffusion lengths L D (e − ) of the tested wafers are around two to six times larger than the imaging pixel size of 23 μm, lateral carrier diffusion is expected to cause some image smearing. In the case of lower lifetime samples, such as the "artificial GB" wafer whose L D (e − ) is about two to three times larger than the image pixel size, carrier smearing does not have a significant impact on the estimation of the diffusion length of Fe atoms L D (Fe i ), as demonstrated by comparing Fig. 7 . Simulation of the effect of minority carrier diffusion smearing on the resulting interstitial Fe profile near a GB for a mc-Si wafer with minority carrier diffusion lengths of 135 μm (lifetime 6.5 μs) in the FeB paired state and 100 μm (lifetime 3.5 μs) in the Fe i state, at injection levels of (2-3)×10 13 cm 3 .
the model fitted L D (Fe i ) with that calculated from the known diffusion conditions (see Fig. 3 ). In the case of larger L D (e − ) wafers, the effect of carrier diffusion on the resulting Fe profiles was simulated, by solving the 1-D diffusion equation for photogenerated carriers at steady state, allowing for diffusion and recombination. A fitted Fe profile and uniform τ other estimated from experimental data were taken as inputs to calculate the effective lifetime profiles near GBs in both FeB and Fe i states, based on the Shockley-Read-Hall model [31] - [33] , with the same values of energy levels and capture cross sections for FeB and Fe i as were used in [7] . For a more realistic simulation, experimental data of the lifetimes in the vicinity of the GB were used. The effective minority carrier lifetimes away from the denuded zone are 6.5 μs (L D (e − ) ∼ 135 μm) in the FeB state and 3.5 μs (L D (e − ) ∼ 100 μm) in the Fe i state, at injection levels of (2-3)×10
13 cm 3 . This represents the tested wafer with the highest lifetime, that is, the worst smearing case. Carrier diffusion simulation was then applied to the corresponding excess carrier density profiles. The resulting diffused excess carrier profiles were used to generate a new [Fe i ] profile, which was compared with the original input [Fe i ] profile, as shown in Fig. 7 . For the wafer with the worst carrier smearing examined in this study, this is shown to cause only slight overestimation of L D (Fe i ) and P. Note, however, that the effect of such carrier smearing could become more significant for higher lifetime samples.
The Fe i images of mc-Si consistently show a slight increase of [Fe i ] very close to the GBs (see Figs. 1, 4 , and 5), an effect also observed by Schubert et al. [34] . The "artificial GB," however, has no such effect (see Figs. 2 and 3) . The carrier smearing simulation where lifetimes in the vicinity of the GBs were set to be experimental values also demonstrated such increase (see Fig. 7 ). This increase could be due to a measurement artifact in the vicinity of the GBs, which are very strong recombination sites. A possible cause is the lateral scattering of PL within the silicon wafer. This is not dealt with by the application of the PSF, which only corrects for the lateral scattering within the Si camera. Lateral scattering of PL causes some PL from regions near GBs to be emitted at the GBs, and because the [Fe i ] image is obtained by the two lifetime images taken before and after disassociation of FeB pairs, the difference in excess carrier densities leads to uneven scattering contributions to regions very close to the GBs. In a similar way, lateral carrier diffusion may also be one of the causes, as simulated in [34] . However, note that the extent of this hump is small compared with the denuded zone width, and therefore it does not significantly affect our model fitting.
V. CONCLUSION
This paper has demonstrated the use of a simple Fe diffusioncapture model to characterize the reduction in dissolved The process of Fe gettering by GBs during ingot cooling that is reflected by the measured denuded zones near GBs, however, only accounts for a small fraction of the total Fe precipitates in mc-Si. The effect of lateral carrier diffusion smearing on the estimation of the diffusion length of Fe atoms was examined for wafers with a minority carrier diffusion length six times larger than the imaging pixel size, which represents the worst smearing examined in this study, and it was found to result in only slight overestimation of the diffusion length of Fe atoms and the effective gettering velocity. An apparent increase in [Fe i ] profile very close to the GB was observed, which may be due to measurement artifacts at regions of extremely low lifetime.
