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Abstract— Cyberbullying has become a highly problematic 
occurrence due to its potential of anonymity and its ease for others 
to join in the harassment of victims. The distancing effect that 
technological devices have, has led to cyberbullies say and do 
harsher things compared to what is typical in a traditional face-to-
face bullying situation. Given the great importance of the problem, 
detection is becoming a key area of cyberbullying research. 
Therefore, it is highly necessary for a framework to accurately 
detect new cyberbullying instances automatically. To review the 
machine learning and deep learning approaches, two datasets 
were used. The first dataset was provided by the University of 
Maryland consisting of over 30,000 tweets, whereas the second 
dataset was based on the article ‘Automated Hate Speech 
Detection and the Problem of Offensive Language’ by Davidson et 
al., containing roughly 25,000 tweets. The paper explores machine 
learning approaches using word embeddings such as DBOW 
(Distributed Bag of Words) and DMM (Distributed Memory 
Mean) and the performance of Word2vec Convolutional Neural 
Networks (CNNs) to classify online hate.  
Keywords — Hate Speech; CNN, Machine Learning; Word2Vec; 
Doc2Vec  
I. INTRODUCTION 
Web 2.0 plays a distinct role within relationships and 
communication in today’s society. While most individuals use 
the Internet as a harmless and beneficial method of interaction 
and communication, some identify it as a method of anonymity 
and freedom to express themselves without the fear of face to 
face interaction. This has led to bullying proliferating as 
technology evolved. There are online datasets of hate speech 
available for research [1] and [2].  
The development of social media has steered people to 
adopting a new method of spreading hate. Bullying represents a 
type of aggression that takes on various forms, such as physical, 
verbal, and relational. During the mid-2000’s a new genre of 
peer aggression was identified called cyberbullying, which took 
place using digital or online means. Smith et al, [3] defined 
cyberbullying as ‘an aggressive, intentional act carried out by a 
group or individual, using electronic forms of contact, 
repeatedly and over time against a victim who cannot easily 
defend him or herself”. Due to the recent popularity and growth 
of social media platforms such as Twitter, cyberbullying is 
becoming more and more prevalent.  
In contrast to traditional bullying, cyberbullying is not 
limited to a place and time. A concern many researchers have is 
that victims do not perceive their experiences as bullying, 
leading to many victims not reporting such instances or seek the 
required help for their emotional destress. Numerous studies 
have supported these statements, [4] reported that approximately 
90% of young cyberbullying victims did not tell their parents or 
other trusted adults about their negative online experiences. 
Such factors are increasingly worrying as many victims often 
deal with both psychiatric and psychosomatic disorders [5] and 
in worst case suicide [5]. A British study found that nearly half 
of suicides among young people were related to bullying [6]. 
Additionally, Google searches of bullying have increased 
threefold since 2004 [7].  These facts identify an urgent need to 
apprehend, identify and reduce its widespread presence. 
One of the most popular social mediums found today is 
Twitter, a micro-blogging site that enables users to write up to 
280 characters of text commonly referred to as tweets [8]. 
Advances in Twitter has changed the way people share their 
feelings and views with a wider audience due to its free format 
messages and easy accessibility.  
Twitter is a real time information networking site that 
enables the collection of global opinions that is of public 
interest,  allowing Twitter to become an excellent channel to 
analyse peoples’ social interactions and opinions. Cyberbullying 
through Twitter has received attention in recent years because of 
its association with a number of tragic, high-profile suicides. [9].  
Traditional mechanisms have been implemented to tackle 
the issue of cyberbullying within Social Media platforms, with 
companies incorporating guidelines that their users must follow, 
as well as employing editors to manually check for bullying 
behaviour. However, these methods have fallen short in tackling 
the issue since maintaining such mechanisms is both time and 
labour consuming. A study [10] on college students found that 
69.4% were actively using the micro-blogging website Twitter, 
with 45.5% reporting cyberbullying. Within their study the 
prevalence of cyberbullying on Twitter was higher than other 
social media platforms including but not limited to Facebook 
(38.6%), Instagram (13.7%), and YouTube (11.4%).  
In this work different machine learning and deep learning 
techniques are applied as a comparison method to detect online 
harassment within the social media platform Twitter.  
II. RELATED WORK 
A. Machine Learning  
One of the first studies that examined the effectiveness of 
machine learning in respect to sentiment analysis was Pang and 
Vaithyanathan [11]. The researchers wanted to classify movie 
reviews by sentiment through a negative and positive scale. 
Their results identified that Naïve Bayes had the worst 
performance whereas SVMs had the best although the 
differences between the two were not extensive.  Moreover, 
[11] found one common phenomenon within reviews which 
caused Machine Learning approaches to misinterpret sentences 
and identified it as “thwarted expectations [11]. Thwarted 
expectations are narratives that an author would deliberately 
create causing a contrast between his words and his thoughts. 
Twitter specific analysis has occurred throughout the years, 
however there is a difference between a normal sentiment 
analysis and a Twitter sentiment analysis, this is due to the 
shortness of twitter posts. Twitter messages tend to use slang 
words and misspellings since a maximum of 280 characters is 
allowed.  Zhao and Mao [13] reported the use of an embedding-
enhanced bag-of-words approach to detect cyberbullying 
through participant-vocabulary consistency. Other efforts have 
focused on the use of complementary information to enhance 
text-based cyberbullying detection [14]. Menger, Scheepers 
and Spruit [15] presented an improved model using user-based 
features, i.e., the history of the user’s activities and 
demographic features. Huang, Singh and Atrey focused on 
social network features for cyberbullying content and provided 
improved performance in cyberbullying detection by 
considering online relationships [16]. 
SVM has been progressively used to develop bullying 
prediction models, researchers found that incorporating SVM 
was increasingly effective. For example, Chen et al. [17] used 
a Social Media dataset that included cyberbullying instances, 
furthermore a SVM cyberbullying prediction model was 
applied to detect whether the content was offensive. Their 
results indicated that SVM is more accurate in detecting 
offensiveness in comparison to Naïve Bayes (NB), however, 
their Naïve Bayes predictions were faster than SVM. Chavan 
and Shylaja [18] proposed a similar framework using a dataset 
containing offensive words, SVM was used to build a classifier 
to detect cyberbullying within their dataset. The results 
concluded that the SVM classifier detected cyberbullying more 
accurately than Logistic Regression. A paper created by 
Mangaonkar et al. [19] collected data from YouTube, their 
results suggested that the SVM cyberbullying model is more 
reliable but not as accurate as rule based Jrip. However, the 
SVM-based cyberbullying model was more accurate than NB.  
Furthermore, studies have also focused on cyberbullying 
prediction based on irreverent words as a feature set [20], [21], 
[22], [23], [24]. Lexicons containing profane words have been 
created to indicate bullying and have been used as features for 
input to machine learning algorithms [25], [26]. Research has 
shown that using profane words as features demonstrates a 
significant improvement within machine learning model 
performance.  
B. Deep Learning  
Although neural networks have existed for several years, it 
was not until the last decade that they have been used 
competitively in dealing with real word problems. Due to its 
processing capabilities and the advent of fast graphics 
processing units. The main arguments for the use of deep 
learning is its proficiency to automatically identify and extract 
features, therefore achieving a higher accuracy and 
performance. In general, the hyperparameters of classifier 
models are also measured automatically. In contrast to deep 
learning, machine learning features are defined and extracted 
either manually or by using feature selection methods. 
In recent years, there have been two deep learning 
architectures that have frequently outperformed: 
Recurrent Neural Networks (RNN): RNN is described as 
“class of neural networks whose connections between neurons 
form a directed cycle, which creates feedback loops within the 
RNN. The main function of RNN is the processing of sequential 
information on the basis of the internal memory captured by the 
directed cycles. Unlike traditional neural networks, RNN can 
remember the previous computation of information and can 
reuse it by applying it to the next element in the sequence of 
inputs” [27]. Convolutional Neural Networks (CNN): Typically 
employed within areas such as computer vision and NLP. CNN 
is identified as a feed-forward neural network, its architecture is 
composed of convolutional and pooling or subsampling layers. 
These layers would then provide inputs to a fully connected 
classification layer [27]. Dang, Moreno-García and De la Prieta 
expressed that “Convolution layers filter their inputs to extract 
features; the outputs of multiple filters can be combined. Pooling 
or subsampling layers reduce the resolution of features, which 
can increase the CNN’s robustness to noise and distortion. Fully 
connected layers perform classification tasks”[27]. 
A study [28] discussed how Deep Learning techniques, such 
as Word Embeddings in addition to Recurrent Neural 
Networks, have shown to have a greater potential than typical 
machine learning methods. Within their work they applied 
different Deep Learning and machine learning techniques to 
predict violent incidents during psychiatric admission using 
clinical text. Their results identified that using Deep Learning 
provided an improved performance in comparison to Machine 
learning. Ali, El Hammid and Yousif’s research introduced a 
developed classification sentiment analysis using deep learning 
networks and compared the results of different deep learning 
networks. The researchers found that deep learning greatly 
outperformed Naïve Bayes and SVM. [29] 
C. Current Issue faced in detecting Cyberbullying 
Large volumes of work regarding sentiment analysis has 
been conducted throughout the past two decades and continues 
to rapidly grow in various directions, newer research depends on 
developing more accurate sentiment classifiers using machine 
learning however challenges on the work still remain. For 
example: Negation is of high importance since one negation 
word could largely impact the polarity of a sentence making it 
from positive to negative or vice versa. Sarcasm plays a 
problematic role when assigning a label of sentiment as it can 
wrongly indicate a user’s emotional state. Quotes and retweets 
are largely difficult to assess since it is often unclear and not 
explicitly evident as to whether the person that retweeted or 
quoted a specific sentence has the same stance as the person 
who was retweeted/quoted. A person’s emotional state may or 
may not have the same polarization as the opinion that he or she 
tries to express. A user may report information without an 
indication of the emotional state they are going through, 
causing an unclear consideration for the statement causing a 
positive or negative identification to be produced inaccurately.  
Due to the shortness of Twitter messages, the occurrence of 
incorrect spelling and the use of slang words is more often than 
in any other domains, therefore such use of acronyms, 
misspelled words and emoticons can cause an issue when trying 
to classify the sentiment state of a message  
III. DATASETS 
A dataset created by the University of Maryland was used, 
affiliated with the paper “A Large Human-Labeled Corpus for 
Online Harassment Research”. The purpose of the data was to 
“help train machine learning models, identify the linguistic 
features of online harassment and for studying the nature of 
harassing comment and the culture of trolling” [2].  
TABLE 1. MARYLAND UNIVERSITY DATASET EXAMPLES 
Hate Non-Hate 
lmfaaaooooo you fucking nigger 
The Jews of South Africa, who are 
mostly Ashkenazi Jews, descended 
from pre-Holocaust immigrant 
Lithuanian Jews. 
Untag you fucking nigger 
Actually, the Nazis just wanted rid 
of the Jews. Didn't really care where 
they went.    
An anti-white will deny that 2 2=4 
and the sky is blue if it suits them. 
#WhiteGenocide 
 Can anyone wear the Star of David, 
that the Jews have reclaimed? No, 
so why do white people disrespect 
what "nigga" means  
That's fine, as long as those 
immigrants are White. 
#WhiteGenocide Thanks be to the Jews of Israel   
YES He did. Back in the glory days 
of the KKK and ALL the closet 
democrat elected in DC. #EVIL, 
#WhitePower 
Thank you @SenTedCruz "If you 
will not stand with Israel, you will 
not stand with the Jews, I will not 
stand with... https: / 
The dataset deals with violent online harassment, that 
contains but is not limited to the use of violent/sexually violent 
phrases, threats as well as racist, hateful, and derogatory 
comments. A list of search terms was used to download relevant 
data from Twitters API which included terms as follows (for 
example): #whitgennocide, #fuckniggers, #WhitePower, 
#WhiteLivesMatter, Feminist and The Jews.  
The authors ensured that the tweets collected were amongst 
the worst, identifying the most offensive or violent messages 
which included largely racist/misogynistic and homophobic 
tweets, overall, they were messages that could be upsetting to 
the general reader. Such depth enables users to understand and 
evaluate the true extent of hate that can be seen online. The 
labeled corpus took three months to manually label, creating a 
dataset of 35,000 tweets. Table 1 provides an example of the 
“Hate” Tweets and “Non-Hate” Tweets the dataset consisted of.  
The second dataset used was based on the article 
“Automated Hate Speech Detection and the Problem of 
Offensive Language” [2]. Using Twitter’s API the authors 
searched for tweets containing terms from a lexicon resulting in 
tweets from 33,458 Twitter users. A random sample of 25,000 
tweets were chosen and Crowd Flower workers were asked to 
individually label the tweets as one of three categories: hate 
speech, offensive (not hate) or neither offensive nor hate 
speech. Based on the majority decision for each tweet a label 
was assigned. In conclusion the resulting sample consisted of 
24,802 labeled tweets. Only 5% of tweets were coded as hate 
speech 76% were identified as offensive language and the 
remainder were non-offensive. Due to the research specifically 
targeting hate speech this dataset was altered to only include the 
“hate speech” and “non-offensive or non-hate” tweets as in 
table 2.  
TABLE 2. CONRELL UNIVERSITY DATASET EXAMPLES 
Hate Non-Hate 
"hs a beaner smh you can tell hes a 
mexican 
birds outside my bedroom window 
have way too much to talk about for 
first thing in the morning!  
you're fucking gay, blacklisted hoe" 
Holding out for #TehGodClan 
anyway https://t.co/xUCcwoetmn 
I don't think I even been in a real 
relationship...i thought they was 
real but they were just trash 
LMFAOOOO I HATE BLACK 
PEOPLE  This is why there's black 
people and niggers 
World Cup 2014 diary: Argentina 
mock Brazil with twirling towels; 
At least I'm not a nigger 
https://t.co/RGJa7CfoiT"" 
Confused. Are lefties using the 
#Bridgeghazi hashtag to mock the 
bridge situation as frivolous, or 
seriously equating the t&#8230; 
#Dutch people who live outside of 
#NewYorkCity are all white trash. 
Me and … are in our yellow 
submarine rn.. &#127754; 
The following research is performed as a starting base of 
what works with the datasets provided and how it can 
incorporate certain deep learning and machine learning models.  
IV. PRE-PROCESSING 
Given that the research focuses on Twitter messages the 
requirement of pre-processing is largely necessary as tweets 
tend to not be formatted in the required way needed for a text 
analysis to occur. Kappas et al., [30] distinguished that “Text 
based communication in English seems to frequently ignore the 
rules of grammar and spelling” therefore making it necessary 
for preprocessing to be required to produce a cleaner dataset 
thus increasing the performance of classification that are later 
used significantly.  
The following preprocessing techniques were used prior to 
the classification analysis:  
• Removal of numbers: numbers are removed from the 
dataset as they do not carry any sentiment, however, there 
are some researchers that argue this method. 
• Lowercasing: lowercasing is one of the more common 
pre-processing techniques and sometimes overlooked. By 
doing words are merged and the dimensionality of the 
problem is reduced 
• Replacing URLs and user mentions: Tweets that include 
various links or URLS do not contribute to the sentiment 
of a tweet, therefore they were parsed and replaced, 
additionally usernames which are used to refer too other 
users with the @ symbol are again not required therefore 
removed during the preprocessing stage for the 
experiment.  
• Replacing Contractions: for example: “can’t” will be 
replaced as cannot.  
• Punctuation and special characters removal: punctuations 
and symbols were removed even though there are 
instances in which a punctuation mark can denote an 
existence of a sentiment either negative or positive.  
• Decoding HTML (i.e ‘&amp’,’&quot’, etc.).  
A. Imbalanced Datasets 
To deal with the problem of imbalanced datasets Sklearn 
resample was implemented to resample the minority and 
majority labels to either fit the minority or majority class, thus 
presenting a balanced dataset.  
B. Removal of Stopwords 
When a document is collected each individual term found 
within the document plays a substantial role in understanding 
whether it fits to a specific category, thus it is commonly 
practiced to remove common functional terms. These terms are 
identified as “stopwords” and take the form of “the”, “but” “if” 
etc. Regardless of having a grammatical function they do not 
reveal anything regarding the content found within the 
documents. Researchers have commonly removed “stopwords” 
as a hope to increase retrieval. Most textual data found in 
documents are designed to have a syntactic role rather than a 
semantic one therefore by removing “stopwords”, enables a 
more thorough understanding of the text and its sentiment. 
However, over the years “stopwords” have recently been an 
area of debate of whether they might hold a substantial value 
when categorizing data.  
V. MACHINE LEARNING CLASSIFICATION 
A. Classifiers 
To get a better understanding of how different classifiers 
work, four different classifiers where applied whilst 
incorporating various ngram ranges: unigrams, bigrams, and 
trigrams: 
Logistic Regression: Allows a way to combine pieces of 
contextual evidence to estimate the probability of a certain class 
occurring within a certain context. Its task is to estimate the 
probability of class ‘y’ occurring within context ‘X’.  
Linear SVC: When in an ideal situation classes would be 
linearly separable, since the feature space would be divided into 
class segments by creating a hyperplane finding the largest 
margin of the two classes in the training set. The closest data 
points for both classes found parallel to the hyperplane would 
constitute as the support vectors. Therefore, SVM attempts find 
the best possible surface to separate positive and negative 
training samples [32]. SVM has largely been used to build 
cyberbullying prediction models and have so far found to be 
effective and efficient [33],[17]. 
Naive Bayes: NB has increasingly been implemented to 
construct cyberbullying prediction and can be found in models 
produced by numerous researchers [34],[35],[36],[37]. “This 
model assumes that the text is generated by a parametric model 
and utilizes training data to compute Bayes-optimal estimates of 
the model parameters”. The paper focuses on two Naïve Bayes 
models: Multinomial Naïve Bayes: The purpose of th model is 
to determine the number of times a term occurs within a 
document (term frequency). Since a term plays a substantial role 
when deciding the sentiment of a given document, Multinomial 
Naïve Bayes would be a good choice within classification. Term 
frequency is helpful whilst deciding if a term would be useful 
within the analysis or not [38]. Bernoulli Naïve Bayes: Features 
are independent binary variables as it will indicate the presence 
or absence of a feature (1 and 0). The difference between 
Multinomial and Bernoulli is that the multinomial approach 
takes into consideration the term frequencies whereas Bernoulli 
approach is interested in concocting whether a term is present or 
absent in the document under consideration [38]. 
B. Metrics 
Upon the classifiers being constructed for unigrams, 
bigrams and trigrams, an evaluation of the models is produced. 
The reason behind this is to get a deeper understanding of the 
classifier’s behavior over a global accuracy that will mask the 
weaknesses within one class of a multiclass problem. The 
classification report is used to compare all the classification 
models used throughout the report and choose the ones that 
have a stronger classification metrics or the ones that are more 
balanced. The metrics will be defined in the terms of true and 
false positives as well as true and false negatives. A true 
positive is when the actual class is positive as well as the 
estimated class, whereas as a false positive shows an actual 
class of negative but an estimated class of positive. The 
performance evaluation is as follows [39]:  
 
Accuracy: Identifies the total number of predictions that were 
correct  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
True Positive (TP) +  True Negative(TN)
Total Number of Observations 
 
Precision: Denotes the proportion of predicted positive cases 
that are correctly true Positives. The ability of a classifier to not 
label a positive when in fact is negative.  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑠𝑙𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 
 
Recall: The proportion of actual positive being identified 
correctly is given by recall 
𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑡𝑖𝑣𝑒
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 
F1 score: When reading literature on Precision and Recall, F1 
score cannot be avoided. F1 is needed when trying to seek a 
balance between the Precision and Recall and when there is an 
uneven class distribution. Therefore the F1score is a weighted 
mean of the two factors in with the best score being 1.0 and the 
worst 0.0.  




The results identified that throughout both datasets 
LinearSVC had the highest accuracy whilst incorporating all 
three different n-gram ranges. Table 3 and Table 4 show the 
accuracy of the four different classifiers used across unigrams, 
bigrams and trigrams for Dataset 1 and Dataset 2, respectively. 
However, Dataset 2 produced higher results ranging between 
80.72% - 91.57% whereas Dataset 1 ranged between 67%-
80.33 
TABLE 3: DATASET 1 - ACCURACY, PRECISION, RECALL AND F1 SCORE OF 
THE FOUR DIFFERENT CLASSIFIERS USED ACROSS UNIGRAMS, BIGRAMS AND 
TRIGRAMS 
Dataset 1 




73.00% 72.83% 72.98% 72.87% 
Linear SVC 80.00% 80.00% 79.51% 79.67% 
Multinomial 75.00% 74.87% 74.50% 74.61% 




73.67% 73.58% 73.78% 73.58% 
Linear SVC 80.33% 80.80% 79.56% 79.84% 
Multinomial 70.00% 72.63% 71.37% 69.81% 






73.85% 74.02% 73.88% 
Linear SVC 80.33 % 80.57% 79.69% 79.92% 
Multinomial 69.67% 71.95% 70.94% 69.52% 
Bernoulli  67.00% 73.42% 69.19% 66.02% 
TABLE 4: DATASET 2 - ACCURACY, PRECISION, RECALL AND F1 SCORE OF 
THE FOUR DIFFERENT CLASSIFIERS USED ACROSS UNIGRAMS, BIGRAMS AND 
TRIGRAMS 
Dataset 2 




89.16% 90.24% 89.26% 89.10% 
Linear SVC 90.36% 91.84% 90.48% 90.29% 
Multinomial 84.34% 86.85% 84.49% 84.11% 




90.36% 91.16% 90.45% 90.33% 
Linear SVC 91.57% 92.71% 91.67% 91.52% 
Multinomial 90.36% 91.84% 90.48% 90.29% 






91.16% 90.45% 90.33% 
Linear SVC 91.57% 92.71% 91.67% 91.52% 
Multinomial 89.16% 89.34% 89.20% 89.15% 
Bernoulli  80.72% 86.21% 80.49% 79.88% 
VI. VECTOR SPACE FOR MEASURING CONTENT 
Doc2Vec is a relatively new approach for which NLP uses 
to obtain vectors. The two main training methods used to obtain 
Doc2Vec representations are Distributed Memory (DM) and 
Distributed Bag of Words (DBOW). Distributed Memory can 
then be further separated Distributed Memory Concatenated 
(DMC) and Distributed Memory Mean (DMM), the main 
difference between the two is that DMC concatenates context 
vectors, whereas the DMM averages them. DBOW forces the 
model to predict groups of words randomly sampled from the 
given vector. In practice, DBOW and DM models can be 
combined to provide other types of vectors.   
The research will explore the following: 
1. DBOW: Distributed Bag of Words  
2. DMM: Distributed Memory model in taking the Mean 
of context vectors  
3. DBOW: Distributed Bag of Words model  
4. DBOW+DMM: combination of DBOW and DMM  
Using these techniques identified a rise in accuracy, as in 
table 5 especially for Dataset 1 since the results ranged between 
91%-95.33% .DBOW + DMM presented the highest results in 
both datasets, with Maryland University achieving 95.33% 
accuracy while using bigrams and Dataset 2 producing 96.39% 
with trigrams. However, DMM by itself presented the lowest 
results, whereas bigrams presented the most.  
TABLE 5: DOC2VEC RESULTS FOR BOTH DATASETS 
Dataset 1 
 Unigrams Bigrams Trigrams 
DBOW 93.67% 94.67% 95.33% 
DMM 94.66% 94.33% 91.00% 
DBOW +DMM 95.00% 95.33% 95.00% 
Dataset 2 
 Unigrams Bigrams Trigrams 
DBOW 90.37% 91.57% 93.98% 
DMM 89.16% 91.57% 86.47% 
DBOW + DMM 90.36% 93.98% 96.39% 
VII. NEURAL NETWORKS USING DOC2VEC.  
Based on the findings produced using Doc2Vec a 
combination of trigram (DBOW) + bigram (DMM) vectors 
were created and incorporated within a Neural Network. 
Various neural networks were created for both datasets to see 
which would deliver the best results when incorporating 
Doc2Vec vectors. Various models were created having between 
1-3 hidden layers with either, 64, 128, 256 or 512 hidden nodes. 
The results identified an accuracy of 96.67% for Dataset 1 and 
an accuracy of 97.59% for Dataset 2 as in table 6. 
VIII. CNN + WORD2VEC MODEL 
A. Word2Vec 
Word2Vec is identified as a Distributed representation of 
words in a vector space to help learning algorithms achieve a 
higher performance in NLP tasks by grouping similar words. 
The Word2Vec model learns word representations is through a 
pair of architectures: The Continuous Bag-of-Words (CBOW) 
and Skip-gram. 
The CBOW model averages the vectors of all the words 
within a given context. CBOW is trained is by predicting the 
current word based upon the projected average of the 
surrounding context. Skip-gram however predicts surrounding 
words based on the current word. Words which are a certain 
distance before and after the current word are predicted with the 
network being optimized for these predictions [22].  
TABLE 6: NEURAL NETWORK TRAINING 
B. Convolutional Neural Network using Word2Vec  
The two CNN models were created using CBOW and Skip-
gram, the architecture of the model was as follows: 
• Input layer that defines the length of the input sequences. 
• Embedding layer: This layer passes a pre-defined 
embedding matrix; however, it was made trainable so 
that it can update the values of vectors as the model 
trains. 
• Three one-dimensional convolutional layers with a 
kernel size set to 2/3/4 which generate (variable-length) 
feature maps. 
• After each convolutional layer and max pooling layer, it 
simply concatenates max pooled result from each of the 
kernel sizes 
• Incorporated one fully connected hidden layer with 
dropout just before the output layer 
• Output layer will have just one output node with 
Sigmoid activation 
As per the CNN architecture in figure 1, the results in table 7 
detected an increase in accuracy in comparison to the machine 
learning algorithms throughout both datasets. Based on the 
CNN architecture using Word2Vec the highest results Dataset 
1 produced was through CBOW which witnessed a validation 
accuracy of 88% and a test accuracy of 89.70% whereas Dataset 
2 produced more effective results while using Skip-gram as it 
had a validation accuracy of 92.78 % and a test of 92.88%.  
Fig 1. CNN ARCHITECTURE  
TABEL 7: CNN USING WORD2VEC AND ROC AUC 
Model Validation Test ROC AUC 
Dataset 1 
CNN+CBOW 88.00% 89.70% 94.00% 
CNN+Skip gram 86.00% 88.04% 92.00% 
Dataset 2 
CNN+CBOW 92.77% 89.29% 96.70% 
CNN+Skip gram 92.78% 92.88% 98.20% 
Fig 2: Best ROC AUC for Dataset 1 










Model 1 1 (64)  95.67% 96.39% 
Model 2 2 (64)  94.67% 97.59% 
Model 3 3 (64)  96.00% 97.59% 
Model 4 1 (128)  95.33% 96.39% 
Model 5 2 (128)  95.33% 96.39% 
Model 6 3 (128)  95.67% 93.98% 
Model 7 1 (256)  96.00% 95.18% 
Model 8 2 (256)  95.67% 96.29% 
Model 9 3 (256)  96.33 % 96.39% 
Model 10 1 (512)  96.67%  96.39% 
Model 11 2 (512)  96.60% 97.59% 
Model 12 3 (512)  96.67% 97.59% 
Model 10 1 (512)  96.67%  96.39% 
An AUC-ROC curve was implemented since it is recognized as 
a performance measurement within classification. ROC is 
described as a probability curve for while AUC represents 
measure of separability. It reveals how much a certain model 
would be able to distinguish between classes. The ROC curve 
identified a 94% accuracy using CBOW and 92% using Skip-
gram for Dataset 1 whereas Dataset 2 produced a 98.60% for 
Skip-gram and 96.70% of CBOW. The best ROC AUC for 
dataset 1 and 2 are shown in figures 2 and 3. 
 
 Fig 3: Best ROC AUC for Dataset 2 
IX. COMPARISON WITH OTHER WORKS 
The comparison Table 9 shows how the work conducted 
compares with others work. The last four rows are our work 
with different techniques. It clearly shows that the methods 
adopted work well providing a high accuracy results, however   
due to the varied approaches on different datasets may not result 
in a consistent comparison exercise. 
TABEL 9: COMPARISON TABLE 
Paper Technique 
used 
Dataset Accuracy or 
F1 Score 
Reynolds et al. 
[40] 





Hani et al. [41] Neural Network Kaggle dataset 
[24] by 
Reynolds et al. 
92.8% 
Di Capua et al. 
[42] 
GHSOM Twitter dataset 72% 
Van Hee et al. 
[43] 




64% and 61% 
X. Zhang et al. 
[44] 






(Ketsbaia et al.) 
Linear SVC Dataset 1 [1] 





(Ketsbaia et al.) 
DBOW + 
DMM 
Dataset 1 [1] 





(Ketsbaia et al.) 
CNN + CBOW Dataset 1 [1] 





(Ketsbaia et al.) 
CNN + 
Skipgram 
Dataset 1 [1] 










Dataset 1 [1] 





During this research, various experiments occurred for our 
two datasets. Firstly, four different Machine learning 
algorithms (Logistic Regression, Linear SVC, Multinomial 
Naïve Bayes, and Bernoulli Naïve Bayes) were used to identify 
which classification works best with the corpus provided. 
Throughout both datasets Linear SVC produced the highest 
results whereas Bernoulli Naïve Bayes produced the lowest. 
Additionally, it must be acknowledged that Dataset 2 yielded 
much higher accuracies in comparison to Dataset 1.  
Furthermore, the paper proceeded to look at various 
Doc2Vec models. The models used were DBOW, DMM and a 
combination of DBOW and DMM.  DBOW + DMM presented 
the best results in both datasets whereas DMM presented the 
lowest. Interestingly, the accuracy for the dataset created by 
Maryland University increased drastically and thus had near 
identical accuracies as Dataset 2. Based upon the results that 
were produced using Doc2Vec a combination of trigram 
(DBOW) + bigram (DMM) vectors were utilized to test on a 
simple Neural Network. Whilst evaluating the neural network 
an accuracy of 95.33% was achieved for Dataset 1 and an 
accuracy of 96.38% for Dataset 2.  
Lastly two CNN models were developed, the one 
incorporated CBOW whereas the other implemented Skip-
gram. The results generated, were once again drastically higher 
than the machine learning accuracies, increasing the accuracy 
by 8% for Dataset 1 and 2% for Dataset 2. ROC AUC was 
finally employed and identified a 94.00% accuracy for the 
Maryland University dataset when using CNN + CBOW and a 
98.20% for the Cornell University dataset when integrating 
CNN + Skip-gram. For future work, we will investigate 
incorporating different Deep Learning models such as 
Recurrent Neural Networks. Moreover bio-inspired 
optimization techniques such as Particle Swarm Optimization 
could be implemented to our current models to see whether it 
can optimize any of the results. 
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