The user dimension is a crucial component in the information retrieval process and for this reason it must be taken into account in planning and technique implementation in information retrieval systems. In this paper we present a technique based on relevance feedback to improve the accuracy in an ontology based information retrieval system. Our proposed method combines the semantic information in a general knowledge base with statistical information using relevance feedback. Several experiments and results are presented using a test set constituted of Web pages.
INtrODUctION
A user is a fundamental component in the information retrieval process and we can affirm that the goal of an information retrieval system is to satisfy a user's information needs. In several contexts, with the Web it can be very hard to satisfy completely the request of a user, given the great amount of information and the high heterogeneity in the information structure. On the other hand, users find it difficult to define their information needs, either because of the inability to express information need or just insufficient knowledge about the domain of interest hence they use just a few keywords. In this context, it is very useful to define the concept of relevance information. We can divide relevance into two main classes (Harter, 1992; Saracevic, 1975; Swanson, 1986) called objective (system-based) and subjective (human (user)-based) relevance respectively. The objective relevance can be viewed as a topicality measure, i.e. a direct match of the topic of the retrieved document and the one defined by the query. Several studies on the human relevance show that many other criteria are involved in the evaluation of the IR process output (Barry, 1998; Park, 1993; Vakkari & Hakala, 2000) . In particular the subjective relevance refers to the intellectual interpretations carried out by users and it is related to the concepts of aboutness and appropriateness of retrieved information. According to Saracevic (1996) five types of relevance exist: an algorithmic relevance between the query and the set of retrieved information objects; a topicality-like type, associated with the concept of aboutness; cognitive relevance, related to the user information need; situational relevance, depending on the task interpretation; and motivational and affective relevance, which is goal-oriented. Furthermore, we can say that relevance has two main features defined at a general level: multidimensional relevance, which refers to how relevance can be perceived and assessed differently by different users; dynamic relevance, which instead refers to how this perception can change over time for the same user. These features have great impact on information retrieval systems which generally have not a user model and are not adaptive to individual users. It is generally acknowledged that some techniques can help the user in information retrieval tasks with more awareness, such as Relevance Feedback (RF). Relevance feedback is a means of providing additional information to an information retrieval system by using a set of results provided by a classical system by means of a query (Salton & Buckley, 1990) . In the RF context, the user feeds some judgment back to the system to improve the initial search results.
The system can use this information to retrieve other documents similar to the relevant ones or rank the documents on the basis of user clues. In this paper we use the second approach. A user may provide the system with relevance information in several ways. He may perform an explicit feedback task, directly selecting documents from list results, or an implicit feedback task, where the system tries to estimate the user interests using the relevant documents in the collection. Another well known technique is the pseudorelevance feedback where the system chooses the top-ranked documents as the relevant ones. This paper is organized as follows: in section 2 some related work about relevance feedback techniques and different methods and contexts are presented; section 3 briefly summarizes the fundamental theoretical background used in this work; several novel similarity metrics are then introduced in section 4; in section 5 we describe our Web information retrieval system based on ontologies and user feedback, while evaluations, experiments and conclusions are described in section 6 and 7 respectively.
rELAtED WOrKs
Relevance feedback techniques have been investigated for more then 30 years (Spink & Losee, 1996) and several papers show that they are effective for improving retrieval performance (Harman, 1992; Rocchio, 1971) . From a general point of view RF techniques refer to the measure of relevance. In this context an end-user bases his judgment on the expected contribution of the analyzed document to his task. In Resnick et al. (1994) is presented GroupLens, a collaborative filter-based system which ranks the documents on the basis of numeric ratings explicitly assigned by the user. The basic idea is that people who agreed with the evaluation of past articles are likely to agree again in the future. Moreover the system tries to predict user's agreement using the ratings from similar users. SIFT's (Yan & Garcia-Molina, 1995) approach requires the user to explicitly submit his profile and update it using relevance feedback. The SIFT engine uses profiles to filter documents and notifies them according to userspecified parameters. AntWorld (Kantor et al., 2000) pursues the ant metaphor allowing internet users to get information about other users' quests. The users have to give a judgment about the visited pages. The judgment is expressed using textual annotation and numeric value. The quests are stored in the system and the similarity between them and the documents is computed as the sum of a tf/idf (term frequency/inverse document frequency) score and user relevance feedbacks. Powerize Server (Kim, Oard & Romanik, 2000) is a content-based system which builds a model to take into account user's information needs. This model is constructed explicitly by the user or implicitly inferring user behaviour. The proposed system is based on parameters to define the user behaviour and starting from them and their correlations the user model. In White, Ruthven & Jose (2002) a system for relevance feedback in Web retrieval is presented. The authors follow two types of approaches based on explicit and implicit feedback. They investigate on the degree of substitution between the two types of evidence. Using relevance feedback the system displays new documents and in particular documents that have been retrieved but not yet considered. Relevance feedback techniques are also used in other contexts, such as multimedia retrieval; e.g. in Zhang, Chai & Jin (2005) where a text-based image retrieval system is described.
tHE UsEr NEEDs rEPrEsENtAtION
In past years, the ontological aspects of information have acquired a strategic value. These aspects are intrinsically independent from information codification, so the information itself may be isolated, recovered, organized, and integrated with respect to its content. A formal definition of ontology is proposed in Gruber (1993) according to whom "an ontology is an explicit specification of a conceptualization"; conceptualization is referred to as an abstract model of a specified domain in which the component concepts are identified; explicit means that the type of concepts used and the constraints on them are well defined; formal is referred to as the ontology propriety of being "machine-readable"; shared is about the propriety that an ontology captures consensual knowledge, accepted by a group of person, not only by individuals. We also consider other definitions of ontology; in Neches et al. (1991) "an ontology defines the basic terms and relations comprising the vocabulary of a topic area, as well as the rules for combining terms and relations to define extensions to the vocabulary". This definition indicates the way to proceed in order to build an ontology: i) identification of the basic terms and their relations; ii) agreeing on the rules that arrange them; iii) definition of terms and relations among concepts. From this perspective, an ontology doesn't include just the terms that explicitly are defined in it, but also those that can be derived by means of well defined rules and properties. In our work, the ontology can be seen as the set of "terms" and "relations" among them, denoting the concepts that are used in a domain. We use ontologies to represent the user interest domain.
Dynamic semantic Network
In the proposed system, the implementation of the ontology is obtained by means of a Semantic Network (i.e. DSN), dynamically built using a dictionary based on WordNet (Miller, 1995) . WordNet organizes several terms using their linguistic proprieties. Moreover, every domain keyword may have various meanings (senses) due to the polysemy property, so a user can choose its proper sense of interest. In WordNet these senses are organized in synsets composed of synonyms; therefore, once chosen the sense is chosen (i.e. the appropriate synset), it is possible to take into account all the possible terms (synonyms) that are in the synset. Beyond the synonymy, we consider other linguistic properties applied to typology of the considered terms in order to have a strongly connected network. The DSN is built starting from the domain keyword that represents the context of interest for the user. We then consider all the component synsets and construct a hierarchy based on the hyponymy property; the last level of our hierarchy corresponds to the last level of WordNet's hierarchy. After this first step, we enrich our hierarchy by exploiting all the other kinds of relationships in WordNet. Based on these relations we can add other terms to the hierarchy obtaining an highly connected semantic network. Figure 1 shows an example of DSN. Figure  1 (A) represents the music domain; we can see the high complexity of the network, due to the generality of the chosen term. On the other hand, figure 1 (B) shows a semantic network about the concept car; in this figure we can see better the network structure organized around the hyperonymy/hyponymy hierarchy.
The arcs between the nodes of the DSN are assigned a weight σ i , in order to express the strength of the relation. The weights are real numbers in the [0,1] interval and their values are defined experimentally. To calculate the relevance of a term in a given domain we assign a weight to each one in the DSN considering the polysemy property (that can be considered as a measure of the ambiguity in the use of a word, when it can assume several senses). Thus we define the centrality of the term i as:
where poly(i) is the polysemy (number of senses) of i. For example, the word music has five senses in WordNet, so the probability that it is used to express a specific meaning is equal to 1/5. Therefore, we build a representation of the retrieved Web pages using the DSN; each word in the page which matches any of the terms in the DSN is a component of the document representation and 
sYNtActIc-sEMANtIc MEtrIc
Given a conceptual domain, in order to individuate the interesting pages by using a DSN, it is necessary to define a grading system to assign a vote to the documents on the basis of their syntactic and semantic content. Therefore, to measure the relevance of a given document we consider the semantic relatedness between terms and, using relevance feedback techniques, statistical information about them. The concept of "semantic relatedness" refers to the perceived relations between words and concepts. Several metrics have been defined in the literature in order to measure the semantic relatedness of two words. These metrics can be grouped in the following categories:
• Dictionary-based. Dictionaries are a natural linguistic information source for people knowledge about the world; they form a knowledge base in which the headwords are defined by other headwords and/or their derivatives; • Thesaurus-based. These metrics use a thesaurus in which words are related to concepts; each word is related to a category by means of an index structure; • Semantic network-based. These metrics use semantic networks, i.e. graphs in which the nodes are the concepts and the arcs represent relations between concepts; • Integrated approach. This approach takes into account additional knowledge sources to enrich the information already present in the network.
An exhaustive overview of the metrics based on these approaches can be found in Budanitsky (1999) and a new approach for measuring semantic similarity is proposed in Li, Bandar & Mclean (2003) . The proposed measure considers two types of information; one concerning syntactic information based on the concepts of word frequency and term centrality and another one concerning the semantic component calculated on each set of words in the document. The Relevance Feedback techniques we used take into account two types of feedback: explicit and blind feedback.
The first one is performed after the first results presentation. In fact, the system, using the metric for ranking described below, presents to the user a result list and shows for each result the top 2 ranked sentences from the related page. The top sentences are detected using the system metric on each sentence in the document and ordering them. With this information the user can manually choose relevant documents or he can open the whole page. With the blind approach the user can allow the system to automatically perform the relevance feedback on a defined number of documents. The first contribution is called the syntactic-semantic grade (SSG). In this paper we propose a new approach to calculate the SSG and compare it with the one proposed in Albanese, Picariello & Rinaldi (2004) ; the metric proposed there represents our standard metric. We can define the relevance of a word in a given conceptual domain and, if the feedback functions are chosen, in the set of selected documents. Therefore we use an hybrid approach exploiting both statistical and semantic information. The statistical information is obtained by applying the relevance feedback technique described in Weiss, Vélez & Sheldon (1996) , and it is enriched with the semantic information provided by computing the centrality of the terms (equation 1). In this way we divide the terms into classes, on the basis of their centrality: where k is the k-th document, i is the i-th term, TF i,k is the term frequency of i in k, TF max,k is the maximum term frequency in k, i is the centrality of i.
We use this approach to improve the precision of the model of the domain of interest and to overcome the lack of very specific terms in Wordnet (e.g. computer science specific terminology). Thus, the use of relevance feedback re-weighs and expands the semantic network by adding new terms-not present in the DSN-from the relevant documents. After the relevance feedback step, the system assigns a 1 i = to the new terms thus considering them as important in the context. The other contribution is based on a combination of the path length (l) between pairs of terms and the depth (d) of their subsumer (i.e. the first common ancestor), expressed as the number of hops. The correlation between terms constitutes the semantic relatedness and it is computed through a nonlinear function. The choice of a nonlinear function to express the semantic relatedness between terms derives from several considerations. The value of the length and the depth of a path, based on how they are defined, may vary from 0 to infinity, while relatedness between two terms should be expressed as a number in the [0,1] interval. In particular, when the path length decreases to 0 the relatedness should monotonically increase to 1, while it should monotonically decrease to 0 when path length goes to infinity. Also we need a scaling effect on the depth, because words in the upper levels of a semantic hierarchy express more general concepts than the words in a lower level. We use a non linear function for scaling down the contribution of subsumers in an upper level and scaling up those in a lower one. Given two words w 1 and w 2 , the length l of the path between w 1 and w 2 is computed using the DSN and it is defined as: , where i is the path between X and Z, j is the one between Y and Z and t is the path between X and Y. In this case the best path is the one traversing Z with a value of l=1.58. The depth d of the subsumer of w 1 and w 2 is also computed using WordNet. To this aim only the hyponymy and hyperonymy relations (i.e. the IS-A hierarchy) are considered; d(w 1 , w 2 ) is computed as the number of hops from the subsumer of w 1 and w 2 to the root of the hierarchy. Given the above considerations, we selected an exponential function that satisfies the previously discussed constraints; our choice is also supported by the studies of Shepard (1987) , who demonstrated that exponential-decay functions are a universal law in psychological science. We can now introduce the definition of Semantic Grade (SeG), which extends a metric proposed in Li, Bandar & Mclean (2003) : 
where ν is the considered document, (w i , w j ) are the pairs of words in pre-processed document and α≥0 and β>0 are two scaling parameters whose values are experimentally defined. This formula has been used in our previous work (Albanese, Picariello & Rinaldi, 2004) with good results and its fine performance is highlighted in Varelas et al. (2005) .
Both grades are computed for each Web page element considering them as composed of four elementary document elements, namely the title, the keywords, the description and the body. Both metric components are computed for each of these elements.
WEb rEtrIEVAL sYstEM
The proposed method and technique have been implemented and evaluated by an IR system running on the Web. We propose a Web search engine that takes into account relevance feedback to improve the precision of information retrieval systems based on general ontologies. The information used to build the domain ontology is dynamically extracted from WordNet. For this reason the query structure is constituted as a list of terms to retrieve (i.e. subject keywords) and a domain of interest (i.e. domain keyword) provided by the user using the system interface. For example, if a user wants to get information about the famous jazzman Miles Davis, we have: subject keywords:="Davis", and domain keyword:="music". We want to be able to retrieve the interesting pages from the user perspective, without considering the ones related to tennis' Davis Cup, that pertains to the Sport Domain. Our system must be able to retrieve and rank results, taking into account the semantics of the pages and the interaction with the user. In other words, this system performs the following tasks:
• Fetching. Fetching consists of searching Web documents containing the keywords specified in the query. This task can be accomplished using traditional search engines.
•
Preprocessing. This task is needed to remove from Web documents all those elements that do not represent useful information (HTML tags, scripts, applets, etc.).
• Mining. Mining consists of analyzing the content of the documents from a semantic point of view, assigning them a score with respect to the query. •
Reporting. This task consists in ranking and returning the documents relevant to the query allowing some functionality for relevance feedback.
We use external search engines in the fetching step.
The system implementation is based on several services. In this context each software module performs one of the actions previously described. Figure 2 presents a complete architectural view of the proposed system. The user interface allows the insertion of keywords and it also enables the setting of a certain number of parameters, namely: the search engines to be used in the syntactic search and their relative weights, the number of links to be returned by the underlying search engines, the relative weights of title, description, Let us consider the case of a user interested in finding some pages about the Madonna, in the religion domain. He can submit a query specifying "madonna" as the subject keyword and "religion" as the domain keyword (see figure 4) . If the domain keyword has more than a single sense, the user is asked to choose one of them; in this case the system shows the WordNet the descriptions of all the senses related to the word religion as shown in figure 3 .
The user can perform three different types of search:
• Standard searching. The system ranks the results without relevance feedback; • Explicit feedback. The results interface allows choosing relevance documents as feedback; • Blind feedback. The search interface allows choosing relevance documents by the system.
rEsULts AND EVALUAtION
The need for a suitable evaluation of information retrieval systems imposes the adoption of methodologies to give answers about why, what and how-to evaluate. Several authors give answers to these questions (Cleverdon, Mills & Keen, 1996; Vakkari & Hakala, 2000) . The techniques used to measure the effectiveness are often affected by the used retrieval strategy and the results presentation. We use a test set collection to evaluate our system. A test collection is a set of documents, queries and a list of relevant document in the collection. We use it to compare the results of our system using the ranking strategies described previously. It is important to have standard parameters for IR system evaluation. For this reason we use precision and recall curves. Recall is the fraction of all relevant material that is returned by a search; precision is a measure of the number of relevant documents in the set of all documents returned by a search. We built the test set from the directory service of the search engine yahoo (search. yahoo.com/dir). The directory service supplies the category referred to each Web page. In this way we have a relevance assessment useful to compare our results. The test collection is more then 800 pages retrieved using words with a high polysemic value so that the documents belong to different categories. We choose keywords about both general and specific subjects. This class distinction is useful to measure the performance differences between the rank strategies using a In Ruthven & Lalmas (2003) there are some important considerations derived from the analysis of references, criticising the use of the precision-recall measure for RF (Chang, Cirillo & Razon, 1971; Borlund & Ingwersen, 1997; Frei, Meienberg & Schauble, 1991) . In fact, using relevance feedback the documents marked as relevant are pushed to the top of the result list improving artificially the Recall-Precision curve (ranking effect) rather then taking into account the feedback effect, that is liable to push to the top of the ranked list the unseen relevant documents. The proposed alternatives to consider the feedback on the unseen relevant documents are:
• Residual Ranking. This strategy removes from the collection those items which were assessed for relevance for feedback purposes, and it evaluates two runs (with or without feed-back) on the reduced collection.
• Freezing the documents, examined for relevance before feedback, are retained as the top-ranking documents in the feedback run.
• Test and Control Groups. The collection is randomly split into two collections: the test group and the control group. Relevance Feedback information are taken from the test group but the Recall-Precision is performed only on the control group, so there is no ranking effect.
In our approach we use the last strategy to perform our experiments. The document collection is split randomly in order to consider documents from all topics. The random function is calculated on each single category. The used test set simulates a "real" search on the Web because we analyze the pages that are fetched from a standard search engine and we consider also problems such as "page not found", "redirecting" and so on.
In figure 5 the trend of the experimental results is shown: for low recall values, the precision is high with all strategies. This is a suitable effect in IR retrieval systems because the real relevant documents are immediately presented to the user; moreover RF techniques improve the results accuracy with respect our standard strategy (without RF) because by increasing the recall the precision also improves. We note that the blind RF strategy gives an initial improvement but it is lower than 
cONcLUsION AND FUtUrE WOrKs
In this paper we have presented a system and a novel metric to improve ranking accuracy in IR on the Web, using relevance feedback techniques. We have proposed an hybrid approach that take into account both syntactic, semantic and statistical information and we have used a general knowledge base in order to dynamically extract a semantic network for representing user information needs. We have evaluated the proposed system and the algorithms on a test set built to consider the feedback effect and we have used a relevance feedback test strategy. The experiments have shown a performance improvement using our approach compared with previously presented search strategies.
Our work is preliminary research on the use of relevance feedback techniques in an ontology based systems. Many other topics could be investigated such as: (1) using of implicit feedback and user characteristics; (2) adding relevance terms to user query refinement to consider new documents after the first interaction; (3) considering multimedia information to perform RF on other features different to textual ones; (4) inferring relevant documents and related terms in order to have specialized ontologies merged with the proposed DSN. 
