Abstract. In theory and practice of inverse problems, linear operator equations T x = y with compact linear forward operators T having a non-closed range R(T ) and mapping between infinite dimensional Hilbert spaces plays some prominent role. As a consequence of the ill-posedness of such problems, regularization approaches are required, and due to its unlimited qualification spectral cut-off is an appropriate method for the stable approximate solution of corresponding inverse problems. For this method, however, the singular system
of the compact operator T is needed, at least for i = 1, 2, ..., N , up to some stopping index N . In this note we consider n-fold integration operators T = J n (n = 1, 2, ...) in L 2 ([0, 1]) occurring in numerous applications, where the solution of the associated operator equation is characterized by the n-th generalized derivative x = y 
Introduction
For the stable approximate solution of the ill-posed linear operator equation (1) T x = y, y ∈ R(T ), with a compact linear operator T mapping between the infinite dimensional Hilbert spaces X and Y with norms · and inner products ·, · and range R(T ) = R(T ) = Y the spectral cut-off method is appropriate due to its unlimited qualification which avoids saturation of the method (cf., e.g., [6, Example 4] ). However, the use of spectral cut-off requires the knowledge of the singular system {σ i (T ), u i (T ),
of the compact operator T , at least for i = 1, 2, ..., N , up to some stopping index N , which plays the role of a regularization parameter and occurs in case of noisy data y δ ∈ Y obeying the noise model y−y δ ≤ δ (cf., e.g., [4, p.36] ).
In this note, we restrict our considerations with respect to equation (3) to the family of Riemann-Liouville fractional integral operators T := J α defined for all exponents 0 < α < ∞ as compact operators . Consequently, the operator equation (3) is ill-posed of type II in the sense of Nashed [7] . The linear Volterra integral operators J α are linear Fredholm integral operators with quadratically integrable kernel and hence Hilbert-Schmidt operators whenever
Fact 2. For every 0 < α < ∞ the operator J α possesses a uniquely determined singular system
, which are both complete in L 2 ([0, 1]), such that for i = 1, 2, ...
The focus of the present note is on the case α = n with natural numbers n = 1, 2, ..., where D n y = y (n) coincides with the n-fold generalized derivative of the Sobolev space function y ∈ R(J n ) ⊂ H n ([0, 1]). We try to answer the frequently asked question why only for n = 1 the complete singular system
of J n is made explicit in many textbooks and papers, but for n ≥ 2 such a detailed discussion is mostly avoided. One of the reasons may be that there are no nice explicit formulas for the singular systems. We describe them by implicit transcendental equations which become increasingly unhandy as n grows. Therefore we employ symbolic computation (in form of the computer algebra system Mathematica) to derive some of the formulas presented here. Also the arbitrary-precision arithmetic that is available through such a system is crucial for finding some of the numerical approximations.
Singular value asymptotics of Riemann-Liouville fractional integral operators
Many authors have discussed upper and lower bounds for the singular values σ i (J α ) of J α aimed at deriving a singular value asymptotics with respect to the Riemann-Liouville fractional integral operators mapping in L 2 ([0, 1]) in the case of specific exponents α and exponent intervals. However, in the paper [9] we find the complete asymptotics:
As a consequence of Proposition 1 the degree of ill-posedness (cf. [3] ) of the operator equation (3) is α and grows with the level of integration. Abel integral equations (0 < α < 1) are weakly ill-posed and the problem of n-fold differentiation with α = n ∈ N and
is mildly ill-posed. No severely (exponentially) ill-posed problem occurs in the context of equation (3).
The boundary value problem for the singular value decomposition
By deriving u i (J n ) (i ∈ N) from the well-known equations
one can verify the singular system of J n from the following boundary value problem of an ordinary differential equation of order 2n:
More precisely, we are searching for all eigenvalues λ > 0 such that the system (7) possesses nontrivial solutions 0 = u ∈ L 2 ([0, 1]). According to Proposition 1, there will be with λ = λ i an infinite sequence λ 1 > λ 2 > ... > 0 of ordered eigenvalues λ i := (σ i (J n )) 2 which are the i-largest eigenvalues of both operators (J n ) * J n and J n (J n ) * . Moreover, with u := u i (J n ) there will be an associated orthonormal
. Thus the singular system
of J n is complete. The computation of the eigensystem follows a schema listed in the algorithm below that has been frequently used in the literature for the case n = 1 (for results see Section 4) and can be applied to any larger integer n ∈ N. This approach is based on the zeros ν of the characteristic polynomial (8) p n (ν) = λν 2n + (−1) n+1 of the homogeneous differential equation λ u (2n) (t) + (−1) (n+1) u(t) = 0 of order 2n occurring in the boundary value problem (7). It is clear that these zeros ν obey the equation
For fixed λ > 0, the solutions u of this ODE are characterized by a corresponding fundamental system
Each non-zero coefficient vector γ = (γ 0 , γ 1 , . . . , γ 2n−1 ) T ∈ R 2n represents a non-trivial solution of the ODE. Taking into account the required initial and terminal conditions of the boundary value problem (7), the vector γ must satisfy the linear system A n (λ)γ = 0 with a singular quadratic matrix
This means that only those λ > 0 for which
yield non-zero vectors γ such that u in (10) is non-trivial. It can be seen that only a countable set
of values λ > 0 satisfies (12). This set consists of the eigenvalues of J * n J n with associated eigenfunctions
where {ϕ i,0 , . . . , ϕ i,2n−1 } is the fundamental system associated to the eigenvalue λ i , and the vector
Now we are ready to formulate the algorithm for obtaining the desired eigenvalues and eigensystems.
Algorithm.
(i) Compute, by solving equation (9), the 2n zeros of the characteristic polynomial p n (ν) of the ODE occurring in problem (7). (ii) Construct the fundamental system ϕ k (t) k = 0, . . . , 2n − 1 of the ODE for arbitrary λ > 0. (iii) Form the (2n × 2n)-matrix A n (λ) that expresses the initial and terminal conditions occurring in (7). (iv) Determine the eigenvalues
Although this algorithm seems to be straightforward, we will see that only steps (i)-(iii) can be done explicitly.
Proposition 2. The zeros of the characteristic polynomial (8) are given by
Proof. For n even, we have to solve the equation ν 2n = 1/λ. Its zeros are given as
For n odd, the equation reads
As roots of the characteristic polynomial, the ν k are either real, or if one root is complex, then its conjugate is also a root. In detail, we have the assertions of the following proposition.
Proposition 3. For n even, there exist two real zeros
(17)
Additionally, we have
If n is odd, all zeros are complex and satisfy
Proof. If n is even, the values of ν k for k = 0 and k = n are evident. Moreover, we have for k = 1, . . . , n − 1
In the case that n is odd, the zeros are given by
, and as there is no k ∈ N such that 1 + 2k equals zero or a multiple of 2n, there are no real roots. Additionally, we have
It is well known that a complex root and its complex conjugate create a pair of real fundamental solutions of an ODE. Specifically, a complex root ν k = α k ± iβ k with multiplicity one creates the two real fundamental solutions
For what follows, let us denote the roots of the characteristic polynomial p n (λ) by ν (e) k if n is even and by ν
k if n is odd. Then we obtain the following result.
denote the roots of the characteristic polynomial (8) and (24) {ϕ 0 , ϕ 1 , . . . , ϕ 2n−1 } the fundamental system of the ODE occurring in (7). Then we have: (a) If n is even then, for k = 1, . . . , n − 1, the system (24) is characterized as
If n is odd then, for k = 1, . . . , n − 1, the system (24) is characterized as
Proof. Taking into account (23), the proof follows by the characterization of the roots and their complex conjugates in Proposition 3.
The onefold integration operator
Along the lines outlined above in the algorithm and frequently presented in the literature one finds the singular system for n = 1, i.e. for the simple integration operator J 1 , from the ODE system
The explicit structure of this singular system is outlined in the following proposition.
Proposition 5. For n = 1 we have the explicitly given singular system
of the operator J 1 mapping in the Hilbert space L 2 ([0, 1]). Hence, formula (6) applies in the form
The twofold integration operator
5.1. General assertions. In the case n = 2, i.e. for the twofold integration operator J 2 , the ODE-system (7) attains the form:
For the eigenfunctions u = u i (J 2 ) it is a necessary condition that they satisfy the homogeneous fourth-order differential equation in (25), which implies the ansatz structure via the corresponding fundamental system as u(t)
To obtain such u = 0, the linear (4 × 4)-system of equations
must have a singular matrix A 2 (µ), which means that
This leads to the following proposition:
Proposition 6. The eigenvalues λ of the operator (J 2 ) * J 2 are the solutions of the nonlinear transcendental equation The locations where the graph of g(z) intersects the line y = −1 are exactly the zeros of f (z). From g (z) = −2 sin(z) sinh(z) we see that g(z) is convex if sin(z) < 0 and that g(z) is concave when sin(z) > 0.
Proof. If i is odd, then g (ζ i ) = − cosh(ζ i ). Hence g has a negative slope at ζ i and therefore ε i > 0. Since g is concave in the interval
, it follows that in this interval the tangent to g at ζ i is above g. This tangent intersects the line y = −1 at ζ i + 1/ cosh(ζ i ), which yields the desired upper bound on ε i :
Lemma 2. If i ≥ 2 is an even integer, then 0 < −ε i < 4 e −ζ i .
Proof. In this case, g (ζ i ) = cosh(ζ i ). Hence g is increasing, which means that its graph intersects y = −1 left to ζ i , thus ε i < 0. Moreover, g is convex in the interval
, and therefore the tangent to g at ζ i is below g. Unfortunately, the intersection between this tangent and y = −1 does not deliver an upper bound on |ε i |. π − ε i .
We expand the left-hand side as a geometric series in w 2 i , which gives
Next, we write (−1)
π , and perform Taylor expansion with respect to ε i :
Formally speaking, this is a bivariate power series in the variables x i and ε i . Making an ansatz for ε i , i.e., substituting for ε i a power series in x i with undetermined coefficients, Table 1 .
we obtain a univariate series:
. . Coefficient comparison with respect to x i then allows us to compute the unknown coefficients a i ; note that in the coefficient of x k i the indeterminate a k appears linearly and can therefore be easily computed from the previous ones: , . . .
Remark 3. We have computed the first 100 coefficients a i symbolically, but we were not able to identify a nice closed form for them. They do not satisfy a (nice) linear recurrence equation with polynomial coefficients, either. Also in the OEIS [8] , we could not find any information about these numbers.
Eigenfunctions.
With the acquired knowledge on the eigenvalues λ of the operator (J 2 ) * J 2 , we are able to derive the corresponding eigenfunctions u i , at least numerically. Recall the fundamental system
By plugging the computed values for λ i , 1 ≤ i ≤ 5, into the matrix A 2 (λ), we can determine the constants γ 1 , γ 2 , γ 3 , γ 4 . The results are shown in Table 1 
The n-fold integration operator
With the notation ω k = exp iπ 2n (2k + [n] 2 ) , the roots ν k of the characteristic polynomial (8), p n (ν) = λν 2n + (−1) n+1 , can be written as
and write the fundamental system of the ODE in (7) in terms of the complex exponential functions ϕ k (t) = e ω k zt , then the matrix A n given in (11) attains the 
We want to determine the values of z = 0 for which det(A n (z)) = 0. Hence the common factor z j from the j-th row can be removed. In order to obtain an explicit expression for the determinant of A n (z), we first study the more general matrix
where z 0 , . . . , z 2n−1 are indeterminates. The matrix looks as follows:
For z 0 = . . . = z 2n−1 = 1, the matrix M n equals the Vandermonde matrix V (ω 0 , . . . , ω 2n−1 ), which for even n is the Fourier matrix, since in this case the ω k are precisely the 2n-th complex roots of unity. For symbolic z 0 , . . . , z 2n−1 , the determinant of M n is a polynomial in z 0 , . . . , z 2n−1 that is homogeneous of degree n and linear in each variable z k . Let I ⊂ {0, 1, . . . , 2n − 1} be an index set with |I| = n. We aim at computing the coefficient of the monomial k∈I z k in det(M n ). This corresponds to setting z k = 0 for all k ∈ C := {0, 1, . . . , 2n−1}\I. By permuting its columns, the matrix M n can be transformed into a block matrix of the form
Moving all columns with index in I to the first n positions requires
n(n − 1) swaps of neighboring columns. Hence for the coefficient of the monomial k∈I z k in det(M n ) one obtains:
From the definition of ω k it follows immediately that ω
The sign in (28) can now be determined by the parity of
In addition, by employing the well-known formula for the Vandermonde determinant, Equation (28) simplifies to
Hence the determinant of M n can be written as follows:
Note that for computational purposes the Vandermonde products in the definition of c
can always be expressed in terms of 2n-th roots of unity, even if n is odd. In this case one has to extract the factor i n−1 which simplifies in combination with the term i
[n] 2 ·n , namely Proof. We show that det(A n (z)) is basically a special case of (30) (up to the factor z n(2n−1) which comes from the common row factors z j that were omitted in the definition of M n ). Recall that the variables z k in the matrix M n have replaced the exponential functions e ω k z that appear in the matrix A n (z). Thus, with z k = e ω k z one obtains
As before, let C := {0, . . . , 2n − 1} \ I be the set complement of I.
k=0 ω k = 0, it follows immediately that α C = −α I and β C = −β I .
Moreover, defineĪ
which corresponds to reflecting the set {ω k } k∈I across the real axis. Then it follows that αĪ = α I and βĪ = −β I .
Apparently, for those sets I for which I =Ī holds, one has β I = 0. In such cases, we can combine the exponentials that correspond to I and to C, using the identity e αz + e −αz = 2 cosh(αz).
Otherwise, if I =Ī, then I,Ī, C,C are four pairwise distinct sets, and their corresponding exponentials can be combined as follows:
The asserted formula follows by observing that c
(which is obvious from symmetry arguments).
Example 1. For n = 2, we deduce again the transcendental equation satisfied by z = λ
, but now using Theorem 1: • For I = {0, 2} one has I =Ī and C =C = {1, 3}; then it follows that c (n)
• For I = {0, 1} one hasĪ = {0, 3}, C = {2, 3} andC = {1, 2}; then it follows that c (n)
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Summing over all possible subsets I ⊂ {0, 1, 2, 3}, we get
which is in accordance with our previous result (Proposition 6).
Corollary 1.
In the case n = 3, i.e., for the threefold integration operator J 3 , the eigenvalues λ of the operator (J 3 ) * J 3 are the solutions of the nonlinear transcendental equation
+ cos 2λ + 9 = 0.
Corollary 2. In the case n = 4, i.e., for the fourfold integration operator J 4 , the eigenvalues λ of the operator (J 4 ) * J 4 are the solutions of the nonlinear transcendental equation (which is obtained from Theorem 1 after further simplifications):
The transcendental equations given in Corollaries 1 and 2 can be used to compute accurate approximations to the eigenvalues λ i , using Newton's method, for example. In Table 2 the values for λ −1/6 i (resp. λ −1/8 i ) for i = 1, . . . , 5 are displayed. As in the case n = 2, one observes that the i-th value is close to (2i − 1)
(we give an explanation of this phenomenon in the next section). The corresponding eigenfunctions u i are shown in Figures 2 and 3. 
Distribution of the eigenvalues λ i
In Theorem 1 we have stated that the determinant of A n (z) can be written as a sum of expressions of the form c · cosh(αz) · cos(βz) with c = 0 and α, β ∈ R. The location of the zeros of this determinant is mostly governed by the summand whose cosh(αz) term has the fastest asymptotic growth, i.e., whose scaling factor α is largest. Recall that the α's are obtained as the real parts of sums (with n summands) of different ω k = exp If n is even, then obviously {i, −i} ⊆ {ω k | k = 0, . . . , 2n − 1}. Due to the "correction term" [n] 2 , the same is true for odd n. Hence, there are exactly n − 1 numbers among the ω k with strictly positive real part. By choosing them, plus one out of {i, −i} (w.l.o.g. we choose i), their sum will clearly exhibit the largest real part among all n-sums of the ω k .
We now study this sum in more detail. For even n we obtain (by combining pairs of complex conjugates): .
Note that the result is the same for even and for odd n. Hence the behavior of det(A n (z)) is dominated by the term c · cosh(αz) · cos(βz) with α = cot π 2n
and β = 1, as z goes to infinity. This implies that for large z the zeros of det(A n (z)) tend to the zeros of cos(z), which is exactly what was observed in Section 5.2 for the special case n = 2, and in Section 6 for the cases n = 3 and n = 4.
Conclusion
In the paper, we have further investigated the Singular Value Decomposition of the n-fold integration operators J n . We have presented an algorithm that can be used to compute the eigenvalues and eigenfunctions of (J n ) * J n . Out of the 5 steps of the algorithm, the first three can be done explicitely, but for the last two it seem impossible to solve them explicitely. The reason lies in the fact that the computation of the eigenvalues requires to solve a transcendental equation. However, for the cases n = 2, 3, 4 we computed some of the eigenvalues as well as their eigenfunctions approximately. It needs to be mentioned that the numerical computation of the eigenvalues requires a computer program that allows computations in arbitrary precision -systems like MATLAB failed to deliver reasonable approximations to the eigenvalues. The set k∈I ω k I ⊆ {0, . . . , 2n − 1}, |I| = n plotted in the complex plane (for n = 8); the two arrows point to those two numbers which dominate the asymptotics, i.e., with largest real part.
