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THE DISTENSIBILITY OF the aorta plays an important role in smoothing the blood flow delivered to the periphery and maintaining this flow during diastole (1) . This is achieved by the reduction of the mechanical impedance seen by the ejecting left ventricle (2) (3) (4) . Changes in aortic distensibility appear to correlate with age, coronary artery disease, and fitness (5-7). Specifically, particular changes have been attributed to the presence of atherosclerosis (8, 9) or connective tissue disorders (10) (11) (12) . Chronic increased vascular loading may lead to left ventricular hypertrophy and even heart failure, whereas changes in the material properties of the aortic wall and accompanying aneurysmal dilation commonly lead to sudden aortic dissection or rupture. An accurate, noninvasive method to estimate the material properties of the aortic wall could play an important role in the early diagnosis of vascular disease such as atherosclerosis and provide a guideline for surgical intervention in cases of aneurysmal dilation.
The distensibility of blood vessels can be measured directly by imaging the fractional change in cross-sectional area of the vessel with given changes in pressure. This measurement has been made with cine x-ray angiography (13), ultrasound (14.151, x-ray CT (16) , and MRI (6) coupled with either sphygmomanometer-or micromanometer-based blood pressure measurements. Low image resolution, motion, and the lack of local blood pressure measurements increase the error of these techniques. Estimates of blood vessel distensibility have also been obtained by measurements of pulse-wave velocity in the aorta. The pulse-wave velocity is the rate at which a flow or pressure wave propagates down a vessel. It is directly related to the elasticity of the vessel wall (1 7) and can be estimated by measuring the transit time of the pulse wave between two points a known distance apart. Invasive techniques using pressure catheters are historically the "gold standard for such measurements, but recently, noninvasive measurements have been made with Doppler ultrasound (18) and . Ultrasound is limited because of the small availability of acoustic windows along the length of the aorta and the inability to spatially register different velocity measurements accurately, whereas MR can access the entire length of the aorta and provide very accurate spatial registration of the resulting data.
Pulse-wave velocity has been used to follow the progression of some arterial diseases. In monkeys, for example, it was found that aortic pulse-wave velocity increased almost 40% with increasing atherosclerotic load (9). albeit accompanied by an almost 50% stenosis. Marfan syndrome patients have been studied as well and exhibited pulse-wave velocities that were 20% above normal (12). Hypertension has also been shown to elevate pulse-wave velocity in the human aorta (23). To be useful in the study of disease and ultimately have some clinical application, a technique must produce measurements that have less variation than the changes that occur in pathological states. Reproducibility studies with Doppler ultrasound show sensitivity to transducer placement and angle, factors that affect the apparent path length of the pulse wave. These studies seem to suggest normal pulsewave velocity measurement variations between 10% and 20% (18,24) . Clearly, in vivo reproducibility must be improved to provide reliable detection and monitoring of disease states.
Diseases such as atherosclerosis affect the human aortic wall in very localized regions. The formation of plaque changes the mechanical properties of the wall (8). progressively altering these properties with changes in plaque composition (25) . Hence, the presence of earlystage atherosclerosis may potentially be detectable as a local change in vessel distensibility, and it is therefore preferable that the technique applied make distensibility measurements in a spatially resolved manner.
In this article, we investigate the accuracy of the onedimensional (1D) NMR pulse-wave velocity technique (19) and some error sources that influence the quality of pulse-wave velocity estimates made from its measurements. A theoretical lower error bound will be established for these MR-based pulse-wave velocity measurements, and we show both in simulations and in experiments that, coupled with a matched filtering analysis technique, estimates obtained with the 1D NMR pulse-wave velocity technique achieve this lower error bound. Because of its error performance, its ability to provide data with high temporal and spatial resolution from a known anatomic location, and its promise for enabling local measurements of vessel wall properties not possible with other noninvasive techniques, the 1D MR pulse-wave velocity measurement technique shows strong potential in meeting the requirements of a reliable in vivo measurement technique.
THEORY

Measurement Model
Blood vessels are often modeled as homogeneous elastic tubes in which velocity waves obey the 1D wave equation (1 7). In the context of the aorta, the solution to this wave equation is the sum of a forward-moving wave originating at the heart and a backward-moving wave caused by wave reflections from points downstream of the measurement area, such as branch points and the high-impedance arterioles. As a result of the nonuniform branching of the arterial tree, however, the high-frequency components in the reflected waves from multiple peripheral branch sites tend to either interfere destructively with each other through end diastole or become trapped in smaller vessels because of the directional sensitivity of reflection coefficients at branch points (1) . These effects cause high-frequency reflections to represent an insignificant portion of the onset of the next pulse waveform.
The foot of the flow waveform, the point at which it begins its sharp upslope, is a high-frequency feature. If the scope of the estimation technique is limited to the foot, reflections can be assumed to be negligible for the purposes of pulse-wave velocity estimation (1, 2) . We can then model the velocity as a function of position along the vessel and time, zl(x,t), with the forward-moving portion of the wave equation solution:
, in this equation is the temporal position of the foot of the wave front at x = 0. c is the pulse-wave velocity, the parameter being estimated. In using this model, we assume that the pulse-wave velocity is constant over the region of vessel being studied. This implies that across this region, neither the material properties of the vessel wall nor the cross-sectional area of the vessel changes.
earner-Rao Lower Error Bound for the Estimation of
Pulse-Wave Velocity
With phase-contrast techniques, the phase of the MR signal is linearly related to the velocity of the spins being measured. Under these conditions, the MR signal sampled with a temporal sampling period, At, and a spatial sampling period, Ax, with respective sample indices nand m is where & and 9, are the amplitude and phase of the MR signal independent of flow velocity, 9-is the phase angle at the maximum velocity, urn, Y , is zero mean additive gaussian noise, and j = m. Once phase-difference reconstruction is performed, the noise in the signal is no longer gaussian. For the Cramer-Rao bound to be valid, the analysis must be performed on the raw MR data. As seen in Equation [2] , the relationship between the pulse-wave velocity and the raw MR signal is not a linear one. Hence, the problem of calculating pulse-wave velocity given the MR data becomes a nonlinear parameter estimation problem.
As detailed in the Appendix, the Cramer-Rao lower error bound (26) for the estimation of pulse-wave velocity, c, can be written as
This measurement is made over vessel length, L. u'/uis the temporal derivative of the velocity waveform normalized to the maximum velocity and signal-to-noise ratio (SNR) = the magnitude image SNR. This expression is valid if the sampling of velocity is above the Nyquist rate in both the temporal and spatial directions. For the purpose of elucidating the effect of the acquisition parameters, the expression in Equation [3] can be simplified by assuming that the velocity waveform is a ramp of constant slope and duration k,: ( 
4)
Here, Le is defined as 50% to 75% of the total velocity rise time, because this portion of the waveform is least affected by reflections ( 17). The Cramer-Rao lower bound gives the minimum possible error of any estimation technique. It is a useful quantity only if a parameter estimation algorithm that satisfies the bound with equality can be found. Such an estimator is known as an efficient estimator (26). We describe and validate such an algorithm in the following sections. Because our estimator is efficient, the expression in Equation 141 becomes an equality
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and can be used to illustrate some important guidelines for the acquisition of MR data used for calculating pulsewave velocity.
Only three quantities in Equation [4] [4] we can put forth some guidelines for making the 1D MR acquisition more efficient. For example, increasing temporal resolution above the Nyquist rate is equivalent to averaging data at the original temporal resolution, whereas increasing the spatial resolution, ie, decreasing h, by increasing the readout time had no effect on the pulse-wave velocity estimation error. This implies that one can shorten the data acquisition window to obtain minimum resolution without losing any information about pulse-wave velocity. Minimum resolution in this case is the smaller of either the Nyquist limit or the minimal necessary spatial resolution for the pulse-wave velocity measurement. The Nyquist limit for spatial resolution is governed by the true pulse-wave velocity in the vessel. As in MR imaging, if spatial resolution is increased by decreasing the field of view (ie, increasing the strength of the readout gradient), reduction of the voxel volume without increasing the imaging time degrades the SNR and the pulse-wave velocity estimation error increases.
The sensitivity of the velocity-encoding gradient should be maximimd, even if this results in velocity aliasing. At the very least, a phase of T should correspond with the initial 50% to 75% of the velocity upstroke, so the portion of the waveform least sensitive to reflections spans the entire dynamic range of velocity values. This increases +-to T , reducing the pulse-wave velocity estimation error. Because the velocity waveform is smoothly monotonic in the foot region, it is possible that a phase-unwrapping algorithm could allow a further increase in +-
The tradeoff in increasing +-is the increased duration of the velocity-encoding gradient. Depending on the capabilities of the gradient subsystem, increasing the area of the velocity-encoding gradient could require increasing its duration. In this case, the most prominent effect would be an increase in TR and therefore an increase in imaging time.
For typical acquisition parameters, such as a temporal resolution of 2 msec, a spatial resolution of 1 mm, and a measurable vessel length of 10 cm, at a pulse-wave velocity of 500 cm/sec and a typical SNR of 20, the estimation error is <.5%. This value is already much less than the typical physiological variability. With the same imaging parameters, pulse-wave velocity can be measured for l .4 cm of vessel with 10% accuracy. This shows the potential of this technique for the measurement of truly local pulse-wave velocity.
.
IMETHoDs
1D NMR Velocity Acquisition Technique
We collected M R data for the estimation of pulse-wave velocity using a 1D velocity technique (19). The pulse sequence consisted of a modified gradient echo sequence with a TR = 32 msec. as shown in Figure 1 . This acquisition was prospectively gated to the cardiac cycle, and 16 phases were acquired during each cardiac cycle. The slice selection was replaced with a cylindrical excitation pulse using a spiral k-space trajectory (28.29). This resulted in a cylinder-shaped region from which the MR signal was elicited that was oriented coaxial to a chosen straight length of the blood vessel. The readout gradient was oriented along its axis. A bipolar flow-encoding gradient was added in the flow direction, and phase contrast acquisition was performed. The polarity of the flow-encoding gradient was flipped for every other cardiac cycle, and phase-difference reconstruction was applied. By incrementing the delay after the cardiac tngger by 2 msec for subsequent cardiac cycle pairs, the acquisition collected S , , with 2-msec temporal resolution and 1. l-mm spatial resolution in 32 cardiac cycles. In some cases, Sm, was collected with l-msec temporal resolution in 64 cardiac cycles.
Estimation of Pulse-Wave Velocity ftom the MR Velocity Data
Once S, , was collected, we found the temporal position of the velocity waveform as a function of position by minimizing the mean square error between a predescribed template and the leading edge of the velocity waveform in the temporal direction. This is shown in Figure 2 . Then, the resulting temporal-spatial pairs were subjected to liiear regression, the slope of which yielded the estimated pulse-wave velocity. To assess the quality of the pulsewave velocity estimate, 95% confidence intervals were also calculated for the slope of the fit. Representative position versus time data and the resulting pulse-wave velocity estimate are shown in Figure 3 .
SIMULATIONS
The variance on the error of any estimation technique cannot be lower than the Cramer-Rao bound. An efficient estimator satisfies this lower bound with equality. By showing that our estimation algorithm is efficient, we imply that no other algorithm can make better estimates of pulse-wave velocity from the data. For this purpose, we compared the performance of our analysis technique with the Cramer-Rao bound in the presence of measurement noise by Monte Carlo simulations.
The simulation consisted of three stages: First, from the wave equation solution of Equation [ 11, the propagation of an initial flow waveform down the vessel was calculated, in the absence of reflections. Second, from the simulated flow data, the resulting complex MR signals were calculated and gaussian measurement noise was added, which resulted in the MR data, kn. The phase of these simulated MR data was calculated, followed by matched filtering analysis. A block diagram of the simulation steps is shown in Figure 4 .
To check sensitivity to measurement noise, the Monte Carlo aspect of the simulation consisted of varying the measurement noise and repeating the reconstruction and analysis. The estimation error was designated as the difference between the true pulse-wave velocity used to generate the data, Is,,, and the resulting estimated value.
The noiseless pulse-wave velocity data were generated by applying Equation [ 11 to a computer-generated ramp function. sec). The Cramer-Rao lower bound for the estimation of pulse-wave velocity was calculated for several vessel lengths at each pulse-wave velocity value. Those values are given in Table 1 for an SNR of 10, tabulated over a range of true pulse-wave velocities seen in the human aorta and as a function of the length of vessel over which the measurement was taken. The Cramer-Rao bound is proportional to l/SNR, as shown in Equation 131 ; thus, the bound can be calculated easily from this table for other SNR values. The 1D MR method was assumed for these calculations without phase difference reconstruction. Instead, the phase of the MR signal alone was proportional to velocity. This difference causes the Cramer-Rao bound to increase by a factor of q2 over the value calculated from Equation 131. The temporal resolution was 2 msec, and the spatial resolution was 1.1 mm. Because the input velocity waveform to the simulation was normalized to its maximum value, the maximum phase of 7~/2 corresponded to the maximum velocity of 1. As suggested from the analytical form of the bound in Equation [3] , the bound became larger as the pulse-wave velocity increased and smaller as the vessel length increased. When these scenarios were simulated as described above, using a ramp function as the matched filtering template, the analysis technique achieved the Cramer-Rao bound above an SNR of 5 for a pulse-wave velocity of 500 cm/sec. The Cramer-Rao bound is plotted as a function of SNR in Figure 5 for two pulse-wave velocity values, given a 10-cm vessel length. The result of the Monte Car10 simulation is plotted along with these curves, showing that the matched filtering technique approaches the error performance predicted by the Cramer-Rao lower bound and is therefore an efficient estimator.
EXPERIMENTS A N D RESULTS
Phantom Design and Setup
To validate the 1D NMR technique as well as to check the performance of the matched filtering analysis technique, a pulsatile flow phantom was designed and constructed. The pressure pulse was generated with a servo-controlled pump (Superpump, Vivitro Systems, Victoria, BC) and conducted into the bore of the magnet with a 5.08-cm-inner-diameter acrylic tube to reduce inertial effects. The outflow was directed through an arti- Figure 6 . An additional feature of the system was a port upstream of the compliant tube allowing insertion of a pressure catheter into the region of the tube being tested.
To create reproducible pulsatile flow in the compliant tube, the Superpump was velocity-controlled and driven with a square wave with a frequency of 40 cycles/min. The duty cycle of the square wave was l8%, yielding the equivalent of a 270-msec systolic period. Because of the finite frequency response of the loaded pump, the resulting velocity waveform occurring in the phantom was not a square wave. The actual flow wave in the compliant tube was similar in shape to that found physiologically.
=1
MI? Measurements of Pulse-Wave Velocity
MR velocity recordings were made with the 1D technique described above. The data were acquired on a 1.5-T whole-body MR scanner (GE Medical Systems, Milwaukee WI). A quadrature extremity coil with a diameter of 17 cm was used for both transmitting and receiving the MR signal. The velocity-encoding gradients were calibrated so that a velocity of 184.5 cm/sec would be encoded as a phase of n/2. Data were acquired at a spatial resolution of .94 mm over a region of tube 17.6 cm in length.
To test the reproducibility of the technique in the presence of measurement noise, measurements of pulse-wave velocity were made in 14 subsequent acquisitions in the same region of the phantom. These data were acquired with a temporal resolution of 2 msec. For the 17.6-cm section over which the measurements were acquired, the MR estimate of pulse-wave velocity was 768.5 f 1.3 cm/ sec. The variation in this value, due to the presence of white noise in the MR measurements, was <.2%. This was consistent with the Cramer-Rao bound calculation of 1.6 cm/sec for these imaging parameters and the SNR of 56 present in these data. The lower bound was calculated by use of only the upslope of the velocity waveform. Otherwise, portions of the waveform not used in the analysis because of corruption by reflections, such as the crest and the following downslope, would augment the integral in Equation [31 and artificially reduce the lower bound. These calculations were made by use of the simplified form of Equation [4] . Since the maximum encoded velocity ( u d was 184.5 cm/sec for these acquisitions, 70% of the velocity upslope corresponded to I $-= IT/^ rad and ke = .04 sec. These values yield a correct representation of the Cramer-Rao bound.
As the estimate of pulse-wave velocity was localized to smaller regions of the vessel, the variation in these measurements increased, as predicted by the Cramer-Rao bound. Figure 7 shows the Cramer-Rao bound for unit SNR as a function of measurable vessel length. The measurement variation of pulse-wave velocity estimates made from smaller vessel lengths was normalized to unit SNR by use of the local measured SNR and plotted with the bound. Notably, this bound is tight, with the observed measurement variations above a vessel length of 1 cm. At a measured length of 2 cm, the bound predicts an error of 3.1% with these acquisition parameters. This suggests that the technique has real potential to make very localized measurements of pulse-wave velocity and should be able to detect changes in vessel properties as a function of position along the vessel. At a length of 1 cm, the error in the data begins to separate from the bound. This suggests that at a measurable length of 1 cm, we are reaching the spatial resolution limits of the technique.
Wave Velocity Estimation Using Localized Pressure Measurements
For validation purposes, an alternative source of wave velocity estimates was necessary. Because they have been heavily used in the past and are the accepted "gold standard," pressure measurements were chosen. We measured the pressure waveform at 10 locations along the tube with a catheter-tip pressure transducer (Millar Instruments, Houston, TX). These locations were equally spaced over the same 17.6-cm section of tube as measured in the MR acquisitions described above. The pump input waveform was simultaneously measured to timesynchronize the pressure waveforms during postprocessing.
For each catheter position, -13 pulse cycles were averaged, with the leading edge of the pump input waveform used as the zero time index for each cycle. Time delays between waveforms recorded at different locations along the tube were then calculated. The time delay attributed to a pressure waveform acquired along the tube was the time shift at which the cross-correlation was maximized between the leading edge of the waveform and the leading edge of the waveform acquired farthest upstream. A fast gated gradient echo MR imaging pulse sequence with TR = 6.5 msec, 3-mm slice thickness, and 24-cm field of view was used to measure the catheter position. The resulting position-time shift pairs were fitted to a linear model, and the pulse-wave velocity estimate based on this measurement was 709 -t 55 cm/sec. The SD for this measurement was calculated with a Monte Car10 simulation to incorporate the following error sources: timing error in the gating pulse (SD = 1 msec), sampling resolution (1 msec), and catheter position measurement error (3 mm). The measurements of pulse-wave velocity with MR and pressure are in good agreement within 2 SD of the measurement error of each technique.
Pulse-Wave Velocity Estimation Using Both Velocity and Pressure Measurements
The relationship between the pressure and velocity waveforms is given by modification of a form of the Navier-Stokes equations simplified for 1D flow with a parabolic flow profile (2) . In this case,
where p is the fluid density, q is the fluid viscosity, R is the vessel radius, and { ( t ) and p(t) are the temporal derivatives of the velocity and pressure waveforms, respectively. By use of the time integral of this relationship, the velocity waveform at a given location can be calculated from the pressure waveform acquired at the same location. Initially, each pressure waveform was advanced 47 msec to compensate for the delay between the gating signal and the acquisition of the MR velocity data. This delay was composed of system and filter delays between the gating signal and the actual triggering of the MR scanner and a delay between scanner triggering and actual data acquisition in the pulse sequence. Pulse-wave velocity was then estimated by finding the value of c that minimized the mean square error between the calculated ve- The fist 70 msec of the two waveforms was used for the analysis because wave reflections were assumed to be absent in that time interval because the pressure and velocity waveforms were highly congruent in this region, as shown in Figure 8 . The later disparity in the two waveforms is due to a major reflection site downstream of the measurement, from which the reflected pressure and velocity waveforms assume opposite polarities (2) . At a pulse wave of 733 cm/sec, the temporal location of this feature suggests that the reflecting site is FJ 30 cm downstream of the measurement site. This was the approximate location of the junction between the compliant latex tube and the acrylic tube leading to the reservoir.
The results of the three measurement techniques are shown in Table 2 .
Error Sources in M R Measurement of Pulse-Wave Velocity
Sensitivity to Excitation-Vessel Alignment
Because our MR pulse-wave velocity technique is designed to make measurements in a straight length of vessel, it is important to test the sensitivity of the technique to misalignment between the velocity-encoding direction and the blood flow direction. For small angular errors, it is expected that the measured pulse-wave velocity will be c,/cos(a), where c, is the true pulse-wave velocity. With this expression, angular errors up to 8" will cause < 1% error in the pulse-wave velocity measurement. To test this experimentally, serial acquisitions were performed, with the angle of the prescribed encoding direction varied as shown in Figure 9 . The resulting measurements are shown in Figure 10 for a short section in the center of the phantom. The shorter section was used because as the angle increased, the ends of the excitation no longer intersected the phantom tube. The error in these measurements was < 1% for an angular error <5", as predicted above. GraphicaJly, a 5" error misalignment is very noticeable during the prescription process. In practice, it is not difficult to keep the errors <2", and it is typical in larger vessels to have measurable lengths of vessel that remain straight within this angular error. Considering these results, we conclude that the measurement error due to vessel-encoding alignment is neghgible.
Presence of Static Tissue and Other Flows Near the Measurement
In vivo, vessels are surrounded by other tissues, both static and moving, as well as blood flowing in neighboring vessels. The 1D MR pulse-wave velocity technique uses a cylindrical excitation pulse to isolate the MR signal to the vessel of interest. If, however, these pulses excite surrounding tissues, artifacts in the velocity data can result. To emulate static material near a vessel, we added a bag of saline next to the compliant tube in the flow phantom. The most noticeable effect was a change in amplitude and therefore in the slope of the velocity waveform as a function of position along the tube. It is known that velocities estimated by phase difference reconstruction can be underestimated if signal from static spins is present in the MR measurement (30). Because the matched filtering scheme is sensitive to slope and amplitude changes in the data, we normalized u ( t ) to have the same maximum velocity at each position. With this correction, the pulsewave velocity estimate was 775 f 13 cm/sec. This value is very close to the value we measured without the saline present. If estimation was carried out without normalization of u(t), a large variance and bias were observed (1,015 f 359 cm/sec). Therefore, in an in vivo application of this method, extra care must be taken to eliminate signal from static tissue and/or normalization of the velocity waveform must be performed.
DISCUSSION AND CONCLUSIONS
In the preceding results, we have shown that in the presence of white noise, the 1D MR acquisition with an accompanying nonlinear parameter estimation routine approaches the Cramer-Rao lower error bound for estimation of pulse-wave velocity. This was demonstrated both through Monte Car10 simulation and with actual MR velocity data acquired in a pulsatile flow phantom. An expression for the error bound was derived by use of a 1D flow model in the absence of reflections and equations describing the MR acquisition. The resulting lower bound is dependent on several acquisition parameters of the 1D technique and the true pulse-wave velocity being measured. Because the bound was shown to be tight, it was possible to use relationships intrinsic to the error bound expression to set forth optimization guidelines for the acquisition of pulse-wave velocity data using the 1D MR technique. Because error in pulse-wave velocity measurement due to white noise in the acquisition is already very low, these guidelines can be used to make the pulse sequence more efficient. Concentration on technique development should be placed on artifact reduction.
The flow phantom used in this study modeled only some of the vascular properties encountered in vivo. The aorta is not a straight, constant-diameter, branchless homogeneous elastic tube. Because the purpose of this n Flgure 6. Pulsatile MR flow phantom. The pump produces a pressure pulse train that propagates down the compliant latex tube.
work was to evaluate the absolute limits of the 1D NMR pulse-wave velocity technique, the use of a very reproducible, homogeneous flow apparatus was in order. Although the aorta is not straight, it contains many segments that can be approximated as straight, especially when regions 5 to 7 cm long are interrogated, as is typically done with this technique. From the misalignment experiments, we know that a slight curvature has a negligible effect on the measured pulse-wave velocity. By the deflnition of distensibility, we know that tapering of the vessel decreases the pulse-wave velocity, but in vivo, it is often accompanied by increasing wall stiffness that results in an overall increase in wave velocity as the vessel narrows (1 7). Therefore, gradual changes as a function of position along the vessel are to be expected as a result of geometry alone. A more sudden change could indicate the presence of disease. In addition, the aorta has multiple branch points. Most of these branches are smaller than the best resolution of this technique. Branches of this size do not disturb the flow and will most likely have an insigdicant effect on the measurement. Larger branches, such as the renal arteries, however, are known reflecting sites for arterial pulse waves. Velocity measurements immediately before these branches may contain reflections that can corrupt measurements of pulse-wave velocity. Further work is necessary to assess whether accurate measurements can be made in such regions.
The phase difference reconstruction of S , , is essentially velocity-sampled as a function of space and time. Because this is a projection technique, the measured velocity at each position along the vessel will depend on the velocity distribution at that location. The viscosity of blood affects this distribution and has a slight effect on the measured value of pulse-wave velocity as well (31). Although the maximum velocity may vary across the vessel cross section during normal flow conditions, the radial pressure gradient is extremely small (17). This implies that features in the time course of the velocity waveform, such as the foot, happen simultaneously across the vessel cross section. If, for example, the cylindrical excitation diameter is smaller than the vessel diameter, the magnitude of the measured velocity will change, but the pulse-wave velocity estimated from these data should not. Furthermore, a sudden change invessel diameter, such as a local stenosis, will most likely cause nonlaminar flow conditions and severe reflections as a result of an abrupt change in vessel impedance, and this could cause errors in estimates of pulse-wave velocity.
The flow phantom also produced very reproducible pulsatile flow with cycle length variations < l%. The cardiac cycle length may not be that consistent in vivo, and the resulting velocity waveforms may vary slightly from cycle to cycle, causing errors in the measured velocity waveform. With the 1D NMR technique, the polarity of the velocity-encoding gradient is inverted during alternating cardiac cycles. Velocity data acquired in this manner have been shown to yield accurate measurements of the underlying velocity waveform (32). The interleaving method used to achieve the high time resolution with this technique, however, assumes the flow waves to be consistent over the small number of cardiac cycles required to collect the data. Because the length of the systolic in- terval remains fairly constant with changes in heart rate and because we are basing our measurements on the foot of the forward-going flow wave, this technique is essentially making measurements of a transient phenomenon,
reducing the sensitivity to fluctuations in heart rate. The high slope of the velocity waveform at the onset of flow also reduces the effect of velocity variation on detection of the waveform foot. Further development of the technique may allow collection of all velocity data in a single cardiac cycle, thereby removing any sensitivity to cardiac cycle variations.
In vivo data acquired with this technique may contain artifacts due to both prescription errors and signal from other tissues near the vessel of interest. These artifacts cause errors in estimates of pulse-wave velocity. In this work, we tested the sensitivity of the technique to these error sources. The effect of misalignment between the encoding direction and the flow direction was found to be neghgible under normal prescription conditions. The presence of static tissue near the vessel of interest does not introduce errors in the measured value of pulse-wave velocity if the velocity waveforms are normalized to the same maximum velocity before template matching is performed. The addition of extraneous signals into the MR measurement occurs because the excitation profile has a nonzero value outside the vessel. This problem can be solved through changes in the MR pulse sequence. The excitation profile can be improved, the surrounding tissue can be saturated, or the velocity encoding can be modified to reduce the contribution of signals from static tissues and flows not in the prescribed direction. These improvements, however, come at the expense of data acquisition time. When the pulse-wave velocity measurement will be used in conjunction with an interventional procedure, MR catheter antennas can be used to localize the signal and increase SNR to obtain local distensibility measurements (33).
Although the role of distensibility on the diagnosis or treatment of aortic disease has not yet been established, a technique like this that allows easy estimation of this mechanical parameter should provide a means of assessing its value in the clinical setting. We have demonstrated that under very controlled conditions, the 1D MR technique produces estimates of pulse-wave velocity with very low error. In addition, our analysis suggests that this where u is additive gaussian white noise. Ax and A t are spatial and temporal sampling periods, respectively. The data are limited by the length of the vessel being measured, L. We assume N samples of the velocity waveform in the temporal direction. The measurements are independent: thus, the joint probability density function for the acquired data, 5-, given pulse-wave velocity c and foot position t, , is The Cramer-Rao bound for the estimation of a parameter is the inverse of the Fisher information about that parameter. In this case, we are estimating two parameters, c and t,,, and the Fisher information matrix can be written present only in the derivative of the velocity waveform, u'. If we assume that this waveform is sampled above the Nyquist rate, allowing the summation over time to have infinite extent will not add any more information about pulse-wave velocity. Then, applying the sampling theorem 
