In order to improve fault diagnosis precision and decrease misinformation diagnosis, rough set theory(RST) and RBF neural network (RBFNN) 
Introduction
Fault is regarded as critical conditions or abnormal situations in the modern society. It is a range of abnormal operating states that are beyond a normal state, but fall short of automated shutdowns. And these conditions are the consequences of combinations of events that unexpectedly take place at the same time. Faults are also understood as any kind of fault in the actual dynamic running system. The faults could result from process variables, process components, or even basic control systems [1] [2] . The efficient and accurate fault diagnosis is important for improving reliability and performance. It plays an important role in the operation and maintenance of the actual dynamic running system, which can not only reduce or eliminate the accident, but also bring the applied potential and reduce expenditure. The fault diagnosis began in the early 1970s and has been receiving more and more attention in the past two decades [3] . The increasing interests are applied for two major applications: academic research and industrial application due to safety-related matters.
Various fault diagnosis techniques and methods have been proposed for finding exact fault sections and fault components [4] , among the Logical Reasoning (LR), Artificial Neural Networks (ANN), Expert System (ES), Rough Set Theory (RST), Fuzzy Theory (FT), Petri Net, Genetic Algorithm (GA) and other new algorithms. Lunzea and Schiller [5] proposed an example of an application of qualitative model-based diagnosis. The approach here is based on a probabilistic logic model. Assertions about signals are represented by logical propositions, and the model consists mainly of conditional probabilities of the form P. Tayarani-Bathaie et al. [6] proposed a neural network-based fault detection and isolation scheme to detect and isolate faults in a highly nonlinear dynamics of an aircraft jet engine. Towards this end, dynamic neural networks (DNN) are first developed to learn the input-output map of the jet engine. A number of simulation
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Copyright ⓒ 2015 SERSC studies are carried out to demonstrate and illustrate the advantages, capabilities, and performance of our proposed fault diagnosis scheme. Ma et al. [7] proposed a novel Multi-BP expert system (MBPES) method based on dividing the whole networks into many sub-BP groups within a short depth for power system fault diagnosis. The real power system data sets to test the effectiveness of MBPES. Experimental results show that MBPES obtains higher accuracy than two commonly used methods. Muralidharan and Sugumaran [8] proposed the rough set based rule learning and fuzzy classification of wavelet features for fault diagnosis of monoblock centrifugal pump. Rough set is used for feature extraction and fuzzy logic is used for classification. Escobet et al. [9] proposed a fault diagnosis methodology termed Visual Block-Fuzzy Inductive Reasoning, i.e. VisualBlock-FIR, based on fuzzy and pattern recognition approaches is presented and applied to PEM fuel cell power systems. Mansour et al. [10] proposed a simplified fault diagnosis method based on Petri nets to estimate the faulty item/section(s) of a large power generation station. The Petri nets are used as a modeling tool to build fault diagnosis models of item/section(s) of power station which aim to diagnose accurately the faults when large amount information of SCADA system is detected in the control room. Luo et al. [11] proposed a new module level fault diagnosis method for analog circuits. The results show that the proposed method is effective to identify system parameters and locate module level faults. Wu [12] proposed a fault diagnosis method based on wavelet v-support vector classifier machine and particle swarm optimization. The results of application in fault diagnosis of car assembly line show the hybrid diagnosis model based on RWv-SVC and PSO is effective and feasible. Diego et al. [13] proposed an automatic bearing fault diagnosis based on one-class ν-SVM. In order to check the performance of the method, two different data sets are used. The results showed that the method was able not only to detect the failure in an incipient stage but also to identify the location of the defect and qualitatively assess its evolution over time.
In these methods, RBFNN has greater advantages in self-learning and knowledge acquisition, but it is difficult convergence, determination of the network parameters like hidden units, layers, learning rate and momentum value for training process of network [14] . In addition, when any configuration of the system changes, the related RBFNN needs to be re-trained. RST can effectively explain the significance of different attributes in knowledge expression system and in reduction of knowledge expression space. However, it is often helpless when it is used to deal with incomplete data. In order to simplify RBFNN structure and improve its anti-interference ability, RST is used to act as the pretreatment cell of RBFNN and mine knowledge from diagnosis knowledge base. Clearly, the synthesized method has better characteristics than single RBFNN or RST. So a novel intelligence fault diagnosis (NCIRRFD) model and method is proposed to overcome respective deficiency. An actual application case is selected to test and verify the proposed NCIRRFD method.
Rough Set Theory and RBF Neural Network

Rough Set Theory
Rough Sets Theory (RST) was proposed in 1982 by Pawlak in 1982 [15] . RST is a new mathematical tool, which process the imprecise, incomplete and uncertain data. The features of RST: though the data with uncertain, imprecise and noisy, and lack prior knowledge, it still obtained the concept classification rule by red uction attributes under keeping the classification capacity. After more than 20 years, it has been widely applied in those fields such as pattern recognition, decision analysis, approximate reasoning, machine learning, process control and knowledge discove ry, etc.
In the RST, the knowledge is represented by the form of information system. An 37 information system is a data set which expresses with the two-dimensional form. Row expresses the attribute and column expresses the object. In order to realize the processing data, there need some signs which to express knowledge. The knowledge expression is to research the set of objects. So the foundation of RST is its basic concept, and then a few main concepts are introduced as follow: Def. 1 (Decision Table) : Let an information system
,where U is a non-empty finite set of objects called the universe, 
Clearly, R(X) consists of all objects in U that certainly belongs to X and R (X) consists of all objects in U that possibly belongs to X under the equivalence relation R. A rough set in K is the group of subsets of U with the same upper and lower approximations. The area of uncertainty or boundary region is defined as: The core is indispensable knowledge features set in attribute sets. If any attribute in the core is eliminated, the classification ability of the whole knowledge system would descend.
International
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RBF Neural Network
Artificial neural network is a new artificial intelligence technology with general application and great potential, which is composed of a large number of nerve cells. It offers significant support in terms of organizing, classifying, and summarizing data. ANN usually consists of an input layer, a hidden layer and an output layer. The input layer is represented by circles and behaves as a buffer. Each neuron receives multiple inputs from other neurons, except the neurons in the input layer, in proportion to their connection weights and then generates a single output in accordance with an activation function. An activation function can be linear or nonlinear form depending on applications. Training network consists of adjusting weights of the network using a different learning algorithm.
The training speed and real-time of the network more adaptable to fault diagnosis are considered in here. Due to the faults of BP networks such as slow learning speed and easy going into local infinitesimal values, RBF neural network (RBFNN) is applied to implement fault diagnosis. RBFNN belongs to multi-layer forward neural networks, and is composed of three parts respectively called input layer, hidden layer and output layer as shown in Figure. 
An Intelligent Fault Diagnosis Method
In the past decades, various fault diagnosis techniques have been proposed , but each method possesses stronger diagnosis ability for small-scale information system. For the large-scale information system, each existed fault diagnosis method still cannot effectively achieve fault diagnosis. RST can effectively elucidate the significance of different attributes in knowledge expression system and reduction of knowledge expression space. But it is often helpless when it is used to deal with incomplete data. RBFNN has greater advantages in self-learning and knowledge acquisition. But the training process of network is difficult convergence, and determination of the network parameters like hidden units, layers, learning rate and momentum value. In order to simplify the RBFNN structure and improve its antiinterference ability, RST is used to act as the pretreatment cell of RBFNN and mine useful knowledge from the diagnosis knowledge base. So a novel complex intelligent fault diagnosis (NCIRRFD) method based combining RST and RBFNN is proposed in this paper. In the proposed NCIRRFD method, RST is used to mine the rules. When their confidence and support satisfy a preset criterion, these rules are used as a diagnosis knowledge base in order to offer directly the fault diagnosis service. The proposed NCIRRFD model is shown in Figure 2 .
The original data
Original decision Step 1. Input the original data. Extract randomly the historical fault information from the relational database.
Step 2. Pretreatment data. Construct relational data model in order to establish two-dimensional decision table of original fault information. Data pretreatment is carried out by some data processing in order to improve the abstract generalization of knowledge radix, reduce the physical dimension of knowledge template, and provide the involved semi-finished data set with the discovering task of mining kernel knowledge. There are some main processing methods: Data integration, data completion, data transformation and data reduction.
Step 3. Discretizate the continuous attributes. When RST is used to process the decision table, attribute values in decision table must be discretized. Hence, in allusion to the continuous data, we must discretize these continuous data. A hybrid hierarchical k-means clustering algorithm is used to discretize the continuous data in this paper. This algorithm incorporates hierarchical clustering method with k-means clustering method to exert each excellence and overcome each Copyright ⓒ 2015 SERSC disadvantage. The idea of hybrid algorithm is to carry on hierarchical clustering to obtain some initial information. Then k-means clustering method is used to refine in order to get the high quality clustering results. This hybrid algorithm is described as follows [16] .
Step 4. The attribute reduction. Since people always hope to get fewer condition attributes of reduction result, reduction is used to remove the unnecessary condition attributes and get the concise decision rule. Attribute reduction algorithm based on RST mainly includes attribute reduction on discernibility matrix and logic operation, induction attribute reduction algorithm, etc.. These algorithms do not adequately think over the specialty of knowledge in the data domain and flexibility. In this article, a kind of attribute significance reduction algorithm based on RST is used to reduce the decision Table [17] .
Step 5. Obtain the least rule set by reduction using rough set which inputs the RBFNN model to train in order to get the RBFNN model.
Step 6. Determine the diagnosis error by the RBFNN model regarding whether to meet the requirements; otherwise, select other reduction set and return to Step 4.
Step 7. Using the NCIRRFD model to diagnose faults of the waiting fault information in order to obtain the diagnosis result.
The Experiment Simulation and Application
In order to validate the correctness and effectiveness of the NCIRRFD model, a centralized control system fault diagnosis case is selected in here. The fault diagnosis decision table is shown in Table 1 . In Table 1 , U is the universe, 5 1~x
x is the condition attributes, they are the amplitude of frequency energy of the domain signature spectrum of the vibration signal First of all, these data are preprocessed in order to eliminate the questionable data and noise. The hybrid hierarchical k-means clustering algorithm is used to discretize continuous attributes. The discrete result of fault diagnosis is presented in Table 2 . According to the basic concept of RST, knowledge reduction for the discrete decision table is calculated in order to obtain the computation results which have analyzed the computed results. Attribute set { 1 x , 3 x , 4 x , 5 x } is important to the original decision table in 
Conclusion
In this paper, the RST and RBFNN are introduced to improve fault diagnosis precision and decrease misinformation diagnosis. A novel intelligence fault diagnosis (NCIRRFD) model and method is proposed. In this NCIRRFD method, RST is applied to run and serve knowledge base, which can delete redundant knowledge and noise and support the dynamic update in knowledge base. The RBFNN is applied to resolve the bottle neck problem in knowledge acquisition and representation abilities. At the same time, a hybrid hierarchical k-means clustering algorithm is used to discretize the continuous data. This algorithm incorporates hierarchical clustering method with k-means clustering method to
