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Abstract
Considered are continuous, positive Hadamard powers of entry-wise positive (nonnegative) matrices.
Those that are eventually (in the sense of all Hadamard powers beyond some point) totally positive, totally
nonnegative, doubly nonnegative and doubly positive are characterized. For example, for matrices with at
least four rows and four columns, Hadamard powers greater than one of totally positive matrices need not
be totally positive, but they are eventually totally positive.
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1. Introduction
If A = [aij ] and B = [bij ] are two m-by-n matrices over the same field,
A ◦ B = [aij bij ]
denotes the Hadamard product of A and B (see [7]). If A  0 (entry-wise nonnegative),
A(t) = [atij ]
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denotes the t th Hadamard power of A for any t  0. As Hadamard powers play a central role
here, we assume that all matrices are entry-wise nonnegative. An m-by-n matrix A is called totally
nonnegative (positive), TN (TP), if all minors of A are nonnegative (positive). We write A ∈ TN
(TP). If only the j -by-j minors, 1  j  k, are nonnegative (positive), we write TNk (TPk). The
special situation in which the matrices are square, in TN2 and all 2-by-2 principal minors based
upon consecutive indices are positive, is denoted by TN+2 .
If A,B ∈ TN2 (TP2), it is easily checked that A ◦ B ∈ TN2 (TP2) and A(t) ∈ TN2 (TP2), all
t  0; however TNk (TPk) is not closed under Hadamard multiplication when k  3 [1]. Nor, are
Hadamard powers A(t), t  1, of A ∈ TNk (TPk) necessarily in TNk (TPk) for k  4. In separate
work, we have found that A in TP3 implies that A(t) is in TP3 for all t  1, which means that the
following example resolves the question of those dimensions in which there is Hadamard power
closure.
Example 1. Let
A =
⎡
⎢⎢⎣
1 11 22 20
6 67 139 140
16 182 395 445
12 138 309 376
⎤
⎥⎥⎦ .
Then A is TP but, det(A ◦ A) = −114904113 < 0, and so A ◦ A is not TP.
This naturally suggests the definitions of
TN(D) = {A: A ◦ B ∈ TN for all B ∈ TN},
TP(D) = {A: A ◦ B ∈ TP for all B ∈ TP},
the duals of TN and TP (see [3]). Since both TP(D) and TN(D) are contained in TN, and TP(D)
(respectively TN(D)) is closed under Hadamard product [3], A ∈ TP(D) (TN(D)) implies A(p) ∈
TN (TN) for all positive integers p (see also [4,5,12] for other work on Hadamard products of
TN matrices). In particular, consult [6], where it is shown that all Hadamard powers greater than
1 of a TN Hurwitz matrix are TN.
We say that A  0 is eventually TN (TP, of positive determinant – when A is square) if there
exists a T  0 such that A(t) is TN (TP, has a positive determinant) for all t > T . We also say that
a nonnegative matrix A eternally has a given property if A(t) has the property for all t  1. Finally,
we say that a nonnegative matrix A perpetually has a given property if A(t) has the property for
all t > 0. For example, A ∈ TP2 is perpetually TP2.
Our primary purpose here is to characterize the eventually TP and eventually TN matrices
(see [9,10] for similar work on inverse M-matrices). We note that the T in the definition of
“eventually” TP or TN can be arbitrarily large. For example, if A ∈ TP2, A is perpetually TP2, so
that by taking “Hadamard roots”, the exponent needed to achieve TP could be arbitrarily large.
For an m-by-n matrix A, α ⊆ {1, 2, . . . , m}, and β ⊆ {1, 2, . . . , n}, the submatrix of A lying
in rows indexed by α and the columns indexed by β will be denoted by A[α|β]. Similarly, A(α|β)
is the submatrix obtained from A by deleting the rows indexed by α and columns indexed by
β. If A is square and α = β, then the principal submatrix A[α|α] is abbreviated to A[α], and
the complementary principal submatrix to A(α). For brevity, if α = {i}, then A(α) is denoted by
A(i).
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2. Background and key lemmas
We collect here some key facts needed for our main results. We call a square nonnegative
matrix A = [aij ] normalized dominant if aii = 1, i = 1, 2, . . . , n and aij < 1, i /= j . A matrix
in TN2 is called 2-regular if each two consecutive lines (rows or columns) constitute a linearly
independent set. Note that a 2-regular TN2 matrix has no zero lines. Two nonnegative matrices A
and B are diagonally equivalent if there exist positive diagonal matrices D,E (∈ D+) such that
B = DAE. The following result is straightforward to verify.
Lemma 2. If A is an n-by-n matrix that is diagonally equivalent to a matrix that is eventually of
positive determinant, then A is eventually of positive determinant.
Lemma 3. If A is an n-by-n normalized dominant matrix, then A is eventually of positive deter-
minant.
Proof. If A is a normalized dominant matrix, then aii = 1, i = 1, 2, . . . , n and aij < 1, i /= j .
Thus the off-diagonal entries of A(t) tend to zero as t increases, and so det(A(t)) approaches one
as t increases. Hence there exists a T > 0, such that det(A(t)) > 0 for all t  T . In fact, A(t) will
at some point become and then stay diagonally dominant and will have positive determinant as
long as it is diagonally dominant. 
It is not difficult to verify that if A is TN+2 , then A is reducible if and only if at least one entry
of the form ai,i+1 = 0 or ai+1,i = 0.
Lemma 4. IfA isn-by-n andA ∈ TN+2 , thenA is diagonally equivalent to a normalized dominant
matrix.
Proof. SupposeA ∈ TN+2 and assume thatA is irreducible. Then, the diagonal, the super- and sub-
diagonal entries of A must all be positive. Hence there exist positive diagonal matrices D,E ∈ D+
such that B = DAE, and such that B has ones on its main diagonal. Furthermore, we can find
a positive diagonal matrix F such that C = FBF−1 has ones on its main diagonal and has
symmetric tridiagonal part (i.e., ci,i+1 = ci+1,i , for each i = 1, 2, . . . , n − 1). Since C is in TN+2
and is normalized, it follows that 0 < ci,i+1, ci+1,i < 1, for each i = 1, 2, . . . , n − 1. We establish
that each of the off-diagonal entries are strictly less than one by sequentially moving along each
diagonal of the form ci,i+k for k = 2, 3, . . . , n − 1. Let k  2; to demonstrate that ci,i+2 < 1,
consider the 2-by-2 minor of C based on rows {i, i + 1} and columns {i + 1, i + 2}. Assuming
that all of the entries of C of the form ci,i+s for s = 2, 3, . . . , k − 1 have been shown to be strictly
less than one, it follows that ci,i+k < 1 by using the nonnegativity of the 2-by-2 minor of C based
on rows {i, i + k − 1} and columns {i + k − 1, i + k}. By induction all of the entries above the
main diagonal of C are strictly less than one. Similar arguments apply to the entries below the
main diagonal of C. Hence C is a normalized dominant matrix.
Suppose A ∈ TN+2 and A is reducible. We verify this case by induction on n. If n = 2, then A
is triangular and the conclusion follows easily. Suppose that any A ∈ TN+2 of size less than n is
diagonally equivalent to a normalized dominant matrix. Assume that A is an n-by-n TN+2 matrix
and is reducible. Then for some i with 2  i  n we have ai,i+1 = 0 (if the only zero entry occurs
on the sub-diagonal consider transposition). Since A ∈ TN+2 , all of the main diagonal entries of
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A must be positive, from which it follows that akl = 0 for all 1  k  i and i + 1  l  n (see
the discussion below on the 1-shadow condition). In particular, A must be in the form
A =
[
A1 0
A2 A3
]
,
where A1 is i-by-i and A3 is (n − i)-by-(n − i), and both A1 and A3 are TN+2 . By induction, both
A1 and A3 are diagonally equivalent to a normalized dominant matrix. To complete the argument,
consider a diagonal similarity of A via a diagonal matrix of the form D =
[
I 0
0 εI
]
, with ε > 0
and small. 
Corollary 5. If A is n-by-n and A ∈ TN+2 , then A is eventually of positive determinant.
Proof. A simple consequence of Lemmas 2–4. 
In particular, if A is n-by-n and A ∈ TP2, then A is eventually of positive determinant.
If an n-by-n matrix A = [aij ] is in TN2 and has no zero lines, then the zero entries in A
must occur in contiguous block pattern in either the upper right or the lower left corners of
A. More precisely, suppose aij = 0 for some pair i, j . Then it follows that akl = 0 for all 1 
k  i and j  l  n; or akl = 0 for all i  k  n and 1  l  j . We refer to this property as
the 1-shadow condition. Note that if A in TN2 had zero lines, then it need not satisfy the 1-
shadow condition. For our analysis we need a 2-shadow property. Suppose that A in TN2 is
2-regular. In particular, A has no zero lines. Then we say that A satisfies the 2-shadow con-
dition if when the rankA[{i, i + 1}|{j, j + 1}] = 1, then either the submatrix of A of the form
A[{1, 2, . . . , i + 1}|{j, j + 1, . . . , n}] or A[{i, i + 1, . . . , n}|{1, 2, . . . , j + 1}] has rank one. In
other words, such an A satisfies the 2-shadow property if whenever a 2-by-2 contiguous submatrix
B of A is singular, then at least one of the contiguous submatrices of A such that B lies in the
northeast corner or the southwest corner has rank one.
If we let A =
[
1 1 1
1 1 2
1 2 5
]
, then A is in TN2, and is 2-regular, but A does not satisfy the 2-
shadow condition. There is literature on shadow-type conditions for certain TN matrices (see [2]).
We note in passing that A above is not TN. In fact, it follows from [2] that if A were TN and
2-regular, then A would satisfy the 2-shadow condition.
We close this preliminary section with an interesting result about contiguous 2-by-2 minors.
Lemma 6. Let A be an m-by-n entry-wise positive matrix and assume that all of the 2-by-2
contiguous minors of A are positive. Then A is TP2.
Proof. Consider an arbitrary 2-by-2 submatrix of A, which can be assumed, with no loss of
generality, to be the submatrix A[{1, n}]. The first step of the proof is to demonstrate that any
two consecutive rows (or similarly columns) form a TP2 matrix. Let B = A[{i, i + 1}|·] be such
a 2-by-n submatrix. Since scaling by a positive diagonal matrix does not affect the hypothesis,
we may assume that B is in the form
B =
[
1 1 · · · 1
x1 x2 · · · xn
]
.
By hypothesis, since any 2-by-2 contiguous minor is positive we have that xi+1 > xi , for i =
1, 2, . . . , n − 1. Hence it follows that B is a TP2 matrix.
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The final step in the proof is much the same and involves the 2-by-n submatrix A[{1, n}|·]. From
the previous step, we know that all of the 2-by-2 contiguous minors of A[{1, n}|·] are positive. This
follows, since each 2-by-2 contiguous submatrix of A[{1, n}|·] is based on consecutive columns in
A, and hence the n-by-2 submatrix of A lying in those two consecutive columns is TP2 by step one.
Moreover, in step one, we verified that any 2-by-n positive matrix all of whose 2-by-2 contiguous
minors are positive must in fact be TP2. In particular, det A[{1, n}] > 0, which completes the
proof. 
3. Main results
We are now in a position to characterize eventually TP and eventually TN matrices.
Theorem 7. Suppose A is an m-by-n matrix. Then the following statements are equivalent:
1. A is eventually TP;
2. A is TP2;
3. A is entry-wise positive, and all contiguous minors of A are positive.
Proof. (1) ⇒ (2): Suppose A is eventually TP. Then clearly A must have positive entries.
Since the 2-by-2 minor in rows {i, j} and columns {p, q} in A(t) is positive for some t we have
atipa
t
jq > a
t
iqa
t
pj , by taking t th roots, this minor is positive in A. Since this is true of any 2-by-2
minor, A ∈ TP2.
(2) ⇒ (3): Trivial.
(3) ⇒ (1): If (3) holds, then, by Lemma 6 each submatrix of A is TN+2 , and so by Corollary
5, this submatrix is eventually of positive determinant. Hence A is eventually TP. 
Because of Example 1 we know that A ∈ TP need not be eternally TP; however, we now know:
Corollary 8. If A is TP, then A is eventually TP.
We note here that an alternative proof (to Theorem 7) exists by incorporating some of the
results in [11]. In addition, we can determine a bound on the exponent T , so that if A ∈ TP2, then
A(t) ∈ TP for all t  T . In [11], the authors proved that if A is entry-wise positive and satisfies
aij ai+1,j+1 > kai,j+1ai+1,j for all i, j and for k a fixed constant (which they determine), then A
is TP. So to compute an upper bound on T , we just need to calculate the minimum ratio of the
form aij ai+1,j+1
ai,j+1ai+1,j . Then an upper bound on T is simply the smallest positive power for which this
minimum ratio exceeds k.
As a matter of completeness, we observe that relaxing the conditions in Theorem 7 that A be
just in TN2 is not sufficient to ensure that A is eventually TN or TP. Consider the example,
A =
⎡
⎢⎢⎣
10 3 2 1
2 1 1 1
1 1 1 2
1 2 3 7
⎤
⎥⎥⎦ .
Then A is TN2 and has positive entries, but no Hadamard power of A is TN. This is easily seen
since for any Hadamard power the principal minor lying in rows and columns {2, 3, 4} is always
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negative. Notice that not all 2-by-2 minors of A based on consecutive indices are positive. Thus
we need an additional condition on a matrix A in TN2 to ensure that A is eventually TN.
Suppose A had two consecutive rows that were multiples of each other. Then A is eventually
TN if and only if the matrix obtained from A by deleting one of these rows is eventually TN.
So, with regard to assessing eventually TN, there is no loss of generality in assuming that A is
2-regular.
Theorem 9. Suppose that A is an m-by-n 2-regular matrix. Then A is eventually TN if and only
if A ∈ TN2 and A satisfies the 2-shadow condition.
Proof. Suppose A ∈ TN2 and A satisfies the 2-shadow condition. Let B be an arbitrary k-by-
k submatrix of A. If B ∈ TN+2 , then B is eventually of positive determinant by Corollary 5.
Otherwise B must contain a contiguous 2-by-2 principal submatrix, C, that is singular. There are
three cases to consider. First if B contains a zero line, then B is singular and all Hadamard powers
of B are singular. Suppose that B contains no zero lines. If either of the main diagonal entries of C
are zero, then, since B satisfies the 1-shadow condition, B will contain a zero block of size s-by-t ,
in which s + t = k + 1. Hence B is singular and all Hadamard powers of B are singular. Finally,
suppose B has no zero lines and both of the main diagonal entries of C are positive. In this case,
since A ∈ TN2, it follows that A must contain a 2-by-2 contiguous submatrix which is singular,
and can be chosen to include an interior main diagonal entry of B. Since A satisfies the 2-shadow
condition we have that A contains a rank one submatrix in the northeast or southwest corner.
Consequently, B will contain a rank one submatrix of size p-by-q in which p + q = k + 2. From
which it follows that B is singular. Moreover, every Hadamard power of B will have such a rank
one block, and so each Hadamard power of B will be singular. Since the submatrix B was arbitrary
it follows that A is eventually TN.
For the converse, if A is eventually TN, then there is some positive number T such that A(T ) is
TN. In particular, A(T ) is TN2. Since the regularity condition on each pair of consecutive lines is
a perpetual condition, we may conclude that A(T ) satisfies the 2-shadow condition. To complete
the proof it is enough to observe that both TN2 and the 2-shadow condition are perpetual. 
Note that, in the proof above, we demonstrated that if A is TN2 and satisfies the 2-shadow
condition, then each submatrix of A is either eventually of positive determinant or it is eternally
singular.
Corollary 10. If A is TN, then A is eventually TN.
Theorem 11. If A ∈ TN(D), then A(p) ∈ TN(D) ⊆ TN for all positive integers p.
Proof. Since the matrix J is TN it follows that TN(D) ⊆ TN. Further TN(D) is closed under
Hadamard multiplication. Thus it follows that if A ∈ TN(D), then A(p) is TN for every positive
integer p. 
Question 12. If A ∈ TN(D), is A eternally TN?
We realized after working out the TN and the TP case that similar arguments, but with a different
implementation, could be applied to the cases of doubly nonnegative and doubly positive matrices.
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We denote by DN the class of doubly nonnegative matrices, namely the positive semidefinite
symmetric matrices that are entry-wise nonnegative, and we let DNk be the entry-wise nonnegative
symmetric matrices such that all k-by-k principal submatrices are positive semidefinite. Further,
we let DP denote the positive definite symmetric matrices that are entry-wise nonnegative, and
we let DPk denote the nonnegative symmetric matrices such that all k-by-k principal submatrices
are positive definite.
Theorem 13. Suppose A is an n-by-n matrix. Then A is eventually DP if and only if A ∈ DP2.
Proof. Since the property: DP2 is perpetual, if A is eventually DP, then it must have been DP2.
On the other hand, if A is DP2, then because of symmetry, it follows that the diagonal congruence
of A that places 1’s on the diagonal is a diagonal equivalence to a normalized dominant matrix;
hence A is eventually of positive determinant. Now apply the above argument to each principal
submatrix of A. Since there are finitely many, the proof is complete. 
Consider the following example:
A =
⎡
⎣1 1 01 1 1
0 1 1
⎤
⎦ .
Then A is DN2, but is not eventually DN. So to have an analogous characterization of eventually
DN matrices, we need an additional restriction.
Let A be a symmetric matrix. Then we say that a principal submatrix of A, say A[α], satisfies
row and column inclusion if the rank of A[α] equals the rank of A[α|α ∪ {j}] and the rank of
A[α ∪ {j}|α], for all j not in α. It is known that all principal submatrices of a positive semidefinite
matrix satisfy row and column inclusion.
Theorem 14. Suppose A is an n-by-n matrix. Then A is eventually DN if and only if A is DN2
and A satisfies the row and column inclusion property for each 2-by-2 principal submatrix.
Proof. Suppose that A is DN2 and satisfies the row and column inclusion property for each
2-by-2 principal submatrix. If all the 2-by-2 principal submatrices of A are positive, then A is
DP2, and hence A is eventually DP (and, thus, DN) by Theorem 13. So assume that some 2-by-2
principal submatrix of A is singular. We may assume without loss of generality that this submatrix
is A[{1, 2}]. Now by the row and column inclusion property on A it follows that A is eventually
DN if and only if A({1}) is, as row/column 2 is a multiple of row/column 1. Continuing in this
manner we either arrive at a DP2 matrix or a 2-by-2 singular DN matrix, and in either case we
may deduce that A is eventually DN.
For the converse, it is sufficient to note that both DN2 and the row and column inclusion
property for each 2-by-2 principal submatrix are perpetual. To see that row and column inclusion
is perpetual, it is enough to note that the t th Hadamard power of a rank one matrix, uuT, is equal
to u(t)(u(t))T. This completes the proof. 
Since all DN matrices satisfy row and column inclusion, we have the following:
Corollary 15. If A is DN, then A is eventually DN.
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As an historical note, it is known (see [8]) that DN is not an eternal property (Hadamard
powers t < n − 2 may fail to be DN), but all Hadamard powers t  n − 2 are DN (i.e., the T in
the definition of eventually DN is at most n − 2 for any A ∈ DN).
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