Multi Layer Perceptrons (MLPs) can be applied as a tool to model human classification behaviour. In the present theoretical study we attempt to interpret MLPs within the framework of mathematical psychological models for human classification behaviour, more specifically the General Recognition Theory and the Generalized Context Model. Next, four error criteria are discussed that can be used in training and test of the MLPs, in relation to two types of data representation: in terms of individual deterministic responses or in terms of probabiitic responses. All error measures considered are additive, i.e. can be written as a sum across individual stim-
Prerequisites
In mathematical psychology, models have been developed to study the process of (human) classification and identification in detail. Broadly speaking, these models can be distinguished into three types: (1) the General Recognition Theory (GRT), by Ashby and others; (2) the Generalized Context Model (GCM), by Nosofsky and colleagues, and the Fuzzy Logical Model of Perception (FLMP), by Massaro. We here briefly discuss the GRT and the GCM, since these models are dose to an interpretation of the Multi Layer Perceptron as a model for human classification behaviour. In this paper, we will study the modelling of the process of classifying continuous stimuli in terms of a finite set of labels. In the GRT (cf. Ashby & Townsend, 1986) , it is wumed that the incoming stimulus can be represented as a point in a (high-dimensional) perceptual feature space S. Due to sensorial noise, the representation is blurred and as a consequence the stimulus yields a probability density function on S. The feature space S is assumed to be partitioned into regions within which all stimuli are assigned to one classification label. This assignment can be probabilistic or deterministic. The between-class boundaries may be linear or be more complex, depending on the structure of the classes to be distinguished.
In the GCM (cf. Nosofsky, 1986) , each class is represented by a number of so-called exemplars. The assigment of a label to an incoming stimulus is performed after evaluation of the similarities between the stimulus and all exemplars of each class, and by selection of the class with the highest overall similarity with the stimulus. While the GRT focusses on the boundaries between classes, the GCM emphasizes the exemplars of the classes. This difference is important for model claims with respect to human learning processes. In practice, it is not easy to discriminate between class boundary models and exemplar-based models on the basis of their performance (d Maddox & Ashby, 1993; McKinley & Nosofsky, 1995) . We add to say that in the literature, the focus is often on the training process itself as a model for the human learning process. This learning aspect itself is entirely discarded in the present approach. We finally observe that the entire process of stimulus classification can be described in three basic steps: The results in this paper are more extensively described in ten Bach & Smits (1996) .
Multi Layer Perceptrons and human classification
Given the context of the described mathematical psycholog:. ical models, it is interesting to study the behaviour of the MultiLayer Perceptron (MLP) in this aspect. The 3-Layer Perceptron shows non-linear class boundaries; classes may not be convex anymore. The class-to-class boundaries have a shape of the form shown in figure 2 . The mathematical expression of such boundaries is
in which a; and p and the Li are trained by the MLP. In figure 2 possible class-to-class boundaries in two dimensions are shown. They indicate the 'rounding off' of locally linear surfaces. The class-to-complement boundaries have locally the shape of the class-to-class boundaries, so they may be quite complex indeed. These complex class boundaries cannot be modelled by the GCM with only a small number of exemplars per class, and also the interpretation in terms of the GRT is only possible if one accepts highly complex class shapes. This is an undesirable situation.
There is a way out to save the MLP interpretation in terms of GCM and GRT. With respect to the GCM, a solution is to relax the constraint of an exemplar being a s p e d c point in the input space in two ways: by allowing an exemplar to be outside the input space I, and by allowing a set of exemplars to be an infinite subset of a class. An exemplar can be outside I, for example if one desires to determine the class 'tall' versus 'small' in a group of persons ordered with respect to length. The exemplar of the group 'tall' is a direction rather than a specific tall person, i.e. the c l w of 'tall' persons is unbounded. For every MLP such unbounded classes exist. Unbounded classes occur generally in clwification.
The second relaxation is the infinite set of exemplars. Infinite exemplar sets conceptually exist for %Layer Perceptrons and CM be constructed as follows. The mapping of a 3-Layer Perceptron is represented including the hidden space while ifdim(1) < dim(H) these images do not necessarily exist, i.e. they may mark a tendency as in the case described above. The required metric in I is complex but independent of the class. The interpretation of the MLP results in terms of the GRT (the acceptance of higher order class boundaries) can be based on two observations: (1) the exact form of class boundaries also depend on the representation and is itself not a good measure for the complexity of the classification problem, and (2) the human stimulus representation involves a cascade of mappings from the actual stimulus to its rep resentation X in I . Consequently the shape of the class boundaries in the classification problem is the result of many other preceding transformations, and mathematical boundary complexity is not a good measure for perceptual boundary complexity.
Error measures
Since the output of the MLP (espeaally the 2-LP) after training can straightforwardly be interpreted in terms of GCM and to a smaller extent of GRT, the type of error criterion used in training deserves more interest. Here we will discuss four types of error function that each has a specific
Case LSE
If the MLP is trained to minimize the LSE-error, then it is a well-known result that the optimum MLP is independent of the representation of the data. This is even the case for (note that ki = y i K ) , these expressions differ a constant independent on P, and henceforth minimizations lead to the same MLP-solutions.
Case LLR In this case, we have to compare
in which E ( X ) is a function measuring the difference between the predicted (3) and desired (Y) output. Each stimulus has equal weight in the total error. We normalize Y and P and write Y = ( V I , . . . , y r~) and P = (GI,.. . ,Giv).
cy, = Xgi = 1. The different types of error criteria are lihood ratio (LLR); (3) the log likelihood (LL); and (4) the likelihood ratio (LR). We will now discuss the four error types in combination with the different types for database representation. identical optimization results.
I with based on: (1) the least squared error (LSE), (2) the log Ue-
and since xi yiKlog(yi) is independent on 9, we again get Both the LLR and LL error measure have the property of resulting in a high error for the entire training set due to just one bad response. In modelling, this may be an undesirable property, depending on the desired statistical properties of the classifier. If one aims to model the responses for all X simultaneously, the LL and LLR are appropriate error measures that can be used. If one aims at optimization of the average match between the observed (desired) and predicted probability vectors, the following measure LR may be an alternative.
Case LR This measure has been used successfully by Smits & ten Bosch (1996) to model the response behaviour of subjects in a (/PI, / t / , /k/)-classification experiment. In contrast with the LLR and LL, the LR does not show the property of resulting in a low score for the whole training set due to just one bad response.
It is straightforward to see that in this case the eventrepresentation and the probabilistic representation do not yield an identical MLP. In the probabilistic representation we obtain leading to the optimization of the probability of the corred.
class, given a randomly drawn stimulus X.
In the first case, the statistical properties of ErOt =: x x E ( X ) are known if K is sufficiently large. It k well-known that for larger K the distribution of the LLFt log(E(X)) tends to a X2-distribution with df = K -1 degrees of freedom, independent of X. Consequently, the &-tribution of E ( X ) tends to a distribution independent of X.
Applying the Central Limit theorem (Stuart & Ord, 1993, ch. S), we conclude that Etotlnstlm tends to be normally distributed, which is useful for cross validation techniques (see ako Smits & ten Bosch, 1996) .
Interpretation of the error measures
in terms of GRT and GCM.
Conclusion
The error measures can be interpreted within the context of GRT and GCM as follows. The forth measure (LR) is a useful alternative if statistical outlayers (stimuli with bad class prediction) would deteriorate the match of the entire stimulus set. Rather than focussing on the joint probability of predicting the correct class for all stimuli simultaneously, if deals with the average match of predicted and observed class. The LR, however, is sensitive to the representation of the training data. The likelihood ratio LR is suggested as an error measure that is useful in cases where one desires to optimize the average probabilistic match between desired and observed class probabilities. The reader is referred to Smits & ten Bosch (1996) and ten Bosch & Smits (forthcoming) for more details.
