We review some simple techniques based on monotone mass transport that allow to obtain transport-type inequalities for any log-concave probability measure. We discuss quantitative forms of these inequalities, with application to the variance Brascamp-Lieb inequality.
Introduction
The present work is concerned with log-concave probability measures on R n , which are measures µ of the form µ = µ V with V : R n → R ∪ {+∞} convex, 0 < e −V < +∞ and
e −V dx.
We shall actually be interested only in the subclass given by finite V : R n → R (and possibly smooth as well). We will see that such measures always satisfy a generalized transport inequality. Throughout the paper we work, when needed, with some fixed scalar product · and Euclidean norm | · | on R n . Following Kantorovich's idea, given a function c : R n × R n → R (one interprets c(x, y) as the cost of moving a unit mass from x to y or of bringing back a unit mass from y to x), we can define a transportation cost W c between two Borel probability measures µ and ν on R n by W c (µ, ν) := inf π R n ×R n c(x, y) dπ(x, y)
where the infimum is taken over all probability measures π on R n × R n projecting on µ and ν, respectively. When c(x, y) = |y − x| p , p ∈ [1, +∞) this leads to the L p -KantorovichRubinstein (or Wassertein) distance W p (µ, ν) := W |x−y| p (µ, ν) 1/p .
Recall that given two probability measures µ and ν on R n , the relative entropy of ν with respect to µ is defined by H(ν||µ) := f log(f ) dµ if dν(x) = f (x)dµ(x) with f log + f ∈ L 1 (µ) +∞ otherwise .
Recall also that the variance of a function g ∈ L 2 (µ) is defined by
The next Proposition is folklore in optimal mass transportation theory and known to most specialists. For instance, it is quoted in [14] as being a result of [2] although it is not explicitly stated there. One can also prove optimality for translated measures. 
Then, for every probability measure ν on R n we have
Moreover, equality holds if ν is a translate of µ.
It is possible to define the cost for every x (and not just for almost every x) by using the subgradient ∂V (x) at x of the convex function V (see [23] for background on subgradients):
∂V (x) := {w ∈ R n ; V (x + h) ≥ V (x) + w · h, ∀h ∈ R n }.
The Proposition can then be stated with the following cost c in place of (1):
∀(x, y) ∈ R n × R n , c(x, y) := sup
Indeed, from the definition of W c and Fubini's theorem, we see that it suffises to define the cost on (R n \ X) × R n , where µ(X) = 0. Recall that V is locally Lipschitz and so differentiable µ-almost-everywhere.
Note that in (1) or (2) we have c(x, y) ≥ 0 with c(x, x) = 0; when V is strictly convex, c(x, y) > 0 if x = y.
Let us mention that by a simple and standard dualization procedure for transportation inequalities (see [18] ), the statement of Proposition 1 is equivalent to the following infimal convolution inequality: for every (bounded) function g : R n → R,
where
We should also mention that transportation cost inequalities of the form stated above imply concentration of measure inequalities (for c-neighborhoods); we refer to [18] for details.
The interest of the statement in Proposition 1 resides in the fact that no uniform convexity of V is needed. This is reminiscent of the variance Brascamp-Lieb [5] inequality (anticipated in different context by Hörmander), which states that for a C 2 smooth convex function V : R n → R with e −V < +∞ we have, for every locally Lipschitz function g ∈ L 2 (µ V ),
Since the cost c(x, y) in Proposition 1 behaves, when x and y are close to each other, like
, it follows by a standard linearization argument that Proposition 1 implies the Brascamp-Lieb inequality (5) . We shall recall the argument later.
Another interesting feature of Proposition 1 is that it is an affinely invariant statement, in the sense that it does not depend on the Euclidean structure we put on R n . More precisely, we don't need a scalar product in the statement: the gradient w = ∇f (s) (or a subgradient) comes from a linear form ℓ = df (x) ∈ (R n ) * , and we can use ℓ(y − x) in place of w · (y − x). This reflects also in the fact that the Brascamp-Lieb inequality (5) shares the same affine invariance: if ϕ : R n → R n is an (invertible) affine map, then the functions
Other consequences of Proposition 1 are Talagrand's transportation inequalities for Gaussian like measures. Indeed, observe that for the Gaussian measure, when V (x) = |x| 2 /2, we have c(x, y) = |y − x| 2 /2.
More generally, if V is C 2 with D 2 V ≥ λ Id on R n for some λ > 0, then by second-order Taylor expansion we see that the cost satisfies c(x, y) ≥ λ|y − x| 2 /2, and therefore we deduce that in this case, for every probability measure ν on R n we have
We refer to [18, 15] for background and references on transportation inequalities. The proof of Proposition 1 is very short; it is a minor adaptation of the transportation proof of Talagrand's inequality (6) given in [8] . With a little more effort one can actually prove a quantitative form of the inequality involving a remainder term. To state the result, we need some notation. Given a probability measure µ on R n , we denote by λ(µ) the best (i.e. largest) nonnegative constant for which the inequality
holds for every locally Lipschitz g ∈ L 2 (µ). This constant, which is the inverse of the Poincaré constant, corresponds to the spectral gap of the Laplacian associated to µ. In the case µ is log-concave, this constant is positive, and known to be, up to numerical constants, equal to the square of the Cheeger isoperimetric constant; we shall come back to this later.
In the rest of the paper, we will adopt the lazy but convenient tradition from asymptotic functional analysis to call "a numerical constant c" any positive constant larger than 2 or smaller than 1/2 (c may even vary from line to line). So a numerical constant refers to a universal constant (in particular it does not depend on n, V , ν, etc.) whose exact value is irrelevant but who could a priori be computed explicitly.
Since equality holds in Proposition 1 when ν is a translate of µ it is natural, if we want a remainder term, to minimize over translations, or equivalently, to impose some centering.
The main result of this note is the following Theorem.
Theorem 2 (Log-concave transport inequality with a remainder term). Let V : R n → R be a convex function with e −V < +∞ and let c be the cost defined by (1) or (2). Then, for every probability measure ν on R n such that x dν = x dµ V we have
for some numerical constant c > 0.
Note that unlike the quantities H and W c , the term λ(µ)W 2 2 (µ, ν) is very much dependent on the scalar product, which should therefore be chosen with care.
Let us describe some consequences of this result. Applied to Gaussian type measures, when c(x, y) ≥ λ|x − y| 2 /2, it amounts a quantitive version of the transport inequality (6).
Proposition 3 (Gaussian type transport with a remainder).
convex function with D 2 V ≥ λ Id on R n for some λ > 0 (we have mainly in mind the Gaussian measure, for which λ = 1). Then, for every probability measure ν on R n such that x dν = x dµ V we have
for some numerical constant c > 0. One can also replace λ(µ V ) by λ since λ(µ V ) ≥ λ.
Next, linearization of Theorem 2 leads to a reinforced Brascamp-Lieb inequality in the case of centered functions.
we have
A similar result can also be obtained (in a better form, without the numerical constant c, but with a different centering) using the L 2 method of Hörmander. Equality cases in the Brascamp-Lieb inequality (5) are given, exactly, by the functions g of the form
with v 0 ∈ R n and c 0 ∈ R. In order to have a nice quantitative version, one would like to get rid of the centering assumption and to measure, in some form, a "distance"
to the set of extremizers (7). Here is an attempt.
Proposition 5 (Brascamp-Lieb inequality with a remainder term). Let
, and with the constant
where λ max (x) denotes the largest eigenvalue of the nonnegative operator D 2 V (x) and c,c > 0 are numerical constants.
Let us recall (see [24, 22] ) that
min dµ V where λ min (x) denotes the lowest eigenvalue of the nonnegative operator D 2 V (x) and c > 0 is a numerical constant. Therefore, we can use this lower bound to replace C(µ V ) in the previous statement by a minorant of the form
for some numerical constant c > 0 (here we also used ( λ
We conclude this introduction with some bibliographical comments. A big part of the present note is rather elementary, and many arguments are known to specialists in mass transport, some having appeared implicitly or explicitly in recent or older works. For instance, we already said that Proposition 1 was folklore in the theory, and while writing these notes we heard about the work of Bolley, Gentil and Guillin [4] which seems to contain an analogue, in a less straightforward form, of the statement of Proposition 1 together with its connection to the Brascamp-Lieb inequality. If we go back in time, the idea of using the remainder term in the transportation proof of [8] appears, in the case of dimension one, in the paper by Barthe and Kolesnikov [1] . Similar arguments in higher dimensions for unconditional measures were recently used in [17] and in a form very close to the one used here in [10] . Mass transport arguments combined with Poincaré inequalities (of different nature than the one we use) were put forward to exhibit remainder terms in isoperimetric type inequalities in the far-reaching work of Figalli, Maggi and Pratelli, in particular in [13] for the case of log-concave measures (or rather convex sets). Our treatment is in part very close to the recent work of Fathi, Indrei and Ledoux [12] were the mass transport remainder term is combined with a Poincaré inequality in order to get a bound on the deficit for Talagrand's inequality (6) in the case of the Gaussian measure (they have also similar, but deeper, arguments for the log-Sobolev inequality, a case that was also considered in [3] ).
The result obtained by Fathi, Indrei and Ledoux for the standard Gaussian measure µ = γ on R n (a case where λ(µ) = 1) is as follows: for any probability measure ν with x dν(x) = x dγ(x) = 0,
If we compare with Proposition 3 above applied to the Gaussian measure µ = γ, we see that our result is formally stronger, since
Actually, our bound is significantly better in many cases, but both bounds are "equally bad" when ν is a product of centered measures being at a "large" distance from the onedimensional Gaussian, since in this case one expects a remainder of order n and both results give something of order √ n (on the other hand, it is not clear to us that this situation is the most relevant one).
In [4] the authors announce a quantitative version of the Brascamp-Lieb inequality, with remainder term which improves over a result obtained by Hargé [16] . The remainder term they obtain for (5) is, up to a constant depending on µ V , of the form
Note that, unlike the remainder term in Proposition 5, this term R V (g) does not vanish only for extremizers. For instance R V (g) is zero if V is even and g odd. Actually, the space where R V vanishes is of co-dimension one in L 2 (µ V ) whereas extermizers (7) form a (n+1) dimensional subspace. Of course, it could be that the remainder in [4] is nonetheless sometimes better and more useful than the one we obtained.
The plan of the paper is as follows. In the next section we prove Proposition 1 and Theorem 2. For this we recall some tools from the Brenier-McCann monotone mass transport theory, and prove a general lower bound for the remainder term (Lemma 6) that might be of independent interest. Then, we prove Proposition 4 and Proposition 5. In the last section, we make some comments on extensions beyond log-concave measures.
We would like to thank Bernard Maurey for useful observations on our manuscript.
2 Mass transport, minoration of the remainder and proof of Proposition 1 and Theorem 2
The proof of theorems 1 and 2 use monotone transportation of measure in the spirit of [8] .
Given two probability measures µ and ν on R n with densities F and G, respectively, we know from Brenier [7] and McCann [19] that there exists a convex function ψ such that the map ∇ψ pushes forward µ onto ν. By the simple but useful weak-regularity theory of McCann [20] we have, for µ-almost any x,
Here D 2 ψ(x) stands for the Hessian of the function ψ in the sense of Aleksandrov. There are three, equivalent, ways to introduce this Hessian. Recall first that ψ is differentiable almost everywhere (to be precise, within the set {ψ < +∞}, but in the situation of application below, since the support of µ will be R n , the domain of ψ will be R n as well, so we omit referring to it). According to the Aleksandrov theorem the convex function ψ admits a Taylor expansion of order two
at almost every x 0 . Here H x 0 is a positive semi-definite n × n matrix. This second order term coincides also (almost-everywhere) with the derivative of the set valued map ∂ψ which is defined, almost everywhere, at points x 0 where ∇ψ(x 0 ) exists, by the property that
We may therefore speak of the Hessian matrix D 2 ψ(x) = H x , defined almost everywhere. It coincides also almost-everywhere with the absolute continuous part of the second derivative of ψ in the sense of distributions. See Evans and Gariepy [11] for more details.
To prove the transport inequality of Proposition 1 for dµ V = e −V (x) e −V dx, we assume that dν = f (x) dµ V (x). It is sufficient to prove the inequalities in Proposition 1 and Theorem 2 in the case where f is compactly supported. We introduce the Brenier map T = ∇ψ between µ V and ν. The map T is bounded since its image is the support of f , so ψ is Lipschitz. We have almost everywhere
It is convenient to introduce the displacement ∇θ(x) = T (x) − x = ∇ψ(x) − x (i.e. θ(x) := ψ(x) − |x| 2 /2). If we take the log in the previous equation and introduce c(
= ∇V · ∇θ − ∆θ + ∆θ − log det(Id +D 2 θ).
We integrate with respect to µ V . Noticing that log(f • T )dµ V = f log(f )dµ V , and using that c(x, T (x)) dµ V ≥ W c (µ V , ν), we have
If θ was smooth and decaying fast enough, we could simply use that the first term vanishes, by integration by parts: ∇V · ∇θ − ∆θ dµ V = 0. However, the Hessian that appears is the Hessian in the sense of Aleksdandrov of the semi-convex function θ. This ensures nonetheless that ∆θ is bounded above the distributional Laplacian and we have an inequality that goes in the good direction for us:
see for instance [9] where this statement is proven in a more general situation (using that ψ is Lipschitz). So we find that
where for the last inequality we used that log(1 + t) ≤ t when 1 + t ≥ 0. This proves the inequality in Proposition 1 . The cases of equality require a bit of extra work since T was not a priori the c-optimal map; we postpone it to the end of the present section and go on with the proof of Theorem 2. In order to prove Theorem 2, we have to play a bit with the right-hand side term in (10), as it is done in the works we mentioned in the introduction. Indeed, the crucial property of the convex function t − log(1 + t) is that it behaves like t 2 for t close to zero, and like t for t large. More precisely, we have
for some numerical constant c > 0 (here we can take c = 3 10 , for instance). So we deduce from (10) that
where s 1 (x), . . . , s n (x) ∈ [−1, +∞) are the eigenvalues of D 2 θ(x) = D 2 ψ(x)−Id. A remainder term of this form appears in several mass transport proofs, sometimes in equivalent forms such as (s i +
1+|s i | which we will favor below. Indeed, the even function min(t 2 , |t|) is no longer convex so it might be more elegant (but not mandatory) to work with the convex, increasing function defined by
Anyway, for every t ≥ 0 we have
t).
We will state a general lower bound for the remainder term that might be of independent interest. Given a probability measure µ on R n , we denote by h 2,1 (µ) the best (i.e. largest) nonnegative function for which the inequality
holds for every locally Lipschitz g ∈ L 2 (µ). We see that h 2,1 (µ) ≤ λ(µ) and we will use later a converse inequality which holds in the case µ is log-concave (but not in general).
Lemma 6. Giiven two probability measures µ and ν on R n , with µ absolutely continuous with respect to the Lebesgue measure, let T (x) = ∇ψ(x) = x + ∇θ(x) be the Brenier map pushing µ forward to ν. Denote by s 1 (x), . . . , s n (x) ∈ [−1, +∞) the eigenvalues of D 2 θ(x) = D 2 ψ(x) − Id at a point x where this Hessian (in the sense of Aleksandrov) exists. Then, if x dν = x dµ, we have
where c > 0 is a numerical constant (in particular not depending on n), and H = tr( t HH) denotes the Hilbert-Schmidt norm of a matrix H of size n × n.
Proof of the Lemma. The first step, as stated in the Lemma, is to introduce the HilbertSchmidt norm. Recall that if s 1 , . . . s n are the real (not necessarily nonnegative) eigenvalues of a symmetric matrix H, we have
Let us mention that this step is responsible for the bad dimensional behavior of our estimate for some product measures, since we loose a factor √ n when all s i are large enough.
Next, we want an L 1 -way to compute the norm · , without loosing in the dimension. For this we will use an average over the sphere. Let σ denote the usual measure on the sphere S n−1 ⊂ R n .
Fact 7. For every symmetric matrix H of size n × n we have
where C > 0 is numerical constant.
Proof. This is based on a classical result in concentration of measure related to the socalled Borell's Lemma (see e.g. [6, Section 2.4]): there exists a numerical constant c > 0 such that for every n and every even convex 1-homogeneous function q on R n (i.e. for every even semi-norm q) we have
Using this equivalence twice with q(u) = |Hu| and q(u) = |u · e 1 | (where e 1 is a norm one vector) we get, writing ≃ for both-side inequalities up to universal constants,
where the equality can be seen by taking H diagonal.
We go on with the proof of the Lemma and for convenience we denote c n :
(c n is of order √ n but this will play no role).
We have, with the notation of the Lemma and (13), using that F is convex (or simply by Cauchy-Schwartz, actually):
Note that the centering assumption is equivalent to
so that for any fixed vector u ∈ S n−1 we have, for the locally Lipschitz function g = ∇θ · u which is differentiable almost everywhere with gradient ∇g = (D 2 θ)u, where D 2 θ is the Hessian in the sense of Aleksandrov,
So using the Fact above for D 2 θ(x), Fubini's theorem and this Poincaré inequality, we see that
Let us introduce the nonnegative symmetric operator
which is defined by Hu :
and so using again the Fact, we have
Therefore, we have proved that
The last equality is due to the fact that T (x) = x + ∇θ(x) is the optimal transport for the quadratic cost; however, note this optimality is not needed, since the inequality ≥ was sufficient for our purposes. This ends the proof of the Lemma.
Remark 8.
With the same method, we can also establish the bound
where h 1,1 (µ) is the Cheeger constant of the probability measure µ.
With the Lemma in hand, the end of the proof of Theorem 2 is straightforward. Going back to (11), we can now write
for some numerical constant c > 0. But this is already the statement in Theorem 2. Indeed, since µ V is log-concave, we know by the theory of E. Milman [21] that
for some numerical constantc > 0. This ends the proof of Theorem 2.
Proof of the equality for translations in Proposition 1 . Assume ν is the image of µ V by some translation T x = x + v for some fixed v ∈ R n . Either by analyzing the proof of Proposition 1 or by computing explicitly the terms in the inequality, we see that we only need to check that this T is a c-optimal transport from µ V to ν, or equivalently that π = (Id ×T )#µ V is a c-optimal coupling:
From the theory of optimal transportation, this is equivalent to the property that the set
is a c-cyclically monotone set. So let x 1 , . . . , x k be arbitrary points in R n , with the convention that x k+1 := x 1 , and set y i := T x i = x i + v for i = 1, . . . , k + 1. We have
since V is convex. We could have used subgradients instead of gradients, of course.
Variance Brascamp-Lieb inequalities
It is well known that linearization of transportation type inequalities give Poincaré type inequalities. One often uses the dual infimal convolution inequality (3) to perform the linearization, but one can do it also directly from the transportation inequality.
So let us recall a standard result concerning the linearization of the transportation cost. We include a proof for completeness. for every x, y ∈ R n , for some δ 0 > 0. Assume furthermore that for every y there exists a nonnegative symmetric operator H y for which
uniformly in y on compact sets when h → 0. Then, if µ is a probability measure on R n and g is a C 1 compactly supported function with g dµ = 0, we have
Proof. Given a (bounded) function F on R n , we introduce its infimal convolution (4) associated to our cost c which satisfies: for every (
In our situation where ν = (1 + εg) dµ, (ε small enough and later tending to 0) we pick F = εf with f of class C 1 compactly supported and f dµ = 0. Let us write
y) .
Let h ε = h ε,y be a point where this infimum is achieved. Since the function f is Lipschitz, of constant M > 0 say, we have by our assumption on the cost that
In other words, h ε tends to zero like ε uniformly in y. Also, since f is continuous compactly supported, we can find (because the cost is nonnegative and large when points are far-apart) a bounded open set Ω, which contains the support of f , such that Q c (εf )(y) ≥ 0 for every y ∈ R n \ Ω. Consequently, we have
We have, uniformly for y in the bounded set Ω,
where c is a numerical constant. The same argument as before for ν = (1 + εg)dµ V shows that if g is a C 1 compactly supported function with g dµ V = 0 and
Finally, let us derive Proposition 5. With the notation of the Proposition, for given g, denote g 0 := g − ∇V · v 0 − c 0 . It is readily check that by elementary calculus that for every vector v 0 and constant c 0 (so not only for the ones we have picked), if g = g 0 + ∇V · v 0 + c 0 ,
Next, for our choice of v 0 and c 0 observe that g 0 dµ V = 0 and
since, in the standard basis, writing x j = x · e j for j = 1, . . . , n, we have
So by Proposition 4 we find
To conclude, we use again the aforementioned result of E. Milman [21] ensuring that the Poincaré constant h 2,1 (µ V ) is equivalent to λ(µ V ), that is
for some numerical constant c > 0. This ends the proof of Proposition 5.
Extension to other measures
Although the present work was mainly concerned with log-concave probability measures on R n , some results apply to a more general class of measures. Let us consider measures µ of the form µ = µ V with dµ V (x) := e −V (x) e −V dx where V : R n → R is a function satisfying e −V < +∞ and |x| 2 e −V (x) dx < +∞ (14) together with:
V locally Lipschitz on R n and ∇V ∈ L 1 (µ V ).
If V is a convex with e −V < +∞, it satisfies automatically both conditions (14) and (15) . The careful reader has certainly noticed that in the proof of Proposition 1 we did not use the fact that V was convex. So indeed, the result of Proposition 1 holds for any function V : R n → R satisfying (14) and (15) . One has just to be careful in the integration by parts argument in (9) . For this, it is convenient to approach µ V with compactly supported measures and to use the argument given in [8] , for instance (the conditions on V allow to do this approximation).
Analogously, Theorem 2 holds for every function V : R n → R satisfying (14) and (15) provided one uses the constant h 2,1 (µ V )
2 from (12) in place of λ(µ V ), since these numbers are no longer known to be equivalent. By linearization we arrive to the following result: Proposition 10. There exists a numerical constant c > 0 such that: if V : R n → R is a C 2 function satisfying conditions (14) and ( This can be used to perturb a log-concave measure, for instance.
