Finite time singularities for the locally constrained Willmore flow of surfaces by McCoy, James A & Wheeler, Glen
University of Wollongong 
Research Online 
Faculty of Engineering and Information 
Sciences - Papers: Part A 
Faculty of Engineering and Information 
Sciences 
1-1-2016 
Finite time singularities for the locally constrained Willmore flow of 
surfaces 
James A. McCoy 
University of Wollongong, jamesm@uow.edu.au 
Glen Wheeler 
Otto-Von-Guericke-Universitat, glenw@uow.edu.au 
Follow this and additional works at: https://ro.uow.edu.au/eispapers 
 Part of the Engineering Commons, and the Science and Technology Studies Commons 
Recommended Citation 
McCoy, James A. and Wheeler, Glen, "Finite time singularities for the locally constrained Willmore flow of 
surfaces" (2016). Faculty of Engineering and Information Sciences - Papers: Part A. 6136. 
https://ro.uow.edu.au/eispapers/6136 
Research Online is the open access institutional repository for the University of Wollongong. For further information 
contact the UOW Library: research-pubs@uow.edu.au 
Finite time singularities for the locally constrained Willmore flow of surfaces 
Abstract 
In this paper we study the steepest descent L2-gradient flow of the functional Wλ1,λ2, which is the the 
sum of the Willmore energy, λ1-weighted surface area, and λ2-weighted enclosed volume, for surfaces 
immersed in R3. This coincides with the Helfrich functional with zero `spontaneous curvature'. Our first 
results are a concentration-compactness alternative and interior estimates for the flow. For initial data 
with small energy, we prove preservation of embeddedness, and by directly estimating the Euler-Lagrange 
operator from below in L2 we obtain that the maximal time of existence is finite. Combining this result 
with the analysis of a suitable blowup allows us to show that for such initial data the flow contracts to a 
round point in finite time. 
Keywords 
time, surfaces, singularities, locally, constrained, willmore, finite, flow 
Disciplines 
Engineering | Science and Technology Studies 
Publication Details 
McCoy, J. A. & Wheeler, G. E. (2016). Finite time singularities for the locally constrained Willmore flow of 
surfaces. Communications in Analysis and Geometry, 24 (4), 843-886. 
This journal article is available at Research Online: https://ro.uow.edu.au/eispapers/6136 
FINITE TIME SINGULARITIES FOR THE LOCALLY
CONSTRAINED WILLMORE FLOW OF SURFACES
JAMES MCCOY1 AND GLEN WHEELER2
Abstract. In this paper we study the steepest descent L2-gradient flow of the
functional Wλ1,λ2 , the sum of the Willmore energy, λ1-weighted surface area, and
λ2-weighted enclosed volume, for surfaces immersed in R3. This coincides with
the Helfrich functional with zero ‘spontaneous curvature’. Our first results are
a concentration-compactness alternative and interior estimates for the flow. For
initial surfaces with small energy, we prove preservation of embeddedness, and by
directly estimating the Euler-Lagrange operator from below in L2 we obtain that
the maximal time of existence is finite. Combining this result with the analysis of
a suitable blowup allows us to show that for such initial data the flow contracts to
a round point in finite time.
1. Introduction
Suppose we have a surface Σ immersed via a smooth immersion f : Σ → R3 and
consider the functional
Hc0λ1,λ2(f) =
1
4
∫
Σ
(H − c0)2dµ+ λ1µ(Σ) + λ2Vol Σ.
In the above we have used dµ to denote the area element induced by f on Σ, H
to denote the mean curvature, µ(Σ) to denote the surface area, Vol Σ to denote the
signed enclosed volume, and c0, λ1, λ2 to denote real numbers. Our notation is further
clarified in Section 2.
Suppose f0 : Σ → R3 is an embedded surface. The Helfrich flow is the negative
L2-gradient flow for Hc0λ1,λ2(f), given by the one-parameter family of immersions f :
Σ× [0, T )→ R3 satisfying
∂f
∂t
= −
(
∆H +H|Ao|2 + c0
(
2K − 1
2
Hc0
)
− 2λ1H − 2λ2
)
ν,
f(·, 0) = f0(·),
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where ν is the inward unit normal to f(Σ), Ao denotes the tracefree second fundamen-
tal form and K denotes the Gauss curvature (see Section 2 for precise definitions).
That this flow represents the steepest descent L2-gradient flow for Hc0λ1,λ2(f) follows
from its first variation (see Lemma 2.1).
The Helfrich functional is of great interest in applications. The modern application
of the functional to model the shape of an elastic lipid bilayer, such as a biomembrane,
is due to Helfrich [10]. Despite the considerable popularity of the functional as a
model, there are relatively few analytical results to be found in the literature. With
c0 = 0, we have
∂f
∂t
= −Wλ1,λ2(f)ν = −(∆H +H|Ao|2 − 2λ1H − 2λ2)ν,
f(·, 0) = f0(·),
(CW)
which is the steepest descent gradient flow in L2 for the locally constrained Willmore
functional Wλ1,λ2 = H0λ1,λ2 . We have used Wλ1,λ2 to denote the Euler-Lagrange
operator of Wλ1,λ2 .
The above flow, from a physical perspective, corresponds with an assumption that
the fluid surrounding the membrane f(Σ) and the fluid contained inside the membrane
induce zero spontaneous curvature of f(Σ). Thus the flow (CW) faithfully represents
the Helfrich flow in certain settings. From a more mathematical perspective however,
the flow (CW) is a locally constrained Willmore flow. (In contrast with globally
constrained flows, such as those considered in [17, 21].) The normal velocity consists
precisely of a linear combination of the normal velicities of Willmore flow, mean
curvature flow, and a constant factor.
The principal object of study for this paper is the flow (CW). Local existence for
(CW) is explicitly established in [11] using results of Amann [1, 2, 3, 4]. We quote
the result in the following (weaker) form.
Theorem 1.1 (Kohsaka-Nagasawa [11]). Suppose f0 : Σ→ R3 is a closed immersed
surface. There exists a maximal T , T ∈ (0,∞], and a corresponding unique one-
parameter family of smooth immersions f : Σ × [0, T ) → R3 satisfying (CW) and
f(·, 0) = f0(·).
Remark. The evolution equation (CW) is invariant under tangential diffeomor-
phisms, and depending on the choice of λ1 and λ2 may be also invariant under
subgroups of the full Möbius group of R3. (If λ1 = λ2 = 0 then the equation is
invariant with respect to the entire Möbius group.) Once we fix f0, parametrising a
given M0 say, the solution to (CW) is unique.
It is an easy exercise to see that for λ1 > 0 and λ2 ≥ 0 spheres Sρ shrink self-
similarly along the flow. It is thus natural to wonder if this property of the flow is
robust in the sense that solutions nearby spheres also shrink in finite time to round
points. It could a priori be the case that there exist local minimisers of the functional
in the neighbourhood of spheres, which prevent the family of spheres {Sρ : ρ ∈ (0,∞)}
from being local attractors for the flow. The following classification theorem assures
us that this is not the case.
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Theorem 1.2 ([16, Theorem 1]). Suppose f : Σ→ R3 is a smooth properly immersed
surface. There exists an absolute constant ε1 > 0 such that if
(1)
∫
Σ
|Ao|2dµ < 1
2c1c2
:= ε1
then the following statements hold: if λ1 > 0 then
(λ2 < 0) Wλ1,λ2(f) = 0 if and only if f(Σ) = S− 2λ1
λ2
(x) for some x ∈ R3,
(λ2 = 0) Wλ1,λ2(f) = 0 if and only if f(Σ) is a plane,
(λ2 > 0) Wλ1,λ2(f) 6= 0.
If λ1 = 0 then
(λ2 = 0) Wλ1,λ2(f) = 0 if and only if f(Σ) is a plane or a sphere,
(λ2 6= 0) Wλ1,λ2(f) 6= 0.
Here Sρ(x) = ∂Bρ(x) denotes the sphere of radius ρ centred at x ∈ R3.
Clearly this implies the following partial result.
Corollary 1.3. Suppose f : Σ × [0, T ) → R3 is a one-parameter family of closed
immersions evolving by (CW) with λ1 > 0, and λ2 ≥ 0. Suppose assumption (1) is
satisfied for each t ∈ [0, T ). Then f(·, t) is never stationary; that is, for all p ∈ Σ
and t ∈ [0, T ) we have
∂f
∂t
(p, t) = −Wλ1,λ2
(
f(·, t)
)
ν(p, t) 6= 0.
This partial result indicates that a condition such as (1) on the L2-norm of the
tracefree second fundamental form is appropriate to use as a ‘distance’ from the
family of round spheres. It is not obvious however that if (1) is initially satisfied, it
remains satisfied for all time. Most importantly, the statement that the flow never
reaches a critical point is not anywhere near as strong as stating that the flow is
asymptotic to a shrinking sphere. It does not even imply that the maximal time of
existence is finite.
In this paper we offer the following more comprehensive answer as our main result.
Theorem 1.4. Suppose f : Σ × [0, T ) → R3 is a one-parameter family of closed
immersed surfaces of sphere type evolving by (CW) with λ1 > 0, λ2 ≥ 0, and Vol Σ0 >
0. There exists an ε2 > 0 depending only on λ1 and λ2 such that if
(2) Wλ1,λ2(f0) < 4π + ε2
then
T <
1
4λ21π
Wλ1,λ2(f0) + 1,
and f(Σ, t) shrinks to a round point as t→ T .
We note that the smallness of ε2 required may be computed explicitly; it is not the
result of a contradiction argument.
The methods we use in this paper are inspired by recent progress on the analysis of
the Willmore functional [12, 13, 14] by Kuwert and Schätzle. There are some notable
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differences between the functional Wλ1,λ2 and the Willmore functional W0,0. The
extra terms in Wλ1,λ2 break the conformal invariance of the functional and add to
the complexity of the Euler-Lagrange operator Wλ1,λ2 . Furthermore, for the steepest
descent gradient flow of Wλ1,λ2 , one loses the a priori global monotonicity of the
Willmore energy. Indeed, one loses not only the a priori monotonicity of the Willmore
energy but also the a priori uniform bounds on the Willmore energy. Since the flow
(CW) is fourth order and highly non-linear, one should expect that the flow could
drive some initially embedded surface to a self-intersection. It is then conceivable that
Vol Σt < 0 for some t > 0 and therefore one loses all control on the Willmore energy
(and the surface area). The situation could continue to worsen, with the Willmore
energy growing without bound while the energy continues to satisfy (2).
Despite these considerations, we show here that the condition (2) is quite suitable
for the study of Wλ1,λ2 . The operator Wλ1,λ2 does not admit a maximum principle,
and thus we do not have access to the large assortment of tools it brings. We instead
rely throughout the paper on estimates for curvature quantities on smooth immersed
surfaces combined with the divergence theorem and the Michael-Simon Sobolev in-
equality [18].
Our proof of Theorem 1.4 relies upon a concentration-compactness alternative (also
called a lifespan theorem) that classifies finite singular times as local concentrations of
the curvature in L2, for a class of flows larger than that generated by only considering
the L2 gradient flow of Hc0λ1,λ2 . The methods used here are classical interpolation
inequalities and energy estimates, like those used for a large class of higher order
equations in [6, 7, 8] and successfully applied in the study of the Willmore flow in
[13].
The global analysis of (CW) requires that one first obtains good control on the
Willmore energy and the surface area along the flow. As mentioned above, due to the
possibility of self-intersections occuring along the flow, we must be quite careful in
using the monotonicity of the energy Wλ1,λ2 . We first prove (cf. [22]) in Proposition
4.1 that under (2) a conservation law holds for the Willmore energy, and the Willmore
energy is itself monotonically decreasing along the flow. This implies by a well-known
result of Li and Yau [15] that the evolving surface remains embedded for all time.
Using this, we prove L1 estimates for ‖Ao‖4∞ (Proposition 4.2); these estimates are
then applied to estimate the L2 norm of Wλ1,λ2 from below. This immediately gives
a quantifiable finite estimate of the extinction time for the flow (Proposition 4.3).
Employing a blowup analysis, we find that the blowup along any blowup sequence is
a round sphere. This implies that the area of the evolving surface vanishes as t→ T
while the surfaces themselves are asymptotically round.
This paper is organised as follows. In Section 2 we set up our notation and state the
first variation of the functional Hc0λ1,λ2 . In Section 3 we establish parabolic regularity
theory for a general class of flows. The main results are the lifespan theorem and the
interior estimates, Theorem 3.1 and Theorem 3.11 respectively. Section 4 contains
the demonstration of a finite time singularity, including the proof that the maximal
existence time is finite and the blowup classification. Finally, we included several
proofs and derivations of known results in Appendix A for the convenience of the
reader.
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2. Preliminaries
We consider a surface Σ immersed in R3 via f : Σ → R3 and define a Riemanain
metric on Σ componentwise by
(3) gij = 〈∂if, ∂jf〉 ,
where ∂ denotes the regular partial derivative and 〈·, ·〉 is the standard Euclidean inner
product. That is, we consider the Riemannian structure on Σ induced by f , where
in particular the metric g is given by the pullback of the standard Euclidean metric
along f . Integration on Σ is performed with respect to the induced area element
(4) dµ =
√
det g dL2.
where dL2 is the standard Lesbegue measure on R2.
The metric induces an inner product structure on all tensor fields defined over Σ,
where corresponding pairs of indices are contracted. For example, if T and S are
(1, 2) tensor fields,
〈T, S〉g = gipg
jqgkrT ijkS
p
qr, |T |2 = 〈T, T 〉g .
In the above, and in what follows, we shall use the summation convention on repeated
indices unless otherwise explicitly stated.
We may use the Riemannian metric to raise and lower indices. For example, if T is
a (1, 2) tensor field, then we may lower the contravariant index to form a tensor field
of type (0, 3) with components Tijk by contracting with the metric:
Tijk = gipT
p
jk .
Note that when we raise an index of the metric tensor itself, the result is the Kronecker
delta:
gij = g
ipgpj = δ
i
j ,
since gij = (g−1)ij.
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The second fundamental form A is a symmetric (0, 2) tensor field over Σ with
components
(5) Aij =
〈
∂2ijf, ν
〉
.
where ν is an inward pointing unit vector field normal along f . With this choice one
finds that the second fundamental form of the standard round sphere embedded in
R3 is positive. There are two invariants of A relevant to our work here: the first is
the trace with respect to the metric
H = traceg A = g
ijAij
called the mean curvature, and the second the determinant with respect to the metric,
called the Gauss curvature,
K = detg A = det
(
gikAkj
)
,
where
(
P ikQkj
)
is used above to denote the matrix with i, j-th component equal to
P ikQkj. Note that, in contrast to some work, especially for surfaces, we do not include
a factor 1
2
in the mean curvature.
The mean and Gauss curvatures are easily expressed in terms of the principal
curvatures: at any given point we may make a local choice of frame for the tangent
bundle TΣ under which the eigenvalues of A appear along its diagonal. These are
denoted by k1, k2 and are called the principal curvatures. We then have
H = k1 + k2, K = k1k2.
We shall often decompose the second fundamental form into its trace and its tracefree
parts,
A = Ao +
1
2
gH,
where (0, 2) tensor field Ao is called the tracefree second fundamental form. In a basis
which diagonalises A, a so-called principal curvature basis, the norm of the tracefree
second fundamental form is given by
|Ao|2 = 1
2
(k1 − k2)2.
The Christoffel symbols of the induced connection are determined by the metric,
Γkij =
1
2
gkl (∂igjl + ∂jgil − ∂lgij) ,
so that then the covariant derivative on Σ of a vector X and of a covector Y is
∇jX i = ∂jX i + ΓijkXk, and∇jYi = ∂jYi − ΓkijYk
respectively.
From (5) and the smoothness of f we see that the second fundamental form is
symmetric; less obvious but equally important is the symmetry of the first covariant
derivatives of A,
∇iAjk = ∇jAik = ∇kAij;
these are the Codazzi equations.
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One basic consequence of the Codazzi equations which we shall make use of is that
the gradient of the mean curvature is completely controlled by a contraction of the
(0, 3) tensor ∇Ao. To see this, first note that
∇iAij = ∇jH = ∇i
(
(Ao)ij +
1
2
δgijH
)
,
then factorise to find
(6) ∇jH = 2∇i(Ao)ij =: 2(∇∗Ao)j.
This in fact shows that all derivatives of A are controlled by derivatives of Ao. For
a (p, q) tensor field T , let us denote by ∇(n)T the tensor field with components
∇i1...inT
k1...kp
j1...jq
= ∇i1 · · · ∇inT
k1...kp
j1...jq
. In our notation, the in-th covariant derivative
is applied first. Since
∇(k)A =
(
∇(k)Ao +
1
2
g∇(k)H
)
=
(
∇(k)Ao + g∇(k−1)∇∗Ao
)
,
we have
(7) |∇(k)A|2 ≤ 3|∇(k)Ao|2.
The fundamental relations between components of the Riemann curvature tensor
Rijkl, the Ricci tensor Rij and scalar curvature R are given by Gauss’ equation
Rijkl = AikAjl − AilAjk,
with contractions
gjlRijkl = Rik = HAik − AjiAjk, and
gikRik = R = |H|2 − |A|2.
We will need to interchange covariant derivatives; for vectors X and covectors Y we
obtain
∇ijXh −∇jiXh = RhijkXk = (AliAjk − AljAki)ghlXk,
∇ijYk −∇jiYk = RijklglmYm = (AljAik − AilAjk)glmYm.(8)
We also use for tensor fields T and S the notation T ∗S (as in Hamilton [9]) to denote
a linear combination of new tensors, each formed by contracting pairs of indices from
T and S by the metric g with multiplication by a universal constant. The resultant
tensor will have the same type as the other quantities in the expression it appears.
We denote polynomials in the iterated covariant derivatives of T by
P ij (T ) =
∑
k1+...+kj=i
cij∇(k1)T ∗ · · · ∗ ∇(kj)T,
where the constants cij ∈ R are absolute. We use P 00 (T ) to denote a constant. As
is common for the ∗-notation, we slightly abuse this constant when certain subterms
do not appear in our P -style terms. For example
|∇A|2 = 〈∇A,∇A〉g = 1 ·
(
∇(1)A ∗ ∇(1)A
)
+ 0 ·
(
A ∗ ∇(2)A
)
= P 22 (A).
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The Laplacian we will use is the Laplace-Beltrami operator on Σ, with the compo-
nents of ∆T given by
∆T
k1...kp
j1...jq
= gpq∇pqT k1...kpj1...jq = ∇
p∇pT k1...kpj1...jq .
Using the Codazzi equation with the interchange of covariant derivative formula given
above, we obtain Simons’ identity:
gkl∇kiAlj = gkl∇ikAlj + gklgpqRkilpAqj + gklgpqRkijpAlq
∆Aij = ∇ikAkj + gklgpq(ApiAkl − AkpAil)Aqj + gklgpq(ApiAkj − AkpAij)Alq
= ∇ikAkj +HgpqApiAqj − gklgpqAkpAilAqj + gklgpqApiAkjAlq − Aij 〈A,A〉g
= ∇ijH +HAkiAkj − |A|2Aij,(9)
or in ∗-notation
∆A = ∇(2)H + A ∗ A ∗ A.
The interchange of covariant derivatives formula for mixed tensor fields T is simple
to state in ∗-notation:
(10) ∇ijT = ∇jiT + T ∗ A ∗ A.
We now state the first variation of the Helfrich functional for ease of future reference.
Lemma 2.1. Suppose f : Σ→ R3 is a closed immersed surface and φ : Σ→ R3 is a
vector field normal along f . Then
d
dt
Hc0λ1,λ2(f + t φ)
∣∣∣
t=0
=
1
2
∫
Σ
〈φ, ν〉 (∆H +H|Ao|2 + 2c0K − (2λ1 + c20/2)H − 2λ2)dµ.
In particular, if
φ =
∂f
∂t
= −
(
∆H +H|Ao|2 + 2c0K − (2λ1 + c20/2)H − 2λ2
)
ν
then
d
dt
Hc0λ1,λ2(f) = −
1
2
∫
Σ
∣∣∆H +H|Ao|2 + 2c0K − (2λ1 + c20/2)H − 2λ2∣∣2dµ
and the one-parameter family f : Σ× [0, T )→ R3 is the steepest descent L2-gradient
flow of Hc0λ1,λ2.
Proof. For the proof of the first statement see [16, Lemma 2.1]. The remaining state-
ments follow from the definition of the L2-gradient. 
3. Parabolic regularity
In this section we first prove that, analogous to the cases of Willmore flow, sur-
face diffusion flow and the constrained variants thereof [13, 17, 21, 22], so long as
the concentration of curvature remains well-controlled the flow continues to exist
smoothly. This statement not only holds for c0 6= 0, but also more generally for flows
f : Σ× [0, T )→ R3 of the form
(11)
∂f
∂t
= −
(
∆H +
3∑
α=0
P 0α(A)
)
ν.
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The normal speed is a second order elliptic differential operator on the Weingarten
map Dν, that is, a fourth order differential operator on f .
Our main result in this section is the following concentration-compactness alterna-
tive for the class of flows (11).
Theorem 3.1. Let f : Σ→ R3 be a smooth immersion. There are absolute constants
ε0 > 0 and c0 <∞ such that if ρ > 0 is chosen with
(12)
∫
f−1(Bρ(x))
|A|2 dµ
∣∣∣∣∣
t=0
≤ ε < ε0
for any x ∈ R3, then the maximal time T of existence of the flow (11) satisfies
T ≥ 1
c0
ρ4,
and for 0 ≤ t ≤ 1
c0
ρ4, ∫
f−1(Bρ(x))
|A|2 dµ ≤ c0 ε0.
Remark. It is possible to weaken the regularity requirement on the initial data
by exploiting the instantaneous smoothing property [5] of the flow. In the proof of
Theorem 3.1, smoothness of the initial data is only needed to bound the derivatives of
curvature at final time. However for this argument we may use in place of the initial
data the immersion at any earlier time: in particular fδ
(
·
)
= f
(
·, δ
)
, δ ∈ (0, T ),
which is smooth (Theorem 3.2).
In the proof of Theorem 3.1 we shall use local coordinate notation as well as the
∗- and P -style notation introduced in Section 2, which is most convenient for our
computations, as for example in [9]. We briefly note that the more general flow (11)
also enjoys local existence. The proof is an essentially identical (to that found in [11])
verification that the general existence theory of Amann [1, 2, 3, 4] applies. Again,
once we have fixed a parametrisation f0 of a given initial surface M0, the solution is
unique.
Theorem 3.2. For any C4,α initial immersion f0 : Σ → R3, there exists a unique
solution f : Σ× [0, T ) → R3 to the flow (11) on a maximal time interval [0, T ) with
initial value f0 and for which ft(·) := f(·, t) is smooth for every t ∈ (0, T ).
Again, we note that the initial regularity required by Theorem 3.2 below is not
optimal.
The following evolution equations follow from straightforward computations. Their
derivations in a slightly more general setting can be found in Lemma A.1 and Lemma
A.2.
Lemma 3.3. For f : Mn × [0, T )→ Rn+1 evolving by ∂
∂t
f = −Fν, for any differen-
tiable speed function F , the following equations hold:
∂
∂t
gij = −2FAij
∂
∂t
gij = +2FAij
∂
∂t
ν = ∇F
∂
∂t
Γijk = ∇F ∗ A+ FP 11 (A)
∂
∂t
dµ = −HFdµ.
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In the case that F = ∆H +
∑3
α=0 P
0
α (A) then we also have
∂
∂t
Aij = −∆2Aij +
3∑
α=1
P 2α (A) +
5∑
α=2
P 0α (A)
∂
∂t
∇(m)Aij = −∆2∇(m)Aij +
3∑
α=1
Pm+2α (A) +
5∑
α=2
Pmα (A) .
Corollary 3.4. Under the flow (11),
∂
∂t
∣∣∇(m)A∣∣2 = −2∇β∇α∇α∇β∇i1 · · · ∇imAkl∇i1 · · · ∇imAkl
+
[
3∑
α=1
Pm+2α (A) +
5∑
α=2
Pmα (A)
]
∗ ∇(m)A.
Proof. This follows by direct computation using Lemma 3.3 and (10) as in the proof
of Lemma A.2. 
We now establish energy estimates for the flow.
Lemma 3.5. Let η : Σ × [0, T ] → R be a C2 function. While a solution to the flow
(11) exists,
d
dt
∫
Σ
η
∣∣∇(m)A∣∣2 dµ =∫
Σ
ηH∆H
∣∣∇(m)A∣∣2 dµ+ ∫
Σ
∂η
∂t
∣∣∇(m)A∣∣2 dµ
− 2
∫
Σ
∇α∇β∇i1 · · · ∇imAkl∇α∇β
(
η∇i1 · · · ∇imAkl
)
dµ
+
∫
Σ
η
[
3∑
α=1
Pm+2α (A) +
5∑
α=2
Pmα (A)
]
∗ ∇(m)Adµ.
Proof. The result follows by differentiating using Lemma 3.3 and Corollary 3.4 and
applying the divergence theorem. 
We shall further specialise by setting η to be a smooth cutoff function on Σ.
Definition. Set γ = γ̃ ◦ f : Σ× [0, T )→ [0, 1], γ̃ ∈ C2c (R3).
Then γ satisfies
(γ) |∇γ| ≤ cγ,
∣∣∇(2)γ∣∣ ≤ cγ(cγ + |A|),
for some absolute constant cγ <∞.
Lemma 3.6. Suppose η = γs where γ is as in (γ), s ≥ 4 and θ > 0. While a solution
to the flow (11) exists,
d
dt
∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ (2− θ)∫
Σ
∣∣∇(m+2)A∣∣2 γsdµ
≤ s
∫
Σ
∣∣∇(m)A∣∣2 γs−1∂γ
∂t
dµ+ C
∫
Σ
∣∣∇(m)A∣∣2 γs−4 (|∇γ|4 + γ2 ∣∣∇(2)γ∣∣2) dµ
+
∫
Σ
γs
[
3∑
α=1
Pm+2α (A) +
5∑
α=2
Pmα (A)
]
∗ ∇(m)Adµ,
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where C is a constant depending only on θ and s.
Proof. This follows from Lemma 3.5 using the divergence theorem and Cauchy’s in-
equality ab ≤ δa2 + 1
4δ
b2. 
Lemma 3.7. Suppose γ is as in (γ), s ≥ 2m+ 4 and θ > 0. While a solution to the
flow (11) exists, we have
d
dt
∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ (2− θ)∫
Σ
∣∣∇(m+2)A∣∣2 γsdµ
≤ C
∫
Σ
[
3∑
α=1
Pm+2α (A) +
5∑
α=2
Pmα (A)
]
∗ ∇(m)A γsdµ+ C
∫
[γ>0]
|A|2 γs−4−2mdµ,
where C is a constant depending only on θ, s, m and cγ.
Proof. Estimate the time derivative of γ by
∂γ
∂t
≤ cγ|∆H + P 03 (A)| ≤ cγP 21 (A) + cγP 03 (A),
so that using the divergence theorem and (γ) yields∫
Σ
∣∣∇(m)A∣∣2 γs−1∂γ
∂t
dµ+
∫
Σ
∣∣∇(m)A∣∣2 γs−4(|∇γ|4 + γ2|∇(2)γ|2) dµ
≤ C
∫
Σ
|∇(m+1)A|2γs−2dµ+ C
∫
Σ
|∇(m)A|2γs−4dµ
+ C
∫
Σ
|∇(m)A|2|A|3γs−1dµ+ C
∫
Σ
|∇(m)A|2|A|4γsdµ
+ C
∫
Σ
(
Pm+23 (A) + P
m
5 (A)
)
∗ ∇(m)A γsdµ+ C
∫
[γ>0]
|A|2γs−4−2mdµ,
where C is a constant depending only on s, m and cγ. Young’s inequality implies∫
Σ
|∇(m)A|2|A|3γs−1dµ ≤
3
4
∫
Σ
|∇(m)A|2|A|4γsdµ+
1
4
∫
Σ
|∇(m)A|2γs−4dµ.
Using the divergence theorem it is easy to show that for δ > 0 (cf. (20))
(13)
∫
Σ
|∇(m+1)A|2γs−2dµ ≤ δ
∫
Σ
|∇(m+2)A|2γsdµ+ C
∫
[γ>0]
|A|2γs−4−2mdµ,
and similarly∫
Σ
|∇(m)A|2γs−4dµ ≤ δ
∫
Σ
|∇(m+2)A|2γsdµ+ C
∫
[γ>0]
|A|2γs−4−2mdµ,
where C depends additionally upon δ. Combining these inequalities we have∫
Σ
∣∣∇(m)A∣∣2 γs−1∂γ
∂t
dµ+
∫
Σ
∣∣∇(m)A∣∣2 γs−4(|∇γ|4 + γ2|∇(2)γ|2)dµ
≤ δ
∫
Σ
|∇(m+2)A|2γsdµ+ C
∫
Σ
(
Pm+23 (A) + P
m
5 (A)
)
∗ ∇(m)A γsdµ
+ C
∫
[γ>0]
|A|2γs−4−2mdµ,
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which, upon combining with Lemma 3.6, finishes the proof. 
These energy estimates allow us to locally exert strong control on the curvature in
L2.
Lemma 3.8. Let γ be as in (γ). There exists a constant ε depending only on cγ such
that if
sup
0≤t<T
‖A‖22,[γ>0] ≤ ε
then, under the flow (11), there is a c depending only on ε0 and cγ such that for any
t ∈ [0, T ), ∫
[γ=1]
|A|2 dµ+
∫ t
0
∫
[γ=1]
(∣∣∇(2)A∣∣2 + |A|2 |∇A|2 + |A|6) dµ dτ
≤
∫
[γ>0]
|A|2 dµ
∣∣∣∣
t=0
+ c ε t.(14)
Proof. Lemma 3.7 with s = 4 and m = 0 gives
(15)
d
dt
∫
Σ
|A|2 γ4dµ+ (2− θ)
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ
≤
∫
Σ
[
3∑
α=1
P 2α (A) +
5∑
α=2
P 0α (A)
]
∗ Aγ4dµ+ c
∫
[γ>0]
|A|2 dµ.
We estimate
3∑
α=1
P 2α (A) ∗ A ≤ c
[(
1 + |A|2
) ∣∣∇(2)A∣∣+ (1 + |A|) |∇A|2] |A|
and
5∑
α=2
P 0α (A) ∗ A ≤ c
(
|A|3 + |A|4 + |A|5 + |A|6
)
.
Therefore ∫
Σ
5∑
α=2
P 0α (A) ∗ Aγ4dµ ≤ c
∫
[γ>0]
|A|2 dµ+ c
∫
Σ
|A|6 γ4dµ.
We also estimate for δ > 0∫
Σ
|∇(2)A| |A| γ4dµ ≤ δ
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ+ 1
4δ
∫
[γ>0]
|A|2 dµ
and ∫
Σ
|∇(2)A| |A|3 γ4dµ ≤ δ
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ+ 1
4δ
∫
Σ
|A|6 γ4dµ.
The last term on the right is now estimated exactly as in [13] using several applications
of the Michael-Simon Sobolev inequality [18]: For any u ∈ C1c (Σ),
(16)
(∫
Σ
u2dµ
) 1
2
≤ 4
3
ω
1/2
2
(∫
Σ
|∇u| dµ+
∫
Σ
|H| |u| dµ
)
,
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where ωn = Hn(B1). Kuwert and Schätzle used this to establish the following in-
equality for immersed surfaces [13, Lemma 4.2]:
(17)
∫
Σ
|A|6 γsdµ+
∫
Σ
|A|2 |∇A|2 γsdµ
≤ c
∫
[γ>0]
|A|2 dµ
∫
Σ
(∣∣∇(2)A∣∣2 + |A|6) γsdµ+ c(∫
[γ>0]
|A|2 dµ
)2
,
where c is a constant depending only on s and cγ. We additionally need∫
Σ
|A| |∇A|2 γ4dµ ≤ 1
2
(∫
Σ
|∇A|2 γ4dµ+
∫
Σ
|A|2 |∇A|2 γ4dµ
)
and by integration by parts∫
Σ
|∇A|2 γ4dµ ≤ δ
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ+ c∫
[γ>0]
|A|2 dµ,
where c is a constant depending only on cγ and δ. Applying (17),∫
Σ
|A| |∇A|2 γ4dµ ≤ δ
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ+ c∫
[γ>0]
|A|2 dµ
+ c
∫
[γ>0]
|A|2 dµ
∫
Σ
(∣∣∇(2)A∣∣2 + |A|6) γsdµ+ c(∫
[γ>0]
|A|2 dµ
)2
.
Altogether we have
d
dt
∫
Σ
|A|2 γ4dµ+ (2− θ)
∫
Σ
∣∣∇(2)A∣∣2 γ4dµ
≤ c
∫
[γ>0]
|A|2 dµ
∫
Σ
(∣∣∇(2)A∣∣2 + |A|6) γ4dµ+ c(∫
[γ>0]
|A|2 dµ
)2
+ c
∫
[γ>0]
|A|2 dµ.
Using (17) again,
d
dt
∫
Σ
|A|2 γ4dµ+ (2− θ)
∫
Σ
(∣∣∇(2)A∣∣2 + |A|2 + |A|6) γ4dµ
≤ c
∫
[γ>0]
|A|2 dµ
∫
Σ
(∣∣∇(2)A∣∣2 + |A|6) γ4dµ+ c(∫
[γ>0]
|A|2 dµ
)2
+ c
∫
[γ>0]
|A|2 dµ
≤ ε
∫
Σ
(∣∣∇(2)A∣∣2 + |A|6) γ4dµ+ c (ε+ 1) ε.
Therefore for θ, ε small enough there is a c depending only on ε and cγ such that
d
dt
∫
Σ
|A|2 γ4dµ+
∫
Σ
(∣∣∇(2)A∣∣2 + |A|2 |∇A|2 + |A|6) γ4dµ ≤ c ε.
The result now follows by integrating in time. 
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Lemma 3.9. Suppose γ is as in (γ) and s ≥ 2m + 4. While a solution to the flow
(11) exists, we have
d
dt
∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ ∫
Σ
∣∣∇(m+2)A∣∣2 γsdµ
≤ C ‖A‖4∞,[γ>0]
∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ C (1 + ‖A‖4∞,[γ>0])(‖A‖22,[γ>0]) ,
where C is a constant depending only on s, m and cγ.
Proof. We use with Lemma 3.7 the following interpolation inequalities (see [13, Ap-
pendix]) for tensor fields T on Σ:
(i) Let 0 ≤ i1, . . . , ir ≤ k, i1 + · · · + ir = 2k and s ≥ 2k. Then for a constant C
depending only on k, s, r and cγ,
(18)∫
Σ
∣∣∇(i1)T ∗ · · · ∗ ∇(ir)T ∣∣ γsdµ ≤ C ‖T‖r−2∞,[γ>0](∫
Σ
∣∣∇(k)T ∣∣2 γsdµ+ ‖T‖22,[γ>0]) .
(ii) Let 1 ≤ p, q, r ≤ ∞ satisfy 1
p
+ 1
q
= 1
r
and let α, β ≥ 0 satisfy α+β = 1. Then
for s ≥ max (αq, βp) and −1
p
≤ t ≤ 1
q
, there is a constant C depending only
on r such that
(19)
(∫
Σ
|∇T |2r γsdµ
) 1
r
≤ C
[(∫
Σ
|T |q γs(1−tq)dµ
) 1
q
(∫
Σ
∣∣∇(2)T ∣∣p γs(1+tp)dµ) 1p
+ (cγ)s
(∫
Σ
|T |q γs−αqdµ
) 1
q
(∫
Σ
|∇T |p γs−βpdµ
) 1
p
]
.
A straightforward proof by induction on (19) above yields additionally
(20)
(∫
Σ
|∇(k)A|pγsdµ
) 1
p
≤ δ
(∫
Σ
|∇(k+1)A|pγs+pdµ
) 1
p
+C
(∫
[γ>0]
|A|pγs−kpdµ
) 1
p
,
where δ > 0, 2 ≤ p < ∞, k ∈ N, s ≥ k p, and C is a constant depending only on δ
and cγ.
From (18) we have for each α = 2, . . . , 5,∫
Σ
Pmα (A) ∗ ∇(m)Aγsdµ ≤ C ‖A‖
α−1
∞,[γ>0]
(∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ ‖A‖22,[γ>0])
where C is a constant depending only on α, m, s and cγ. Thus∫
Σ
5∑
α=2
Pmα (A) ∗ ∇(m)Aγsdµ
≤ c
4∑
α=1
‖A‖α∞,[γ>0]
(∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ ‖A‖22,[γ>0])
≤ c
(
1 + ‖A‖4∞,[γ>0]
)(∫
Σ
∣∣∇(m)A∣∣2 γsdµ+ ‖A‖22,[γ>0]) .
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Again using (18), Cauchy’s inequality and the divergence theorem∫
Σ
3∑
α=1
Pm+2α (A) ∗ ∇(m)Aγsdµ
≤ C
(
‖A‖2∞,[γ>0] + ‖A‖∞,[γ>0]
)(∫
Σ
∣∣∇(m+1)A∣∣2 γsdµ+ ‖A‖22,[γ>0])
+ δ
∫
Σ
∣∣∇(m+2)A∣∣2 γsdµ+ C (δ)(1 + ‖A‖4∞,[γ>0])∫
Σ
∣∣∇(m)A∣∣2 γsdµ.
Estimating the ‖∇(m+1)A‖22 and ‖∇(m)A‖22 terms using (13), (19), (20), then combin-
ing our estimates completes the proof. 
Lemma 3.10. Let γ be as in (γ). Under the flow (11), if
sup
0≤t≤T
∫
[γ>0]
|A|2 dµ ≤ ε
where ε is a constant depending only on cγ, then
(21)
∥∥∇(m)A∥∥∞,[γ=1] ≤ c
where c is a constant depending only on m, T , cγ, and α0(m+ 2), where
α0 (m) =
m∑
j=0
∥∥∇(j)A∥∥2,[γ>0] ∣∣∣t=0.
Proof. This is similar to the proof of Proposition 4.6 in [13], using Lemma 3.8, Lemma
3.9 and the same argument based on the Michael-Simon Sobolev inequality. We
provide a sketch for completeness. In particular, we will use from [13]: For any tensor
T on Σ and γ as in (γ),
(22) ‖T‖4∞,[γ=1] ≤ c ‖T‖
2
2,[γ>0]
(∥∥∇(2)T∥∥22,[γ>0] + ‖|T | |A|2‖22,[γ>0] + ‖T‖22,[γ>0]) .
Further, if T = A and ‖A‖22,[γ>0] ≤ ε, for some small ε depending only on cγ, then
together with (17) and a trivial covering argument we obtain
(23) ‖A‖4∞,[γ=1] ≤ c ‖A‖
2
2,[γ>0]
(∥∥∇(2)A∥∥22,[γ>0] + ‖A‖22,[γ>0]) .
For a given choice of cutoff function γ, for 0 ≤ σ < τ ≤ 1 set γσ,τ = ψσ,τ ◦ γ where
γσ,τ =
{
0 for γ ≤ σ
1 for γ ≥ τ .
Choose ψσ,τ such that bounds of the form in (γ) hold. From Lemma 3.8, with σ = 0
and τ = 1
2
,
(24)
∫ T
0
∫
[γ≥ 12 ]
(∣∣∇(2)A∣∣2 + |A|6) dµ dτ ≤ cε (1 + T ) .
Now using γ 1
2
, 3
4
in (23),
(25)
∫ T
0
‖A‖4∞,[γ≥ 34 ] dτ ≤ c ε
2 (1 + T ) .
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With σ = 3
4
and τ = 7
8
we obtain from Lemma 3.9∫
Σ
∣∣∇(m)A∣∣2 γsσ,τdµ+ ∫ t
0
∫
[γ≥ 78 ]
∣∣∇(m+2)A∣∣2 dµ dτ
≤
∫
Σ
∣∣∇(m)A∣∣2 γsσ,τdµ∣∣∣∣
t=0
+ cε
(
T +
∫ T
0
‖A‖4∞,[γ≥ 34 ]dµ dτ
)
(26)
+ c
∫ t
0
(
‖A‖4∞,[γ≥ 34 ]
∫
Σ
∣∣∇(m)A∣∣2 γsσ,τdµ) dτ .
In view of (25), applying Gronwall’s inequality gives∫
Σ
∣∣∇(m)A∣∣2 γsσ,τdµ ≤ cm,
where here and throughout the proof cm is a constant depending only on α0(m) and
T . Using this in (26) we obtain∫ t
0
∫
[γ≥ 78 ]
∣∣∇(m+2)A∣∣2 dµ dτ ≤ cm.
Hence
sup
[0,T ]
∫
[γ≥ 78 ]
∣∣∇(m)A∣∣2 dµ+ ∫ T
0
∫
[γ≥ 78 ]
∣∣∇(m+2)A∣∣2 dµ dτ ≤ cm.
Now from (23)
‖A‖4∞,[γ≥ 1516 ] ≤ ε c2
and using (22) with T = ∇(m)A we find∥∥∇(m)A∥∥4∞,[γ=1]
≤ c
∥∥∇(m)A∥∥22,[γ≥ 1516 ] (∥∥∇(m+2)A∥∥22,[γ≥ 1516 ] + ∥∥A2 ∗ ∇(m)A∥∥22,[γ≥ 1516 ] + ∥∥∇(m)A∥∥22,[γ≥ 1516 ])
≤ cm [cm+2 + (c2 + 1) cm]
completing the proof. 
Proof of Theorem 3.1. Given the bounds of Lemma 3.10, this is essentially the same
proof by contradiction to the maximality of T as in [13], using the result on equivalent
metrics in [9]. The only differences that arise are the result of the extra terms in the
evolution equation for the more general flow (11) and subsequent additional terms in
Lemma 3.3, but these are controlled using Lemma 3.10. For completeness, we provide
a sketch of the proof.
We may assume by rescaling f (x, t) 7→ 1
ρ
f (x, ρ4t) that ρ = 1, and thus need to
show T ≥ 1
c
. Set
η (t) = sup
x∈R3
∫
f−1(B1(x))
|A|2 dµ.
Via short time existence, f (M × [0, t]) is compact for any t < T and η (t) is contin-
uous. Observe
η (t) ≤ cη sup
x∈R3
∫
f−1
(
B 1
2
(x)
) |A|2 dµ.
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Set, for λ to be chosen,
t0 = sup {0 ≤ t ≤ min (T, λ) : η (τ) ≤ 3 cη ε0 for 0 ≤ τ < t} .
It can be shown using (14) that with λ = 1
c
cη and provided ε0 is small enough,
t0 = min (T, λ). Small enough ε0 may be obtained by taking ρ small enough in (12).
Now if t0 = λ we are done, since then T ≥ λ = 1c and the integral estimate follows
from (14). So it remains to show we cannot have t0 = T < ∞ by contradicting the
maximality of T . (If T = ∞ the result trivially holds.) So suppose for the sake of
obtaining a contradiction that t0 = T . From (21) we have∥∥∇(m)A∥∥∞ ≤ c (m,T, α0 (m+ 2)) .
A result of Hamilton in [9] implies the metrics on Σt are all uniformly equivalent
for 0 ≤ t ≤ T . Converting (21) into bounds on parameter derivatives of f we have
‖∂mf‖∞ ,
∥∥∥∥∂m ∂∂tf
∥∥∥∥
∞
≤ c (m, f0)
where the ‖f‖∞ bound for finite time T follows from (11) and (21) with m = 0, 1, 2.
So f (·, t) → f (·, T ) in C∞ and ΣT is smooth. This then allows extension of the
solution using short time existence, contradicting the maximality of T . 
To ensure the existence of a smooth blowup we also need the following version of
Lemma 3.10 which is localised in time (cf. [12, Theorem 3.5]).
Theorem 3.11. Suppose f : Σ× (0, δ]→ R3 flows by (11) and satisfies
sup
0<t≤δ
∫
f−1(B2ρ(0))
|A|2dµ ≤ ε < ε0,
where δ ≤ cρ4. Then for any k ∈ N0 and t ∈ (0, δ) we have
‖∇(k)A‖2,f−1(Bρ(0)) ≤ ck
√
εt−
k
4
‖∇(k)A‖∞,f−1(Bρ(0)) ≤ ck
√
εt−
k+1
4
where ck is an absolute constant for each k.
Proof. By scaling, we may assume ρ = 1. In this proof we shall abbreviate Bρ(0)
with Bρ. Estimates (24), (25) imply
(27)
∫ δ
0
∫
f−1(B 3
4
)
(
|∇(2)A|2 + |A|6
)
dµ dτ +
∫ δ
0
‖A‖4∞,f−1(B 3
4
)dτ ≤ c ε,
where c depends on δ. Let t∗ < δ. Consider piecewise linear cutoff functions in time
χj : [0, t
∗]→ [0, 1] defined by
χj(t) =

0 t ∈
(
0, (j − 1) t∗
m
]
m
t∗
[
t− (j − 1) t∗
m
]
t ∈
(
(j − 1) t∗
m
, j t
∗
m
)
1 t ∈
[
j t
∗
m
, t∗
]
where 0 ≤ j ≤ m, m ∈ N0. Note that the weak derivative χ′j of χj satisfies
0 ≤ χ′j ≤
m
t∗
χj−1.
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Let us further define
σ(t) = ‖A‖4∞,f−1(B 3
4
) and Ej(t) =
∫
Σ
|∇(2j)A|2γ4j+4dµ.
Then Lemma 3.9 implies
E ′j(t) + Ej+1(t) ≤ cσ(t)Ej(t) + c(1 + σ(t))ε.
Cutting off Ej(t) in time by χj(t), we have for ej(t) = χj(t)Ej(t)
e′j(t) + χj(t)Ej+1(t) ≤ cσ(t)ej(t) + c(1 + σ(t))ε+
m
t∗
χj−1(t)Ej(t).
For t ∈ (0, t∗) integrating the above over (0, t) gives
ej(t) +
∫ t
0
χj(τ)Ej+1(τ) dτ
≤ c
∫ t
0
σ(τ)ej(τ) dτ + c ε
∫ t
0
(1 + σ(τ)) dτ +
m
t∗
∫ t
0
χj−1(τ)Ej(τ) dτ
≤ c ε+ c
∫ t
0
σ(τ)ej(τ) dτ +
m
t∗
∫ t
0
χj−1(τ)Ej(τ) dτ,
where we used (27). Using Gronwall’s inequality on the above and again noting (27)
yields
(28) ej(t) +
∫ t
0
χj(τ)Ej+1(τ) dτ ≤ 2 c ε+
m
t∗
∫ t
0
χj−1(τ)Ej(τ) dτ
+ c ec
2 εm
t∗
∫ t
0
(∫ s
0
χj−1(τ)Ej(τ) dτ
)
σ(s) ds.
Suppose for the purposes of induction that
(29) ej−1(t) +
∫ t
0
χj−1(τ)Ej(τ) dτ ≤
c ε
(t∗)j−1
.
Then (28) implies
ej(t) +
∫ t
0
χj(τ)Ej+1(τ) dτ ≤ 2 c ε+
m
t∗
c ε
(t∗)j−1
+ c ec
2εm
t∗
c ε
(t∗)j−1
∫ t
0
σ(s)ds
≤ 2 c ε+ c ε m
(t∗)j
(
1 + c2ec
2εε
)
≤ c ε m
(t∗)j
,
since t∗ < δ ≤ c by assumption. Noting that e0(t) = ‖Aγ2‖22 ≤ c ε and that, by (27),
e0(t) +
∫ t
0
χ0(τ)E1(τ) dτ ≤ c ε
we have in fact proven (29) for all 1 ≤ j ≤ m+ 1.
The first consequence is that at t = t∗∫
Σ
|∇(2m)A|2γ4m+4dµ ≤
c ε
(t∗)m
,
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which is the L2 estimate for even order derivatives of A. For odd orders, we note that
(19) implies∫
Σ
|∇(2m+1)A|2γ4m+6dµ ≤ c
(∫
Σ
|∇(2m)A|2γ4m+4dµ+
∫
Σ
|∇(2m+2)A|2γ4m+8dµ
)
,
and so the L2 estimate for odd order derivatives of A follows. The L∞ estimate is
obtained via (22) and (23). First apply (23) to bound ‖A‖4∞ pointwise in time, and
then (22) to estimate
‖∇(k)A‖4∞,[γ=1] ≤ ‖∇(k)A‖22,[γ>0]
(
‖∇(k+2)A‖22,[γ>0] + ‖∇(k)A‖22,[γ>0]
)
.
Given the L2 estimates this then implies the L∞ bounds, and so we are done. 
4. Blowup analysis and asymptotic behaviour
A priori, although the energy Wλ1,λ2(ft) is monotonically decreasing, we cannot
use this to conclude that the Willmore energy or the surface area remain uniformly
bounded by Wλ1,λ2(f0) along the flow. The flow (CW) is fourth order and highly
non-linear: the surface may develop self-intersections and (assuming we have a well-
defined notion of signed volume, such as the pull-back of the Euclidean volume form
by f) this could drive the volume term to negative values. In order to prevent this
from occuring we first show that preservation of embeddedness holds for the flow
(CW) with initial data satisfying (2). The idea behind the proof is to show that at
small energy levels a conservation law for the Willmore energy holds along the flow
(cf. [22]). This implies
1
4
∫
Σ
H2dµ < 8π,
and so applying [15, Theorem 6] we obtain that f(·, t) is an embedding for every
t ∈ [0, T ). Using this we are able to directly estimate the Euler-Lagrange operator
from below in L2, which by an energy dissipation argument proves T <∞.
We then examine the shape of the singularity. Due to Theorem 3.1, we know
that curvature has concentrated around some point at final time. We use this to
construct a blowup, relying on Theorem 3.11 and the compactness theorem from [12]
to ensure its existence and smoothness. Examining this blowup we determine that (in
contrast with [12, 22]) it is a smooth round sphere. This is proved by showing that
the blowup is an embedded Willmore surface with non-zero curvature. The argument
does not depend on the choice of blowup sequence: for any sequence of radii we
obtain a smooth round sphere. This implies that the flow itself is asymptotic to a
self-similarly shrinking round sphere, and so ft approaches a round point.
Proposition 4.1. Let f : Σ× [0, T )→ R3 be a constrained Willmore flow satisfying
(2) with λ1 > 0, λ2 ≥ 0. Then for any t ∈ [0, T ) we have
d
dt
∫
M
|Ao|2dµ = 1
2
d
dt
∫
M
|H|2dµ ≤ −1
2
∫
M
|W0,0(f)|2dµ
and f : Σ× [0, T )→ R3 is a family of embeddings.
Proof. From the definition of the flow (see Lemma 2.1), we have that
Wλ1,λ2(f) ≤ Wλ1,λ2(f0) ≤ 4π + ε2.
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Let us introduce the notation Vol Σt =
(
Vol Σ
)∣∣
t
. Since Vol Σ0 > 0, there is by short
time existence a δ > 0 such that on the half-open interval [0, δ) we have Vol Σt > 0.
Let us assume that δ is the largest such time with this property, i.e Vol Σδ = 0. In
particular we have
(30) ‖Ao‖22 ≤ 2ε2, and λ1µ(Σ) ≤ ε2 on [0, δ).
By the Michael-Simon Sobolev inequality we estimate
(31)
1
2
∫
Σ
|Ao|4dµ ≤ 4C2S ‖Ao‖22
∫
Σ
|∇Ao|2dµ+ C2Sµ(Σ)
∫
Σ
H2|Ao|4dµ,
1
2
∫
Σ
|Ao|2dµ ≤ C2Sµ(Σ)
∫
Σ
|∇Ao|2dµ+ C2S ‖H‖1
∫
Σ
|H| |Ao|2dµ
≤ C2Sµ(Σ)
∫
Σ
|∇Ao|2dµ+ C2Sµ(Σ)
1
2‖H‖2
∫
Σ
|H| |Ao|2dµ,(32)
and
(33)
1
2
∫
Σ
|∇Ao|2dµ ≤ C2Sµ(Σ)
∫
Σ
(|∇(2)Ao|2 +H2|∇Ao|2) dµ,
where CS = 4
3/
√
π. Note that by the Gauss-Bonnet theorem and short time existence
we have for each t ∈ [0, T )
1
4
d
dt
∫
Σ
H2dµ =
d
dt
∫
Σ
K dµ+
1
2
d
dt
∫
Σ
|Ao|2dµ = 1
2
d
dt
∫
Σ
|Ao|2dµ.
We now compute
1
2
d
dt
∫
Σ
|Ao|2dµ = −1
2
∫
Σ
(∆H +H|Ao|2)(∆H +H|Ao|2 − 2Hλ1 − 2λ2)dµ
= −1
2
∫
Σ
|W0,0(f)|2dµ+ λ1
∫
Σ
H(∆H +H|Ao|2)dµ
+ λ2
∫
Σ
(∆H +H|Ao|2)dµ
= −1
2
∫
Σ
|W0,0(f)|2dµ+ λ1
∫
Σ
(−|∇H|2 +H2|Ao|2)dµ
+ λ2
∫
Σ
H|Ao|2dµ
= −1
2
∫
Σ
|W0,0(f)|2dµ− 2λ1
∫
Σ
|∇Ao|2dµ+ 2λ1
∫
Σ
|Ao|4dµ
+ λ2
∫
Σ
H|Ao|2dµ,(34)
where we used the evolution equations Lemma A.1, the divergence theorem, and the
identity ∫
Σ
|∇Ao|2dµ+ 1
2
∫
Σ
H2|Ao|2dµ = 1
2
∫
Σ
|∇H|2dµ+
∫
Σ
|Ao|4dµ.(35)
We have included a proof of (35) for the reader’s convenience in the Appendix.
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Let us first assume λ2 = 0. There exists a constant c3 such that
(36)
∫
Σ
(
|∇(2)A|2 + |A|2|∇A|2 + |A|4|Ao|2
)
dµ ≤ c3
∫
Σ
|W0,0(f)|2dµ
holds. Estimate (36) follows by taking ρ→∞ (note that Σ is closed) in [12, Propo-
sition 2.6]. Combining (31) and (36) with the simple estimate
4λ1C
2
S
ε2
λ1
∫
Σ
H2|Ao|4dµ ≤ 8λ1C2S
ε2
λ1
∫
Σ
|A|4|Ao|2dµ
we compute
1
2
d
dt
∫
Σ
|Ao|2dµ = −1
2
∫
Σ
|W0,0(f)|2dµ− 2λ1
∫
Σ
|∇Ao|2dµ+ 2λ1
∫
Σ
|Ao|4dµ
≤ −1
4
∫
Σ
|W0,0(f)|2dµ−
1
4c3
∫
Σ
(
|∇(2)A|2 + |A|2|∇A|2 + |A|4|Ao|2
)
dµ
− 2λ1
∫
Σ
|∇Ao|2dµ+ 4λ1C2S
(
8ε2
∫
Σ
|∇Ao|2dµ+ ε2
λ1
∫
Σ
H2|Ao|4dµ
)
≤ −1
4
∫
Σ
|W0,0(f)|2dµ
−
( 1
4c3
− 8ε2C2S
)∫
Σ
(
|∇(2)A|2 + |A|2|∇A|2 + |A|4|Ao|2
)
dµ
− 2λ1
(
1− 16ε2C2S
)∫
Σ
|∇Ao|2dµ.
The result follows for t ∈ [0, δ) so long as ε2 ≤ 132C2S min{1, (2c3)
−1}.
Let us now assume λ2 > 0. Young’s inequality and the estimate (32) above imply∫
Σ
|H| |Ao|2dµ ≤ δ
∫
Σ
H4|Ao|2dµ+ 3
4
4
3 δ
1
3
∫
Σ
|Ao|2dµ
≤ δ
∫
Σ
H4|Ao|2dµ+ 6
4
4
3 δ
1
3
C2S
ε2
λ1
∫
Σ
|∇Ao|2dµ
+
6
4
4
3 δ
1
3
C2S
√
ε2√
λ1
√
16π + 4ε2
∫
Σ
|H| |Ao|2dµ.(37)
Choose δ = 1
32λ2c3
and further assume that ε2 satisfies
ε2(4π + ε2) ≤ λ1
(
4
1
3 δ
1
3
6C2S
)2
.
This implies 1− 6C
2
S
√
ε2
4
4
3 δ
1
3
√
λ1
√
16π + 4ε2 ≥ 12 , and so (37) with these choices gives
1
2
∫
Σ
|H| |Ao|2dµ ≤
(
1− 6C
2
S
√
ε2
4
4
3 δ
1
3
√
λ1
√
16π + 4ε2
)∫
Σ
|H| |Ao|2dµ
≤ 1
32λ2c3
∫
Σ
H4|Ao|2dµ+
√
ε2
4
√
λ1
√
4π + ε2
∫
Σ
|∇Ao|2dµ
≤ 1
8λ2c3
∫
Σ
|A|4|Ao|2dµ
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+ ε2
C2S
√
ε2
2λ
3
2
1
√
4π + ε2
(∫
Σ
|∇(2)Ao|2 +H2|∇Ao|2 dµ
)
,(38)
where in the last step we applied (33). Using estimates (31), (36) and (38) we now
compute
1
2
d
dt
∫
Σ
|Ao|2dµ = −1
2
∫
Σ
|W0,0(f)|2dµ− 2λ1
∫
Σ
|∇Ao|2dµ+ 2λ1
∫
Σ
|Ao|4dµ
+ λ2
∫
Σ
H|Ao|2dµ.
≤ −1
4
∫
Σ
|W0,0(f)|2dµ− 2λ1
(
1− 16ε2C2S
)∫
Σ
|∇Ao|2dµ
−
( 1
4c3
− 8ε2C2S
)∫
Σ
(
|∇(2)A|2 + |A|2|∇A|2 + |A|4|Ao|2
)
dµ
+
1
4c3
∫
Σ
|A|4|Ao|2dµ+ ε2
λ2C
2
S
√
ε2
λ
3
2
1
√
4π + ε2
(∫
Σ
|∇(2)Ao|2 +H2|∇Ao|2 dµ
)
≤ −1
4
∫
Σ
|W0,0(f)|2dµ
−
( 1
4c3
− 8ε2C2S − ε2
2λ2C
2
S
√
ε2
λ
3
2
1
√
4π + ε2
)∫
Σ
(
|∇(2)A|2 + |A|2|∇A|2
)
dµ
− 2λ1
(
1− 16ε2C2S
)∫
Σ
|∇Ao|2dµ.
The result follows for t ∈ [0, δ) so long as ε2 ≤ 126C2S min{1, 4λ
3
2
1 (λ2c3)
−1, (2c3)
−1}.
In each case we have shown that for every t ∈ [0, δ)
(39)
d
dt
∫
M
|Ao|2dµ ≤ −1
2
∫
M
|W0,0(f)|2dµ and
1
4
∫
M
|H|2dµ ≤ 4π + ε2 < 8π.
It then follows from Theorem 6 in [15] that each ft is an embedding. There are two
possibilities: either δ = T , or δ < T . In the former case we are already finished, since
then equation (39) holds for every t ∈ [0, T ) as desired. In the latter case we have
by short time existence a smooth non-singular surface fδ (since otherwise δ = T ).
Again by short time existence we have that ‖H‖22 is a lower semicontinuous function
of time, and so by (39) above ‖H‖22 < 32π at t = δ. This implies that fδ is embedded
and Vol Σδ > 0. This is however a contradiction with the maximality of δ, and so we
are finished. 
We now require the following estimate.
Proposition 4.2. Let f : Σ× [0, T )→ R3 be a constrained Willmore flow satisfying
(2) with λ1 > 0, λ2 ≥ 0. Then for any t ∈ [0, T ) we have
(40)
∫ t
0
‖Ao‖4∞dτ < c4 ε2 [ε2 (1 + t) + t] ,
where c4 is a constant depending on λ1, λ2, Wλ1,λ2(f0) only.
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Proof. Proposition 4.1 implies that f is a family of embeddings, and so Vol Σ ≥ 0.
This implies in particular that (30) holds with δ = T . Let us estimate
4λ1‖Ao‖44 ≤ 2λ21‖Ao‖22 + 2‖Ao‖66
and, using again Proposition 4.1,
λ2
∫
Σ
H|Ao|2dµ ≤ 4λ2‖Ao‖44 +
λ2
16
∫
Σ
|H|2dµ ≤ 2λ22‖Ao‖22 + 2‖Ao‖66 +
λ2
4
Wλ1,λ2(f0).
Combining these estimates with (34) and keeping in mind that λ1 > f it follows that
∫ t
0
∫
Σ
|W0,0(f)|2dµ dτ ≤ 2ε2 + 6
∫ t
0
∫
Σ
|Ao|6dµ dτ + tε2
(
4λ21 + 8λ
2
2 +
λ2
2
)
+ 2πλ2t.
(41)
A straightforward combination of [12, Lemma 2.5] and [12, Proposition 2.6] and taking
ρ→∞ (recall Σ is closed) yields∫
Σ
|Ao|6dµ ≤ cε2
∫
Σ
|W0,0(f)|2dµ.
Using this to estimate the right hand side of (41) we obtain∫ t
0
∫
Σ
|W0,0(f)|2dµ dτ ≤ 2ε2 + 6cε2
∫ t
0
∫
Σ
|W0,0(f)|2dµ dτ
+ tε2
(
4λ21 + 8λ
2
2 +
λ2
2
)
+ 2πλ2t,
where c is an absolute constant. Absorbing on the left we have∫ t
0
∫
Σ
|W0,0(f)|2dµ dτ ≤ c ε2 (1 + t) + c t,
where c is a constant depending on T , λ1, λ2, and Wλ1,λ2(f0) only. The flow inde-
pendent estimate [12, Theorem 2.9] with γ ≡ 1 implies that there exists an absolute
constant c such that
‖Ao‖4∞ ≤ c‖Ao‖22
∫
Σ
|W0,0(f)|2dµ,
which, when combined with the estimate above, yields (40). 
Proposition 4.3. Suppose f : Σ × [0, T ) → R3 is a constrained Willmore flow with
λ1 > 0, λ2 ≥ 0 satisfying (2). Then T < c5 <∞, where
c5 =
1
4λ21π
Wλ1,λ2(f0) + 1.
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Proof. Proposition 4.1 implies that f is a family of embeddings, and so (30) holds
with δ = T . By the definition of the flow (see Lemma 2.1), we have
d
dt
Wλ1,λ2(f) = −
1
2
∫
Σ
|∆H +H|Ao|2 − 2λ1H − 2λ2|2dµ
= −1
2
∫
Σ
|W0,0(f)|2dµ− 2
∫
Σ
|λ1H + λ2|2dµ
+ 2
∫
Σ
(
∆H +H|Ao|2
)(
λ1H + λ2
)
dµ.(42)
Using (35) we rewrite the last two terms as
−2
∫
Σ
|λ1H + λ2|2dµ+ 2
∫
Σ
(
∆H +H|Ao|2
)(
λ1H + λ2
)
dµ
= −2λ21
∫
Σ
H2dµ− 4λ1λ2
∫
Σ
H dµ− 2λ22µ(Σ)
− 2λ1
∫
Σ
(
|∇H|2 −H2|Ao|2
)
dµ+ 2λ2
∫
Σ
H|Ao|2dµ
= −2λ21
∫
Σ
H2dµ− 4λ1λ2
∫
Σ
H dµ− 2λ22µ(Σ)
− 4λ1
∫
Σ
|∇Ao|2dµ+ 4λ1
∫
Σ
|Ao|4dµ+ 2λ2
∫
Σ
H|Ao|2dµ.(43)
Noting that for closed surfaces 4
√
π ≤ ‖H‖2 < ‖H‖22, we estimate
(44) −4λ1λ2
∫
Σ
H dµ ≤ 4λ1λ2
√
µ(Σ)
(∫
Σ
H2dµ
)1/2
< 4λ2
√
ε2λ1
∫
Σ
H2dµ.
We shall also use (recall λ1 > 0)
(45) 2λ2
∫
Σ
H|Ao|2dµ ≤ λ21
∫
Σ
H2dµ+
λ22
λ21
∫
Σ
|Ao|4dµ.
Combining (44) and (45) with (43) we have
−2
∫
Σ
|λ1H + λ2|2dµ+ 2
∫
Σ
(
∆H +H|Ao|2
)(
λ1H + λ2
)
dµ
< −4λ1
∫
Σ
|∇Ao|2dµ− 2λ22µ(Σ)−
(
λ21 − 4λ2λ
1
2
1 ε
1
2
2
) ∫
Σ
H2dµ
+
(λ22
λ21
+ 4λ1
)
‖Ao‖44
≤ −
(
λ21 − 4λ2λ
1
2
1 ε
1
2
2
) ∫
Σ
H2dµ+
(λ22
λ21
+ 4λ1
)
µ(Σ) ‖Ao‖4∞
≤ −16c6π + c7 ε2‖Ao‖4∞,(46)
where
c6 =
λ21
2
, and c7 =
λ22
λ31
+ 4
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and in the case λ2 > 0 we have taken ε2 ≤ λ
3
1
64λ22
so that
λ21 − 4λ2λ
1
2
1 ε
1
2
2 ≥
λ21
2
.
Integrating (42) and estimating the right hand side with (40), (46), we obtain
Wλ1,λ2(ft) <Wλ1,λ2(f0) + c4 c7 ε22 [ε2(1 + t) + t]− (16c6π)t
<Wλ1,λ2(f0) + c4 c7 ε32 − t
[
16c6π − c4 c7 ε22 (ε2 + 1)
]
<Wλ1,λ2(f0) + 8c6π (1− t)(47)
assuming ε2 is chosen such that c4 c7ε
2
2 (ε2 + 1) ≤ 8c6π. Since Vol Σ, λ1, λ2 ≥ 0 we
know that Wλ1,λ2(ft) ≥ 0. This implies that
T <
1
8c6π
(
Wλ1,λ2(f0) + 8c6π
)
,
since otherwise there would exist a t∗ ∈ [0, T ) such that t∗ ≥ 1
8c6π
(
Wλ1,λ2(f0) + 8c6π
)
,
which is in contradiction with (47). 
Proof of Theorem 1.4. Proposition 4.3 implies that T <∞; it remains to classify the
asymptotic shape of the singular surface fT (·). We know by Theorem 3.1 that for
any sequence of radii rj ↘ 0 there exists a sequence of times tj ↗ T such that
tj = inf
{
t ≥ 0 : sup
x∈R3
∫
f−1(Brj (x))
|A|2dµ > ε3
}
< T,
where ε3 = ε0/c0 and ε0, c0 are as in Theorem 3.1. Arguing as in [12], we know that∫
f−1(Brj (x))
|A|2dµ
∣∣∣∣
t=tj
≤ ε3 for any x ∈ R3,
and
(48)
∫
f−1(Brj (xj))
|A|2dµ
∣∣∣∣
t=tj
≥ ε3 for some xj ∈ R3.
Consider the rescaled immersions
fj : Σ×
[
− r−4j tj, r−4j (T − tj)
)
→ R3, fj(p, t) =
1
rj
(
f(p, tj + r
4
j t)− xj
)
.
Theorem 3.1 implies r−4j (T − tj) ≥ c−10 for any j and also that
sup
x∈R3
∫
f−1j (B1(x))
|A|2dµ ≤ ε0 for 0 < t ≤ c−10 .
Using Theorem 3.11 on parabolic cylinders B1(x)× (t− 1, t] as in [12] we obtain
‖∇(k)A‖∞,fj ≤ c(k) for − r−4j tj + 1 ≤ t ≤ c−10 .
The Willmore energy is bounded and so a local area bound may be obtained as in
[12] from a lemma due to Simon [19]. Therefore applying Theorem 4.2 from [12] to
the sequence fj = fj(·, 0) : Σ → R3 we recover a limit immersion f̂0 : Σ̂ → R3,
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where Σ̂ ∼= Σ. We also obtain the diffeomorphisms φj : Σ̂(j) → Uj ⊂ Σ. The
reparametrisation
fj(φj, ·) : Σ̂(j)× [0, c−10 ]→ R3
is a locally constrained Willmore flow with initial data
fj(φj, 0) = f̂0 + uj : Σ̂(j)→ R3.
Arguing again as in [12] we obtain the locally smooth convergence
(49) fj(φj, ·)→ f̂ ,
where f̂ : Σ̂ × [0, c−10 ] → R3 is a locally constrained Willmore flow with initial data
f̂0. We wish to show that this blowup is a critical point for the Willmore functional.
Theorem 4.4. Let f : Σ × [0, T ) → R3 be a constrained Willmore flow with λ1 >
0, λ2 ≥ 0 satisfying (2). Then the blowup f̃ as constructed above is an embedded
Willmore surface.
Proof. Noting the scale invariance of ‖Ao‖22, we use Proposition 4.1 to compute
2
∫ c−10
0
∫
Σ̃(j)
|W0,0(fj(φj, t))|2dµfj(φj ,·)dt ≤
∫
Σ
|Aoj(0)|2dµj −
∫
Σ
|Aoj(c−10 )|2dµj
=
∫
Σ
|Ao(tj)|2dµ−
∫
Σ
|Ao(tj + r4j c−10 )|2dµ,
and this converges to zero as j →∞. Therefore W0,0(f̃) ≡ 0 and the blowup f̃ is an
embedded (by [15, Theorem 6] and Proposition 4.1) Willmore surface. 
Using again the scale invariance of ‖Ao‖22, [12, Theorem 2.7] thus implies that f̃ is a
union of planes and spheres. Ruling out disconnected components using [12, Lemma
4.3] and noting that by (48) we have ‖Ã‖22 > 0, we conclude that f̃ is a round sphere.
As the sequence of radii was arbitrary, this shows that µ(Σ) → 0 and that ft is
asymptotic to a round point. 
Note: After this article was prepared, the authors learned of the article [?] which
contains a proof of Theorem 3.1. As we remarked earlier, localisation in time of the
gradient estimates, our Theorem 3.11 is required to ensure the existence of a smooth
blowup.
Appendix A. Selected proofs
We collect here proofs of several well-known formulae and results for the conve-
nience of the reader and readability of the paper. Many of the statements contained
in this appendix have appeared in a similar form in [12, 13, 17, 20, 21, 22]. Through-
out this appendix M denotes a smooth an n-dimensional reference manifold and
f : Mn → Rn+1 is an immersion of M . We denote by F an (unless otherwise stated)
arbitrary function.
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Lemma A.1. For f : Mn × [0, T ) → Rn+1 evolving by ∂
∂t
f = −Fν the following
equations hold:
∂
∂t
gij = −2FAij,
∂
∂t
gij = 2FAij,
∂
∂t
dµ = −HFdµ,
∂
∂t
ν = ∇F, ∂
∂t
Aij = ∇ijF − FApiApj,
∂
∂t
H = ∆F + F |A|2, ∂
∂t
Γ = FP 11 (A) + A ∗ ∇F, and
∂
∂t
Aoij = S
o(∇(2)F )− F
(
(Ao)ik(A
o)kj +
1
n
gij|Ao|2
)
,
where So(T ) denotes the tracefree part of a symmetric bilinear form T .
Proof. We begin by proving that the evolution of the unit normal ν is given by
∂ν
∂t
= gij
∂F
∂xi
∂f
∂xj
= 〈∂F, ∂f〉g = ∇F.
Since 〈ν, ν〉 = 1, any derivative of the normal is again normal to ν, hence tangential
to M . Since {∂if} forms a basis of TM , we may express the time derivative of ν as
(50)
∂ν
∂t
= gij
〈
∂ν
∂t
,
∂f
∂xi
〉
∂f
∂xj
.
As 〈ν, ∂if〉 = 0,
0 =
〈
∂ν
∂t
,
∂f
∂xi
〉
+
〈
ν,
∂
∂t
∂f
∂xi
〉
=
〈
∂ν
∂t
,
∂f
∂xi
〉
−
〈
ν, ν
∂F
∂xi
〉
− F
〈
ν,
∂ν
∂xi
〉
=
〈
∂ν
∂t
,
∂f
∂xi
〉
− ∂F
∂xi
,
so
(51)
〈
∂ν
∂t
,
∂f
∂xi
〉
=
∂F
∂xi
.
Substituting (51) into (50), we have
∂ν
∂t
= gij
∂F
∂xi
∂f
∂xj
= ∇F,
as required. We now move on to proving that the induced metric (gij) and its inverse
(gij) evolve by
(52)
∂
∂t
gij = −2FAij, and
∂
∂t
gij = 2FAij,
respectively. Note first that〈
∂
∂t
∂f
∂xi
,
∂f
∂xj
〉
=
∂F
∂xi
〈
ν,
∂f
∂xj
〉
+
〈
F
∂ν
∂xi
,
∂f
∂xj
〉
= F
〈
∂ν
∂xi
,
∂f
∂xj
〉
= −FAij,
28 FINITE TIME SINGULARITIES
where we used the definition of Aij in the last step. Since the second fundamental
form is symmetric, we have
∂
∂t
gij = −FAij − FAji = −2FAij.
For the inverse, we first differentiate gikgjk = δ
i
j:
0 =
∂(gikgjk)
∂t
=
∂gik
∂t
gjk + g
ik(−2FAjk).
Contraction gives
gjlgjk
∂gik
∂t
=
∂gil
∂t
= 2gjlgikFAjk = 2FA
il,
and with the substitution l ↔ j, this finishes the proof of (52). We will next need
to make use of the rule for differentiating determinants: For a matrix (M) with
differentiable entries depending on x,
∂
∂x
det M = det M M ji
∂
∂x
Mij.
To see this, let adj M denote the adjoint matrix of M , which by definition satisfies
Mij (adj M)
jk = δki det M . Then
∂
∂x
det M =
( ∂
∂Mij
det M
) ∂
∂x
Mij = (adj M)
ji ∂
∂x
Mij = det M M
ji ∂
∂x
Mij.
We claim that the measure evolves according to
(53)
d
dt
dµ = −HFdµ.
Differentiating,
∂
∂t
dµ =
∂
∂t
(√
det g dL2
)
=
1
2
√
det g gji
∂
∂t
gij dL2 = −FgijAijdµ = −HFdµ,
where we used the evolution of gij in the last equality. This shows (53). We shall
now consider the evolution of the components of the second fundamental form, Aij.
We shall show
(54)
∂
∂t
Aij = ∇ijF − FAikAkj .
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Differentiating,
∂
∂t
Aij =
〈
∂
∂xi
∂
∂xj
∂f
∂t
, ν
〉
+
〈
∂
∂xi
∂
∂xj
f,
∂ν
∂t
〉
=
∂
∂xi
∂
∂xj
F + F
〈
∂
∂xi
∂
∂xj
ν, ν
〉
−
〈
Γkij
∂f
∂xk
− Aijν,∇F
〉
=
∂
∂xi
∂
∂xj
F − F
〈
∂
∂xi
(
Ajkg
kl ∂f
∂xl
)
, ν
〉
− Γkij
〈
∂f
∂xk
,∇F
〉
=
( ∂
∂xi
∂
∂xj
F − Γkij
∂F
∂xk
)
− FAjkgkl
〈
∂
∂xi
∂
∂xl
f, ν
〉
= ∇ijF − FAjkgklAli
= ∇ijF − FAikAkj .
In the above we used the Gauss-Weingarten relations
∂
∂xi
∂
∂xj
f = Γkij
∂f
∂xk
+ Aijν,
∂
∂xj
ν = −Ajkgkl
∂f
∂xl
,
and the definition of the covariant derivative of a one-form. Using (54) and (52) we
may compute the evolution of the mean curvature:
∂
∂t
H = gij
∂
∂t
Aij + Aij
∂
∂t
gij = ∆F + F |A|2
and the tracefree second fundamental form:
∂
∂t
Aoij =
∂
∂t
Aij −
1
n
H
∂
∂t
gij −
1
n
gij
∂
∂t
H
= ∇ijF − FAikAkj +
2
n
FHAij −
1
n
gij(∆F + F |A|2)
=
(
∇ijF −
1
n
gij∆F
)
− FAikAkj + F
2
n
HAij − F
1
n
gij|A|2
= So(∇(2)F )− F
(
AikA
k
j −
2
n
HAij +
1
n
gij|A|2
)
= So(∇(2)F )− F
(
(Ao)ik(A
o)kj +
1
n
gij|Ao|2
)
.
We finally compute the general structure of the evolution of the Christoffel symbols.
Note that any derivative of the Christoffel symbols is a tensor. The Christoffel symbols
in a local torsion free coordinate system are determined by the metric as
Γkij =
1
2
gkl
(
∂
∂xi
gjl +
∂
∂xj
gil −
∂
∂xl
gij
)
.
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Let us choose normal coordinates and differentiate with the help of (52):
∂
∂t
Γkij =
1
2
∂gkl
∂t
(
∂
∂xi
gjl +
∂
∂xj
gil −
∂
∂xl
gij
)
+
1
2
gkl
(
∂
∂xi
∂
∂t
gjl +
∂
∂xj
∂
∂t
gil −
∂
∂xl
∂
∂t
gij
)
= FAkl
(
∂
∂xi
gjl +
∂
∂xj
gil −
∂
∂xl
gij
)
+ gkl
[
−∂F
∂xi
Ajl −
∂F
∂xj
Ail +
∂F
∂xl
Aij − F
(
∂
∂xi
Ajl +
∂
∂xj
Ail −
∂
∂xl
Aij
)]
= FP 11 (A) + A ∗ ∇F.

Interchange of covariant derivatives is used throughout this paper. The precise
consequences used are contained in the following.
Lemma A.2. For f : Mn × [0, T ) → Rn+1 evolving by ∂
∂t
f = −(∆H + F )ν the
following equation holds:
∂
∂t
∇(k)A = −∆2∇(k)A+ P k+23 (A) +∇(k)
(
FA ∗ A−∇(2)F
)
.
Proof. Applying (10) we have
∇ijklH = ∇ikjlH +∇
(
A ∗ A ∗ ∇A
)
= ∇kijlH + A ∗ A ∗ ∇(2)A+ P 23 (A)
= ∇kiljH +∇(2)
(
A ∗ A ∗ A
)
+ P 23 (A) = ∇klijH + P 23 (A),
which implies
∇(2)∆H = ∆∇(2)H + P 23 (A) = ∆2A+ P 23 (A),
where for the last equality we used Simons’ identity (9). Computing in normal coor-
dinates, from Lemma A.1 and the above equation we have
∂
∂t
∇(k)Aij = −∇(k)∇ij∆H −∇(k)∇ijF + P k+23 (A) +∇(k)
(
FA ∗ A
)
= −∇(k)∆2A+ P k+23 (A) +∇(k)
(
FA ∗ A−∇(2)F
)
.
The lemma now follows after interchanging covariant derivatives 4k times in the term
of highest order:
∂
∂t
∇(k)A−∇(k)
(
FA ∗ A−∇(2)F
)
= −∇(k)∇p∇p∆A+ P k+23 (A)
= −∇p∇(k)∇p∆A+ P k+23 (A) +
k∑
j=1
∇(k−j)
(
A ∗ A ∗ ∇(j)∆A
)
= −∆∇(k)∆A+ P k+23 (A) +
k∑
j=1
∇(k−j+1)
(
A ∗ A ∗ ∇(j−1)∆A
)
= −∆∇p∇(k)∇pA+ P k+23 (A) +
k∑
j=1
∇(k−j+2)
(
A ∗ A ∗ ∇(j−1)∇A
)
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= −∆2∇(k)A+ P k+23 (A) +
k∑
j=1
∇(k−j+3)
(
A ∗ A ∗ ∇(j−1)A
)
= −∆2∇(k)A+ P k+23 (A).

Proof of (35). We first begin with the following consequence of Simons’ identity:
(55) ∆Ao = So(∇(2)H) +
1
2
H2Ao − |Ao|2Ao.
This follows readily from (9),
∆Aoij = ∆
(
Aij −
1
2
gijH
)
= ∇ijH −
1
2
gij∆H +HA
j
iAlj − |A|2Aij
= So(∇(2)H) +HAjiAlj − |A|2Aij = So(∇(2)H) + 2KAoij,
provided we show
(56) HAliAlj − |A|2Aij = 2KAoij.
Choosing normal coordinates so thatA is diagonalised (at a point) withA = diag (k1, k2),
H = k1 + k2, K = k1k2, |A|2 = k22 + k21 (at this point) and
Aoij =

1
2
(k1 − k2), if i = j = 1
1
2
(k2 − k1), if i = j = 2
0, otherwise,
we have
(i = j = 1) HAl1Al1 − |A|2A11 = (k1 + k2)k21 − (k21 + k22)k1
= k1k2(k1 − k2) = 2KAo11
(i = j = 2) HAl2Al2 − |A|2A22 = (k1 + k2)k22 − (k21 + k22)k2
= k1k2(k2 − k1) = 2KAo22,
and otherwise (56) holds trivially. Therefore (56) is proved. This also proves (55),
since
K = k1k2 =
1
4
(k1 + k2)
2 − 1
4
(k1 − k2)2 =
1
4
H2 − 1
2
|Ao|2.
Integrating (55) against Ao and using the divergence theorem we have∫
Σ
|∇Ao|2dµ = −
∫
Σ
〈Ao,∆Ao〉g dµ
= −
∫
Σ
〈
Ao,∇(2)H +
1
2
H2Ao − |Ao|2Ao
〉
g
dµ
=
∫
Σ
〈∇∗Ao,∇H〉g dµ−
1
2
∫
Σ
H2|Ao|2dµ+
∫
Σ
|Ao|4dµ.
Applying (6) and rearranging we obtain∫
Σ
|∇Ao|2dµ+ 1
2
∫
Σ
H2|Ao|2dµ = 1
2
∫
Σ
|∇H|2dµ+
∫
Σ
|Ao|4dµ
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as required. 
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Basel, 1995.
[4] H. Amann. Quasilinear parabolic problems via maximal regularity. Adv. Differential Equations,
10(10):1081–1110, 2005.
[5] T. Asai. On smoothing effect for higher order curvature flow equations. Adv. Math. Sci. Appl.,
20(2):483, 2010.
[6] E. Berchio and H. Grunau. Local regularity of weak solutions of semilinear parabolic systems
with critical growth. J. Evol. Eq., 7(1):177–196, 2007.
[7] H. Grunau and W. Von Wahl. Regularity of weak solutions of semilinear parabolic systems of
arbitrary order. J. Anal. Math., 62(1):307–322, 1994.
[8] H. Grunau and W. Von Wahl. Regularity considerations for semilinear parabolic systems. Rend.
Istit. Mat. Univ. Trieste, 28:221–233, 1997.
[9] R. Hamilton. Three-manifolds with positive Ricci curvature. J. Differential Geom., 17:255–306,
1982.
[10] W. Helfrich. Elastic properties of lipid bilayers: theory and possible experiments. Z. Natur-
forsch., 28(11):693–703, 1973.
[11] Y. Kohsaka and T. Nagasawa. On the existence for the Helfrich flow and its center manifold
near spheres. Differential Intergral Equations, 19(2):121–142, 2006.
[12] E. Kuwert and R. Schätzle. The Willmore flow with small initial energy. J. Differential Geom.,
57(3):409–441, 2001.
[13] E. Kuwert and R. Schätzle. Gradient flow for the Willmore functional. Comm. Anal. Geom.,
10(2):307–339, 2002.
[14] E. Kuwert and R. Schätzle. Removability of point singularities of Willmore surfaces. Ann. of
Math., 160(1):315–357, 2004.
[15] P. Li and S. Yau. A new conformal invariant and its applications to the Willmore conjecture
and the first eigenvalue of compact surfaces. Invent. Math., 69(2):269–291, 1982.
[16] J. McCoy and G. Wheeler. A classification theorem for Helfrich surfaces. Math. Ann. (accepted),
2013.
[17] J. McCoy, G. Wheeler, and G. Williams. Lifespan theorem for constrained surface diffusion
flows. Math. Z., 269:147–178, 2011.
[18] J. Michael and L. Simon. Sobolev and mean-value inequalities on generalized submanifolds of
Rn. Communications on Pure and Applied Mathematics, 26(3):361–379, 1973.
[19] L. Simon. Existence of surfaces minimizing the Willmore functional. Comm. Anal. Geom,
1(2):281–326, 1993.
[20] G. Wheeler. Fourth order geometric evolution equations. PhD thesis, University of Wollongong,
2010.
[21] G. Wheeler. Lifespan theorem for simple constrained surface diffusion flows. J Math. Anal.
Appl., 375(2):685 – 698, 2011.
[22] G. Wheeler. Surface diffusion flow near spheres. Calc. Var. Partial Differential Equations,
44:131–151, 2012.
