INTRODUCTION
Electromagnetic (EM) methods use passive or active source EM fields to probe subsurface conductivity structure. Depending on the frequency content of the source fields, the depth of investigation can range from hundreds of kilometres to just a few meters. Commonly employed EM methods include the magnetotelluric (MT) method, which measures the Earth's EM response to natural variations in the geomagnetic field, and the controlled source electromagnetic (CSEM) method, which actively generates EM fields and measures their attenuation and phase shift at receivers offset from the transmitter. The measured EM fields must be inverted to recover an estimate of subsurface conductivity. The standard inversion technique for EM geophysical data relies on an objective function that is typically the noise-weighted L2 norm of the data misfit between measured and forward modelled data, and a regularization penalty term against model roughness and/or difference from a reference model. Gradients in the objective function are then used to attempt to discover a model that minimizes this function (e.g. Constable et al., 1987; Newman and Alumbaugh 2000; MacGregor and Sinha, 2000) . Using this approach, the inversion algorithm searches until it produces a model that fits the data to within a user specified tolerance -ideally to within the data uncertainty. Other nearby models can also be found by adjusting the data fit tolerance or by adjusting the relative weighting of the model roughness norm, which results in finding one or more additional models that are usually in a neighbourhood of the original best fitting model. What these methods leave unaddressed is the uncertainty in the estimated model parameters. Most geophysical inverse problems are non-unique -meaning that, depending on how we choose to parameterize the Earth's conductivity structure, an infinite number of models may adequately explain the measured data. In fact, regularization must be introduced in the formulation of the objective function precisely to constrain this non-uniqueness and allow the inverse algorithm to converge to a solution. Bayesian sampling-based inverse methods are a class of algorithms that provide an estimate of model parameter uncertainty by generating an ensemble of models -most of which fit the data within the noise, and from which statistical properties of the model parameters can be inferred (Mosegaard and Tarantola, 1995) . Additionally, these methods do not require linearization and thus can traverse "hills" of high misfit, nor do they require regularization but rely instead on quantifiable prior information. However, these benefits often come at the price of significant additional computational cost. We can think of deterministic methods as providing point estimates from the broader solution landscape provided by sampling-based Bayesian methods. For an illuminating discussion of the equivalence between Bayesian and deterministic methods, see (Calvetti and Somersalo, 2018) .
The non-uniqueness of the inverse problem often results in significant model parameter uncertainty. This uncertainty can
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Key words: joint inversion, marine electromagnetics, Bayesian methods, freshwater aquifers arise from multiple sources, including simplifications in the governing physics equations, computational inaccuracies in the forward calculations, and measurement uncertainty. One approach for reducing this uncertainty is to collect multiple kinds of data and invert them jointly. Joint inversion aims to reduce the data's contribution of measurement error to inverted model parameter uncertainty. Because models in a joint inversion are required to fit all data sets simultaneously, the range of parameter values compatible with the joint data set is usually smaller than the range compatible with any of the individual data sets, especially if these data sets contain complementary information about the model. In a Bayesian setting, the relative weighting of different data types in a joint inversion need not be arbitrary, though in our case we did not require any additional weighting beyond that provided by data errors for each datum.
In this work, we sample both the individual and joint Bayesian posterior probability density functions (PDFs) from MT and CSEM data using a trans-dimensional (trans-D) Markov Chain Monte Carlo (McMC) method based on the MetropolisHastings algorithm (Metropolis et al., 1953; Hastings, 1970; Green, 1995; Geyer and Moller, 1994) . The MT and CSEM data were collected during a marine survey offshore New Jersey, whose objective was to map a freshwater aquifer in the shallow continental shelf. It is well known that MT and CSEM data contain complementary information about subsurface conductivity. MT is more sensitive to conductive regions while CSEM is more sensitive to resistive features. We use a simple 1D model to demonstrate this by illustrating the shapes of the regions of parameter space compatible with each data set individually, as well as the region compatible with the joint data set. This synthetic test demonstrates that the space compatible with the joint data set is the intersection of the two individual regions, or in some cases even smaller than the intersection. Applying our algorithm to the New Jersey field data, we identify a region of high resistivity consistent with a relatively freshwater aquifer and quantify -using the posterior distribution of probability density and the 90% credible interval (CI) width -the model uncertainty reduction obtained by jointly inverting the data over inverting either of the data sets individually. Additionally, in conjunction with porosity data from nearby well logs, we also produce quantitative estimates of pore fluid salinity within the aquifer, with associated uncertainty.
METHOD AND RESULTS

Forward Modelling
The EM field components, due to a stratified earth excited by a finite length, horizontal electric dipole, are calculated using the open source code Dipole1D, described in Key (2009) . Forward modelling for MT data was done using the standard impedance recursion approach (Ward and Hohmann, 1987) . The effect of the 336 m long transmitter wire was simulated by numerically integrating point dipoles distributed along the wire's length using an efficient Gauss quadrature approach. The resistivity of the seawater has a strong impact on the modelled CSEM data. Because it is a function of temperature, the seawater resistivity can vary significantly from ocean surface to seafloor in the shallow waters above the North American continental shelf. To avoid biasing the inversion, we model the water column as a series of layers of unknown resistivity rather than assume a fixed water column resistivity profile.
Joint Inversion
The inversion of EM geophysical data often suffers from trade-offs between model parameters. The MT method experiences a trade-off between the thickness and conductivity of a conductive layer. The CSEM method has an opposite, resistivity-thickness trade-off. As a result, there is often a wide range of model parameter values that can fit any one given of these data sets equally well. Physical or other constraints on the values that model parameters are allowed to take can limit the extent of this range, but joint inversion can go further. Joint inversion as discussed in this work offers an opportunity to reduce model parameter uncertainty by shrinking the size of the model space compatible with the measured data, provided that the data sets being inverted are in some sense 'orthogonal' to one another -or, in other words, contain complementary information about the model. Joint inversion methods using objective function minimization through gradient descent have been applied to geophysical problems since at least the 1970s (Vozoff and Jupp, 1975) . The range of data types that have been jointly inverted is extensive, and includes: DC resistivity and MT data (Sasaki, 1989) ; DC resistivity and CSEM (Gomez, Trevino and Edwards, 1983) ; marine seismic and CSEM data (Hoversten et al. 2006) ; DC resistivity and seismic tomography (Gallardo and Meju, 2004) ; seismic travel time and gravity (Lelievre et al., 2012) ; strong motion, teleseismic, geodetic, and tsunami data (Yokota et al., 2011) ; electrical resistance and groundpenetrating radar data (Bouchedda et al., 2012) ; glacial isostatic adjustment and mantle convection (Mitrovica and Forte, 2004 ).
Bayesian sampling-based inverse methods are readily adaptable to a joint inversion framework and have also been applied to invert geophysical data. Jardani et al. (2010) inverted synthetic seismic and seismo-electric data for reservoir properties in a 1D layered model; Rosas-Carbajal et al. (2013) inverted synthetic radio frequency MT and electrical resistivity tomography (ERT) data for 2D electrical resistivity models; Rabben et al. (2008) estimated subsurface elastic parameters from synthetic PP and PS reflection coefficients; Bodin et al. (2012) recovered estimates of 1D shear wave velocity profiles from measured surface wave dispersion (SWD) and receiver function (RF) data, while Agostinetti and Bodin (2018) invert electrical resistivity and shear wave velocity. Of the foregoing, all but Bodin et al. (2012) and Agostinetti and Bodin (2018) use a fixed-dimensional MCMC sampler. We have used the trans-D method, where both the unknown geophysical quantities (earth conductivity) as well the number of such quantities are sampled, thus solving to a large extent the "appropriate model" selection problem.
Synthetic Test
To demonstrate how joint inversion reduces the size of parameter space compatible with the data, we first construct a simple toy model (Figure 1 ) consisting of a shallow water layer above three subsurface layers and a half-space. This model is designed to emulate the expected resistivity profile of the upper kilometre of the continental shelf. We generated synthetic MT and surface-towed CSEM data from this model by adding 5% Gaussian noise to the model responses. We then inverted this synthetic data using a version of our MCMC code modified to keep the number and depth of the layer interfaces, as well as the thickness and resistivity of the water column, constant -that is, fixed at their true values. In other words, only the resistivities of the subsurface layers were allowed to vary. The MT and CSEM data were inverted separately and jointly. Figure 1 shows the scatter plots of posterior resistivity arranged like a covariance matrix. Along the diagonal are marginal probability distributions for each model parameter (somewhat similar to model parameter variances in a covariance matrix), with the value from the true model indicated by a dashed line. Each off-diagonal plot (somewhat similar to the model parameter covariances) in a column shares its x-axis with the variance plot in that column. Each plot in a given row shares its y-axis with the variance plot in that row. Each plotted dot represents a model, and each model fits the data within the noise. The green dots are models from an MT-only inversion; the orange from a CSEM-only inversion; and the blue from a joint inversion of the two data sets. The true value is indicated by the solid black circle. The true model is plotted in the lower left of Figure 1 , with each layer labelled and highlighted. A few conclusions can be drawn from Figure 1 . First, the synthetic MT and CSEM data do indeed contain complementary information about the subsurface model parameters, as indicated by the differing shapes and locations of the green and orange point clouds. The extent of their intersection is, in all cases, less than their individual extents. Second, it appears that the region of model space compatible with the joint data set is indeed roughly equivalent to the intersection of the regions of model space compatible with the individual data sets, and in some cases appears to be even smaller. This provides evidence that jointly inverting data sets containing complementary information about the model reduces model parameter uncertainty by narrowing the range of acceptable models (those that fit the data adequately). Furthermore, examining the model parameter variances further indicates that the range of acceptable values for each model parameter has indeed been reduced by joint inversion -in some cases, by a great deal.
Field data inversion
We then use the full, trans-dimensional MCMC sampler to invert the MT data collected offshore New Jersey, as well as the surface-towed CSEM data from a 130 km long main line. All 8 MT stations were inverted individually for 1D models. The surface-towed CSEM data from the main tow line were divided into groups of 15 adjacent soundings (no overlap between groups) and averaged. These average soundings were then inverted individually for 1D models. In addition, each of the averaged CSEM soundings was inverted jointly with the data from the nearest MT station. Figure 2 shows the marginal posterior probability density for resistivity as a function of depth for the CSEM-only, MT-only, and joint model ensembles at one location along the line. At each depth, the marginal distribution of probability density across resistivity is indicated by colour: warmer colours indicate higher density and cooler colours indicate lower density. The width of the warm colour region at a given depth is indicated by the left and right red lines, which indicate the 5th and 95th percentiles of the distribution, respectively, and bound the 90% credible interval (CI). This means that 90% of the models in the ensemble have electrical resistivity values that fall between the red lines, making the 90% CI a reasonable proxy for how well the data can constrain the model. The geologic interpretation of Figure 2 from the rightmost column is as follows: conductive seawater (≈ 40 m deep) followed by a thin (≈ 40 m thick), conductive layer of shallow, seawater-saturated sediments; a resistive layer (≈ 175 m thick) of sediments filled with relatively fresh water; another layer of relatively conductive, seawater-saturated sediment (≈ 175 m thick); and a thick (≈ 400 m) layer of highly conductive briny sediments. Beneath the thick conductive layer, the subsurface appears to become increasingly resistive with depth as the sensitivity of the data to the subsurface resistivity decreases. This interpretation, based on the posterior, is corroborated by 2D inversions of the data by Gustafson et al (submitted; see also the white line in Figure 1c . The posterior distribution obtained from the CSEM data alone (Figure 2a) indicates a much simpler structure: namely, the resistive freshwater aquifer and the conductive brine layer. Of the two data types, the CSEM appears more sensitive to the presence of the resistor than the conductor, as indicated by the narrower extent of the 90% CI over the depth range of the resistor. By contrast, Figure 2b -obtained by inverting only the MT data -indicates that the MT data is preferentially sensitive to conductors. Clearly indicated in the MT-only posterior distribution are the upper and lower seawater-filled layers and the highly conductive brine layer. The resistive layer, although present, is very poorly constrained; the MT data appears able to place only a lower bound on the freshwater aquifer's resistivity. That the joint posterior (Figure 2c ) resolves all four subsurface layers indicates that complementary information from each data set has altered and constrained the regions of parameter space compatible with the data.
A Gaussian distribution centred at the gradient-based model estimate in Figure 2c at ≈ 375 m depth fails to capture the bimodal nature of the Bayesian posterior. We found this second mode -at resistivities > 10 ohm-m -to be robust in the sense that it is present in the vast majority of models in the joint ensemble. Seismic data show reflections at ≈ 370 and 400 m, indicating the presence of another resistive layer. Yet this layer would be invisible to any linearized uncertainty estimate and hard to find with optimization-based methods. The salinity values were binned in depth. In each plot, the well log salinity is plotted over the probability density with a red dashed line. In each case, the joint inversion yields the most accurate estimate of salinity. This is important since it is often the case that reliable well data are not available.
Quantifying uncertainty in pore fluid salinity
It is often the case that physical properties other than bulk electrical resistivity are of interest to the scientific community. In the case of this study, the salinity of the pore fluids in the aquifer is of prime interest -both to characterize the aquifer as a potential resource and as a key to explaining the water's provenance (and the related geological history).
We utilize a straightforward Monte Carlo approach, together with Archie's Law and a linear temperature profile to obtain uncertainty estimates of pore fluid salinity in the upper several hundred metres of the subsurface along the main tow line. The joint dataset-derived salinity estimates, however, tend to provide the most accurate assessments of the uncertainty (Figure 3) . That Bayesian sampling methods can provide a reliably accurate estimate of the uncertainty on related parameters of interest -and that joint inversion offers improved estimates of this uncertainty -is important as reliable well data are not always available.
CONCLUSIONS
Bayesian sampling methods provide quantitative estimates of non-linear inverted model parameter uncertainty. They allow the uncertainty-reduction provided by joint inversion of multiple data sets to be visualized and assessed, which we demonstrate using a synthetic data set. We then provide Bayesian inference on the electrical resistivity of the upper kilometre of the North American continental shelf offshore New Jersey. By applying a trans-dimensional McMC algorithm to invert surface-towed CSEM and seafloor MT data for an ensemble of 1D models, we obtain estimates of probability density for resistivity as a function of depth. We clearly identify the zone of relatively fresh (brackish) water indicated on well logs and in previous, gradient-based inversions of these same CSEM and MT data. In addition, we combine information from the posterior model ensembles and porosity measurements from nearby well-logs in a Monte Carlo scheme to estimate the salinity of the pore fluids in the upper kilometre of continental shelf sediments. These estimates are then compared to in-situ measurements. This ability to provide accurate uncertainty estimates for parameters of interest to scientists outside the general geophysics community is a strong argument in favour of applying Bayesian sampling in conjunction with Monte Carlo methods, whenever we have the computational resources to do so.
