We propose a mapping operator construction technique for error correction methods applied to a series of linear systems. The mapping operator is constructed based on information obtained in the previous solution step. The additional memory requirement for the construction is limited. Our numerical experiments based on an electromagnetic field analysis confirmed that the correction method with the proposed mapping operator improves the convergence of the iterative solver.
Introduction
The error correction method is a technique for accelerating the convergence of linear iterative solvers. Using this technique, an error that slowly converges during the iterative process is efficiently removed using a matrix that is different from the coefficient matrix. The geometric/algebraic multigrid [1] , subspace correction [2] , EEC/IEC [3] , and deflation methods [4] are well known error correction methods. To effectively use these correction methods, we need the mapping operator that corresponds to the slowly converging error. However, without any prior knowledge about the problem, it is generally hard to construct an appropriate operator.
In this situation, we consider the fact that a series of linear systems with similar or identical coefficient matrices are often solved in practical simulations such as transient or nonlinear problems. In this case, it is thought that the mapping operator can be constructed based on information obtained in the previous solution step. Consequently, we propose a new construction method for the mapping operator of the error correction method when applied to a series of linear systems.
In our technique, a limited number of approximation vectors are preserved in the previous solution step and then a mapping operator is automatically generated. We expect that the subsequent iterative process is accelerated when using the error correction method with this operator. In this paper, we examine the proposed technique when applied to a two-dimensional transient eddy current analysis, and confirm its effectiveness.
Error correction method
In this paper, we discuss an iterative solver for a linear system of equations: Ax = b, where A is an n by n coefficient matrix and b is a right-hand side vector. Error correction methods are often used to accelerate the convergence of the iterative solver. The subspace correction method called the EEC (explicit error correction) method in [3] is defined as
Step 1:
Step 3:
Step 4: Updatex ←x + Bx c .
In the above procedure,x is the approximation vector for x and B is the mapping operator given as an n by m matrix. In practical analyses, m is small enough to avoid a significant increase in the computational costs. When a stationary iterative method is used as the main iterative solver, the above error correction method is applied after each iteration. When the main solver employs the Krylov subspace method, the error correction method is applied to the linear system for preconditioning and used in the Schwarz preconditioning manner. In the IEC (implicit error correction) method, an (n+m)-dimensional linear system is solved instead of Ax = b:
After solving the augmented system, the solution vector for the original linear system can be calculated using
The procedure of the error correction method is fixed when the mapping operator B is given. Accordingly, the key when constructing an effective correction method is to appropriately set B. It is known that the method is successful when the range of B involves (error) vectors that slowly converge during the iterative solution process. In a symmetric positive definite (SPD) problem, these vectors often correspond to the eigenvectors with small eigenvalues.
Mapping operator for a series of linear systems

Problem description
In this paper, we consider automatically setting the mapping operator for the error correction method. We here focus on solving a series of n-dimensional linear systems
where
It is assumed that the linear systems (3) should be solved sequentially, because the right-hand side vector b k often depends on the previous solution vectors x l , (l = 1, 2, . . . , k − 1) in many varieties of simulations. Eq. (4) implies that the coefficient matrix does not significantly change.
Proposed mapping operator construction method
In our technique, the mapping operator for the k-th (k ≥ 2) linear system (denoted by B k−1 ) is constructed using the information obtained in the preceding steps for
. When solving the l-th linear system, selected approximation vectors are stored in memory. After the solution process finishes, the error vector corresponding to the stored approximation vector is calculated. We expect that the obtained error vectors contain slowly converging components for the iterative solver if the stored vector is appropriately chosen. If our expectation is satisfied and the coefficient matrix does not substantially change, these error vectors can be used to construct an effective mapping operator for the problem. Finally, we propose that the mapping operator is derived using these error vectors and used for the error correction for the k-th and subsequent linear systems.
The details of the proposed method are as follows. First, we consider using the subspace correction (EEC) method. In the l-th solution process for 
For the k-th linear system, we use the mapping operator given by
Next, we consider the IEC method. Although we solve an augmented linear system, we can use the mapping operator (6) by transforming the stored approximate solution vector to that for the original linear system after each solution step. However, when the coefficient matrix does not change in Problem (3), the following simplified implementation method can be used.
LetĀ kxk =b k denote the k-th (k ≥ 2) augmented linear system obtained by the IEC method. In the simplified method, the coefficient matrix is given bȳ
, (8)
and
In (10), I is the n-dimensional unit matrix. Moreover, the mapping operatorB k−1 is given bȳ
are the error vectors corresponding to the approximate solution vectors for x k−1 , which are preserved in the (k − 1)-th solution process. In this method,Ā k and Z k can be generated usinḡ
Consequently, we do not need to transform the stored vectors to those for the original system. Although the mapping operator of the simplified method is slightly different from (6), it is based on the same concept and is expected to have a similar effect.
Selection method for stored approximation vectors
We here discuss the selection method for the approximation vector that is used to construct the mapping operators (6) or (11). In practical applications, the memory for storing the approximation vectors is limited. Moreover, it is preferable that the error vector induced by the stored vector corresponds to the slowly converging components of the iterative solver. However, this does not mean that the approximate solution vector in the final phase of the solution process gives a good candidate. In this phase, because the norm of the error vector itself is small, the slowly converging component is also substantially small and is difficult to extract.
Considering these aspects and our research experiences on iterative solvers, we present two selection methods. One uses the loosened convergence criterion. For example, if the stopping criterion of the iterative solver is a relative residual norm less than ϵ, the approximate solution vector is preserved when the norm first reaches ϵ r = ϵ × 10 3 or 4 (the index can be changed depending on the problem). The selection method requires no additional memory space. In the following section, this selection method is referred to "Selection Method A".
The other method is to select an approximation vector in a certain range of iteration counts. If the additional memory space is limited, this can be difficult because it is hard to predict how many iterations are needed for convergence. However, we can use the following simple technique.
The following statements are added after checking the convergence:
if 
Numerical tests
Test condition
For a test problem, we used a series of linear systems arising from a two-dimensional transient eddy current analysis. We used the finite element method with the T -Ω formulation, where T is the current vector potential and Ω is the magnetic scalar potential. Fig. 1 shows the test model. The model includes a fake conductor region that has very small conductivity. This region is used to simulate holes in the conductive region of electric machines such as motors. However, the existence of a fake conductor significantly reduces the convergence rate of the iterative solver in the finite element analysis [5] .
We calculated the transient behavior of the electromagnetic field. We used a 40 × 40 rectangular mesh, and set the frequency of the external current to 30 Hz. Each time period was divided into 20 time steps. We analyzed the transient behavior of the field over three periods (60 time steps). In the analysis, the coefficient matrix was fixed for all time steps.
In each time step, we solved a linear system of equations using the CG (conjugate gradient) method with diagonal or (shifted) IC preconditioning, where the shift parameter was 1 + 10 −5 . When using the EEC method, the error correction was applied to the linear system as a preconditioning step in the additive Schwarz manner. In the case of the IEC method, we used the simplified method, which was applied to the preconditioned linear system. The convergence criterion of the preconditioned CG solver was a relative residual norm less than 10 −8 . In this numerical experiment, we set the number of stored approximation vectors in each step m l to 1. Moreover, to prevent excessive increases in the computational cost and memory, the mapping operator was not updated after k m time steps. In the EEC method or standard implementation of the IEC method, this means that
In the case of the simplified implementation of the IEC method for linear systems with the same coefficient matrix, we stop updatingĀ k and Z k after k m +1 time steps, namely,Ā k =Ā km+1 and Z k = Z km+1 (k > k m + 1).
Numerical results
First, we examined the numerical results of the explicit type error correction (subspace correction) method with the proposed mapping operator. Tables 1 and 2 show the total number of iterations for the preconditioned CG solvers in 60 time steps. These numerical results confirm that the proposed correction method im-
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Electric wall Air External current Fig. 1. Test model. proved the convergence of the iterative solver, although the additional computational cost and memory space for the correction was limited because there was a small number of k m . Comparing the selection methods for the preserved vector, Selection Method B obtained a better result than A when using diagonal preconditioning. But, in the case of the IC preconditioned solver, the difference between selection methods did not significantly affect the convergence of the solver. Fig. 2 shows the convergence behavior of the IC preconditioned solver with EEC method in the 15th time step. The figure also confirms that the convergence of the solver was improved using the proposed method. The stagnation of the residual norm around the 50th iteration did not occur in the solver with error correction. For this test model, we can find a vector that slowly converges by considering its physical meaning [5] . It corresponds to the circulated current through the conductors and possibly causes the stagnation. Our additional numerical tests verified that the range of the mapping operator mostly covers the vector even when k m is 2. Fig. 2 also implies that the effect of the correction method is strengthened when k m increases. In this case, because the range of the mapping operator is larger, the error correction method should be more robust. The numerical results indicate that the convergence is mostly improved when k m is increased. In an SPD problem, it is thought that the optimal value of k m with respect to convergence is related to the number of isolated (small) eigenvalues. However, an increase in k m increases the computational cost of the correction. Therefore, a dynamic adjustment of k m in time steps possibly contributes to the reduction of the total run time in a practical simulation.
Next, we briefly address the numerical results of the IEC method. The total iteration counts were slightly less than the explicit method in most cases. However, the characteristics of the methods were similar and, in some cases, the convergence behavior was almost identical to the explicit method. Tables 3 and 4 show the total iteration counts, which also confirms the effectiveness of the proposed mapping operator.
Finally, we used a numerical simulation running on a Core i5-4440 processor (Intel) to examine the computational time of the solver with the proposed error correction method. The EEC method, using Selec- tion Method A with ϵ r = 10 −4 and k m = 8, attained 37% (223 ms → 139 ms) and 20% (168 ms → 133 ms) reductions in the computational time of diagonal and IC preconditioned CG solvers, respectively, when compared with the solver without corrections.
Related works
In this paper, we focused on a series of linear systems and constructed a mapping operator using information obtained in previous solution steps. To the best of our knowledge, the work by Gosselet et al. [6] is the most related to ours. They focused on the same situation and made a similar attempt. The difference is in how the mapping operator is constructed. In their work, all approximation vectors in a previous solution step are assumed to be preserved. This requires huge memory and is not feasible for practical simulations. However, the authors studied a mapping operator construction method that requires minimum additional memory requirement since the initial stage of our research. Consequently, our method has significantly different memory requirements from Gosselet's method.
Conclusions
In this paper, we introduced a new mapping operator construction method for the error correction method applied to a series of linear systems, each of which should be sequentially solved. In this method, the mapping operator is generated based on information obtained in a prior solution step with minimum additional memory requirements. Our numerical experiments of an electromagnetic field analysis confirmed the effect of the method with respect to improving the convergence and the computational time. The effectiveness of the method was also confirmed in other numerical tests including a three dimensional electromagnetic field analysis.
In future, we will analytically and experimentally investigate the selection method for error vectors, to improve the proposed correction method. We will use further numerical tests to examine the application of the proposed method to various fields. 
