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a b s t r a c t
Data Envelopment Analysis (DEA) is a technique based on mathematical programming for
evaluating the efficiency of homogeneous DecisionMaking Units (DMUs). In this technique
inefficient DMUs are projected on to the frontierwhich constructed by the best performers.
CentralizedResourceAllocation (CRA) is amethod inwhich all DMUs are projected on to the
efficient frontier through solving just one DEAmodel. The intent of this paper is to present
the Stochastic Centralized Resource Allocation (SCRA) in order to allocate centralized
resources where inputs and outputs are stochastic. The concept discussed throughout this
paper is illustrated using the aforementioned example.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
DEA is a relatively new data oriented approach for evaluating the performance of a set of DMUs which convert multiple
inputs into multiple outputs. The definition of a DMU is generic and flexible. Recent years have seen a great variety of
application of DEA for use in evaluating the performance of many different kinds of entities engaged in many different
activities, in many different contexts and inmany countries. The DEA approach extendedly has been developed by using the
traditional CCR model [1] and BCC model [2]. One of the applications in which DEA can be applied is to allocate centralized
resources. Organizations of any complexity typically consist of a number of individually identified units. These organizations
will have to set targets for the individual units with regard to future performance and logically these performance targets
should be linked to the resources that the organization is willing to allocate to individual units. In CRA a centralized Decision
Maker (DM) is considered who supervises all the units. The aim of the DM is to allocate centralized resources in regard to
maximizing the efficiency of individual units and simultaneously maximize total output production and minimize total
input consumption. Such problems are discussed as the CRA framework in DEA. In DEA, DMUs have been assessed with
use of envelopment or multiplier models, with (constant) variable return to scale, through solving n linear programming
problems. Another advantage of utilizing DEA models is to set targets for the individual units on the efficient frontier. The
important thing is that, with the use of the CRA models through solving just one linear programming problem (the two-
stage procedure), the projected points of all DMUs on the strong efficient frontier are obtained. CRAmodels whichwere first
introduced by Lozano and Villa [3] and Lozano et al. [4] have the capability of converting into BCC models [5]. The received
drawback to this model is that the projections of all DMUs are obtained on just one strong efficient hyperplane.
In proposed models, data are considered as deterministic, but through real world applications we encounter stochastic
data such as costs, prices, amount of production, that are dependent on different circumstances such as social and political
factors, inflation and natural elements. Therefore, what has been mentioned above can be considered as the necessity
∗ Corresponding author. Tel.: +98 21 44865777.
E-mail address:mirbolouki.mahnaz@gmail.com (M. Mirbolouki).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.10.009
1784 F. Hosseinzadeh Lotfi et al. / Journal of Computational and Applied Mathematics 236 (2012) 1783–1788
for extension DEA models for stochastic settings. There exist some papers dealing with stochastic DEA in literature.
Stochastic BCC and CCR models have been proposed by Cooper et al. [6,7] and stochastic additive model have been
extended by Khodabakhshi [8]. Also, some rankingmethods in the stochastic field are addressed in Razavyan and Tohidi [9],
Khodabakhshi et al. [10] and Khodabakhshi [11]. The CRS approachwith interval data is also provided byMalekmohammadi
et al. in [12]. Until now, in the field of stochastic CRA, where input–output data are random variables, there has not been
proposed a model. In this paper, stochastic data are converted into deterministic data by contribution of the new SCRA and
then the efficient projections of DMUs are obtained through solving CRA models.
This paper proceeds as follows: in Section 2, BCC and CRA models are discussed. SCRA is introduced in Section 3. Finally
the aforementioned concept discussed throughout this paper is illustrated with an example and case in Sections 4 and 5.
2. Deterministic models
Consider DMUj, j = 1, 2, . . . , n which consumes m inputs xij, i = 1, 2, . . . ,m to produce s outputs yrj, r = 1, 2, . . . , s.
The BCC model in input orientation which was introduced by Banker et al. [2] is as follows:
min θ − ε

m−
i=1
s−i +
s−
r=1
s+r

s.t.
n−
j=1
λjxij + s−i = θxio, i = 1, . . . ,m,
n−
j=1
λjyrj − s+r = yro, r = 1, . . . , s,
n−
j=1
λj = 1,
λj ≥ 0, j = 1, . . . , n,
s−i ≥ 0, s+r ≥ 0, i = 1, . . . ,m, r = 1, . . . , s.
(1)
Definition 1. DMUo is Pareto efficient if and only if in optimal solution of model (1) we have:
1. θ∗ = 1.
2. all slacks equal zero.
The two-stage procedure of CRA-BCC in input orientation radial which was presented by Lozano and Villa [3] is as follows:
min θ − ε

m−
i=1
s−i +
s−
r=1
s+r

s.t.
n−
j=1
n−
k=1
λjkxij + s−i = θ
n−
j=1
xij, i = 1, . . . ,m,
n−
j=1
n−
k=1
λjkyrj − s+r =
n−
j=1
yrj, r = 1, . . . , s,
n−
j=1
λjk = 1, k = 1, . . . , n,
λjk ≥ 0, j = 1, . . . , n, k = 1, . . . , n,
s−i ≥ 0, s+r ≥ 0, i = 1, . . . ,m, r = 1, . . . , s.
(2)
The first stage minimizes θ and the second one maximizes the sum of slacks. After solving the model (2), for every
k = 1, 2, . . . , n, (λ∗1k, λ∗2k, . . . , λ∗nk) defines a new DMU such that its inputs and outputs are as follows:
xik = n−
j=1
λ∗jkxij, i = 1, . . . ,m,
yrk = n−
j=1
λ∗jkyrj, r = 1, . . . , s.
Theorem 1. DMUk, k = 1, . . . , n which is derived from the model is Pareto efficient.
Proof. See [3]. 
F. Hosseinzadeh Lotfi et al. / Journal of Computational and Applied Mathematics 236 (2012) 1783–1788 1785
One of the advantages of CRA models is that they have the property of transportation. That is, for an inefficient DMU, by
input increment or output reduction a suitable target can be found on the efficient frontier. In other words, since the sum
of inputs in the CRA model in input orientation is reduced by θ , it can cause an input increase.
3. Stochastic centralized resource allocation (SCRA)
Assume that x˜j = (x˜1j, . . . , x˜mj)T and y˜j = (y˜1j, . . . , y˜sj)T are the stochastic input and output vectors. These components
have been considered to be normally distributed. Also, let xj = (x1j, . . . , xmj)T and yj = (y1j, . . . , ysj)T be the mean input
and output vector. The probabilistic constraint form of CRA model with stochastic data is as follows:
min θ
s.t. p

n−
j=1
n−
k=1
λjkx˜ij ≤ θ
n−
j=1
x˜ij

≥ 1− α, i = 1, . . . ,m,
p

n−
j=1
n−
k=1
λjky˜rj ≥
n−
j=1
y˜rj

≥ 1− α, r = 1, . . . , s,
n−
j=1
λjk = 1, k = 1, . . . , n,
λjk ≥ 0, k = 1, . . . , n, j = 1, . . . , n
(3)
where in the abovemodels, pmeans ‘‘probability’’ andα is a level of error between0 and1,which is a predeterminednumber.
The above model can be converted into the deterministic model through the following procedures: The input constraints
can be transformed into equality form by adding εi ≥ 0:
p

n−
j=1
n−
k=1
λjkx˜ij ≤ θ
n−
j=1
x˜ij

= 1− α + εi, i = 1, . . . ,m.
Remark 1. Let T be a random variable and a, b and c constant numbers, if P(T ≤ a) = c and b ≤ a then there exists d ≤ c
such that P(T ≤ b) = d.
By bringing the above remark into use; there exist s−i ≥ 0 such that:
p

n−
j=1
n−
k=1
λjkx˜ij ≤ θ
n−
j=1
x˜ij − s−i

= 1− α.
Since the random variable
∑n
j=1
∑n
k=1 λjkx˜ij−θ
∑n
j=1 x˜ij has normal distribution, the above expression bymaking use of the
standard normal distribution can be converted to the following deterministic expression:
n−
j=1
n−
k=1
λjkxij + s−i − Φ−1(α)σ Ii (λ, θ) = θ
n−
j=1
xij
where:
(σ Ii (λ, θ))
2 =
n−
j=1
n−
l=1

n−
k=1
λjk
n−
k=1
λlk

cov(xij,xil)+ θ2 n−
j=1
n−
l=1
cov(xij,xil)− 2θ n−
j=1
n−
l=1
n−
k=1
λjkcov(xij,xil). (4)
It should be noted thatΦ is the cumulative normal distribution function. Like what has been done to the input constraints,
the deterministic form for output constraints can be achieved.
n−
j=1
n−
k=1
λjkyrj − s+r + Φ−1(α)σ or (λ) =
n−
j=1
yrj,
where:
(σ or (λ))
2 =
n−
j=1
n−
l=1

n−
k=1
λjk
n−
k=1
λlk

cov(yrj,yrl)+ n−
j=1
n−
l=1
cov(yrj,yrl)− 2 n−
j=1
n−
l=1
n−
k=1
λjkcov(yrj,yrl). (5)
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Fig. 1. Illustration of applying SCRA and CRA models.
Therefore the deterministic form of the CRA model with stochastic data which has derived from model (3) is as follows:
min θ − ε

m−
i=1
s−i +
s−
r=1
s+r

s.t.
n−
j=1
n−
k=1
λjkxij + s−i − Φ−1(α)vi = θ
n−
j=1
xij, i = 1, . . . ,m,
n−
j=1
n−
k=1
λjkyrj − s+r + Φ−1(α)ur =
n−
j=1
yrj, r = 1, . . . , s,
n−
j=1
λjk = 1, k = 1, . . . , n,
λjk ≥ 0, j = 1, . . . , n, k = 1, . . . , n,
s−i ≥ 0, s+r ≥ 0, i = 1, . . . ,m, r = 1, . . . , s,
(6)
where vi = σ Ii (λ, θ) and ur = σ or (λ). σ Ii (λ, θ) and σ or (λ) are the same as defined in (4) and (5). Model (6) is a quadratic
programming.
From the aforesaid model, n new DMUs with inputs and outputs at the level of α, have been obtained. The mentioned
inputs and outputs are:
xˆik(α) =
n−
j=1
λ∗jkxij, i = 1, . . . ,m,
yˆrk(α) =
n−
j=1
λ∗jkyrj, r = 1, . . . , s.
(7)
These newDMUs that have been gained bymeans of thementioned stochastic DMUs have deterministic inputs and outputs.
According to Theorem 1, it would come out that the new DMUs are Pareto efficient, but since these DMUs are derived
from the transformation of stochastic model to the deterministic ones, there exists no reason for being Pareto efficient. By
solving model (2) for the obtained deterministic DMUs, new deterministic DMUs can be gained that are Pareto efficient.
This is schematically portrayed in Fig. 1. In Fig. 1a DMUs A through F with stochastic data, have been projected onto the
deterministic DMUs A′ through F ′ by applying the SCRA model. In Fig. 1b these DMUs have been projected onto the their
efficient frontier, by applying the CRA model.
Theorem 2. Model (6) for every α level is feasible.
Proof. Let
λjk =

1 k = 1
0 k ≠ 1, θ = 1, s
−
i = 0, i = 1, . . . ,m, s+r = 0, r = 1, . . . , s.
Thus obviously it can be indicated that σ Ii (λ, θ) = 0 and σ or (λ) = 0. So this solution is feasible for model (1). 
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Table 1
Inputs and outputs.
x1j N(µ, σ ) x2j N(µ, σ ) y1j N(µ, σ ) y2j N(µ, σ )
X1, 1 N(18789, 941) X2, 1 N(9.11, 0.02) Y1, 1 N(149.85, 22.03) Y2, 1 N(49.6, 6.93)
X1, 2 N(44304, 2530) X2, 2 N(10.59, 0.73) Y1, 2 N(50.77, 8.95) Y2, 2 N(73.13, 3.62)
X1, 3 N(19729, 1663) X2, 3 N(6.71, 0.93) Y1, 3 N(259.91, 54.4) Y2, 3 N(108.04, 15.02)
X1, 4 N(17435, 1106) X2, 4 N(11.91, 0.55) Y1, 4 N(137.51, 14.72) Y2, 4 N(44.97, 3.71)
X1, 5 N(10379, 459) X2, 5 N(7.02, 0.15) Y1, 5 N(95.9, 5.02) Y2, 5 N(31.63, 6.24)
X1, 6 N(1667, 1042) X2, 6 N(18.99, 0.94) Y1, 6 N(112.58, 5.97) Y2, 6 N(71.98, 8.37)
X1, 7 N(25464, 1367) X2, 7 N(11.16, 0.09) Y1, 7 N(192.97, 38.16) Y2, 7 N(78.05, 13.99)
X1, 8 N(123064, 653) X2, 8 N(15.05, 0.69) Y1, 8 N(724.38, 81.25) Y2, 8 N(219.69, 19.38)
X1, 9 N(36160, 1959) X2, 9 N(8.87, 0.62) Y1, 9 N(548.15, 64.72) Y2, 9 N(86.25, 6.95)
X1, 10 N(46412, 2306) X2, 10 N(19.88, 0.5) Y1, 10 N(1229.14, 26.27) Y2, 10 N(194.58, 42.15)
Table 2
Results for α = 0.05.
I1 I2 O1 O2
DMU1 10.05 26.86 245.6 76.19
DMU2 10.35 40.06 69 69.4
DMU3 11.92 23.58 335.22 89.08
DMU4 8.39 14.25 117.14 41.25
DMU5 15.56 33.5 693.74 129.2
DMU6 13.33 66.36 519.1 137.81
DMU7 11.67 33.6 344.75 92.79
DMU8 12.96 40.99 477.75 119.39
DMU9 13.42 39.26 388.6 99.97
DMU10 11.63 39.95 310.38 102.84
Sum 119.28 358.41 3501.28 957.92
Table 3
Results for α = 0.1.
I1 I2 O1 O2
DMU1 14.5 35 796.24 135.62
DMU2 7.39 11.06 104.9 33.83
DMU3 12.26 35.35 682.66 112.92
DMU4 9.78 34.09 516.84 87.25
DMU5 9.38 36.63 579.54 91.25
DMU6 7.67 21.76 261.45 103.45
DMU7 16.94 31.75 308.97 103.53
DMU8 9.42 27.08 211.64 63.82
DMU9 15.06 62.51 420.19 131.65
DMU10 11.36 55.94 404.37 135.11
Sum 113.76 351.17 4286.8 998.43
According to (7) the entire required ith input and the total expected rth output at the level of α are x¯i(α) =∑nk=1 xˆik(α)
and y¯r(α) =∑nk=1 yˆrk(α) respectively.
4. An application of the SCRA model
In this section we will demonstrate the resultant models and theorems through presenting a real word application.
Consider a car factory which wants to allocate a portion of its producible parts to its ten subject firms. Each firm suggests
its production scheme with two required inputs and two expected outputs, and all these data are stochastic. Consider these
presentations with ‘‘marginal prices’’ and ‘‘machinery maintenance expenses’’ as inputs and ‘‘cost of parts’’ and ‘‘amount of
produced parts’’ as outputs. These data have been indicated in Table 1. This factory bymaking use ofmodel (6), first converts
these stochastic suggestions into the deterministic ones and by applyingmodel (2) offers ten new deterministic suggestions
that are more efficient in comparison to the former ones. Therefore, the firms on the basis of their capability can choose
one of these suggestions. Results of model (6) and (2), at two levels of α, are gathered in Tables 2 and 3. By applying the
BCC model in the input orientation it can be verified that all the DMUs with the data set as indicated in Table 3, are Pareto
efficient. Tables 2 and 3 reveals that by increasing the error level, total required inputs and total expected outputs, increase
and decrease respectively.
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5. Conclusion
One of the major problems of firms such as factories, banks, hospitals etc. is to allocate some parts of their duties into the
individual units which is called decentralization. These allocations will have suitable results if all the individuals perform
efficiency.
DEA is a nonparametric technique for efficiency evaluation of a set of DMUs. CRA models have been introduced through
the DEA framework in order to optimally allocate available resources to the subject units. In this method the central firm
accepts the suggested scheme of each individual and applies the CRA model to propose new and efficient suggestions to
them.
In real world applications some of the factors of these suggestions such as prices, costs, the amount of production etc.
may depend on uncontrollable factors such as inflation and political factors. Therefore these suggestions can not be stated
deterministically, that is they have stochastic essence thus the managers face stochastic suggestions. In such circumstances
the previous CRA–DEA models are not functional for them. This paper has set up a stochastic DEA framework for CRA. By
applying these models, first stochastic suggestions are converted into the deterministic and analytical suggestions. Then
by applying the deterministic CRA models these stochastic suggestions can be transformed into the efficient ones. In SCRA
models results are a function of the level of error (α) which produces an effect on the magnitude of the required inputs and
expected outputs. Due to the sensitive setting the level of α should be set by the central firm.
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