Multi-functional devices that integrate electromagnetic and mechanical fields are gaining importance in a wide variety of applications. The combined mechanical and electromagnetic regimes, encompassed in these structures, make it necessary to develop effective multi-physics analysis tools at a range of temporal scales. An important consideration is that the different fields governing multi-physics response may have large frequency discrepancies, e.g. the ultra-high electromagnetic frequencies and moderate vibration frequencies. Computational analyses of these discrepant frequency problems using conventional time integration schemes can become intractable. This paper develops a framework for coupling transient electromagnetic and dynamic fields to predict the evolution of electric and magnetic fields and their fluxes in a vibrating substrate undergoing finite deformation. It addresses the issue of time integration with large frequency ratios, by introducing a novel wavelet transformation induced multitime scaling (WATMUS) method in the finite element framework. The method significantly enhances the computational efficiency in comparison with conventional single time scale integration methods. An adaptive enhancement of WATMUS scheme allows for the optimal wavelet bases in the transformation and integration step sizes. The accuracy and efficiency of the proposed WATMUS scheme is verified by comparing the results with the single time-scale simulations of the coupled transient electromagnetic nonlinear vibration problems.
Introduction
Multifunctional and intelligent structures are finding increasing use in a wide variety of commercial and defense applications [1, 2] . Examples of applications include conformal load bearing antenna, deformable piezoelectric sensors, flexible energy harvesting devices, stretchable electronics, MEMS, elastomer-based electromagnetic devices, to name a few [3, 4] . Many of these devices implement coupled electro-magnetic (EM) and mechanical (ME) field problems in their design. The ME fields in many cases have significant effect on the EM signals. In some cases, the EM fields also cause forces e.g. the Lorentz force that affects the mechanical state. Load bearing antennae are subjected to mechanical vibrations, which have frequencies that are considerably different from those for the electro-magnetic field. For piezoelectric devices, coupling between the fields happens naturally since the piezoelectric material is able to convert mechanical energy to electrical energy and vice versa. Another application is electromagnetic metal forming processes [5, 6] that represents contact-free high-speed forming, reaching strain rates ≥ 10 3 s −1 . These processes are driven by electromagnetic body forces due to the interaction of a magnetic field with the induced current. Analysis of multi-functional structures requires solution of multi-physics problems at a range of spatial and temporal scales. As the useful properties for materials are extended into combined mechanical and electromagnetic regimes, effective tools are necessary to analyze these complex systems.
Modeling coupled multi-physics problems, involving the evolution of EM fields in moving deformable media, while necessary is a significant challenge. In Section 5.1, an example has been solved to establish the need for coupled analysis when transient electro-magnetic problems are solved in a dynamically moving substrate. A limited number of coupled computational models are available in the literature. Numerical implementation of coupled electro-magnetothermal systems of heterogeneous materials, involving the absorption of electromagnetic energy, its conversion to heat and changes in the electromagnetic material properties has been conducted in [7, 8] using FDTD methods. Constitutive models, addressing magneto-mechanically coupled non-linear and hysteretic response of ferromagnetic shape memory alloys and dissipative ferroelectricity have been proposed in [9] [10] [11] [12] [13] . Return mapping algorithms in ferroelectricity have been developed in [14] . Finite element modeling of time dependent Maxwell's equations in dispersive media has been conducted in [15] . A general framework for electro-magneto-mechanical coupling in quasi-static problems has been conceived in [16, 17] . Finite element analyses of electro-mechanically coupled problems for ferroelectric ceramics has been presented in [18, 19] . A vector-valued electric potential formulation has been executed in [20] as an alternative to the scalar-valued potential approach for coupled electro-mechanical problems. A hybrid finite element scheme for non-linear electromechanical problems has been proposed in [21] . Adaptive goal-oriented hp-FE methods have been developed for electromagnetic problems with applications in dipole antenna in [22, 23] . Coupled boundary and finite element simulations of nonlinear elastostatics problems have been conducted in [24] where the surrounding space is modeled using boundary elements. In a recent paper [25] , the authors have developed a generalized framework for coupling transient electromagnetic and dynamic mechanical fields to predict the evolution of electric and magnetic fields and their fluxes in a vibrating substrate undergoing finite deformation. The framework is based on the theory of electromagnetics in deforming media [26] [27] [28] .
A major challenge with solving many real applications of the coupled, transient electromagnetic, dynamic mechanical simulations is the high frequency ratio of electromagnetic to mechanical loadings, often greater than 10 4 . This requires, simulating a large number of electromagnetic cycles to reach a desirable state in the mechanical deformation. In conventional semi-discrete finite element simulations using single-scale time integration methods [29] , each cycle is discretized into a number of temporal points to meet the stability requirements of integrating the higher frequency field. For high frequency ratios of EM-ME loading, this requirement poses significant challenges due to the largely discrepant temporal scales. Multi-time scaling methods, based on asymptotic expansions, have been discussed for Maxwell's equations in the absence of other fields in [30, 31] . These methods may not provide any advantage over the single time scale computations due to the existence of two-way coupling between the temporal scales. Attempts to overcome this bottleneck through interpolation-based hierarchical modeling in [32] have not resulted in favorable results for history dependent problems. The almost-periodic temporal homogenization (APTH) operator [33, 34] , generally leads to very small time steps to preserve stability in the simulations and hence looses any efficiency advantage. Runge-Kutta exponential time discretization methods have good stability properties and have been applied to nonlinear wave equations in [35] [36] [37] [38] [39] . However they do not provide significant computational advantages in these problems.
There is a considerable need for effective multi time-scale resolved integration schemes, when modeling coupled multi-physics problem with disparate frequencies. This paper is aimed at addressing this need through the development of a wavelet transformation based multi-time scaling (WATMUS) method, thus overcoming the major deficiencies. The scheme was originally conceived for modeling fatigue problems in the context of crystal plasticity finite element simulations in [40] [41] [42] . The wavelet decomposition projects the high frequency response onto a low frequency cycle-scale problem through wavelet basis functions for numerical integration. No assumption of scale separation is needed with this method. This paper is organized in the following sections. The framework for coupling transient electromagnetic and dynamic mechanical fields, based on developments in [25] , is discussed in Section 2. A brief review of a few existing multi-time scaling methods is given in Section 3, followed by wavelet transformation induced multi-time scaling (WATMUS) method development in Section 4. Section 5 introduces the WATMUS method for coupled electro-magneto-mechanics with a brief review introduction of various multi-resolution wavelet families. Adaptive criteria to improve the accuracy and efficiency of the WATMUS algorithm are developed in Section 6, and numerical examples validating the WATMUS algorithm followed by examples on simulating ultra-high frequency transient electromagnetic fields in conductor structures undergoing cyclic dependent large mechanical vibrations are provided in Section 7. The paper ends with conclusions in Section 8.
FE model for coupled transient electromagnetic and structural dynamics problems
A comprehensive framework for solving the coupled transient electromagnetic and dynamic mechanical fields, based on the theory of electromagnetics in deforming media has been developed in [25] . The coupled model predicts the evolution of electric and magnetic fields in a substrate undergoing finite deformation under dynamic loading conditions. The mechanical loading influences the electromagnetic fields through changes in the geometric configuration of the conducting substrate. Mechanical field variables, in turn, can be affected by electromagnetically induced forces, e.g. the Lorentz force. For many applications, such as load-bearing antenna, the magnitude of the Lorentz force is negligible in comparison with the externally applied mechanical forces. Consequently, a one-way coupling between the two fields is considered, where only the EM variables are affected by the deformation of the structure. The Lagrangian formulation in [25] , which maps Maxwell's equations from spatial to reference material coordinates, is summarized next.
Governing equations in the reference configuration (Lagrangian description)
The deformation behavior of the conducting substrate undergoing finite deformation is modeled for a hyperelastic material under dynamic loading conditions. In Lagrangian mechanics, the reference configuration Ω 0 (= Ω (t 0 )) at a time t 0 is expressed in terms of the material coordinates X I , I = 1, 2, 3, whereas the current configuration Ω (t) at time t is represented by the current spatial coordinates x i , i = 1, 2, 3. The Cartesian components of the displacement vector in the material coordinates are expressed as:
characterizes the deformation of the material, and it is such that the Jacobian determinant
The constitutive relation at finite strains for the hyper-elastic material is assumed to be neo-Hookean, for which the strain energy density function W can be expressed in terms of kinematic variables as:
where λ and µ are Lamé constants, and
) is the right Cauchy-Green deformation tensor. The stress-strain relation for finite strains is derived from the energy density expression in Eq. (1) where the components of second Piola-Kirchhoff tensor are obtained as:
where σ i j are components of the Cauchy stress tensors. The equilibrium equation for finite deformation theory in the reference configuration is expressed as:
where
are the components of the first Piola-Kirchhoff stress tensor, ρ 0 is the density in the reference configuration and b i is the body force per unit mass.
The corresponding set of constitutive relations in the reference configuration are:
Electric displacement field:
Magnetic field strength:
These relations are nonlinear due to coupling with the deformation fields. For efficient solution of the Maxwell's equations, scalar and vector potentials ϕ and a respectively in the current configuration have been proposed as primary variables representing the electric and magnetic fields [43] . This potential function representation results in identities in Eqs. (4b) and (4c). The reduced forms of the Maxwell's equations in the reference configuration require transformation of the potentials. The magnetic and electric fields can be derived in terms of the vector potential (A) and mixed potentials (Φ, A) in the reference configuration [25] as:
Substituting Eqs. (10) in Eqs. (8a) and (8d) results in two governing Maxwell's equations in a deformable medium, given as:
= Q e (11a)
whereẼ I is defined as:
The reduced equations in terms of potentials reduce the number of unknowns from 6 to 4 independent variables in the semi-discrete finite element model. However the potentials are non-unique and will yield singular tangent matrices with instabilities for certain electromagnetic fields. For instance non-unique solutions of the vector potential may be found in Eq. (10), for which the Gauss's law of magnetism in Eq. (8b) still holds.
where A I is the I -th component of the vector potential and Ψ is an arbitrary scalar potential in the reference configuration. The non-uniqueness of the potentials is averted by applying a Coulomb gauge condition [27, 44, 45] , stated as:
3. Review of a few candidate accelerated time integration methods
For the coupled mechanical-electro-magnetic problems, two relevant time-scales that implicitly exist are:
1. A high resolution, fine time-scale τ corresponding to the high frequency electromagnetic cycles; 2. A low resolution, coarse time-scale N corresponding to the low frequency of mechanical cycles.
A variety of accelerated time integration methodologies have been proposed in the literature for different problems e.g. [32] [33] [34] 40, 46] . Many of these approaches have limitations when solving nonlinear problems involving multiple time-scales, as discussed in [40, 41] . In this section, a few of these methods are examined for their feasibility with the coupled transient electro-magnetic, dynamic (EM-ME) problem.
Test problem: reduced Maxwell's equations without mechanical field
A simplified test problem is considered for assessing the appropriateness of various candidate multi-time scaling schemes. Consider the Faraday's law of magnetism and Ampere's law in Eqs. (4c) and (4d) for linear, isotropic, nondispersive materials that have field direction and frequency independent electromagnetic properties [27, 28] . Following steps in [47] , a system of symmetric equations is obtained by incorporating an equivalent magnetic current density in the Faraday's law. The structure is assumed to (a) have an infinite cross-section in the y − z plane and (b) have no variation of the electromagnetic fields in the y and z directions. If electromagnetic excitations are imposed in the x-direction only, then the partial derivatives of all fields with respect to the y-and z-coordinates are zero. Additionally the following assumptions:
e y (t = 0) =0 =⇒ ∂e y ∂t (t = 0) = 0 and e y (t ≥ 0) = 0 (15b) yield a set of only two, coupled scalar equations involving e z and h y that correspond to a x-directed, z-polarized transverse magnetic mode, i.e.
Constitutive relations for electric current density j f i = j c i = σ e i and equivalent magnetic current density m i = σ * h i in the absence of mechanical fields are used. Initial and boundary conditions for a conductor of length x = l are assumed to be:
IC: e z (x, 0) = 0 and h y (x, 0) = 0 BC: e z (l, t) =ē z (t) and h y (l, t) =h y (t).
The weak forms of the initial-boundary value problem in Eqs. (16) are written as:
where δe z and δh y are virtual test functions with properties that δe z = 0 and δh y = 0 on the essential boundary. The Newmark-beta time integration method is implemented to incrementally solve Eqs. (18) . For cyclic loading, the solution requires a large number of very small time steps in each electromagnetic cycle. The Eqs. (18) are solved for the domain of length l = 0.003 m discretized into 100 linear elements. Material properties are: electrical permittivity ε = 7.0832 × 10 −11 F/m, magnetic permeability µ = 1.2567 × 10 −6 H/m, electrical conductivity σ = 2.5 × 10 6 S/m and σ * = 2.5 × 10 6 /m. The electrical current excitation is imposed at the end x = l and assumed to be a periodic signal with an arbitrary oscillatory pattern asē z (t) = f (ω em t) with ω em = 200π (rad/s). Electromagnetic field variables at t = 0 are assumed to be zero. The simulation is continued for 1000 electrical cycles using a single time-scale Newmark-beta integration method.
The results of the z-direction electric field and y-direction magnetic field as a function of the cycles, at the midpoint of the conductor ( l 2 , 0, 0) are plotted in Fig. 1 . The figures in the inset correspond to the oscillatory response of the electric and magnetic fields at the 151-th cycle. These constitute the reference response solutions for validating candidate methods that are discussed in the following sections. A cycle dependent least square error at a nodal point β, accounting for the values of the electric field at the beginning of each cycle, is defined as:
where N and N max are the number of electromagnetic cycles and its maximum value, T is the period and the subscript r e f corresponds to the single time-scale solution.
Exponential Runge-Kutta adaptive stepping
The Runge-Kutta exponential time discretization methods, which have good stability properties for dissipative PDEs and nonlinear wave equations [35] [36] [37] [38] [39] , are applied to solve the problems in Section 3.1. These methods involve integration of the governing equations using exponential time differencing scheme, followed by an approximation of the integrals involving the nonlinear constitutive relations and loading functions using Runge-Kutta family of methods. The solution consists of two parts, viz. a fast phase and a slow manifold. Initial conditions are not satisfied for the slow phase expansions. Hence a cycle by cycle integration is required to guarantee the stability of the scheme. The optimal step size h opt is obtained from a local truncation error meeting an assigned tolerance [39] . The electric field at the beginning of each cycle e 0 z is plotted as a function of the cycles for different accelerated time integration schemes in Fig. 2(a) . This method yields accurate results for an increment size h opt = 4∆t sts , where ∆t sts is the timestep of a conventional single time-scale integration process with twice the efficiency. Fig. 2(b) shows the speedup with each accelerated method over the single time-scale Newmark-beta method, as a function of the error in Eq. (19) . For the Runge-Kutta (RK4) method, a small advantage in the efficiency leads to high truncation error.
Asymptotic and almost periodic homogenization methods
Methods of multi-time scaling using uniformly varying asymptotic solutions have been discussed for only Maxwell's equations in [30, 31] . These methods are based on the existence of two temporal scales, viz a macro timescale (t) and a micro time-scale (τ ), linked through a relation t = τ ζ for 0 < ζ ≪ 1. In general, they assume complete scale-separation and invoke homogenization method that requires solution of the fine time-scale (τ ) initial value problem in each coarse time-step. This results in high computational efforts that will not provide any advantage over the single time-scale calculations. Additionally, the assumptions of scale-separation through periodicity can lead to large errors for general multi-physics problems. Attempts to overcome this limitation through interpolation-based hierarchical modeling in [32] have not resulted in favorable results for history dependent problems. An advancement over the asymptotic homogenization has been suggested through the almost-periodic temporal homogenization (APTH) operator in [33, 34] for studying fatigue response. The initial-boundary value problem is decomposed into macro-scale evolution equations and the micro-scale temporal problems for different orders of the scaling function ζ . The equations are solved using a staggered, modified Euler time integration scheme. The macro-scale variables at time t n+1 are updated and then micro-scale initial-boundary value problems are solved with the updated values of the macro-scale variables in the time domain [0, τ ]. In its application to the electromagnetic problems, the initial conditions for the macro-scale and micro-scale equations are obtained by solving one electromagnetic cycle using a single time scale integration scheme, as the starting procedure. This method leads to truncation error in the macro time steps ∆t and consequently imposes very small time steps in the macro scale equations to preserve numerical stability. This is illustrated in Fig. 2(a) where it shows oscillations with a step-size of four cycles or higher, i.e. ∆N ≥ 4. The efficiency as a function of accuracy is shown in Fig. 2(b) . When compounded with nonlinearities due to coupling with the mechanical fields, the efficiency of the APTH method is expected to reduce drastically.
Discrete Fourier transforms
Fourier transforms can be used for accelerated solution of the reduced set of Maxwell's equations in Eq. (18) . The Fourier transform generalizes the complex Fourier series to accommodate non-periodic functions through an integral expression using exponential basis functions over a time period T → +∞, given as:
where k is an integer variable corresponding to the number of harmonics in the transformation with points in the frequency spectrum that are spaced 1/T apart, and {e, h} are the electric and magnetic fields respectively. With T that capture the heterogeneous oscillations within an interval T . In the discrete Fourier transformation scheme, the integral in Eq. (20) is expressed as a summation over equally spaced discrete points in the frequency spectrum. Accordingly the Fourier coefficients in Eq. (20) can be obtained by replacing the Fourier integral with a Riemann sum [48, 49] . For solving the test Maxwell's boundary value problem, T is chosen to be the time period of the electrical current excitation i.e. T = 
where n is the required number of basis functions for accurate representation of the oscillatory response of {v β } within a cycle. The equally spaced sample points are defined as τ j = ( j+1)T n for j = 0, . . . , n − 1. This procedure transforms the time dependent boundary value problem into a cycle-scale N boundary value problem termed as the coarse timescale problem. Upon solving this problem for the coefficients in Eq. (21), the fine τ -scale electromagnetic fields can be recovered from the inverse transformation of Eq. (21) . The initial and boundary conditions for the boundary value problem in Eqs. (17) can then be reformulated as:
By substituting the inverse transform of Eqs. (21) and applying the initial and boundary conditions in Eqs. (22a) and (22b), the semi-discrete finite element equations (18) are now obtained in terms of discrete Fourier coefficients {c β (N ), d β (N )}. By inverse transformation of Eq. (21) and integrating over a cycle by assigning j = n or τ j = T , the coarse "cycle"-scale derivatives of the state variables are obtained as:
where e (21) lead to a lack of uniform converge due to Gibbs instability. This is shown with the high truncation error in Fig. 2(a) , where the solution process uses ∆N = 16, n coeff = 50 and n = 256. A non-harmonic signal is being represented here through a finite number of exponential basis functions in the discrete Fourier transform. The deviation of the Fourier transform-based solution from the reference solution keeps increasing with cycles, due to increasing truncation error in the fine time-scale reconstruction. The corresponding accuracy and efficiency is illustrated in Fig. 2(b) . Error bars, corresponding to the standard deviation of the efficiency with different number of Fourier coefficients, are shown in this figure. Additional terms in the basis and coefficients result in higher accuracy. To summarize, the spectral basis representation in the Fourier transform leads to Gibbs type instabilities in the response solution due to truncation of terms from the infinite set of Fourier coefficients. The periodic nature of these basis functions makes them inappropriate for representing non-periodic fine scale oscillations.
These studies conclude that most of the conventional methods of time acceleration are not adequate even for the uncoupled electro-magnetic problem. Convergence issues, with respect to both accuracy and efficiency, are expected to deteriorate for the coupled multi-physics problem that is central to this development.
Wavelet transforms in multi-time scaling
For the class of coupled oscillatory problems being modeled in this study, the family of basis functions chosen for any accelerated time-scaling algorithm should ideally meet the following criteria.
• Functions should be linearly independent and form an orthogonal set to satisfy the condition:
• Functions should represent all possible waveforms to a predefined resolution;
• The number of coefficients, corresponding to the number of basis functions must be optimally small. Wavelet transformation induced multi-time scaling (WATMUS) methods have been successfully implemented in [40] [41] [42] to simulate a large number of loading cycles for fatigue life prediction in polycrystalline microstructures. Analogously, the wavelet family of transformation functions is considered to be a strong candidate for introducing multi-time scaling to multi-physics problems governed by disparate frequency domains. Many wavelet basis functions possess the following properties that make them favorable for this class of problems.
• Compact support: Each wavelet basis has a compact support, spanning a finite domain. Consequently, waveletbased solutions are not expected to exhibit spurious instabilities due to cut-off, like the Gibbs phenomena.
• Multi-resolution: For a given resolution of the fine-scale response, the space of basis functions is well defined and finite, which makes it possible to a-priori identify wavelet basis functions to represent the oscillatory fine-scale variables.
• Number of coefficients: Since wavelet transformation projects in both time and frequency domains unlike Fourier transform, it enables a significantly larger reduction in the number of coefficients to be solved.
• Non-periodic bases: Wavelet basis functions are non-periodic and suitable for accurate representation of nonperiodic oscillatory response.
Overview of wavelet basis functions
Wavelet basis functions evolve from the translation and dilation of compactly supported scaling functions φ(τ ) and mother wavelets ψ(τ ) [50, 51] . The dilation property provides multi-resolution characteristic needed for accurately representing complex waveforms, while the translation property provides representation across a range of multiple periods. The wavelet transformation-based representation of any square integrable function v(τ ) is:
dτ are coefficients of the wavelet basis functions expressed as a vector, M res is the number of dilation modes of resolution and N m trans is the number of translation modes corresponding to each resolution m. The compactly supported scaling functions φ(τ ) satisfy the refinement condition, which relates the higher and lower resolution scaling functions through a recursive summation and multiplication of the high pass filter components h k as:
where the coefficients h k correspond to a high pass filter and N filter is a parameter corresponding to the total number of filters for the wavelet family. Scaling functions produce a nested sequence of subspaces at different resolutions, expressed as:
The nested sequence of functions v m , obtained by projecting v to the different subspaces V m , are the approximations at different resolution levels. This multi-resolution property yields a complimentary detail space W m that is spanned by the wavelet basis functions ψ(τ ). W m constitutes a space corresponding to the orthogonal projection of V m+1 on V m , i.e. V m+1 = V m  W m . Wavelet basis functions have compact support and satisfy refinement condition similar to the scaling functions, as:
where g k are coefficients corresponding to a low pass filter that depend on the family of wavelets. Scaling and mother wavelet functions for a candidate Daubechies-8 wavelet family [52, 53] over its support length are shown in Fig. 3 . Discrete wavelet transformation may be achieved through a recursive projection of the original function on to the approximate and detail spaces at coarser resolutions as:
where m is the resolution level and n is the translation at the corresponding resolution. It yields approximate coefficients a 1,n ∈ V 0 and detail coefficients d m,n ∈ W m where m ∈ [1, M res ]. This multi-resolution property of wavelet transformation may be used to retain coefficients, where response variations are high and eliminate coefficients where changes are slow. Discrete wavelet transformation of Eq. (28) can be performed through a matrix operation:
where the transformation matrix T is orthogonal and sparse. It is created from low pass filters h k and high pass filters g k as discussed in [40, 42, 51] . v is a p-dimensional vector containing p equally spaced discrete points in time. C is a q-dimensional vector that contains the wavelet coefficients corresponding to both dilation and translation. Depending on the signal v and the compactly supported wavelet basis functions, there can be only q ≤ p non-zero coefficients.
The vector of non-zero coefficients can be mapped to the signal through the transformation matrixT, which is constructed from the columns of T T corresponding to non-zero coefficients of C, as:
For a properly chosen family of wavelet basis functions corresponding to a given signal, the above representation using a rectangular transformation matrixT significantly reduces the computational requirements for fine time scale decomposition and reconstruction to a predefined resolution.
Accelerated FE solution of the reduced Maxwell's IBVP using the WATMUS algorithm
The same test problem of Section 3 is solved with the WATMUS algorithm developed here for the multi-physics problem. The wavelet transformation is used to resolve the response of an arbitrary oscillatory field variable at time t into components characterized by: (i) a slowly evolving response, corresponding to wavelet coefficients that evolve in the cycle scale N , and (ii) a rapidly varying oscillatory response represented by the intra-cycle, τ -scale wavelet basis functions. Let the elapsed time t =  N i T i + τ , where T i corresponds to the period of the i-th cycle. Note that the T i 's will be different for non-periodic response. Any field variable v(x, t) may be expanded in a series of n wavelet basis functions as:
where v k (x, N ) are the cycle-scale coefficients, corresponding to the wavelet basis functions ψ k (τ ). For convenience, v 0 (x, N ) = v(x, N , 0) at the beginning of a given cycle is identified as a coarse-scale variable. For the cycle-scale problem, the wavelet transformation is applied to eliminate the fine time-scale dependencies and yield a discrete evolution equation of the canonical form:
The wavelet coefficients v k (x, N ) are determined by taking the inner product of the response function with the orthogonal wavelet basis functions over the interval [
For the test problem of reduced Maxwell's equations, the response function corresponds to the set v(
with v k (x, N ) being the wavelet coefficients. Correspondingly, the discrete wavelet transformation of Eq. (33) is performed through the matrix operations in Section 4.1 as:
whereT β i j represents the orthonormal transformation matrix, (i.e.T βTβT = I) created from the wavelet filter. The electromagnetic field variables are obtained by integrating the transpose of discrete equations (34) as:
The starting procedure of the WATMUS requires solving the first cycle N = 1 in detail using the single time-scale integration process. The boundary and initial conditions in (17) are then expressed as:
Here, the superscript r e f corresponds to the single time-scale solution at the end of the first cycle. By substituting Eqs. (35a) and (35b) and the transpose of Eqs. (34), the semi-discrete finite element equations (18) are expressed in terms of discrete wavelet coefficients. The coarse time scale evolution equations are obtained by setting τ j = T in Eqs. (35a) and (35b) to yield:
These cycle-scale equations are integrated with a stable, 2nd-order backward Euler time integration scheme. Table 1 Fig. 4(a) and (b) respectively. The truncation error quickly converges to very low values with increasing number of wavelet coefficients. Also relatively high accuracy can be achieved with relatively high values of ∆N . These studies confirm the potential of the WATMUS method for the coupled multi-physics problems. This is extended to the 3D coupled electromagnetic nonlinear dynamic FE model with the adaptivity criteria in the next section.
The WATMUS method for 3D coupled electromagnetics-nonlinear dynamical FE model
The initial-boundary value problem for the coupled, transient electromagnetics-nonlinear dynamical problem is governed by:
• Equations of equilibrium for large deformation, nonlinear dynamic problem, which in the reference configuration is given in Eq. (3);
• Transient equilibrium conditions for the electromagnetic potentials, which in the reference configuration are expressed in Eqs. (11a) and (11b).
The weak form of the nonlinear dynamical equations, corresponding to the strong form in Eq. (3) is given as:
where δu i are test functions such that δu i = 0 on the surface S 0,u , where the essential conditions are prescribed. N J are components of the surface normal, on which natural boundary conditions are applied. The corresponding semi-discrete finite element equation is given as:
where Q α (X) are the polynomial shape functions in a reference configuration (X) element e for which α corresponds to the element node numbers. The weak form of the transient EM problem is derived from the Hamilton's principle that minimizes the action functional, defined in terms of the Lagrangian density L. This is expressed in terms of the Table 1 Comparison of accuracy and efficiency for various wavelet families: step size ∆N , number of wavelet coefficients n wav , as well as error and speedup by the WATMUS scheme for a total number of simulation cycles N = 963. scalar and vector potentials in the reference configuration as:
The gauge condition in Eq. (14) is implemented in Eq. (40) using the penalty constraint to the vector potentials. The term 1 p is the penalty coefficient, where p is generally of the order of the electrical permittivity ε. Setting the variation of the action functional with respect to Φ and A to zero yields:
where δΦ and δA are test functions such that δΦ = 0 on S Φ and δA = 0 on S A respectively. Natural boundary conditions for Φ or A are prescribed on the surface with normal N. Boundary conditions for the electromagnetic problem are given in Appendix A. The corresponding semi-discrete finite element equations incorporate the discretized scalar potential Φ β and vector potentials A β as independent variables. For the single time-scale coupled problem, numerical implementation of the weak forms and boundary conditions has been conducted in [25] using a staggered approach, where the displacement field is solved first from the dynamic field equations, followed by the electromagnetic problem in every time increment. Both the mechanical and electromagnetic field variables adopt the same finite element mesh of eight-noded hexahedral elements. The implicit Newmark-beta method is implemented for integrating the dynamic problem, while the backward Euler method is implemented for integrating the EM fields.
Example illustrating the need for multi-time scaling in coupled EM-ME simulations
This example is intended to establish the need for multi-time scaling accompanying coupled EM-ME simulations. It simulates the evolution of a time-dependent electromagnetic field due to an alternating current in a vibrating rectangular conductor, as depicted in Fig. 5 . For the mechanical problem, the boundary conditions are: u(X, t) = 0 on the surface S 2 and u z (X, t) = u 0 sin(ω me t) on the surface S 1 , while the initial conditions are: u(X, 0) =u(X, 0) = 0. For the electromagnetic problem, the Dirichlet boundary condition is chosen to constrain the magnetic potential on all the lateral surfaces, i.e. A(X, t) = 0 on all S  (S 1  S 2 ). A Neumann boundary condition is imposed in terms of the electrical current J y (t) = J 0 sin(ω em t) perpendicular to the surface S 2 , and a Dirichlet boundary condition Φ(X, t) = 0 is applied on the surface S 1 . The input electrical current amplitude is J 0 = 200 A for all problems. The initial conditions are Φ(X, 0) = 0 and A(X, 0) =Ȧ(X, 0) = 0 ∀X ∈ Ω 0 . The conductor is chosen to be aluminum with its known mechanical properties for the Young's modulus, density and Poissons ratio as 69 GPa, 2700 Kg/m 3 and 0.32 respectively. Correspondingly, the Lamé constants in Eq. (2) are λ = 46.5 GPa and µ = 26.1 GPa. The electromagnetic properties in Eq. (6) are utilized as: ε = 8.2344 × 10 −11 F/m, µ = 1.2567 × 10 −6 H/m and σ = 3.5461 × 10 7 S/m. Simulations are conducted to study the effect of mechanical and electro-magnetic loadings on the multi-physics response. Representative results are summarized in Fig. 6(a) and (b) . In the first example, the mechanical load amplitude and angular frequency are respectively u 0 = 0.2 m and ω me = 200π (rad/s) and electric current angular frequency is ω em = 1000π (rad/s). This corresponds to a frequency ratio respective time periods. The evolution of the y-direction magnetic induction field in the current configuration and the z-direction displacement component at a point (0.025, 0.125, 0.015)m are plotted (for different scales) in Fig. 6(a) . The frequency of electromagnetic response fields are affected by the frequencies of both the electrical current and mechanical loading. Two periods are seen in the response plots, viz. a shorter time period that follows the high frequency pattern of the imposed electrical current, and a longer time period (corresponding to the distance between two identical maximum peaks). The latter follows the frequency of the mechanical excitations.
In the second example, the frequency ratio is increased to ω em ω me = 100 with ω em = 20,000π (rad/s) and ω me = 200π (rad/s). The electromagnetic field solutions exhibit two distinct time scales in their response. The first corresponds to the frequency of the applied EM fields, while the second is related to the carrier frequency of the vibrating substrate. Since the first time-scale is very small in comparison with the latter, the EM solutions in Fig. 6(b) is representative only of the lower frequency response i.e. solutions corresponding to the beginning of each EM cycle. The plots in Fig. 6(b) include the results of y-direction magnetic induction field at the beginning of each EM cycle, along with the deformation field, plotted on different scales.
The figure illustrates that the lower frequency component of the EM response follows the frequency of the mechanical loading. The different electromagnetic and mechanical responses show that the EM fields evolve nonlinearly in different directions through the coupling with the nonlinear ME fields.
The effect of direct coupling between the EM and ME fields is investigated in Fig. 7 , where the fully coupled solutions in Eqs. (41a) and (41b) are compared with configuration-based static solutions. The configuration-based static EM solutions correspond to those in the absence of the conductor velocity and acceleration fields, but in the respective deformed configurations. The electrical current angular frequency is ω em = 20,000π (rad/s). As seen with the y-direction electric field, the lack of explicit velocity field representation in the EM field solution in the configuration-based static solution, leads to considerable error in the EM field response. Hence it is important to solve the coupled problem in a rigorous manner. However, the coupling makes it difficult to solve electromagnetic fields for a large number of mechanical cycles, especially for problems with large frequency ratios ( ω em ω me ∼ 10 5 ), common in many practical problems. With increasing frequency ratios, coupled simulations using conventional, single time- scale integration schemes become computationally prohibitive. Multi-time scale methods that can project the high frequency response on low frequency fields are needed to overcome this challenge.
Temporal scales in the coupled EM-ME problems are characterized by:
1. Fine time-scale τ corresponding to the high frequency oscillations of the electromagnetic fields; 2. Coarse time-scale, characterized by the slow-scale variations of the maximum EM amplitude, which is a function of the mechanical cycles. This is represented and will be termed as the EM cycle-scale N .
The nonlinear finite deformation, semi-discrete equations (39) are solved using the Newton-Raphson iteration method, for temporally evolving nodal displacements u β i in the cycle-scale N . For the p-th iteration step at the N -th cycle, the equations solved are:
where the residual is obtained from Eqs. (39) as:
Equilibrium conditions are assumed in a weak sense for the mechanical problem during the evolution of electromagnetic fluxes. The parameters for an unconditionally stable Newmark-beta time integration are utilized as γ = 0.5 and β = 0.25 (see for details [29] ). Thus, the time step ∆N is chosen to satisfy accuracy constraints only [29, 54] . For a tolerance set to 10 −3 , convergence in the iterative scheme is achieved for ∆t T me = 0.02, i.e. 50 time steps per mechanical loading period. Thus, the maximum allowable EM cycles traversed in each increment of mechanical time integration is taken as:
The FE representation of EM potentials Φ β (t) and A 
The corresponding wavelet induced coefficients C βk I (X, N ) may be obtained by virtue of orthogonality as:
Here C βk I (X, N ) are the EM cycle-scale wavelet coefficients of state variablesẎ I (X, N , τ ), T is the time period of the externally applied electrical current and n is the number of basis functions. This sparse transformation relates the evolution of the state variables with the monotonic evolution of coefficients. This can be integrated using the incremental methods in the coarse time scale N . The selection of the multi-resolution based wavelet family is important to obtain a sparse representation in the transformed domain and is discussed next.
Determination of the optimal wavelet family
The efficiency of a sparse representation, as seen in Eq. (46), requires the selection of an optimal wavelet family, for which an arbitrary signal may be reconstructed with the least number of coefficients. This is investigated by comparing the solution of the transformed equations (47) (ii) an arbitrary periodic signal J I (t) = f (20000π t) as shown in Fig. 8 . Evolution of the cycle-scale electric field e x and the velocityu z for the example in Section 5.1 with the harmonic input current are illustrated in Fig. 9(a) . The corresponding fine time-scale error in e x from Eq. (19) at the EM cycle N = 226 (approximately third ME cycle) is plotted as a function of the number of wavelet coefficients in Fig. 9(b) . The reconstruction with Daubechies-8 wavelet family has the least truncation error in representing the sinusoidal EM fields. The error is low for wavelet families with bases that have continuous second derivatives. In general, Daubechies-I with higher I have better approximations of smoother functions due to improved multi-resolution features. The Bi-orthogonal-I family gives the poorest approximations. Fig. 10(a) and (b) show the cycle-scale electric field e x and its error at the EM cycle N = 226 for the arbitrary periodic electrical current input. Here however, the electromagnetic fields have different smoothness levels in different directions. For this case, the Daubechies-4 family is able to accurately capture the location of the turning points as indicated in Fig. 10(b) , and hence yields a lower error. The magnitude of fluctuations produced by scaling and wavelet functions of Daubechies-8 family is in general smaller than that with Daubechies-4, while the number of fluctuations is larger. In this paper, the Daubechies-8 family is chosen to represent electromagnetic signals in the coupled FE model.
Solving fine time-scale equations
The discrete wavelet transformation of Eq. (47) using Daubechies-8 family is performed through the matrix operatioñ N , τ ) where k = 1, . . . , n wav and l = 1, . . . , n.
HereT kl represents the reduced discrete wavelet filter, discussed in Section 4.1, for the Daubechies-8 basis functions andC βk I (X, N ) are the non-zero wavelet coefficients of state variablesẎ I (X, N , τ ). By substituting Eq. (48) into Eqs. (41a) and (41b), the evolution of electromagnetic potentials is expressed as:
With known coarse time scale initial conditions of the state variable Y 0 I (X, N ) = Y I (X, N , 0), the cycle-scale electromagnetic responses are obtained by forward Euler integration as:
By substituting the inverse transform of Eq. (48) into Eq. (49), followed by substitution into Eq. (50), the semi-discrete FE equations (41a) and (41b) are now written in terms of discrete wavelet coefficients as:
where τ l = 0, . . . , T , j, k = 1, . . . , n wav , l = 1, . . . , n. The forward Euler scheme is used to perform fine time scale integration in Eqs. (51) to obtain the cycle scale evolution of internal variables. For efficient computing of the large degrees of freedom in the coupled ME-EM model, the finite element code is parallelized using available libraries. The ParMETIS library [55] is utilized to decompose the computational domain and distribute to multiple processors. Subsequently, the Portable, Extensible Toolkit for Scientific Computation or PETSc library [56] , which is a Message Passing Interface (MPI) based library, is employed to accomplish code parallelization. Both the ME and EM codes are developed using PETSc to guarantee the same structure. The Newton-Krylov method [57] , preconditioned with a complete Lower-Upper matrix factorization is used to solve the global system of equations (51).
Solving coarse time-scale equations
The cycle-scale evolution of the initial conditions in Eq. (51) is determined by integrating one electromagnetic cycle in Eqs. (41a) and (41b) as:
Integrating the above equation by an implicit two-step, second order backward difference formula, yields a residual at the N -th cycle as
, and
Here ∆N and ∆N p are cycle jumps corresponding to the current and previous steps. The step sizes in Eqs. (53) and (43) should be chosen to guarantee stability of solution of the coupled system of equations. Eqs. (53) are solved using the Newton-Raphson iterative scheme. The Jacobian matrix for the above residuals can be obtained as
where the partial derivative
corresponds to the change in the coarse time scale internal variables from cycle N to N + 1. This differentiation directly follows from applying the τ scale response variation in Eq. (49) recursively through the backward Euler scheme. For example i j-component of this matrix can be obtained as:
where n is the number of discretization points in the fine time scale response function. Note that for higher order representations of the cycle-scale derivative in Eq. (52), additional terms can be accommodated in Eq. (53). This will require simulating additional cycles for the response variation in Eqs. (56) . Evaluating the tangent stiffness matrix in Eq. (55) requires global factorization at discrete time points within electromagnetic cycles followed by a multiplication over the time points. This calculation for the Newton-Raphson iteration is computationally exhaustive. Instead, a quasi-Newton method with a Broyden update for the stiffness matrix [29] is used to solve the evolution of coarse-scale variables. This iteration method has a super-linear convergence rate and is computationally much more efficient.
Adaptivity in the WATMUS method
The accuracy and efficiency of the WATMUS method depends on two parameters, viz. (i) the number of effective wavelet coefficientsC βk I in Eq. (51) and (ii) the coarse time step ∆N or the number of electromagnetic cycles traversed in each increment of the coarse time-scale integration. The former parameter depends on the chosen wavelet family and the form of the fine time-scale electromagnetic fields, while the latter is related to the truncation error in the coarsescale time integration scheme. Criteria for adaptive augmentation of the WATMUS method have been developed for crystal plasticity finite element method in [40] [41] [42] . A similar method is implemented for the coupled problems in this paper.
Adaptive selection of evolving wavelet coefficients
Temporal wavelet transformation of the high-resolution state variables, increases the nodal degrees of freedom in the FE model by the number of coefficients n wav , that are required to match the response. For high efficiency, it is prudent that an optimal number of wavelet basis functions n wav be retained in the transformed representation. Coefficients that are essential in this representation and evolve with time are termed as "active", while others are non-evolving, dormant coefficients. The set of evolving coefficients actively change during the temporal evolution of the FE model, thus controlling instability and inaccuracy in the solution. Only the active or evolving coefficients are solved in the set of global equations in (51) .
In the adaptive criterion, the total set of wavelet coefficients for a state variable Y β I is expressed as a set
This set is divided into evolving and non-evolving constituents, i.e. I I = I evol I  I non−evol I . The set of evolving coefficients in each increment of the cycle-scale problem is selected from the wavelet space, based on the criterion:
Note that n evol is analogous to n wav in Eq. (51). The maximum value of all coefficients at each resolution is defined as:
and η is a tolerance. The complementary set of non-evolving coefficients, belonging to the entire set, is
The evolution of the state variable Y β I over an electromagnetic cycle is related to the complete set of wavelet coefficients through the relation
The matrixT is the reduced wavelet transform matrix constructed from the matrix T by removing the rows associated with the non-evolving coefficients. The non-evolving coefficients remain constant during the cycle-scale representation and are denoted by Y β add I (X, N , τ j ). The solution to Eq. (51) is enhanced by adding these coefficients.
Procedure for adding and removing wavelet coefficients
The procedure for adaptively adding and removing wavelet coefficients k = 1 . . . n wav for improved accuracy and stability is discussed below.
1. Start with an initial guess on the set of evolving coefficients based on the criteria discussed in (57) . As a starting procedure, simulating the first 20 electromagnetic cycles explicitly with single time-scale integration is found to yield satisfactory results. 
Based on the solution, select the additional set of evolving coefficients I I :
to satisfy |er
4. Go to Step 1.
This procedure ensures that an appropriate set of wavelet coefficients is selected such that fine time scale error in the state variables Y I (X, N , τ ) is bounded, following the lemma discussed below.
Lemma 1. Let Q j ( f ull) denote the full set of wavelet coefficients for a given resolution over the electromagnetic cycle N and Q j represent the solution obtained by the procedure discussed in Section 6.1.1. Then
where P i denotes the residual in Eq. (51) and K i j =
Proof. Using the Taylor series expansion of P i about Q j :
Using uniqueness condition of the solution, Eq. (63) yields
The Cauchy Schwarz inequality leads to the condition
Numerically, it has been observed that components in the inverse positive definite matrix K −1 i j (Θ) ≤ 1. Thus the error in the residual will be bounded when solving with a reduced set I evol I . This is true as long as the error in the residual corresponding to the full set I I remains bounded.
Adaptive cycle increment selection in the time integration scheme
For the implicit second order backward difference method, used in the cycle-scale integration of the wavelet transformed equations, an adaptive cycle-scale incremental step control criterion is developed following the steps in [40, 41] . This determines the optimal number of cycles ∆N that can be traversed in each increment of the numerical time integration scheme. The optimal step size is controlled by the truncation error in the residual equation (53) . For the backward difference scheme with a fixed increment ∆N , the truncation error is derived from the truncation of second order terms in the Taylor's expansion of the coarse time-scale state variable Y β0 I (X, N ) as:
where r = ∆N p ∆N is the ratio of the previous to the current step size as defined in Eq. (54) . This truncation error leads to the error in the residual δ R I of the cycle scale equilibrium equations as:
α 1 is defined in Eq. (54) . For the error to be bounded by a prescribed tolerance η, the maximum allowable cycle step ∆N is determined to be:
with the residual R I defined in Eq. (53) . A flowchart of the solution scheme, coupling the adaptive WATMUS-based electromagnetic and dynamic mechanical problems in a parallel setting is shown in Fig. 11 .
Verification of the WATMUS-based coupled electromagnetic nonlinear dynamic FE model
The vibrating rectangular conductor, studied in Section 5.1, is further examined for accuracy and efficiency of the WATMUS method. The material properties, boundary and initial conditions are given in Section 5.1. The Daubechies-8 basis functions [53] are used to transform the fine time-scale electromagnetic field variables, evolving with the input electrical current frequency to the cycle-scale response evolving with the frequency of mechanical excitation. The starting procedure for the WATMUS requires single time-scale simulations for the first few cycles to obtain initial conditions for the cycle-scale problem with the residual given in Eq. (53) . In this example, electromagnetic cycles corresponding to two time-steps of the mechanical problem are solved explicitly. Once the initial cycle-scale The controlling parameters of the adaptive process, viz. the number of evolving wavelet coefficients and coarsescale, cycle increments as a function of cycles are illustrated in Fig. 12 . In the example of Fig. 12 (a) the frequency ratio is chosen to be ω em ω me = 100. A tolerance of η e = 10 −2 is used to obtain an optimal number of coefficients. The number of wavelet coefficients n wav actively changes with advancing EM cycles to improve the accuracy and stability of the EM field response. Fig. 12(b) shows the selected EM cycle increments within one ME cycle, for a different frequency ratio Fig. 13 . Fig. 13(a) shows the WATMUS-based EM solutions and the mechanical response for the 10 ME cycles, while Fig. 13(b) compares the WATMUS and single time-scale solutions over a portion of the ME cycles. Excellent agreement is seen in the two methods. The maximum time step in the WATMUS scheme is ∆N = 4. The fine time-scale response for any EM cycle may be reconstructed from the wavelet basis functions and coarse time scale solutions.
For quantitative measures of the accuracy, two error measures are considered. The first compares the absolute value of the difference between the cycle-scale state variables Y 0 I (N ) obtained by WATMUS and the single time-scale integration (reference) methods, and is defined as:
The second is a least-squares error of the difference in the fine time scale state variables Y I (N , τ ) by the WATMUS and single time-scale integration (reference) schemes, as: Fig. 14(a) shows the fine time-scale solution e z , reconstructed from the cycle-scale WATMUS solutions with 10, 20 and 64 wavelet coefficients respectively at N = 550. The fine time-scale percentage error for all the three components of the electric field with n wav = 64 and ∆N = 4 is illustrated in Fig. 14(b) . The error in all three components of the fine time scale electric field solutions are within acceptable range with the controlling parameters. The WATMUSbased reconstructed electric field solution e z with 10 and 20 wavelet coefficients give significant errors, while with 64 coefficients, the reconstructed field matches the fine-time scale results quite satisfactorily. The corresponding WATMUS-reconstructed solution for y-direction magnetic induction field is plotted in Fig. 15(a) and the error in all the three components is plotted in Fig. 15(b) . Analogous to e z , the reconstructed magnetic induction field solution b y with 10 and 20 wavelet coefficients has significant errors. However with 64 wavelet coefficients, the b y solution Fig. 18(a) and (b) respectively. The arrows in the figures correspond to the direction of the magnetic field solutions. Fig. 19 shows the evolution of b z along a material line in the conductor with mechanical cycles from N me = 6 to N me = 396. It is evident that different points in the conductor evolve differently with cycles. This makes extrapolation based results very inaccurate and establishes the need for the WATMUS method.
The results shown above are for a frequency ratio ω em ω me = 100, for which the WATMUS method is about 6 times faster than the single time scale method.
Performance of the WATMUS-based FE model for large frequency ratios
The efficiency and accuracy of the WATMUS-based FE model are further examined in this section for higher frequency ratios of the electro-magnetic fields and dynamic oscillations. The rectangular conductor shown in Fig. 5 in Section 5.1 is simulated here, with the applied displacement on the surface S 1 given as:
 β me  sin(ω me t). The displacement amplitude is changed to u 0 = 0.2
, to accentuate the temporal effects of the mechanical signal. The parameters affecting the initial conditions are considered to be α me = 10, β me = −1.5 and t m = 1 s. The temporal evolution of the z-displacement component at a point (0.025, 0.125, 0.015)m for the evolving amplitude excitation, in comparison with a constant applied displacement amplitude u 0 = 0.2, is illustrated in Fig. 20 . The mechanical angular frequency is ω me = 200π (rad/s). The variable amplitude excitation results in a transient electromagnetic response throughout the duration of the mechanical cycles. In the following subsections, the multi-physics response for electrical current excitations with two different frequency ratios, viz. The electric current angular frequency is ω em = 2 × 10 6 π (rad/s) and the displacement angular frequency is ω me = 2 × 10 2 π (rad/s). Fig. 21(a) compares the coarse time scale e 0 y (N ) obtained by the WATMUS method and the single time scale simulation at a point (0.025, 0.125, 0.015)m for only one mechanical cycle (it is computationally exhaustive to simulate more cycles with a single time-scale simulation). The corresponding coarse time-scale error is illustrated in Fig. 21(b) . The fine time-scale electric field components e i (N , τ ) in the current configuration are reconstructed from the cycle-scale WATMUS solutions with 64 wavelet coefficients. Fig. 22(a) compares the WATMUS reconstructed signal with the single time scale solution at N elec = 1200 that is within the 1st mechanical cycle. The corresponding relative percentage error in the components is plotted in Fig. 22(b) . The plots indicate satisfactory accuracy of the WATMUS solutions. In terms of efficiency, the WATMUS method is found to be 50 times faster than the single time-scale method for this example.
Next, the coupled mechanical-electromagnetic problem is simulated for 50 mechanical cycles using the WATMUS method. The evolution of e 0 y (N ) with mechanical cycles at the point (0.025, 0.125, 0.015)m is shown in Fig. 23(a) . This corresponds to the evolution of the upper bound of electric field with mechanical cycles, i.e. the maximum value of electric field within each EM cycle. The displacement amplitude increases with the number of mechanical cycles and the upper bound of the cycle scale electric field e 0 y (N ) has a moderate change with large cyclic mechanical vibrations. The figure in the inset shows a zoomed-in response for 5-10 mechanical cycles. The cycle scale magnetic induction field b 0 x (N ), shown in Fig. 23(b) , starts with short harmonic oscillations and reaches nearly constant upper and lower bounds of 2.469 × 10 −9 and −2.464 × 10 −9 respectively after 15 mechanical cycles. The fine time-scale electric and magnetic induction responses in the current configuration for N em = 10 4 and N em = 5 × 10 5 are shown in Fig. 24 . This corresponds to the responses in the first and 50th mechanical cycles. Comparing the peak electric field amplitudes for N em = 10 4 and N em = 5 × 10 5 , the components e x (N , τ ), e y (N , τ ) and e z (N , τ ) undergo a 645.13% increase, 18.63% decrease and 415.46% increase respectively. The magnetic induction field components, plotted in In this example, the electrical current angular frequency is increased to ω em = 2 × 10 8 π (rad/s) and the ME-EM response is simulated for 2 mechanical cycles. The evolved magnetic induction field b z (N = 2 × 10 6 , τ = 3.125 × 10 −9 s) along a material line in the y-direction is shown in Fig. 25(a) are shown in Fig. 25(b) . The WATMUS solution process is found to be 1500 times faster than the single time scale method for 200 EM cycles. The computational time advantage in the simulations with various frequency ratios is shown in Fig. 26 . The speedup advances non-uniformly at different stages of frequency ratios, depending on the effort required to satisfy the convergence criteria of the nonlinear multi-physics multi-time scaling problem.
Conclusions
An accurate and efficient, multi-time scale computational model is developed in this paper for coupled multiphysics analysis involving transient electromagnetic (EM) and dynamic mechanical (ME) fields. The computational method provides a flexible and robust platform for predicting time-dependent electromagnetic fields in a vibrating substrate for a range of high frequency electromagnetic fields and moderate frequency mechanical excitations. The coupled transient electromagnetic and dynamic governing equations are solved using a Lagrangian formation. Scalar and vector electromagnetic potentials are represented as variables in the finite element model. The coupled EM and ME boundary value problems are solved in a staggered manner. The entire computational model is parallelized using the ParMETIS library for decomposing the computational domain, and PETSc library for solving the system with a large number of degrees of freedom.
A novel, wavelet transformation induced multi-time scaling (WATMUS) method is introduced in the finite element framework to mitigate prohibitively high computational overhead incurred in time integration of the coupled multiphysics problems with large frequency ratios. The wavelet decomposition projects the high frequency response onto a low frequency cycle-scale problem through wavelet basis functions for numerical integration. No assumption of scale separation or periodicity is needed with this method. Stability is achieved through an implicit coarse-scale integration of the EM equations. An adaptive enhancement of WATMUS scheme allows for the selection of optimal wavelet bases in the transformation and integration step sizes. Error criteria are developed for optimally constructing the wavelet representation and for determining cycle steps to enhance computational efficiency and accuracy. The WATMUS method is applied to a reduced set of Maxwell's equations with arbitrary input EM signals, to satisfactorily assess the effectiveness of the multi-time scaling method.
Subsequently, the WATMUS method is implemented to solve deforming EM conductor problems with input harmonic electrical currents and harmonic mechanical excitations. Three frequency ratios, viz ω em ω me = 100, 10 4 and 10 6 are considered for the simulations. Characteristics of the coupled solutions clearly demonstrate the complexity brought about by coupling of two physical phenomena. Results from the WATMUS method show the accuracy and the highly improved computational efficiency in comparison with single time-scale methods. The cycle-scale solutions, along with reconstructed fine time-scale responses obtained from the WATMUS method agree very well with the single time scale solution, while providing significant computational efficiency advantage. In conclusion, the proposed WATMUS-based computational methodology is seen to have a tremendous potential in accurately simulating large number of electromagnetic cycles arising in real applications of multi-physics problems.
