An advanced version of Jones matrix optical coherence tomography (JMT) is demonstrated for Doppler and polarization sensitive imaging of the posterior eye. JMT is capable of providing localized flow tomography by Doppler detection and investigating the birefringence property of tissue through a three-dimensional (3-D) Jones matrix measurement.
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Introduction
Optical coherence tomography (OCT) [1] is a non-invasive and high-contrast imaging modality that is capable of visualizing a cross-sectional and three-dimensional structure of biological tissue at a micrometer resolution of around 2 to 15 μm. OCT has been widely applied for ophthalmology [2] [3] [4] [5] [6] [7] , dermatology [8] [9] [10] [11] [12] [13] [14] [15] , dentistry [16] [17] [18] [19] , gastroenterology [20] [21] [22] , and cardiology [23] [24] [25] [26] [27] [28] .
Through several extensions of function, clinical applications and the potential of OCT techniques have been discovered and enhanced. Doppler OCT [29-31] has been developed and applied for clinical and biological investigations, such as cancer imaging [32], brain imaging [33] , and ophthalmic investigation [34, 35] . Optical coherence angiography (OCA) [36] was a variation of Doppler OCT and is for visualizing retinal and choroidal vasculatures in detail, comparable to the conventional angiographic methods such as Fluorescein angiography (FA) and indocyanine green angiography (ICGA) in terms of vasculature imaging.
As another example of a functional extension of OCT, polarization-sensitive OCT (PS-OCT), which is capable of measuring the birefringence of a tissue, has been developed [37-41]. PS-OCT has also been applied to ophthalmic imaging for providing additional contrast to fibrous tissues [42-46], retinal pigment epithelium (RPE) [47, 48] , and for performing a quantitative assessment of nerve fibers [49] [50] [51] [52] [53] [54] .
Jones-matrix-based OCT (Jones matrix OCT) [40, 41, [55] [56] [57] [58] [59] has been developed as one of the several sub-types of PS-OCTs. Recently, a passive-component-based Jones matrix OCT system was independently demonstrated by the authors [60] and Baumann et al. [61] . This system realized Jones matrix measurements without any active modulation devices, e.g. electro-optic or acousto-optic modulators. In particular, a fiber-based multi-contrast Jones matrix sweptsource OCT [60] was used for simultaneous Doppler and polarization imaging. For measuring both a standard wave plate and a retina of a healthy subject in vivo, accuracy of the polarization detection and its functionality was verified. Because of the depth-encoded polarization multiplexing method, however, the measurable depth range was relatively shorter than that of a non-polarization OCT system. Furthermore, its phase instability and relatively low imaging quality limit the system for clinical applications.
In the presented study, advanced multi-contrast Jones matrix OCT (MC-JMT) is demonstrated. In comparison to our previous MC-JMT [60] , this new MC-JMT is advanced in terms of phase stability, image quality, and imaging depth. In addition, this advanced MC-JMT is based on a new principle in which all of the measurements of scattering OCT, Doppler OCT and PS-OCT are integrated. Distinct features of the system and post-processing algorithms are also concretely described. Furthermore we show the measurement results of a healthy and clinical case subject, demonstrating the utility of the system for clinical ophthalmology. Figure 1 shows the schematic of MC-JMT system. An MEMS-based swept-source (Axsun Technology Inc., MA) with a center wavelength of 1.06 μm, full width at half maximum (FWHM) of 111 nm, and scanning width of 123 nm was used as a light source. The scanning rate of the light source is 100 kHz, and the average output power is 30 mW.
Multi-contrast Jones matrix tomography

System configuration
The interferometer is built with single-mode optical fibers. The light is split by a 90:10 singlemode optical fiber coupler after passing through an isolator used for the protection of the source from back-reflected lights. The 90% port of the fiber coupler is connected to a probe arm consisting of a polarization controller and a passive polarization delay unit, described in Section 2.2. The 10% portion of the light from the coupler is coupled to a reference arm.
The light from the polarization delay unit passes through an 80:20 fiber coupler. The 80% portion of the light is directed to a calibration reflector (box-A in Fig. 1 ) composed of a fiber collimator, lens, and mirror, and the remaining 20% portion of the light illuminates the eye after passing through a collimator (F280 APC-C, Thorlabs Inc., NJ), a two-axis galvanometer scanner, an objective lens (f = 60 mm), and an aspheric ophthalmic lens (40D, Volk Optical Inc., OH). The beam diameter incident on the cornea and spot size at a retina are around 1.4 mm and 21 μm, respectively. The optical power on the cornea is configured to be around 1.15 mW in order to satisfy the safety standard defined by ANSI [62] . The back-scattered light from the retina is recoupled to the 80:20 coupler, and 80% of the back-scattered light is directed to a polarization diversity (PD) detection unit.
The PD detection unit consists of a linear polarizer, a non-polarizing beam splitter (BS), two polarizing beam splitters (PBSs), and two 350 MHz balanced photo-detectors (BPDs, PDB430C, Thorlabs Inc.). The reference light coupled through the 90:10 fiber coupler is also directed to the PD detection unit, in which a linear polarizer is embedded for aligning the polarization state of the light to 45-degree angle. In the PD detection unit, the reference and back-scattered light from the eye is combined at the BS, split into horizontal and vertical polarization components by the two PBSs, and finally detected by the BPDs. The detected signals from the BPDs were sampled by an ATS9350 digitizer (AlazarTech Inc., Pointe Claire, QC, Canada) with 12-bit resolution and a sampling rate of 500 MHz after passing through a highpass (1.5 MHz) and low-pass (250 MHz) filter (HP1CH3-0S and LP250Ch3-0S, R&K Co. Ltd., Shizuoka, Japan). Here the interference signal was sampled with 2560 sampling points and the effective wavelength range being sampled was approximately 110 nm. The sampled interference signals were rescaled to the linear frequency domain using pre-defined rescaling parameters determined by a time-frequency calibration method [63] . The rescaling algorithm also cancels the spectral shift among A-lines and stabilizes the phase of the OCT signal as described in Section 3.1. After applying a Gaussian window, the interference signal was Fourier transformed to yield an OCT signal. For the retinal measurement, the chromatic dispersion of the eye as well as the residual dispersion of the interferometer is canceled by a method described in Section 2.3 of Ref. 64 . The scanning property of the light source, the parameters for the sampling of the spectral interference signal, and the windowing finally define the measured depth-resolution of 8.5 μm in air, corresponding to 6.2 μm in tissue.
With an average probe power of 1.15 mW, the sensitivity was to be 91.05 dB and the signal roll-off measured at 0.3 to 2.6-mm depth range was -0.65 dB/mm. Because the signal energy is split into the four OCT images, the sensitivity of the system measured for a single image is 6-dB lower than that of standard OCT. This fundamental sensitivity loss is going to be overcome by a method discussed in Section 3.6. By accounting the fundamental loss of the 80:20 coupler, the shot-noise-limited sensitivity of a single image becomes -99.4 dB. The departure of the measured sensitivity from the shot-noise-limited sensitivity of -8.4 dB is accounted by the double-pass transmittance of the posterior-eye-scanning unit, which has been measured to be -3.8 dB, the fiber-coupling loss at the PD detection unit, which has been measured to be -3.7 dB and possible recoupling loss at the fiber-tip in the scanning unit occurred by the misalignment of a mirror target for the sensitivity measurement.
Incident polarization multiplexing by polarization delay unit
A passive polarization delay unit is used to multiplex two incident polarization states by applying the optical path lengths difference (OPLD). As shown in Fig. 1 , the passive polarization delay unit consists of a linear polarizer, two PBSs, and two Dove prisms. In this delay unit, the collimated light is passing through a linear polarizer oriented at 45-degree angle and split into two orthogonal polarization components by the PBS 1. After the internal reflection in the Dove prisms, the two orthogonally polarized lights are combined by the PBS 2, then coupled to an optical fiber connected to the 80:20 fiber coupler.
The two incident polarization states are multiplexed in depth position, and the OPLD is adjusted by moving one of the Dove prisms. In our particular setup, the OPLD is adjusted to z d = 3.1 mm, so two OCT signals corresponding to the two multiplexed incident polarization states appear with a depth separation of 3.1 mm. With this configuration, the measurable imaging depth range for each signal was determined to be around 2.95 mm, which is large enough for clinical imaging of pathologic posterior eyes.
Since this polarization delay unit is compact in size and consists only of bulk optical components, the perturbation of the delay caused by temperature fluctuation is negligible. In addition, this polarization delay unit relies only on passive polarization components. This results in high stability and easy operation of the MC-JMT. 
H-Detector
Polarization diversity detection
MC-JMT relies on PD detection, by which two interference signals corresponding to different polarization states are independently detected. It should be noted that the two polarization states are not necessarily identical to those of the polarization delay unit. By this detection scheme, two interference signals of different polarization states are simultaneously detected by two balanced photodetectors. Each interference signal generates two OCT images at different depth positions, which correspond to the two incident polarization states multiplexed by the polarization delay unit. Finally, owing to the PD detection and the incident polarization multiplexing, four OCT images are simultaneously acquired as schematically shown in Fig. 2 .
Phase calibration reflector
In this MC-JMT, the fluctuations in spectral sampling timing among OCT A-lines are monitored and canceled using a stable spectral interference fringe denoted as a calibration signal. The generation of a calibration signal relies on the imperfection of the PBSs in the polarization delay unit. Ideally, the PBS separates S-and P-polarization components by reflecting only the S-polarization component and transmitting only the P-polarization component. However, with an off-the-shelf PBS, some portion of the P-polarization component is reflected and mixed with the S-polarization component. At the 1.06-μm wavelength, according to the manufacturer's specifications, the reflected beam of the PBS employed in the passive polarization delay unit (NT49-870, Edmund Optics Inc., NJ, US) includes 4.4% of P-polarization.
Owing to this imperfection of the PBS, the polarization delay unit behaves as a Mach-Zehnder interferometer with an OPLD of z d for the P-polarization component and generates the calibration signal. The calibration signal is directed to the BPDs in the PD detection unit through the 80:20 fiber coupler and a calibration reflector (box-A in Fig. 1 ). Note that the calibration signal generated by the polarization delay unit is a common-mode signal for the BPDs. However, the optical power of the calibration signal is significantly larger than that of OCT signal, and hence it can be detected even with the common-mode-rejection property of the BPD.
As shown in the orange squares in Fig. 2 , the calibration signal appears at the depth location of z d that was exactly the axial displacement between the two depth-multiplexed signals. This calibration signal is used to correct the fluctuation of spectral sampling as described in Section 3.1.
It should be noted that the imperfection of the PBS does not disturb the polarization sensitive measurement of MC-JMT. The details are discussed in Section 3.2.
Post-processing
Monitoring and correction of spectral shift
Fluctuations in the synchronization between the wavelength sweeping of the light source and the digitizer causes random shifts of the digitized spectrum among the A-lines, which result in phase instability. The phase instability could impose errors on the phase measurements and degrades the sensitivity of Doppler OCT measurements. In addition, phase instability results in reduced performance of numerical cancellation of fixed pattern noise. Hence, the spectral shift should be correctly estimated and canceled. In previous systems, the spectral shift was corrected by several means [35, 41, [65] [66] [67] . In current MC-JMT, we utilize a new method specialized for the MC-JMT which is simple in its hardware configuration.
To obtain phase-stabilized OCT, the spectral shift is estimated and canceled using the calibration signal described in Section 2.4. Since the same amount of spectral shift occurs in both detection channels of the PD detection, the calibration signal with the higher signal-to-noise ratio is used to estimate the spectral shifts of both channels.
The details of the estimation of the spectral shift are as follows. In this estimation, the relative shift between the two spectra are obtained. One of the two spectra is denoted as a reference spectrum, and is typically the first A-line of a B-scan. The other spectrum is the spectrum under shift correction and its shift is corrected with respect to the reference spectrum. For the estimation, two of the digitized spectra are first Fourier transformed without rescaling. After this Fourier transform, the calibration signals appear between two OCT signals of two incident polarization components as shown in Fig. 2 (green signals) and are selected by a binary window function.
For an intuitive understanding of the method, we consider the inversely Fourier transformed spectra of the windowed calibrated signals of the reference spectrum (I r ( j)) and the spectrum under shift-correction (I c ( j)). These spectra are described as
where E r ( j) and E t ( j) are the sampled spectra of the reflected and transmitted beams of the polarization delay unit with a spectral sampling index of j. * denotes the convolution operation, and β j indicates the relative shift of the spectrum in the number of sampling points. In the spectral shift estimation process, the numerically Fourier transformed calibration signal of the reference A-line is multiplied with the complex conjugate of the Fourier transformed calibration signal of the A-line under correction as
where F [ ] represents the Fourier transform and the superscript of * represents the complex conjugate.
The numerical inverse Fourier transform of the signal represented by Eq. (3) yields
where ⊗ represents the correlation operation. I r ( j) ⊗ I r ( j) is the auto-correlation of I r ( j). It would have a maximum at j = 0, so the signal represented by Eq. (4) has its maximum at j = −β j . Finally, the amount of spectral shift β j is determined by detecting the peak of this signal. It is noteworthy that the accuracy of the spectral shift estimation can be enhanced by zero-padding the signal of Eq. (3). In our particular case the sampling number of the spectrum is zero-padded to yield a sampling number 16-times larger than the original, thus the spectral shift is determined with an accuracy of 1/16 of the original spectral sampling period. The estimated β j is then added to the predetermined rescaling table, which is a vector of sub-fractional indexes of spectral sampling points for each rescaled sampling point. The A-line under correction is then rescaled using this modified rescaling table and a shift-corrected and rescaled spectrum is obtained.
In the spectral estimation method described in this section, the sampled spectra are Fourier transformed without being rescaled into a linear frequency domain. And hence the calibration signal have a broad width after the Fourier transformation, which is typically around 70-pixels width, and sometimes overlaps with an interference signal originated from the sample. However, due to the significantly higher SNR of the calibration signal with respect to those of the sample signal, the calibration signal still overwhelmingly dominates the spectral shift estimation. As a result, this estimation method shows remarkable performance as discussed in Section 5.1.
Principle of Jones matrix OCT
Prior to examining the detailed processing algorithms of the MC-JMT, a conceptual principle for a JMT is described in this section. By employing two incident polarization states and PD detection, Jones matrix OCT determines the polarization property of a sample through Jones matrix analysis [59, 68] .
By denoting the Jones vector of one of the incident polarization states as E
and the corresponding OCT signals measured by the two detectors in the PD detection unit as E
where J all (z) is the Jones matrix representing the overall polarization property from the output point of the polarization delay unit to the PD detection unit, including the Jones matrix of the OCT system and the depth-resolved round trip Jones matrix of the sample. χ is a general transform matrix which transforms the horizontal and vertical components of the Jones vector at the PD detection unit to the two arbitrary polarization components detected by the two detectors in the PD detection unit. In short, χ represents the imperfection of the PD detection. This includes the imbalance in the reference power of OCT detection, the gain imbalance of the photo-detectors, and the cross-talk between the two detectors. Similarly, the other incident polarization component and its corresponding OCT signals are related as
Note that, in the Jones matrix OCT, using a polarization-delay-based multiplexing scheme, the OCT signals corresponding to E (1) in (z) and E (2) in (z) appear at two different depths. To avoid confusion, we define the variable z as the relative depth from each zero-delay point of each incident polarization component. Namely, equal values of z represent the same depth location in the sample.
Equations (5) and (6) can be combined as
where
Note that, in Eq. (7), E out (z) is a measured value, while E in is a predefined but not accurately known matrix. By considering the general configuration of the Jones matrix OCT, J all (z) can be decomposed into three components as J all (z) = J out J s (z) J in (9) where J in is the Jones matrix from the polarization delay unit to the sample surface, J out is from the sample surface to the PD detection unit, and J s (z) = J s (z) T J s (z) is the round trip Jones matrix of the sample with that of a single trip being J s (z).
The purpose of the Jones matrix OCT measurement is to determine polarization properties of J s through its eigenvalues. To obtain the eigenvalues, a similar matrix of J s is obtained by the following protocol. First, the surface of the sample is segmented, and E out is obtained at the sample surface as E out (z 0 ), where z 0 represents the depth position of the surface. Then, a similar matrix of the J s (z) at each location in the sample is obtained as
This equation indicates that using the two measured matrices E out (z) and E out (z 0 ), we can define the similar matrix of the round trip Jones matrix of the sample and hence its eigenvalues. It is noteworthy that MC-JMT provides the similar matrices regardless of the combination of the input polarization states, except when the two states are parallel to each other [68] . Owing to this inherent robustness, the imperfection of PBS, which has been used to generate the calibration signal (see Section 2.4), does not affect the polarization measurement.
In practical implementation, E out (z 0 ) is obtained by averaging the Jones matrices at the surface of the sample within a B-scan using the adaptive Jones matrix averaging method described in Section 3.4. This averaging enhances the signal-to-noise ratio (SNR) of E out (z 0 ) and provides a more reliable result.
Phase retardation and relative attenuation calculation
The round-trip phase retardation of the sample is obtained from the similar matrix obtained through Eq. (10) . The eigenvalues of the round-trip sample Jones matrix can be obtained through matrix diagonalization [40] or the following equation [69] 
where T and D are the trace and determinant of the similar matrix, and λ 1,2 indicates the two eigenvalues of the matrix. Here we have utilized the fact that the eigenvalues of the similar matrix are identical to those of the round-trip Jones matrix of the sample. The phase retardation δ (z) is then obtained as the phase difference between two eigenvalues as
Note that δ (z) is defined to be aliased into the range of [0, π] because the assignment of λ 1 and λ 2 is underspecified.
In addition to the phase retardation, the relative attenuation between two characteristic polarization states ε(z) is obtained as
Adaptive Jones matrix averaging
To obtain a high quality phase retardation image, adaptive Jones matrix averaging can optionally be applied to the similar Jones matrices. Note that the basic concept of adaptive Jones matrix averaging was firstly described in Section 2.1.2 of Ref. 70 and was previously called as complex Jones averaging. This method relies on a weighted least-square estimation of the relative global phase of a Jones matrix in respect to an arbitrary reference Jones matrix. Consider several Jones matrices M ( j) (or similarly several of E out ) obtained in a single homogeneous birefringence domain of a sample but not within a coherence volume, i.e. the resolution of OCT. Under this condition, it would be rational to assume the following relationship; M (0) exp i Δϕ (0, j) M ( j) . Here Δϕ (0, j) is the relative global phase between M (0) and M ( j) . The basic concept of adaptive Jones matrix averaging is averaging M ( j) after canceling the global phase.
In the adaptive Jones matrix averaging method, the global phase between two Jones matrices is estimated as
where M ( j) l is the l-th entry of the j-th matrix under averaging. After determining the global phase, the averaged matrix is defined as
Note that M (0) is a reference matrix for the determination of the global phase. Hence the phase noise of this matrix should be small. In practical processing, the Jones matrix possessing the highest total signal energy among the matrices being averaged is utilized as M (0) . In practical MC-JMT measurement, this adaptive Jones matrix averaging is optionally applied to the similar matrices (E out (z)E out (z 0 ) −1 ) with an averaging kernel smaller than the birefringence domain of the sample prior to calculating the eigenvalues. DOPU was first defined by using the Hee-Hitzenberger type PS-OCT [37] and recently applied for Jones matrix OCT [61] . In our MC-JMT, DOPU is obtained directly from E out (z) by the following method.
Degree of polarization uniformity calculation
Since DOPU is defined based on the Stokes parameters of back-scattered light, we should define a virtual incident beam with an arbitrary state of polarization. To simplify computation, we assumed a virtual incident polarization state of E out (z 0 )[1 0] T . When this virtual incident light illuminates the similar matrix of the round-trip Jones matrix, E out (z)E out (z 0 ) −1 , the Jones vector of the output light becomes E out (z) [ 
The corresponding Stokes parameters are then defined as
Note that these Stokes parameters are only calculated from two OCT signals obtained from the PD detection unit.
DOPU is then defined as
where i indicates the i-th pixel within a spatial kernel by which DOPU is defined. It should be noted that this DOPU was not directly determined from the polarization property of the sample J s (z), but from E out (z) = χ J out J s (z) J in E in . However, it would provide a reasonable measure of the sample's DOPU, because χ, J out , J in , and E in can be regarded as constant in space and time.
In our particular implementation, a kernel size of 8 pixels (horizontal) × 3 pixels (vertical) (70 μm × 12 μm) is used.
Coherent composition of matrix entries
In previous multi-contrast OCT based on Jones matrix OCT, a scattering OCT image was obtained by averaging the four entries of a Jones matrix in squared intensity. Similarly, Doppler tomography was obtained by averaging the squared power of the four Doppler phase shift signals of the four entries of the Jones matrix [60] . Although this method provided satisfactory image quality, it still suffered fundamental sensitivity degradation of Jones matrix OCT, caused by splitting a probe beam power into four OCT images, i.e. the four entries of the Jones matrices.
To overcome this issue, we introduced a new advanced signal processing method by which the four entries of a matrix were coherently combined. In the current advanced MC-JMT, a sensitivity-enhanced scattering OCT and Doppler OCT are obtained from a coherent composite of the four entries.
The coherent composition of the matrix entries is based on the following mathematical model of the depth resolved OCT matrix E out (z).
where θ 1,2,3 are depth-independent relative phase offsets with respect to the first entry. We have assumed that the birefringence of the sample is negligible, as is assumed for conventional non-polarization sensitive OCT.
In our coherent composition method, θ 1,2,3 are estimated as
where ∑ z represents a summation of all pixels along the depth. Using θ 1,2,3 , the coherent composition is defined as
Since this composite signal is a coherent summation of four OCT signals, this method provides enhanced sensitivity and higher accuracy for Doppler phase shift measurement.
Doppler phase shift calculation
In our measurement protocol, the Doppler phase shift was defined as the phase difference between B-scans [36, 71] , and for this purpose, a single location of a sample is scanned multiple times.
In general, a raw Doppler phase shift obtained from a living sample is expressed as
where λ c is the center wavelength, n is the refractive index of the sample, ν z is an axial velocity of the flow of interest, and φ b is a constant phase offset incurred by the bulk motion of the sample. τ is a time interval between two A-scans under Doppler calculation, and, in our protocol, is equivalent to the time interval of B-scans.
In MC-JMT, the raw Doppler phase shift Δφ ( j) is, in principle, defined using the coherently composite signals as Δφ (z, j) = Arg E out (z, j + 1)E out (z, j) * (25) where Δφ ( j) is the Doppler phase shift of an A-line in the j-th B-scan against the corresponding A-line in the ( j + 1)-th B-scan. The bulk phase offset φ b ( j) is obtained by averaging the complex part of Eq. (25) as [72] φ
where j denotes the index of the B-scan. In our measurement protocol, multiple (m) B-scans are obtained at the same location of a sample. Using these m B-scans and their bulk phase offsets, a sensitivity-enhanced Doppler signal is obtained as
where m 0 is the starting B-scan index of the multiple B-scans, W (z, j) is an intensity mask defined as W (z, j) = 1 : E out (z, j + 1)E out (z, j) * > ε 2 0 : otherwise (28) and ε 2 is the intensity of the noise floor of an OCT image. For the particular case of m = 1, the bulk-phase-offset-free Doppler phase shift can be defined as
For displaying optical coherence angiography, the squared intensity of the Doppler phase shift Δφ (z, j) 2 is used, and this image is denoted as a power-of-Doppler-shift image.
Sensitivity-enhanced scattering OCT
A sensitivity-enhanced scattering OCT can be defined using the coherent composition of the matrix entries as I(z, j) = E out (z, j) 2 .
Furthermore, with our particular measurement protocol, high-quality scattering OCT is obtained by complex-averaging m B-scans obtained at the same location on the sample as
where m 0 is the starting B-scan index of the multiple B-scans and Δϕ(z) (m 0 , j) is the global phase offset between matrices defined by Eq. (14) with substitutions of M (0) by E out (z, m 0 ) and M ( j) by E out (z, j) . We denote the high-quality scattering OCT obtained by Eq. (30) as global-phase-corrected sensitivity-enhanced scattering OCT.
Yet another type of sensitivity-enhanced scattering OCT is defined as
where φ b (m 0 , j) is the bulk phase offset between E out (z, m 0 ) and E out (z, j) defined as
We denote this type of high-quality scattering OCT as bulk-phase-corrected sensitivityenhanced scattering OCT. As discussed later in Section 5.3, the global-phase-corrected and bulk-phase-corrected sensitivity-enhanced scattering OCTs provide different scattering contrast. For cases shown in Section 4, global-phase-corrected sensitivity-enhanced scattering OCT is utilized.
Results
To demonstrate the clinical potential of MC-JMT, a posterior eye of a healthy subject and a geographic atrophy patient were measured. The transversal area of 4.5 mm (horizontal) × 4.5 mm (vertical) was scanned with 512 × 1024 A-scans in 6.6 seconds.
In this measurement protocol, 4 B-scans were taken at a single location and used to create a sensitivity-enhanced Doppler signal (Eq. (27)) and global-phase-corrected sensitivity-enhanced scattering OCT (Eq. 30), where the Doppler time separation was 6.4 ms. Hence, the final number of B-scans after processing was 512.
For retardation imaging, the 4 B-scans were averaged by the adaptive Jones matrix averaging method described in Section 3.4 prior to calculating the eigenvalues. DOPU was also obtained from the averaged Jones matrix.
All protocols for measurement were approved by the Institution Review Board of University of Tsukuba. Written, informed consent was obtained prior to measurement.
Jones matrix Doppler imaging
The macula and optic nerve head (ONH) of the right eye of the healthy subject were scanned by MC-JMT. Figure 3(a) shows the OCT images taken by the two BPDs in the PD detection unit. An OCT signal obtained by a single BPD contains two OCT images at different depths, which corresponds to two incident polarization states. The calibration signal exists at approximately the center of the depth field. Among the layers, the ELM, IS/OS and PT layers exhibited hyper-scattering lines in the scattering OCT, while they showed constant phase retardation in the retardation image ( Fig.  3(c) ). In the DOPU image ( Fig. 3(d) ), the RPE appears as a low DOPU band. In the power-of-Doppler-phase-shift image ( Fig. 3(e) ), a retinal vessel is clearly visible. The choroid vascular layer below the RPE is also densely visualized as exhibiting random phase shift signals.
Similar aspects also appeared in the images of ONH as shown in Fig. 4 . From the phase retardation image of the ONH (Fig. 4(b) ), the birefringence of lamina cribrosa and sclera are clearly visualized with rapidly varying phase retardation along the depth while they are not identified in the scattering OCT or the DOPU images. In particular, the scleral canal rim at the edge of the ONH exhibits strong birefringence.
In addition to the multi-contrast images, the en face projection of scattering OCT and the power of Doppler phase shift are shown in Fig. 5 . From the en face scattering OCT ( Fig. 5(a) ), general posterior eye structures such as a myopic conus and retinal vessels are visualized. The choroidal vessels which are located deeper in the region than the retinal vessels are not clearly visible. Conversely, the choroidal vessels are observed with enhanced contrast in the en face projection of the power of Doppler phase shift ( Fig. 5(b) ). The detail of blood vessels shown in the power-of-Doppler-phase-shift image is consistent with that of indocyanine green angiography (ICGA) shown in Fig. 5(c) .
Geographic atrophy
In this study, an eye of a geographic atrophy (GA) patient (72-year-old Japanese male) was examined by MC-JMT to evaluate the clinical performance of the device.
GA is an advanced form of dry AMD, and here atrophy refers to the degeneration of the RPE cells. GA is usually defined by a sharply circumscribed area of pigment epithelial atrophy through which choroidal vessels can be seen [73, 74] . The continent-shaped area appears different from the surrounding retina because of the loss of the pigmented RPE in the color fundus and fundus auto-fluorescence (FAF) images as shown in Figs. 6(a) and 6(b). The area of GA looks whiter than the surrounding area in the color fundus and appears dark in the FAF image. The enhanced visibility of the choroidal vasculature in the GA region was found in the (a)
(3) scattering OCT as shown in Fig. 6(c) , while the choroidal vasculature in this region is more clearly visible in the power-of-Doppler-shift image as shown in Fig. 6(d) .
Typically, a histopathologic section of GA shows the thinning or absence of RPE, closure of the choriocapillaris, and degeneration of the overlying photoreceptors [73] . For comparison between the areas with and without GA, three representative multi-contrast B-scan images are shown in Fig. 7. Figures 7(1)-7 (3) correspond to the horizontal lines (1)-(3) in Fig. 6(a) , which represent cross sections of the near-edge, middle, and area outside of the GA region, respectively.
As indicated by dashed lines, the atrophic regions appeared in the scattering OCT as regions without RPE. The absence of RPE is more clearly visualized by DOPU images.
It is also noteworthy that some part of the choroid shows low DOPU values. Since melanin exists in the choroid [75] , this appearance would be associated with choroidal melanin concentration.
Scattering
Power of Doppler shift
Phase retardation DOPU (1) (2) (3) Fig. 7 . Multi-contrast cross-section images of geographic atrophy. The first to the fourth rows correspond to coherent composite scattering images, phase retardation images, DOPU images, and power-of-Doppler-shift images, respectively. Columns (1)-(3) were obtained at the location indicated in Fig. 6(a) . Arrows indicate the atrophic region. The scale bar indicates 500 μm × 500 μm. 
Discussion
Phase stability analysis
In this section, the performance of the spectral shift correction for enhancing phase stability is examined quantitatively and qualitatively. For the phase stability test, we measured a static mirror at different depths without transversal scanning and analyzed the stability of the phase difference between adjacent A-lines. At each depth, 1024 A-lines were measured. Figure 8 shows the standard deviation of the phase differences with and without spectral shift cancellation as well as the theoretical phase noise described by [65] ,
where σ Δφ is the standard deviation of the phase difference, SNR s and SNR c are the SNRs of the sample, in this case a mirror, and the calibration signal. z s and z c are the depth positions of the sample and the calibration signal, respectively. The result verifies enhancement of phase stability after applying the spectral shift correction. Here SNR s was 42 dB, the roll-off measured at the depth range of 0.3 to 5.6 mm was -1.06 dB/mm, and SNR c was 38 dB. For SNR s of 42 dB, σ Δφ was measured to be 0.47 degree (8.16 mrad), while its theoretical prediction was 0.46 degree (8.02 mrad). This phase stability is comparable to previously published swept-source OCT [66] . Although recognizable difference between measured phase noise of 2.38 degree (41.58 mrad) and the theoretical prediction of 1.62 degree (28.34 mrad) exists at a depth of 5.58 mm, where the SNR s was 36 dB, it is still better than the result reported by Baumann et al. [35] (97 mrad at 100 kHz for the SNR s of 35 dB).
In addition to the quantitative analysis, the impact of the spectral shift correction on the fixedpattern noise (FPN) elimination was investigated qualitatively. The FPN consists of interference signals from undesired reflection in the interferometer from the light source and cannot be removed unless the OCT signals become to be stabilized in phase, and hence is a good indicator of the phase stability of the OCT.
As shown in Fig. 9(a) , severe FPN can be seen if an FPN elimination process was not applied. Although a median estimator-based FPN elimination process [76] was applied, significant FPN still exists if spectral shift cancellation was not also applied, as shown in Fig. 9(b) . The combination of the spectral shift correction with 1/16 pixel resolution and the median estimator-based FPN elimination showed elimination of almost all of the FPN, as shown in Fig. 9(d) .
It is noteworthy that, without the zero-padding process required for the sub-pixel correction of the spectral shift, the FPN becomes even stronger than it is without spectral shift cancellation, as shown in Fig. 9(c) . Particularly, spectral shift correction with single-pixel resolution worsened phase stability. Therefore, as mentioned in Section 3.1, a proper amount of zero-padding is essential.
Advantages of the phase stabilization process
The proposed phase stabilization process is based on the cross-correlation of the calibration signals that originated from general characteristics of the PBS and systematic features of the MC-JMT system. Because of the origin and location of the calibration signal, this method has several advantages over others recently reported [35, 66] .
First, no specific optical component that extracts light from the interferometer, such as a coupler, is required. And hence there is no additional optical loss. This also makes the system simple and cost-efficient. Second, the calibration signal does not reduce the depth measurement range, because it appears at exactly the zero-delay point of the OCT image corresponding to the delayed polarization component. In addition, the depth location of the calibration signal does not depend on the path length of the calibration mirror arm. This further eases the optical and mechanical design of the OCT scanner, especially for applications in which the reference path length frequently alters to adjust to that of a sample arm, such as in posterior eye imaging. It should be noted that the path length difference between the 80:20 coupler to the calibration Global-phase-corrected mirror and the coupler to the retina should be more than the full depth measurement range that covers the depth ranges of input state-1 and -2. Otherwise the interference signal between the light from calibration mirror and the reference appears as an FPN and overlaps with the OCT image.
In addition, in comparison to a fully numerical method [67] used in our previous MC-JMT [60] , the overall processes are simplified and performance is stable.
It would be fair to declare the relatively long computational time of the phase stabilization process. The current implementation is in LabVIEW 2011 on a 64-bit Windows 7 PC with an Intel core i7 950 3.07GHz CPU, and it takes around 27 minutes for a single volume consisting of 512 × 1024 A-scans. Since the phase stabilizations of each A-line are independent to each other, the process can be highly parallelized by using a GPU or multiple CPU cores. So the possible parallel processing would enable sufficiently high-speed phase stabilization.
Finally, the high accuracy and effectiveness of the proposed method, as verified in the previous sections, provides a high reliability to the system for clinical applications.
Global-phase-corrected and bulk-phase-corrected sensitivity-enhanced scattering OCT
The global-and bulk-phase-corrected sensitivity-enhanced scattering OCTs defined in Section 3.8 provide different scattering contrasts. Figure 10(a) is obtained with a global-phase-corrected while Fig. 10(b) is obtained with a bulk-phase correction. In the global-phase-corrected image, the lumens of large choroidal vessels appear with more-hyper-scattering than those in the bulk-phase-corrected image.
This difference is explained by the difference in the phase estimation methods. Namely, the global phase is estimated in point-wise, while the bulk phase is estimated in A-line-wise. Therefore the bulk-phase correction corrects a constant phase offset of each A-line, where the constant phase offset, in general, is occured by a bulk motion of the sample and is a phase offset at the region of a static tissue. And hence, the bulk-phase correction can enhance the OCT signal at the static tissue but cannot enhance the OCT signal at regions with a localized motion, such as a region with blood flow.
On the other hand, global-phase correction corrects any phase offset including those occurred by a bulk motion and also by a localized motion. As a result, the global-phase correction enhances the OCT signals both at the static tissue and at the region with blood flow. This difference between the two phase correction methods resulted in the different contrasts of choroidal vessels.
Similarly, the global-phase correction also corrects phase offset occurred by shadowing of Doppler shift of the blood flow. This results in more hyper scattering signals at the region beneath large choroidal vessels in the global-phase-corrected image than the bulk-phase-corrected image as exemplified by an arrow in Figs. 10(a) and 10(b).
Because the signal degradation occurred by the blood flow is larger in the bulk-phasecorrected image, the choroidal vessels are more clearly appeared in the en face projection of bulk-phase-corrected sensitivity-enhanced scattering OCT than that of global-phase-corrected OCT. Figures 10(c) and 10(d) show an ONH of the subject presented in Section 4.1 obtained with a global-phase correction and bulk-phase correction, respectively. The bulk-phasecorrected image revealed finer details of the choroidal vessels with higher contrast than the global-phase-corrected image. On the other hand, the scattering property of the tissue would be more easily evaluated with the global-phase-corrected image. Note that Figs. 10(c) and 10(d) are displayed with a gray-color-map while Figs. 10(a) and 10(b) are displayed with an invertedgray-color-map.
Since the phase-offset occurred by quick eye motion reduces the signal intensity of the sensitivity-enhanced OCT, the quick eye motion creates a dark horizontal line artifact in the en face projection as shown in Fig. 10(d) . As exemplified by the vessel contrast, the globalphase correction has higher ability to correct the phase-offset than the bulk-phase correction. And hence the contrast of the dark horizontal line artifacts in the en face image created with the global-phase correction ( Fig. 10(c) ) is significantly less than that with bulk-phase correction ( Fig. 10(d) ).
Effect of practical factors in JMT measurement
In this discussion, we present the fundamental robustness of the JMT method. As discussed in Section 3.2, the relationship between incident and output light in an ideal JMT is described by Eq. (7) . In a practical system, we should consider several additional factors. By accounting for these factors and by substituting J all (z) = J out J s (z)J in , Eq. (7) is modified to
where X is a matrix representing the imperfection of the PBS in the polarization delay unit. As we used it to generate the calibration signal, there is a significant amount of polarization cross-talk in the PBS. The off-diagonal entries of X account for the cross-talk and the diagonal entries represent the transmittance and reflectance of the horizontally and vertically polarized light. f ( ) is a function which represents the delay between two incident polarization states gen-erated by the polarization delay unit. R represents interference with the reference beams and is R = H * re f 0; 0 V * re f where H * re f and V * re f are the complex conjugates of the field amplitudes of the reference beam with horizontal and vertical polarization states. ρ is a rotation matrix representing the relative rotation between the polarization delay unit and the PD detection unit. X represents the imperfection of the PBS in the PD detection unit, similar to that of the polarization delay unit X. Finally, η represents the detection efficiency of the two BPDs in the polarization delay unit as η = [η A 0; 0 η B ], where η A and η B are the detection efficiencies of the two BPDs.
Although E out (z) is affected, these practical factors do not affect the phase retardation measurement. In JMT, a similar matrix of J s (z) is obtained by Eq. (10). By substituting Eq. (34) for Eq. (10), we found
It is evident that the right-hand side of this equation retains its similarity to J s (z). Hence all the practical factors discussed in this section do not significantly affect the JMT measurement.
Conclusion
In this study, an advanced MC-JMT system based on a passive polarization delay at 1-μm wavelength was presented. Because of the accurate spectral shift correction method based on cross-correlation of the calibration signal originated from the general characteristics of PBS, we achieved a highly phase-stabilized system. A theory of JMT which integrated polarization measurement, Doppler Measurement, and scattering measurement was presented. Owing to this new theory and high phase stability, highly-sensitive Doppler OCT and sensitivity-enhanced scattering OCT were demonstrated.
In vivo measurements of a healthy and pathologic eye were demonstrated. The Doppler image revealed small vessels invisible in the OCT intensity image, while the phase retardation and DOPU image demonstrated tissue-selective visualization of the human retina and choroid. These results indicate the clinical utility of MC-JMT.
