In this article, we study some Riemann-Hilbert problems with shift on the Lyapunov curve for generalized polyanalytic functions, which are null-solutions of a class of iterated Beltrami equations. Firstly, we obtain two integral representations of these functions by using Cauchy formula associated with the Beltrami equations and explicitly constructing two weakly singular kernels. Next, we develop a theory of matrix factorization for triangular matrix functions with shift in the frame of Beltrami equations and solve the Riemann-Hilbert problems by using them and the decomposition theorem for the iterated Beltrami equations. Finally, we get explicit formulae of solutions and conditions of solvability for the Riemann-Hilbert problems.
Introduction
As an extension of the classical Riemann boundary value problems (for short, Riemann BVPs) [1] [2] [3] [4] , Riemann-Hilbert BVPs with shift for analytic functions (also called Haseman BVPs) firstly arose in the works of Hilbert and Haseman. Subsequently, since these BVPs have a wide range of applications, such as singular integral equations, operator theory, partial differential equations (PDEs), shell theory, fluid dynamics, elasticity theory, computational mechanics, and so on, they were extensively studied by many scholars [1, [5] [6] [7] [8] [9] . In recent years, these problems (in particular, Riemann BVPs) have been generalized to ones for some different classes of functions like Cauchy-type integrals with densities from variable exponent Lebesgue space [10] , polymonogenic functions in Clifford analysis [11] , polyanalytic functions [12] [13] [14] , polyharmonic functions [15] [16] [17] , and even the families defined by other PDEs (especially polynomial Cauchy-Riemann equations) on some different curves with some suitable boundary value conditions [18] [19] [20] [21] [22] .
Beltrami equations, as a remarkable generalization of the classical Cauchy-Riemann equations, play an important role in analysis, geometry, dynamic systems, and so on [5, 23, 24] . Consequently, the theory of Riemann-Hilbert problems for solutions of Beltrami equations (the latter are also called generalized analytic functions) was extensively developed even in some abstract settings [4, 5, 8, 25] . In recent years, Blaya and his collaborators studied some jump Riemann BVPs for solutions of a special Beltrami equation with good properties, which are called β-analytic functions (see [26, 27] ) and were firstly proposed by Tungatarov [26] . Afterwards, some variations of these BVPs and related problems aroused a great deal of interest in some fields such as harmonic analysis, infinitesimal geometry, and fractal theory [27] [28] [29] [30] [31] [32] [33] . More recently, Kats made a deep study on jump Riemann BVPs for a wider class on non-rectifiable curves in [30, 32] . They gave explicit solutions and conditions of solvability by introducing integration over non-rectifiable paths and establishing the corresponding Cauchy-Pompeiu formula.
Moreover, for some reasons of theory and practical applications, there was a great deal of research on Haseman and Riemann BVPs for polyanalytic functions and metaanalytic functions on the unit circle. For example, the Haseman BVPs, mixed or single periodic BVPs for bi-analytic, and metaanalytic functions, were intensively investigated by means of techniques using decomposition theorem, formal canonical matrix, and transformation [18, 19, [34] [35] [36] [37] . More recently, using matrix transformation method based on analytic extension on the unit circle, Riemann BVPs for Hardy functions class defined by null-solutions of polynomial Cauchy-Riemann equations were discussed by Ku, He, and Wang in [22] . However, these methods in [18, 19, 22] , which avoid constructing canonical matrix, are not applicable to BVPs for general curves without extension techniques. At a later time, Wang also discussed a Riemann BVP for automorphic polyanalytic functions connected with a rotation group from a view of applications in [38] . In fact, under suitable assumption, this problem can be regarded as a special Haseman problem for polyanalytic functions with a linear fractional shift (which is called a rotation shift there).
Combining Riemann BVP for β-analytic functions with Haseman problem for polyanalytic functions, it is a natural idea to discuss Riemann-Hilbert problem with shift on the general Lyapunov curve for certain iterated Beltrami equations in a wider context. Furthermore, the study of this type of BVPs will not only be helpful to study some other types of BVPs or integral equations with shift in a broader sense, but also provide a valuable tool to solve BVPs for some linear and nonlinear PDEs [9] . In addition, we find that this research can enrich the theoretical development of matrix functions factorization applied to the fields of mathematics and physics in the future. However, to our knowledge, very little information can be found about the theory of Riemann-Hilbert problems with shift for null-solutions of higher order iterated Beltrami equations (i.e., the generalized β-analytic functions of higher order) or β-analytic functions on the general Lyapunov curve. The main obstacles lie in two aspects: One is that integral representations of functions in this wider class have not been explicitly constructed due to the complexity of constructing weakly singular kernels. The other is that it is difficult to explicitly construct canonical matrix of coefficient matrix in the context of β-analytic functions because of lacking β-analytic extension for general Lyapunov curve instead of unit circle and thus failing to construct a similar transformation introduced in [18, 19, 22] . Motivated by these considerations, the objective of this paper is to bring together two types of BVPs, including Haseman BVPs for polyanalytic functions and Riemann BVPs for some polynomial Beltrami equations, and develop a theory of Riemann-Hilbert problems with shift on the general Lyapunov curves for generalized β-analytic functions.
The main idea of our approach is to construct two weakly singular kernels and derive integral representations of sectionally generalized β-analytic functions. In this way, we can construct a canonical function of the scalar function, and thus obtain the solution of Riemann-Hilbert problem with shift for those generalized β-analytic functions with one order. Furthermore, we develop a theory of the novel canonical matrix in the frame of β-analytic matrix functions. Finally, by decomposition theorem for solutions of higher order iterated Beltrami equations, we transform the original problems to the vector-valued Riemann-Hilbert problems with shift for β-analytic functions, and further construct canonical matrix of triangular matrix functions explicitly, and thus obtain the explicit solutions and conditions of solvability. The main results extend those of [18, 19, 22, 27, 29, 30, 32, [34] [35] [36] [37] [38] .
This type of BVP with shift on the non-rectifiable curve is also an interesting research subject, but it needs to construct a more complicated approximation kernel, introduce a new integral tool and develop a new matrix factorization theory. Therefore, this topic exceeds the scope of this paper.
The outline of the paper is as follows. In Sect. 2, we recall some necessary facts about generalized β-analytic functions, introduce the β-analytic functions class, and establish decomposition theorem on this class. In Sect. 3, by invoking some compact integral operators related to Cauchy integral operator with shift, we construct weakly singular kernels, and thus derive two different integral representations for sectional solutions of some Beltrami equations, which are used to solve Riemann-Hilbert problems with shift for iterated Beltrami equations on the Lyapunov curve. In the last section, the canonical factorization of β-analytic matrix functions is introduced, and the approach of constructing explicit canonical matrix with respect to triangular matrix functions is also discussed in detail. As a consequence, we finally give the explicit solutions and the conditions of solvability for Riemann-Hilbert problems with shift for iterated Beltrami equations.
Generalized β-analytic functions
In this section, we recall some basic notions, notations, and facts in [30, 32] which will be used in the sequel, and establish a decomposition theorem for a class of higher order iterated Beltrami equations.
Let L = {t ∈ C : t = t(s), 0 ≤ s ≤ d} be a simple closed Lyapunov curve oriented counterclockwise, where s is the arc-length parameter. It divides the whole complex plane into two domains: a bounded simply connected domain
Banach space consisting of all Hölder continuous functions with exponent μ (0 < μ ≤ 1) equipped with the norm
The class of all such functions in Ω is denoted by H
In [30, 32] , when Ω = D + , the Cauchy formula for
Obviously, one can easily get that
By improving the properties of f stated in (2.2), we get a new integral representation of a generalized β-analytic function in an unbounded domain.
Theorem 2.1 Let f be a univalent function on the extended complex plane
for z ∈ D + , and
Proof Here we only prove (2.7) since it is similar to (2.6). Since f is a univalent function mapping C to C and f (∞) = ∞, then for any z ∈ D -, there exists a sufficiently large positive constant R such that
By a change of variables, we have
Obviously, lim R→+∞ A(R) = 0. So (2.7) follows immediately.
In what follows, f is always assumed to satisfy the condition of Theorem 2.1. In view of (2.4), define the Cauchy-type integral as follows:
where ∂z, ∂ z are given in (2.3) and I is the identity operator. It is easy to know that H
Definition 2.1 Let φ have continuous partial derivatives up to
represents the family of generalized β-analytic functions in Ω [30, 32] , and H
is the class of polyanalytic functions of order n in Ω [12, 14] . Moreover, when f (z) = z, the class H β 1,f (Ω) is just the one consisting of β-analytic functions in [26-29, 31, 33] , and some higher order Cauchy-Pompeiu integral representations for these functions have been discussed in [39] .
Next, we establish a decomposition theorem for generalized β-analytic functions. 
Proof By induction on n, it is sufficient to show that 
with
and
easy to obtain that U 1 = U 2 = 0 by letting the operator ∂ f ,β z n-1 act on both sides of the above equality.
Remark 2.1 If β = 0 and all α j = 0 for j = 1, 2, . . . , n, then Theorem 2.2 is degenerated to the classical decomposition theorem for polyanalytic functions in [12, 14] .
Integral representations for generalized β-analytic functions
In this section, we will discuss some properties of singular integral operators with shift, and give two integral representations for sectionally generalized β-analytic functions by weakly singular kernels (which are constructive) and the method of integral equations.
To begin with, we consider the following Cauchy singular integral operator:
where the integral is understood in the sense of Cauchy principle value as in [27, 28] if it exists. The above integral can be rewritten as
where n(τ ) denotes the exterior unit normal vector to L at the point τ , and ds is the arclength differential. The relation between Cauchy singular integral operator and Cauchy-type integral is stated in the following theorem. 
Theorem 3.1 Let f be defined as Theorem
Proof Let S be any fixed, bounded, and simply-connected closed region (0 / ∈ S). We firstly show that
for all z 1 , z 2 ∈ S, where the positive constants c 1 , c 2 only depend on S and f . In fact, since f is univalent on S, we have inf z∈S |f (z)| > 0 and thus
where f -1 and S 1 denote the inverse and range of f on S respectively. Therefore, noting that sup z∈S |f (z)| ∈ (0, +∞), one has 6) where c 3 , c 4 are positive constants independent of the choice of z 1 , z 2 . By virtue of (3.6) and mean value theorem, one further has
which completes the proof of the right-hand side in (3.5) .
According to the assumption on f , S 2 is also a bounded closed region which excludes the origin. Let
. By a similar argument to (3.7), it follows from (3.6) that
which immediately completes the proof of the left-hand side in (3.5). Secondly, by (3.5), (3.6), and a similar argument to Lemma 2.4.1 of [3] , it is easy to get
Finally, it is well known that a simple closed Lyapunov curve must be a regular one.
where
In the case of Hölder continuous functions, ϕ(ξ ) = ξ μ is a majorant, and the correspond-
by applying (2.4), (2.5), (3.5), (3.6), and Theorem 2.1, it follows from a similar argument to Lemma 2 and Theorem 3 in [27] that
for |z -t| = ε/2, where notation c only depends on f , f , and L. In what follows, c will be frequently used for constants which may vary from one occurrence to the next. Let z tend to t non-tangentially, then there exists a positive constant c 5 such that |z
where c 5 depends on t. Thus from the last estimate we immediately prove the desired formula (3.3).
In view of the alternative definition (3.2) of S f ,β L and estimate (3.5), when |t 1 -
, then by adopting the same argument to Theorem 2 in [40] in the setting of general Hölder continuous Douglis algebra-valued functions with f (z), φ H μ (L) and h(φ)ξ μ in place of z, the norm of H ϕ (γ ) and ω φ (ξ ) respectively, we get
Moreover, by chord-arc inequality (see [3] ), it follows from (3.2) and (3.
For much more details, we refer the reader to [27, 40] .
Next, in order to obtain integral representation formulas for generalized β-analytic functions, we study a nice property of singular integral operator with shift stated in Theorem 3.2 below.
Let α be a positive shift on L, more precisely, α is an orientation-preserving homeomorphism of L onto itself. Moreover, assume that α (t) = 0 on L and α ∈ H μ (L). Define the shift operator as
Obviously, W is a bounded and invertible operator on H μ (L).
Theorem 3.2 The operator WS
Proof It will be divided into two steps. The first one is to obtain the simplified kernel of the operator.
with the kernel
where τ = τ (s), s is the arc parameter andα stands for the inverse function of α. The second one is to prove that K 1 (τ , t) is a weakly singular kernel by a transform which is constructive and some techniques concerning different inequalities. This step is crucial.
To do so, denote the curveŝ
Obviously, ξ = ω|ω| 2θ is a bijective map fromL to Γ satisfying arg ξ = arg ω. Furthermore, by conformal mapping of f , Γ is also a closed and anticlockwise curve. Let
. Corresponding to transformation (3.13), we introduce another transform
Clearly, δ is a positive shift on Γ . Moreover, let η = f (t)|f (t)| 2θ and thus
Now we start to prove that δ (ξ ) ∈ H μ (Γ ) and Γ is a Lyapunov curve.
Firstly, we show that Γ is a Lyapunov curve. Write that
where τ = τ (s) and s is the arc-length parameter. By the chain rule, one has
Therefore,
, and s, σ denote the arc-length parameters with respect to τ ∈ L, ξ ∈ Γ respectively. By an argument similar to the one for conformal gluing theorem in [7] , it is easy to verify that σ = σ (s) = s 0 |ξ τ (τ (s))| ds, and thus σ (s) is monotonically increasing and its inverse s(σ ) is also monotonically increasing. In addition, if s 1 < s 2 , then
By the assumption on f , it follows f , f = 0 on L. Therefore, by (3.16), we have that
, whered is the
Hence Γ is also a Lyapunov curve. Next, we show that δ (ξ ) ∈ H μ (Γ ). For every τ , t ∈ L, from (3.12), (3.13), and (3.9), it 18) where the constant C > 0. This immediately leads to
Finally, we prove that K 1 (τ , t) defined by (3.11) is really a weakly singular kernel. In fact, using (3.15) together with (3.16), K 1 (τ , t) can be rewritten as
Noting that f , f = 0 on L again, it follows from (3.15) and (3.16) that
Therefore, by a well-known result in [3, 7] , it follows from the fact that Γ is a Lyapunov curve, δ (ξ ) ∈ H μ (Γ ), (3.18) , and (3.20) that
L is a compact operator by some well-known results (for details, see [7, 41] ).
Remark 3.1 When β = 0, Theorem 3.2 corresponds to Theorem 1 in [7] . Moreover, from the above argument, we see that the kernel K 1 (τ , t) in (3.11) is weakly singular, that is,
Hence, the associated integral operator
is a quasi-Fredholm one. Furthermore, for any h ∈ H μ (L), Fredholm equation (Kφ)(t) = h(t) has finite linearly independent solutions. (In fact, the solution is unique since the kernel K 1 (τ , t) is weakly singular, see Theorem 3.3 below.)
With the above preliminaries, we can derive the integral representations for sectionally generalized β-analytic function with jump curve L, which is very crucial in solving the Riemann-Hilbert problem with shift in what follows.
and set φ
as well as
Proof Firstly, we prove (3.23) and (3.24) . To do so, we begin to show that the following integral equation
has a unique solution ρ ∈ H μ (L).
By direct calculation, we find that K 3 (τ , t) can be rewritten as
where 
where Γ is defined in (3.12), N 2 , N 3 
Next, we show that (3.27) is uniquely solvable and its solution is just the desired function to seek. To this end, it is sufficient to show that the corresponding homogenous equation of (3.27)
has only the trivial null solution. Let ρ 0 be any solution to (3.30) . Construct
(3.31)
According to Theorem 3.1 andα (α(t)) = 1/(α (t)), by a change of variables, then we obtain
ThenΨ satisfies the following Riemann-Hilbert problem with shift:
Note that Ind L α (t) = 0, let
L is defined as in (2.8), andμ is a solution of the Fredholm equation (Kμ)(t) = ln(1/α (t)) with K defined by (3.22) , hereμ •α denotes the composite function ofμ andα.
It is easy to get that
Hence, problem (3.33) is further reduced to
By Cauchy formulas (2.4) and (2.7) in Theorem 2.1, one has
Applying the Sokhotski-Plemelj formulas (3.3) in Theorem 3.1 for the functionΨ /X, which is continuous up to the boundary L from D ± , we get
Taking the substitution t → α(t) and τ → α(τ ) in the first equation of the above system, and then adding it to the second one, it follows from condition (3.34) that
with K 1 (τ , t) defined by (3.11) . By Remark 3.1 or Theorem 3.2, (3.35) is a Fredholm equation, and thus it has only finite linearly independent solutions at most, so does problem (3.34) . This is a contradiction because {φ m : m ∈ N} must be the set consisting of infinite linearly independent solutions to (3.34) provided that φ is any non-constant solution to (3.34) . Since (Ψ /X)(∞) = 0, (3.34) has only the trivial null solution, i.e.,Ψ /X = 0. Therefore, we conclude from (3.32) that
. This implies that ϕ satisfies the following Riemann-Hilbert problem with shiftα(t):
Observing thatα is still a positive shift on L, therefore, as the above argument to problem (3.33), similarly, we get ϕ ≡ 0, and then ρ 0 ≡ 0. Hence, (3.30) indeed has the unique null solution.
Now we establish the integral representations (3.23) and (3.24). Let ρ ∈ H μ (L) be the unique solution to Fredholm equation (3.27) . Construct
By the Sokhotski-Plemelj formulas (3.3), then
Discussing as above, we at once have φ ≡φ. As for (3.25) and (3.26), only by considering the equation
with K 1 (τ , t) defined by (3.11), we can derive the desired formulas in the same manner.
Remark 3.2 In (3.23) and (3.24), ρ(t) is the unique solution of the integral equation
where K 3 (τ , t) is given in (3.28), whileρ(t) in (3.25) and (3.26) is uniquely determined bŷ
with K 1 (τ , t) given in (3.11). Moreover, by (3.29),ρ = ρ + ρ * , where ρ * is uniquely determined by the following integral equation:
in which δ(ξ ) and K 2 (τ , t) are defined by (3.14) and (3.19) respectively. Furthermore, the corresponding homogeneous equations of (3.36) and (3.37) have only the null solution. 
has only the trivial solution Φ = 0. 
Remark 3.4 When α(t) ≡
When f (z) ≡ z, β = 0, φ -(∞) = 0, (3.23) and (3.24) correspond to the results in [7] .
In fact, Theorem 3.3 provides two different integral representations which will be alternatively used to solve the Riemann-Hilbert problem with single shift in the next section. Even for those RH problems with multiple shifts and their conjugations, these integral representations are also very useful.
Riemann-Hilbert problems with shift for generalized β-analytic functions
In this section, we utilize the results obtained in the previous sections and construct explicit canonical matrix of triangular matrix functions to derive the explicit solution and conditions of solvability for Riemann-Hilbert problems with shift for generalized β-analytic functions.
As a convention, X always denotes a function class, such as H μ (Ω), and X n×m = {a ij } n×m with a ij ∈ X. Similarly, AX n×m is understood as (AX) n×m in the way for an operator A acting on X. In addition, throughout this section, we always choose
to be the class of β-analytic functions in [27] . In this case, for any φ ∈ H μ (L), the corresponding Cauchy singular integral operator is
and the corresponding Cauchy-type integral is as follows:
Meanwhile, K 1 (τ , t) defined by (3.11) with f (z) = z is reduced to
. [arg G(t)] L ,α be as stated in Theorem 3.3, and
with ρ being the unique solution to the equation
By Theorems 3.1 and 3.2, we see that X(z) has the following basic properties:
As in [3, 7, 19] , X given in (4.4) is called a canonical function. Moreover, when α(t) ≡ t, X given in (4.4) is exactly the one in [29] . then φ is said to possess order p at infinity. As usual, such order is denoted by Ord(φ, ∞).
To start with, we consider the following Riemann-Hilbert problem with shift for generalized β-analytic functions with order one.
Problem I To find a function
which is Hölder continuous to the bound- 
Theorem 4.1 Let κ = 1 2π [arg G(t)] L and K(τ , t) be determined by (4.3). When κ + m ≥ 0, problem (4.7) is solvable and the solution is given by
where ρ is the unique solution to the following equation:
In addition,
where ν is the unique solution to the following equation:
is satisfied, the solution can be expressed as
with ρ defined by (4.10). By convention, conditions (4.13) of solvability automatically disappear when κ + m = -1.
Proof When κ + m ≥ 0, by the properties of the canonical function defined by (4.4) and the Cauchy-type integral in Theorem 3.1, problem (4.7) is equivalent to
where X(z) and Ψ (z) are just defined by (4.4) and (4.9) respectively. Hence, when κ + m ≥ 0, the order of H(z) at ∞ is not larger than κ + m. By a similar argument to Laurent series expansion for analytic functions in the deleted neighborhood of ∞,
with L 1 = {t : |t| = R} for sufficiently large R.
In fact, for each z in a deleted neighborhood of ∞, there exist sufficiently large R 1 , R 2 such that R 1 < |z| < R 2 . Let K j = {t : |t| = R j }(j = 1, 2) be counter-clockwise oriented and located in this neighborhood. Since
with c 1,-j , c 2,j defined by (4.17) in which L 1 is replaced by K 1 and K 2 respectively. From Cauchy formula (2.4), we conclude that c 1,-j = c -j , c 2j = c j with c j defined by (4.17) and R 1 < R < R 2 . Therefore, using the Cauchy formula again, one has
From (4.17), one has
Thus, by taking R → +∞, it follows from Ord(H, ∞) ≤ κ + m that c j ≡ 0 for all j > κ + m, which implies that Laurent series of H(z) in the deleted neighborhood at ∞ must be in the form of (4.16). Denote W β α (z) given by (4.11), it is direct to prove that W
where c l is defined by (4.17) .
Observe that (4.15) is changed into
It follows from Remark 3.3 that F(z) ≡ 0, which leads to expression (4.8).
Similarly, when κ + m < 0, problem (4.7) is equivalent to
with zero of order not larger than -κ -m at ∞. In this case, if conditions (4.13) of solvability are satisfied, it follows from Remark 3.
that H(z) ≡ 0, and this implies H(z) = X(z)Ψ (z).
Remark 4.1 If α(t) = t, Theorem 4.1 corresponds to Theorem 6 in [27] . If β = 0, the results in Theorem 4.1 are just some ones discussed in [5, 7, 19, 25, 36] .
Next, we turn to investigating the Riemann-Hilbert problem for generalized β-analytic functions with order n ∈ N, n > 1.
Problem II To find a function
where m ∈ Z, G j , g j ∈ H μ (L), G j (t) = 0 on L, and ∂ β z j is defined by (2.9) with f (z) = z, i.e.,
for j = 0, 1, . . . , n -1. Moreover, throughout the remainder of this paper, a always stands for the largest integer not exceeding a.
Obviously, problem (4.18) is reduced to the one discussed in [14, 18, 19, 36, 37] in the case β = 0 or α(t) = t. In our approach, to solve problem (4.18), a matrix factorization technique in terms of canonical matrix with shift in the context of β-analytic functions is rather crucial. In the following first subsection, we will give the definition of the canonical matrix, the factorization in terms of it, and one of its applications to a homogeneous vector-valued Riemann-Hilbert problem with shift, and show how to explicitly construct the canonical matrix for some triangular matrices in the following subsection.
Constructing of canonical matrix
Let L, α be defined as in Sect. 2, and let the following two sets be
with κ 1 ≥ κ 2 ≥ · · · ≥ κ n satisfying κ j ∈ Z for j = 1, 2, . . . , n, such that
then representation (4.22) is said to be a generalized β-analytic factorization with shift α related to H μ (L), or simply a generalized β-analytic factorization with shift, and κ j is called partial indices for all j. Moreover,
is said to be a β-canonical matrix of G(t) related to H μ (L) with respect to α, or simply a canonical matrix. The following proposition provides a discriminative approach for the existence of this type of canonical matrices.
Then there exists the β-canonical matrix of G(t) if and only if inf
As stated in Sect. 3, Γ is a simply closed Lyapunov curve oriented counter-clockwise, its inner and outer domains are Ω + and Ω -. In addition, 0 ∈ Ω + and ∞ ∈ Ω -respectively.
Obviously, ξ is a bijection mapping D ± onto Ω ± . Moreover, its inverse
On the one hand, observe that
Since inf ξ ∈Γ | det(G(t(ξ )))| > 0, from the classical factorization theory in [1, 6] , there exists the canonical matrix 26) where G ± are analytic in Ω ± respectively and μ-Hölder continuous up to the corresponding boundary Γ ,
On the other hand, denoteΦ(ξ ) = Φ(z(ξ )), by the chain rule, one has
Thus, by (4.27), pulling (4.26) back with respect to z by (4.24), we immediately obtain the desired β-canonical matrix of G(t).
In the following proposition, we give an application of the factorization in terms of canonical matrix to solve a homogeneous vector-valued Riemann-Hilbert problem with shift as follows: to find a vector-valued function
which is Hölder continuous up to the boundary L from D ± , satisfying 
where Q p κ p -1 (z) denotes a polynomial of degree not more than κ p -1, and is regarded as 0 if κ p -1 < 0 for p ∈ {1, 2, . . . , n}. Moreover,
where the first sum is taken over κ j > 0, j = 1, . . . , n.
Proof Let
By representation (4.22) of G(t), Ψ satisfies the following BVP:
where Ψ j denotes the jth component of Ψ .
By Theorem 4.1, the solution of the last problem is
for all j ∈ {1, . . . , n} with κ j > 0, where e j denotes the unit column vector satisfying that its jth component is 1 and the rest are 0. This leads to conclusion (4.31).
As is well known, it is very difficult to explicitly construct the canonical matrix for general matrix, even for some special matrices in [42, 43] , since many skills will be involved to accurately determine its partial indices and find explicit solutions of some related Riemann-Hilbert problems. The results here will be used in the next subsection.
In the rest of this section, we investigate how to construct the canonical matrix of the following triangular matrix:
where where
with μ j being the unique solution of the Fredholm equation
, and K be defined by (4.2), (4.3), and (4.5) respectively, and let (4.
22) be a generalized β-analytic factorization with shift α(t) of G(t). Then the partial indices κ j of G(t) satisfy
where 38) in which
with ρ p being the unique solution of the equation
withρ pl being the unique solution of the equation
, l -p ≥ 2 for l = 2, 3, . . . , n, and
Proof Firstly, we prove κ 1 ≤ p with p = max{c i : 1 ≤ i ≤ n}. To this end, we seek to find
n , which is Hölder continuous up to the
(4.43)
Obviously, (4.43) is equivalent to Since c j -p -1 < 0 for all j, by Theorem 4.1, we get that Φ n (z) ≡ 0. Substituting it into the second equation of (4.44), we find that Φ n-1 (z) ≡ 0. Repeating the same steps, we finally obtain that Φ j (z) ≡ 0 for all j = 1, 2, . . . , n. Thus (4.43) has only the trivial null solution.
Moreover, by the assumption, the partial indices of a generalized β-analytic factorization of t -p |t| -2pθ G(t) are κ j -p. Thus, by Proposition 4.2, n j=1 max{κ j -p, 0} = 0, which implies that κ j ≤ p for all j.
Secondly, we show that κ n ≥ q with q = min{c i : 1 ≤ i ≤ n}. For this purpose, we consider the following problem: 
It is easy to know that t q |t| 2qθ [G T (t)] -1 has the following factorization:
Note that 1 2π
by an argument similar to problem (4.43), problem (4.45) has only the zero solution. This leads to n j=1 max{q -κ j , 0} = 0, which implies that κ j ≥ q for all j. The proof of (4.36) is complete. Now we prove that if c 1 ≥ c 2 ≥ · · · ≥ c n , then there exists the upper-triangular factorization in the form of (4.37) with κ j = c j for j = 1, 2, . . . , n by induction on the order n of G(t).
(i) If n = 1, the conclusion is clear by (4.34) .
(ii) Suppose that the desired result has been established for all upper-triangular matrices of order less than n, then we must show that the conclusion also holds for G(t) defined by (4.33) of order n. To this end, let us partition G(t) in the form
Obviously, the upper-triangular matrixG(t) of order n -1 admits det(G(t)) = 0 on L and c 2 ≥ c 3 ≥ · · · ≥ c n . Consequently, by the inductive hypothesis, there exists the following generalized β-analytic factorization ofG(t):
where c 2 ≥ c 3 ≥ · · · ≥ c n , andG ± are upper-triangular matrices.
with μ j (j = 2, 3, . . . , n) being the unique solution of
.
By Theorem 4.1 and a straightforward calculation, we get
Therefore, the following identity
holds, where
defined by (4.35) , and the upper-triangular matrix
(n-1)×(n-1) . Consequently, when c 1 ≥ c 2 ≥ · · · ≥ c n , we actually have proved that the right-hand side of (4.48) withΛ(t) given by (4.47), is just a generalized β-analytic factorization with partial indices κ j = c j for j = 1, 2, . . . , n. Finally, we construct the explicit factorization of G(t) by (4.48) when c 1 ≥ c 2 ≥ · · · ≥ c n . That is to say, there exist upper-triangular matrices
To do so, it is enough to find a set of n-dimensional column vectors
, and the corre-
where a ij are the same as the one in (4.33), i, j = 1, 2, . . . , m.
To avoid any misunderstanding, we often alternately use c ij , c i,j in the sequel. Equation (4.51) is obviously equivalent to To obtain the desired particular solutions of the above problem, set
with ρ m-k,m being the unique solution of the equation
Furthermore, suppose that
withρ m-k,m being the unique solution of
. By Theorem 4.1, using an iterated method, we easily get that Remark 4.3 The constraint condition that c 1 ≥ c 2 ≥ · · · ≥ c n is not essentially necessary. In fact, by using an elementary transformation and some tedious discussions, this condition can be removed automatically.
Riemann-Hilbert problem with shift
With the previous results in hand, we can solve the Riemann-Hilbert problem with shift for generalized β-analytic functions of order n with n > 1. , j = 1, 2, . . . , n, (4.74) where the symbol a is defined as above, T with h j (t)(j = 1, 2, . . . , n) given by (4.60).
It follows from (4.67) and (4.75) that
Since q 1 ≥ q 2 ≥ · · · ≥ q n , by Theorem 4.2, upper-triangular matrices G(t) = {a pl (t)} n×n defined by (4.67) have a factorization in the following form: 
