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Subclasses LO 1 L1 3 .*. 3 LQ of the class LO of self-decomposable probability 
measures on a Banach space are defined by means of certain stability conditions. 
Each of these classes is closed under translation, convolution and passage to 
weak limits. These subclasses are analogous to those defined earlier by 
K. Urbanik on the real line and studied in that context by him and by the authors. 
A representation is given for the characteristic functionafs of the measures in 
each of these classes on conjugate Banach spaces. On a Hilbert space it is shown 
that L, is the smallest subclass of LO with the closure properties above containing 
all the stable measures. 
Self-decomposable probability measures on a separable Banach space E 
were introduced by the authors in [12], where it was shown that they arise 
as the weak limits of uniformly infinitesimal normed sums of E-valued random 
variables and that they are all infinitely divisible. For certain spaces E for 
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which a Levy-Khinchine representation was known to exist characterizing 
those functions on E* which are the characteristic functionals of infinitely 
divisible probability measures on E, a representation theorem for the charac- 
teristic functionals of self-decomposable measures on E was proved, generalizing 
earlier results of K. Urbanik [24, 251 for finite-dimensional spaces E. 
In [26] Urbanik subclassified the self-decomposable distributions on the 
real line inductively so as to obtain a decreasing sequence {L,,,} of classes, each 
of which is closed under shifts, changes of scale, convolution and passages 
to weak limits, such that their intersection L, is the smallest class closed under 
these operations containing the stable distributions. He obtained a charac- 
terization of the measures in each of these classes in terms of their components 
and then developed a representation of the characteristic functions of the 
measures in each of the classes L, . Further characterizations of the sets L, 
and another derivation of the characteristic functions appear in 1131, which 
is a precursor to the present paper, both with respect to its methodology and 
the results obtained there. In particular, our development of the representation 
of the characteristic functionals of measures in the classes L, on conjugate 
spaces E rests upon the determination in [13] of the extreme points of certain 
compact convex sets of probability measures on the compactified line and the 
method used in [12] to represent the characteristic functionals of measures 
in L, on E. 
NOTATION AND PRELIMINARIES 
Let E be a real, separable Banach space with dual E* and Bore1 field g(E). 
Denote by A(E) the set of all complex measures on a(E) and by B(E) the 
probability measures in d(E). By the weak topology on d(E) we mean the 
topology 44E), G(E)), h w ere C,(E) denotes the space of bounded con- 
tinuous functions on E. d(E) is an algebra under setwise linear operations 
and convolution as multiplication, and B(E) is a multiplicative semigroup 
in A(E). Moreover, ./I(E) is a Banach algebra with respect to the total variation 
norm, and B(E) is a topological semigroup in the weak topology. For p EB(E), 
the characteristic functional (ch.f.) of TV is the function on E* defined by k(y) = 
SE er(z*v> &(x), y E E*, and for a > 0 T,p is the measure given by T&A) = 
p(a-IA), A E a(E). For a = 0, set T,p = 6, . The convolution of two measures 
p, Y E B(E) is denoted by p * v. 
Let X,j ,j = 1, 2,..., n, ?Z = 1, 2 ,... be a triangular array of random variables 
with values in E such that for each n the X,, , j = 1,2,..., n are independent. 
Recall that such an array is called uniformly infinitesimal if for any E > 0, 
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We shall call the array uniformly weakly infmitesimal if for every y E E* the 
probability measures pnj on E induced by the Xnj satisfy 
Following [26], we say that a triangular array as above is generated by the sequence 
{X,} of E-valued random variables if for each n and j, X,, is distributed as 
X&z, and we call two triangular arrays equivalent if the sums of their rows 
converge weakly (after suitable shifts, which we shall take as part of the definition 
of convergence of an array) to the same limiting distribution. Thus a triangular 
array {X,3} is equivalent to an array generated by a sequence {X,} if for suitably 
chosen a, and b, the sequences 
i Xaj - a,, and & - bn 
j=l 
have the same limiting distribution. 
Now define S,(E) [resp. Sk(E)] (m = 0, 1,2,...) inductively as follows. 
Let S,(E) [resp. S:(E)] be the class of sequences of independent E-valued 
random variables generating convergent, uniformly infinitesimal [resp. uniformly 
weakly infinitesimal] triangular arrays. Define S,(E) [resp. S;(E)] (m = 1, 2,...) 
to be the set of all sequences {X,} in S,,(E) [resp. S;(E)] such that for every 
positive real number c the triangular array Xnj = n-lX~~~l+~ is equivalent to 
an array generated by a sequence from S,-,(E) [resp. S;-,(E)]. Let L,(E) 
[resp. L&Y)] be the set of all possible limit distributions of triangular arrays 
generated by sequences in S,(E) [resp. S;(E)], and set L,(E) = nzzOL,(E) 
[resp.LL(E) = n~=OL#)]. It is clear that the S,&E) and Sk(E) form decreasing 
sequences of sets and hence the sequences {L,(E)} and {L;(E)) are decreasing. 
For convenience we set L-,(E) = L’,(E) = B(E); of course, 00 - 1 means co. 
THEOREM 1.1. For every m = 0, 1,2 ,..., co, L,(E) = L;(E), and a measure 
h E B(E) belongs to L,(E) if and only ;ff or each c E (0, 1) there exists A, EL,-~(E) 
such that h = T,h * A, . If h E L,(E), then h and th.e mea.rures A, are infinitely 
divisible. 
Proof. For m = 0 this is a restatement of Theorems 2.5 and 2.6 of [12]. 
The remainder of the proof for m = 1,2,... is by induction via a straight- 
forward modification of the proof of [26, Proposition l] paralleling the ideas 
of the proof of [12, Theorem 2.51 and using in the induction assumption that 
L’ m--1 = L, . The details may easily be supplied by the reader upon consulting 
those sources. The case m = cc then follows directly. 
COROLLARS. Each of the sets L,(E) is a closed subsemigroup of B(E) which 
is also closed under translation and each of the operators T, . 
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We wish to develop a formula for the ch.f. of a measure in each of the classes 
L,(E) for (separable) conjugate Banach spaces E. In order to do this we shall 
make use of various embeddings of E\(O) into specific compact metric spaces K 
which we shall now introduce. These spaces were introduced and used in a 
similar way in [25] for R” and in [12] for infinite-dimensional spaces. 
Assume that E is a (separable) conjugate Banach space, and let U and S 
denote the closed unit ball and unit sphere of E, respectively. Let [0, co] be 
the usual compactification of R+, and set K = U x [0, co]. If U is endowed 
with the relative weak-* topology of E, then K becomes a compact metric 
space. Suppose we are given a (norm-) continuous function I: E\(O) + R+ 
which is positively homogeneous (i.e., I = 1 c 1 v(x)). Define h: E\(O) --+ K 
by h(x) = (x/l] x 11, p)(x)). Then h is a one-to-one continuous map from E\(O) 
onto S x R+. Moreover, 
h-yu, Y) = -L u, 
44 
UES, YER+. 
Hence if U were given the relative norm topology of E, then h would be a 
homeomorphism of E\(O) onto S x R+. Since the Bore1 fields on E with respect 
to the norm topology and with respect to the weak-* topology coincide, h and 
its inverse on S x Rf C K are measurable. For c2 E [0, co] and x = (w, Y) E K, 
set 1) x 11 = Y  and ax = (w, UY). 
OPERATORS ON MEASURES INDUCED BY COCYCLES 
Let X be either a complete separable metric space or a locally compact 
Hausdorff space, and suppose that R+ = (0, co) acts on X as a continuous 
transformation group. By a positive cocycle we shall mean a continuous function 
K: R+ x X + R+ satisfying the following conditions. 
(1) For each c E Rf, K(C, x) is a bounded function on X. 
(2) K(C, X) K(d, CX) = K(Cd, X), X E x, C, d E R+. 
We shall say K is of ty$e c, if it also satisfies the following. 
(3) lim,,+ K(C, x) = 0 uniformly on compact subsets of X, and for 
some c, E Rf 
SUP SUP 1 K(C, X)1 < ol). 
o<c<GJ EX 
The cocycle K is called a coboundmy if there is a continuous Rf-valued func- 
tion f defined on a dense open subset U of X such that U is invariant under 
the action of R+ and 
K(C, x> = & , XEU, CER+. 
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Let K be a positive cocycle on Rf x X. For p E A(X) and c > 0, set 
Rep(A) = R?)p(A) = l-, K(C, x) 444, A E a(X). 
Observe that it follows from condition (2) that K( 1, x) = 1, so R, is the identity 
operator, which we shall also denote by I. 
THEOREM 2.1. Let K be a positive cocycle on Rf x X, and define Re as above. 
(i) For each c E Rf the mapping R,: A(X) + .&Z(X) is Iineay and con- 
tinuous with respect to both the noym and weah topologies. 
(ii) If~>OthenRo~>OO,c~R+. 
(iii) If K is of type CO , then for any TV E d(x), 
lim RCp = 0. 
C-O+ 
(iv) The nuzpping c -+ R, is a homomorphism on Rf which is “weakly 
continuous” in the sense that fm p E A(X) and f  E C,(X) the mapping c + 
.I-xf dR P is continuous. 
Proof. The linearity, nonnegativity and norm continuity assertions about 
R, are obvious. If f is a bounded, measurable function on X and ~1 E d(X), we 
have 
S,f dR,p = S,f (4 K(c, x) d&). (1) 
If f E C,(X), then so is the integrand on the right-hand side of (1) from which 
follows the continuity of R, with respect to the weak topology. If K is of type 
C, , then (iii) follows from (1) and the fact that, given p GAY(X), 1 iu. /(Kc) 
can be made arbitrarily small for K a sufficiently large compact set in X. 
For a, b E Rf and f  a bounded, measurable function on X, 
= xf dfiabiu. I 
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Finally, if f E C,(X) and K is a compact subset of X, then uniformly on K 
as c --f 1 we havef(cx) + f(x) and K(C, x) -+ 1. Again choosing K with 1 p /(Kc) 
small, we obtain the continuity property asserted in (iv) at c = 1 and hence 
on all of R+. 
For a given positive cocycle K on Rf x X, let us introduce the following 
subsets of d(X). 
M,,,(X) = M?‘(X) = p: fi (I - R&L > 0 for all 0 < c,, ,..., c,,, < 1 , 
j=O i 
O<m<oo 
K,,(X) = (I.L E JG(X): P(X) = I>, O<m<oo. 
Note that if K is of type Co it follows from Theorem 2.l(iii) that every element 
of M,(X) is nonnegative, every element of K,(X) is a probability measure, 
and M,(X) r> M,(X) 1 ..* 3 M,,,(X). 
THE CH. F. OF A MEASURE IN L,(E) 
Return now to the case of a real, separable Banach space E. It was shown 
in [l] (cf. also [2, 3, 4, 21, 221) that a probability measure h on E is infinitely 
divisible if and only if we can write 
A(Y) = P(Y) exp [Go , Y> + jE K(x, Y> 44s)], Y E E*. (2) 
Here x0 E E, y is a Gaussian measure on E (i.e., y is infinitely divisible and 
Y “Y-l is Gaussian for all y E E*), K is the function on E x E* given by 
K(x, y) = ei(=y> - 1 - i(x, y) IV(x) (3) 
(IV denoting the indicator function of the closed unit ball U of E), and p is a 
u-finite measure on E which is finite on the complement of every neighborhood 
of 0 and satisfies ~((0)) = 0. Th e measure p is uniquely determined by X, 
as is y up to a shift. We shall call (2) the L&y-Khinchine representation of X 
and p the L.&y measure of X. Although the precise form of the ch.f. 9 of a 
Gaussian measure y on E is not known for every E, it is known for certain 
spaces. For these results and other properties of Gaussian measures on E 
we refer the reader to [5, 6, 9, 14, 16, 18, 191. It is also not known precisely 
which measures TV on E can appear in (2); let us denote by P(E) this class of 
measures. It is true that if ~1 E 5?(E) and v(A) < p(A) for all A E g(E) then 
294 KUMAR AND SCHREIBER 
Y E -P(E). For certain spaces E there are developed in [9, 151 variations of (2) 
with respect to which one can characterize the measures appearing in these 
representations. For our purposes it will suffice to know that the following 
lemma is valid on any space E. 
LEMMA 3.1. There exist real-valued functions p on E which are weakly 
continuow on bounded sets and satisfy the following conditims. 
(9 dcx> = I c I &4 CER, xeE 
(ii) p)(x) > 0 O#XEE 
Gii) JTi,,,<, dx)” 4-44 < 03, 0: > 0, PELF(E). 
If E is a conjugate space, q~ may be chosen to be weak-* continuous on bounded sets. 
Proof. It suffices to assume 01 = 1. By [27, Theorem l.A], if p E 9(E) 
there is a C > 0 such that 
s ,,2,,<1 lx  rj2 444 G C 11 Y I?‘, yeE*. 
Choose yi , ya ,... E E* such that // yn 11 < 1, n = 1, 2,... and 
II x II = sup I(X,YnX XEE. 12 
For 6, > 0 with C,, Ed < co, set q(x) = (En E,(x, y&2)1/2. Such a q~ clearly 
satisfies the desired conditions. If E is a conjugate space, the yn may be chosen 
to be weak-* continuous. 
For ‘p a norm-continuous function on E satisfying Lemma 3.1(i), (ii), let 
For p E 9@(E), let po, be the measure defined by 
Then pW is a finite measure on E. For 0 # x E E and y E E*, set 
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where K(x, y) is given by (3). The L&y-Khinchine representation of a measure 
h whose L&y measure is in -Ye(E) can then be given by (2) with K replaced 
by K, and 1-1 by the finite measure p,,, . 
If Q is as in the previous paragraph, let K(F) denote the coboundary on 
R+ x E determined by the function (1 + ~(x)~)/IJ(~)” (x # 0). Thus 
Note that K(T) is of type C,, . Of particular interest are those functions p for 
which Lemma 3.l(iii) holds and the function v(x) = (1 x 11. 
THEOREM 3.1. Let X be an in.nitely divisible probability measure on E whose 
L&y measure p is in 9JE) for some norm-continuous function y on E satisfying 
(i) and (ii) of Lemma 2.1, and suppose 0 < m < co. Then h E L,(E) ;f and only 
if pw E M:(@))(E). 
Proof. For m = 0 and for E in the class of Orlicz sequence spaces con- 
sidered in [9] and v a specific function on such a space E, our theorem is a 
restatement of [12, Theorems 3.1, 3.5, Proposition 4.11. In fact, the proofs 
in [12] can be easily modified to apply in the generality considered here. The 
one point that might require elaboration is the fact that for 0 < c < 1 the 
Levy measure of TJ is TCp. This fact is easily established by a direct com- 
putation similar to the one appearing in [12, p. 63-641 but with 
f= s x 444. k34lG-’ 
Simply observe that for y E E*, (TJ)*( y) = &cy) and 
K(x, CY) - K(w y) = ic<x, Y> ~c-lo,o(4 E-W). 
We proceed by induction; let X E L,+#l). By Theorem 1.1, for each 0 < c < 1 
we can write X = T,h * A, for some A, EL,(E). If tag denotes the Levy measure 
of A, , then pc E -Ye(E), and as was shown in [12], the definition of A, and the 
remarks above imply that (&, = (I - R,) pq . (We shall omit the superscript 
K(QJ).) Since, by the induction hypothesis, (&, E M,(E), it follows that 
P E Mn+,w 
Conversely, assume po, E M,+1(E). Then, in particular, pc E M,(E), so 
X E L,,(E), Thus, as above, we have for 0 < c < 1 that h = T,X * AC with 
(CL& = (I - R,) pe , from which it is clear that (pJo, E M,(E). 
COROLLARY. Let A, p and q.~ be as in Theorem 3.1. Then AEL,(E) ;f and 
only if pm E M:““(E). 
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THE URBANIK REPFGSENTATION 
We now produce the formulae for the ch.f.‘s of the measures in each L,(E) 
for E a conjugate space (which we henceforth assume), follow’ing the procedure 
adopted in [12] for the case m = 0 and certain spaces E and in [13] for the 
classes L,(R). Let K be the compact metric space described in Section 1 and 
consider only the weak (= weak-*) topology on A(K). All references to R, 
and related spaces tacitly refer to the coboundary K(y) where q(x) = 11 x 11 on K. 
LEMMA 4.1. Each K,(K), 0 < m < 03 is compact and convex. 
Proof. By Theorem 2.1(i), each M,(K) is closed and convex, from which 
the lemma follows. 
LEMMA 4.2. Every extreme point of K,(K) is either degenerate at a poikt 
xEKwithlix/I =OOY or,oriscotdcatratedon(x} x R+forsomexEU. 
Proof. For any set A C U, the sets A x {0}, A x {co} and A x Rf are 
invariant under multiplication by elements of Rf, and every set with this 
property is a union of such sets. Thus if c E R+ and B is any one of these sets 
which is measurable, and if p E A(K), then 
FL4 I B = R,(P I B). 
So p 1 B E M,(K) whenever p E M&K). It follows that every extreme point 
of K,(K) must be carried by a minimal set of the type B we are considering, 
giving our lemma. 
LEMMA 4.3. For 0 < m < co, there is a one-to-one mapping of k- onto 
the set ext(K,(K)) of extreme points of K,(K). 
Proof. Clearly the degenerate measures in Lemma 4.2 are in every K,(K) 
and are extreme. Moreover, a measure concentrated on {x} x R+ is in ext(K,(K)) 
if and only if, when considered as a measure in K,(R), it is extreme there. 
In [13, Theorem 3.11 it was shown that the extreme points of K,(R) consist 
of 6, and all measures m, given by 
for u > 0 and m,(A) = m-,(---A) f or u < 0. (Here Jm(u) is chosen so that 
rnim”) is a probability measure.) For u E K, set m, = 6, if 11 u1) = 0 or co, 
and for u = (w, Y) with Y E R+ define m, by 
t Ilull m log t 1 1 + p 4 A E WO 
where I, = (tu: 0 < t < 1). The map u + m, is the desired correspondence. 
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LEMMA 4.4. The mapping u + m, is a homeomorphism of K onto ext(K,,,(K)) 
for each m = 0, 1,2 ,... . 
Proof. When E = R, this was proved in [9, Lemma 4.11. Using that result 
one can pass to the general case via a standard compactness argument. The 
details may be supplied easily by the reader. 
The case m = 00 can be handled similarly. Namely, if y = (w, Y) E K set 
P, = $,,,) if y = 0 and P, = %,,o) ifr=2.IfO<]]yII<2,letp,bethe 
probability measure on K given by 
p,(A) = + sin 2 (1 y 11 S,,, G dt, A E g(K), 
Y 
where I, = {ty: t E R+}. The following lemma was proved in [13, Lemma 4.21 
when E = R and is easily extended to the general case just as in Lemma 4.4. 
LEMMA 4.5. The mapping y --f p, is a homeomorphism of {y E K: II y \I < 2) 
onto ext(K,(K)). 
As in [12, Theorem 4.61, [13, Lemma 4.31, Lemmas 4.4 and 4.5 lead, via 
the Krein-Milman-Choquet Theorem [17] to the following result. Here m, 
and p, , for u E E\(O) and 0 < ‘p(y) < 2, are the measures on E\(O) induced 
by the corresponding measures defined above and the function v and the map- 
ping h as in Section 1. 
LEMMA 4.6. A measure p on E\(O) is in M;““(E) if and only if there exists 
a Jinite Borei measure w,,, on E\(O) if 0 < m < CO and on B, = {y E E: 0 < 
‘p(y) < 2) if m = CO such that for every f E U(p), 
sE,(ujf (x) d&) = ls,(0) (S,f @) dmtm)(x)) dw,(u) 
for m = 0, I,... andfw m = 00 
If we now choose the functions KJx, y) for f (x), then we obtain the following 
representation theorems, after a bit of estimation of growth rates as in the proofs 
of Theorems 4.1-4.3 in [13]. 
THEOREM 4.1. Let E be a separable, conjugate Banach space, let /\, ~1 and q~ 
be as in Theorem 3.1, and suppose 0 < m < 00. Then h E L,(E) if and only if 
ii has the form 
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where x,, E E, y is a Gaussian measure on E, w is a jkite measure on E with 
~((0)) = 0, and 
- (m :, i)Fy’ [m! min((l x 11, 1) + (log+ Ij x II)“]. 
THEOREM 4.2. Notation as in Theorem 4.1. The measure h is in L,(E) if 
and only if ;i is of the form 
where x,, and y are as in Theorem 4.1, w is a finite measure on BP’ = {x E E: 
0 < v(x) < 21, and 
HILBERT SPACE 
In the special case when E is a Hilbert space-either finite- or infinite- 
dimensional-we have 9(E) = q&E), so we may take v(x) = 11 x 11 in the 
formulas for li in Theorems 4.1 and 4.2. In fact, if for this v we denote BP’ 
by B, and if we utilize the well-known formula for 9 and the classical Levy- 
Khinchine kernel available in this case [16, Chap. 6, Sect. 4] for K(x, y) in 
place of (3), we obtain the following restatements of Theorems 4.1 and 4.2. 
Throughout this section H will denote a separable Hilbert space identified 
with its dual space as usual. 
THEOREM 5.1. A measure h is in L,,,(H) (0 < ni < co) if and only if i is 
of the form 
where x,, E H, D is an S-operator on H, w is afinite measure on H with ~((0)) = 0 
and 
ym(x, y) = ~(z*‘) eiu (log F)“+’ dv - (m + l)! (x, y) tayyi\! * ” . 
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THEOREM 5.2. A measure X is in L,(H) ;f and only if 1 is of the form 
A(Y) = exp [iC% , Y> - B@Y, Y> + JB2 sin T II x II ?W, y) d4x)], y 6 H, 
where X, E H, D is M S-operator on H, w is a finite measure on B, , and 
This form for the ch.f.‘s of measures in L, , combined with a result of J. 
Kuelbs [g], implies that the filtration L, 1 L, 3 ... 1 L, is complete in a natural 
sense (cf. Corollary to Theorem l.l), at least on Hilbert spaces, as we shall 
now show. In the one-dimensional case this fact was pointed out by Urbanik 
[26, p. 2371. 
LEMMA 5.1. Let w be a positive measure on B, . There exists a sequence {w,} 
of positive measures converging weakly to w on B, such that each CO,, is a jnite 
sum of meares supported on spherical shells {x: 11 x 11 = c}. 
Proof. Given E > 0 we can find 0 < a < b < 2 such that w(A) > 
w(B,) - E, where A = {x: a < Ij x 11 < b>. A is closed in H, so there exists 
a compact set K C A with 
w(K) > w(A) - E > w(B,) - 2~. 
On K we can approximate w by finite, positive linear combinations of point 
masses in the usual weak-* topology u(A(K), C(K)). Thus we see that in 
the weak topology on the measures on B, every neighborhood of w contains 
measures which are sums of measures supported on spherical shells. Since 
B, is a separable metric space, B(B,) is a separable metrizable space [16, p. 431, 
so the desired sequence {w,} exists. 
LEMMA 5.2. Let {w,} and w be as in Lemma 5.1. Set p = sB, p, dw(x) as 
in Lemma 4.6, and dejine v on H by 
dv(x) = ’ + ” x II2 (IcL(x) 
IIXI? * 
Let CL,, and V, be defined analogously from each W, . Then v,, converges to v weakly 
on the complement of every ne&hborh.ood of 0 in H. 
Proof. From the definition of the measures p, we have 
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for every f ELI(V). Let f be a bounded, continuous function on H such that 
f(x) = 0 if I[ x 11 < E and set 
It suffices to show 9, is a bounded, continuous function on B, . Setting 11 f/Ix = 
SUP,H IfWl we have 
2 llf IIH Idx)l ~llfll~~~~~ll~ll~~-;;;i-. 
To see that p is continuous, suppose x, -+ x in B, . Then f (tx,Jl x, II) --f 
f (tx/ll x 11) and t-l+nll + t-l-llsll f  or all t. There exists 6 > 0 such that II x, I] > S 
for all n. Since f is bounded and 
1 
-< 
I 
e-3, E<t<l, 
p+ll%ll t-14, t > 1, 
the Dominated Convergence Theorem implies q~(xJ + p)(x). 
LEMMA 5.3. Notation as in Lemma 5.2. For each n > 1 let T,, be the S- 
operator defined by 
<Toly, Y> = J; 
z 
l,(1 <x, Y>’ dvn(x). 
Then {T,} is a compact set of operators in the sense of [16, Definition 2.4, p. 1551. 
Proof. We may assume that each w, is a probability measure. Then 
i,,xl II x II2 dv&) = lBz sin 5 II 3 II l t1-11211 dt do, 
I 
sin 77/Z II x I/ = 
4 2 - 11 x 11 dw,(x) G c 
(4) 
since the latter integrand is bounded on B, . 
For n and N nonnegative integers and {e,} a c.o.n.s. in H, 
s sin 7r/2 (/ x I/ = B2 II x II2 t2 - II ’ II) ( 5 -3, ed2) d44- i=N 
It follows easily from [16, Theorem 6.1(e), p. 401 that, given E > 0, there 
exist 0 < a < b < 2 such that w,(A) > 1 - E for all tl, where A = {x: a < 
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]I x I] < b}. When we consider the w, and w as measures on H we see that 
there is a compact set K with w,(K) > 1 - E for all n. Thus w&4 n K) > 
1 - 2. Now, on &\(A n K) the latter integrand in (4) is bounded, while 
on the compact set A n K the function 
sin 7fj2 11 x /I 
II x II2 (2 - II x II> 
is bounded and cy=, (x, ei)2 -+ 0 uniformly as N + CO. It follows that 
lim sup 2 (T,,ei , et) = 0, 
iv-a n 
i=N 
and our lemma is proved. 
LEMMA 5.4. Notation as in Lemma 5.1. Let X, and h be the measures in L,(H) 
determined by W, and w, respectively, as in Theorem 5.2 w*th x0 = 0 and D = 0. 
Then i,(y) -+ A(y) for all y E H. 
Proof. Integration by parts applied to the function ?P in Theorem 5.2 yields 
lqx, y) = Jy [ei(w)t/ll~ll _ 1 - i(x,y)t 
/I x 11 (1 + t”) 
] dt 
tl+l’*” 
=pq$p)&. 
We need only show that, for fixed y E H, the function 
44 = sin 5 II x II W, r> 
is bounded and continuous on B, . To see this notice that K(x, y) is bounded 
in x and that K(x, y) = 0(/l x 11”) as x + 0 (cf. [16, p. 1881). Thus, for some 
C > 0 we have 
CY’(x, y) < l1 tl+ll dt + lIrn & = 2 --II4 + A 
Hence, as before, q~ is bounded. If x, + x in B, , choose 0 < a < b < 2 
such that a < I] x, 11 < b for all n. If we now dominate tl-l@~~l by P-b for 
0 < t < 1 and t-l-11~ll by t-1-a for t > 1, we may apply the Dominated 
Convergence Theorem to conclude that ‘p is continuous. 
THEOREM 5.3. L,(H) is the smallest closed subsemigroup of B(H) containing 
all the stable probability measures on H. 
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Proof. Given the first remark in the proof of Lemma 5.4, it follows from 
[8] that a probability measure h on H is stable if and only if h EL,(H) and 
either the measure w in Theorem 5.1 is zero or the operator D = 0 and w 
is concentrated on a spherical shell {x: )/ x 11 = c} in B, . Let h EL,(H) and 
let w be the corresponding measure on B, . Choose {w,} as in Lemma 5.1, 
and let h, EL,(H) be the measure corresponding to the same x,, and D as X 
but with w replaced by W, . Each of the measures An is then the finite product 
of stable measures on H. By Lemmas 5.2 and 5.3 and [16, Theorem 5.3, p. 1871 
the sequence {h,} is conditionally compact in B(H). Applying Lemma 5.4 
and [16, Lemma 2.1, p. 1531, we see that h, converges weakly to h, completing 
the proof. 
Remark. Formulae for the ch.f. of a stable distribution analogous to the 
one developed in [8] alluded to above have been developed for spaces other 
than Hilbert space by several authors; see, e.g., [5, 201 and, in particular, [23]. 
It would be of interest to use these results to prove Theorem 5.3 for a more 
general class of Banach spaces, and we conjecture that it is always true. The 
obstacle to applying our method in any greater generality lies in the unavailability 
of an analog of [16, Theorem 5.3, p. 1871. 
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