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ABSTRACT 
 A simulation study was conducted to explore the influence of partial loading 
invariance and partial intercept invariance on the latent mean comparison of the second-
order factor within a higher-order confirmatory factor analysis (CFA) model. Noninvariant 
loadings or intercepts were generated to be at one of the two levels or both levels for a 
second-order CFA model. The numbers and directions of differences in noninvariant 
loadings or intercepts were also manipulated, along with total sample size and effect size 
of the second-order factor mean difference. Data were analyzed using correct and incorrect 
specifications of noninvariant loadings and intercepts. Results summarized across the 
5,000 replications in each condition included Type I error rates and powers for the chi-
square difference test and the Wald test of the second-order factor mean difference, 
estimation bias and efficiency for this latent mean difference, and means of the 
standardized root mean square residual (SRMR) and the root mean square error of 
approximation (RMSEA).  
When the model was correctly specified, no obvious estimation bias was observed; 
when the model was misspecified by constraining noninvariant loadings or intercepts to be 
equal, the latent mean difference was overestimated if the direction of the difference in 
loadings or intercepts of was consistent with the direction of the latent mean difference, 
and vice versa. Increasing the number of noninvariant loadings or intercepts resulted in 
larger estimation bias if these noninvariant loadings or intercepts were constrained to be 
equal. Power to detect the latent mean difference was influenced by estimation bias and the 
estimated variance of the difference in the second-order factor mean, in addition to sample 
size and effect size. Constraining more parameters to be equal between groups—even when 
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unequal in the population—led to a decrease in the variance of the estimated latent mean 
difference, which increased power somewhat. Finally, RMSEA was very sensitive for 
detecting misspecification due to improper equality constraints in all conditions in the 
current scenario, including the nonzero latent mean difference, but SRMR did not increase 
as expected when noninvariant parameters were constrained. 
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Chapter 1: Introduction 
Overview 
When conducting experimental or quasi-experimental studies, researchers are 
frequently interested in differences between population means on one or more variables 
that may be observed or latent. For the case in which the focus is between-group 
comparisons of latent means, structural equation modeling (SEM) approaches such as 
structured means modeling (SMM; Sörbom, 1974) and multiple-indicator multiple-cause 
modeling (MIMIC; Jöreskog & Goldberger, 1975) may be applied (Thompson & Green, 
2013). Prior to conducting tests of differences in latent means, however, researchers must 
ensure that the specified measurement model is appropriate for both groups (Byrne, 
Shavelson, & Muthén, 1989; Meredith, 1993; Sörbom, 1974; Thompson & Green, 2013).  
Measurement invariance holds if a measuring device works in the same way across varied 
conditions (i.e., different populations, different time points) that are irrelevant to the 
attribute being measured (Millsap, 2011).  
Within the framework of the common factor model, measurement invariance is 
evaluated in terms of factorial invariance, which focuses on the extent to which the factor 
structure is invariant across multiple populations or multiple occasions (Millsap, 2011). 
Factorial invariance is frequently characterized and examined based on sets of parameters 
that are progressively constrained to be equal between populations. For a factor analytic 
model, these include invariance of the model configuration, factor loadings, intercepts for 
measures, and residual variances for measures.   Although invariance of all of the above-
named sets of parameters is an ideal condition for conducting comparisons of latent means, 
it is quite difficult to achieve in reality. Byrne et al. (1989) provided a detailed strategy for 
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conducting latent mean comparisons under partial factorial invariance, a condition in which 
some, but not all, of the parameters with respect to the factor pattern and/or the magnitudes 
of factor loadings are invariant across groups.  
Some researchers (e.g., Hancock, Lawrence, & Nevitt, 2000; Yang, 2008) have 
used simulation methods to examine empirically the robustness of latent mean comparisons 
to partial factorial invariance under different conditions, such as the magnitude of 
noninvariance, model size, effect size of latent mean differences, and sample size. Most of 
these simulation studies have focused on first-order confirmatory factor analysis (CFA) 
models; to the best of my knowledge, only one simulation study has examined latent mean 
comparisons for the general factor in second-order CFA models (Molenaar, Dolan, & 
Wicherts, 2009). In the research of Molenaar et al. (2009), the simulation conditions were 
informed by previous studies of gender difference in the general, second-order factor in a 
CFA model of Wechsler tests. Manipulated conditions were: 1) effect size of the latent 
mean difference of the second-order factor, 2) the number of noninvariant intercepts for 
the indicators, 3) the number of noninvariant intercepts for the first-order factors (first-
order residual mean differences), and 4) the strength of the correlations among the first-
order factors.  
Little research has been conducted that focused on the impact of measurement 
noninvariance on latent mean comparisons for second-order CFA models. In particular, no 
systematic study has explored the impact of partial loading invariance or partial intercept 
invariance on between-group differences in estimation for higher-order factors in second-
order CFA models. Addressing this need, the main purpose of the current thesis is to 
evaluate the robustness of latent mean comparisons for the higher-order factor to partial 
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loading invariance and partial intercept invariance under varied research conditions in 
second-order CFA models.  
In this chapter, I first provide an introduction to first-order and second-order CFA 
models, factorial invariance, and latent mean comparisons. I then review the simulation 
literature on the influence of partial factorial invariance on latent mean comparisons. This 
review informs the design of the proposed simulation study presented in the methods 
chapter. It is expected that the results of this study will support recommendations for 
researchers who conduct latent mean comparisons within a second-order CFA framework 
under the common problems of partial loading invariance or partial intercept invariance at 
the first and/or second levels.   
First- and Second-Order CFA Models 
Confirmatory factor analysis (CFA) is based on the common factor model in which 
each observed measure is a linear function of one or more common factors and one unique 
factor. The purpose of CFA is to examine whether the specified model in which one or 
more latent factors are hypothesized to explain variation and covariation among a set of 
observed measures fit the observed data. The set of observed measures can be considered 
as the indicators for the corresponding latent factors. The variance of each indicator 
comprises two sources: common variance and unique variance. Common variance refers 
to the variance accounted for by the factor(s) and unique variance refers to the combination 
of systematic impact specific to the indicator and random error variance (Brown, 2006).  
First-Order CFA Models 
Figure 1 depicts an example of a first-order CFA model. In Figure 1, observed 
measures X1 – X8 are contained in the X vector (8 × 1); two correlated latent factors, ξ1  
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Figure 1 Standard First-Order CFA Model 
 
and ξ2, underlying the set of observed measures are included in ξ vector (2 × 1); loadings 
λ1,1, λ2,1, λ3,1 and  λ4,1 relate ξ1 to its indicators (X1, X2, X3 and X4) and loadings λ5,2, λ6,2,  
λ7,2 and  λ8,2 relate ξ2 to its indicators (X5, X6, X7 and X8)  in the Λx matrix (8 × 2); and 
residuals  δ1, δ2, δ3, δ4, δ5, δ6, δ7, and δ8 are in the δ vector (8 × 1). Following notation 
from Bollen (1989), the equation relating factors to measures for a first-order CFA model 
is: 
                                                              X = Λx ξ + δ                                                        (1) 
The parameters to be estimated for a standard CFA model (i.e., no error covariance) are 
unknown elements in Λx, variances for unknown elements in δ, and unknown elements in 
Φ, where Φ is the variance and covariance matrix for latent factors with dimensions 2 × 2 
for this example. The purpose of CFA is to obtain a set of parameter estimates that 
minimize the difference between the model implied covariance matrix, Σ(θ), and the 
sample covariance matrix, S. Σ(θ) is a function of model parameters and is obtained via 
the following formula: 
                                                        Σ(θ) = Λx Φ Λ’x + Θδ                                                (2) 
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where Λ’x is the transpose matrix of Λx and Θδ is the covariance matrix of residuals where 
the elements on the main diagonal are variances for the elements in δ and the off-diagonal 
elements are error covariances (in a standard CFA model, all error covariances are 0s). In 
order to identify the model, each factor must be scaled either by fixing the value of one of 
the factor loadings or the factor variance, typically to 1.0.  
 When the mean structure is included in addition to the variance and covariance 
structure, indicator intercepts (νx) and latent means (κ) must be considered. In order to 
incorporate these additional parameters, as illustrated by Thompson and Green (2013), a 
unit predictor will be included in the model, which may be denoted using a triangle as 
shown in Figure 2. The equations for the first-order CFA model with mean structure are: 
ξ = κ*1 + ζ 
                                                             X = νx*1 + Λxξ + δ                                              (3) 
where κ is the vector containing intercepts for latent factors, ζ is the vector containing 
disturbances for latent factors, and νx is the vector containing indicator intercepts. To better 
understand that the intercept for a given factor is actually the latent mean, the mean of ξ1 
is expressed using the following equation: 
                                E (ξ1) = E (κ1*1 + ζ1) = E(κ1*1) + E (ζ1) = κ1 + E (ζ1)                     (4) 
where E (·) represents the function of expected value. Given that the expected value of ζ1 
is assumed to be zero, the expected value of ξ1 is κ1.  
 For a single group CFA model, the model cannot be identified if both the latent 
means and indicator intercepts are freely estimated. Generally, the latent means are set to 
zero (Thompson & Green, 2013). Another purpose for doing so is to scale the latent factors. 
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Figure 2 Standard First-Order CFA Model with Mean Structure 
 
  The residual δ encompasses both systematic error and random error. The expected 
value of the random part of δ is zero, and the mean of the systematic part can be absorbed 
into νx (Millsap, 2011). Thus, the intercept of an indicator is actually a combination of the 
origin of a measure and the systematic impact specific to the measure. The model-implied 
mean vector can be written as: 
                                                              E (X) = νx + Λx κ                                                   (5) 
Because elements in κ are set to zero for the purposes of model identification and scaling 
the latent factors in a single group CFA model, the model-implied mean vector is equal to 
the vector containing indicator intercepts. Considering the example shown in Figure 2, 
eight means are included in the data input when including the mean structure in addition to 
the variance-covariance structure, and eight additional parameters (i.e., the intercepts for 
indicators) need to be estimated. Therefore, the mean structure part of the model is just-
identified. The mean vector can be perfectly reproduced by indicator intercepts and this 
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part of model provides no additional information beyond the variance-covariance structure 
part of the model when fitting the model to data (Thompson & Green, 2013).  
Second-Order CFA Models 
Second-order CFA models have been used to model relationships among measures 
and factors in a variety of substantive areas. For example, in studies of intelligence, it is 
often hypothesized that a factor of general intelligence underlies a set of specific abilities 
such as verbal ability, spatial ability, and perceptual speed, and each of the specific abilities 
relates to a set of observed measures (Molenaar, Dolan, & Wicherts, 2009). Second-order 
CFA models can be applied when the correlations among the first-order factors are 
substantial and in accordance with the hypothesis that one or more second-order factors 
can account for the variation and covariation among the first-order factors (Chen, West, & 
Sousa, 2006). As noted by Chen, Sousa, and West (2005), second-order CFA models can 
offer several advantages over first-order CFA models. First, second-order CFA models 
improve the interpretability of relationships among first-order factors. Taking the example 
of intelligence tests, second-order CFA models can be used to examine whether or not the 
covariance among a set of specific ability constructs can be accounted for by general 
intelligence; this cannot be assessed using first-order CFA models with correlated factors.  
Second, the second-order CFA model is more parsimonious than the corresponding 
correlated first-order factor model as long as the number of first-order factors for a given 
second-order factor is larger than three. Third, the explained variance in each indicator can 
be partitioned into variance due to the second-order factor and variance due to the first-
order factor. An example of the second-order CFA model is shown in Figure 3. Following  
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Figure 3 Second-Order CFA Model 
 
notation used in Bollen (1989), the equations for the dependent variables in a second-order 
CFA model are: 
η = Γξ + ζ 
                                                               Y = Λyη + ε                                                          (6) 
where η is an nfirst-order (the number of first-order factors) × 1 vector containing first-order 
factors, Γ is an nfirst-order × nsecond-order (the number of second-order factors) matrix containing 
second-order factor loadings, ξ is an nsecond-order × 1 vector containing second-order factors, 
ζ is an nfirst-order × 1 vector containing disturbances for first-order factors, Y is a p (the 
number of input indicators) × 1 vector containing observed measures, Λy is a p × nfirst-order 
matrix containing first-order factor loadings, and ε is a p × 1 vector containing residuals 
for indicators.  
The parameters to be estimated are unknown elements in Γ, Φ (the variance-
covariance matrix for second-order factors), ψ (the variance-covariance matrix for 
disturbances for first-order factors), Λy, and Θε (the variance-covariance matrix for 
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residuals for indicators). The model-implied variance-covariance matrix as a function of 
model parameters is: 
                                           Σ = ΛyΓ ΦΓ’Λy’ + Λyψ Λy’ + Θε .                                          (7) 
The strategies and criterions of identification for the second-order portion of the model are 
the same as those for first-order CFA models.    
When mean structure is included in addition to the covariance structure for second-
order CFA models, the new parameters include indicator intercepts (νy), intercepts for first-
order factors (α), and second-order factor means (κ). An example of the second-order CFA 
model with mean structure is given in Figure 4, and the equations are: 
ξ = κ*1 + ζξ 
                                                              η = α*1 + Γξ + ζ 
                                                            Y = νy*1 + Λyη + ε                                                  (8) 
where κ is the vector containing intercepts for second-order factors, ζξ is the vector 
containing disturbances for second-order factors, α is the vector containing intercepts for 
first-order factors, and νy is the vector containing indicator intercepts. Akin to first-order 
CFA models, the intercepts for second-order factors in second-order CFA models are their 
latent means. Given that the expected value for every element in ζ is assumed to be 0, the 
equation for expected values of elements in η is: 
                                                             E (η) = α + Γκ                                                       (9)              
And because the expected value of the random part for each element in ε is 0 and the 
expected value of the systematic part is absorbed into νy, the following model-implied 
mean structure can be obtained: 
                         E (Y) = νy + Λy E (η) = νy + Λy (α + Γκ) = νy + Λyα + ΛyΓκ                  (10) 
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Figure 4 Second-Order CFA Model with Mean Structure 
 
which indicates that the model implied mean vector in a second-order CFA  model is a 
function of first-order factor loadings, second-order factor loadings, latent means for 
second-order factors, intercepts for first-order factors, and indicator intercepts. For the 
single group case, in order to identify the model and scale the latent variables, latent means 
for second-order factors and intercepts for first-order factors are constrained to zero and 
the model-implied mean vector can be perfectly reproduced by indicator intercepts. As is 
the case for first-order CFA models, inclusion of the mean structure is unnecessary for 
single-group, second-order CFA models.    
Measurement Invariance and Factorial Invariance 
Measurement invariance refers to the notion that some properties of a measure 
should be invariant across different conditions which are not the focus of the measure 
(Millsap, 2007, 2011). In order to define measurement invariance, assume X represents a 
vector of observed variables, W represents a vector of latent variables underlying X, G is 
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used as the indicator for group membership, and P(•) denotes the probability distribution 
in the population. The necessary and sufficient condition for measurement invariance is  
                                             P (X | W, G) = P (X | W)                                                      (11) 
This general definition of measurement invariance indicates that the conditional probability 
of observed scores X on latent variable W is independent of the group membership G 
(Mellenbergh, 1989; Meredith & Millsap, 1992; Millsap, 2007).  
Questions of measurement invariance can be investigated in multiple frameworks, 
including the common factor model, item response theory models, and the latent class 
model. The focus here is restricted to the framework of CFA models. When measurement 
invariance is evaluated in the framework of common factor model, it is regarded as factorial 
invariance, which refers to the extent to which the factor structure underlying the observed 
measures is invariant across different conditions (e.g., populations, occasions, etc.; Millsap, 
2007, 2011).  
When applying CFA models in multiple-groups scenarios, a superscript (or 
subscript) must be added to the CFA model equations and formulas representing variance-
covariance matrices and mean vectors based on model parameters (shown in Equations 2 - 
10) to denote the group membership. As suggested by Millsap (2011), data analysts seeking 
to evaluate factorial invariance should test initially whether the variance-covariance 
matrices and mean vectors are the same across populations. If the null hypothesis is rejected 
which implies the differences in variance-covariance matrices, mean vectors, or both across 
the populations, factorial invariance is then examined using a series of nested models. 
Vandenberg and Lance (2000) described two types of invariance: measurement invariance 
and structural invariance. Measurement invariance concerns relationships between latent 
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factors and observed measures, whereas structural invariance concerns latent variables 
themselves. Measurement invariance should be established prior to evaluating structural 
invariance. In most applications (e.g., Schmitt & Kuljanin, 2008; Vandenberg & Lance, 
2000), the least constrained model with respect to measurement invariance is the one used 
to test configural invariance in which equivalent factor structures are hypothesized. For 
this model, the elements in the loading matrix are not required to be equal across 
populations, but the pattern of zero and non-zero elements in the loading matrix should be 
the same. Mean structure is not relevant in testing configural invariance. Vandenberg and 
Lance pointed out (2000) that configural invariance is necessary to make subsequent 
analysis meaningful. However, Byrne et al. (1989) proceeded to assess factorial invariance 
and comparisons of latent means based on partial configural invariance in which unique 
cross-loadings or error covariances existed for each of the two groups. As suggested by 
Millsap (2011), independent cluster loading structure, in which one observed measure 
loads on one and only one latent factor, is not necessary for evaluating factorial invariance, 
but in the current thesis, I focus only on models with independent cluster loading structure.  
Evaluation of measurement invariance proceeds by sequentially testing equality 
constraints on non-zero elements in the loading matrix (Λx), intercept vector (νx), and the 
variance-covariance matrix of residual errors (Θδ). If all freely estimated elements in a 
given matrix are invariant across populations, the model is considered to be fully invariant 
between these populations. Full invariance is an ideal condition for subsequent analysis, 
but may be hard to achieve in reality. In recent years, empirical examinations of partial 
invariance have become much more frequently observed in papers published after 2000, as 
identified in an electronic search of studies using the term “measurement invariance”   
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(Schmitt & Kuljanin, 2008). Partial invariance refers to conditions in which some but not 
all of the elements in a given matrix (Λx, νx, or Θδ) are invariant (Millsap, 2010). If models 
are found to be configurally invariant, the next step is to test metric invariance, which 
requires invariant factor loadings across the multiple groups, and can be expressed as: 
                                                                   Λxg = Λxg’                                                      (12) 
in which Λx represents the loading matrix and the subscripts g and g’ denote group 
membership. Loading invariance implies that for a one unit increase in the latent factor, 
the change in the indicator is equivalent across multiple groups. If loading invariance is 
satisfied, it is considered that the latent trait scores are on the same scale, which is useful 
for estimation of between-group differences on the latent traits (Reise, Widaman, & Pugh, 
1993). When testing loading invariance across two groups, the most constrained model 
may be parameterized such that the factor variances in one group are constrained to a fixed 
value, the factor variances in the other group are freely estimated, and all loadings are 
constrained to be equal across the two groups (Thompson & Green, 2013; Yoon & Millsap, 
2007). There are two advantages of such identification strategies. First, selection of an 
arbitrary reference indicator is avoided. Second, it is not necessary to assume the factor 
variances to be invariant across groups. If the model fit of the most constrained model used 
to test loading invariance significantly decreases in comparison with the configurally-
invariant baseline model, it can be concluded that complete loading invariance is not 
achieved in terms of metric invariance. Loading constraints may then be relaxed based on 
modification indices one by one until such relaxation does not yield a significant difference 
in the model fit. In order to identify the model, at least one of the loadings for each factor 
should be equal across the two groups in addition to the constraints imposed on the factor 
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variances in one of the groups, and the model with such constraints is equivalent to the 
configurally invariant baseline model. Thus, if complete loading invariance is not achieved, 
at least two loadings for each factor should be equal across groups to obtain partial loading 
invariance.    
If mean structure is of interest, scalar invariance is tested at the next step, which 
requires invariant intercepts for measures across the multiple groups, and the 
corresponding expression is:  
                                                                  νxg = νxg’                                                          (13) 
where νx denotes the intercept vector and the subscript g and g’ denote group membership. 
The intercept reflects the origin of a scale (Byrne & Stewart, 2006). As mentioned above, 
the systematic impact specific to an indicator is also absorbed into its intercept, therefore, 
different levels of such influence (i.e., method effects) on an indicator exerted in different 
groups will also lead to noninvariance in the intercept (Millsap, 2011). For a given 
observed measure, there is no need to test intercept invariance if a measure has already 
been deemed to have noninvariant loadings; intercepts for measures with noninvaraint 
factor loadings should be freely estimated (Thompson & Green, 2013).  When testing 
intercept invariance, the most constrained model evaluated imposes equality constraints on 
intercepts of all measures having invariant factor loadings. If this model has significantly 
poorer fit than the model with complete or partial loading invariance, the intercept 
constraints are freed one by one until such relaxation does not improve the model fit 
significantly (Thompson & Green, 2013). The identification strategy for the variance and 
covariance structure of this model is the same as that used to test loading invariance. With 
respect to the mean structure, in order to scale latent factors, the means of factors in one 
15 
 
group are constrained to a fixed value (i.e., zero) and the means of factors in the other group 
are left unconstrained.         
As reviewed by Vandenberg and Lance (2000), approximately half of the studies 
on factorial invariance included tests of invariance of the unique variances, which requires 
                                                                Θδ g = Θδ g’                                                        (14)         
where Θδ denotes the variance-covariance matrix for residuals and the subscripts g and g’ 
denote the group membership. Generally, the focus is on the unique variances (the main 
diagonal of Θδ). If unique variances are invariant across groups in addition to complete 
invariance of structure, loadings, and intercepts, strict invariance is achieved (Meredith, 
1993). Vandenberg and Lance (2000) found that most researchers tested unique variance 
invariance to examine indicator reliability and they pointed out that invariant factor 
variances are also required for the reliability invariance test because the reliability is 
defined as the proportion of variance in a measure due to true score variance. Generally, 
invariance of unique variances is not necessary for testing latent mean differences so, 
accordingly, is not required in the present study.  
Although not required for testing of differences in latent means in first-order CFA 
models, structural invariance may also be examined. Structural invariance involves 
between-group equality constraints on elements in the variance-covariance matrix of latent 
factors (Φ) and the vector containing latent means (κ). Failure to reject the null hypothesis 
that factor variances (the elements in the main diagonal of Φ) are invariant reflects the 
invariance of variability in the latent construct continuum across populations, and the test 
of invariant covariances among factors (the elements in off-diagonal of Φ) aims to examine 
the equality of correlations among factors (Vandenberg & Lance, 2000).  
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Before testing the invariance of latent means, complete or partial measurement 
invariance must be established. In particular, configural invariance, metric invariance (i.e., 
invariance of factor loadings), and scalar invariance (i.e., invariance of loadings and 
intercepts for measures) are assessed. In practice, inconsistencies have been observed with 
respect to the order of constraints used to test factorial invariance (Vandenberg & Lance, 
2000). In most cases, forward approaches are used in which the least constrained model 
(i.e., the model with configural invariance) is specified first and a series of invariant 
constraints are imposed sequentially. Backward approaches (Horn & McArdle, 1992), in 
which analysis starts with the most constrained model (i.e., the model with configural 
invariance, metric invariance and scalar invariance) and then the constraints are gradually 
relaxed, can be also applied. Dimitrov (2010) presented two reasons that support forward 
approaches over backward approaches. First, some aspects of invariance are the 
prerequisite for tests of other aspects of invariance. For example, the intercept invariance 
is tested for measures having invariant loadings. Second, when the model fit is poor, it is 
difficult to figure out which aspect of invariance is violated.  
If invariance of all parameters evaluate at a step is not achieved, noninvariant 
parameters should be identified; partial invariance results when between-group constraints 
on noninvariant parameters are relaxed. An alternative approach to identifying 
noninvaraint parameters has also been examined, in which all parameters within a set are 
allowed to be free (within identification limits) and then between-group constraints are 
sequentially imposed on parameters until further constraints produce significant 
decrements in fit (e.g., Lo & Thompson, 2009).  
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Researchers do not have consistent opinions about the extent to which partial 
measurement invariance can be allowed when latent mean differences are to be tested. 
Steenkamp and Baumgartner (1998) suggested using reference indicators to identify the 
model, and found that at least one indicator besides the reference indicator should have 
invariant factor loadings and intercepts to make latent mean comparisons meaningful. 
Thompson and Green (2013) pointed out that it is risky to estimate latent mean differences 
based on a single invariant measure. Supposing that for a given factor only one indicator 
is chosen to set equality constraints for estimating the latent mean difference, the model fit 
will be identical regardless of which indicator is chosen because these models are actually 
equivalent models. However, the latent mean difference estimate will change as the chosen 
indicator changes because the latent mean difference is estimated to reproduce the sample 
means for the chosen indicator. Reise et al. (1993) suggested that the majority of measures 
should have invariant loadings to avoid arbitrariness of latent mean comparisons if 
complete invariance was not achieved. Vandenberg and Lance (2000) also recommended 
a conservative manner to deal with noninvariance when testing latent mean differences in 
consideration of the possible threat of capitalization on chance in post-hoc, data-driven 
detection of noninvariance. They suggested that loading invariance constraints could be 
relaxed for only a minority of indicators based on strong theoretical grounds, and they also 
mentioned the importance of cross-validation.  
With respect to the problem of post-hoc detection of noninvariance, Yoon and 
Millsap (2007) illustrated that indeterminacy in determining noninvariant measures exists 
if the noninvariant loadings in one group are proportional to those in the other group. 
Another concern about such data-driven detection of noninvariance is the variety of criteria 
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applied to inform which equality constraints should be relaxed. Generally, modification 
indexes (MIs) are employed to assist in determining whether a measure is invariant. In 
addition, expected parameter changes (Steenkamp & Baumgartner, 1998) and changes in 
comparative fit indices, such as Gamma hat and McDonald’s Noncentrality Index (Cheung 
& Rensvold, 2002), have also been recommended to aid in assessing measurement 
invariance. Yoon and Millsap (2007) detected noninvariant loadings based on MI 
sequentially using a simulation study; their results indicated that the quality of detection 
depends on the number of noninvariant measures, sample size, and size of noninvariance. 
They found the perfect recovery rate (i.e., percentage of simulated samples in which all of 
noninvariant variables were detected) ranged from 0 to 83% across all of the research 
conditions, which suggests a fair degree of uncertainty exists in specifying the correct 
invariance constraints on loadings or intercepts.   Lo and Thompson (2009) found similar 
results using chi-square difference tests to detect partial invariance in loadings; other fit 
indices did not perform as well for locating noninvariant loading parameters. 
For second-order CFA models, when testing factorial invariance, invariance of 
additional types of parameters must be considered: first-order factor loadings (elements in 
Λy), second-order factor loadings (elements in Γ), intercepts of measured variables 
(elements in νy), intercepts of first-order factors (elements in α), disturbances of first-order 
factors (elements in ψ), and residuals of measured variables (elements in Θε). For the 
second-order part of the model, two methods may be applied in order to identify the 
covariance structure. As mentioned previously, to avoid selecting a reference first-order 
factor arbitrarily, it is necessary to fix the variances of the second-order factors in one group 
to a constant (i.e., a unit) and constrain at least one of the loadings for each second-order 
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factor to be invariant across groups. Alternatively, a reference first-order factor for each 
second-order factor can be selected and their loadings related to the second-order factor 
need to be fixed to a constant (i.e., a unit). For the identification of the covariance structure 
of the first-order part of the model, given that the variances of first-order factors cannot be 
directly estimated, generally a reference indicator for each first-order factor should be 
selected with its first-order factor loading fixed to a constant (e.g., set equal to 1.0).  
If the latent mean difference of the second-order factor is of interest, the following 
method may be used for identification of the mean structure. To scale second-order factors, 
the latent means of second-order factors in one group (Group 1) are constrained to be zero, 
and the latent means of second-order factors in the other group (Group 2) are left 
unconstrained because they reflect latent mean differences that must be estimated. To scale 
the first-order factors, the intercepts for first-order factors in Group 1 are constrained equal 
to zero, and whether or not the intercepts for first-order factors in Group 2 need to be 
constrained to zero depends on the invariance tests for these intercepts. If an intercept for 
a given first-order factor is found to be noninvariant across groups, it will be freely 
estimated in Group 2 and it can be considered to reflect the mean differences in first-order 
factors that cannot be accounted for by the second-order factor.  Given that the invariance 
of intercepts is only assumed for indicators having invariant loadings, in order to identify 
a second-order CFA model with mean structure, for each second-order factor, at least one 
first-order factor related to it should have both an invariant second-order factor loading and 
intercept, and for this first-order factor, at least one measure related to it should have an 
invariant first-order factor loading and indicator intercept. Additionally, for the first-order 
factor that does not have an invariant intercept, at least one measure related to it should 
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have an invariant indicator intercept. Before testing the latent mean difference of the 
second-order factor, it is necessary to test the invariance of first-order factor loadings, 
second-order factor loadings, indicator intercepts, and intercepts of first-order factors 
sequentially (Byrne & Stewart, 2006; Chen et al., 2005).  
In previous studies (Byrne & Stewart, 2006; Chen et al., 2005), researchers 
examined the latent mean difference for the second-order factor using real data based on 
complete invariance of loadings and intercepts. To the best of my knowledge, no studies 
based on a real data set involved latent mean comparisons between groups for second-order 
factors under partial loading invariance or partial intercept invariance. As mentioned 
previously, Molenaar et al. (2009) explored the impact of partial intercept invariance using 
a simulation study, and the results will be discussed in the next section. 
Simulation Studies Involving Methods for Testing Latent Mean Differences 
Various methodological questions regarding partial factorial invariance have been 
studied using simulation methods. For example, Millsap and Kwok (2004) studied the 
impact of varying degrees of partial invariance on accuracy of selection using composites; 
Kaplan (1989) and Lo and Thompson (2009) studied the detection of cross-loadings under 
partial loading invariance; and Gonzalez-Roma, Hernandez, and Gomez-Benito (2006) 
investigated differential item functioning (DIF) of graded response items. However, to my 
best knowledge, only a few studies have been conducted that focused on the impact of 
partial factorial invariance on latent mean comparisons. Of these studies, some applied 
MIMIC and some applied SMM. Articles which applied SMM are summarized in Table 1. 
The dissertation of Yang (2008) and the research of Hancock et al. (2000) focused on first-
order CFA models, whereas the study of Molenaar et al. (2009) focused on second-order  
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Table 1  
Simulation Studies on Latent Mean Comparisons Using SMM 
 
Reference Model Data Generation Factors Data Analysis Main Results 
Yang 
(2008) 
One-factor 
standard 
CFA model 
a) model size; b) the 
proportion and size of 
non-invariance in loadings 
and intercepts; c) 
construct reliability and 
observed score variance; 
d) the size of latent mean 
differences; e) consistency 
of direction between 
intercepts and latent mean 
differences 
All the 
models were 
correctly 
specified 
a) all the type I error rates 
was acceptable; b) the latent 
mean difference size was the 
main factor affecting the 
power to detect them; c) the 
power was higher for the 
model with complete 
invariance than the model 
with varied degree of non-
invariance; d) estimation 
accuracy was not affected by 
the varied research 
conditions 
Hancock, 
Lawrence, 
& Nevitt 
(2000) 
One-factor 
standard 
CFA model 
a) total sample size; b) 
disparity of ratio of 
sample size; c) the size of 
population generalized 
variance; d) positive 
condition or negative 
condition; e) whether or 
not the loadings were 
invariant; f) whether or 
not loadings were equal 
for each group; g) 
magnitude of factor 
loadings; h) latent mean 
differences 
a) imposing 
equality 
constraints on 
loadings and 
intercepts; b) 
freeing the 
equality 
constraints on 
loadings 
a) all the type I error rates 
was acceptable; b) increased 
sample size, latent mean 
differences and magnitude of 
loadings led to larger power; 
c) in most of the cases, 
increased disparity of ratio of 
sample size led to decreased 
power; d) releasing equality 
constraints on non-invariant 
loadings led to slight 
improvement in power; e) 
positive condition decreased 
the power relative to negative 
condition 
Molenaar, 
Dolan, & 
Wicherts 
(2009) 
Second-
order CFA 
model with 
one second-
order 
factor, three 
first-order 
factors and 
first-order 
cross 
loadings 
a) latent mean differences 
for the general factor; b) 
the number of non-
invariant indicator 
intercepts; c) the number 
of intercepts for specific 
factors; d) 
intercorrelations among 
the first-order factors 
 
a) the power was mainly 
determined by the effect size; 
b) more non-invariant 
intercepts for the specific 
factors were associated with 
less power; c) the influence 
of the number of non-
invariance in intercepts for 
specific factors decreased as 
the intercorrelations among 
specific factors increased; d) 
the power increased as the 
intercorrelations among first-
order factors increased;  e) 
the number of non-invariant 
indicator intercept hardly 
influenced the power 
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CFA models. Not surprisingly, all of these studies indicated that the effect size of the latent 
mean difference was the main factor that influenced the power to detect this difference. 
Also, as expected, larger sample size was associated with larger power (Hancock et al., 
2000).  
Yang (2008) provided a comprehensive study on the impact of partial loading 
invariance and partial intercept invariance as well as some other important factors on latent 
mean comparisons. In Yang’s study (2008), all models were correctly specified, and results 
indicated that power for detecting latent mean differences was higher for the model with 
complete invariance than for the model with noninvariant components and, further, that 
power did not differ significantly across models with varying degrees of noninvariance. 
Estimation accuracy was not affected by research conditions given that the models were 
correctly specified.  
In Hancock et al.’s study (2000), noninvariant loadings were either constrained to 
be equal or freely estimated. They varied sample size, between-group sample size ratio, 
and the pattern of sample size and population generalized variance. Their results indicated 
that when the loadings were noninvariant, relaxing equality constraints would increase the 
power to detect latent mean differences, and in most of the cases, larger disparity between 
sample sizes for the groups was associated with decreased power. Additionally, positive 
conditions (the group with larger sample size was associated with larger population 
generalized variance) had lower power relative to negative conditions (the group with 
larger sample size was associated with smaller population generalized variance).      
Molenaar et al. (2009) focused on covariance and mean structure for second-order 
CFA models. They investigated the factors that influence the power to detect between- 
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group differences in the second-order factor. They generated datasets based on a WAIS-III 
factor model — a second-order CFA model with one second-order factor affecting four 
specific factors. Their research conditions were selected based on results from the real data 
sets. In their study, they manipulated four factors: the size of latent mean differences, the 
number of differences for indicator intercepts, the number of differences for intercepts of 
specific factors, and the strength of the correlations among first-order factors. Their results 
indicated that the power to detect general factor mean differences was mainly determined 
by its effect size. Additionally, they observed lower power for conditions with greater 
numbers of noninvariant intercepts for first-order factors, and, further, that such influence 
decreased as the correlations among the first-order factors increased, which means that the 
impact of the numbers of noninvariant intercepts for first-order factors on power became 
smaller as the second-order factor accounted for more variance in the first-order factors. 
They also found that the impact of number of noninvariant indicator intercepts on power 
to detect the latent mean difference of the second-order factor was very small.   
The Purpose of the Current Study 
To date, few researchers have conducted latent mean comparisons based on second-
order CFA models under partial factorial invariance. Although Molenaar et al. (2009) 
conducted a simulation study to investigate the latent mean comparison for the second-
order factor, they focused only on the influence of partial intercept invariance. Additionally, 
their research conditions were proposed based on a specific research scenario, so further 
study is needed to evaluate whether their findings generalize to other situations. Given that 
complete factorial invariance in terms of both first-order and second-order measurement 
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structures may be difficult to achieve and, further, there is no absolute standard to 
determine whether complete factorial invariance is satisfied, examination of the robustness 
of latent mean comparisons to partial factorial invariance within the framework of second-
order CFA models is needed.   
  As illustrated in the introduction, there are more types of parameters in second-
order CFA models than in first-order CFA models. Additionally, the interpretation of the 
formula relating parameters to the variance–covariance structure and mean vector is more 
complicated for second-order CFA models than that for first-order CFA models. Thus, the 
guidelines proposed based on simulation studies for first-order CFA models may not apply 
to estimates and tests of latent mean comparisons for second-order CFA models. Even if 
factors found to influence latent mean comparisons in first-order CFA models also apply 
for latent mean comparisons in second-order CFA models, the strength of influence of 
these factors may differ. Thus, from a theoretical viewpoint, systematic studies on what 
factors influence latent mean comparisons in second-order CFA models are also needed.  
The purpose of the current thesis is to systematically investigate the influence of 
partial factorial invariance on between-population comparisons of latent means on the 
higher-order factor in a second-order CFA model. The impact of noninvariance on 
evaluations of differences in the second-order factor mean is assessed under six general 
situations: 1) noninvariance in second-order factor loadings; 2) noninvariance in first-order 
factor loadings; 3) noninvariance in the combination of first-order and second-order factor 
loadings; 4) noninvariance in intercepts of first-order factors; 5) noninvariance in indicator 
intercepts; and 6) noninvariance in the combination of intercepts of first-order factors and 
indicators 
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The focal outcomes of the study include the estimation bias, estimated variance and, 
power in estimating and testing the between-population latent mean difference for the 
second-order factor. Total sample size and effect size of the difference in second-order 
factor means were also manipulated, both of which have been shown to influence positively 
the power of this test (Molenaar et al., 2009). Of greater interest, however, were the 
specifications of conditions related to noninvariant loadings and intercepts. The research 
design is given in Figure 5. It was expected that noninvariance in loadings and intercepts 
as well as specifications of these noninvariant parameters may have a direct influence on 
estimation bias and estimated variance of latent mean differences for second-order factors, 
and power may be directly related to estimation bias and estimated variance for a given 
sample size and effect size.   
To better understand the function of estimation bias in mean differences of second-
order factors, the signs of relative differences in factor loadings and intercepts were 
manipulated in the data generation process. Additionally, the numbers of noninvariant first-
order factor loadings and indicator intercepts were also manipulated. When noninvariance 
existed in one second-order factor loading and two first-order factor loadings relating to 
the same first-order factor, whether or not the noninvariant first-order factor loadings were 
associated with the referent factor used in scaling the second-order factor and whether or 
not they were associated with the first-order factor that had the noninvariant second-order 
factor loading were considered. When noninvariance existed in one intercept of a first-
order factor and two intercepts of indicators relating to the same first-order factor, whether 
or not the indicators with noninvariant intercepts loaded on the referent factor used in  
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Figure 5 Research Design 
 
scaling the second-order factor and whether or not they loaded on the first-order factor that 
had noninvariant intercept were considered.  
In the data analysis step, noninvariant loadings or intercepts were either freely 
estimated or constrained to be equal. Additionally, given that some invariant loadings or 
intercepts may be incorrectly considered to be noninvariant in practice, the impact of freely 
estimating invariant loadings or intercept on the latent mean comparison was also 
examined.  
Finally, recommendations based on results of the study are offered to aid 
researchers seeking to examine differences in latent means for the in the second-order CFA 
models under partial factorial invariance. 
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Chapter 2: Methods 
Overview 
  Monte Carlo methods were used in the current study to explore the influence of 
partial loading and intercept invariance on the latent mean comparison of the second-order 
factor within the framework of higher-order CFA models. A representative model and a 
set of manipulated research conditions--including population characteristics, sample 
characteristics, imposition of between-group constraints, and indices for evaluating fit--
were designed to address the research questions. Then values of population parameters 
were chosen and the population variance-covariance matrix and mean vector were formed 
based on these chosen values and the specified representative model. Mplus 6 (Muthén & 
Muthén, 2010) Monte Carlo options were used for both data generation and data analysis. 
From each population, 5,000 sample data sets were generated. The results obtained from 
fitting the data analysis model to each sample included overall model fit indices and 
parameter estimates. The results from all of converged replications within a condition were 
summarized descriptively, including power or Type I error rate, mean of the standardized 
root mean square residual (SRMR), mean of the root mean square error of approximation 
(RMSEA), estimation bias, estimated variance, and coverage rate of the 95% confidence 
interval.  Details regarding the representative model, research conditions, the procedures 
for data generation and analysis, and the results of interest are described next.  
Representative Model 
 The representative model was a multiple group, second-order confirmatory factor 
analysis model involving both mean and covariance structure, as shown in Figure 6. For 
all conditions in this study, two populations were specified and the model was configurally  
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Figure 6 Representative Model 
 
invariant across these populations. As shown in Figure 6, a single second-order factor was 
hypothesized to explain covariation among four first-order factors, each of which had four 
indicators with non-zero loadings. Neither cross-loadings nor error covariances exist in the 
generation models.  
For both populations, the variance of the second-order factor was set to 1, such that 
the estimated latent mean difference can be considered as a standardized effect size. To 
obtain standardized interpretations of other parameters, all loadings were specified as 
completely standardized factor loadings, and unit variance for each first-order factor and 
measured variable were obtained by setting appropriate disturbance or residual variance.  
To be specific, the disturbance of each first-order factor was set to one minus the square of 
the corresponding second-order factor loading (i.e., σ2(𝜁1) = 1 - ϒ1,1
2
), and the residual of 
each measured variable was set to one minus the sum of its variance explained by the 
second-order factor (i.e., for measure 1, it is ϒ1,1
2 𝜆1,1
2 ) and its variance explained by the 
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corresponding first-order factor (i.e., for measure 1, it is σ2(𝜁1)𝜆1,1
2 ), which is also equal to 
one minus the square of the corresponding first-order factor loading (i.e., σ2(𝜀1) = 1 - 
ϒ1,1
2 𝜆1,1
2  – σ2(𝜁1) 𝜆1,1
2  = 1 -  𝜆1,1
2 ).  
With respect to the variance and covariance structure, factors were scaled by fixing 
loadings of referent variables to particular values.  The first indicator for each specific 
factor and the 1st first-order factor were designated as the reference variables and were 
generated to be invariant across the two populations. Although in realistic situations, 
reference indicators or factors may be chosen arbitrarily, in the current simulation study, it 
was assumed that the chosen reference indicators and the reference factor have invariant 
loadings and intercepts across groups such that the estimation bias would be unrelated with 
the choice of marker. For both groups, the loadings for the reference variables were set to 
a given value (the completely standardized factor loading) when generating data; when 
analyzing data, the loadings for the reference variables were fixed to the same value, such 
that the same scale was applied for both data generation and analysis models. During data 
analysis, the choice of the values for the loadings of reference variables would not change 
the model fit, but would influence parameter estimates. If the loading of the reference 
variable was fixed to a value (i.e., unity) other than the value specified in the population 
when generating the data, the difference between the estimated latent mean difference and 
the population latent mean difference would be a combination of the scaling difference and 
the real difference. 
 With respect to the mean structure, factors were scaled by fixing the latent mean 
of the second-order factor and intercepts of first-order factors in the reference group to 
particular values and setting equality constraints on intercepts of referent variables across 
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the two groups. The mean of the second-order factor for the reference group (Group 1) was 
fixed to 0, such that the mean of the second-order factor for Group 2 was the latent mean 
difference of this factor between Group 1 and Group 2. For the purpose of scaling first-
order factors, the intercepts of all first-order factors for the reference group were fixed to 0 
when analyzing data. The intercepts of the first-order factors in Group 2 can be considered 
as the residual mean differences. The latent mean of the second-order factor and the 
intercepts of the first-order factors in Group 1 were set to 0 when generating data. Equality 
constraints were imposed on the intercepts for the reference variables which were 
generated to be invariant as mentioned above.  
In the current study, both the first-order and second-order factor loadings in the 
reference group (Group 1) remained the same across research conditions. In Group 1:  
                                           
Γ’ = [.7 .6 .7 .8] and Λy = [
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
] 
where Γ’ is the vector of second-order factor loadings and Λy is the matrix containing first-
order factor loadings. In Group 1, indicator intercepts were set to 1, and intercepts for first-
order factors were set to 0 as mentioned above, which also remained the same across 
research conditions. For Group 2, the factor loadings and intercepts for the reference 
variables were the same as those for Group 1. To be specific, in Group 2, ϒ1,1 = .7 & α1 = 
0; λ1,1 = .7 & ν1 = 1; λ5,2 = .7 & ν5 = 1; λ9,3 = .7 &  ν9 = 1 and λ13,4 = .7 & ν13 = 1.  
As mentioned above, the model with only the reference indicator invariant across 
groups is actually equivalent to the configurally invariant model. Steenkamp and 
31 
 
Baumgartner (1998) proved that at least one indicator besides the reference indicator 
should have invariant factor loadings and intercepts to make the latent mean comparison 
meaningful. When unit variance in one group is used to scale the latent factor and the model 
is identified via at least one pair of invariant measures, the latent mean difference estimate 
is also unreliable (Thompson & Green, 2013). Assuming the same principle also applies to 
second-order factor loadings, for each second-order factor, at least one first-order factor 
besides the referent first-order factor should have invariant second-order factor loadings 
and intercepts across groups. Thus, in the current design, to make the latent mean 
comparison of the second-order factor meaningful, for all conditions, it was assumed that 
the last first-order factor and the last indicator for each first-order factor have invariant 
loadings and intercepts (in both groups, ϒ4,1 = .8 & α4 = 0, λ4,1 = .8 & ν4 = 1, λ8,2 = .8 & 
ν8 = 1, λ12,3 = .8 & ν12 = 1, λ16,4 = .8 & ν16 = 1) across groups and, further, these invariant 
loadings and intercepts were constrained to be equal during analysis.  
Research Conditions 
The main factors that were manipulated in the current thesis may be distinguished 
by those manipulated within the data generation phase and those manipulated within the 
analysis model. The data generation conditions varied were sample size, effect size of latent 
mean difference for the second-order factor, and patterns of noninvariance in factor 
loadings or intercepts. When manipulating noninvariant factor loadings or intercepts, 
conditions were designed to evaluate the following: the unique influence of noninvariance 
in first-order factor loadings or indicator intercepts on the latent mean comparison of the 
second-order factor, the unique influence of noninvariance in second-order factor loadings 
or intercepts of first-order factors on the latent mean comparison of the second-order factor, 
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and the influence of simultaneous noninvariance in the first-order and second-order factor 
loadings or simultaneous noninvariance in intercepts of both first-order factors and 
indicators on the latent mean comparison of the second-order factor, respectively. In the 
analysis model, model misspecification conditions were introduced in which equality 
constraints on noninvariant factor loadings or intercepts and equality constraints on 
invariant loadings or intercepts were manipulated.  
The manipulated data generation and analysis factors yielded a total of 360 unique 
conditions. Design parameters are described below and summarized in Tables 2 and 3, 
followed by a description of the baseline conditions.    
Data Generation Conditions 
 Data generation conditions included sample size, size of latent mean difference for 
the second-order factor and patterns of noninvariance in loadings or intercepts. When 
manipulating the patterns of noninvariance in factor loadings, all intercepts were generated 
to be invariant across groups; and when manipulating the patterns of noninvariance in 
intercepts, all loadings were generated to be invariant across groups. Specific data 
generation conditions were described below.  
Sample size. Given that sample size is widely known to influence the power of 
statistical significance tests, total sample size was varied to include 300 or 600 cases. These 
sample sizes were chosen to avoid floor effects or ceiling effects regarding power, based 
on research conditions examined in preliminary analyses for which the difference between 
them was meaningful. Sample sizes were equal between the two groups. 
Size of latent mean difference for the second-order factor. Effect size is also a 
main factor affecting power of the test of differences in latent means. The latent mean 
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difference of the second-order factor was 0, .20 (small effect size), or .40 (large effect size).  
When generating data, the variance of the second-order factor was set to 1 for both groups, 
so the corresponding latent mean difference can be considered as the standardized effect 
size. An effect size of 0 is consistent with the null hypothesis of no between-population 
differences in latent means; rejection of the null hypothesis in this case is a Type I error.  
Small and large values of standardized effect size were chosen based on the findings of 
Molenaar et al.’s (2009) simulation study examining the influence of partial intercept 
invariance on the latent mean comparison of the second-order factor within the framework 
of higher-order CFA models. In preliminary analyses for the current study, it was found 
that when the effect size was very large (i.e., larger than .60), the power to detect the latent 
mean difference of the second-order factor was close to 100% for all research conditions. 
When the effect size was .40, differences in power among research conditions can be 
observed, with some conditions achieving desired power levels of .80 or greater.   
Direction of differences in noninvariant second-order factor loadings when all 
first-order factor loadings were invariant. By varying the direction of differences in 
noninvariant second-order factor loadings while correctly assuming invariance in first-
order factor loadings, we can study the unique impact of noninvariant second-order factor 
loadings on second-order factor mean difference estimation. As shown in Table 2, second-
order factor loadings for Group 2 were Γ’ = [.7 .8 .7 .8] for the cases with a larger second-
order loading in Group 2, Γ’ = [.7 .4 .7 .8] for the cases with a smaller second-order loading 
in Group 2. For these conditions, the first-order factor loadings were invariant, and the 
matrix containing first-order factor loadings for both groups was:  
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Table 2 
Manipulated Factors for Type of Partial Invariance in Loadings 
Factor 
Partial 
invariance of 
second-order 
loadings 
Partial invariance of 
first-order loadings 
Partial invariance 
of both first- and 
second-order 
loadings 
Total sample size 300 or 600 300 or 600 300 or 600 
    
Effect size of the 
latent mean 
difference 
 
0, .20 or 
.40 
0, .20 or 
.40 
0, .20 or 
.40 
Relative 
differences in 
noninvariant 
second-order 
loadings 
 
In Group 2: 
ϒ2,1 = .8 or 
ϒ2,1 = .4  
NA 
In Group 2: 
ϒ2,1 = .8 or 
ϒ2,1 = .4 
Relative 
differences in 
noninvariant first-
order loadings 
 
NA 
In Group 2: 
λ6,2(6,2;7,2;10,3;11;3) = .8 
or  λ6,2(6,2;7,2;10,3;11;3) 
= .4 
In Group 2: 
λ2,1(6,2)(10,3) = .4 
& λ3,1(7,2)(11,3) =
 .4 
The number of 
noninvariant first-
order loadings 
NA 1 or 4 2 
The first-order 
factor that has 
noninvariant first-
order  factor 
loadings 
NA 
η2 or 
η2 & η3 
 
η1, 
η2 or 
η3  
Data analysis 
procedure 
Constraining the noninvariant loadings to be 
equal or not, or the noninvariant loadings 
are constrained to be equal but some 
invariant loadings are freely estimated 
Constraining 
noninvariant 
loadings to be 
equal or not 
Note: η1 is the reference factor, η2 is the factor associated with noninvariant second-order 
loadings and η3 is the factor associated with invariant second-order loadings. 
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Λy = [
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
] 
Numbers and directions of differences in noninvariant first-order factor 
loadings when all second-order factor loadings were invariant. To explore the unique 
impact of noninvariance of first-order factor loadings on the latent mean comparison for 
the second-order factor, numbers and directions of differences in noninvariant first-order 
factor loadings were varied while holding second-order factor loadings invariant. When 
one noninvariant first-order factor loading was involved, it was associated with the second 
first-order factor; and when four noninvariant first-order loadings were involved, two of 
them were associated with the second first-order factor and the other two were associated 
with the third first-order factor. Four levels of noninvariance in first-order factor loadings  
were created by manipulating both direction of noninvariance (i.e., difference of .2 or -.2) 
and number of noninvariant first-order loadings (i.e., 1 or 4). Accordingly, first-order factor 
loadings for the following Λys for Group 2 were:  
Λy =  [
. 7 .6 .6 .8
. 7 .8 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
], Λy = [
. 7 .6 .6 .8
. 7 .4 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
]Λy = [
. 7 .6 .6 .8
. 7 .8 .8 .8
. 7 .8 .8 .8
. 7 .6 .6 .8 
], Λy = [
. 7 .6 .6 .8
. 7 .4 .4 .8
. 7 .4 .4 .8
. 7 .6 .6 .8 
] 
At the same time, in Group 1, Λy was: 
Λy = [
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
] 
For these conditions, the second-order factor loadings were invariant across groups, 
with Γ’ = [.7 .6 .7 .8].  
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The combination of noninvariance in both first-order and second-order factor 
loadings. For these conditions that explore the impact of combinations of noninvariance in 
both first-order and second-order factor loadings on latent mean comparison for the 
second-order factor, the numbers and size of noninvariance in first-order loadings was held 
constant (as shown in Table 2). The direction of differences in noninvariant second-order 
factor loadings was varied, so as shown in Table 2, in Group 2, Γ’ = [.7 .8 .7 .8] or Γ’ = 
[.7, .4, .7, .8], and in Group 1, Γ’ = [.7, .6, .7, .8]. Only one of the four first-order factors 
had noninvariant first-order factor loadings. The first-order factor that had noninvariant 
first-order factor loadings was varied to be the referent factor, an invariant specific factor, 
or a noninvariant specific factor, designated respectively by the following Λys for Group 2: 
                               Λy = [
. 7 .4 .4 .8
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
] Λy = [
. 7 .6 .6 .8
. 7 .4 .4 .8
. 7 .6 .6 .8
. 7 .6 .6 .8 
], Λy = [
. 7 .6 .6 .8
. 7 .6 .6 .8
. 7 .4 .4 .8
. 7 .6 .6 .8 
] 
Direction of differences in noninvariant intercepts of first-order factors when 
all indicator intercepts were invariant. As shown in Table 3, Group 2’s α’ was [0 .1 0 0] 
for the cases with a larger intercept in Group 2, and α’ was [0 -.1 0 0] for the cases with a 
smaller intercept in Group 2. For these conditions, the indicator intercepts were 1s for both 
of the two groups.  
Numbers and directions of differences in noninvariant indicator intercepts 
when all of the intercepts of first-Order factors were invariant. When one noninvariant 
indicator intercept was involved, it was associated with the second first-order factor; and 
when four noninvariant indicator intercepts were involved, two of them were associated 
with the second first-order factor and the other two were associated with the third first-
order factor. Four levels of noninvariance in indicator intercepts were created by  
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Table 3 
Manipulated Factors for Type of Partial Invariance in Intercepts 
Factor 
Partial invariance 
of intercepts for the 
first-order factor 
Partial invariance of 
indicator intercepts 
Partial invariance 
of intercepts for 
both the first-order 
factor and 
indicators 
Total sample size 300 or 600 300 or 600 300 or 600 
    
Effect size of the 
latent mean 
difference 
 
0, .20 or 
.40 
0, .20 or 
.40 
0, .20 or 
.40 
Relative 
differences in 
noninvariant 
intercepts of the 
first-order factor 
 
 
In Group 2: 
𝛼2 = .1 or  
𝛼2 = -.1  
  
 
NA 
In Group 2: 
𝛼2 = .1 or  
𝛼2 = -.1  
Relative 
differences in 
noninvariant 
indicator intercepts 
 
NA 
In Group 2: 
ν6(6;7;10;11) = 1.1 or 
ν6(6;7;10;11)= .9  
In Group 2: 
ν2(6)(10) = .9 & 
ν3(7)(11) = .9 
The number of 
noninvariant 
indicator intercepts 
NA 1 or 4 2 
The first-order 
factor that has 
measures with 
noninvariant 
indicator intercepts 
NA 
η2 or 
η2 & η3 
 
η1,  
η2 or 
η3  
 
Data analysis 
procedure 
Constraining noninvariant intercepts  to be 
equal or not, or the noninvariant intercepts 
are constrained to be equal but some 
invariant intercepts are freely estimated 
Constraining 
noninvariant 
intercepts to be 
equal or not 
Note: η1 is the reference factor, η2 is the factor associated with measures having 
noninvariant intercepts and η3 is the factor associated with invariant intercepts. 
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manipulating both direction of noninvariance (i.e., difference of .1 or -.1) and numbers of 
noninvariant first-order loadings (i.e., 1 or 4). At the same time, in Group 1, the indicator 
intercepts were 1s.  
For these conditions, the intercepts of first-order factors were invariant across 
groups, with α’ = [0 0 0 0].  
The combination of noninvariance in intercepts for both first-order factors 
and indicators. For these conditions that explore the impact of combinations of 
noninvariance in intercepts of both first-order factors and indicators on latent mean 
comparison for the second-order factor, the numbers (i.e., 2) and size of noninvariance (i.e., 
-.1) in indicator intercepts was held constant (as shown in Table 3). The direction of 
differences in noninvariant intercepts of first-order factors was varied, so as shown in Table 
3, in Group 2, α’ = [0 .1 0 0] or α’ = [0 -.1 0 0], and in Group 1, α’ = [0 0 0 0]. Only one  
of the four first-order factors had noninvariant indicator intercepts. The first-order factor 
that had noninvariant indicator intercepts was varied to be the referent factor, an invariant 
specific factor, or a noninvariant specific factor. 
Data Analysis Conditions 
For both conditions to explore the impact of partial loading invariance and 
conditions to explore the impact of partial intercept invariance, the data analysis procedure 
was varied in the same way. When exploring the influence of partial loading invariance, if 
a loading was freely estimated, the corresponding intercept was also freely estimated, as 
would be consistent with recommended practice (e.g., Millsap, 2011; Thompson & Green, 
2013). When exploring the impact of partial intercept invariance, loadings were generated 
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to be invariant and were constrained equal regardless of whether the corresponding 
intercept was freely estimated. The specific data analysis conditions were described below. 
Equality constraints on noninvariant loadings or intercepts. In the analysis of 
the generated data, noninvariant loadings or intercepts were either constrained to be equal 
or freely estimated across groups.  
Equality constraints on invariant loadings or intercepts. To examine the impact 
of unnecessarily relaxing between-group constraints for invariant parameters, in addition 
to the conditions in which both invariant and noninvariant loadings or intercepts were 
constrained to be equal, some invariant loadings or intercepts were freely estimated while 
constraining noninvariant loadings or intercepts to be equal (shown in Tables 2-3). To be 
specific, when noninvariance existed in γ2,1 or α2, γ2,1 or α2 were constrained to be equal but γ3,1 
or α3 were freely estimated; when noninvariance existed in λ6,2  or ν6, λ6,2  or ν6 were 
constrained to be equal but λ7,2  or ν7 were freely estimated; and when noninvariance 
existed in 𝛌𝟔,𝟐, 𝛌𝟕,𝟐, 𝛌𝟏𝟎,𝟑, and 𝛌𝟏𝟏,𝟑, (or ν6, ν7, ν10 and ν13), 𝛌𝟔,𝟐, 𝛌𝟕,𝟐, 𝛌𝟏𝟎,𝟑, and 𝛌𝟏𝟏,𝟑, (or 
ν6, ν7, ν10 and ν13) were constrained to be equal but 𝛌𝟐,𝟏, 𝛌𝟑,𝟏, 𝛌𝟏𝟒,𝟒, and 𝛌𝟏𝟓,𝟒, (or ν2, ν3, 
ν14 and ν15) were freely estimated.  
Baseline Conditions 
A series of baseline conditions were included in the current study. When exploring 
the impact of partial loading invariance, complete invariant data with the same parameter 
values as those illustrated for Group 1 was generated for a given effect size and sample 
size. In the general baseline case, loadings and intercepts were constrained to be equal. To 
examine the impact of unnecessarily relaxing between-group constraints for invariant 
parameters and the unique influence of noninvariance in data generation process, a specific 
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baseline case for each research condition was also included in which invariant parameters 
were freely estimated in the analysis phase. 
Data Generation and Data Analysis Procedures 
 Mplus 6 (Muthén & Muthén, 2010) was employed for both data generation and 
data analysis. The population mean vector and variance-covariance matrix for each group 
were generated based on the values of parameters illustrated above. For each condition, 
5,000 datasets with a given sample size were simulated from each population. The 
problematic simulations were discarded before summarizing the outcome so the number of 
simulations for each research condition might vary. To ensure independence across 
research conditions, a random seed was generated for each data generation condition using 
a random number generator. 
For each generated dataset, a Wald test and a chi-square difference test were used 
for testing latent mean difference for the second-order factor based on a given data analysis 
procedure discussed above. When conducting chi-square difference tests, the more 
restricted model was the model constraining latent means of the second-order factor to be 
zero in both of the two groups while the less constrained model was the one freely 
estimating the latent mean of the second-order factor in Group 2. Other parameters of these 
two models were specified in the same way following the research conditions.   
Outcomes of Interest 
For a given research condition, the outcomes of interest were summarized across 
all replications with a proper solution. Results for replications with estimation problems, 
including non-convergence and Heywood cases (i.e., negative residual variance), were 
excluded from computation of the summary statistics. To obtain a comprehensive 
41 
 
assessment of the impact of manipulated factors on the estimates and tests of differences 
in latent means between populations, the summarized outcomes included Type I error rate 
or power, estimation bias, estimated variance, mean SRMR, and mean RMSEA.  
Type I Error Rate 
For a given research condition in which the effect size of the latent mean difference 
was generated to be zero, Type I error rate refers the proportion of replications in which 
the null hypothesis that the latent mean of the second-order factor in Group 2 is zero was 
rejected.  
Power 
For a given research condition in which the effect size of the latent mean difference 
was non-zero in the population, power refers the proportion of replications in which the 
null hypothesis that the latent mean of the second-order factor in Group 2 is zero was 
rejected. 
Powers were interpreted for a condition only if the respective Type I error rate falls 
in the acceptable range of .025-.075, as designated by Bradley’s liberal criterion (1978).     
Estimation Bias 
 Estimation bias was the difference between the mean of estimated latent mean 
differences across replications within a condition and the population latent mean difference. 
The corresponding equation is: 
                                        Estimation Bias = E (𝜃) – θ                                         (15) 
where E (𝜃 ) denotes the average value of estimated latent mean differences across 
replications, and θ denotes the true value of the latent mean difference in the population.   
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Estimated variance 
 Estimated variance was the variance of estimated latent mean differences across 
replications.  
Coverage Rates of 95% Confidence Interval 
 Coverage rate of the 95% confidence interval was the proportion of replications 
within a condition for which the population value of the difference in second-order factor 
means falls within the computed 95% confidence interval for this difference in means.   
Standardized Root Mean Square Residual (SRMR) 
 SRMR is an absolute model fit index and reflects the mean of absolute correlation 
residuals. The overall fit indices, such as SRMR and RMSEA, were collected because they 
are generally recommended for use in judging overall model fit. In the current study, these 
indices were examined to determine descriptively whether they were sensitive to 
misspecification of the noninvariant parameters. Hu and Bentler (1999) suggested that the 
acceptable value for SRMR should be equal or less than .08. The SRMRs obtained from 
replications with proper solutions were averaged for each condition to obtain the mean of 
SRMR.    
Root Mean Square Error of Approximation (RMSEA) 
 RMSEA is a parsimony-corrected model fit index. The population RMSEA may 
be estimated based on fitting a hypothesized model to a sample as: 
                                               RMSEA = √
𝜒2−𝑑𝑓
𝑑𝑓 (𝑁−1)
                                             (17) 
43 
 
where 𝜒2 is the chi-square statistic obtained when fitting a given model to a sample, 𝑑𝑓 is 
the model degrees of freedom, and N is the sample size. As recommended by Browne and 
Cudeck (1993), the values of less than .05 indicate a very good fit; the values between .05 
and .08 indicate a fair fit; and the values larger than .10 indicate a bad fit. The RMSEAs 
obtained from replications with proper solutions were averaged for each condition to obtain 
the mean of RMSEA. 
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Chapter 3: Results 
Impact of Partial Loading Invariance on Estimation Bias for the Second-Order 
Factor Mean Difference 
In the baseline conditions used for exploring the impact of partial loading invariance, 
completely invariant loadings and intercepts were generated and different patterns of 
loadings and their corresponding intercepts were freely estimated. For these baseline 
conditions, the data generation conditions were the same for a given sample size and effect 
size. As shown in Table A1, the number of baseline conditions in which all loadings and 
intercepts were constrained to be equal was 6, and for these conditions, the mean estimation 
bias (i.e., 𝜟?̂? -Δκ) was .0004 (range of -.0011 to .0021), and the mean absolute estimation 
bias was .0008. The number of other baseline conditions in Table A1 was 54, and in these 
conditions, series of patterns of the loadings and their corresponding intercepts were freely 
estimated. The mean estimation bias for these baseline conditions with freely estimated 
loadings was .0003 (range of -.0012 to .0026), and the mean absolute estimation bias 
was .0008. Compared with the baseline conditions in which all loadings and intercepts 
were constrained to be equal, the estimation bias did not increase or decrease a lot due to 
removing equality constraints on invariant parameters, and the largest absolute difference 
between each pair was .0007. 
In the research conditions, a series of patterns of noninvariance in factor loadings 
were varied when generating the data, and these noninvariant loadings were either freely 
estimated or constrained to be equal when analyzing the data. The results regarding the 
estimation bias for these research conditions are shown in Tables A2-10. The number of 
correctly specified models in these research conditions for exploring the influence of partial 
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loading invariance was 72, and in these models, all of the noninvariant loadings and their 
corresponding intercepts were freely estimated when analyzing the data. The mean 
estimation bias for these correctly specified models was -.00003 (range of -.0040 to .0046), 
and the mean absolute estimation bias was .0012. Thus, compared with the baseline 
conditions, very little estimation bias was produced due to partial loading invariance as 
long as no equality constraints were placed on noninvariant loadings. 
Each data generation model was either correctly specified or misspecified by 
constraining noninvariant loadings or intercepts to be equal. Given that no obvious 
estimation bias was observed for correctly specified models, it was supposed that the 
estimation bias in correctly specified models reflected random sampling error. To avoid 
the influence of the sampling error, we primarily focused on the difference in estimation 
bias of the latent mean difference between the misspecified model and the corresponding 
correctly specified model (i.e., these model pairs were estimated using the same generated 
dataset). As shown in Tables A2-4, when the latent mean difference of the second-order 
factor was generated to be zero, the mean absolute difference in estimation bias was .0003 
(maximum of .0006) between the misspecified models in which all of loadings and 
intercepts were constrained to be equal and the corresponding correctly specified model. 
For the conditions with an effect size of zero and noninvariant loadings at only one of the 
two levels, when noninvariant loadings were constrained to be equal but some invariant 
loadings and their corresponding intercepts were freely estimated, the mean absolute 
differences in estimation bias was .0002 (maximum of .0014) compared with the 
corresponding correctly specified model (shown in Tables A2-3). Thus, when the latent 
mean difference of the second-order factor was zero and noninvariance only existed in 
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factor loadings, the estimation bias was not influenced by constraining noninvariant 
loadings to be equal. 
In the population, when the latent mean difference of the second-order factor was 
nonzero, the latent mean of the second-order factor was specified to be larger in Group 2 
than in Group 1 (reference group). When the noninvariant loadings were present at one of 
the two levels and they were falsely constrained to be equal, the nonzero latent mean 
difference was overestimated if the loading(s) in Group 2 were larger than the loading(s) 
in Group 1, and vice versa (shown in Tables A5, A6, A8, A9). 
The results indicated that the overestimation or underestimation of the latent mean 
difference of the second-order factor got larger for the cases in which the noninvariant 
parameters were constrained to be equal but some of the invariant loadings and their 
corresponding intercepts were freely estimated compared with cases in which both 
noninvariant and invariant parameters were constrained to equal. To be specific, when 
noninvariance was only present in second-order factor loadings and the noninvariant 
second-order factor loading was constrained to be equal but an invariant second-order 
factor loading was freely estimated, the means of the absolute changes in estimation bias 
were .0015 and .0027 for the conditions with latent mean differences of .20 and .40, 
respectively; when noninvariance was only present in one first-order factor loading and 
this first-order factor loading was constrained to be equal but an invariant first-order factor 
loading was freely estimated, the means of the absolute changes in estimation bias 
were .0001 and .0002 for the conditions with latent mean differences of .20 and .40 
respectively; and when noninvariance was only present in four first-order factor loadings 
and these four noninvariant first-order factor loadings were constrained to be equal but four 
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invariant first-order factor loadings were freely estimated, the means of the absolute 
changes in estimation bias were .0005 for the conditions with latent mean differences of 
both .20 and .40. 
The direction of the between-group differences in noninvariant loadings did not 
only influence the sign of the difference of the estimation bias, but may also influence the 
magnitude of the difference in the estimation bias. As shown in Tables A5, A6, A8 and A9, 
in almost all of the cases, for a given between-group difference in the pair(s) of 
noninvariant loadings, the estimation bias seemed to be influenced more by constraining 
the noninvariant loading(s) with larger value(s) in Group 2 than by constraining the 
noninvariant loading(s) with larger value(s) in Group 1. 
As shown in Tables A5-10, for the conditions in which noninvariance only existed 
in factor loadings and all of loadings and intercepts were constrained to be equal, the 
difference in estimation bias was almost twice as large when the latent mean difference of 
the second-order factor was .40 than when the latent mean difference of the second-order 
factor was .20 for a given misspecified model. To be specific, when the latent mean 
difference was .20, the mean absolute difference in estimation bias was .0039 (maximum 
of .0066); however, when the latent mean difference was .40, the mean absolute difference 
in estimation bias was .0073 (maximum of .0132). 
When noninvariance only existed in the first-order factor loadings and the latent 
mean difference of the second-order factor was nonzero, larger numbers of noninvariant 
first-order factor loadings were associated with larger differences in estimation bias of the 
second-order factor (shown in Tables A6 and A8). As shown in the Figure 1, for the 
representative model, each second-order factor loading was related to four indicators via a 
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first-order factor. The results indicated that the differences in estimation bias were a little 
bit larger for the cases with one noininvariant second-order factor loading than those for 
the cases with four first-order factor loadings (shown in Tables A5, A6, A8, A9).  
Among all of the research conditions used for exploring the impact of noninvariance 
of factor loadings when both invariant and noninvariant loadings were constrained to be 
equal, the difference in estimation bias was most obvious when noninvariance existed at 
both levels, the sign of the relative difference of the noninvariant second-order loadings 
was the same as the sign of the relative differences of the noninvariant first-order loadings, 
and the indicators with noninvariant first-order loadings were associated with the referent 
factor or a factor with invariant second-order loading (shown in Tables A5-10). 
Impact of Partial Intercept Invariance on Estimation Bias for the Second-Order 
Factor Mean Difference 
The estimation bias in the baseline conditions for exploring the impact of partial 
intercept invariance is shown in Table A11. In these baseline conditions, the data were 
generated to be fully invariant with respect to intercepts and specific series of patterns of 
intercepts were freely estimated when analyzing the data. There were 6 baseline conditions 
in which no intercepts were freely estimated; the mean estimation bias across these baseline 
conditions was .0004 (range of -.0018 to .0041), and the mean of absolute estimation bias 
was .0020. For the 54 other baseline conditions in which some of these invariant intercepts 
were freely estimated, the mean of the estimation bias was .0004 (range of -.0019 to .0044), 
and the mean of the absolute estimation bias was .0020. The same completely invariant 
replicate datasets were generated for a given sample size and effect size, and then analyzed 
using various degrees of constraints. Compared with the baseline conditions with every 
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loading and intercept constrained to be equal, the estimation bias did not increase or 
decrease a lot due to removing equal constraints on some of these invariant parameters, 
and the largest absolute difference between each pair was .0007 (shown in Table A11). 
Different patterns of noninvariance in intercepts were generated in the research 
conditions, and when analyzing the data, the noninvariant intercepts were either freely 
estimated or constrained to be equal. The estimation bias of research conditions for 
exploring the impact of partial intercept invariance is shown in Tables A12-20. There were 
72 models that were correctly specified by freely estimating all noninvariant intercepts. 
The mean estimation bias for the correctly specified models was .0001 (range of -.0039 
to .0043), and the mean of the absolute estimation bias was .0013. Thus, compared with 
the baseline conditions, noninvariance in intercepts did not influence the estimation bias as 
long as these noninvariant intercepts were freely estimated. 
We still focus on the difference in estimation bias between each misspecified model 
and the corresponding correctly specified model. When exploring the influence of 
constraining noninvariant intercepts, the direction of the difference in the estimation bias 
was also determined by the relative differences in noninvariant intercepts (shown in Tables 
A12-20). The latent mean difference of the second-order factor was overestimated if the 
noninvariant intercepts were constrained to be equal and the direction of the difference in 
noninvariant intercepts was consistent with the direction of the latent mean difference, and 
vice versa. Compared with the magnitude of the difference in estimation bias when 
exploring the impact of partial loading invariance, the magnitude of the difference in 
estimation bias was much larger when noninvariant intercepts were involved. When both 
invariant and noninvariant intercepts were constrained to be equal, the means of the 
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absolute difference in estimation bias were .0220 (maximum of .0409), .0215 (maximum 
of .0416), and .0208 (maximum of .0408) for the conditions with the latent mean difference 
of the second-order factor of 0, .20 and .40, respectively. When noninvariance only existed 
in intercepts, the effect size of the latent mean difference of the second-order factor seemed 
to have no influence on the estimation bias produced by falsely constraining noninvariant 
intercepts to be equal. Additionally, different from partial loading conditions, the direction 
of between-group differences in intercepts seemed to have very little influence on the 
magnitude of differences in the estimation bias. 
Compared with the conditions in which both invariant and noninvariant intercepts 
were constrained to be equal, incorrectly constraining noninvariant intercepts to be equal 
but freely estimating some invariant intercepts resulted in larger estimation bias. To be 
specific, when noninvariance was only present in the intercept for a first-order factor, the 
means of the absolute differences in estimation bias between the analysis models with the 
noninvariant intercept constrained to be equal but an invariant intercept of another first-
order factor was freely estimated (i.e., intercept constraints were applied to the wrong 
indicator) and the corresponding models with both noninvariant intercepts and invariant 
intercepts constrained to be equal were .0074, .0072, and .0075 for the conditions with 
latent mean differences of 0, .20, and .40, respectively (shown in Tables A12, A15 and 
A18); when noninvariance was only present in one indicator intercept and this indicator 
intercept was constrained to be equal but an invariant indicator intercept was freely 
estimated, the means of the absolute changes in estimation bias were .0008 for the 
conditions with latent mean differences of 0, .20 and .40 respectively; and when 
noninvariance was only present in four indicator intercepts and these four indicator 
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intercepts were constrained to be equal but four invariant indicator intercepts were freely 
estimated, the means of the absolute changes in estimation bias were .0024, .0027, 
and .0025 for the conditions with latent mean differences of 0, .20 and .40 (shown in Tables 
A13, A16, and A19). 
When noninvariance only existed in indicator intercepts, it was indicated that a larger 
number of noninvariant indicator intercepts was associated with a larger difference in 
estimation bias of the second-order factor (shown in Tables A13, A16, and A19). In the 
representative model, the intercept of a first-order factor had direct influence on four 
indicators based on the formula relating parameters to indicator means, and when 
generating the noninvariant intercepts at one of the two levels, the between-group 
differences were constant. Thus, a comparison can be made between the influence of one 
noninvariant intercept of the first-order factor and four noninvariant indicator intercepts. 
As shown in Tables A12, A13, A15, A16, A18 and A19, constraining four noninvariant 
indicator intercepts resulted in larger estimation bias than constraining one noninvariant 
intercept of the first-order factor. 
Similar to the results regarding noninvariant loadings, for conditions with  
noninvariant intercepts, the difference in estimation bias was most obvious when 
noninvariance existed in intercepts of both the first-order factor and indicators, the sign of 
the relative difference of the noninvariant intercept of the first-order factor was the same 
as the sign of the relative differences of the noninvariant indicator intercepts, and the 
indicators with noninvariant indicator intercepts were associated with the referent factor or 
an invariant factor (shown in Tables A12-20). 
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The Factors that Influence the Estimated Variance of the Latent Mean Difference of 
the Second-Order Factor 
The main factor that influenced the estimated variance of the latent mean difference 
in the second-order factor was sample size (shown in Tables A1-20). Some other factors 
including how the model was specified and the effect size of the latent mean difference to 
be estimated also had an influence on the estimated variance of the latent mean difference, 
although the influence of these factors was relatively very small for the research conditions 
in this study. The estimated variance became slightly larger after removing equality 
constraints, although the difference was not obvious within the level of precision reported 
(rounding to the thousandths place). The estimated variance of the latent mean difference 
also increased a little as the effect size of this latent mean difference increased. The 
noninvariance in the data generation process and whether or not a model was correctly 
specified seemed to have very little influence on the estimated variance. 
Type I Error Rates 
Results regarding Type I error rates are shown in Tables A1-4 and Tables A11-14. 
For all conditions, Type I error rates were within the limits of .025-.075. Type I error rates 
obtained using chi-square difference tests were always larger than those obtained via Wald 
tests, and, as expected, in most cases the discrepancies in Type I error rates were larger for 
conditions with a total sample size of 300 compared with the differences for conditions 
with a total sample size of 600.  
There were no obvious systematic differences in Type I error rates between baseline 
conditions and research conditions used to explore the impact of noninvariant loadings on 
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the latent mean comparison of the second-order factor, and Type I error rates were 
around .05 for these conditions (shown in Tables A1-4). 
For the baseline conditions and the research conditions with correctly specified 
models used to explore the impact of partial intercept invariance, Type I error rates were 
also around .05 (shown in Tables A11-14). But As shown in Tables A12-14, when the 
noninvariant intercepts were falsely constrained to be equal, Type I error rates became 
larger compared with the corresponding correctly specified models in most of the cases, 
and the increase in Type I error rates was especially obvious when the estimation bias and 
the sample size were both large. For example, the largest values for Type I error rates 
were .073 which occurred when noninvariance existed in intercepts of both the first-order 
factor and indicators, the sign of the relative difference of the noninvariant intercept of the 
first-order factor was the same as the sign of the relative differences of the noninvariant 
indicator intercepts, and the sample size was 600 (shown in Table A14). 
Power 
For all conditions, power to detect the latent mean difference of the second-order 
factor obtained using chi-square differences test was larger than or equal to power obtained 
using Wald tests, and in most of the cases, the differences were larger for the conditions 
with sample size of 300 than those for the conditions with sample size of 600 (shown in 
Tables A1, A5-10, 11, and 15-20). Powers reported below were obtained using chi-square 
difference tests. 
Consistent with previous studies, the most dominant factors influencing power for 
detecting between-group differences in second-order factor means were sample size and 
effect size. The mean values of the power were .312 (median of .315) and .829 (median 
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of .831) across conditions with sample size of 300 and latent mean differences of .20 
and .40, respectively; and the mean values of the power were .542 (median of .547) 
and .984 (median of .985) across conditions with sample size of 600 and latent mean 
differences of .20 and .40, respectively. But our main focus in this study was on the 
relationship between power and the influence of manipulated factors on the magnitude and 
direction of estimation bias and the variance of the estimated latent mean difference. As 
shown in Tables A5-10 and A15-20, overestimation in the magnitude of the latent mean 
difference of the second-order factor resulted in an increase in power and underestimation 
of the latent mean difference of the second-order factor resulted in a decrease in power. 
Empirical powers ranged from .223-.403 and .734-.888 across conditions with sample size 
of 300 and latent mean differences of .20 and .40, respectively; for sample size of 600, 
powers ranged from .389-.664 and .959-.995 across conditions with latent mean differences 
of .20 and .40, respectively. 
Scatterplots displaying the relationship between the estimation bias and power for 
each sample size and effect size are shown in Figure 7. As shown in Figure 7, when the 
latent mean difference was .20, the estimation bias of the latent mean difference of the 
second-order factor was almost perfectly correlated with power to detect this between-
group difference; and when the latent mean difference was .40, the correlation between the 
estimation bias and power became a little smaller. To be specific, the correlation was .964 
when the latent mean difference was .20, which was the same for both sample sizes; 
correlations were .912 and .872 when the latent mean difference was .40 and sample sizes 
were 300 and 600, respectively. 
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Figure 7 The Relationship between Estimation Bias and Power 
 
The estimated variance also had an influence on power. For a set of baseline 
conditions with the same generated data, estimated biases were similar but estimated 
variances varied due to freely estimating some of the loadings or intercepts, and the 
changes in power can be attributed to the influence of estimated variance. When freely 
estimating more loadings or intercepts, power decreased as the estimated variance got 
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larger (shown in Tables A1 and A11). As mentioned previously, the influence of one 
second-order factor loading or intercept of the first-order factor can be compared with four 
first-order factor loadings or indicator intercepts in the current representative model, and 
the results in Tables A1 and A11 indicated that compared with the baseline conditions with 
all of loadings and intercepts constrained to be equal, in most of the cases, freely estimating 
one invariant second-order loading or intercept of the first-order factor resulted in a larger 
increase in estimated variance and a larger decrease in power than freely estimating four 
invariant first-order loadings or indicator intercepts. 
Changes in power for the misspecified models in comparison with those for correctly 
specified models can be considered as a result of influence of both estimation bias and 
estimated variance. For example, compared with the power obtained using the correctly 
specified model, when the model was misspecified by constraining both invariant and 
noninvariant loadings to be equal and the estimated latent mean difference was smaller 
than the true latent mean difference, power did not decrease appreciably because the 
estimated variance decreased during this process (shown in Tables A5-10). For the 
misspecified models resulting in overestimation (i.e., the estimated value is larger than the 
true value) in the latent mean difference, when the degree of overestimation in the latent 
mean difference increased by not only setting noninvariant loadings or intercepts to be 
equal but also freely estimating some of the invariant loadings or intercepts, power 
decreased or only increased a little because the increase in estimated variance cancelled 
out the influence of increase in estimation bias (shown in Tables A5, A6, A8, A9, A15, 
A16, A18, and A19). 
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Coverage Rates of 95 % Confidence Interval 
For most conditions, the coverage rates of the 95% confidence interval were 
around .950. For some conditions, however, coverage rates dropped under 93% because of 
relatively serious estimation bias (i.e., larger than .0400 in absolute value) resulted from 
incorrectly constraining noninvariant intercepts at both levels to be equal. Most of these 
conditions with very low coverage rates occurred for conditions with sample size of 600. 
RMSEA 
The means of the RMSEAs for the baseline conditions are given in Tables A21-22. 
The results indicated that the means of the RMSEA were .016 or .017 for the baseline 
conditions with sample size of 300, and they were .009 for the baseline conditions with 
sample size of 600. For the baseline conditions, the means of the RMSEA were not 
influenced by freely estimating some of the loadings or intercepts. After constraining the 
latent mean of the second-order factor in Group 2 to be zero, the means of RMSEA did not 
change for almost all of the baseline conditions with the effect size of zero; when the effect 
size was .20, the means of RMSEA increased by .001 or .002 for the baseline conditions 
with sample size of 300 and by .002 for the baseline conditions with sample size of 600; 
and when the effect was .40, the means of RMSEA increased .by 004 or .005 for the 
baseline conditions with sample size of 300 and by .007 for the baseline conditions with 
sample size of 600. 
In the research conditions with correctly specified models, the means of RMSEA 
were .016 or .017 when the sample size was 300, and .009 or .010 when the sample size 
was 600 (shown in Tables A23 - 40), which were basically the same as those for the 
baseline conditions. For the research conditions, after constraining the latent mean of the 
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second-order factor in Group 2 to be zero, the increase in the means of RMSEA was similar 
to that for the baseline conditions with the same sample size and effect size. 
The means of RMSEAs for the conditions to explore the influence of partial loading 
invariance are shown in Tables A23-31. Compared with the correctly specified models, 
constraining a pair of noninvariant second-order factor loadings to be equal yielded 
increases of .001 in the means of RMSEAs  for most conditions with sample size of 300, 
and increases of .002 for the conditions with sample size of 600 (shown in Tables A23, 26, 
and 29). After constraining a pair of noninvariant first-order factor loadings to be equal, 
the means RMSEAs increased by .001 or .002 for the conditions with sample size of 300 
and by .002 or .003 for the conditions with sample size of 600 (shown in Tables A24, 27, 
and A30). After constraining four pairs of noninvariant first-order factor loadings to be 
equal, the means of RMSEAs increased by .005 or .006 for the conditions with sample size 
of 300 and by .008 for the conditions with sample size of 600 (shown in Tables A24, A27, 
and A30). After constraining one pair of noninvariant second-order factor loadings and two 
pairs of noninvariant first-order factor loadings to be equal, the means of RMSEAs 
increased by .003 or .004 for the conditions with sample size of 300 and by .005 or .006 
for the conditions with sample size of 600 (shown in Tables A25, A28, and A31). 
The means of RMSEAs for the conditions to explore the influence of partial intercept 
invariance are shown in Tables A32-40. As shown in Tables A32-40, compared with the 
correctly specified models, after constraining a pair of noninvariant intercepts of the first-
order factor to be equal, the increase in the means of RMSEAs was zero or .001 for the 
conditions with sample size of 300 and .001 for the conditions with sample size of 600 
(shown in Tables A32, A35, and A38). After constraining a pair of noninvariant indicator 
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intercepts to be equal, the means of RMSEAs did not change for most of the conditions 
with sample size of 300 and they increased by .001 for the conditions with sample size of 
600 (shown in Tables A33, A36, and A39). After constraining four pairs of noninvariant 
indicator intercepts to be equal, the means of RMSEAs increased by .002 for most of the 
conditions with sample size of 300 and by .003 for the conditions with sample size of 600 
(shown in Tables A33, A36, and A39).  After constraining one pair of noninvariant 
intercepts of the first-order factor and two pairs of noninvariant indicator intercepts to be 
equal, the means of RMSEAs increased by .001 or .002 for the conditions with sample size 
of 300 and by .002 for most conditions with sample size of 600 (shown in Tables A34, 
A37, and A40). 
Compared with the conditions in which both invariant and noninvariant loadings (or 
intercepts) to be equal, for the conditions with noninvariant loadings (or intercepts) 
constrained to be equal but some of the invariant loadings (or intercepts) freely estimated, 
the means of RMSEAs remain the same for most of the conditions and they were changed 
a little for only a few conditions (shown in Tables A23, A24, A26, A27, A29, A30, A32, 
A33, A35, A36, A38 and A39). Among the few conditions in which means of RMSEA 
changed, most were for conditions in which some invariant loadings were freely estimated. 
SRMR 
With respect to the means of SRMRs, for the baseline conditions with sample size of 
300 and all loadings and intercepts constrained to be equal, the means of SRMRs 
were .077, .080 (or .081), and .089 when the effect sizes of the latent mean difference of 
the second-order factor were 0, .20, and .40, respectively; for the completely constrained 
baseline conditions with sample size of 600, the means of SRMRs were .054, .059, and .070 
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when the effect sizes of the latent mean difference of the second-order factor were 0, .20, 
and .40, respectively (shown in Tables A21-22). When freely estimating some of the 
invariant loadings and their corresponding intercepts between groups, the means of SRMR 
increased by .001 or .002 (as shown in Table A21). When only freely estimating some of 
the invariant intercepts between groups, the means of SRMRs did not change for most of 
the cases and they increased by .001 for only a few cases (as shown in Table A22). For the 
baseline conditions, after constraining the latent mean of the second-order factor in Group 
2 to be zero, the means of SRMRs did not change or decreased by .001 with the effect size 
of zero; when the effect size was .20, the means of SRMRs decreased by .001 or .002 for 
the sample size of 300 and by .002 or .003 for the sample size of 600; and when the effect 
was .40, the means of SRMRs decreased by .004 or .005 for sample size of 300 and by .006 
or .007 for the sample size of 600. 
Compared with the corresponding baseline conditions with the same set of parameters 
freely estimated, for the correctly specified models in the research conditions, the means 
of SRMRs increased due to the noninvariance in the generated data and the increase was 
especially obvious when noninvariant loadings were generated. Different patterns of 
noninvariance in loadings also had an influence on the means of SRMR. For the correctly 
specified models in the research conditions, when the sample size was 300, the largest 
means of SRMRs were .089, .092, and .101 for the conditions with effect sizes of 0, .20, 
and .40, respectively; when the sample size was 600, the largest means of SRMR 
were .069, .073, and .084 for the conditions with effect sizes of 0, .20 and .40, respectively 
(shown in Tables A23-40). For the research conditions, after constraining the latent mean 
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of the second-order factor in Group 2 to be zero, the decreases in the means of SRMRs 
were similar to those for the baseline conditions with the same effect size and sample size. 
The means of SRMRs for the conditions to explore the influence of partial loading 
invariance are shown in Tables A23-31. Compared with the correctly specified models, 
after constraining a pair of noninvariant second-order factor loadings to be equal, the means 
of SRMRs decreased by .001 or .002 when the direction of the relative difference in the 
noninvariant loadings was consistent with the direction of the latent mean difference, 
whereas the decrease was .002 or .003 when the direction of the relative difference in the 
noninvariant loadings was inconsistent with the direction of the latent mean difference (see 
Tables A23, A26, and A29). After constraining a pair of noninvariant first-order factor 
loadings to be equal, the means of SRMRs stayed the same or decreased by.001 when the 
direction of the relative difference in the noninvariant loadings was consistent with the 
direction of the latent mean difference, and decreased by .001 or .002 when the direction 
of the relative difference in the noninvariant loadings was inconsistent with the direction 
of the latent mean difference (see Tables A24, A27, and A30). When four pairs of 
noninvariant first-order factor loadings were constrained to be equal, the means of SRMRs 
decreased by .001 or .002 when the direction of the relative difference in the noninvariant 
loadings was consistent with the direction of the latent mean difference, and decreased 
by .004 or .005 when the direction of the relative difference in the noninvariant loadings 
was inconsistent with the direction of the latent mean difference (shown in Tables A24, 
A27, and A30). After constraining one pair of noninvariant second-order factor loadings 
and two pairs of noninvariant first-order factor loadings to be equal, the decrease in the 
means of SRMRs ranged from .002 to .005, varying as a function of the position and the 
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relative difference of the noninvariant loadings and the sample size, and the largest 
decrease usually occurred in the conditions in which the relative difference in the 
noninvariant second-order factor loadings was consistent with that in the noninvariant first-
order factor loadings and the total sample size was 600 (shown in Tables A25, A28, and 
A31). 
The means of SRMRs for the conditions to explore the influence of partial intercept 
invariance are shown in Tables A32-40. As shown in Tables A32-40, compared with the 
correctly specified models, after constraining a pair of noninvariant intercepts of the first-
order factor to be equal, the means of SRMR remained the same (shown in Tables A32, 
A35, and A38); after constraining one pair or four pairs of noninvariant indicator intercepts 
to be equal, the decrease in the means of SRMR was zero or .001 (shown in Tables A33, 
A36 and A39); and after constraining one pair of noninvariant intercepts of the first-order 
factor and two pairs of noninvariant indicator intercepts to be equal, the means of SRMR 
did not change or decreased by .001 (shown in Tables A34, A37, and A40). 
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Chapter 4: Discussion 
Overview 
 This simulation study was undertaken to examine the performance of several 
approaches to evaluating the latent mean comparison of a second-order factor under partial 
factorial invariance. In the few previous studies that have involved comparisons of higher-
order factor means, power has been the primary focus (e.g., Hancock et al., 2000; Molenaar 
et al., 2009). Given that both previous studies (i.e., summarized in Table 1) and the current 
study indicated that power was mainly determined by sample size and effect size of the 
latent mean difference, results in this study focused on factors that may influence power 
for a given sample size and effect size. Consistent with expectations, results of the current 
study indicated that power was closely related to estimation bias for the difference in 
second-order factor means for a given sample size and effect size, so the functions through 
which data generation and analysis conditions influenced the estimation bias of the second-
order factor are discussed in detail in this section. Power was influenced by estimated 
variances of the latent mean difference for the second-order factor. Although the 
differences among estimated variances were not obvious within the level of precision 
reported (rounding to the thousandths place), the indirect influence of estimated variance 
on power was found in some conditions; thus, the factors that may influence the estimated 
variance also need our attention.  
In addition to discussion of the impact of partial factorial invariance on the 
estimation of between-group differences of the second-order factor in the current research 
scenario, the underlying mathematical functions are also discussed. Recommendations are 
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provided for researchers seeking to examine between-group differences of second-order 
factors under partial factorial invariance.   
The Relationship between Loading and Intercept Noninvariance and Estimation 
Bias of the Second-order Factor 
 The results indicated that no estimation bias of the latent mean difference of the 
second-order factor was produced as long as equality constraints were not placed on 
noninvariant parameters. To be specific, estimation bias was not influenced by 
noninvariance in loadings or intercepts as long as these noninvariant parameters were 
freely estimated, which was consistent with Yang’s (2008) results. Additionally, freely 
estimating invariant loadings or intercepts did not influence the estimation bias as long as 
all parameters constrained to be equal between groups were correctly specified.  
As suggested by Yuan, Marshall, and Bentler (2003), model misspecification may 
cause estimation bias in parameters. In the current study, misspecification of noninvariant 
loadings or intercepts by constraining them to be equal between-groups resulted in 
estimation bias of second-order factor means in most cases. Although the differences in 
estimation bias produced due to misspecification of noninvariant loadings or intercepts 
were not very large in many research conditions of the current study, the systematic 
relationships between the pattern of noninvariance and the direction and magnitude of 
differences in estimation bias were very clear. Two issues described below exist regarding 
the influence of misspecification of noninvariant factor loadings and intercepts on 
estimation bias of the latent mean difference: one can be generalized to other CFA models 
(i.e., first-order CFA models), and the other is focused on the influence of partial invariance 
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at different levels within a second-order CFA framework. These issues can be examined 
through related mathematical functions.  
The General Influence of Misspecification of Noninvariant Factor Loadings and 
Intercepts on Estimation Bias for the Latent Mean Difference 
 The latent mean difference of the second-order factor was overestimated if the 
direction of differences in noninvariant loadings was consistent with the latent mean 
difference of the second-order factor; it was underestimated if the noninvariant loadings 
were in opposite direction of the latent mean difference. When the latent mean difference 
was zero, constraining noninvariant loadings did not result in estimation bias for the 
second-order factor. With respect to misspecification of noninvariant intercepts, the 
estimation bias of the second-order factor was positive if the intercepts in Group 2 were 
larger than those in the reference group, and vice versa.  
For a given size of noninvariance, constraining noninvariant intercepts to be equal 
resulted in much larger estimation bias than constraining noninvariant loadings to be equal. 
For a given misspecified model and its corresponding correctly specified model, when 
exploring the impact of improperly constrained noninvariant loadings, the difference in 
estimation bias was almost twice as large when the latent mean difference was .40 than that 
when the latent mean difference was .20; when exploring the impact of improperly 
constrained noninvariant intercepts, however, the estimation bias was almost the same 
regardless of the size of the latent mean difference of the second-order factor.   
For the misspecified conditions in which noninvariant loadings or intercepts were 
constrained to be equal, the estimation bias became larger as some of the invariant loadings 
or intercepts were freely estimated. As invariant loadings or intercepts were freely 
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estimated, the total number of measures with equality constraints decreased and the relative 
ratio of measures with improper equality constraints increased, which might result in the 
increase in estimation bias of the latent mean difference.  
The Influence of Misspecification of Noninvariant Factor Loadings and Intercepts at 
Different Levels on Estimation Bias for the Latent Mean Difference of the Second-
Order Factor 
 There were some issues regarding the impact of partial factorial invariance at 
different levels on the latent mean comparison within the framework of second-order CFA 
models. Misspecification of a second-order factor loading or the intercept of a first-order 
factor resulted in larger estimation bias than misspecification of a first-order factor loading 
or indicator intercept because second-order factor loadings or intercepts of first-order 
factors have a direct influence on first-order factors that relate to more than one indicator.  
In the current second-order CFA model, a single second-order factor underlied four 
first-order factors, each of which had four indicators with non-zero loadings, so a 
comparison can be made between the impact of one noninvariant second-order factor 
loading or intercept of a first-order factor and the impact of four noninvariant first-order 
factor loadings or indicator intercepts. When noninvariance only existed in factor loadings 
at one of the two levels, the pairs of noninvariant loading values were .6 in Group 1 and .8 
or .4 in Group 2. The results indicated that the differences in estimation bias were a bit 
larger for the cases with one noininvariant second-order factor loading than those for the 
cases with four first-order factor loadings. The differences in noninvariant intercepts 
were .10 for all of the research conditions. When noninvariance existed in intercepts at one 
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of the two levels, constraining four noninvariant indicator intercepts resulted in markedly 
larger estimation bias than constraining one noninvariant intercept of the first-order factor.  
The results indicated that among all of the conditions, the difference in estimation 
bias was most obvious when noninvariance existed at both levels, the sign of the relative 
difference of the noninvariant intercept of the first-order factor or second-order loadings 
was the same as the sign of the relative differences of the noninvariant indicator intercepts 
or first-order loadings, and the indicators with noninvariant indicator intercepts or first-
order loadings were associated with the referent factor or a factor with invariant intercepts 
or second-order loading. 
Mathematical Functions Underlying the Influence of Misspecification of 
Noninvariant Loadings and Intercepts on Estimation Bias for the Latent Mean 
Difference for the Second-Order Factor 
The impact of constrained noninvariant loadings or intercepts on latent mean 
difference estimation of the second-order factor can be understood via the equation relating 
parameters to the model implied mean vector (i.e., Equation 10). When estimating 
parameter values, the known information comprises the sample means and sample 
variance-covariance matrices in the multiple groups. For a given measure Y, the formula 
relating the model-implied population mean for a measure, E(Y), to the loadings and 
intercepts is: 
For Group 1: E(Y)G1 =  νG1 + λG1αG1 + λG1γG1κG1           
                              For Group 2: E(Y)G2 =  νG2 + λG2αG2 + λG2γG2κG2                      (18) 
where λ is the first-order factor loading relating the corresponding first-order factor (i.e., ξ) 
to a measure Y, γ is the second-order factor loading relating the second-order factor (i.e., 
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η) to ξ, ν is the indicator intercept, α is the intercept for ξ, κ allows estimation of differences 
in the latent means of η, and the subscripts G1 and G2 represent the group membership. 
Multiple model parameters are utilized in estimating the latent mean difference of the 
second-order factor: sample means, estimates of first- and second-order factor loadings, 
and estimates of indicator intercepts and intercepts of first-order factors for the measures 
with equality constraints in analysis. The variance-covariance matrices of the sample and 
the pattern of constraints in the specified model influences the estimates of loadings and 
intercepts.  
Assuming G1 is the reference group, in order to scale the latent factors, κG1 and αG1 
are set to 0, so κG2 reflects the latent mean difference in the second-order factor, and αG1 
reflects the mean difference in the first-order factor that cannot be accounted for by the 
second-order factor. For measure Y, when generating the data, if noninvariance only exists 
in factor loadings (νG1 = νG2 = ν, αG2 = 0, but λG1 ≠ λG2 or γG1 ≠ γG2), the population mean 
difference in measure Y will be λG2γG2κG2. If we set equality constraints on loadings and 
intercepts for this measure, its contribution to the latent mean difference will be 
λG2γG2κG2/λestimatedγestimated (λestimated falls between λG1 and λG2; γestimated falls between γG1 and 
γG2). This equation offers an explanation for the following results: 1) whether or not the 
contribution of measure Y on the latent mean difference estimation is overestimated or 
underestimated depends on the relative difference between λG1 and λG2 (or γG1 and γG2); 2) 
when κG2 was .40 (i.e., two times .20), the impact of constraining noninvariant loadings to 
be equal on the estimation bias was two times that for conditions with κG2 of .20; and 3) 
when the latent mean difference (κG2) was zero, constraining noninvariant loadings to be 
equal did not influence the estimation bias.  
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For measure Y, when generating the data, if noninvariance only exists in intercepts 
(λG1 = λG2 = λ, γG1 = γG2 = γ, but νG1 ≠ νG2 or αG2 ≠ 0), the population mean difference in 
measure Y will be λG2γG2κG2 + νG2 - νG1 + λG2αG2. If we set equality constraints on loadings 
and intercepts for this measure, its contribution to the latent mean difference will be 
λG2γG2κG2 / λestimatedγestimated + (νG2 - νG1) / λestimatedγestimated + λG2αG2 / λestimatedγestimated. Given 
that loadings were generated to be equal, the differences between λestimated and λG2 (or 
γestimated and γG2) were negligible, and the contribution of measure Y can be written as κG2 
+ (νG2 - νG1) / λestimatedγestimated + λG2αG2 / λestimatedγestimated, which offered explanations for the 
following results: 1) the relative difference between νG1 and νG2 and the sign of αG2 had an 
influence on the contribution of measure Y on the latent mean difference estimation; 2) the 
effect size of the latent mean difference did not influence the estimation bias resulting from 
constraining noninvariant intercepts to be equal; 3) constraining four noninvariant indicator 
intercepts resulted in larger estimation bias than constraining one noninvariant intercept of 
a first-order factor because λG2 was less than 1, which decreased the term αG2 / 
λestimatedγestimated.  
The magnitude of estimation bias was very small for conditions in which 
noninvariant loadings were constrained to be equal. The reason was that the ratio between 
λG2γG2 and λestimatedγestimated was usually not much larger or smaller than 1 unless the 
magnitude of noninvariance in factor loadings was very large. But the magnitude of 
estimation bias was very obvious for conditions in which noninvariant intercepts were 
constrained to be equal because in the current study, the relative differences in intercepts 
were specified as .10, which differed markedly from the latent mean difference (.20 or .40). 
In other words, if the latent mean difference was 2 or 4 (i.e., 10 times the latent mean 
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difference generated in the current study) but the size of noninvariance in loadings or 
intercepts was held the same as the current study, the estimation bias (i.e., E (𝜃) – θ) 
resulting from constraining noninvariant loadings to be equal would be 10 times that for 
the current study, but the estimation bias resulting from constraining noninvariant 
intercepts to be equal would be the same as the current study.  
The situation for understanding the results for relative estimation bias (i.e., (E (𝜃) 
– θ) / θ) was opposite. Changing effect size would not influence the relative estimation bias 
resulting from constraining noninvariant loadings to be equal but would influence the 
relative estimation bias resulted from constraining noninvariant intercepts to be equal, 
holding the size of noninvariance constant.  
Power (Type I Error Rates) 
 Both Wald tests and chi-square difference tests were applied to examine the latent 
mean difference of the second-order factor. Power or Type I error rates obtained using chi-
square difference tests were always larger than those obtained via Wald tests, and in most 
of the cases, the differences were larger for the conditions with sample size of 300 than 
those for the conditions with sample size of 600. 
 The results indicated that Type I error rates were within the limits of .025-.075 for 
all of the conditions. Type I error rates almost fell beyond the required criteria for the 
conditions with very large estimation bias (i.e., around .0400 in absolute value) and large 
sample size (i.e., 600).  
  Consistent with previous studies, power to detect the latent mean difference of the 
second-order factor was mainly determined by sample size and effect size of the difference. 
In previous studies, the main focus was on relationships between power and the 
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combination of data characteristics and specifications of parameters (shown in Table 1). 
But in the current study, the investigation focused on how noninvariance in data generation 
process and specifications of loadings or intercepts influenced power via estimation bias 
and estimated variance. As expected, power to estimate the between-group difference in 
means of the second-order factor was closely related to estimation bias of this latent mean 
difference for a given effect size and sample size. The correlations between power and 
estimation bias were larger for conditions with effect size of .20 than those for conditions 
with effect size of .40 because empirical powers were more variable for conditions with 
effect size of .20 (shown in Figures 7-10).Power to detect the latent mean difference was 
also influenced to a lesser degree by the variance of estimated between-group differences 
across replications. When the effect size was .20, the impact of estimated variance on 
power was a little more obvious for the conditions with larger sample size (i.e., 600); when 
the effect size was .40, such impact became minimal for the conditions with sample size of 
600. Imposing equality constraints on loadings or intercepts regardless of invariance 
decreased the estimated variance, which further increased power.  
RMSEA and SRMR 
The performance of RMSEA differed from that of SRMR in several ways in the 
current research scenario. First, for correctly specified models, the mean SRMR was 
influenced by more factors than RMSEA. For a given sample size, the mean RMSEA was 
almost the same across all conditions in which the model was correctly specified. However, 
for a given sample size, mean SRMRs varied for correctly specified models because the 
SRMR was influenced by the data generation model including the effect size of the latent 
mean difference of the second-order factor and noninvariance in factor loadings.  
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Second, the change of SRMR was more obvious than that of RMSEA after freely 
estimating some invariant factor loadings. The change of a given goodness of fit index (i.e., 
RMSEA or SRMR) between the model with more equality constraints on invariant 
parameters (i.e., loadings or intercepts) and the corresponding baseline model reflects the 
sensitivity of this goodness of fit index to random variation in invariance tests (Chen, 2007). 
In the current study, freely estimating some of the invariant loadings or intercepts increased 
the model complexity, but it did not influence RMSEA for most of the conditions, which 
was consistent with the simulation study conducted by Chen (2007). In Chen’s study 
(2007), the change of RMSEA was no more than .001 in a series of model comparisons 
between the model with more equality constraints and the corresponding baseline model 
when all parameters were generated to be invariant. For SRMR, the means did not change 
obviously after freely estimating some invariant intercepts, but they did change obviously 
after freely estimating some invariant loadings and their corresponding intercepts; this was 
consistent with Chen’s (2007) finding that SRMR was more sensitive to random variation 
in factor loadings than in intercepts. However, different from Chen’s (2007) study in which 
the mean SRMR became larger after imposing equality constraints on invariant parameters, 
it was found that the more constrained model had smaller mean SRMR in the current study. 
The reason for this discrepancy between these two studies was unclear.   
Third, RMSEA was more sensitive than SRMR for detecting model 
misspecification due to improper equality constraints including the nonzero latent mean 
difference. Although the means of the RMSEA suggested good fit for all research 
conditions, the changes in RMSEA were sensitive to model misspecification. For a given 
sample size and misspecification, the mean increase in RMSEA compared with the 
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corresponding correctly specified model was also nearly the same across conditions 
regardless of how the data were generated.  Additionally, the change in RMSEA was more 
sensitive to the misspecification of parameters that involved in model implied variance and 
covariance matrices (i.e., constraining noninvariant loadings to be equal) than the 
misspecification of parameters that only involved in model implied mean vectors (i.e., 
constraining noninvariant intercepts to be equal). It was also noted that the increase in 
RMSEA had nothing to with the estimation bias of the latent mean difference for the 
second-order factor, which suggests that the extent of model misfit was not directly related 
to the magnitude of the estimation bias for a given parameter. For example, as mentioned 
previously, constraining noninvariant loadings to be equal resulted in a larger increase in 
RMSEA than constraining noninvariant intercepts to be equal, but constraining 
noninvariant intercepts to be equal resulted in larger estimation bias for the difference in 
factor means than constraining noninvariant loadings to be equal in the current study. 
Another example was that constraining noninvariant second-order factor loadings to be 
equal and constraining noninvariant first-order factor loadings to be equal had similar 
impacts on RMSEAs but had different impacts on estimation bias of the latent mean 
difference. However, SRMR seemed not to be a sensitive index to detect noninvariance in 
the current research scenario. It was supposed that smaller values of SRMR indicate better 
fit, but constraining noninvariant parameters to be equal between groups led to a decrease 
in SRMR. SRMR was sensitive to removing equality constraints in general. In fact, freeing 
equality constraints led to an increase in SRMR regardless of whether these equality 
constraints were correctly or incorrectly specified.   
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Recommendations 
 Given that estimation bias can be predicted via the mathematical function given 
above, researchers might consider calculating a rough estimate for the estimation bias 
before conducting the latent mean comparison. Given that the population parameters are 
unknown in practice, researchers could analyze the model with only equality constraints 
on parameters for measures that were expected to be invariant (i.e., based on previous 
studies or on strong theoretical grounds) to obtain loading or intercept estimates for other 
measures as proxies for population parameters. Each indicator with equality constraints on 
loadings and intercepts had an impact on the between-group difference estimate in the 
means of the latent factor that related to this indicator. The results indicated that 
misspecification of noninvariant loadings or intercepts may not result in an obvious misfit 
in model in terms of RMSEAs, so it was necessary to know the impact of including 
measures for which loadings or intercepts differ (i.e., these measures may be considered as 
invariant based on results of model comparisons) on the latent mean difference estimate. 
As shown above, the contribution of each measure on the latent mean difference estimate 
was λG2γG2κG2 / λestimatedγestimated + (νG2 - νG1) / λestimatedγestimated + λG2αG2 / λestimatedγestimated, so 
the rough estimates of the extent to which the latent mean difference was overestimated or 
underestimated can be obtained.  
 The rough estimates of the estimation bias for the current research conditions are 
given in the Appendix B. It was supposed that the contribution of a set of measures on the 
latent mean difference estimate was the average value of the contribution of each measure. 
For the measures generated to be invariant, their contributions to the latent mean difference 
estimate was the true value of the latent mean difference. For the measures with constrained 
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noninvariant loadings, the average loading values between Group 1 and Group 2 were used 
as the estimated loadings (i.e., λestimated and γestimated) for convenience. For the measures with 
constrained noninvariant intercepts, given that the bias in estimated loadings was very 
small, the population values of loadings were used as estimated loadings (i.e., λestimated and 
γestimated). As shown in the Appendix, the rough estimates of estimation bias were larger 
than the actual estimation bias (i.e., differences in estimation bias between the misspecified 
models and the corresponding correctly specified models) for most of the conditions, and 
the differences between the rough estimates of estimation bias and the actual estimation 
bias were especially large for conditions in which noninvariant intercepts were constrained 
to be equal. When noninvariance existed at both levels and the signs of noninvariant 
loadings or intercepts were opposite for the two levels, the actual estimation bias may be 
larger than the rough estimates.   
 The influence of estimated variance on power to detect the latent mean difference 
should also be considered. When researchers plan to freely estimate many loadings or 
intercepts to reduce estimation bias, a small simulation study can be conducted to gain 
some idea of the reduction in power when these parameters are freely estimated.  
 In the current study, chi-square differences tests obtained larger power than the 
corresponding Wald tests. Thus, chi-square tests are recommended if larger power is 
desired.  
 Several goodness of fit indices including comparative fit index (CFI), Tucker–
Lewis Index (TLI), Normed Fit Index (NNFI), Gamma hat, McDonald’s, Non-Centrality 
Index [Mc]), RMSEA, and SRMR, have been used for evaluating invariance (Cheung & 
Rensvold, 2002; Chen, 2007). Changes of RMESA and SRMR were examined in the 
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current simulation study, and RMSEA was more sensitive than SRMR for detecting 
noninvariance in second-order CFA models based on the results of the current study.  
Limitations  
First, as with any simulation study, there are many other general model 
specifications that might be examined. This study focused on variations of a CFA model 
with a single second-order factor and four first-order factors with four indicators for each; 
in the future, researchers could compare the impact of partial factorial invariance on latent 
mean comparisons for alternative models that vary in size or structure, such as bifactor 
models. Second, in the current study, latent mean comparisons were conducted based on 
known equality constraints. It is necessary to further study the latent mean comparison of 
the second-order factor based on equality constraints obtained from various levels of 
invariance tests such that the influence of potential mistakes made from the process of 
detecting noninvariance in loadings or intercepts in second-order CFA models can be 
examined. Third, in the current study, the models were either under partial loading 
invariance or partial intercept invariance, so the impact of more complicated patterns of 
noninvariance on latent mean comparisons can be studied in the future. Fourth, in the 
current study, the majority of the loadings or intercepts were generated to be invariant and 
constrained to be equal in analysis, which may make the estimation bias and estimated 
variance of the latent mean difference of the second-order factor not large enough. Some 
extreme conditions including very large proportions of noninvariant parameters can be 
focused on in future studies. Fifth, the second-order factor was a strong factor in the current 
study, thus explaining much of the variances in first-order factors and measures, but in 
some empirical studies, both first-order and second-order factor loadings might be smaller 
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than the specified parameter values in this study. Thus, sensitivity analysis can be 
conducted to evaluate whether the magnitude of loading parameters would influence the 
conclusions of this study. Finally, descriptive methods were applied when summarizing the 
outcomes of this simulation study, and significance tests and more complicated models 
(i.e., path models) may be needed to further understand which factors have impact on 
outcome variables, including estimation bias, estimated variance, and power.   
Significance and Conclusions  
 This study systemically investigated the impact of partial factorial invariance on 
the latent mean comparison of a second-order factor within higher-order CFA models, 
which has not been done in previous studies. In the current study, noninvariance in factor 
loadings or intercepts was manipulated at one of the two levels or both levels, and its impact 
on the latent mean comparison of the second-order factor was examined in terms of 
estimation bias, estimated variance, and power. Additionally, a series of baseline 
conditions were devised such that the influence of data characteristics and model 
specifications on the latent mean comparison can be distinguished.   
In previous simulation studies involving the impact of misspecification of loadings 
or intercepts on latent mean comparisons (e.g., Hancock, Lawrence, & Nevitt, 2000), the 
magnitude of estimation bias for the target parameter (i.e., latent mean differences) was 
rarely focused on. In the current study, the findings suggested the relationships between 
misspecification of different patterns of noninvariant loadings or intercepts and the 
direction and magnitude of estimation bias for the latent mean difference of the second-
order factor, which were further explained using mathematical functions.  
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In previous simulation studies regarding invariance tests (e.g., Hancock, Lawrence, 
& Nevitt, 2000; Molenaar, Dolan, & Wicherts, 2009; Yang, 2008), only the specification 
of noninvariant parameters were manipulated. In this study, research conditions in which 
invariant loadings or intercepts were erroneously specified as noninvariant were also 
considered to gain understanding of their impact on estimation bias, power, RMSEA, and 
SRMR.  
 Different from previous studies involving latent mean comparisons in which the 
impact of data generation conditions on power to detect the latent mean difference was 
directly examined, in this study, it was expected that noninvariance in loadings and 
intercepts as well as model specifications had a direct influence on estimation bias and 
estimated variance of the latent mean difference which would further influence the power 
to detect this difference; this expectation was supported by the current simulation study.  
Finally, several recommendations are provided for researchers seeking to examine 
the latent mean difference under partial factorial invariance. First, based on the 
mathematical functions developed and illustrated in the current study, rough estimates of 
estimation bias resulted from constraining a given loading or intercept can be obtained, 
which may serve as another criterion for future researchers to determine whether or not 
imposing equality constraints. In empirical studies, sometimes researchers may need 
different criteria to determine invariance of a measure and the rough estimate of estimation 
bias produced due to constraining this measure to be invariant can serve as such a criterion. 
As mentioned previously, in practice, in order to calculate the rough estimation bias that 
would result from imposing equality constraints on a given loading or intercept, researchers 
need to use the estimated values of this loading or intercept as its population values in the 
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two groups. The estimated values of the loading or intercept of interest can be obtained 
from the model with only loadings and intercepts that were expected to be invariant (i.e., 
based on previous studies or on strong theoretical grounds) constrained to be equal. Second, 
the reduction in power resulting from freely estimating a set of parameters should be 
considered, and a simulation study may be warranted before deciding to freely estimate 
them. Third, chi-square difference tests are recommended over Wald tests when larger 
power is desired. Fourth, in addition to chi-square difference tests, the sensitivity of the 
change of RMSEA due to imposing equality constraint on a given set of parameters offers 
some utility for detecting noninvariance of these parameters, including the latent mean 
difference in second-order CFA models.    
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APPENDIX A 
DETAILED RESULTS OF THE SIMULATION STUDY 
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Table B3 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Both First- and 
Second- Order Factor Loading (Δκ = .00) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant second-
order loadings 
Constraining noninvariant 
loadings to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.20 -.0003 0 
-.20 .0002 0 
η2 
.20 -.0005 0 
-.20 -.0003 0 
η3 
.20 .0003 0 
-.20 -.0002 0 
600 
η1 
.20 -.0001 0 
-.20 -.0006 0 
η2 
.20 .0000 0 
-.20 -.0003 0 
η3 
.20 -.0010 0 
-.20 -.0004 0 
Note: Δκ denotes the latent mean difference of the second-order factor. 
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Table B6 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Both First- and 
Second- Order Factor Loading (Δκ = .20) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant second-
order loadings 
Constraining noninvariant 
loadings to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.20 .0015 .0021 
-.20 -.0065 -.0150 
η2 
.20 .0038 .0014 
-.20 -.0052 -.0140 
η3 
.20 .0040 .0021 
-.20 -.0062 -.0150 
600 
η1 
.20 .0017 .0021 
-.20 -.0065 -.0150 
η2 
.20 .0041 .0014 
-.20 -.0047 -.0140 
η3 
.20 .0040 .0021 
-.20 -.0066 -.0150 
Note: Δκ denotes the latent mean difference of the second-order factor. 
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Table B9 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Both First- and 
Second- Order Factor Loading (Δκ = .40) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant second-
order loadings 
Constraining noninvariant 
loadings to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.20 .0038 .0042 
-.20 -.0124 -.0300 
η2 
.20 .0065 .0028 
-.20 -.0097 -.0280 
η3 
.20 .0081 .0042 
-.20 -.0116 -.0300 
600 
η1 
.20 .0038 .0042 
-.20 -.0132 -.0300 
η2 
.20 .0060 .0028 
-.20 -.0090 -.0280 
η3 
.20 .0074 .0042 
-.20 -.0123 -.0300 
Note: Δκ denotes the latent mean difference of the second-order factor. 
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Table B12 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Intercepts of Both 
First-Order Factors and Indicators (Δκ = .00) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant interceps 
of the first-order factor 
Constraining noninvariant 
intercepts to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.10 .0074 .0119 
-.10 -.0409 -.0714 
η2 
.10 .0131 .0069 
-.10 -.0361 -.0764 
η3 
.10 .0091 .0119 
-.10 -.0403 -.0714 
600 
η1 
.10  .0078 .0119 
-.10 -.0407 -.0714 
η2 
.10 .0125 .0069 
-.10 -.0359 -.0764 
η3 
.10 .0086 .0119 
-.10 -.0409 -.0714 
Note: Δκ denotes the latent mean difference of the second-order factor. 
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Table B15 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Intercepts of Both 
First-Order Factors and Indicators (Δκ = .20) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant interceps 
of the first-order factor 
Constraining noninvariant 
intercepts to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.10 .0071 .0119 
-.10 -.0416 -.0714 
η2 
.10 .0123 .0069 
-.10 -.0347 -.0764 
η3 
.10 .0083 .0119 
-.10 -.0387 -.0714 
600 
η1 
.10 .0075 .0119 
-.10 -.0409 -.0714 
η2 
.10 .0125 .0069 
-.10 -.0351 -.0764 
η3 
.10 .0090 .0119 
-.10 -.0399 -.0714 
Note: Δκ denotes the latent mean difference of the second-order factor. 
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Table B18 
Relative Bias of the Latent Mean Difference of the Second-Order Factor and Its Rough 
Estimate for the Exploration of the Influence of Partial Invariance of Intercepts of Both 
First-Order Factors and Indicators (Δκ = .40) 
Sample 
size 
The first-order 
factor that has 
noninvariant 
parameters 
Relative differences in 
noninvariant interceps 
of the first-order factor 
Constraining noninvariant 
intercepts to be equal 
Relative Bias 
Rough 
Estimate 
300 
η1 
.10 .0055 .0119 
-.10 -.0405 -.0714 
η2 
.10 .0126 .0069 
-.10 -.0334 -.0764 
η3 
.10 .0090 .0119 
-.10 -.0372 -.0714 
600 
η1 
.10 .0054 .0119 
-.10 -.0408 -.0714 
η2 
.10 .0122 .0069 
-.10 -.0329 -.0764 
η3 
.10 .0097 .0119 
-.10 -.0372 -.0714 
Note: Δκ denotes the latent mean difference of the second-order factor. 
