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INTRODUCTION 
The hydrological cycle begins with the transfer of water from the 
atmosphere to the earth's surface by precipitation which then runs off 
to rivers, to lakes and to the seas, either through infiltrated under­
ground seepage or directly as surface flow. The cycle is closed as 
water vaporizes back into atmosphere either by evaporation from soil, 
or water surfaces or by transpiration from vegetation. The entire proc­
ess is évapotranspiration (ET). 
The average water balance in humid regions, such as the eastern 
United States, show that from 660 to 711 mm of the more than 1016 mm 
of rainfall is locally returned to the atmosphere by évapotranspiration. 
In subhumid regions with precipitation from 635 to 762 mm, such as the 
eastern great plains regions, évapotranspiration accounts for 558 to 
660 mm. In more arid climates, nearly all of the precipitation is uti­
lized by évapotranspiration. The state of Iowa is situated in a criti­
cal location. Its normal rainfall ranges from 560 mm in the nothwest 
to 635 mm in the southeast and the total evaporational loss from April 
to October ranges from 500 mm in the northwest to 548 mm in the south­
east. 
The demand for water is ever increasing and resources are tapped 
closer to the limit. Furthermore, the water lost by évapotranspiration 
is not directly available for further use. This evaporation phase of the 
hydrological cycle is very important in the study of consumptive use of 
water. The rate and amount of evaporation from water surfaces is also 
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an important consideration in the design of storage reservoirs or for 
assessing the value of natural lakes for such purposes as municipal and 
industrial water supply, irrigation, condenser cooling water, hydro­
electric power, navigation and recreation. 
Transpiration Is an important process In the growth and develop­
ment of plants. It is directly linked with the dry matter production. 
The amount and rate of ET from the crops Is the primary factor in de­
termining the requirement for, and scheduling of, irrigation. It is im­
portant in the water-fertility-yield interaction, development and use 
of crop yield models and for predicting of drainage and leachate. It is 
also an important component of the soil moisture budget calculation for 
estimating ground water recharge and in crop yield studies. 
Evapotranspiration Involves the phase change of liquid water to va­
por and the transport of the vapor from the surface upward through the 
boundary layer of the atmosphere. There are three conditions necessary 
for évapotranspiration. First, there must be a continuous supply of 
energy to supply the required latent heat. Second, there must be a va­
por pressure gradient between the evaporating surface and the atmosphere. 
Finally, there must be a continuous supply of water at the evaporating 
surface. The first two conditions are principally influenced by meteoro­
logical factors which determine the maximum evaporation from a free-water 
surface and ET from vegetation-covered surfaces. In addition to the above 
factors, ET is also influenced by plant and soil characteristics effecting 
water at the evaporating surface. Our interest here is in the relation­
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ships between meteorological parameters, evaporation from a water sur­
face and ET from vegetation-covered surfaces with availability of water 
not limiting the process. The ET term used henceforth describes the 
évapotranspiration from a vegetation-covered surface with nonllmltlng 
water available for the process, unless otherwise stated. 
Direct measurements of evaporation and ET in natural condition 
are very difficult. Lyslmeters are the only equipment which can meausre 
this parameter in near natural conditions. But, they are difficult to 
use and expensive to operate. Lyslmeters are still considered mainly as 
a research tool and are usually Installed at micrometeorologlcal stations 
where the measured ET can be compared with indirectly estimated ET from 
computer models. These models include determinlstically based combina­
tion of energy balance and mass transfer approaches (Penman, 1948; Van 
Bavel, 1966), empirically based correlations with solar or net radiation 
(Jensen and Halse, 1963; Priestley and Taylor, 1972) and evaporation from 
a standard Class Â pan evaporimeter. 
The Class A pan is used by the National Weather Service (NAA) to 
measure evaporation in more than 450 locations in the U.S. It is also 
used by many other countries and was adopted by the World Meteorological 
Organization and the International Association of Scientific Hydrology 
as a reference instrument for the International Geophysical year. 
Class A pan data with some modifications have been used as predic­
tors of evaporation from a number of different surfaces and of ET for 
different crops. Campbell and Phene (1976) showed that in the southeast 
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U.S., the amount of evaporation from a screened Class Â pan is equal to 
the potential évapotranspiration as calculated by the Penman (1948) 
equation. Lambert et al. (1981) and Doty et al. (1982) used a screened 
Class Â pan to schedule Irrigation In humid areas. Class A pan data 
are an important input in the calculation of soil moisture in Iowa. 
The Class A pan is very simple in construction but not so single 
in installation and operation. It is very sensitive to exposure. Sever­
al investigators have shown that evaporation can be decreased 15 to 18% 
leeward of tree shelterbelts or other barriers (Miller et al., 1974; 
Felton, 1967; Skldmore and Hagen, 1970). It also has many other short­
comings. The mounting allows heat transfer from the air through the bot­
tom and the sides of the pan, thus providing the water with a heat source 
(or sink) not available to the water in a lake or in a soil. The adjust­
ment made on the water level change due to rainfall does not consider 
the water loss from the pan due to splashes which depend upon the wind 
speed. Sometimes frequent and intense rainfall causes overflow of 
the water from the pan and makes it Inoperative, hence the data are lost 
for the day. Also, sometimes evaporation is exaggerated from the drink­
ing of water in the pan by birds and animals. The requirement of a well-
trained person for adjustment, maintenance and observation of this Class 
A pan makes its regular operation very expensive. 
Iowa is in process of establishing a network of Automated Meteoro­
logical Stations which provide near real time data. Since a Class A pan 
requires a narrow range of water levels it has to be maintained regular­
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ly so it is expensive to configure with an automated network. Hence, 
it is very important to develop a method to estimate Class A pan evapo­
ration by using meteorological data. Even during the regular operation 
of the pan, we must make some estimate for the data lost due to over­
flow and other causes. 
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OBJECTIVES 
The general objectives of this study were to establish a small 
network of Automated Meteorological Stations and to implement a proce­
dure for estimating Class A pan evaporation from the measured meteoro­
logical parameters. The techniques must be practical within the limits 
of instrumentation and calculations, and adaptable to continuous opera­
tion from spring to late fall. 
Specific objectives were: 
1. Set up a small network of Automated Meteorological 
Stations and collect the necessary data. 
2. To develop procedures and mathematical models for 
estimating daily Class A pan evaporation. 
3. To obtain models which could give pan evaporation data 
estimates in field stations far away from the agro-
meteorological stations using very simple parameters 
(e.g., average, maximum and minimum temperatures). 
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LITERATURE EŒVIEW 
Introduction 
Class A pan evaporation data have been used to estimate mav-tmiim 
évapotranspiration. Estimates require the development of a relation­
ship between Class A pan data and ET estimated from another technique. 
Doorenbos and Pruitt (1975), based on experimental results from differ­
ent parts of the world, presented coefficients to transform Class A pan 
data to ET for several crops. 
To meet the stated objectives, it is necessary to: (1) review the 
techniques of others for estimating ET and its relationship to Class A 
pan evaporation, (2) select methods that appear best suited to us, and 
(3) define the details and assumptions of these methods. 
Considering the numerous applications of ET in several disciplines, 
it is very important to keep in view the bounds of our problems. Hence, 
we are reviewing only those articles and books which have a rather di­
rect interest. 
Historical Interest in Evaporation and 
Evapo transpirat ion 
Since the early days, human beings have been intrigued by the evap­
oration of water. Throughout recorded history, scholars wondered why 
water mysteriously turned to vapor and seemingly disappeared into the 
air. For a better understanding of the discovery of our present knowledge, 
it is appropriate to review briefly some of the concepts of the past and 
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their evolution. 
The Greek philosophers are renowned for their large efforts to 
arrive at a rational explanation of the physical world in which they 
lived. Brutsaert (1982, p. 15) reported that the earliest known Greek 
philosophical writings concerning evaporation was by Anaximander of 
Midefas around 565 B.C. Anaximander's views were summarized as fol­
lows: 
Winds are generated when the finest vapors 
(atmos) of the air are separated off and when 
they are put into motion by being assembled 
together; rains are generated from the evapo­
ration (atmis) that is sent up from the earth 
toward the sun. 
According to Brutsaert (1982, p. 15), Aristotle (384-332 B.C.) 
...believed that the heat required for evapo­
ration came from solar radiation or some other 
heat source; however, he denied any direct 
connection between evaporation and the wind 
except that both are caused by sun. 
Aristotle's successor Theopharastos (372-287 B.C.) was perhaps the first 
to see a more correct relationship between wind and evaporation. He 
raised the possibility that beside sun, wind has a drying effect and 
creates vapor (Brutsaert, 1982, p. 18). 
There were few significant improvements in the concept of evapo­
ration during the Roman period and Middle Ages. Around 1244, Aristotle's 
philosophical works became known in Western Europe and its monopoly con­
tinued for the next three centuries (Brutsaert, 1982, p. 25). As re­
ported by Brutsaert (1982, p. 26), Descart (1637) was one of the first 
natural philosophers to break away from Aristotle's concepts. He at­
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tempted to explain evaporation and wind by postulating the existence 
of small particles. "Evaporation is caused by the heat of the sun, 
heat is equivalent to agitation of the particles. Wind is air in mo­
tion, but it is the result of evaporation rather than one of the causes." 
By late 1600, experimentation had become an integral part of scientific 
methods. Bailey (1694) after performing evaporation experiments on 
small pans indicated that the sun and wind are the main causes of evap­
oration (Brutsaert, 1982, p. 27). 
In 1802, Dalton put forth a generalized theory of vapor pressure 
for estimating the rate of evaporation. It can be written in present 
day notation as 
E = fjj(u)(e* - e^) 
where E is the rate of evaporation as depth of water per unit time, e* 
the saturation vapor pressure at the temperature of the water surface, 
e^ the vapor pressure in air and f^Cu) is a function of the mean wind 
speed u. 
As referred to in Brutsaert (1982), Weilenmann (1877) expressed 
the evaporation rate as a linear function of the mean wind speed and al­
so proportional to saturation deficit of the air. He tested the follow­
ing equation with experimental data. 
E = (A + B u)(e* - e ) 
s s sa 
where A and B are empirical constants. He tested his equation by using 
s s 
the evaporation data from a wind-evaporometer exposed at 1 m above the 
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surface at Nukus, Uzbekistan and concluded that = 0.0702 and = 
-1 0.00319 where E is in mm(2h) , e is in mm Eg and u measured at 7.5 m 
above the ground is in kmh Stelling's equation with various values 
of and soon became very popular. 
The discoveries of latent heat of evaporation, heat transfer 
processes (at the end of the eighteenth century), and radiation laws 
(Stefan, 1877; Boltzmann, 1884) led to the foundations of the energy 
budget procedure of evaporation computation work of Schmidt (1915), 
Bowen (1926) (referred to in Brutsaert, 1982) and others to present. 
Developments in fluid mechanics and turbulent transport phe­
nomena lead further progress in evaporation theory. Schimidt (1917) 
(as referred to by Brutsaert, 1982) proposed the same "exchange coef­
ficient" for momentum and other admixture and helped to recognize evapo­
ration as a regular component of turbulent flow. The turbulence theory 
has become better understood from research conducted during the early 
aviation history of the 1930s (Thomthwalte and Holtzman, 1942). 
Evapotranspiration as a Hydrologlcal 
Component 
Hydrologlsts consider évapotranspiration as an important water 
movement process in the hydrologie cycle. They are Interested In defin­
ing the principal variables and their relationships to ET. To under­
stand and model watershed hydrology, we must be able to predict ET ade­
quately. McGuinness and Harrold (1962) found that small—area streamflow 
at Coschocton, OH was regulated primarily by seasonal ET. Gates et al. 
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(1982) predicted the runoff from the Cedar Glade, MO watershed by using 
ET estimates and other variables. 
Several coiiq>rehensive soil and water resource models use ET as a 
major hydrologie component. Models, like CREAMS (chemicals, runoff, and 
erosion from Agricultural Management Systems) (Knisel, 1980), SPUR 
(Simulation of Production and Utilization of Rangelands) (Wight, 1983), 
EPIC (Erosion-Productivity Inçact Calculator) (Williams et al., 1984) 
and SWRRB (Simulator for Water Resources in Rural Basins) (Williams et 
al., 1985), which are developed by the Agricultural Research Service 
(ARS) have different objectives but many of their components like ET 
are similar. Arnolds and Williams (1985) used measured ET data for corn 
and bluegrass at Coschoeton, OH to validate the ET component of the 
SWRRB model. The simulated values from the model showed ET as a major 
component in the hydrological balance. They used the model to predict 
the effects of management decisions on sediment and water yields from 
the Little Washita River near Chicasha, OK, Reynolds Creek near Boise, 
ID, Little River near Tifton, GA and Brushy Creek near Riesel, TX. They 
found predicted and measured in close agreement. They also showed that 
the SWRRB model is a useful tool for estimating water use efficiency for 
various management strategies. Croley (1985) estimated ET in the LBRM 
(Large Basin Runoff Model). The model gave a good description of river 
flows and agreed well with both historical data and perceived hydrology 
within the Laurentian Great Lakes Basin. Leith and Solomon (1985) used 
data from Geostationary Operational Environment Satellite (GOES) digital 
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images to estimate net solar radiation used in calculating the long-term 
ET and runoff from a large area in southern British Columbia, Canada. 
Much of watershed management for altering water yields is based 
upon altering the ET from watershed. Forest water management is very 
important to the quality of runoff water. Runoff from forest and 
wild lands generally is of good quality compared to that from agri­
cultural, horticultural and urban areas (Dissmeyer, 1978). Forest water 
management with ET manipulation has received much attention. Douglass 
and Swank (1975) removed tree canopies to alter ET in Appalachian hard­
wood forests. They estimated the water yield increase from the removed 
amount of tree canopy and potential annual isolation. Riekar and Winter 
(1982) estimated the first-year increase of runoff from a harvest block. 
Runoff and ET can also be controlled by the selection of ap­
propriate tree species. Experimental manipulation of ET by species 
conversion and vegetation removal in the eastern United States created 
a range of runoff changes from minus 20 cm to plus 40 cm, respectively 
(Stone et al., 1978). Rainwater interception by tree crowns is one of 
the most important factors in the ET differences between species (Douglass 
and Swank, 1975). Pine forest stands in North Carolina and Mississippi 
were found to have higher ET rates than hardwood forests, mainly because 
of greater interception (Douglass, 1967). 
Evapotranspiration as a Physiological Component 
Water is an essential component of plants. Its content varies 
widely in higher plants from over 90% of the fresh weight for young ac­
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tively growing plants to as low as 5% for some air-dry seeds. Water 
is distributed throughout the plant to all of its organs and tissues. 
It is present both in the liquid and gaseous states. The liquid system 
extends from cell-to-cell as a branched but continuous network from the 
root epidermis throughout the breadth and length of the root, stem, and 
leaf, and into the surface (epidermal) cells of the leaf. The trans­
formation of liquid water to the vapor phase occurs at the moist sur­
face of the mesophyll cells, with consequent diffusion of water va­
por into intercellular leaf spaces and diffusion through the stomates 
into the atmosphere. 
Water plays many important roles inside a plant. It acts as a sol­
vent and transports solutes of various kinds. Water must be present 
in cytoplasm for many plant biochemical reactions. It is a raw material 
in photosynthesis where it acts as a source of oxygen evolved from plants 
and of hydrogen involved in the reduction of carbon dioxide. The main­
tenance of plant turgor depends upon adequate hydraulic pressure in 
leaves and thus on an adequate water supply. 
Evapotranspiration refers to the loss of water from moist soil by 
the combined processes of vapor transfer away from the soil surface, and 
water withdrawal from the soil by plant roots followed by vapor transfer 
away from the leaf surface by transpiration. Transpiration from a plant 
can be considered primarily as a physical evaporation process in which the 
race of water loss is conditioned to a degree by the anatomy and physi-
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ologlcal behavior of the plant. Transpiration cools a leaf and exerts 
a negative-feedback effect on water loss by reducing the water vapor 
pressure in the leaf. Leaf temperature affects CO^ assimilation and 
stomates respond through several feedback loops involving CO^ and water 
vapor. Thus, évapotranspiration is associated with photosynthesis and 
is significantly correlated with growth and development of plants and 
ultimately to crop yield. Many investigators CShih and Gasco, 1982; 
Shih et al., 1983; Shih and Snyder, 1984) found a linear relationship 
between ET and yield of different crops (cane yield and sugar yield, 
rice grain, taro tuber, respectively). Many others (Hanks, 1974; Tanner, 
1981, Watts and Goltz, 1985) have shown that potato crop yield increases 
linearly with ET until the potential rate has been obtained. 
Whenever transpiration exceeds water absorption in plants a water 
deficit occurs. This may be due to excessive water loss, reduced ab­
sorption or both. The effects of water deficits on physiological proc­
esses have been published by Kozlowski (1968, 1972, 1974), Hsiao (1973), 
Levitt (1980), Turner and Kramer (1980), and by Paleg and Aspinall 
(1981). 
The most obvious effect of water stress is reduced growth. It is 
also associated with modified plant development and morphology. The ef­
fects on vegetation development include the reduction of tillering in 
grasses and the early termination of extension growth in perennials with 
the formation of dormant buds. Water deficits also stimulate the abscis­
sion nf leaves and fruits particularly after relief of stress. Stress 
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often advances flowering in annuals and delays It in perennials. Angus 
and Moncur (1977) and Morgan (1980) found that a mild stress on wheat 
advanced the flowering by a week and decreased the number of spikelets, 
pollen fertility and grain set. Dale and Shaw (1965) and Rhodes (1982) 
found that the com yield is directly related to the number of soil-
moisture-stress-free days for the plants. Howell and Hiller (1975), 
Choudhury and Kumar (1980) and Gardner et al. (1981) showed that the de­
gree of yield reduction for sorghum, wheat, and corn, respectively, were 
functions of the growth stage at which stress occurred. Hodges and 
Doraiswamy (1979) reported significant soybean yield reduction by water 
stress. Blanchet et al. (1977) and Retta and Hanks (1984) for thirteen 
cultivars of soybeans and com, respectively, found that the grain yields 
and total dry matter were linearly related to the amount of water consumed. 
Evapotranspiration as an Irrigation 
Management Component 
A natural consequence of crop growth is the withdrawal of water 
from the crop root zone and evaporative loss from exposed plant and soil 
surfaces. The aim of efficient and effective irrigation management is 
to provide sufficient water to the crops to replenish the depleted soil 
water in time to avoid physiological water stress in the plants. While 
in some instances a degree of water stress may be tolerable, or even 
desirable, the effects of underirrigation on crop production are so major 
that usually the goal is to make sure soil water is continuously adequate 
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for desirable crop growth. Irrigation in excess of the storage ca­
pacity of the soil root zone can be an inefficient use of water, and/or 
energy, and may lead to serious problems. Thus, it is very Important 
to determine the irrigation needs in order to provide desirable irriga­
tion management in arid and semlarld climates in humid or semihumid 
climates where irrigation supplements precipitation. 
The design of an irrigation scheduling model is quite dependent on 
the availability of évapotranspiration and rainfall data for the area in 
question. Doorenbos and Pruitt (1977) provide examples for designing 
irrigation systems. The net irrigation requirements for crops are cal­
culated using a field water balance equation where ET is a major com­
ponent. Sprinkler or trickle irrigation systems that are capable of 
frequent irrigations consider primarily peak ET estimates for shorter 
time periods. Heerman et al. (1976) used a computer simulation model 
to determine the net design capacities for center pivot irrigation sys­
tems and found that it satisfied the net ET requirements 99% of the time. 
Evaluation of existing irrigation syistems also often rely on calculated 
estimates of ET. The accuracy of ET estimates can significantly affect 
the calculated water application efficiency. 
Irrigation scheduling is commonly defined as determining when to 
irrigate and how much water to apply. These decisions will vary depend­
ing upon the grower's objectives or decision criteria. Alternative de­
cision criteria include: (1) maximum economic return, (2) maximum yield, 
(3) maximum response per unit of water and (4) maximum utility based 
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on the expected value and associated variance in return. Irrigation 
scheduling increases irrigation efficiency by balancing water applied 
with crop water use. The benefits of Increased irrigation efficiency 
often Include veduced water use, energy conservation, and reduced con­
taminated leaching to groundwater resulting In the reduction of irriga­
tion cost where irrigation has been excessive and increased yield and 
return where applied water has been deficit. 
Water budgeting is a common technique for predicting irrigation 
time and amount for meeting crop water requirements. One of the major 
Inputs to a water budget Is the ET for the individual crops. Doorenbos 
and Prultt (1977) presented a procedure for developing seasonal irriga­
tion schedules for individual fields based on average climatic ET. The 
increasing accessibility to computers has Increased the use of the water-
budgeting method in irrigation scheduling CBrase et al., 1981; Crouch 
et al., 1981; Curwen and Massie, 1985; Fishback, 1980). The USDA 
irrigation schedule program (Jensen, 1969; Kincaid and Heerman^ 1974; 
Harrington and Heerman, 1981) also uses water budgeting. The strategies 
for irrigation scheduling were also developed by using a crop-growth 
model (Martin et al., 1985), where ET is an important integral part. 
The effectiveness of irrigation scheduling is evaluated from crop 
yields and production costs. The use of yield models for farm water man­
agement will become more important as energy costs increase and water 
availability decreases. Many investigators (English and Nuss, 1982) 
examined the design for deficit irrigation and simulated the effect of 
deficit irrigation on crop yield (Martin et al., 1984). The users and 
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researchers have to develop techniques which provide accurate ET esti­
mates as well as maintaining high quality data observations for use in 
evaluation irrigation scheduling models. 
Selection of Methods 
Many methods have been developed for the estimation of evapora­
tion and évapotranspiration. Therefore, the most important step is to 
choose the most appropriate methods. Evaporation and ET are determined 
by much the same physics and are often treated as a whole with modifica­
tions inserted when necessary. Before discussing the available methods, 
we must consider our application criteria. Daily Class A pan evapora­
tion data are needed for soil moisture computation and have many other 
applications. So, we have to select the methods which can be used to 
estimate daily Class A pan evaporation. Since our interest is on daily 
estimates rather than monthly or seasonal, the method used must describe 
day-to-day variation instead of time averaged values. 
The methods to estimate evaporation and ET can generally be clas­
sified as follows: (i) hydrological or water balance method, (ii) micro-
meteorological, (iii) empirical, and (iv) evaporimeters. Let us follow 
this classification with comments added about their potential applica­
tion. 
Water balance methods 
A large portion of the water that falls on land surfaces is returned 
to the atmosphere by evaporation and évapotranspiration. The water balance 
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equation accounts for all the water in different processes. The water 
balance equation may be written as 
P I  +  C S W  ± R O - D - E = 0  
where PI is the precipitation and/or irrigation, CSW is the change in 
water stored in soil, RO is the runoff, D is percolation or deep drainage, 
and E is evaporation (or évapotranspiration). Inputs to the system are 
taken as positive and outputs as negatives. 
In most water balance studies, all the elements in the equations 
are measured or estimated and E is calculated as residual. It can be 
applied to any scale, ranging from global, continental land masses and 
hydrological catchments to small fields or even individual plants. When 
applied over large scales the estimates are valid for long periods 
(month, season, and year) only. Rouse and Wilson (1971) have shown that 
for a corn field a time interval of seventeen days is necessary to main­
tain the error in estimated évapotranspiration within 10% if only one 
site is used. The time interval decreased to eight days when the site 
number was increased to six. These examples indicate that the soil water 
balance method cannot be used for periods less than one week and is use­
ful only over longer periods. Deep percolation during rainfall and ir­
rigation also results in a serious error. Many other investigators (Tang 
and Ward, 1982; Talsma and Van Der Lelij, 1976; Rogers et al., 1983) have 
also used water balance techniques to estimate évapotranspiration. Lysi-
meters are constructed on the basis of the water balance equation and 
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are considered to be very precise even for time periods as short as one 
hour. They are very expensive both in Installation and operation. There 
are many types of lysimeters, but a weighing lysimeter is generally con­
sidered the most accurate means of direct measurement of évapotranspira­
tion. It Is often used as a standard to which other methods are com­
pared. 
Micrometeorologlcal methods 
Aerodynamic approach This method is based on the assumption of 
similarity of the transport mechanisms of momentum, water vapor, and 
heat. It describes the aerodynamics of flow near a surface so that the 
turbulent transfer processes that control the transport of momentum, wa­
ter vapor, and heat can be understood. It requires the vertical gradient 
measurements of wind, humidity, and air temperature directly above the 
surface in question, plus good definition of the wind boundary-layer 
profile. Thomthwalte and Holtzman (1942) were among the first modern 
micrometeorologists to apply the aerodynamic approach to calculate évapo­
transpiration. Their equation as given in Rosenberg et al. (1983) in­
volves the vertical gradient of specific humidity and the logarithmic 
wind profile. The method was improved by many researchers (Businger et 
al., 1971; Dyer, 1974; Lumley and Panofsky, 1964) by applying stability 
corrections. This method relies on the product of the gradients of 
either temperature and wind speed or humidity and wind speed. Errors in 
determination of the fluxes are directly proportional to errors in measure­
ments of the gradients. So it requires accurate observations of wind 
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speed, humidity, and temperature. It gave satisfactory results over 
water surfaces, bare soils or low canopies, but theoretical limitation 
prohibited its use for tall crops or forests CTennekes, 1973). The 
flux gradient relation was invalid because turbulent exchanges are in­
termittent above the top of tall vegetation (Denmead and Bradley, 1985; 
Shaw, 1985). This method is good for daily calculation as well as time 
averaged calculation for global climatic models (Hanabe and Wetherald, 
1980). 
Energy balance The evaporation process requires a large quanti­
ty of energy. The principle of conservation of energy (first law of 
thermodynamics) states that energy cannot be created or destroyed, but 
only changed from one form to another. By applying this to a system, 
it can be seen that the difference between all the energy fluxes into 
and out of the system must equal the rate of storage. As shown by Tanner 
(1967), the complete energy balance is quite complicated, but usually 
only the vertical energy balance is used and small terms are assumed 
negligible over periods of a day or longer. The energy balance at the 
earth's surface may be written as; 
R n = R i - R o =  S + A + L E + P + M  
where Rn is the net radiation, Ri the incoming, and Ro the outgoing radia­
tion, S the soil heat flux, A the sensible heat to the air, and LE the 
energy consumed in evaporation. L is the latent heat of evaporation and 
E the quantity of water evaporated. The terms P and M represent pho­
tosynthesis and miscellaneous exchanges, respectively. The mis­
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cellaneous term includes energy exchanges which are due to metabolic 
activity and the storage of heat in the plant tissue or volume of the 
canopy. The sum of P and M terms is usually small and assumed negli­
gible so that the equation becomes 
When soil water is not limiting, Bowen (1926) neglected the soil 
heat flux S and partitioned Rn between LE and A. He introduced the 
term Bowen ratio (B) defined by 
^ = A 
The relationship is simplified by assuming that the turbulent exchange 
coefficient for heat transport and the exchange coefficient for water 
vapor exchange to be equal. Then B is evaluated from the relation 
where Y is the psychrometric constant, T^ and T^ are temperatures at 
levels 2 and 1, respectively, and e^ and e^ are vapor pressures at 
levels 2 and 1, respectively. By substituting B into the heat balance 
equation, we have 
Rn « S + A + LE 
The necessary instruments to measure daily values of these parame­
ters are available. Net radiometers are expensive and delicate for regular 
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operational use. The measurement s of other parameters Involve many 
assumptions which must be understood (Tanner, 1967; p. 50). Many In­
vestigators (Gumey and Camillo, 1984; Rosenberg et al., 1968; Severini 
et al., 1984; Yoshido, 1979) have successfully used the energy balance 
equation with various approaches to estimate évapotranspiration. Under 
nonadvective conditions, the above equation gives a good estimate of 
the évapotranspiration. Bowen's ratio method was compared with évapo­
transpiration from lysimeters (Denmead and Mcllroy, 1970) and from water 
balance methods (Tajchman, 1971). Close agreement was found. Bowen's 
ratio method requires measurements at two levels. The measurement of 
the humidity gradient is crucial. 
Eddy correlation approach Sensible heat, water vapor and momen­
tum are transported in the vertical direction by eddies. The eddy cor­
relation method uses a covariance technique to determine the turbulent 
fluxes of sensible heat, water vapor and momentum. Swinbink (1951) and 
Dyer (1961) were the first to apply this technique to sensible heat and 
latent heat fluxes, respectively. Theoretically, this is a desirable 
method to determine the fluxes. In practice, the latent heat flux is de­
termined by measuring the fluctuations of vertical wind speed, temperature 
and humidity and then computing the cross-correlation over a suitable 
averaging period. 
As this method requires rapid measurement of fluctuations, instru­
ments have very strict requirements. The sensors must have a sufficiently 
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fast response time. If the response is too slow, the higher fre­
quency fluctuations cannot be measured and part of the cross-correla­
tion goes undetected and the flux is underestimated. The orientation 
and placement of the velocity sensors must be precise, otherwise part 
of the horizontal component of the wind speed is recorded as the ver­
tical component. The averaging time should be as short as possible 
to generate a stationary time series without the effect of any trend, 
but it should also be long enough to cover even the slowest fluctua­
tions of the turbulent spectrum. The instrumentation difficulties and 
the amount of data that have to be processed make this method very dif­
ficult for regular operations. 
Combination approaches The combination method uses the approach 
that the sensible heat flux can be measured by aerodynamic methods; then, 
the latent heat flux can be estimated from the energy balance equation. 
These approaches possess the strengths of both the vertical heat budget 
and the aerodynamic methods. But two sets of assumptions and conditions 
are also imposed. Penman (1948) was among the first to develop this 
method. Penman's method was originally designed to estimate evapora­
tion from open water surfaces but later it was modified by several re­
searchers (Penman, 1956; Tanner and Pelton, 1960; Slatyer and Mcllroy 
1961; Monteith, 1963, 1965; Van Bavel, 1966; Thorn and Oliver, 1977; Cull 
et al., 1981) to calculate évapotranspiration from different surfaces 
under different conditions. From the practical point of view, the main 
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feature of the combination equation is that it requires measurements 
of mean specific humidity, wind speed and temperature at only one level. 
For this reason, it is useful when the multi-level measurements needed 
for aerodynamic methods or for standard energy balance methods are un­
available or are impractical. 
Many researchers (Shih et al., 1981; Guston and Batchelor, 1983; 
Sadegi et al., 1984; Smajstrala et al., 1984; Fapohunda and Isedu, 
1984) used évapotranspiration computed from the combination equation as 
a standard to compare the évapotranspiration computed from other methods. 
Dale and Scheeringa (1977) related the Penman equation with Class A pan 
evaporation and Thorn et al. (1981) modified Penman's combination equation 
to describe the Class A pan evaporation adequately. 
Empirical methods 
Many empirical equations have been developed for estimating evapora­
tion. These methods relate evaporation to one or more micrometeorological 
parameters. Tanner (1967, p. 555) groups empirical methods into four 
classes according to their dependence on: (1) radiation, (2) temperature, 
(3) humidity, or (4) evaporimeters. Tanner (1967, p. 557) further groups 
the radiation method into two classes: (1) those based on a rational 
energy budget but which rely on empirical approximations to utilize exist­
ing weather data, and (2) those that are completely empirical, such as re­
gression equations. Tanner also comments: "Because radiation methods are 
tied more closely to energy supply, they show greatest promise for short 
term as well as long term estimates." Most of the empirical equations 
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are reliable for the locations where they were developed, but may not 
be applicable when used for locations with different climatic conditions. 
These have been mostly used for prediction of weekly, monthly or season­
al evaporation rather than daily. A few of the more prominent methods 
which can be used for daily evaporation estimates are briefly discussed 
below. 
Antal equation Antal (1973) developed a simplified model to esti­
mate evaporation from mean tençerature and water vapor deficit in the 
atmosphere. He used 
E = 0.735(6^ - e)°'7 (1 + 
where E = evaporation rate in mm/day 
e = saturation vapor pressure at temperature T in 
® the instrument shelter in mbar 
e = actual vapor pressure at temperature T 
in the instrument shelter 
T = mean daily temperature in "C 
Linacre equation Linacre (1977) simplified the Penman equation 
to estimate evaporation rate by using air and dew point temperatures. 
The equation is 
700(T + 0.006h)/(100 - A) + 15(T - Ta) 
^ " (80 - T) 
where E = evaporation rate in mm/day 
T = mean temperature in °C 
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= mean dew point temperature in "C  
A = latitude of the location in degrees 
h = elevation of the location in m 
Priestley-Taylor equation Priestley and Taylor (1972) presented 
an equation to calculate potential evaporation on a daily basis using 
net radiation. 
where E = potential evaporation rate in mm/day 
Rn = net radiation expressed in equivalent mm/day 
S ® rate of change of saturation vapor pressure with 
temperature, de^/dT 
Y = psycrometric constant 
a = a dimensionless empirical constant 
Priestley and Taylor found the a value to be 1.35. Davies and Allen 
(1973) and Stewart and Rouse (1977) showed that a values depend on tem­
perature but they are close to 1.26 for temperature in the range of 15®C 
to 30°C. Thompson (1975) verified the value of a = 1.26 for wet surfaces. 
Clotheir et al. (1982) found a = 1.21 for a variety of crops using day­
light net radiation values. 
The Priestley-Taylor equation was considered to be valid only for 
nonadvective conditions but Jury and Tanner (1975) modified it to account 
for the advection effects. They modified it by changing a from a constant 
to a variable which depends on actual vapor pressure deficit and long-
term mean vapor pressure deficit. Many investigators (Shouse et al.. 
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1980; Williams and Stout, 1981) found this advectlon modified equation 
adequate In such conditions, but Kanemasu et al. (1976) found under­
estimation from this equation. Green et al. (1984) found the évapo­
transpiration calculated from the Priestley-Taylor method very close to 
that measured from lyslmeters. 
Evaporlmpters 
There are many different types of evaporimeters used to measure 
evaporation but the Class A pan is the most widely used evaporimeter. 
Class A pan evaporation has generally been accepted to estimate poten­
tial évapotranspiration. Since this instrument allows for an inte­
gration of all environmental factors Incident upon evaporation, this 
has been correlated with the loss of water suffered by a crop cover. 
To transform Class A pan evaporation data into évapotranspiration, a rela­
tionship between pan evaporation and évapotranspiration must be determined. 
Many such relationships have been developed for grass (Pruitt and Lourence, 
1968; Assis, 1978), bean (Luchlari, Jr., 1978), com (Denmead and Shaw, 
1959; Stewart et al., 1971; Scardua, 1970; Tan and Fulton, 1980), sugar 
cane (Villa Nova et al., 1978), rice (Evans, 1971; Yoshida, 1979) and 
others. Doorenbos and Pruitt (1975) presented coefficients to transform 
Class A pan evaporation to potential évapotranspiration for several 
crops based on experimental results from different parts of the world. 
Many investigators (Mcllroy and Angus, 1964; Talsma and Van Der 
Lelij, 1976; Papohunda and Isedu, 1981; Hargreaves and Samini, 1982; Tang 
and Ward, 1982; Saeed, 1986) have compared the évapotranspiration esti­
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mated from other methods with Class Â pan evaporation and found good 
agreement. Frevert et al. (1983) developed a regression equation to 
estimate évapotranspiration. 
De Datta et al. (1973) and Shlh (1981) examined the relationship 
between solar radiation and pan evaporation and developed a regression 
equation to relate them. Assis and Vlelra (1981) developed a regression 
equation to estimate dally Class A pan evaporation from the saturation 
vapor pressure deficit. Hansen and Rauzl (1977) also developed an equa­
tion to estimate dally Class A pan evaporation from meteorological parame­
ters. The equation is given as 
E = R(-0.06 + 0.036T) + 0.016W 
where E = dally Class A pan evaporation in mm/day 
R = daily incident short wave radiation in mm/day 
T = mean dally temperature in "C 
W = total daily wind run in km/day 
Considering the advantages, disadvantages and our objectives and 
resources, the combination and empirical approaches may fulfill our 
requirements as well as evaporimeters when reliable results can be 
demonstrated. 
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PRELIMINARY STUDY 
Methods 
Before starting this study In full scale, a preliminary study was 
conducted. In this preliminary study, limited cllmatologlcal data 
(dally maximum and minimum temperature from 1976-1981 for the months 
May to September and Class Â pan data) for Ames were obtained from the 
Agronomy Department of Iowa State University. Evaporation was estimated 
by using Linacre's, Papadakls' (1961), and Antal's equations. Since 
Ames did not have cllmatologlcal record of dew point temperature, the 
Des Moines dew point temperature data were used for comparative purposes. 
The format of the equations are given below: 
(1) Linacre equation 
E = 
700(T + 0.006H)/C100 - L) + 15CT - T^) 
mm day -1 (80 - T) 
where H is the altitude in meters. T and T^ are air and dew point tem­
peratures in "C and L the latitude. 
(11) Papadakis equation 
E = 0.5626(e^ - e^) mm day -1 
where e^ and e^ are saturation vapor pressures at air and dew point 
temperatures, respectively, in mb. 
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(ill) Antal equation 
E = 0.736(e^ - e)^'^ (1 + mm day ^ 
where e and e are saturation and actual vapor pressures in mb and T air 
s 
temperature in °C. 
(iv) New Antal equation as described in the result section below 
E = l.lCe^ - e)®'^ + (1 + 273^^'^ ™ day ^ 
In all the equations, the computations were done twice. First, the 
dew point temperature of Des Moines was used and then it was replaced 
by the min-îminn temperature of Ames. Vapor pressures were also calculated 
corresponding to the dew point temperature and minimum temperature and 
used in the equation successively. The computed evaporation was then 
compared with the daily Class A pan evaporation data from Ames. 
Results and Discussion 
The mean errors (observed-predicted pan evaporation) for each 
month from all the equations are given in Tables 1-5. From the tables, 
we can see that both the Antal and Papadakis' methods highly underesti­
mated the evaporation giving positive mean errors for all the months. 
So, the Antal method was modified by changing the empirical constant 
from 0.736 to 1.1. The results of this modification are also included 
in Tables 1-5. This gave much better results with lower daily mean 
errors and mean daily absolute errors for almost all months. Also, 
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we find that modified Antal equations using dew point temperature had 
the lowest mean errors and absolute mean errors for almost all months. 
It is followed by Linacre's equation. These results show that modified 
Antal and Linacre equations are the best methods using both dew point 
temperature and using minimum temperature values. 
The tables further show that the use of dew point temperature gave 
results better than from the use of minimum temperature. This indicates 
that dew point temperature is important and the prediction may be further 
Improved if we could use dew point tençerature from Ames. Although the 
use of dew point temperature gave better results, the minimum tempera­
ture also gave very acceptable results. 
This preliminary study indicates that Class A pan evaporation can 
be estimated from the equations by Linacre and Antal. The superiority 
of Antal and Linacre equations indicates that solar radiation and other 
meteorological parameters will be helpful to predict pan evaporation 
more accurately because Linacre's equation is a simplified version of 
the well-known combination equations. Hence, we are encouraged to study 
further by establishing meteorological stations to collect data on solar 
radiation, humidity and wind speed. 
Table 1. Mean daily errors and mean daily absolute errors of the indicated estimating methods 
for the month of May in mm/day 
Year 
Methods Using 1976 1977 1978 1979 1980 1981 Mean 
Antal 
Dew pt. temp. Mean 
Abs. 
error 
mean error 
2.70 
2.32 
2.64 
2.85 
2.29 
2.42 
2.05 
2.34 
1.13 
1.65 
3.24 
3.36 
2.34 
2.57 
Min. temp. Mean 
Abs. 
error 
mean error 
3.21 
3.33 
2.77 
3.07 
2.21 
2.61 
2.28 
2.60 
1.83 
2.16 
3.62 
3.74 
2.65 
2.91 
Antal 
Dew pt. temp. Mean 
Abs. 
error 
mean error 
0.75 
1.37 
0.25 
1.75 
0.62 
1.41 
0.065 
1.32 
-1.33 
2.01 
1.29 
2.05 
0.27 
1.65 
(new) Min. temp. Mean 
Abs. 
error 
mean error 
1.51 
2.19 
0.44 
2.03 
0.50 
1.76 
0.40 
1.77 
-0.30 
1.81 
1.87 
2.51 
0.74 
2.02 
Linacre 
Dew pt. temp. Mean 
Abs. 
error 
mean error 
1.32 
2.00 
1.04 
2.18 
0.66 
1.64 
0.72 
1.68 
-0.30 
1.60 
1.85 
2.44 
0.88 
1.93 
Min. temp. Mean 
Abs. 
error 
mean error 
1.84 
2.57 
1.15 
2.32 
0.71 
1.81 
0.95 
1.99 
0.38 
1.76 
2.29 
2.87 
1.22 
2.22 
Papadakis 
Dew pt. temp. Mean 
Abs. 
error 
mean error 
2.32 
2.41 
2.39 
2.63 
2.30 
2.37 
1.75 
2.07 
0.52 
1.53 
2.87 
3.01 
2.02 
2.33 
Min. temp. Mean 
Abs. 
error 
mean error 
3.12 
3.20 
2.60 
2.92 
2.23 
2.60 
2.11 
2.49 
1.62 
2.04 
3.49 
3.59 
2.52 
2.80 
Table 2. Mean daily errors and mean daily absolute errors of the indicated estimating methods 
for the month of June in mm/day 
Year 
Methods Using 1976 1977 1978 1979 1980 1981 Mean 
Dew pt. temp. Mean error 3.44 3.52 2.46 1.94 2.97 3.21 2.92 
Antal Abs. mean error 3.49 3.61 2.46 2.16 3.03 3.34 3.01 
Min. temp. Mean error 3.91 4.46 2.36 2.35 3.03 3.89 3.36 
Abs. mean error 3.97 4.51 2.82 2.64 3.13 3.94 3.50 
Dew pt. temp. Mean error 0.82 0.22 0.11 -0.64 0.60 0.40 0.25 
Antal Abs. mean error 1.41 1.82 1.44 1.51 1.72 1.66 1.59 
(new) Min. temp. Mean error 1.52 1.62 0.26 -0.03 0.70 1.42 0.91 
Abs. mean error 1.99 2.06 2.03 1.60 1.86 2.12 1.94 
Dew pt. temp. Mean error 1.97 2.14 0.58 0.33 1.23 1.64 1.32 
Linacre Abs. mean error 2.32 2.45 1.97 1.57 1.84 2.26 2.07 
Min. temp. Mean error 2.31 2.85 0.72 0.63 1.34 2.09 1.66 
Abs. mean error 2.67 3.05 2.27 1.83 1.97 2.65 2.41 
Dew pt. temp. Mean error 2.99 2.62 2.32 1.58 2.81 2.74 2.51 
Papadakis Abs. mean error 3.06 2.91 2.32 1.89 2.86 2.88 2.65 
Min. temp. Mean error 3.72 4.13 2.55 2.30 2.95 3.78 3.24 
Abs. mean error 3.79 4.17 2.78 2.51 3.05 3.82 3.35 
Table 3. Mean dally errors and mean dally absolute errors of the Indicated estimating methods 
for the month of July In mm/day 
Year 
Methods Using 1976 1977 1978 1979 1980 1981 Mean 
Dew pt. temp. Mean error 2.63 3.73 2.32 1.83 2.23 2.18 2.49 
Antal 
Aba. mean error 2.64 3.76 2.47 1.83 2.41 2.34 2.58 
Mln. temp. Mean error 2.99 4.07 1.26 1.50 2.10 1.20 2.19 
Abs. mean error 3.17 4.22 1.71 1.61 2.25 1.44 2.40 
Dew pt. temp. Mean error -0.23 0.37 0.48 -0.26 -0.57 0.15 -0.01 
Antal Abs. mean error 1.58 1.73 1.61 1.05 1.65 1.44 1.51 
(new) 
Mln. temp. Mean error 0.30 0.87 -1.1 -0.75 -0.78 -1.31 -0.46 
Abs. mean error 1.68 2.32 1.72 1.11 1.43 1.66 1.65 
Dew pt. temp. Mean error 0.84 2.08 -0.26 -0.37 0.21 -0.31 0.37 
Llnacre Abs. mean error 1.87 2.70 1.42 1.10 1.23 1.31 1.61 
Mln. temp. Mean error 1.08 2.31 -0.74 -0.51 0.15 -0.76 0.26 
Abs. mean error 2.14 3.02 1.58 1.15 1.30 1.52 1.79 
Dew pt. temp. Mean error 2.31 3.23 2.69 2.04 2.14 2.51 2.49 
Papadakls Abs. mean error 2.44 3.23 2.80 2.05 2.37 2.64 2.59 
Mln. temp. Mean error 2.90 3.77 1.34 1.62 1.99 1.24 2.14 
Abs. mean error 3.05 3.99 1.75 1.67 2.16 1.47 2.35 
Table 4. Mean dally errors and mean dally absolute errors of the Indicated estimating methods 
for the month of August in mm/day 
Year 
Methods Using 1976 1977 1978 1979 1980 1981 Mean 
Dew pt. temp. Mean error 2.28 1.71 2.39 1.20 1.60 1.59 1.80 
Antal 
Abs. mean error 2.30 1.81 2.51 1.42 2.38 1.76 2.03 
Min. temp. Mean error 2.24 1.00 1.30 0.54 1.09 0.50 1.11 
Abs. mean error 2.47 1.72 1.80 0.92 2.06 1.08 1.68 
Dew pt. temp. Mean error -0.33 -0.04 0.47 -0.68 -0.72 -0.00 -0.21 
Antal Abs. mean error 1.52 1.34 1.63 1.25 2.14 0.89 1.46 
(new) 
Min. temp. Mean error -0.38 -1.10 -1.15 -1.67 -1.48 -1.64 -1.23 
Abs. mean error 1.69 1.82 1.71 1.76 2.27 1.68 1.82 
Dew pt. temp. Mean error 0.61 -0.54 0.07 -1.14 -0.56 -0.82 -0.40 
Linacre Abs. mean error 1.38 1.52 1.46 1.36 1.94 1.17 1.47 
Min. temp. Mean error 0.61 -0.90 -0.48 -1.46 -0.83 -1.36 -0.74 
Abs. mean error 1.63 1.71 1.48 1.65 2.02 1.49 1.66 
Dew pt. temp. Mean error 2.01 1.98 2.65 1.54 1.72 1.98 1.98 
Papadakis Abs. mean error 2.04 2.04 2.71 1.65 2.52 2.09 2.18 
Min. temp. Mean error 1.98 1.08 1.21 0.67 1.05 0.57 1.09 
Abs. mean error 2.31 1.76 1.72 0.97 2.07 1.06 1.65 
Table 5. Mean dally errors and mean dally absolute errors of the Indicated estimating methods 
for the month of September in mm/day 
Year 
Methods Using 1976 1977 1978 1979 1980 1981 Mean 
Dew pt. temp. Mean error 2.10 0.79 1.53 1.16 1.16 1.56 1.38 
Antal Abs. mean error 2.10 1.35 1.60 1.65 1.56 1.61 1.65 
Mln. temp. Mean error 2.26 0.81 0.46 0.69 0.83 0.91 0.99 
Abs. mean error 2,32 1.35 1.25 1.44 1.41 1.33 1.52 
Dew pt. temp. Mean error -0.20 -1.07 -0.40 -0.75 -0.88 -0.23 -0.58 
Antal Abs. mean error 1.07 1.53 1.31 1.52 1.57 0.85 1.30 
(new) 
Mln. temp. Mean error 0.03 -1.04 -2.00 -1.45 -1.39 -1.19 -0.50 
Abs. mean error 1.04 1.54 2.26 1.88 1.93 1.62 1.71 
Dew pt. temp. Mean error 0.70 -0.90 -0.55 -0.51 -0.49 -0.16 -0.33 
Llnacre Abs. mean error 1.20 1.50 1.34 1.36 1.36 0.90 1.28 
Mln. temp. Mean error 0.84 -0.93 -1.14 -0.81 -0.68 -0.55 -0.55 
Abs. mean error 1.31 1.60 1.67 1.50 1.49 1.30 1.49 
Dew pt. temp. Mean error 1.64 0.81 1.70 1.16 1.10 1.58 1.33 
Papadakls Abs. mean error 1.70 1.30 1.78 1.71 1.57 1.67 1.62 
Mln. temp. Mean error 1.91 0.89 0.23 0.50 0.63 0.71 0.81 
Abs. mean error 1.97 1.33 1.34 1.38 1.37 1.31 1.45 
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PROCEDURES 
Calculation 
Here we will discuss the procedural framework which was required 
prior to Instrumentation. The general procedures were to first set up 
automatic meteorological stations in western, central and northeastern 
Iowa which could provide daily Class A pan evaporation and the meteoro­
logical data required to estimate evaporation by the combination and 
empirical methods. These estimated values were then verified by com­
paring them with Class A pan evaporation data. 
The first step was to develop a working form of the combination 
equation and other equations to be used. Values were selected for those 
terms which were to be treated as constants, and measurement methods or 
estimation schemes determined for the other terms. It is Important to 
maintain consistency of units so that appropriate conversion constants 
are used to match the units 
The combination equation as given by Thom et al. (1981) to estimate 
the Class A pan evaporation is given as 
E = 
a A Rn + Yc f(u)(e^ - e) 
A + yc 
where f(u) = 0.12(1 + 1.35u) 
The symbols, definitions, and representative units are: 
E = pan evaporation rate mm day -1 
A = slope of psychrometric saturation line mb °C 
,-l 
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Y ~ psychrometric constant mb *C ^ 
-1 
Rn = net radiation flux over grass mm day 
e = saturation vapor pressure at the air mb 
® temperature 
e = atmospheric vapor pressure mb 
a = ratio of pan to grass net radiation 
f(u) = the pan wind function mm day 
c = ratio of the surface area to the 
water surface area of the Class A 
pan 
-1 
u = wind speed at 2 m ms 
Net radiation is estimated from solar radiation by using the fol­
lowing procedure as discussed by Wright (1982). 
Rn = [(1 - z)Rs — Rb]/L 
-8. R-bo = (a, - 0.044 /ëT )(11.71 x 10 ) 
1 d ^ 2 
a^ = 0.26 + 0.1 exp{-[0.0154(D - 180)]^} 
The symbols, definitions, and representative units are: 
Rs = the Incident solar radiation cal. —2 cm day 
Rb = net outgoing longwave radiation cal. —2 cm day 
Rso = clear day solar radiation cal. —2 cm day 
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Rbo = net clear day outgoing longwave _2 
radiation cal. cm day 
e^ = saturation vapor pressure at mean 
dewpoint temperature mb 
= maximum and minimum temperature "K 
x,y = correlation coefficients 
a^ = emissivity coefficient 
z = albedo of the grass 
L = latent heat of vaporization Cal. g 
D = the day of the year 
The clear day solar radiation is estimated according to Heerman 
et al. (1976) by 
Rso = A exp {-[(D - C)/B]^} 
where A is the peak value of radiation, C the calendar day number at 
which the peak occurs, and B determines the width of the curve. A and 
B are determined from the altitude and latitude of the station. 
A = 746.36 + 0.001113 H 
B = 270 - 3.008 L 
where H is the altitude in meter and L the latitude in degree. 
The albedo and correlation coefficients have different values for 
clear and cloudy days. 
For clear days (Rs/Rso > 0.7), 
z = 0.29 + 0.06 Sin (D + 96) 
41 
X = 1.126 
y = -0.07 
For cloudy days (Rs/Rso ^  0.7), 
2 = 0.30 
X = 1.017 
y = -0.06 
A number of terms on the right-hand side of combination equation 
can be considered constants. These terms and their values are: 
Y = psychrometric constant =0.66 mb ®C ^ 
L = latent heat of vaporization = 583 Cal. g 
a = ratio of pan to grass net radiation = 1.31 
c = ratio of the surface area to the water 
surface area of the Class A pan = 2.1 
Some of these, such as L and a, are not strictly constant, however, their 
variation is slight when compared with the other variables; therefore, 
they can be treated as constants in our application without significant 
error. 
The term A is a function of air temperature, and values are de­
rived from the differential of the psychrometric saturation relation 
(Murray, 1967). 
e = 6.1078 exp[(17.2694T)/(T + 237.3)] 
and A = e ^098.03 
® (T + 237.3)2 
Here, T is the daily average air temperature (°C) 
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Now, let us consider the other measured variables Rs, u and e. 
The incident solar radiation, Rs, can be measured directly with cali­
brated solarimeters. These are generally beat sensing plates facing 
up and respond to only radiant energy. Most have a hemispherical view 
and respond nearly equally to all wavelengths. For daily evaporation, 
the total daily solar radiation is required. So, the flux rates sensed 
by the solarimeter are integrated every minute for a 24-hour period to 
give the required daily total solar radiation. 
The daily average atmospheric vapor pressure, e, is measured in­
directly by measuring dew point temperature or relative humidity. Be­
cause e^ is a function of air temperature, a simultaneous measurement of 
air temperature along with relative humidity is required. The relative 
humidity and temperature are averaged for a daily period. 
The horizontal wind travel, u, is a standard meteorological measure­
ment . 
Among the many empirical formulae, the following three equations are 
used to estimate pan evaporation. 
(i) Hanson and Rauzi equation 
E = 0.01715 R(-0.06 + 0.0367) + 1.3874 u 
(ii) Linacre equation 
(700(T + 0.006H)/(100 - L)) + 15(T - T^) 
^ " (80 - T) 
where T^ is dew point temperature (°C). 
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(iii) New Antal equation 
E = l.lCSg - e)°'^ 0- + 
The Antal and Linacre equations do not require solar radia­
tion, but they require vapor pressure and dew point temperature, re­
spectively, along with temperature. They are modified to obtain evap­
oration data in field stations far away from the agrometeorological 
stations using parameters easier to record or less expensive. The 
modification is done by replacing the dew point temperature with mini­
mum temperature and e by the saturation vapor pressure at minimum tem­
perature, respectively. 
Evaluation 
The primary objective of this study was to establish daily Class A 
pan evaporation and check it using appropriate independent data and for­
mulae. The most obvious, and perhaps only feasible, means would be to 
compare predicted and measured Class A pan evaporation. The comparisons 
were done by fitting linear regressions between the pan evaporation esti­
mated from different methods and measured pan evaporation. The value of 
2 
r and the regression coefficients were also compared. The daily error 
(measured pan evaporation-estimated pan evaporation) was calculated 
and summarized on a monthly basis. A close to zero mean error, lowest 
absolute mean error and small standard deviation of the mean error were 
considered as the criteria for comparisons. 
44 
INSTRUMENTATION AND DATA COLLECTION 
Meteorological data were required for both phases of this study: 
(1) estimating evaporation and (2) verification. The combination equa­
tion required the measurements of four meteorological variables, namely, 
net radiation, air temperature, humidity, wind speed. And for verifi­
cation purposes. Class A pan evaporation data were required. In addition, 
a number of meteorological stations were required to make the data more 
representative of Iowa. 
Location of Stations 
Two major criteria were considered in the selection of station lo­
cations. First, the network needed to be representative of the climatic 
conditions of Iowa. Second, the stations needed to be installed in 
permanent sites at Agronomy Research Center where either daily Class A 
pan evaporation was routinely recorded or trained personnel were avail­
able to operate it. Considering the requirements and available resources, 
three stations were set up at the following three agronomy research 
farms of Iowa State University: (1) Western Research Center, Castana, 
(2) Agronomy/Agricultural-Engineering Research Center, Ames, and (3) 
Northeast Research Center, Nashua. The location detail of each station 
Is given in Table 6 and the location is shown in Figure 1. 
Meteorological Instruments 
A main objective of this study was to establish a network of auto­
mated weather stations. This required a data acquisition system and 
f • Nashua 
\ 
) 
• Castana 
) 
V 
t 
\ 
/ ( 
• Ames 
Figure 1. Location of auto-weather stations 
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Table 6. The details of the locations of meteorological stations 
Station Latitude Longitude Elevation (m) 
Castana 42° 04' 95° 49' W 432 
Ames 42° 02' 93° 48' W 335 
Nashua 42° 56' 92° 33' W 315 
sensors which respond to appropriate meteorological variables. The 
necessary meteorological measurements for the combination equation and 
other equations are net radiation, wind speed, daily average temperature, 
maximum and Tn-fn-iminn temperatures, and vapor pressure. Class A pan 
evaporimeters and rain gauges were necessary for evaporation data and 
their adjustments on rainy days. Net radiometers were not available so 
a pyranometer was used to measure daily total solar radiation. Net ra­
diation was estimated using the method described in Procedures above. 
Campbell Scientific CR-21 format II dataloggers were used as the 
data acquisition system. It is a battery-operated microprocessor-based 
instrument that provides inputs from nine sensors including mv, volts, 
instrument that provides for inputs from nine sensors including mv, volts, 
resistance and pulse signals. Memory is provided for up to 608 four-digit 
variables values. Timing is provided by an internal quartz clock. Some 
of the critical specifications are provided in Table 7. A summary of 
the input programs available in the CR-21 that were used in this applica­
tion is given in Table 8. The summary of the available output applica-
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Table 7. Summary of CR-21 specifications 
General: User programmable processing data logger with auto ranging 
and full floating point math capability. 
Input Signal Conditioning Programs: Provide signal conditioning for 
volts, millivolts, DC resistance, AC resistance, thermister 
linearization, and relative humidity sensor linearization; 
multiplier and offset progranmed for each channel. 
Data Processing Programs: Standard output processing available includes 
sampling, averaging, summing, maximum, minimum, event 
recording, histograms, and more. 
Internal Data Storage: 608 locations for processed data points, 64 
intermediate storage locations for processing, and 9 lo­
cations for sensor readings. 
Sensor Scan Interval: Once per minute. 
Final Data Storage Intervals: Up to three Intervals possible, each user 
programmable from 1 minute to 24 hours. 
Input Channels: Nine total, seven analog, two pulse counting. Of the 
seven analog, channels 5, 6, and 7 can read AC resistance. 
Battery voltage monitored by an inteimal channel. Seven 
of the input channels will accept analog voltages in two 
program controlled ranges: -2 to +2.5 volts, or -2 to +25 
millivolts. Inputs 8 and 9 are pulse counting channels. 
Channel 8 has a capacity of 4095 counts per minute and chan­
nel 9 has a capacity of 15 counts per minute. 
Digital Input Channels: Two inputs, 5 v CMOS levels — available for 
special applications. 
Digital Output Channels : 4 CMOS outputs. 
Amplifier Accuracy: 0 to 40°C temperature range: 0.2% of reading or 
two times the resolution, whichever is greater. -25 to 50°C 
temperature range: 0.5% of reading or two times the resolu­
tion, whichever is greater. 
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Table 8. Input programs contained in the CR-21 application PROM that 
were used 
Program no. Description 
2 Millivolt range DC input 
3 Volt range DC input with 2 volt 
DC excitation 
6 Pulse counting for channels 8 and 9 
7 101 probe temperature for -35 to 
50°C range 
8 201 probe relative humidity with 
compensation temperature measured 
on channel 4 only 
tion programs is given in Table 9. The details of the available input 
and output program library are given in Appendix A and B, respectively. 
Solar radiation was measured using a LI-COR Ll-2005 pyranometer 
which has a silicon diode as a sensor. The sensor output is provided 
by the manufacturer and is given in terms of microamps per kilowatts 
—2 
m . The Model 101 temperature probe obtained from Campbell Scientific 
was used to measure temperature. It is a waterproof probe incorporat­
ing the Fenwal Electronics WT51J1 thermistor. A 249 kohm 0.5% pick-
off resistor is molded into the termination end of the leads. When 
used with the CR-21 datalogger, a linearization program fit to this con­
figuration provides output in °C. The detailed specifications of the 
temperature probe are given in Table 10. The wind speed sensor used was 
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Table 9. Output programs summary contained in the CR-21 application 
PROM 
Program no. Program name 
50 Sample 
51 Average 
52 Totalize 
53 Maximize, time of maximum 
54 Minimize, time of minimum 
55 Histogram 
56 Windvector 
57 Event counter program 
58-59 Set point controller 
60 Timed port turn on 
61 Standard deviation 
62 Fixed data 
63 Time of input port change 
64 Fast output CIO to 30 sec) 
65 Conditional output 
66 Intermediate x - y 
67 Intermediate input port status 
68 Intermediate x * y 
69 Intermediate x/y 
70 Average cubed wind 
71 Vapor pressure/vapor pressure deficit 
72-73 Growing degree days 
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Table 10. Specifications of Model 101 tenq)erature probe 
1. Probe tip: -White colored, heat shrink encapsulated 
-0.2" diameter x 2.0" height 
-1.0" thermistor lead (0.008" diameter) length to 24 awg 
-junction 
2. Worst case system error (probe components plus CR-21 digitizing 
error): 
-±0.4°C from -20 to 35°C 
-±0.5*C from -30 to 53°C 
-+0.7*C @ -40°C; ±0.6°C @ 60°C 
3. Linearization fit: 
-±0.1°C from -35°C to 47°C 
--0.05»C at O'C 
-+0.8°C at -40=0; -0.9°C at +55°C 
4. Accuracy: If the CR-21 linearization program is used to provide 
output in °C, the total worst case system error is the 
same of 2 and 3 above. The worst case error occurs when 
all the error sources compound in the same direction. 
The probability of this is small and in general accuracy. 
Resolution: ±5 microvolt on mv range and ±1 mv on volt range. 
On-line data storage media: CMOS RAM, printer, cassette 
Data retrieval from RAM: Cassette, display, telephone dial-up telemetry 
and CR-56 printer 
Real time clock: ±3 minute per month 
Display: Six digit LCD 
Power: Eight alkaline D cells, typical life 5000 hours 
Environmental: -25 to 50°C, 0 to 95% RH, noncondensing 
Size and weight: 2.7° x 5.7° x 8.2°, 5 lbs. 
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a Model 014A Met-one wind speed sensor from Campbell Scientific. It is 
a three-cup anemometer with Reed switch and calibrated by Campbell Scien­
tific to use in the CR-21 datalogger. Relative humidity (RH) was measured 
with a Campbell Scientific Model 201 relative humidity sensor probe. 
It contains a Phys-Chemical Research Model PCRC-14 ± 1% deviation RH 
sensor and Fenwal VVT-51J1 thermistor. The thermistor, programmed in 
degree C, was used with input channels 1, 2, 3 or 4 to temperature com­
pensate the RH probe on channels 5, 6 or 7 of the CR-21 datalogger. 
RH is linear to ±3% from 10% RH to 97% RH. Temperature is not a factor 
over normal operating ranges. Appendix C contains the equations used to 
linearize the RH sensor and thermistor. Rainfall measurements were 
regularly made at all three stations using the standard eight-inch rain-
gauge so we did not have to install any new raingauges. A tipping bucket 
raingauge was, however, installed at the Ames station. Class A pan 
evaporimeters were already available in. Ames and Castana where the daily 
evaporation were measured at 5:30 pm and a new Class A pan was installed 
at Nashua. Nashua pan data were also observed at 5:30 pm. The Class A 
pan at Ames was provided with an evaporation gage Model 6841 from Weather-
tronics. It measures the water level in a standard evaporation pan and 
provides an analog voltage equivalent to that level. 
In all three stations, Stevenson screens were available. The data­
loggers as well as the temperature and relative humidity probes were 
positioned inside the Stevenson screen. The pyranometers were placed on 
top of each screen at a height of about 1.85 m. The wind sensors were 
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placed on top of a towers at a height of about 3.0 m. All sensors were 
purposely kept close to the Stevenson screen in which the CR-21 data­
logger was installed in order to reduce the antenna effect of lead wires 
on the lightning problem. 
The sensors were connected to the datalogger as is shown in Figure 
2. It was then programmed for the inputs according to Table 11 for âmes. 
Other stations did not have the tipping bucket and evaporation gage with 
analog output so channels 1 and 9 were empty at those two sites. The 
only other differences between stations relative to Table 11 were the 
multipliers for the pyranometers. 
Data Collection 
After the completion of input programming, the dataloggers were 
programmed for the outputs. They were programmed for an hourly as well 
as a daily format. The details of programs for hourly data files and 
daily data files are given in Tables 12 and 13, respectively. At the 
end of each output interval, an output data array is stored in the final 
data storage area which has a capacity of 608 data points. Data are 
transmitted into the final storage in groups or final data arrays, each 
associated with one output table. 
Among the various means available to retrieve data from the final 
memory of the datalogger, the cassette recorder was chosen for our con­
venience. The cassette recorders were connected to the CR-21 by using the 
SC235 cassette connector cable. One end of this cable is plugged into the 
53 
CBAMNEL n EVAFOBATION 
1 High 
2 Low 
CHANNEL *2 TEMPERATURE 
3 High 
A Low 
31 Ground 
20 DC 
CHANNEL #3 SOLAR RADIATION 
5 High 
6 Low 
32 Ground 
CHANNEL #4 TEMPERATURE 
7 High 
3 Low 
33 Ground 
21 DC 
CHANNEL #5 RELATIVE HUMIDITY 
9 High 
10 Blank 
11 AC high 
12 AC low 
CHANNEL BLANK 
CHANNEL #7 BLANK. 
CHANNEL WIND SPEED 
15 High 
16 Low 
34 Ground 
CHANNEL #9 RAIN GAUGE 
17 High 
18 Low 
S S-
9 ©• 
Figure 2. Schematic of sensor connection panel. Also listed are 
the sensor parameters and their connector locations 
Table 11. Input programs for Ames 
Sensor Sensor description and calibration Final output 
number Range Input program Program no. Multiplier Offset 
1 Evaporation gage mm 
DC excitation 11: 3 12: 4.264 13: 0 
and volts 
2 CSI Model 101 temperature probe "F 
-31°F to 116»F Temperature 21: 7 22: 1.8 23: 32 
-2 -1 3 Silicon pyranometer Cal. cm mln 
Millivolt 31: 2 32: 0.1352 33: 0 
4 CST Model 201 RH & Temperature Probe *C 
-35°C to 47°C Temperature 41: 7 42: 1 43: 0 
5 Relative humidity 
CSI Model 201 RH & Temperature Probe % 
15-97% Relative humidity 51: 8 52: 1 53: 0 
6 61: 62: 63: 
7 71: 72: 73: 
Contact Anemometer 
2-100 MPH Pulse count 81: 6 82: 0.0298 
Tipping bucket raingauge 1 tip/mm = 1 tip/0.03937 in 
variable Pulse count 91: 6 92: 3.937 
Miles/hour 
83: 1 
Hundredths of 
an Inch 
93: 0 
Table 12. Output programs for hourly data at Ames 
Table 
entry Output program and data description Output no. 
number Param 1 descrlp. Param 2 descrlp. Program no. Parameter 1 Parameter 2 
Fixed data — Station ID 100 
11: 62 12; 100 13: 
Ln 
Sample — Water level in the pan 
Input channel 21: 50 22: 1 23: 
Average — Temperature, "F 
Input channel 31: 51 32: 2 33: 
Maximum — Wind speed, mph v; 
Input channel 41: 53 42: 8 43: 
Average — Wind speed, mph 
Input channel 51: 51 52: 8 53: 
2 Totalize — Solar radiation, cal. cm 
Input channel 61: 52 62: 3 63: 
Average — Relative humidity, % 
Input channel 71: 51 72: 5 73: 
Totalize — Rainfall, hundredth of an inch 
Input channel 81: 52 82: 9 83: 
91: 92: 93: 
Table 
Table 
entry 
number 
1 
2 
3 
4 
5 
7 
8 
9 
Output programs for dally data at Ames [Output table number 2; output time interval 
(minutes) 03:1440] 
Output program and data description 
Param 1 descrip. Param 2 descrlp. Program no. Parameter 1 Parameter 2 
Maximum — Temperature, *F 
Input channel 
Minimum — Temperature, °F 
Input channel 
2 
Totalize — Solar radiation, cal. cm 
Input channel 
Average — wind speed, mph 
Input channel 
Average — Temperature, °F 
Input channel 
Sample — Water level in pan 
Input channel 
Maximum — Wind speed, mph 
Input channel 
Totalize — Rainfall, hundredth of an inch 
Input channel 
91; 92: 93: 
11: 53 12: 2 13: 
21: 54 22: 2 23: 
31: 52 32: 3 . 33: 
41: 51 42: 8 43: 
41: 51 42: 8 43: 
51: 51 52: 2 53: 
61: 50 62: 1 63: 
71: 53 72: 8 73: 
1 
81: 52 82: 9 83: 
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Table 14. Sample of original data in the CR-21 storage format 
1 hour interval -
position 01-1 indicates hourly data table 
02 - Calendar day 
03 - Hour 
04 - Station ID 
05 - Pan reading 
06 - Average temperature, "F 
07 - Maximum wind speed, mph 
08 - Average wind speed, mph ^ 
09 - Total solar radiation, cal. cm 
10 - Average relative humidity 
11 - Rainfall, hundredth of an inch 
01+0001. 
09+0.774 
01+0001. 
09+4.284 
01+0001. 
09+07.58 
01+0001. 
09+09.12 
01+0001. 
09+14.43 
01+0001. 
09+15.21 
01+0001. 
09+11.70 
01+0001. 
09+12.32 
01+0001. 
09+6.641 
01+0001. 
09+07.06 
01+0001. 
09+3.745 
01+0002. 
02+0148. 
10+080.4 
02+0148. 
10+079.0 
02+0148. 
10+077.6 
02+0148. 
10+075.6 
02+0148. 
10+076.8 
02+0148. 
10+074.9 
02+0148. 
10+074.1 
02+0148. 
10+076.5 
02+0148. 
10+086.5 
02+0148. 
10+093.9 
02+0148. 
10+094,9 
02+62.88 
03+1400. 
11+0.000 
03+1500. 
11+0.000 
03+1600. 
11+0.000 
03+1700. 
11+0.000 
03+1800. 
11+0.000 
03+1900. 
11+0.000 
03+2000. 
11+0.000 
03+2100. 
11+0.000 
03+2200. 
11+3.937 
03+2300. 
11+3.937 
03+2400. 
11+0.000 
03+49.24 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+0100. 
04+132.8 
05+0.621 
05+0.623 
05+0.627 
05+0.627 
05+0.629 
05+0.630 
05+0.632 
05+0.629 
05+0.615 
05+0.600 
05+0.605 
05+07.58 
06+51.46 
06+51.88 
06+52.47 
06+53.45 
06+53.68 
06+54.60 
06+54.67 
06+54.78 
06+52.65 
06+49.36 
06+49.53 
06+54.29 
07+09.94 
07+10.65 
07+11.90 
07+13.72 
07+10.56 
07+13.06 
07+13.75 
07+15.57 
07+19.17 
07+16.37 
07+20.54 
07+0.605 
08+07.47 
08+07.40 
08+09.34 
08+09.17 
08+08.23 
08+09.58 
08+09.66 
08+10.86 
08+12.82 
08+12.83 
08+14.95 
08+07.87 
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were lost in Castana due to a failure of the datalogger from calendar 
day 178 to 221, and from 233 to 241. Nashua also lost more data from 
calendar days 268 to 304 due to a mistake made while checking the data. 
We were more successful in 1984 and very little missing data resulted. 
The only missing portion was at Castana from calendar day 275 to 300. 
The RECORD button of the cassette recorder accidently popped out. 
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METEOROLOGICAL DATA CHARACTERISTICS 
It is important to review the data to assure its accuracy and va­
lidity before proceeding with computations. In addition, there are some 
interesting features of the variables themselves that are important to 
understand for this study and for those that will follow. The data 
are presented in several ways: (1) plots of annual distributions of 
daily values, (2) comparisons among the variables. 
Solar Radiation 
Solar energy received at the surface of the earth is an important 
and fundamental parameter in évapotranspiration. It is the basic source 
of the required energy. The amount of solar radiation received at the 
surface of the earth varies greatly with season and location due to the 
angle of the sun which changes with time of day, time of year and lati­
tude. The length of day also varies with season and latitude. The angle 
and length of day combined with the effects of clouds and other atmos­
pheric parameters determine the amount received on a horizontal surface 
at the surface of the earth. The atmospheric parameters which deplete 
solar radiation are ozone, dry air, aerosols and water vapor. The amount 
of depletion from each parameter varies considerably in the magnitude of 
their effect. The distribution of measured daily solar radiation largely 
reflects these parameters. The 1984 solar radiation data for all 
three stations are given in Figures 3-5 as examples of its distribution. 
The envelope curve of maximum values represents very clear days. A sig-
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nlficant number of days had values below the maxiiinim throughout the 
recorded period. This solar radiation distribution and variability 
plays an inqjortant role in daily evaporation. Comparing the solar radi­
ation distribution at the three sites, we can see that Castana re­
ceived higher amounts of solar radiation in both the years. It may be 
due to the fact that Castana is much drier than the other two places so 
there was less cloud cover and less water vapor to attenuate the incom­
ing solar radiation. The distribution pattern is the same for all sta­
tions in both years. 
Atmospheric Water Vapor 
Water vapor is an important input parameter in the computations of 
evaporation. It is generally estimated by using vapor pressure deficit, 
the difference between saturation vapor pressures at air and dew point 
temperatures, respectively. It is a function of both humidity present 
and air temperature and both of these terms are quite variable. There­
fore, the vapor pressure deficit is expected to vary considerably. An 
example of daily vapor pressure is given in Figures 6-8. There was a 
general envelope of maximum values with few extreme values at all three 
stations. The data are scattered throughout the period and show similar 
values for Ames and Nashua, and higher values for Castana. 
Dew point temperatures together with air temperatures measure the 
atmospheric water vapor present against the possible amount. The dew 
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Figure 8. Distribution of dally vapor pressure deficit at Nashua during 1984 
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point temperature or some other form of water vapor measurement is re­
quired for calculations of evaporation. In places where dew forms at 
night, a large quantity of latent energy is released by dew condensa­
tion. This energy counters somewhat the energy lost by long wave ra­
diation emission and, therefore, the Wnimnn temperature at night re­
mains close to the dew point temperature. Figures 9, 10 and 11 repre­
sent the relationships between minimum temperature and dew point 
temperature for Ames, Nashua and Castana, respectively. The figures 
2 
show a very good relationship between them. The r values, which 
describe an approximate estimated proportion of the variance of dew point 
temperature that can be attributed to its linear regression on minimum 
temperature, varies from 0.87 for Castana to 0.92 for Ames. Nashua has 
2 
the r value of 0.91. The lowest correlation between dew point tempera­
ture and minimum temperature at Castana was due to the advection of dry 
air masses from the west. 
Wind Speed 
Wind speed is an important factor in the process of evaporation. 
It helps to exchange the heat and water vapor between the atmosphere 
and the evaporating surface. The wind flow close to the surface is 
strongly influenced by the nature of the underlying surface. Wind speed 
increases with height above the ground surfaces. The wind speed is af­
fected both by the large scale weather systems (e.g., fronts, storms) and 
small scale processes like daily variation in solar radiation. Figures 
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Figure 9. Daily dew point temperature compared with daily 
minimum temperature at Ames during 1984. The re­
gression line is y = 0.02 + 0.98x 
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Figure 10. Daily dew point temperature compared with daily 
minimum temperature, at Castana during 1984. The 
regression line is y = 1.66 + 0.89x 
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Figure 11. Daily dew point temperature compared with daily 
minimum temperature at Nashua during 1984. The 
regression line is y = 0.02 + 0.99x 
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12-14 represent the daily average wind speed at Ames, Nashua and Cas-
tana, respectively. From the figures, note that Ames has many days with 
higher wind speed than Nashua and Castana. Nashua and Castana show very 
similar distributions. 
Class A Pan Evaporation 
The evaporation data from Class A pans are required to compare 
with the estimates made by using other methods discussed earlier. The 
1984 Class A pan evaporation data are shown in Figures 15-17. The data 
show that Ames exhibited the highest evaporation rates followed by Cas­
tana. Nashua was the lowest. The higher evaporation may be due to the 
higher wind speed. From the figures, note that maximum evaporation oc­
curs in July (days 181-212). 
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Figure 12. Distribution of dally average wind speed at Ames during 1984 
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Figure 13. Distribution of daily average wind speed at Castana during 1984 
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Figure 14. Distribution of daily average wind speed at Nashua during 1984 
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Figure 15. Distribution of Class A pan evaporation at Ames during 1984 
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Figure 16. Distribution of Class A pan evaporation at Castana during 1984 
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Figure 17. Distribution of Class A pan evaporation at Nashua during 1984 
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RESULTS AND DISCUSSION 
The combination equation Is used to estimate evaporation by using 
the combined Influences of energy balance and aerodynamic effects. The 
aerodynamic term Itself has two components. The first is a wind func­
tion which is a function of wind velocity. It was developed by Thom 
et al. (1981) for pan evaporation. The second component is the vapor 
pressure deficit. This is the difference between saturated vapor 
pressure and ambient vapor pressure.' These and other meteorological 
parameters are used in other methods used here to estimate pan evapora­
tion. 
A discussion about the relations of pan evaporation with each 
meteorological parameter follows. Figures 18-21 represent the relation­
ships of pan evaporation with solar radiation, net radiation, vapor 
pressure deficit and the wind function of the combination equation at 
Ames for 1984. The fitted linear regression lines are also shown in 
these figures. The relations of pan evaporation-with meteorological 
parameters are summarized in Table 15 for all stations and both years. 
The examination of Table 15 Indicates that pan evaporation is sig­
nificantly correlated with solar radiation, net radiation, and vapor 
pressure deficit. The wind function shows no relation with pan evapora-
2 
tion. The r values for solar radiation, which describe an approximate 
estimated proportion of the variance of pan evaporation that can be at­
tributed to its linear regression on solar radiation, were found to vary 
from 0.26 at Nashua in 1983 to 0.47 at Ames in 1984. Figure 18 shows 
Figure 18. Daily solar radiation compared with daily Class A pan 
evaporation at Ames during 1984 
Table 15. The linear relationships of different meteorological 
parameters with pan evaporation (Model: Meteorological 
parameter = bg + • pan evaporation) for Ames, Castana 
and Nashua during 1983 and 1984 
Meteorological Regression 
parameters coefficient 
Intercept (bg) 
t value for HO: bg = 0 
Pr > It1 
Solar radiation Slope (b]_) 
t value for HO: bi = 0 
Pf > |tl 
Net radiation 
Vapor pressure deficit 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Slope (b^) 
t value for HO: bi = 0 
Pr > itl 
rZ 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Slope (b^) 
t value for HO: bi = 0 
Pr > |t| 
rZ 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Wind function Slope (b^) 
t value for HO: b]_ = 0 
Pr > |t| 
r2 
Stations 
Ames Castana Nashua 
1983 1984 1983 1984 1983 1984 
2.71 2.57 3.19 5.09 4.52 3.19 
5.61 6.64 6.89 10.32 7.96 7.9 
0.0001 0.0001 0.0001 o.oooi 0.0001 0.0001 
0.72 0.76 0.73 0.67 0.62 0.95 
9.41 12.45 8.43 8.25 6.18 11.57 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.38 0.47 0.42 0.31 0.26 0.46 
1.76 1.70 2.13 3.49 3.12 2.11 
4.66 5.59 6.01 8.78 6.93 6.48 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.57 0.59 0.57 0.55 0.50 0.74 
9.48 12.26 8.49 8.40 6.23 11.24 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.39 0.47 0.43 0.32 0.26 0.44 
1.35 1.57 2.21 3.25 1.76 2.37 
3.44 4.79 3.05 7.39 3.23 5.91 
0.0008 0.0001 0.003 0.0001 0.0016 0.0001 
0.89 0.79 1.06 0.33 0.72 0.82 
14.27 15.26 7.79 5.91 7.43 10.03 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.59 0.57 0.39 0.26 0.34 0.39 
0.67 0.62 0.53 4.04 0.34 0.37 
17.06 14.98 15.49 5.25 13.82 14.12 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.01 0.02 -0.02 3.42 -0.01 0.01 
1.71 3.01 -3.59 2.17 -1.26 1.87 
0.089 0.003 0.0005 0.03 0.21 0.06 
0.02 0.05 0.12 0.04 0.01 0.02 
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the linear relationships between pan evaporation and solar radiation 
for Ames in 1984. Solar radiation is the principal source of availa­
ble energy for pan evaporation, hence, the relation between the two 
2 
is expected. The low r value for Nashua during 1983 could be due to 
the loss of data during May (days 121-151) when clear sky and low advec-
tion makes solar radiation very important factor. The reciprocal of 
the slope b^ represents the rate of change of pan evaporation per unit 
change of solar radiation. As discussed in the energy balance approach 
under the selection of methods section, only some portion of incident 
solar radiation is available for evaporation and is controlled by the 
nature of evaporating surface and atmospheric conditions. The different 
values of b^ represent the variations of the contribution of the solar 
radiation on unit pan evaporation at different stations and years. The 
b^ values range from 0.62 at Nashua in 1983 to 0.95 at Nashua in 1984. 
The net radiation was calculated from solar radiation using the 
technique of Wright (1982) as described in the procedures section. This 
procedure used solar radiation, ambient vapor pressure and some geo­
graphical parameters. Therefore, it was not surprising to find the pan 
evaporation-net radiation association similar to that of pan evaporation-
solar radiation. Figure 19 shows the linear association of pan evapora­
tion with net radiation at Ames during 1984. 
The combined effects of vapor pressure deficit and the wind function 
on pan evaporation measures the contribution of the aerodynamic component 
in the combination equation. The linear relations of vapor pressure defi-
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Figure 19. Daily net radiation compared with daily Class A 
pan evaporation at Ames during 1984 
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cit and wind function with pan evaporation for Ames, 1984, are shown 
in Figures 20 and 21, respectively. As shown in Figure 21 and Table 
15, the wind function has no linear relation with pan evaporation. 
2 
Vapor pressure deficit exhibited the largest range of r variation. 
2 
It has the largest r of 0.59 at Ames during 1983 and lowest value of 
2 
0.26 at Castana during 1984. The r values at Ames and Nashua were much 
2 
more consistent than at Castana where the r values were 0.39 in 1984 
and 0.26 in 1983. The reciprocal of the slope b^ represents the rate 
of change of pan evaporation per unit change of vapor pressure deficit. 
Its value ranges from 0.33 at Castana in 1984 to 1.06 at Castana in 
1983. Its changes with stations and years represents the variations in 
the contribution of vapor pressure deficit on unit pan evaporation. 
2 
The large variation of r and b^ at Castana indicates that the importance 
of vapor pressure deficit to pan evaporation fluctuates due to some 
meteorological factors not present in Ames and Nashua. Because Castana 
is closer to an arid climatic region than the other two sites, it ex­
periences more advection of warm and dry air masses. This is probably 
a contributing factor to the lower correlations at Castana. 
After examining the previous table and figures showing the rela­
tions of Class A pan evaporation with different meteorological parame­
ters, it can be seen that vapor pressure deficit and solar radiation are 
very important. The intercepts and slopes of the linear regression equa­
tions of pan evaporation with all the meteorological parameters except 
wind function are significantly different from zero. Furthermore, the 
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Figure 20. Daily vapor pressure deficit compared with daily 
Class A pan evaporation at Ames during 1984 
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Figure 21. Daily wind function from combination equation compared 
with daily Class A pan evaporation at Ames, 1984 
88 
tables and figures also show that no one input parameter could be used 
by itself to adequately estimate pan evaporation. Therefore, Class A 
pan evaporation was calculated by following the methods described in the 
procedures section. All calculations were made on a daily basis and 
compared to the measured daily pan evaporation. As described in the 
procedures section, the calculations of evaporation from Linacre's and 
Antal's methods were done twice. First by using the dew point tempera­
ture, then by estimating the dew point temperature with the minimum 
temperature. This was done because frequently dew point temperatures 
are not available. The daily calculated evaporation data from all meth­
ods were then compared with the daily measured pan evaporation. The 
comparisons were done by plotting the calculated vs. observed values, by 
fitting linear regression equations between them and by analyzing the 
errors (observed pan evaporation-estimated evaporation). Figures 22-27 
represent the plots of estimated evaporation and pan evaporation for 
Ames, 1984 from the different methods. It also shows the regression 
line between the two variables and the 1:1 line for comparison. 
The results of the linear regression fit between the estimated 
evaporation and pan evaporation for all stations in both years are sum­
marized in Table 16. The methods with perfect estimate will give slopes 
2 
with values of 1.0, intercepts with 0.0 values and r of 1.0. So, t-tests 
were performed for the null hypothesis intercept (b^) = 0 and slope 
(b^) = 1.0. The t-values and probability of t being higher (rejection 
of null nypothesis) are also included in Table 16, 
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Figure 22. Daily evaporation computed from combination equation 
compared with daily Class A pan evaporation at Ames 
during 1984 
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Figure 23. Daily evaporation computed from Antal's method 
compared with daily Class A pan evaporation at 
Ames during 1984 
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Figure 24. Daily evaporation computed from modified Antal's 
method (replacing dew point temperature with minimum 
temperature) compared with daily Class A pan evapora­
tion at Ames during 1984 
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Figure 25. Daily evaporation conçuted from Linacre's method 
compared with daily Class A pan evaporation at 
Ames during 1984 
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gure 26. Daily evaporation computed from modified Linacre's 
method (replacing dew point temperature with minimum 
temperature) compared with daily Class A pan evapo­
ration at Ames during 1984 
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Figure 27. Daily evaporation computed from Hanson's method 
(Hanson's and Rauzi's equation) compared with daily 
Class A pan evaporation at Ames during 1984 
Table 16. Summary of the linear regression fit (Model: estimated 
evaporation = bg + • evaporation) of estimated evapora­
tion and pan evaporation for Ames, Castana and Nashua dur­
ing 1983 and 1984 
Methods of 
estimating evaporation 
Regression 
coefficients 
Combination 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Slope (bi) 
t value for HO: b^ = 1 
5 > IM 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Hanson equation Slope (b^) 
t value for HO: b^ = 1 
Pr > |t| 
r^ 
Intercept (bg) 
t value for HO: bg = 0 
Pr > ItI 
Antal equation Slope (b^) 
t value for HO: bi = 1 
Pr > |t| 
r2 
Modified Antal equation 
using minimum temperature 
for dew point temperature 
Intercept (bg) 
t value for HO: bg = 0 
Pr > |t| 
Slope (bi) 
t value for HO: b^ = 1 
Pr > |t| 
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Stations 
Ames Castana Nashua 
1983 1984 1983 1984 1983 1984 
1.11 0.72 1.65 0.82 1.95 1.16 
4.14 3.43 4.9 2.11 6.20 5.39 
0.0001 0.0008 0.0001 0.037 0.0001 0.0001 
0.76 0.82 0.58 0.83 0.47 0.72 
5.58 5.41 6.67 2.6 9.5 6.67 
<0.001 <0.001 <0.001 <0.010 <0.001 <0.001 
0.69 0.78 .46 0.63 0.40 0.65 
4.37 4.33 3.85 0.44 3.98 2.27 
10.7 11.71 8.01 1.01 8.94 6.76 
0.0001 0.0001 0.0001 0.3128 0.0001 0.0001 
0.94 0.91 0.63 0.56 0.65 1.05 
9.23 1.5 4.11 12.7 4.43 0.72 
<0.001 <0.2 <0.001 <0.001 <0.001 <0.5 
.59 0.58 .33 0.62 0.38 0.59 
1.59 1.95 2.23 2.49 2.27 2.87 
5.09 8.0 4.50 4.87 5.54 7.97 
0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 
0.71 0.59 0.79 0.50 0.56 0.64 
5.8 10.7 2.25 6.49 6.02 6.0 
<0.001 <0.001 <0.025 <0.001 <0.001 <0.001 
.59 0.57 0.43 0.30 0.35 0.42 
1.37 2.07 2.06 1.59 3.51 2.40 
4.14 8.01 5.55 2.86 8.22 7.32 
0.0001 0.0001 0.0001 0.005 0.0001 0.0001 
0.75 0.55 0.71 0.65 0.58 0.70 
5.0 10.9 4.14 4.12 5.5 4.48 
<0.001 <0.001 <0.001 <0.001 <0.001 <0.001 
0.58 0.52 0.51 0.36 0.35 0.41 
Table 16- continued 
Methods of 
estimating evaporation 
Linacre equation 
Modified Linacre equation 
using minimum temperature 
for dew point temperature 
Regression 
coefficients 
Intercept (bg) 
t value for HO: bn = 0 
Pr > Itl 
Slope (bi) 
t value for HO: bi = 1 
Pr > |t| 
•r^ 
Intercept (bg) 
t value for HO: bQ = 0 
Pr > It I 
Slope (bi) 
t value for HO: bi = 1 
Pr > \t\ 
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Stations 
Ames Castana Nashua 
1983 1984 1983 1984 1983 1984 
2.15 2.67 2.70 1.18 4.05 2.81 
7.76 12.19 8.03 1.87 12.58 10.41 
0.0001 0.0001 0.0001 0.065 0,0001 0.0001 
0.59 0.46 0.62 0.72 0.38 0.54 
9.32 15.4 6.03 2.83 10.8 8.36 
<0.001 <0.001 <0.001 <0.005 <0.001 <0.001 
0.56 0.50 0.50 0.35 0.28 0.38 
2.10 2.76 2.61 0.63 4.45 2.86 
7.41 12.19 8.84 0.93 13.7 10.27 
0.0001 0.0001 0.0001 0.354 0.0001 0.0001 
0.60 0.44 0.59 0.81 0.38 0.56 
8.89 15.6 7.32 1.81 10.7 7.72 
<0.001 <0.001 <0.001 <0.05 <0.001 <0.001 
0.55 0.46 0.54 0.37 0.28 0.38 
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The analyses of the errors (observed pan evaporation-estimated 
evaporation) are summarized as the monthly means, absolute means and 
standard deviation of errors for each year and station. A zero mean 
error indicates an unbiased estimate, whereas positive and negative 
mean errors represent overestimates and underestimates, respectively. 
A larger value of mean error either positive or negative indicates a 
big bias in the estimate. Small values of absolute mean error and 
standard deviations of errors are the indicators of accuracies of the 
estimates. Tables 17-22 show the summarized results of error analysis 
of Ames, Castana and Nashua for six months during both 1983 and 1984. 
Table 16 showed that the linear regression of the evaporation esti­
mated from the combination method with measured pan evaporation general-
2 ly exhibits the largest r values within each year and site. The value 
ranges from 0.78 at Ames for 1984 to 0.40 at Nashua for 1983. Examina­
tion of Figures 22-27 also showed for all methods tested that a linear 
fit is adequate. In addition, the superiority of the combination equa­
tion is supported by the results of error analyses as given in Tables 
17-22. The details of which will be discussed later. A visual compari­
son between Figures 22-27 reveals that the combination equation (Figure 
22) has the best relation with measured pan evaporation. Overall, among 
the methods tested the combination method behaves as a best estimator of 
pan evaporation. 
Table 16 also revealed that there is not a single method among the 
tested methods which could be considered as a perfect estimator. As 
Table 17. Mean daily errors and absolute errors of the indicated evaporation estimating 
methods for Ames, Castana and Nashua during May 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Methods 1983 1984 1983 1984 1983 1984 
No. of observations 15 31 6 — — 29 
Mean error 1.25 0.70 4.54 - - 0.02 
Abs. mean error 1.73 0.99 4.54 - - 0.72 
Std. dev. of mean error 2.09 1.31 1.64 - - 0.90 
No. of observations 15 31 6 - - 29 
Mean error -3.64 -3.65 4.0 - - -2.58 
Abs. mean error 3.64 3.68 4.0 - - 2.58 
Std. dev. of mean error 1.95 1.96 1.59 - - 1.25 
No. of observations 15 31 6 - - 29 
Mean error 2.1 1.75 1.46 - - -0.17 
Abs. mean error 2.41 1.80 3.28 - - 0.99 
Std. dev. of mean error 2.06 1.38 3.60 - - 1.36 
No. of observations 15 31 6 - - 29 
Mean error 1.77 1.72 3.32 - - -0.21 
Abs. mean error 2.27 1.87 3.32 - - 1.0 
Std. dev. of mean error 2.24 1.53 2.01 - - 1.43 
No. of observations 15 31 6 - - 29 
Mean error 1.86 1.69 1.98 - - -0.19 
Abs. mean error 2.32 1.80 2.76 - - 1.0 
Std. dev. of mean error 2.16 1.48 2.69 - - 1.34 
No. of observations 15 31 6 - - 29 
Mean error 1.7 1.71 2.69 - - -0.18 
Abs. mean error 2.26 1.94 2.69 - - 1.00 
Std. dev. of mean error 2.26 1.62 1.82 - - 1.41 
Combination equation 
Hanson and Rauzi's 
equation 
Antal's equation 
Antal's equation 
usign minimum temp, 
for dew pt. temp. 
Linacre's equation 
Llnacre's equation 
using minimum temp, 
for dew pt. temp. 
Table 18. Mean daily errors and absolute errors of the indicated evaporation estimating 
methods for Ames, Castana and Nashua during June 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Methods ' 1983 1984 1983 1984 1983 1984 
Combination equation 
Hanson and Rauzi'.s 
equation 
Antal's equation 
Antal's equation 
using minimum temp, 
for dew pt. temp. 
Linacre's equation 
Linacre's equation 
using minimum temp, 
for dew pt. temp. 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
26 26 22 
0.34 0.13 1.62 
1.20 1.13 1.79 
1.45 1.52 2.27 
26 26 22 
-4.59 -5.36 -0.65 
4.59 5.36 1.92 
2.53 2.73 2.79 
26 26 22 
0.94 0.90 0.44 
1.19 1.69 1.76 
1.08 2.03 2.40 
26 26 22 
0.88 1.07 0.00 
1.38 1.44 1.36 
1.47 1.55 1.84 
26 26 22 
0.82 0.67 -0.04 
1.23 1.58 1.50 
1.27 1.98 2.09 
26 26 20 
0.84 0.73 -0.14 
1.38 1.58 1.43 
1.47 1.91 1.96 
12 27 29 
-0.32 1.00 0.17 
0.94 1.75 0.82 
0.31 1.90 1.01 
12 27 29 
-4.71 -2.18 -3.47 
4.71 2.44 3.47 
1.21 2.34 1.24 
12 27 29 
0.40 0.32 -0.21 
1.33 1.71 1.18 
1.64 2.22 1.46 
12 27 29 
0.41 -0.55 -0.51 
1.45 1.70 1.11 
1.64 2.05 1.30 
12 27 29 
0.42 -0.36 -0.38 
1.14 1.43 1.18 
1.30 1.86 1.49 
12 27 29 
0.41 -0.61 —0.48 
1.14 1.46 1.22 
1.34 1.90 1.44 
Table 19. Mean dally errors and absolute errors of the indicated evaporation estimating 
methods for Ames, Castana and Nashua during July 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Methods 1983 1984 1983 1984 1983 1984 
No. of equations 20 30 
a 
30 31 31 
Mean error -0.10 0.72 - -0.15 0.47 0.20 
Aba. mean error 1.42 1.11 - 1.02 1.13 1.16 
Std. dev. of mean error 1.83 1.17 - 1.36 1.55 1.65 
No. of observations 20 30 - 30 31 31 
Mean error -5.42 -3.86 -4.19 -2.81 -2.89 
Abs. mean error 5.42 3.86 - 4.19 2.82 3.05 
Std. dev. of mean error 2.60 1.47 - 1.65 1.68 1.71 
No. of observations 20 30 - 30 31 31 
Mean error 0.02 1.11 - 0.04 0.09 -0.47 
Abs. mean error 1.76 1.37 - 1.54 1.33 1.32 
Std. dev. of mean error 2.19 1.49 - 1.90 1.84 1.77 
No. of observations 20 30 - 30 31 31 
Mean error -0.49 0.64 - -0.40 -1.83 -1.34 
Abs. mean error 1.72 1.24 - 1.51 2.10 1.97 
Std. dev. of mean error 2.19 1.58 - 1.90 1.89 2.19 
No. of observations 20 30 - 30 31 31 
Mean errors -0.05 0.94 - -0.20 -0.97 -0.70 
Abs. mean error 1.80 1.29 - 1.53 1.61 1.50 
Std. dev. of mean error 2.27 1.49 - 1.81 2.02 1.87 
No. of observations 20 30 - 30 31 31 
Mean errors -0.25 0.77 - -0.37 -0.15 -1.07 
Abs. mean error 1.75 1.20 - 1.53 1.85 1.70 
Std. dev. of mean error 2.22 1.51 - 1.79 2.00 1.98 
Combination equation 
Hanson and Rauzl's 
equation 
Antal's equation 
Antal's equation 
using minimum temp, 
for dew pt. temp. 
Llnacre's equation 
Linacre's equation 
using minimum temp, 
for dew pt. temp. 
bussing data. 
Table 20. Mean daily errors and absolute errors of the indicated evaporation estimating 
method for Ames, Castana and Nashua during August 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Method 1983 1984 1983 1984 1983 1984 
Combination equation 
Hanson's and Rauzi's 
equation 
Antal's equation 
Antal's equation 
using minimum temp, 
for dew pt. temp. 
Linacre's equation 
Llnacre's equation 
using minimum temp, 
for dew pt. temp. 
No. of observations 
Mean error 
Aba. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
27 28 14 
0.28 0.62 -0.70 
1.00 1.19 0.35 
1.25 1.26 1.62 
27 28 14 
-4.00 -3.26 -4.33 
4.00 3.26 4.33 
1.44 1.58 1.55 
27 28 14 
-0.99 -0.19 -3.38 
1.38 1.22 3.64 
1.47 1.57 2.68 
27 28 14 
-1.17 -0.50 -2.58 
1.47 1.50 2.74 
1.26 1.93 2.26 
27 28 14 
-0.65 -0.01 -2.03 
1.34 1.43 2.30 
1.66 1.84 2.08 
27 28 14 
-0.65 -0.01 -2.03 
1.34 1.43 2.30 
1.66 1.84 2.08 
31 30 31 
-0.19 0.64 0.26 
0.87 0.94 0.68 
1.13 1.00 0.84 
31 30 31 
-3.90 -2.54 -2.59 
3.90 2.55 2.68 
1.27 0.96 1.29 
31 30 31 
-1.21 -0.45 -1.48 
1.67 0.73 1.56 
1.73 0.97 1.22 
31 30 31 
-1.46 -2.07 -2.06 
1.60 2.12 2.06 
1.52 1.11 1.27 
31 30 31 
-1.16 -1.41 -1.39 
1.50 1.54 1.57 
1.62 1.20 1.27 
31 30 31 
-1.16 -1.41 -1.39 
1.50 1.54 1.57 
1.62 1.20 1.27 
Table 21. Mean dally errors and absolute errors of the Indicated evaporation estimating 
methods for Ames, Castana and Nashua during September 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Methods ' 1983 1984 1983 1984 1983 1984 
Combination equation 
Hanson and Rauzi's 
equation 
Antal's equation 
Antal's equation 
using minimum temp, 
for dew pt. temp. 
Linacre's equation 
Linacre's equation 
using minimum temp, 
for dew pt. temp. 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
No. of observations 
Mean error 
Abs. mean error 
Std. dev. of mean error 
27 29 28 
0.24 0.11 -0.49 
0.90 0.66 1.06 
1.10 1.06 1.26 
27 29 28 
-3.34 -3.10 -2.90 
3.34 3.15 2.90 
1.39 1.77 1.28 
27 29 28 
-0.31 0.05 -2.17 
0.97 1.01 2.57 
1.20 1.37 2.20 
27 29 28 
-0.06 0.67 -0.99 
1.10 1.54 1.49 
1.31 2.33 1.51 
27 29 28 
0.04 0.41 -1.37 
1.01 1.41 1.76 
1.28 2.01 1.73 
27 29 28 
0.11 0.67 -0.87 
1.09 1.60 1.35 
1.30 2.41 1.56 
30 23 25 
-0.05 1.18 0.07 
0.79 1.60 0.74 
1.15 2.31 0.98 
30 23 25 
-2.44 -0.79 -1.73 
2.45 1.92 1.80 
1.59 2.15 1.47 
30 23 25 
-1.07 0.17 -1.36 
1.50 1.52 1.58 
1.87 2.46 1.46 
30 23 25 
-0.40 -0.55 -1.16 
0.90 1.77 1.34 
1.15 2.24 1.28 
30 23 25 
-0.74 -0.32 -1.03 
1.10 1.61 1.33 
1.24 2.24 1.32 
30 23 25 
-0.50 -0.64 -0.99 
0.97 1.77 1.24 
1.08 2.15 1.25 
Table 22. Mean dally errors and absolute errors of the Indicated evaporation estimating 
methods for Ames, Castana and Nashua during October 1983 and 1984, mm/day 
Stations 
Ames Castana Nashua 
Methods 1983 1984 1983 1984 1983 1984 
No. of observations 30 31 29 — — 15 
Mean error 0.01 -0.28 -0.37 - - 0.39 
Abs. mean error 0.91 0.81 0.58 - - 0.63 
Std. dev. of mean error 1.13 1.08 0.68 - - 0.66 
No. of observations 30 31 29 - - 15 
Mean error -3.56 -3.71 -2.81 - - -0.69 
Abs. mean error 3.56 3.71 2.81 - - 0.97 
Std. dev. of mean error 1.56 2.32 1.16 - - 0.85 
No. of observations 30 31 29 - - 15 
Mean error -0.29 -0.94 -1.18 - - -0.88 
Abs. mean error 0.84 1.38 1.26 - - 1.05 
Std. dev. of mean error 1.00 1.43 0.86 - - 1.02 
No. of observations 30 31 29 - - 15 
Mean error 0.10 -0.48 -1.30 - - -0.67 
Abs. mean error 0.84 1.23 0.94 - - 0.78 
Std. dev. of mean error 1.09 1.43 0.83 - - 0.74 
No. of observations 30 31 29 - - 15 
Mean error -0.16 -0.98 -1.30 - - -0.63 
Abs. mean error 0.88 1.54 1.35 - - 0.90 
Std. dev. of mean error 1.07 1.71 0.83 - - 1.13 
No. of observations 30 31 29 - - 15 
Mean error -0.01 -0.79 -1.16 - - -0.54 
Abs. mean error 0.85 1.48 1.19 - - 0.74 
Std. dev. of mean error 1.04 1.72 0.76 - - 0.99 
Combination equation 
Hanson and Rauzi's 
equation 
Antal's equation 
Antal's equation 
using minimum temp, 
for dew pt. temp. 
Llnacre's equation 
Llnacre's equation 
using minimum temp, 
for dew pt. temp. 
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discussed previously, a perfect estimator has no intercept, a slope of 
2 2 1.0 and an r value of 1.0. Although the highest r value of 0.78 was 
found for Ames during 1984, no methods gave a zero intercept and slope of 
1.0. The t-tests indicated that the intercept Cb^) values were sig­
nificantly different from zero for all the stations and methods in 
both years except at Castana in 1984 with Linacre's method, modified 
Linacre's method and Hanson and Rauzi's method. The t—test on slope 
(Ho: b^ = 0) also shows that except for Hanson and Rauzi's method for 
1984 Ames and Nashua, all other methods and stations in both years re­
jected the null hypothesis at highly significant levels (Pr. < 0.01). 
The error analyses given in Tables 17-22 represents the behavior 
of the tested methods on a monthly basis for each station and year. 
During May of 1983 and 1984 (Table 17), the combination method produced 
the lowest standard deviation of 2.09, 1.31, 1.64 and 0.90 mm/day for 
Ames 1983, Ames 1984, Castana 1983 and Nashua 1984, respectively. The 
combination method also gave the lowest absolute mean errors and close 
to zero mean errors for Ames and Nashua. This indicates that the com­
bination method is the most unbiased and accurate method to estimate pan 
evaporation during May at Ames and Nashua. The 1984 Castana data were 
lost due to a broken humidity sensor and the 1983 Castana data did not 
have any single method giving unbiased and accurate estimates. Note, 
however, that n was only six there. Also, during May and June, ane­
mometers were not working at Castana and wind was estimated from the 
anemometer attached to the pan evaporimeter. 
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Table 18 gives the error analyses summary for June at Ames, Cas-
tana and Nashua during 1983 and 1984. This table indicates that the 
lowest absolute mean errors of 1.20, 1.13, 0.94, and 0.82 mm/day and 
lowest standard deviation of 1.45, 1.52, 1.31 and 1.01 mm/day were ob­
tained for Ames 1983, Ames 1984, Castana 1984 and Nashua 1984, respec­
tively, by using the combination equation. The combination method also 
provided close to zero mean errors for all stations except Castana 
1983. For Castana 1983, modified Linacre's method gives the close to 
zero mean error for unbiasedness and lowest absolute mean error and 
lowest standard deviation for accuracy. Although the standard devia­
tion for Ames 1983 (1.45) and Nashua 1983 (1.90) were not lowest they 
were close to lowest values 1.19 and 1.86, respectively. Thus, the 
combination method was the single best method which fitted close to the 
required criteria for best estimators during the month of June. 
Table 19 gives the summary of error analyses for the month of July 
at Ames, Castana and Nashua during 1983 and 1984. The table indicates 
that the lowest absolute mean errors of 1.42, 1.11, 1.02, 1.13, and 1.16 
mm/day and lowest standard deviation of 1.83, 1.17, 1.36, 1.55, and 1.65 
mm/day were obtained for Ames 1983, Ames 1984, Castana 1984, Nashua 1983 
and Nashua 1984, respectively by using the combination method. The 
close to zero values of mean errors were also obtained by using the com­
bination method for Castana and Nashua. The close to zero mean errors 
for Ames 1983 were obtained from Linacre's method (-0.06 mm/day), but it 
is not much different from that obtained by using the combination method 
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(-0.10 mm/day). Similar results were obtained for Ames 1984. There­
fore, the combination method again appears to be the best single method 
among the tested methods for providing an unbiased pan evaporation 
value during July. 
The August month also favored the combination equation as the best 
among the methods tested. It possessed the lowest or near lowest ab­
solute mean errors and standard deviations for all stations (Table 20) 
except for Nashua 1983. The close to zero mean errors were also found 
from the combination equation. Nashua 1983 had the lowest absolute mean 
error (0.73) and standard deviation (0.97) from Antal's method, but 
they were close to the values obtained from the combination equation, 
0.94 and 1.0, respectively. Thus, the combination method is the most 
unbiased and accurate method among the tested methods. 
Similar results favoring the combination methods were obtained 
from the study of Tables 21 and 22 for the months of September and 
October, respectively. The combination method was followed by Antal's 
and Linacre's methods. Neither of these two methods had any distinctive 
advantages over the others at all stations for both years during the 
whole period of observation. The Hanson and Rauzi's method almost always 
overestimated pan evaporation (Figure 27). 
The use of minimum temperature in place of dew point temperature 
in Linacre's and Antal's equation did not produce any large changes in 
2 
the r values (Table 16). Tables 17-22 also indicate that the use of 
minimum temperature in the above mentioned equations did not produce any 
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big changes in the values of mean errors, absolute mean errors and 
standard deviations for all the stations. From Table 18, the mean 
error, absolute mean error and standard deviation for Ames 1983 from 
Antal's method is 0.94, 1.19 and 1.08, respectively. The values 
changed to 0.88, 1.38 and 1.47 after replacing the dew point tempera­
ture with the Tninfmimi temperature. Similar results were obtained for 
Linacre's method. The results were similar for all stations and years. 
This indicates the acceptability of minimum temperature in place of dew 
point temperature in Antal's and Linacre's methods. The comparisons of 
estimated evaporation from Linacre's equation and its modified version 
by replacing dew point temperature with minimum temperature can be seen 
by comparing Figures 23 and 24. The comparison shows almost similar 
distribution of data points on either side of 1:1 line. Similar dis­
tributions were obtained from Linacre's equation and its modified ver­
sion in Figures 25-26. 
A linear regression was fitted between evaporation estimated from 
combination equation and pan evaporation. It was done on a data set com­
bined from the data of all three stations for both years. The residuals 
were analyzed to see the stability of the equation over environments. It 
Indicated that low wind speed, vapor pressure deficit and solar radiation 
overestimated the pan evaporation whereas higher wind speed and vapor 
pressure deficit underestimated it. The correlation between residuals and 
wind, vapor pressure deficit, and solar radiation were 0.21, 0.43, and 
0.44, respectively. There was also a strong correlation (0.44) between 
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vapor pressure deficit and solar radiation. Apparently, some parameter 
in the combination equation related to either vapor pressure deficit or 
solar radiation was not adequately estimating pan evaporation. All cor­
relation coefficients were significant at 0.0001 level. The residuals 
were also found to be affected by location being highest at Castana and 
lowest at Ames. The residuals for 1983 were higher than for 1984. The 
year of 1984 was very wet for spring and summer except August. Thus, the 
equation was not found to be stable with location and year. 
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SUMMARY AND CONCLUSION 
Many procedures are available for estimating evaporation but 
only the combination method and some empirical relations were applica­
ble for our purposes. The empirical relations used were Antal equa­
tion, Linacre equation and Hanson and Rauzi equation. The Antal and 
Linacre equations were also used by replacing dew point temperature 
with minlimm temperature. The combination equation, which includes the 
vertical energy balance and aerodynamic effects, is a physical based 
equation and is practical for routine use. The procedures were tested 
on meteorological data collected for a 2-year period on Agronomy research 
farms of Iowa State University at Ames, Castana and Nashua. 
The meteorological data were collected by establishing automated 
weather stations. Measurements were made from May through October dur­
ing 1983 and 1984. The meteorological instruments measured solar radia­
tion, humidity, temperature, wind speed and pan evaporation. 
Daily evaporation was calculated by using the combination equation 
as given by Thom et al. (1981), Antal equation, Linacre equation, and 
Hanson and Rauzi equation. Daily evaporation was also calculated by 
modifying the Antal and Linacre equation by replacing dew point tempera­
ture with minimum temperature. The calculated evaporations were then 
compared with measured pan evaporation on a daily basis. 
The evaluation of the methods was done by measuring the errors 
(measured pan evaporation-estimated evaporation) in terms of mean error 
Ill 
and absolute mean errors. The smallest absolute mean error measures 
the accuracy and a mean error close to zero measures the bias of the 
estimated evaporation. 
The combination equation gave the best results with an absolute 
mean error of about 1 mm/day for all the months in all the stations 
for both years except for the month of May in both 1983 and 1984. The 
Antal and Linacre methods also produced good results with absolute mean 
errors not exceeding 2.5 mm/day but mostly around 1.5 mm per day. The 
modified Antal and Linacre equations also gave very agreeable results. 
From the error analysis, it was clear that the combination equation 
was the best among the tested methods over most environmental conditions. 
It was, however, not found to be stable over the environments tested in 
this study. Solar radiation and vapor pressure deficit were significant­
ly correlated with residuals. Therefore, in order to effectively use 
the combination equation in Iowa more work is necessary refining the in­
fluence of solar radiation or vapor pressure deficit on parameters in 
the combination equation. The equations of Antal and Linacre seemed 
better than the combination equation under low solar radiation condi­
tions. 
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APPENDIX A. 
CR-21 INPUT PROGRAM LIBRARY 
Program Number — 1 
Program Name — DC Volts 
Input Range .2 volts to +2.5 volts 
Resolution — ±1 millivolt 
Execution Sequence and Timing — 
An auto-zero measurement is made by integrating the input signal 
with the input effectively shorted for 100 milliseconds. Then the 
input is connected to the appropriate channel and a measurement is 
made by integrating that signal for 100 milliseconds. Next the 
auto-zero measurement is subtracted from the signal measurement and 
the result is multiplied by the user-entered multiplier and added 
to the user-entered offset, then stored for processing by output 
programs. 
Program Number — 2 
Program Name — DC Millivolts 
Input Range — -2 millivolts to +25 millivolts 
Resolution — ±5 microvolts 
Execution Sequence and Timing — 
An auto-zero measurement is made by integrating the input signal 
with the input effectively shorted for 200 milliseconds. The input 
is then connected to the appropriate channel and a measurement is 
made by integrating that signal for 200 milliseconds. The auto-
zero measurement is then subtracted from the signal measurement 
and the result is multiplied by the user-entered multiplier and added 
to the user-entered offset then stored for processing by output pro­
grams. 
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Program Number — 3 
Program Name — DC Volts with Excitation 
Input Range .2 volts to +2.5 volts 
Resolution — ±1 millivolt 
Execution Sequence and Timing — 
The 2 volt (referenced to analog common) CD excitation output on the 
CR21 panel is switched on then an auto-zero measurement is made by 
integrating the input signal with the input effectively shorted for 
100 milliseconds.' Next the input is connected to the appropriate 
channel and a measurement is made by integrating that signal for 100 
milliseconds. The auto-zero measurement is then subtracted from the 
signal measurement and the result is multiplied by the user-entered 
multiplier and added to the user-entered offset then stored for 
processing by output programs. When more programs than one using 
DC excitation are executed consecutively, the excitation stays on 
until the last one is completed. 
Program Number — 4 
Program Name — DC Millivolts with Excitation 
Input Range — -2 millivolts to +25 millivolts 
Resolution — ±5 microvolts 
Execution Sequence and Timing — 
The 2 volt (referenced to analog common) DC excitation output on 
the CR21 panel is switched on then an auto-zero measurement is made 
by integrating the input signal with the input effectively shorted 
for 200 milliseconds. The input is connected to the appropriate 
channel and a measurement is made by integrating that signal for 200 
milliseconds. The auto-zero measurement is then subtracted from the 
signal measurement and the result is multiplied by the user-entered 
multiplier and added to the user-entered offset then stored for 
processing by output programs. When more programs than one using 
DC excitation are executed consecutively, the excitation stays on 
until the last one is completed. 
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Program Number — 5 
Program Name — AC Volts with Excitation 
Input Range — -.2 volts to +2.5 volts peak to peak measured with respect 
to analog common (channels 5, 6, and 7 only). See Section 2.4 in 
the manual Eor details on AC measurement. 
Resolution — ±1 millivolt 
Execution Sequence and Timing — 
The 4 volt (referenced to analog common) AC excitation output on 
the CR21 panel is switched on for 400 milliseconds and an auto—zero 
measurement is made by integrating the input signal with the input 
effectively shorted for 100 milliseconds. Then, the input is con­
nected to the appropriate channel and a measurement is made by inte­
grating that signal for 100 milliseconds. The auto-zero measurement 
is then sutracted from the signal measurement and the result is 
multiplied by the user-entered multiplier and added to the user-
entered offset then stored for processing by output programs. When 
more programs than one using AC excitation are executed consecutive­
ly, the excitation stays on until the last one Is completed. 
Program Number — 6 
Program Name — Pulse Counts 
Input Range — Limited by the count range of the channel used. Channel 
8 has a range of 4095 counts per minute and channel 9 has a range of 
of 15 counts per minute. 
Execution Sequence and Timing — 
Each time the inputs are scanned, the count from the selected channel 
is multiplied by the user-entered multiplier and added to the user-
entered offset. The result is stored for later use in output process­
ing. Immediately after the count is scanned, the counter is elec­
tronically reset by a 4 microsecond pulse. 
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Program Number — 7 
Program Name — Temperature QModel 101 Probe) 
Sensor Type — CSI Model 101 Thermistor Probe or equivalent. An equiva­
lent can be constructed according to the top diagram of Figure 2-6 
in the manual where Rs is a FENWAL Model UUT51J1 Thermistor and R2 
is a 249k .5% resistor. 
Input Units — Centigrate degrees 
Input Range 40°C to +60°C 
Input Resolution — 
Temperature CO 
-40 
-20 
0 
20 
40 
60 
Resolution (°C) 
.14 
.061 
.04 
.045 
.071 
.12 
Curve Fit Error — 
Range (°C) 
-40 to +55 
-35 to +47 
-10 to +45 
Error C°C) 
± . 6  
±.18 
±.09 
Execution Sequence and Timing — 
The 2 volt (referenced to analog common) DC excitation output on the 
CR21 panel is switched on then an auto-zero measurement is made by 
integrating the input signal with the input effectively shorted for 
100 milliseconds. The input is then connected to the appropriate 
channel and a measurement is made by integrating that signal for 
100 milliseconds. The auto-zero measurement is then subtracted from 
the signal measurement and the result is used in a 5th order poly­
nomial to compensate for the nonlinearity of the thermistor bridge 
circuit. This value (now in °C) is multiplied by the user-entered 
multiplier and added to the user-entered offset then stored for 
processing by output programs. When more programs than one using 
DC excitation are executed consecutively, the excitation stays on 
until the last one is completed. 
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Program Number — 8 
Program Name — Relative Humidity — 5th order (Model 201 Probe) 
Sensor Type — CSI Model 201 Relative Humidity Probe or equivalent. 
An equivalent would consist of a thermistor probe as described 
under Program 7 and a PHYS-CHEM RESEARCH Model PCRC-11 Sulfonated 
Polystyrene Humidity Sensor connected as shown in Figure 2-8 of 
the manual where R1 and R2 are 10k 1% resistors. 
Limitations — The thermistor circuit has to be connected to channel 
4 and the humidity sensor can only be used with channel 5, 6 or 
7. Channel 4 has to be programmed to input temperature in °C. 
If more than one humidity sensor is used, the temperature correc­
tion will still come from the sensor on channel 4. This correction 
affects the final value of humidity by .36% per "C. 
Input Units — % relative humidity 
Input Range — 10% to 95% relative humidity 
Input Resolution — better than .5% relative humidity 
Curve Fit.Error — ±1% from 14% to 94%, ±3% from 11% to 100% 
Execution Sequence and Timing — 
The 4 volt (referenced to analog common) AC excitation output on 
the CR21 panel is switched on for 400 milliseconds and an auto-zero 
measurement is made by integrating the input signal with the input 
effectively shorted for 100 milliseconds. The input is then con­
nected to the appropriate channel and a measurement is.made by inte­
grating that signal for 100 milliseconds. The auto-zero measurement 
is then subtracted from the signal measurement and the result is 
used in a 5th order polynomial to compensate for circuit nonlineari-
ty. The linearized value for humidity (in %) is then corrected for 
temperature using the value of temperature in °C from channel 4. 
The corrected value is then multiplied by the user—entered multi­
plier and added to the user-entered offset before it is stored for 
processing by output programs. When more programs than one using 
AC excitation are executed consecutively, the excitation stays on 
until the last one is completed. 
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Program Number — 9 
Program Name — Relative Humidity — with Separate Temp. Ch. 
This program is identical to program 8 except that the input channel 
used for temperature compensation is channel 2, 3, or 4 where 
humidity is being measured on channel 5, 6, or 7, respectively. 
Program Number — 10 
Program Name — Temperature — 102 Probe 
This program is the same as program 7 except that the polynomial 
coefficients are set to optimize accuracy in the range between 
5 and 95"C with the model 102 probe. Within this range, lineariza­
tion error is less than .1°C. At 100°C, the linearization error 
is -.3°C. 
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APPENDIX B. 
CR-21 OUTPUT PROGRAM LIBRARY 
1. Program Name — 50 Sample 
Function 
Store the sensor reading when the output interval specified in the 
output table is reached. 
Output Program Number 50 
Parameter 1 Input 
Parameter 2 N.A. 
Outputs Generated 1 
Intermediate Storage 1 
2. Program Name — 51 Average 
Function 
Average the one-minute readings over the period specified by the 
.output table. 
Output Program Number 
Parameter 1 
Parameter 2 
51 
Input channel number 
N.A. 
Outputs Generated 1 
Intermediate Storage 1 
3. Program Name — 52 Totalize 
Function 
Totalize the one-minute readings over the time period specified by 
the output table. If the sensor input is in terms of EU/minute (e.g., 
Langley/minute), the output will be the integrated value (e.g., 
Langley). If the sensor input is not a function of time (e.g., 
temperature), the output will be the sum of the one-minute readings. 
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The largest number that can be output is 6999. If the sum of the 
one-minute readings will exceed this number, change the multiplier 
in the input table to generate smaller readings. For example, in­
stead of integrating joules per meter squared, integrate kilojoules 
per meter squared. 
Output Program Number 52 
Parameter 1 Input channel number 
Parameter 2 N.A. 
Ouputs Generated 1 
Intermediate Storage 1 
4. Program Name — 53 Maximize, Time of Maximum 
Function 
Output the maximum value of the one-minute readings and/or the time 
the mmximim occurred on any input channel during the time interval 
specified in the output table. The maximum is reset to the in­
stantaneous reading on the first scan after the output interval. 
Both the maximum and the time are reset to the current value on the 
first scan after the output interval. Depending on the value of 
parameter 2, the outputs generated may be one or two. When both 
maximum and time are output, the maximum will appear first, followed 
by time. The time is output as HHMM where HH is hours and MM is 
minutes. 
Output Program Number 53 
Parameter 1 Input 
Parameter 2 0 for 
1 for 
channel number 
maximum or.ly 
both maximum and time of maximum 
Outputs Generated 1 or 2 
Intermediate Storage 1 
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5. Program Name — 54 Minimize, Time of Minimum 
Function 
Output the minlmm value of the one-minute readings and/or the time 
the occurred on any input channel during the time interval 
specified in the output table. The minimum is reset to the instan­
taneous reading on the first scan after the output interval. Both 
the minimim and the time are reset to the current value on the first 
scan after the output interval. Depending on the value of parameter 
2, the outputs generated may be one or two. When both minimum and 
time are output, the minimum will appear first, followed by time. 
The time is output as HHMM where HH is hours and MM is minutes. 
Output Program Number 
Parameter 1 
Parameter 2 
54 
Input channel number 
0 for minimum only 
1 for minimum and time of minimum 
Outputs Generated 1 or 2 
Intermediate Storage 1 
6. Program Name — 55 Standard and Weighted Value Histogram 
Function 
Process input data as either a standard histogram (frequency distribu­
tion) or a weighted value histogram. 
The standard histogram outputs the fraction of time that the input 
channel is within a particular sub-range (bin) of the total specified 
range. This form of output is also referred to as a frequency dis­
tribution. 
The weighted value histogram requires 2 input channels and outputs 
the mean value of readings from the weighted value channel that 
occurred while the range channel was in the corresponding sub-range 
(bin). The range channel is used to determine the bin into which 
the concurrent reading of the weighted value channel should be ac­
cumulated. At the end of the output interval the values accumulated 
in each bin are divided by the total number of input scans to obtain 
the average values. 
For either histogram, the user must specify: 1) the range input 
channel, 2) the total range the histogram bins are to cover, 3) the 
start value (lower limit of the range), 4) the number of bins into 
which the range is divided. 
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If a second Input channel is selected, the weighted value histogram 
is executed. 
At the user's option, the histogram may be either closed or open. 
The open form includes all values below the start value in the first 
bin and all values above the range in the last bin. The user adds 
1000 to the number of bins entered to obtain this form. The closed 
form is obtained by entering only the number of bins. With the 
closed form, range values falling outside the histogram range do not 
contribute to the output. 
The difference between the closed and open form is shown in the 
following example for temperature values: 
Start point 10°C 
Range 20°C 
Number of bins 10 
Closed Form Open Form 
Range of first bin 10 to 11.99° <12° 
Range of last bin 28 to 29.99° >or = 28° 
The most common use of a closed form weighted value histogram is the 
wind speed rose. Wind speed values (the weighted value channel) are 
accumulated into corresponding direction sectors (direction is the 
range channel). 
Each histogram bin uses one of the 64 storage locations available 
in the CR21. If a 64 bin histogram were executed, no other output 
channel could be used. 
Output Program Number 55 
Parameter 1 Range input channel number 
Parameter 2 Number of bins (closed form) 
Number of bins + 1000 (open form) 
Next Output Program No. 0 for standard histogram or channel number 
for weighted value 
Parameter 1 Lower limit of range or start point 
Parameter 2 Range (upper limit - lower limit) 
Ouputs Generated 
Intermediate Storage 
Number of bins 
Number of bins 
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7. Program Name — 56 Windvector 
Function 
Output in order: 
1. Mean windspeed (units are speed). 
2. Mean windvector magnitude (units are speed). 
3. Mean windvector direction (units are degrees). 
4. Standard deviation of direction (units are degrees). 
The input programming must leave the windspeed sample in units of 
speed and the wind direction sangle in units of degrees. 
Output Program Number 56 
Parameter 1 Wind speed input channel number 
Parameter 2 Wind direction input channel number 
Oupats Generated 4 (as above) 
Intermediate Storage 4 
8. Program Name — 57 Event Counter Program 
Function 
Record the number of counts (or the equivalent value due to the input 
multiplier other than 1) that occur during a user entered time inter­
val on either channel 8 or 9. If no input occurs during the time 
interval, there is no output. This program is designed to record 
rainfall intensity. 
The time period is specified in minutes and has a range of 1-60. 
Time periods which exceed 60 are automatically defaulted to 60. The 
time period should divide evenly into 60 since the program auto­
matically defaulted to 60. The time period should divide evenly 
into 60 since the program automatically synchronizes the period to 
the even hour. 
An ID of either 248 or 249 is output for channel 8 or 9, respective­
ly, followed by the time and the total counts that occurred.. 
Output Program Number 57 
Parameter 1 Input channel number 8 or 9 
Parameter 2 Time period in minutes 
Output Generated 
Intermediate Storage 
3 or none if no counts occur 
1 
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9. Program Name — 58 & 59 Set Point Controller — 4 Port 
Function 
Turn on one of the four output ports when a sensor input rises 
above a set limit, and turn the port off when the sensor input 
drops below a second limit. The input channel number, output port 
number, upper, and lower limits are entered as parameters in two 
consecutive output programs. 
The upper and lower limits must be entered as positive, integer 
numbers between 1 and 8191, i.e., the minimum value for the lower 
threshold must be equal to or greater than 1. Scale the sensor in­
put channel to locate the decimal. For example, to turn the port 
on at 28.5°C and off at 26.2®C, use a multiplier of 10 with Input 
Program 7 for temperature. Enter 285 and 262 as the set points for 
the output program. 
This program can be used up to four times in any or all of the out­
put tables. For example, you could wire up four lights to display 
a bar graph of temperature using the output program four times with 
different set points. 
First Output Program # 58 
Parameter 1 Input channel number (0—9) 
Parameter 2 Port number (1-4) 
Second Output Program # 59 
Parameter 1 Upper limit (integer number, 1-8191) 
Parameter 2 Lower limit (integer number, 1-8191) 
Outputs Generated 0 
Intermediate Storage 0 
10. Program Name — 60 Timed Port Turn On 
Function 
This program turns on any one of the four output ports a user 
entered number of minutes and seconds before the end of the output 
interval. A typical use would be to turn on the fan of a ventilated 
psychrometer for a period of time before an hourly wetbulb reading 
is taken. The port is turned off at the end of the output interval. 
If the CR21 scan rate is one minute, enter only minutes (00 for 
seconds) into Parameter 1. If the CR21 scan rate is 10 seconds, 
both minute and second values may b^ entered into Parameter 1, how­
ever, the seconds value must be a multiple of 10. 
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Output Program Number 60 
Parameter 1 MMSS — Time before output to 
port in minutes and seconds 
Parameter 2 Port number (1-4) 
Ouputs Generated 0 
Intermediate Storage 0 
11. Program Name — 61 Standard Deviation 
Function 
Compute the standard deviation of the readings on any input channel 
using the formula: 
- CZXi)2/n)/n)l/2 
Output Program Number 61 
Parameter 1 Input 
Parameter 2 N.A. 
Outputs Generated 1 
Intermediate Storage 4 
12. Program Name — 62 Fixed Data 
Function 
Enter fixed data, usually a station ID number, into final memory. 
Use this program in the output table with the longest output inter­
val to avoid wasting memory. For example, if the station ID number 
is 3456, key 3456 into the output table as the first parameter for 
this output program. The maximum value which can be entered is 6999. 
Output Program Number 62 
Parameter 1 Data to be stored 
Parameter 2 Not used 
Outputs Generated 1 
Intermediate Storage 0 
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13. Program Name — 63 Time of Input Port Change 
Function 
This program records the time of each change of state on Input 
Port 1 or 2. The voltage input levels should be 5 V with respect 
to ground. A change of state is defined as the voltage level going 
from 5 V to 0 V, or 0 V to 5 V. At each scan, the CR21 checks the 
state of the input ports. If the state has changed since the pre­
vious scan, then two outputs are stored in final memory. The first 
output indicates which input port changed and the direction of 
change. The second output is the time of change. 
The output format is as follows: 
CONDITION: 
OUTPUT: 
CONDITION: 
OUTPUT; 
CONDITION: 
OUTPUT: 
CONDITION: 
OUTPUT: 
Input Port 1 went from HIGH to LOW 
01 250 02 TIME 
Input Port 1 went from LOW to HIGH 
01 251 02 TIME 
Input Port 2 went from HIGH to LOW 
01 252 02 TIME 
Input Port 2 went 
01 253 02 TIME 
from LOW to HIGH 
.This.progrrm, like any of the programs having intermittent output, 
should be placed in the output table after programs having a regu­
larly scheduled output. It is possible to have more than one 
intermittent output program per output table, so long as they appear 
after the programs having regularly scheduled outputs. 
Output Program Number 
Parameter 1 
Parameter 2 
63 
Input port number 
Not used 
Ouputs Generated 
Intermediate Storage 
2 per 1 change of state 
1 
14. Program Name — 64 Fast Output CIO, 20, 30 sec) 
Function 
This program, intended for CR21's with a 10 second scan rate, 
allows the user to get outputs at intervals more frequently than 
1 minute (10, 20 or 30 sec only). The program should be entered 
at the beginning of an output table, and applies to all programs 
in that table. Each time a FAST OUTPUT takes place, it is pre­
ceded by a user-defined output array ID number which must be between 
4 and 249 inclusive. 
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• 
Â typical application for this program would be a calibration fun 
where many data points would be required over a short period of time. 
Output Program Number 64 
Parameter 1 Output interval in seconds (10, 20 or 30} 
Parameter 2 Output array ID (4 to 249 inclusive) 
Outputs Generated 1 
Intermediate Storage 0 
15. Program Name — 65 Conditional Output 
Function 
This program causes all following programs in a given output table 
to be output at a faster rate (user entered) only if input port 1 
is high. The output interval, defined by parameter 1, must be in 
minutes, with a maximum entry of 60. The actual time of the output 
will always be either on the even hour or a multiple of the entered 
time interval from the even hour. Each time a conditional output 
takes place, it is preceded by a user defined output array ID number 
(Parameter 2) which must be between 4 and 249 inclusive, and the time 
- of output. 
Conditional output programs and programs that output at the normal 
Output Table Interval should not be mixed in the same Output Table 
unless they are independent of the "number of input scans." Any 
programs involving "averages" are dependent upon the "number of 
input scans." This requirement stems from the fact that the number 
of input scans for a given Output Table is reset to zero whenever a 
conditional output occurs. 
The following table shows the output response for an example where 
the Output Table interval is 1 hour and the first program entry is 
Conditional Output, followed by an Average program. The column 
labeled "Data Period" refers to the averaging period for the data 
value output by the Average program. 
Input Port 1 
Activity Output 
Time State Time Data Period 
12:00 - 12 :17 Low 12:20 12:00 - 12:20 
12:17 - 12 :33 High 12:25 12:20 - 12:25 
12:33 - Low 12:30 12:25 - 12:30 
13:00 12:30 - 13:00 
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Output programs which are independent of the number of input scans 
are not affected. 
A typical application of this program would be to make stream flow 
and water quality measurements only when it is raining. 
Output Program # 
Parameter 1 
Parameter 2 
65 
Conditional output interval in minutes 
Output array ID number (4-249 inclusive) 
Outputs Generated 
Intermediate Storage 
2 
0 
16. Program Name — 66 Intermediate X - Y 
Function 
This program outputs the average value of X minus Y where X and Y 
are specified input channels. As an option, either X or Y can be 
an integer constant. This is accomplished by entering the desired 
constant plus 1000 into the appropriate parameter location. If X - Y 
is negative, then zero is used for the value to be averaged. The 
result of X - Y is left in pseudo channel 11 to be operated on by 
any subsequent output programs. This program is normally used for 
determining heating, cooling, or growing degree days. 
As an application example, this program could be used for outputing 
the average temperature difference between the output and return of 
a heating system. Average heat flow could then be output with pro­
gram 68 where channel 11 is multiplied by a flow sensor reading. 
Output Program Number 66 
Parameter 1 Channel X or K + 1000 
Parameter 2 Channel Y or K + 1000 
Outputs Generated 1 
Intermediate Storage 1 
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17. Program Name — 67 Intermediate Port Status 
Function 
This program outputs the fraction of the output interval time that 
an input port was hi^. Also if the port is high or low, a 1 or 0, 
respectively, is left in pseudo channel 10 to be operated on by any 
subsequent programs. 
As an example, this program could be used to tell how long a pump 
was on during an output interval. The value left in channel 10 (1 
or 0) can be multiplied by a temperature difference (in channel 11) 
with Program 68 to output an average value to be used to derive 
heat transfer. 
Output Program Number 
Parameter 1 
Parameter 2 
Outputs Generated 
Intermediate Storage 
67 
Input port number (1 or 2) 
Not used 
1 
1 
18. Program Name — 68 Intermediate X * Y 
Function 
This program outputs the average of X times Y where X and Y are user 
entered input channels. The results is left in pseudo channel 10 to 
be operated on by any subsequent output programs. 
With this program in conjunction with Program 55 (HISTOGRAM), a wind 
power rose could be output. The bin is selected according to wind 
direction data. Wind speed would be multiplied by itself twice to 
obtain wind power (wind speed cubed) by using Program 68 twice. The 
histogram program is entered so that values are weighted by the wind 
power value taken from channel 10. 
Output Program Number 68 
Parameter 1 Channel number for X 
Parameter 2 Channel number of Y 
Outputs Generated 1 
Intermediate Storage 1 
141 
19. Program Name — 69 Intermediate X/Y 
Function 
This program outputs the average of X divided by Y where X and 
Y are input scan values. The instantaneous result is left in 
pseudo channel 11 to be operated on by any subsequent output pro­
grams. 
Output Program Number 69 
Parameter 1 Channel number for X 
Parameter 2 Channel number for Y 
Ouputs Generated 1 
Intermediate Storage 1 
20. Program Name — 70 Average Cubed Wind 
Function 
Generate the average of the cube of the wind speed samples• To ac-
commodate the large magnitudes generated by the cube function with­
out over-ranging the CR21 output magnitude limit of 6999, two out­
puts are generated. The first is the average of the cubed wind 
divided by powers of 10 until it is less than 6999. The second is 
the exponent of 10 by which the original number was divided. 
Output Program Number 70 
Parameter 1 Input channel number 
Parameter 2 Not used 
Outputs Generated 
Output 1 The average cubed wind divided by 10 
Output 2 The exponent, X 
Intermediate Storage 2 
21. Program Name — 71 Vapor Pressure/Vapor Pressure Deficit 
Function 
This program outputs average vapor pressure and/or average vapor 
pressure deficit in kilo pascals. The instantaneous values are 
calculated at each input scan from the air temperature ("C) and 
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percent relative humidity and left In pseudo Input channels as 
described below, to be used by subsequent output programs. 
EA = %RH/100 * ES 
ED = ES - EA 
ED = vapor pressure deficit (kPa) 
EA = vapor pressure (kPa) 
ES = saturation vapor pressure (kPa) 
%SH = percent relative humidity 
The algorithm for obtaining saturation vapor pressure from air 
temperature (°C) is taken from Lowe, Paul R., 1976: An Approximating 
Polynomial for Computation of Saturation Vapor Pressure. J. Appl. 
Meteor. 16, 100-103. 
Output Program Number 71 
Parameter 1 Temperature input channel number 
Parameter 2 Relative humidity channel number 
Next Output Program No. 0 
Parameter 1 1 for average vapor pressure only. Instan­
taneous result in pseudo channel 11. 
2 for average vapor pressure deficit only. 
Instantaneous result in pseudo channel 11. 
3 for average vapor pressure and average vapor 
pressure deficit. Instantaneous vapor pressure 
in pseudo channel 11. Instantaneous vapor pres­
sure deficit in pseudo channel 10. Average vapor 
pressure appears first in final storage. 
Parameter 2 Not used 
Outputs Generated 
Intermediate Storage 
1 or 2 
1 or 2 
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22. Program Name — 72-73 Growing Degree Days 
Function 
Compute growing degree days by summing the growing degree day 
reading from each scan. 
Two output programs are used together as if they were one. In the 
first output program, the sensor's channel number is entered as 
parameter 1, and any desired initial number of growing degree days 
(GDD) is entered as Parameter 2. The second output program must 
follow. Parameter 1 is the upper temperature limit and Parameter 
2 is the lower temperature limit. All parameters must be integer 
numbers (no decimals). 
The output program pair may be used more than once. That is, GDD 
with two or three different upper and lower limits can be calcu­
lated simultaneously. 
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APPENDIX C. POLYNOMIAL EQUATION 
FOR CR-21 THERMISTOR AND 201 PROBE 
KH-senosr equations contained in CR-21 Input Programs 8 and 9 
Millivolts OUT = mv » 4000 * 10000/(sensor resistance + 20000) 
5th Order Polynomial Fit 
RHl = CQ + rav * (C^ + mv * (C^ + mv * (C^ + mv * (C^ + rav x C^)))) 
where: CQ = 12.0843 
C^ = 0.142842 
C^ = -3.19577E-4 
Cj = 3.79093E-7 
C, = -2.07894E-10 
4 
Cg = 4.34339E-14 
Temperature correction 
CR-21 Output = RH = RHl + 0.36(25 - T) 
where : T = temperature at 201 probe in °C. 
Thermistor equations contained in CR-21 Input Program 7 
Millivolts OUT = rav = 2000 * 249000/(sensor resistance + 249000) 
5th order polynomial fit 
CR-21 output = temperature = CQ + mv * (c^ + mv * (C^ + mv * 
(Cg + mv * (C^ + mv * C^)))) 
where: C^ = 53.7842 
C^ = 0.147974 
C^ = -2.18755E-4 
C^ = 2.19046E-7 
C, = -1.11341E-10 
4 
C^ = 2.33651E-14 
