The image sparse representation based on the over-complete dictionary is a new image representation theory. 
Introduction
Synthetic aperture radar (SAR) makes human beings enter a new era of remote-sensing observations with its unique ability. Currently, SAR has been developed into a multi-band, multi-polarization and multi-mode system which makes transmission and storage for large volume data a problem that must be considered with the increased demands for image information of various fields. A large amount of data leads to huge online storage needs and the efficiency of data transmission is also very low through computer networks. This makes it an inevitable trend to compress SAR images under the precondition of maintaining their quality as best as possible. However, due to their own characteristics for instance SAR images are affected by speckle noise, SAR images have large dynamic ranges, SAR images have rich textures etc. The classic optical image compression algorithm tends to have poor performance on SAR image compression [1] [2] [3] .
This paper mainly studies SAR image compression method based on the over-complete dictionary sparse representation. Sparse representation is to use a few coefficients to capture important information of the targets. Only by saving the coefficients and corresponding coordinates we can get information for representing images, thereby realizing image compression. Sparse representation of images in the over-complete dictionary is a brand new signal representation theory that has been developed in recent years [4] [5] [6] [7] . The key of signal sparse representation is the construction of an over-complete dictionary. Selection of the dictionary should be possible consistent with the structure of the approximation signal. Elements in the dictionary are called atoms. Finding the K atom with the best linear combination to express a signal is sparse representation of the signal. For sparse representation of images, images can be divided into different partitions and each partition can be converted into a column vector, thereby sparse representation of images is converted to sparse representation of one-dimensional signal sparse representation. For characteristics of SAR images, current dictionary cannot be consistent with structures of the images, therefore, K-SVD algorithm is adopted in this paper to realize over-complete dictionary construction [8] [9] .
Sparse Representation of Signals in the Over-complete Dictionary
The basic idea of sparse representation of signals in the over-complete dictionary is to use redundant basis to replace orthogonal basis which is used in the conventional method, whereas selection of the dictionary should possibly include the information structure contained in the signals to be represented. Sparse representation of signals is to select several atoms with the best linear combination to represent signals. In fact, this is an approximation procedure. Set the signal as f , it can be expressed as:
Sparse representation of signal is the sparsest solution of decomposition coefficient  when k f has reached to a certain degree, thereby the optimization function can be constructed as follows:
Where， 0 || || is normal number of 0 l , representing number of elements not zero.
As we all know that solving formula (2) is an NP problem. Therefore, many scholars have proposed approximate sparse decomposition algorithms, such as OMP (10-11), BP (12), the Bayesian method [13] etc. OMP algorithm is adopted in this paper to realize sparse decomposition of signals.
K-SVD Dictionary Construction Algorithm
Constructing an over-complete dictionary is an important prerequisite for realizing signal sparse decomposition. For unique features of SAR images, all known over-complete dictionaries cannot give good representation. The algorithm based on K-SVD learning is adopted in this paper to realize constructing an over-complete dictionary. The algorithm aims to find the optimal dictionary so that signal sparse representation based on the dictionary can make the variance of training samples the smallest. Therefore, the following objective function is constructed:
Where, F is a matrix constructed using the training samples. Each column vector corresponds to a training sample；D is a redundant dictionary to be constructed. Each column vector corresponds to an atom;  is a matrix of coefficients for decomposition of F on D . In order to solve formula (3), we can use an iterative approach, First we fix D , find the best decomposition coefficients of training samples under D ; then fixed the coefficient matrix and find a more effective over-complete dictionary. During the process of updating the dictionary, only a column and its corresponding coefficients can be updated. The update of the dictionary can be realized using the singular value decomposition method. The specific process is as follows:
In sparse decomposition stage, fix D , the objective function can be expressed as arg min , . , 1, 2,...
It is apparent from formula (5) that during sparse decomposition stage, it can be expressed as sparse decomposition of every training sample. Therefore, any kind of sparse decomposition method can be used. In this paper the OMP algorithm is adopted.
During dictionary updating stage, fix the coefficient matrix α and dictionary D , update one column 
Formula (6) can be solved using the singular value (SVD) decomposition method.
Sparse Representation of SAR Images

Image Pre-processing
During the process of sparse representation of images, as an over-complete dictionary is adopted, if the entire image is processed directly, calculated amount would be alarming. For example: an 256 256  image has a redundancy of 4 in the dictionary, number of atoms in the dictionary will be It is very difficult for current computers. In addition, when constructing the over-complete dictionary using K-SVD algorithm, substantive learning samples are needed. If the entire image is processed, training samples cannot be constructed. Therefore, we split the image into partitions. In this way, while reducing dimensions of each atom, the size of the dictionary is greatly reduced. For instance, using 8 8  partitions, the redundancy in the dictionary is still 4, but number of atoms is only 256, the calculated amount is greatly reduced. In order to overcome the problem of partitioning we can split the image into overlapped partitions. When re-constructing the image we carry out mean value processing for the overlapped part. In addition, using the image partitioning method, all training samples come from the image; therefore the dictionary constructed can have a better approximation of the structure of the image.
K-SVD Dictionary Construction
Before carrying out sparse decomposition of the image, an over-complete dictionary needs to be constructed. the over-complete dictionary can be constructed using the training samples obtained from image partitioning in accordance with the method described in Section 3. As all training sample for constructing the over-complete dictionary come from the image, it has a structure with better approximation to the structure of the image comparing with that of a fixed dictionary as shown in Fig.1 .
Fig. 1 structure of K-SVD dictionary (a) original image (b) K-SVD dictionary (c) DCT dictionary
Sparse Decomposition and Coding
For every partition of the image, we use OMP algorithm to realize sparse decomposition using linear combinations of several atoms in the over-complete dictionary. Useful information for expressing content of the image includes coefficients of sparse decomposition as well as coordinates of the atoms selected. Therefore, when compressing the image, only by saving the decomposition coefficient and the coordinates of the atoms selected the image can be re-constructed. For coordinates of atoms selected, non-loss coding such as Huffman coding shall be selected; for coefficient of sparse decomposition, for the inherent characteristics of OMP decomposition algorithm, the decomposition coefficient will become smaller gradually and every row of the coefficient matrix is roughly the same. Therefore we can use DPCM coding.
Compressibility of Sparse Decomposition
Assume an image with P pixels is divided into N N  partitions; there are K atoms in the over-complete dictionary. When carrying out sparse decomposition, every image partition us expressed using linear combination of L atoms. Every decomposition coefficient is expressed using 8 bits, then after image compression, the bit number can be expressed as:
Every image partition can be expressed using
We can control sizes of N and L to reach the target bit numbers. The specific relationship is shown in Fig.2 : 
Experiment Simulation
In this section we test this algorithm through simulation. The data used is the simulation data of Etna volcano in Italy. The size of the original image has 1024 1024  pixels. For facilitating calculation, only 256 256  pixel sub-image is intercepted. Firstly we verify effectiveness of algorithm described in this paper. The size of the image partition adopted in this paper is 8 8  and the dictionary redundancy is 4. Images reconstructed with different bit rates are given in Fig.4 . It is apparent from Fig.4 that the images reconstructed have different degrees of distortions, including partitioning effect, high frequency parts of the image which are not accurate enough and some backgrounds which cannot be expressed etc. All these distortions are caused from image partitioning as well as independent coding for each partition. When the bit rate is low, partitioning effect is apparent, as shown in Fig.4 [a] ; the higher the bit rate is, the better the reconstruction effect will be. But improvement in reconstruction effect caused by increasing the bit rate is not evenly distributed on the entire image; the places with large errors may be improved a lot. This is because the principle of using the smallest mean-square error when carrying out sparse decomposition. Places with large errors are assigned larger bit numbers when decomposing.
(a) K-SVD 0.5bpp
Fig.3 comparison of different bit rates
Next we analyze the impact of redundancy of the over-complete dictionary on SAR image compression. Peak value SNRs (PSNRs) for image reconstruction under different dictionary redundancies are presented in Fig.5 . It is apparent from Fig. 5 that the higher the redundancy the better quality the image reconstructed will have. But the improvement in quality is gradually decreased. For the same redundancy, the higher the bit rate the better quality the reconstructed image will have.
Fig.4 impact of dictionary redundancy on image compression results
Then compare the proposed algorithm with other SAR image compression algorithms including DCT based Jpeg algorithm and wavelet transform based EZW and SPIHT algorithms. Images reconstructed under the same bit rate are shown in Fig.6 . it is apparent from Fig. 6 that the DCT based Jpeg compression algorithm has very poor effect. This is because adjacent pixels of SAR image have low correlations and their DCT value distribution is relatively even; wavelet transform based EZW and SPIHT algorithms have significant fuzzy regions; Though the algorithm proposed in this paper has some errors, its effect is significantly better than other algorithms. PSNR values of the image reconstructed under different bit rates are shown in Fig.7 . it is apparent from Fig. 7 that with the increment in bit rates, the quality of image reconstructed is better; when the bit rate is low, the performance of the proposed algorithm is significantly better than other algorithms; when the bit rate is higher, the performance of the proposed algorithm is basically the same with which of SPIHT algorithm. 
Conclusion
With the continuous development of the synthetic aperture radar applications, large volume data transmission and storage have become a major concern for SAR systems. However, due to the characteristics of the SAR image itself, the classical compression algorithm dealing with optical images has poor performance on SAR image compression. In recent years, as image compression sensing theory is getting more and more mature, the sparse representation based on the over-complete dictionary has gradually become a hot spot of study. The K-SVD algorithm is proposed in this paper to construct an over-complete dictionary so as to realize sparse representation of SAR images. In order to obtain the information needed for image presentation, only coefficient of sparse decomposition and corresponding coordinates are needed to be saved, thereby realizing image compression. Simulation results show that performance of the proposed algorithm is better than which of DCT based Jpeg algorithm and wavelet transform based EZW and SPIHT algorithms. The image compression method based on sparse decomposition is still in its initial stage, there are many problems to be studied, for instance if sparse decomposition algorithm is replaced with the approximation algorithm, it tends to obtain locally optimal solution, thereby affecting decomposition results; number of atom adopted when carrying out sparse decomposition must be an integer, making the compression ratio not able to be adjusted freely. In order to get larger compression ratio, image partition sizes must be adjusted.
