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We study two different initial conditions for fermions for the problem of pair production of fermions
coupled to a classical electromagnetic field with backreaction in (1+1) boost-invariant coordinates.
Both of these conditions are consistent with fermions initially in a vacuum state. We present results
for the proper time evolution of the electric field E, the current J , the matter energy density ε,
and the pressure p as a function of the proper time for these two cases. We also determine the
interpolating number density as a function of the proper time. We find that when we use a “first
order adiabatic” vacuum initial condition or a “free field” initial condition for the fermion field,
we obtain essentially similar behavior for physically measurable quantities. The second method is
computationally simpler, it is twice as fast and involves half the storage required by the first method.
PACS numbers: 25.75.-q, 04.60.Ds
I. INTRODUCTION
Particle production from strong fields has a long his-
tory starting with Schwinger’s classic paper [1]. A de-
tailed history of this subject can be found in two re-
cent reviews [2, 3]. One of the many applications of
pair production has been as a model for particle produc-
tion in the central rapidity region following a relativis-
tic heavy ion collision. Following such a collision, there
is experimental evidence that the production of parti-
cles is “boost-invariant” [4, 5] which leads to measurable
quantities such as energy densities being functions of the
fluid proper time alone. The initial conditions we want
to study for this problem are that the number of pairs
starts out zero and that the initial induced current in
the Maxwell (backreaction) equation for the electric field
is also zero. We then want to study the proper time
evolution of the expectation value of the energy density,
pressure, and current of the produced particles and the
evolution of the electric field.
In an earlier paper on this topic [6] one particular set
of initial conditions consistent with having no pairs of
particles produced before the collision at initial proper
time, τ = τ0, led to the need for doubling the number
of fermion solutions in order to start with zero induced
current in the Maxwell equation for the electric field. In
the paper by Cooper et al. [6], two sets of solutions for
the second-order squared Dirac equation were used in or-
der to satisfy the desired initial conditions of having zero
initial current. Similar results were presented in a 1992
paper by Kluger et al. [7] for the Cartesian case. In those
papers, the initial conditions were taken to correspond to
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a first-order adiabatic approximation to the second-order
Dirac equation, which forced them to average over two
different solutions of the Dirac equation so that the cur-
rent vanished at τ = τ0. In the present work, we consider
a slightly different initial state, namely approximate free
fields for the fermions, which automatically leads to a
zero current at τ = τ0. This initial condition was used
earlier by Cooper and Savage [8] in their study of the
dynamics of the chiral phase transition in the (2+1) di-
mensional Gross-Neveu model. The free field initial con-
dition does not require doubling the number of solutions
as did the adiabatic choice. We compare the evolution
of the problem for both initial conditions and show that
at short to moderate times they are equivalent and are
slightly different at very late times.
This semi-classical approximation to the initial value
QED problem describes the fermions as a quantum field
but treats the electric field classically. The current used
in Maxwell’s equation is calculated using the vacuum ex-
pectation value of the quantum Dirac current. As dis-
cussed in previous papers [9], this approximation is equiv-
alent to the first term in a large-N approximation to N-
QED where there are N flavors of fermions present.
The method we use for numerically solving this prob-
lem is a shooting method to numerically step out solu-
tions of the equations from initial conditions. An adia-
batic analysis of the form of the solutions is used to de-
termine the behavior of the solutions at large momentum
and to isolate divergences and perform renormalization
as well as to choose appropriate initial states for fermions
that are appropriate vacuum states.
We study here the problem in (1+1) boost-invariant
coordinates. This kinematic situation is related to the
kinematics of the early phase of plasma evolution fol-
lowing a relativistic heavy ion collision with the electric
field a simplification for the semiclassical chromoelectric
field expected to be produced in that situation. We study
(1+1) dimensions for simplicity here, where charge renor-
2malization is finite. However, the same methods of solu-
tion used here can be applied to the case of (3+1) dimen-
sions in both Cartesian and boost-invariant coordinates.
We will present results for (3+1) dimensions for QED
and QCD elsewhere.
This paper is organized as follows: In Sec. II we
review briefly the equations we will need to solve for
QED in (1+1) dimensional boost-invariant coordinates
(for a detailed derivation, see e.g. Refs. 3 and 10). In
Secs. III and IV we discuss the backreaction equation
and the adiabatic expansion and charge renormalization,
whereas in Sec. V we review the calculation of the energy-
momentum tensor. The two types of initial conditions are
introduced in Sec. VI. We present results of our numeri-
cal simulations in Sec. VII and conclude in Sec. VIII.
II. NOTATION AND EQUATIONS
In our simplified kinematics, in (1+1) dimensions, we
choose the longitudinal axis of the collision to be the z-
axis. Then, in the Cartesian frame, we want to solve the
set of equations:{
γa [ i∂a − eAa(ξ) ]−m
}
ψˆ(ξ) = 0 , (2.1)
where ξ is shorthand for the Cartesian pair (t, z), ψˆ(ξ) is
a fermi field satisfying the anti-commutation relation:
{ ψˆα(z, t), ψˆ†α(z′, t) } = δα,α′ δ(z − z′) , (2.2)
and Aa(ξ) is a classical field satisfying Maxwell’s equa-
tions:
∂a F
ab(ξ) = Jb(ξ), F ab(ξ) = ∂aAb(ξ)−∂bAa(ξ). (2.3)
The current is given by:
Jb(ξ) =
e
2
〈 [ ˆ¯ψ(ξ), γa ψˆ(ξ) ] 〉 . (2.4)
The γ-matrices satisfy { γa, γb } = 2 ηa,b and are given
by:
γ0 =
(
1 0
0 −1
)
, γ3 =
(
0 1
−1 0
)
, γ5 = γ0γ3 =
(
0 1
1 0
)
.
Boost-invariant coordinates xµ = ( τ, η ) are defined
by:
t = τ cosh η , z = τ sinh η . (2.5)
The connection between the Cartesian frame (dξa), and
the boost-invariant frame (dxµ) is described by a vierbein
matrix V aµ(x), given by:
dξa = V aµ(x) dx
µ , ∂µ = V
a
µ(x) ∂a , (2.6)
V aµ(x) ≡ ∂ξ
a
∂xµ
=
(
cosh η, τ sinh η
sinh η, τ cosh η
)
,
and its inverse:
dxµ = V µa(x) dξ
a , ∂a = V
µ
a(x) ∂µ , (2.7)
V µa(x) ≡ ∂x
µ
∂ξa
=
(
cosh η, − sinh η
− sinh η/τ, cosh η/τ
)
.
The γ-matrices in this frame are denoted by a tilde:
γ˜µ(x) ≡ V µa(x) γa, and satisfy:
{ γ˜µ(x), γ˜ν(x) } = 2 gµν(x) , gµν(x) = diag( 1,−1/τ2 ) .
(2.8)
Dirac’s equation (2.1) becomes in this frame:[
γ˜µ(x) ( i ∂µ − eAµ(x) ) −m
]
ψˆ(x) = 0 , (2.9)
where the fermi field obeys the anti-commutation rela-
tion:
{ ψˆα(τ, η), ˆ¯ψα′ (τ, η′) } = γ˜τα,α′(η) δ(η − η′)/τ . (2.10)
However, it is much simpler to make a similarity trans-
formation to a system of coordinates where the vierbein
becomes diagonal [10]. In this rotated system, the γ-
matrices are denoted by a bar:
S−1(η) γ˜µ(x)S(η) = γ¯µ(τ) , (2.11)
where the matrix S(η) is given by:
S(η) = exp[ η γ5/2 ] = cosh(η/2)+ γ5 sinh(η/2) . (2.12)
The γ¯µ(τ) matrices are given explicitly by:
γ¯τ = γ0 , γ¯η(τ) = γ3/τ , (2.13)
So if we define a new fermi field φˆ(x) by:
ψˆ(x) = S(η) φˆ(x)/
√
τ , (2.14)
Dirac’s equation (2.9) becomes:[
i γ¯µ(τ)∇µ −m
]
φˆ(τ, η)/
√
τ = 0 , (2.15)
where ∇µ = ∂µ + Πµ(x) + ie Aµ(x), with Πµ(x) =
S−1(η) ( ∂µS(η) ), is the covariant derivative. Here φˆ(x)
obeys the simpler anti-commutation relation:
{ φˆα(τ, η), φˆ†α′ (τ, η′) } = δα,α′ δ(η − η′) . (2.16)
For our case, the only non-vanishing Πµ(x) is for Πη =
γ5/2. In the boost-invariant frame, we work in the tem-
poral gauge and choose Aµ(x) = ( 0,−A(τ) ). That is
A(τ) as the negative of the covariant component in the
boost-invariant frame. So (2.15) simplifies to:{
i γ0 ∂τ +γ
3
[
i ∂η+eA(τ)
]
/τ −m} φˆ(τ, η) = 0 . (2.17)
We now expand the field φˆ(τ, η) in a fourier series given
by:
φˆ(τ, η) =
∫ +∞
−∞
[dk]
∑
λ=±
Aˆ
(λ)
k e
ikη φ
(λ)
k (τ) , (2.18)
3where we have introduced the notation [dk] = dk/(2π)].
Here, Aˆ
(λ)
k are mode operators and φ
(λ)
k (τ) are two inde-
pendent mode functions satisfying the equation:
[
i γ0 ∂τ − γ3 πk(τ) −m
]
φ
(λ)
k (τ) = 0 , (2.19)
where
πk(τ) =
1
τ
[ k − eA(τ) ] . (2.20)
It is now useful to add and subtract the upper and lower
components of the spinor φ
(λ)
k by writing:
φ
(λ)
k (τ) = U F
(λ)
k (τ) , with U =
1√
2
(
1 1
1 −1
)
. (2.21)
Here U † = U−1 = UT . Then F
(λ)
k (τ) satisfies an equa-
tion of Hamiltonian form:
i ∂τ F
(λ)
k (τ) = H(τ)F
(λ)
k (τ) , (2.22)
with
H(τ) =
(
πk(τ) m
m −πk(τ)
)
= Kk(τ) · σ . (2.23)
Here Kk(τ) is a vector defined in an abstract space R
with unit vectors (eˆ1, eˆ2, eˆ3) and given by:
Kk(τ) = m eˆ1 + πk(τ) eˆ3 . (2.24)
We can introduce the 2 × 2 dimensional density matrix
ρk(τ) and a “polarization” vector Pk(τ) in R with the
definitions:
ρ
(λ)
k (τ) = F
(λ)
k (τ)F
(λ) †
k (τ) =
1
2
( 1+P
(λ)
k (τ)·σ ). (2.25)
Then from (2.22), the polarization vector P
(λ)
k (τ) obeys
the vector equation of motion:
∂τ P
(λ)
k (τ) = 2Kk(τ) ×P(λ)k (τ) . (2.26)
Since H(τ) in Eq. (2.23) is hermitian, F
(λ)
k (τ) satisfies a
conservation equation:
∂τ [F
(λ) †
k (τ)F
(λ′)
k (τ) ] = 0 . (2.27)
So if we choose the two spinors to be orthonormal at
τ = τ0, they remain orthonormal for all τ . In Sec. VI
we show how to do this. So we can assume that these
spinors are orthonormal and complete for all τ :
F
(λ) †
k (τ)F
(λ′)
k (τ) = δλ,λ′ , (2.28a)∑
λ=±
F
(λ)
k (τ)F
(λ) †
k (τ) = 1 . (2.28b)
Probability conservation also requires that the polariza-
tion vector P
(λ)
k (τ) for both of these solutions to remain
on the unit sphere for all time τ . So to summarize, the
fermi field can be written as:
ψˆ(τ, η) = S(η)U Fˆ (τ, η)/
√
τ , (2.29)
where the field Fˆ (τ, η) obeys the anti-commutation rela-
tion:
{ Fˆα(τ, η), Fˆ †α′ (τ, η′) } = δα,α′ δ(η − η′) . (2.30)
and is expanded in terms of the spinors F
(λ)
k (τ) which
satisfy (2.22):
Fˆ (τ, η) =
∫ +∞
−∞
[dk]
∑
λ=±
Aˆ
(λ)
k e
ikη F
(λ)
k (τ) . (2.31)
We can use this orthogonality to invert (2.31) to get:
Aˆ
(λ)
k =
∫ +∞
−∞
dη e−ikη F
(λ) †
k (τ) Fˆ (τ, η) , (2.32)
for any time τ . Using (2.30), we then find that the mode
operators Aˆ
(λ)
k,s obey the anti-commutation relation:
{ Aˆ(λ)k , Aˆ(λ
′) †
k′ } = (2π) δλ,λ′ δ(k − k′) . (2.33)
It is traditional to define separate positive and negative
energy operators by setting:
Aˆ
(+)
k = aˆk , and Aˆ
(−)
k = bˆ
†
−k . (2.34)
We choose our initial state to be the vacuum with no
particle or anti-particle present. Then:
aˆk | 0 〉 = 0 , and bˆk | 0 〉 = 0 . (2.35)
This means that:
〈 [ Aˆ(λ) †k , Aˆ(λ
′)
k′ ] 〉 = − (2π)λ δλ,λ′ δ(k − k′) , (2.36)
a result we will use in the next section.
III. MAXWELL’S EQUATION
Maxwell’s equation is given in Cartesian coordinates
in Eq. (2.3) with the current given in Eq. (2.4). For our
boost-invariant coordinates, Maxwell’s equation reads:
1√−g ∂µ
[√−g Fµν(x) ] = Jν(x) , (3.1)
where
√−g = τ . Now Aµ = ( 0,−A(τ) ), so the only
non-vanishing elements of the field tensor are:
Fτ,η(x) = −Fη,τ (x) = −∂τA(τ) ≡ τ E(τ) (3.2)
This last equation defines what we call the electric field
E(τ) ≡ ( ∂τA(τ) )/τ . Then using the metric gµν(x) =
diag( 1,−1/τ2 ), we get:
F τ,η(τ) = −F η,τ (τ) = −E(τ)/τ , (3.3)
4and Maxwell’s equation becomes:
∂τE(τ) = −J(τ) . (3.4)
Here we have defined a “reduced” current J(τ) by:
J(τ) =
e τ
2
〈 [ ˆ¯ψ(η, τ), γ˜η(τ) ψˆ(η, τ) ] 〉
=
e
2 τ
〈 [ φˆ†(η, τ), γ5 φˆ(η, τ) ] 〉 ,
(3.5)
Using the field expansion (2.18) and the expectation
value (2.36) of the mode operators, we find for the re-
duced current:
J(τ) =
e
2 τ
∫ +∞
−∞
[dk]
∑
λ=±1
∫ +∞
−∞
[dk′]
∑
λ′=±1
× ei(k−k′)η [φ(λ) †k (τ) γ5 φ(λ′)k′ (τ) ] 〈 [ Aˆ(λ) †k , Aˆ(λ′)k′ ] 〉
= − e
2 τ
∫ +∞
−∞
[dk]
∑
λ=±1
λ
[
F
(λ) †
k (τ)σ3 F
(λ)
k (τ)
]
= −e
∫ +∞
−∞
[dπk] P
(+)
3 (πk, τ) . (3.6)
Here we have used the completeness statement (2.28b)
to write the current in terms of positive energy solu-
tions only. In the last line, we changed integration vari-
ables from k to πk(τ), using dπk = dk/τ , and defined
P(πk, τ) ≡ Pk(τ). Maxwell’s equation (3.4) becomes:
∂τE(τ) = e
∫ +∞
−∞
[dπk] P
(+)
3 (πk, τ) . (3.7)
Recall that P3 is the third component of the polarization
vector in the space R.
IV. ADIABATIC EXPANSION
The large momentum behavior of the solutions of the
Dirac equation can be obtained by looking at the adia-
batic expansion of these solutions. Perhaps the simplest
way to do this is from the polarization equation (2.26).
In order to count powers of time derivatives, we put:
∂τ 7→ ǫ ∂τ , and set:
Pk(τ) = P
(0)
k (τ) + ǫP
(1)
k (τ) + ǫ
2
P
(2)
k (τ) + · · · (4.1)
Substitution of this into Eq. (2.26) and equating powers
of ǫ give the results:
P
(0)
k =
Kk
ω
, (4.2a)
P
(1)
k =
K˙k ×Kk
2ω3
, (4.2b)
P
(2)
k =
3 (K˙k ·Kk) K˙k − ω2 K¨k
4ω5
+Nk K , (4.2c)
where ω =
√
π2k +m
2 and
Nk = −1
8
π˙k
2
ω5
+
1
4
πk π¨k
ω5
− 5
8
π2k π˙k
2
ω7
. (4.3)
We have suppressed the τ dependence here of these quan-
tities. The dot denotes a partial derivative with respect
to τ . Explicitly, we find:
P1 =
m
ω
+ ǫ2m
(
−1
8
π˙2k
ω5
+
1
4
πk π¨k
ω5
− 5
8
π2k π˙
2
k
ω7
)
+ · · ·
P2 = ǫm
π˙k
2ω3
+ · · ·
P3 =
πk
ω
− ǫ2m2
( 1
4
π¨k
ω5
− 5
8
πk π˙
2
k
ω7
)
+ · · · (4.4)
So setting ǫ→ 1, Maxwell’s equation (3.7) becomes:
E˙(τ) = e
∫ +∞
−∞
[dπk]
[
πk
ω
−m2
(1
4
π¨k
ω5
− 5
8
πk π˙
2
k
ω7
)]
+ · · ·
(4.5)
All terms odd in πk vanish by symmetric integration.
After integration, Eq. (4.5) becomes:
E˙(τ) = − e
2
6πm2
E˙(τ) + J sub(τ) . (4.6)
Here, the first term corresponds to finite charge renor-
malization in (1+1) dimensions and can be brought over
to the left hand side of the equation. The current J sub(τ)
is explicitly finite by power counting and is initially zero.
An adiabatic expansion of the Dirac equation can also
be carried out from solutions of the second-order form of
the Dirac equation. In Section VIB below, we show that
this gives the same result as in Eqs. (4.4).
V. ENERGY-MOMENTUM TENSOR
In the boost-invariant coordinate system, the average
value of the total energy-momentum tensor is given by
Eqs. (4.1) and (4.2) of Ref. 6, and is the sum of two terms:
Tµν = T
matter
µν + T
field
µν = diag( E , τ2 P ) , (5.1)
where
Tmatterµν =
1
4
〈
[ ˆ¯ψ(x), γ˜(µ(x) (iDν) ψˆ(x)) ] + h.c.
〉
(5.2a)
T fieldµν = gµν
1
4
FαβFαβ + Fµα g
αβ Fβν . (5.2b)
HereDµ = ∂µ+ie Aµ(x) and the subscript notation (µ, ν)
means to symmetrize the term. From our definitions in
Section III and Eq. (3.2), the field part of the energy-
momentum tensor is given by:
T fieldµν = diag(E
2/2,−τ2E2/2 ) . (5.3)
We denote the matter part of the energy-momentum ten-
sor as:
Tmatterµν = diag( ε, τ
2 p ) . (5.4)
5For the matter field, we first note that Dν ψˆ(x) =
S(x)∇ν φˆ(x)/√τ , where ∇ν is the covariant derivative
defined below Eq. (2.15). For the Tττ = ε(τ) compo-
nent, ∇0 = ∂τ , and using the field expansion (2.18),
Eqs. (2.21),(2.22), and (2.36), we find:
ε(τ) = − 1
2τ
∫ +∞
−∞
[dk]
∑
λ
λTr[ ρ
(λ)
k (τ)H(τ) ]
= − 1
τ
∫ +∞
−∞
[dk] Tr[ ρ
(+)
k (τ)H(τ) ]
= −
∫ +∞
−∞
[dπk] K(πk) ·P(+)(πk, τ) . (5.5)
For the Tηη = τ
2p(τ) component, ∇η = ∂η − ieA(τ) +
γ5/2. Following similar steps to the preceding calcula-
tion, we find:
p(τ) = − 1
2τ
∫ +∞
−∞
[dk]
∑
λ
λπk(τ)Tr[ ρ
(λ)
k (τ)σ3 ]
= − 1
τ
∫ +∞
−∞
[dk] πk(τ)Tr[ ρ
(+)
k (τ)σ3 ]
= −
∫ +∞
−∞
[dπk] πk P
(+)
3 (πk, τ) . (5.6)
So from (5.1),
E = −
∫ +∞
−∞
[dπk] K(πk) ·P(+)(πk, τ) + E
2
2
, (5.7a)
P = −
∫ +∞
−∞
[dπk] πk P
(+)
3 (πk, τ)−
E2
2
. (5.7b)
The covariant derivative of the energy-momentum ten-
sor in boost-invariant coordinates is conserved:
T µν ;µ = ∂µT
µν + ΓµµσT
σν + ΓνµσT
µσ = 0 . (5.8)
The Christoffel symbols are defined by: Γλµν(x) =
V λa(x) (∂µV
a
ν(x)). In our case, the non-vanishing sym-
bols are given by:
Γτηη = τ , Γ
η
τη = Γ
η
ητ = 1/τ . (5.9)
So we find that
∂τ T
ττ + T ττ/τ + τ T ηη = 0 , (5.10)
or
∂τ (τE) + P = 0 . (5.11)
Using the equation of motion (2.26) and Maxwell’s equa-
tion (3.7), one can show that Eq. (5.11) is automatically
satisfied.
Using Eqs. (4.4), the adiabatic expansion for the en-
ergy is given by:
E =
(
1 +
e2
6πm2
)
E2
2
+
1
24π τ2
−
∫ +∞
−∞
[dπk] 2ω + · · ·
(5.12)
We recognize the first term as a finite renormalization of
the charge, the second term as a renormalization of the
cosmological constant, and the third term as a sum of the
zero point energies of pairs of particles and anti-particles
with energy ω(πk). We subtract these terms from the
calculation of the energy and arrive at a finite energy
Esub given by:
Esub = E
2
2
+
∫ +∞
−∞
[dπk]
[
−K(πk) ·P(πk, τ) + ω− π˙
2
k
ω5
]
.
(5.13)
For the pressure, the adiabatic expansion gives:
P = −
(
1 +
e2
6πm2
) E2
2
− 1
8π τ2
−
∫ +∞
−∞
[dπk]
2 π2k
ω
+ · · ·
(5.14)
Again, the first term renormalizes the charge, the second
term in canceled by the cosmological constant term and
the third is the usual pressure. We subtract these terms
from the pressure to get:
Psub = −E
2
2
+
∫ +∞
−∞
[dπk]
[
−πk P3(πk, τ) (5.15)
+
π2k
ω
−m2
( 1
4
πk π˙
2
k
ω5
− 5
8
π2k π˙
2
k
ω7
) ]
.
Eqs. (5.13) and (5.15) are now finite.
VI. INITIAL CONDITIONS
The simplest choice of initial conditions is to find ap-
proximate free-field solutions of Eq. (2.22) near τ = τ0.
This strategy was used in Ref. 8, and automatically pro-
vides a zero current at τ = τ0. We call this the “one-
field” method, and is discussed in Section VIA below. In
previous studies of the backreaction problem by Cooper
et al. [6] adiabatic initial conditions were used which re-
quired averaging over two different solutions to the Dirac
equation to obtain an zero current at initial proper time
τ0. We call this the “two-field” method. We discuss this
method in Section VIB.
A. One-field method
At τ = τ0 ≡ 1/m, A(τ0) = 0 and H(τ0) is given by:
H(τ0) = m
(
k 1
1 −k
)
. (6.1)
So at τ ≈ τ0, Fk(τ) obeys the approximate equation of
motion:
i ∂τ F0;k(τ) = H(τ0)F0;k(τ) . (6.2)
Writing
F0;k(τ) = F˜0;k e
−iω(τ−τ0) , (6.3)
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FIG. 1: (Color online) Proper-time evolution of the electro-
magnetic fields and current for the one-field and two-field
methods described in text. Here we choose m = 1, A(τ0) = 0
and E(τ0) = 4.
We find that ω(τ0) = ±ω0, where ω0 = m
√
k2 + 1. Posi-
tive frequency solutions given by:
F˜
(+)
0;k =
√
ω0 +mk
2ω0
(
1
ζ
)
=
(
cos(θk/2)
sin(θk/2)
)
, (6.4)
and negative frequency solutions by:
F˜
(−)
0;k =
√
ω0 +mk
2ω0
(−ζ
1
)
=
(
− sin(θk/2)
cos(θk/2)
)
, (6.5)
with ζ = m/(ω0 + mk). Here sin θk = 1/
√
k2 + 1 and
cos θk = k/
√
k2 + 1, with 0 ≤ θk ≤ π. Density matrices
for these solutions are given by:
ρ
(+)
k = F
(+)
0;k (τ)F
(+) †
0;k (τ) (6.6a)
=
(
cos2(θk/2) sin(θk/2) cos(θk/2)
sin(θk/2) cos(θk/2) sin
2(θk/2)
)
,
ρ
(−)
k = F
(−)
0;k (τ)F
(−) †
0;k (τ) (6.6b)
=
(
sin2(θk/2) − sin(θk/2) cos(θk/2)
− sin(θk/2) cos(θk/2) cos2(θk/2)
)
,
and are independent of τ . The corresponding polariza-
tion vectors are also independent of τ and are given by:
P
(+)
0;k = sin θk eˆ1 + cos θk eˆ3 =
Kk(τ0)
ω0
= −P(−)0;k , (6.7)
The initial spinors are orthogonal and complete:
F
(λ) †
0;k (τ)F
(λ′)
0;k (τ) = δλ,λ′ , (6.8a)∑
λ=±
F
(λ)
0;k (τ)F
(λ) †
0;k (τ) = 1 . (6.8b)
So if we set F
(λ)
k (τ0) = F˜
(λ)
0;k at τ = τ0, then the exact
solutions remain orthogonal and complete for all τ and
(2.28) is satisfied. As we have seen in Section III, only the
positive energy solutions are needed for the backreaction
calculation.
The initial spinors can serve to define a particle num-
ber operator. Since these initial mode functions form a
complete set, we can expand the quantum field in terms
of them:
Fˆα(τ, η) =
∫ +∞
−∞
[dk]
∑
λ
Aˆ
(λ)
0;k(τ) e
ikη F
(λ)
0,α;k(τ) , (6.9)
where Aˆ
(λ)
0;k(τ) are mode operators for the F
(λ)
0;α;k(τ) func-
tions, which now depend on time. Inverting (6.9), we
find:
Aˆ
(λ)
0;k(τ) =
∫ +∞
−∞
dx
∑
α
e−ikη F
(λ) ∗
0,α;k(τ) Fˆα(τ, η) , (6.10)
from which we obtain the equal time anti-commutation
relation:
{ Aˆ(λ)0;k(τ), Aˆ(λ
′) †
0;k′ (τ) } = (2π) δλ,λ′ δ(k − k′) . (6.11)
Inserting the expansion (2.31) into the right-hand-side of
Eq. (6.10), we can relate the Aˆ
(λ)
0;k(τ) mode operators to
the Aˆ
(λ)
k mode operators. We find:
Aˆ
(λ)
0;k(τ) =
∑
λ′
C
(λ,λ′)
k (τ) Aˆ
(λ′)
k , (6.12)
where
C
(λ,λ′)
k (τ) = F
(λ) †
0;k (τ)F
(λ′)
k (τ) . (6.13)
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FIG. 2: (Color online) Proper-time evolution of the matter
components of the renormalized energy-momentum tensor for
the one-field and two-field methods described in text.
Particles are defined in reference to these initial states
where a clear distinction between particles and anti-
particles can be made. We define an average phase space
number density nk(τ) by:
nk(τ) =
d2N(τ)
dk dη
, (6.14)
and is computed using the relation:
nk(τ) (2π) δ(k − k′) = 〈 Aˆ(+) †0;k (τ) Aˆ(+)0;k′ (τ) 〉 . (6.15)
Inserting (6.12) into (6.15), and using
〈 Aˆ(λ) †k Aˆ(λ
′)
k′ 〉 = δλ,− δλ′,− (2π) δ(k − k′) , (6.16)
we find:
nk(τ) = |C(+,−)k (τ) |2 = |F (+) †0;k (τ)F (−)k (τ) |2
= 1− |F (+) †0;k (τ)F (+)k (τ) |2
= 1− Tr[ ρ(+)0;k ρ(+)k (τ) |2 ]
=
1
2
[
1−P(+)0;k ·P(+)k (τ)
]
.
(6.17)
We see immediately that nk(τ0) = 0 at τ = τ0.
We note that in the one-field method the current is
automatically zero at τ = τ0: Eq. (3.7) with
P
(+)
3 (τ0) =
K3(τ0)
ω0
=
πk
ω0
, (6.18)
leads to a zero current because the integrand in Eq. (3.7)
is odd in πk. Furthermore, one of the subtleties of the
one-field method is that the zero-current point is an un-
stable equilibrium point. This is most easily seen from
the equation of motion, Eq. (2.26), of the polarization
vector. For τ = τ0, we find that
∂τ P
(+)
k (τ0) = 2Kk(τ0)×P(+)k (τ0)
= 2Kk(τ0)×Kk(τ0)/ω0 = 0 .
(6.19)
However the second derivative is not zero:
∂2τ P
(+)
k (τ0) = −
2m2√
k2 + 1
(
k − eE0/m2
)
eˆy . (6.20)
B. Two field method
Here we start from solutions of the second-order Dirac
equation. Writing the spinor Fk(τ) in the form:
F
(+)
k (τ) =
(
f
(+)
k,+(τ)
f
(+)
k,−(τ)
)
, (6.21)
from Dirac’s Eq. (2.22), we can find a second-order equa-
tion for either the upper or lower component:{
∂2τ + ω
2(τ)− i s π˙k(τ)
}
f
(+)
k,s (τ) = 0 , (6.22)
where s = ±1 designates the upper or lower component.
A parametrization of these mode functions of the form:
f
(+)
k,s (τ) =
A(+)k,s√
2Ω
(+)
k,s (τ)
× exp
{
−i
∫ τ
τ0
[
Ω
(+)
k,s (τ
′)− s iπ˙k(τ
′)
2Ω
(+)
k,s (τ
′)
]
dτ ′
}
, (6.23)
leads to a second-order nonlinear equation for Ω
(+)
k,s (τ)
given by:
1
2
Ω¨s
Ωs
− 3
4
[
Ω˙s
Ωs
]2
+
1
2
s π¨k
Ωs
− 1
4
[
π˙k
Ωs
]2
− s π˙k Ω˙s
Ω2s
+Ω2s = ω
2 .
(6.24)
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Here, and in the following, we suppress the dependencies
on τ , k, and the positive energy superscript. Solutions
of the nonlinear equation (6.24) for Ωs, subject to initial
conditions given below, completely determine fs. Once
we find fs, we can get the other Dirac component from
Dirac’s equation:
f−s =
1
m
(
i ∂τ + s πk
)
fs =
Zs
m
fs , (6.25)
where Z
(+)
k,s (τ) is given by:
Zs = Xs + i Ys = Ωs + s πk − i Ω˙s + s π˙k
2Ωs
, (6.26)
The normalization requirement:
∑
s |fs|2 = 1 means
that:
| fs |2 = m
2
m2 + |Zs |2 , | f−s |
2 =
|Zs |2
m2 + |Zs |2 , (6.27)
which fixes the normalization factor As. It is an easy
matter now to get all the terms of the density matrix ρs,
and we find:
P1;s =
2Xs
m2 + |Zs |2 , (6.28a)
P2;s =
2 Ys
m2 + |Zs |2 , (6.28b)
P3;s =
m2 − |Zs |2
m2 + |Zs |2 . (6.28c)
We are now in a position to carry out an adiabatic
expansion of the nonlinear equation (6.24). We again
count derivatives with respect to τ by putting: ∂τ 7→ ǫ ∂τ ,
and expand
Ωs = Ω
(0)
s + ǫΩ
(1)
s + ǫ
2Ω(2)s + · · · (6.29)
Inserting this into (6.24) and inverting the equation gives
Ω
(0)
s = ω and Ω
(1)
s = 0, from which we find:
Ω(2)s =
ω − s πk
2ω
[ 1
2
s π¨k
ω2
+
π˙2k
ω3
− 5
4
π˙2k
ω4
(ω + s πk )
]
.
(6.30)
From this we find that
Zs = Xs + i Ys (6.31)
= (ω − s πk )
[
1 + iǫ
s π˙k
2ω2
+ ǫ2
Ω
(2)
s
(ω − s πk ) + · · ·
]
.
So from our general expressions (6.28), it is easy to show
that:
P1;s =
m
ω
+ ǫ2m
(
−1
8
π˙2k
ω5
+
1
4
πk π¨k
ω5
− 5
8
π2k π˙
2
k
ω7
)
+ · · ·
P2;s = ǫm
s π˙k
2ω3
+ · · · (6.32)
P3;s =
s πk
ω
− ǫ2 sm2
( 1
4
π¨k
ω5
− 5
8
πk π˙
2
k
ω7
)
+ · · ·
For s = 1, Eqs. (6.32) are in agreement with Eqs. (4.4).
So to second adiabatic order P1;s is independent of s, but
P2;s and P3;s change sign with s.
To specify the initial conditions for second-order non-
linear Eq. (6.24) at τ = τ0 = 1/m one needs two initial
conditions. Since the vacuum state is not unique when
particles are being produced, one usually chooses some
approximate adiabatic vacuum state of given order as
discussed in Ref. 11. The authors in Ref. 6 chose the
first-order adiabatic conditions as
Ω
(+)
k,s (τ0) = ω0 = m
√
k2 + 1 , (6.33a)
Ω˙
(+)
k,s (τ0) = ω˙0 = m
2 k ( E˜0 − k )√
k2 + 1
, (6.33b)
where E˜0 = eE0/m
2. The initial conditions are indepen-
dent of s.
Using Eq. (6.32), we obtain that for each value of s
this choice of initial conditions at τ = τ0 will lead to
a non-vanishing current, Js(τ0). However, if we average
over the two sets of solutions s = ± and chooses for the
Maxwell equation:
∂τE(τ) =
e
2
∫ +∞
−∞
[dπk]
[
P
(+)
3,+ (πk, τ) + P
(+)
3,− (πk, τ)
]
.
(6.34)
then the renormalized Maxwell equation will start with
a zero value for the current.
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FIG. 4: (Color online) Proper-time evolution of the momentum dependent particle density distribution, npik defined in
Eq. (6.14), showing the oscillation of the centroid of the particle-density distribution between positive and negative values
of pik. Here, we show results for the one-field method. Results for the two-field initial conditions scenario (not shown) are very
similar, as it is to be expected from the results illustrated in Fig. 3.
VII. NUMERICAL RESULTS
We have performed numerical calculations for both
sets of initial conditions described above. We employed
a fourth-order Runge-Kutta method to solve the cou-
pled Dirac equation and backreaction problem. The
k-momentum variable, which is dimensionless, was dis-
cretized on a nonuniform piece-wise momentum grid with
a cutoff at k = Λk. We found that a value of Λk ≈ 200
was necessary to obtain numerical results insensitive with
respect to the cutoff. For the purpose of calculating
the subtracted values of the current J(τ), matter energy
ε(τ), matter pressure p(τ), and fermion particle density
dN(τ)/dη, we needed to compute the momentum inte-
grals with respect to the variable, πk rather than k. The
corresponding momentum cutoff in πk-space was chosen
to be 20% greater than τmaxΛk to allow for possible very
large values of A(τ), which is unknown at the beginning
of the calculation. The momentum integrals in πk-space
were performed using a Chebyshev integration method
with spectral convergence [12]. Using the procedure out-
lined here, we found that approximately 8000 mode func-
tions were necessary to obtain a converged numerical
result. The conservation of the energy-momentum ten-
sor, see Eq. (5.8), served as a numerical test: we found
that the renormalized energy-momentum tensor was con-
served within machine precision.
For the purpose of this comparison, we took: m = 1,
e = 1, τ0 = 1/m = 1, A(τ0) = 0, and E(τ0) = 4. These
strong-field initial conditions have been shown to produce
sufficient fermion pairs at τ = τ0 for plasma oscillations
to take place. In Fig. 1, we show the proper-time evo-
lution of the electromagnetic field, A(τ), electric field,
E(τ), and current, J(τ), for the one-field and two-field
methods described in text. The components of the mat-
ter part of the energy-momentum tensor, ε(τ) and p(τ
10
for the two simulations are shown in Fig. 2. Finally, the
proper-time evolution of the particle density, dN/dη, de-
fined in Eq. (6.14), is given in Fig. 3. For both methods,
the ratio τε(τ)/[dN/dη] is seen to oscillate around the
numerical value of 1, consistent with the hydrodynami-
cal picture, as explained in Ref. 6. We notice that the two
sets of solutions are almost identical at short and inter-
mediate times. The two solutions become out of phase at
late times due to the slightly different initial conditions.
However, in the real problem we expect that interactions
between the fermions would eliminate these oscillations.
The proper-time evolution of the momentum-
dependent particle-density distribution, npik , correspond-
ing to the choice of initial conditions in the one-field
method, is shown in Fig. 4. We note that the centroid of
the particle-density distribution oscillates between pos-
itive and negative values of πk. The oscillation of the
number density is a result of the current oscillating in
sign, the current in momentum space being related to
the number density times the velocity of light. This ef-
fect is also seen classically when two infinite oppositely
charged parallel plates initially a finite distance apart are
released and allowed to pass through one another. In that
case both the current and electric field oscillate in an an-
alytically derivable manner [13]. Results for the case of
the two-field method (not shown) are very similar, as it
is to be expected from the results depicted in Fig. 3 (see
also Ref. 14).
VIII. CONCLUSIONS
To conclude, in this paper we report an initial-
conditions sensitivity study for the problem of pair pro-
duction of fermions coupled to a “classical” electromag-
netic field with backreaction in (1+1) boost-invariant co-
ordinates. We discuss two methods of choosing the initial
conditions which are consistent with having the fermions
in a “vacuum state.” We conclude that the two meth-
ods of starting out the calculation produce essentially the
same answer. Based on our numerical simulations, there
seems to be little reason theoretically or otherwise to use
the two-field method discussed previously in Ref. 6, as
it doubles the storage requirements and computational
time. This is important for our forthcoming studies of
fermion particle production with backreaction in QED
and QCD.
We emphasize here that in the case of the squared
Dirac equation (two-field method) there are two indepen-
dent solutions of the second-order differential equation
for the mode functions, each of which provides a basis
for two different fermi fields. In order to make compat-
ible the physical requirement that the initial current is
zero with the initial choice that the fermions were ini-
tially chosen to be a first-order adiabatic vacuum state,
the authors of Ref. 6 simply averaged these two solutions
to produce a current which was zero at τ = τ0. So dou-
bling the number of fermi fields allows one to produces
consistent initial conditions if we define the current by
averaging over the two sets of solutions. By staying with
the original first-order Dirac equation, in the one-field
method we were able to satisfy the initial condition of
zero current by choosing a slightly cruder initial state for
the fermion fields. This choice, however, reduces by half
the size and duration of the calculation.
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