Many investigators are incorporating medical image feature analysis into computer-aided diagnosis (CAD) systems to increase the precision and accuracy of characterization by radiologists. Searching medical databases for images similar to a given query image that corresponds to a case under current study and enabling access to those other clinical data and known diagnoses from those similar cases is expected to have great impact in CAD systems. However, efficiently and accurately searching for similar medical images in database systems is a very challenging task. In this paper, we propose a two-step content-based medical image retrieval framework. A candidate subset is first created utilizing the wavelet decomposition. The actual retrieval process is then constrained within this candidate subset. Besides the improved efficiency due to the reduced searching space, this framework also leads to improved retrieval accuracy, as demonstrated with our experimental results.
INTRODUCTION
The huge and ever increasing amount of digital images collected and used in medical diagnosis demands new tools to effectively manage visual information. Most current medical image repositories provide only limited functionalities of image retrieval, usually through patient identification or some textual key words stored in the patients' records. During the past several years, contentbased image retrieval (CBIR) has become an important topic in image community and has been adopted into the field of medical imaging. Image retrieval based on image content is more meaningful in many cases and visual similarity is understandably more reliable than text-based similarity. Clinical knowledge has shown that visual characteristics of medical images have strong effect on diagnosis. In cases where only one or several images are available for diagnosis, a CBIR system can provide more valuable information that will lead to a correct diagnosis. A study by Aisen et al. [1] has demonstrated the significant improvement of accuracy in diagnosis with computer assistance. In their system, given an unknown query image, visually similar images with known diagnoses are retrieved and then utilized to make clinical decisions. Based on the tests performed by volunteers, the diagnostic accuracy is increased from 29% to 62% with the help of a CBIR system. Similar techniques have been proposed by several other research groups [2, 3, 4] .
In a content-based image retrieval system, a very (if not the most) important step is to extract appropriate features from the images. Usually this process is executed offline and the extracted visual features are stored in the database associated with the images. In a large-scale image database, computing the image features may be computationally very expensive. More importantly, the huge amount of data makes the distribution of image features much more complicated and may obscure the distinction between different groups (classes) of images. In this case, an intermediate filtering step of choosing a small subset from the database can be very helpful in reducing complexity and subsequently increase the accuracy of retrieval.
In this paper, we propose a two-step content-based medical image retrieval framework. As shown in figure 1 , given a query image, a candidate subset of images is first created using the wavelet transform. Then the image similarity search is constrained to operate within this subset. Based on the distance function calculated using image features, the most similar matches are found among the candidate subset and reported to the user. This framework can potentially help improve the management of images in many current working medical image databases. The fMRI data center [5] , for example, is a public repository of peer-reviewed fMRI studies and their underlying data. Currently, it has more than 100 datasets. Users can search through the database with several text fields such as title, keyword and author. The proposed framework can potentially improve the current searching mechanism and assist users in performing metaanalysis of data of the original studies in non-traditional ways.
The rest of this paper is organized as follows: in Section 2 we introduce some background knowledge about the wavelet transform and the feature extraction technique we used for medical image similarity retrieval. Section 3 describes the two-step retrieval technique in details. Some experimental results are then presented in Section 4 and conclusions are given in Section 5.
BACKGROUND
In the proposed content-based image retrieval framework, a filtering process is first performed to select a subset of all images in the database as candidates. This step brings at least two benefits: (a) it reduces the chance of returning images that are actually not very similar and (b) it can also improve the computing efficiency. In a content-based image retrieval system, the reliability of retrieval results depends much on the image features used for measuring image similarity. Even though many image features, such as color and texture, have been utilized in many systems, their abilities of distinguishing different images may be limited in large-scale databases, due to the increasingly complicated distribution of their values. Given an image with a blue sky and doing retrieval with only color features, it is very likely that we will find only images with similar scenes in a small database, but the results can be messy in a large database. This difficulty makes it necessary for us to take some other step(s) to further guarantee the reliability of the query results.
In the added filtering step, we propose the use of Wavelet decomposition [6] based on the fact that the Wavelet transform can keep both global and local information very well and dramatically reduce dimensionality without losing too much useful information. Basically, the wavelet techniques can be understood as a way to decompose a spatial or temporal signal S with an orthonormal basis of wavelets in a frequency-time or scale-space plane. The energy of the signal S is partitioned with a hierarchically organized set of scales and hence it is a multi-resolution analysis (shown in Figure 2 ). The low-frequency components (approximations) are kept in the coefficients at coarse scales while the high-frequency components (details) are represented with the coefficients at finer scales.
Figure 2. Recursive decomposition of wavelet transform
There are two general benefits brought by the wavelet transform: its multi-resolution nature and its ability to record the local features in data. These characteristics of Wavelet transform make it very useful as a mechanism of choosing candidate subset in a medical image retrieval process. It is expected that the images similar to the query should have similar global and local characteristics. The multiple-resolution scheme also provides the ability of improving the computing efficiency: in most cases a few coefficients on the coarse levels can provide enough discriminatory information.
The wavelet transformation can be easily extended to 2-D (image) or 3-D (volume) data by successively applying 1-D transformation on different dimensions. Because of the powerful underlying mathematical theory, wavelets have played an essential role for many efficient solutions in time and space frequency analysis problems, as well as applications in medical imaging domain. A special issue on Wavelets in Medical Imaging was published by Medical Imaging Journal in March 2003 [7] .
To implement a CBIR system, the image features associated with images stored in the database are very essential: they are used for calculating similarities when a query image is submitted. There are many image features that have been used successfully in different image databases, among which color and texture are the simplest. Depending on the application domain though, different features should be chosen for accurate retrieval.
Most of the characterization techniques that have been developed for general types of images are based on extracted global visual features that refer to the entire image (or volume) content [8, 9] rather than to regions that are of interest. Analyses of region data in certain fields, such as medical imaging, usually require focusing on specific regions (e.g., tumors, or lesions) that are of particular interest, in order to analyze critical information [10, 11, 12, 13, 14] . When characterizing these types of ROIs, highly informative quantitative features need to be extracted. However, this is not applicable if the features have to come from the entire image, e.g., when searching for similar brain activations in fMRI (functional Magnetic Resonance Imaging). An example of a 2D fMRI image slice is shown in figure 3 . Figure 3 . A sample 2D fMRI image slice
In a previous work, Megalooikonomou et al. [15, 16] proposed an efficient way to extract a feature vector from medical image data. This method uses concentric circles in 2D (or spheres in 3D) radiating out of the image's center of mass to obtain the image's characteristics. The technique efficiently forms a k-d feature vector extracting quantitative information regarding both the image structure and content. At each radius increment quantitative features are extracted that measure the fractional volumes of the intersection between the image and the circle (or sphere for 3D). In the case of nonhomogeneous images, the fractional volumes are calculated taking into consideration a weighted contribution of each voxel's value. A snapshot of concentric circles (CC) characterization process is illustrated in Figure 4 for characterizing a 2D fMRI image.
This method has been shown to efficiently characterize 2D (or 3D) homogeneous or non-homogeneous data. In the medical imaging domain, one example of nonhomogeneous data is the statistical parametric maps obtained from analysis of fMRI activations. The actual representation of the CC feature of an image is a vector of k values: {f 1 ,f 2 , …, f k }. In the experiments discussed in Section 4, we will use this CC feature for similarity search on a particular fMRI dataset. 
PROPOSED FRAMEWORK
In the proposed two-step framework for content-based medical image retrieval (as shown in Figure 1 ), two kinds of information are stored in the database associated with the images: coefficients of wavelet decomposition and image content features obtained by the CC approach.
As discussed earlier, in medical imaging, informative quantitative features of images may be stored in some specific regions (e.g., tumors, or lesions) that are of particular interest. Accordingly, it becomes insufficient to compare only the global visual features to find similar images. Under such circumstances, the wavelet decomposition has great advantage in keeping both global and local information. Figure 5 . An fMRI image (2D slice) and its wavelet reconstructions in 6 levels. Figure 5 demonstrates an fMRI image and its reconstructions in multiple resolution levels. It clearly shows that the coarser the resolution is, the more global information (approximation) is kept, while more local information (details) is lost. Depending on the actual applications, there is a trade-off between global and local information that needs to be extracted. Keeping more wavelet coefficients brings additional calculation to manage the increased detail. In most cases, a rather high level approximation will provide enough discriminative information and hence only a few coefficients need to be stored in the database.
To guarantee that the images returned by the CBIR system have not only similar content features as the query, but also similar local characteristics, we propose a filtering step before the search engine starts to work. In order to realize this filter step, each image in the database needs to be preprocessed. In our experiments, we use the Harr wavelet transform. To save space and computing time, only the coefficients for the few higher (coarse) levels decomposition are stored with the data. For example, for the highest 2 levels, there are 16 coefficients for a 2D image or 64 coefficients for a 3D volume.
When a query image q is submitted, the system first calculates a rough dissimilarity (as defined by Equation 1) between the query and each stored image I, and then creates a candidate subset of images which have the closest rough distances from the query.
In the above definition, q j and I j (j=1,…,N) are the stored wavelet coefficients of q and I, respectively. Noticing that the first N coefficients of the wavelet decomposition include both approximation and some detail information, the selected images in the candidate subset have both similar global and some local characteristics as the query.
To avoid the possible false dismissals (similar images that are not in the candidate subset), the number of images being put into the candidate subset should be reasonably larger (e.g., two times larger) than the number of top similar images to be retrieved.
After the candidate subset has been created, the actual searching starts. However, the search is constrained within the candidate subset. With this limitation, the image features used to calculate the similarities tend to provide a more reliable result, since the local and global characteristics have been guaranteed.
With different features, the definition of similarities between images may be different. When using CC feature, we can simply take the Euclidean distance of the CC feature vectors of different images.
EXPERIMENTAL RESULTS
In order to evaluate the proposed framework, we tested it on a medical image dataset: an fMRI dataset consisted of 1224 images from 18 subjects. We also provided two definitions to quantify the accuracy of retrieval results. To compare with a more traditional system, the search results without the filtering step are also presented.
Dataset
The dataset used in our experiments are 3D fMRI activation contrast maps obtained from a study efficiently designed to explore neuroanatomical correlates of semantic processing in Alzheimer's Disease [17] . Two groups of subjects are included in this study: 9 controls and 9 patients. For each subject there are 68 2D slices with a dimensionality of 79 by 95.
Results
Due to the small number of subjects involved in the test dataset, we did not perform the retrieval on 3D volumes, instead we used the 2D slices. There are totally 18 * 68 = 1224 slices.
In our experiments, we take each of the 1224 slices as a query and its top K matches of similar slices are returned. To quantify the retrieval results, we define two accuracies:
The first accuracy (Accu1) defined in Equation (2) calculates the percentage of retrieved slices that are from the same subject as the query, while the other accuracy (Accu2) defined in Equation (3) is the percentage of retrieved slices from the same class (in our case, controls or patients). Higher percentage of retrieved slices from the same subject as the query images or from the same class should be considered as a better retrieval result. In our experiments, depending on the K used in the experiments, the highest value for both Accu1 and Accu2 may be less than 100%, since there are only 68 slices for each subject and 9 subjects in each class.
Different values of K are used in our experiments. Given a value for K, the retrieval accuracies of each slice are calculated and the average is reported in Table 1 . For comparison purposes, two groups of results are provided, one for the retrieval process with the filtering step, the other without the filtering step. In the filtering step, we always keep the size of the candidate subset as 2K. The Euclidean distance of Concentric Circle (CC) features is used for the similarity calculation.
Results shown in Table 1 clearly demonstrate the improvement of the retrieval accuracies brought by the added filtering step. For some settings, the improvement can be more than 20%. Figure 6 displays the top 6 matches for a query image obtained using the two different retrieval processes. As the figure shows, improved results are obtained using the filtering step. 
CONCLUSION
In this paper, we propose a new framework for medical image retrieval. In this framework, the similarity searching process consists of two steps. The first step consists of a "quick-and-dirty" approach that employs the wavelet transform to discard quickly the vast majority of non-qualifying images. The wavelet decomposition is used based on its ability to maintain both global and local features of an image. This filtering step can filter out most potential false alarms and hence improve the overall retrieval accuracy. A second step of feature extraction using a concentric circles approach is added to finalize the subset of most similar images. Preliminary experimental results show an improvement in similarity searches of fMRI when using this new framework.
