Recent advances in digital video compression and networks have made video more accessible than ever. Several content-based video retrieval systems have been proposed in the past. In this chapter, we first review these existing content-based video retrieval systems and then propose a new framework, called ClassView, to make some advances towards more efficient content-based video retrieval. This framework includes:
INTRODUCTION
As a result of decreasing costs of storage devices, increasing network bandwidth capacities, and improved compression techniques, digital video is more accessible than ever. To help users find and retrieve relevant information effectively and to facilitate new and better ways of entertainment, advanced technologies need to be developed for indexing, browsing, filtering, searching, and updating the vast amount of information available in video databases. The recent development of content-based video retrieval (CBVR) systems has advanced our capabilities for searching videos via color, layout, texture, motion, and shape features (Flickner et al., 1995; Pentland, Picard, & Sclaroff, 1996; Rui, Huang, Ortega, & Mehrotra, 1998; Humrapur et al., 1997; Chang, Chen, Meng, Sundaram, & Zhong, 1998; Satoh & Kanade, 1997; Deng & Manjunath, 1998; Zhang, Wu, Zhong, & Smolier, 1997; Jain, Vailaya, & Wei, 1999; Jiang & Elmagarmid, 1998; Carson, Belongie, Greenspan, & Malick, 1997; Cascia & Ardizzone, 1996; Fan et al., 2001a) . In general, a CBVR system should contain three main components: • Visual Feature Extraction and Content Representation: Video analysis and feature extraction are the basic steps for supporting content-based video retrieval. There are two widely accepted approaches to support video content indexing: shot-based and object-based (or region-based). Therefore, the objective of video analysis is to detect the video shots and video objects automatically from compressed or uncompressed video sequences. Visual features are then extracted for characterizing these video shots and video objects. • Video Database Indexing Structure: After high-dimensional visual features -such as colors, texture, shape and layout -have been extracted, they are properly indexed according to database indexing structures to support fast video access over large-scale video collections. When truly large-scale video data sets come into view, video database indexing can no longer be ignored for supporting effective content-based video retrieval and browsing (Fan et al., 2001a; Smeulders, Worring, Santini, Gupta, & Jain, 2000; Wu & Manjunath, 2001 ). • Video Database Retrieval and Browsing: The objective of CBVR systems is to support retrieving relevant videos for a given query and browsing video contents according to users' interests (Fan, Ji, & Wu, 2001b; Fan Zhu, & Wu, 2002a; Fan, Zhu, Hacid, Wu, & Elmagarmid, 2002b; Fan, Zhu, Elmagarmid, & Aref, 2002c; Rui, Huang, & Mehrotra, 1997; Yeung, Yeo, Wolf, & Liu, 1995; Chen, Taskiran, Albiol, Delp, & Bouman, 1999; Smith, 1999; Zhong, Zhang, & Chang, 1996) . How to evaluate the performance of the inherent retrieval and browsing techniques is also becoming an important research issue.
Most existing CBVR systems focus on video analysis, visual feature extraction, and supporting query by example. Few CBVR systems release their inherent video database indexing structures. Video database indexing, however, is becoming an important issue because traditional database indexing structures cannot be extended directly for video database indexing: the curse of dimensionality becomes a problem. In this chapter, we first review some existing CBVR systems and then propose a new framework towards more effective content-based video indexing and retrieval.
RELATED WORKS
Many pioneer works on content-based video indexing and retrieval have been proposed in the past, but we cannot review all of them in this brief section because of the limitation of pages. We review pioneer works that are most relevant to the works proposed in ClassView. In this section, we give a brief review based on three components for supporting content-based video indexing and retrieval in these pioneer works: • Visual Feature Extraction and Content Representation: Contentbased video analysis and visual feature extraction are the basic steps for building CBVR systems. Many pioneer works have been proposed to detect video shots and video objects automatically from compressed or uncompressed video sequences (Zhang, Kankanhalli, & Smolier, 1993; Meng, Juan, & Chang, 1995; Patel & Sethi, 1997; Swanberg, Chang, & Jain, 1992; Fan, Yau, Aref, & Rezgui, 2000; Ahanger & Little, 1996; Alatan et al., 1998; Gunsel, Tekalp, & Beek, 1999; Meier & Ngan, 1998; Jaimes & Chang, 1999; Forsyth & Fleck, 1997; Fan et al., 2001e; Fan, Yau, Elmagarmid, & Aref, 2001c; Fan, Zhu, & Wu, 2001d; Gu & Lee, 1998; Guo, Kim, & Kuo, et al., 1999; Luo & Eleftheriadis, 2002) .
In order to support shot-based video representation and indexing, Zhang et al. (1993) have proposed a novel bi-threshold technique. Yeo and Liu (1995) have also proposed a window-based video shot detection scheme. Swanberg et al. (1992) have suggested a knowledge-based scheme for shot detection. Patel et al. (1997) have also developed a novel shot detection algorithm via color histogram analysis. Chang et al. (1998) have also suggested a shot detection technique, which analyzes block-based coding types . Ahanger and Little (1996) review well the shot detection algorithms proposed in the early years. . In general, threshold setting plays a critical role in automatic video shot detection (Fan et al., 2000) .
The thresholds for shot detection should be adapted to the activities of video contents. It is impossible to use a universal threshold that can satisfy various conditions because the thresholds for different video sequences or even different video shots within the same sequence should be different. Fan et al. (2001a Fan et al. ( , 2000 have proposed an automatic shot-detection technique, which can adapt the thresholds for video shot detection according to the activities of various video sequences.
In order to support object-based video representation and indexing, several automatic and semi-automatic object extraction algorithms have been proposed: Alatan et al. (1998) , Gunsel et al. (1999) , Meier and Ngan (1998) , Jaimes and Chang (1999) , Forsyth and Fleck (1997) , Fan et al. (2001e, 2001c Fan et al. (2001e, , 2001d , Gu and Lee (1998) , Guo et al., (1999) , and Luo and Eleftheriadis (2002) . Meier and Ngan (1998) have developed a video object extraction technique via object plane detection. Fan et al. (2001e, 2001c Fan et al. (2001e, , 2001d have also proposed several techniques via spatiotemporal segmentation and modelbased region aggregation. Jaimes and Chang (1999) have developed a novel model-based object detection technique. However, it is very hard -if not impossible -for current computer vision techniques to detect video objects automatically from a general video sequence without using domain knowledge (Jaimes & Chang, 1999; Forsyth & Fleck, 1997; Fan et al., 2001c Fan et al., , 2001d . Several semiautomatic video object extraction algorithms have also been developed by Fan et al. (2002a) , Gu and Lee (1998) , Guo et al. (1999) , and Luo and Eleftheriadis (2002) to address this problem.
The main weakness of the shot-based approach is that shot-based global visual features are too general to characterize the semantic visual concepts associated with the video shots. The main weakness of the object-based approach is that automatic object extraction in general is an ill-defined problem because homogeneous regions in color or texture do not correspond to semantic objects directly (Jaimes & Chang, 1999; Forsyth & Fleck, 1997) . • Video Database Retrieval and Browsing: There are three widelyaccepted approaches to access video in a database: (a) Query-by-example is widely used in the existing CBVR systems. Query-by-example is necessary in a situation where naive users cannot clearly describe what they want via keywords or they do not want to search a large-scale video database via hierarchical summary browsing. However, the query-by-example approach suffers from at least two problems. The first one is that not all database users have example video clips at hand. Even if the video database system interface can provide some templates of video clips, there is still a gap between the various requirements of different users and the limited templates that can be provided by the database interface. Naive users may prefer to query the video database via high-level semantic visual concepts or hierarchical summary browsing through the concept hierarchy of video contents. The major difficulty for the existing CBVR systems is that they are unable to allow users to query video via high-level semantic visual concepts and to enable concept-oriented hierarchical video database browsing (Fan et al., 2002b (Fan et al., , 2002c .
(b) Query-by-keywords is also used in some CBVR systems based on manual text annotation (Humrapur et al., 1997; Jiang & Elmagarmid, 1998) . Keywords, which are used for describing and indexing videos in the database, are subjectively added without a well-defined structure by a database constructionist. Since the keywords used for video indexing are subjective, naive users cannot find exactly what they want because they may not use the same keywords as did the database constructionist. Moreover, manual text annotation is too expensive for large-scale video collections.
(c) Hierarchical browsing is also widely accepted by naive Internet users for accessing text documents via Yahoo and Google search engines. Naive users (rather than using visual features or keywords to describe their requests) should browse the summaries, which are presented on different visual hierarchic concept levels. However, most existing CBVR systems do not support concept-oriented hierarchical video database browsing because of the lack of efficient visual summary presentation structure (Fan et al., 2002b (Fan et al., , 2002c . In order to support video browsing, some pioneer works have been proposed in the past by Rui et al. (1997) , Yeung et al. (1995) , Chen et al. (1999) , Smith (1999) , and Zhong et al. (1996) . However, these existing techniques focus only on browsing a video sequence and do not address how to support concept-oriented hierarchical video database browsing (Fan et al., 2002b (Fan et al., , 2002c . These three video-access approaches have been treated independently, but it is very important to support them in the same CBVR system so that naive users can select convenient approaches to accessing video in databases. • Video Database Indexing Structure: One common shortcoming of the existing CBVR systems is that only few of them release their inherent video database indexing structures (Flickner et al., 1995; Fan et al., 2002b Fan et al., , 2002c . Video database indexing is becoming an important issue for supporting content-based video retrieval because the traditional database indexing structures suffer from the problem of dimensionality. Therefore, the cutting-edge research on integrating computer vision with database management deserves attention. 
VIDEO CONTENT ANALYSIS AND REPRESENTATION
Video analysis and feature extractions are necessary steps for supporting hierarchical, semantics-sensitive video classification, indexing, and access. In ClassView, a MPEG video sequence is first partitioned into a set of video shots by using our automatic video shot-detection technique. In order to adapt the thresholds to the local activities of different video shots within the same sequence, we use a small window (i.e., 20 frames in our current work), and the threshold for each window is adapted to its local visual activity (Fan et al., 2001a (Fan et al., , 2002c . The video shot-detection results shown in Figure 1 (a) are obtained from one of the video data sources used in our system. However, it is not necessary to use all these physical video shots for indexing and characterizing the semantic visual concepts associated with the corresponding MPEG video. For example, a one-hour MPEG movie may consist of hundreds of physical video shots, but some of them may not be relevant to the associated semantic visual concepts. Even with online relevance feedback, using the shotbased global visual features alone cannot be effective in characterizing the highlevel visual concepts and in describing the intentions of naive users. It is necessary and desirable to understand the basic visual patterns (i.e., salient objects) that human beings actually use and how humans combine these basic salient objects when deciding whether two video shots are semantically similar (Fan et al., 2002b (Fan et al., , 2002c Mojsilovic, Kovacevic, Hu, Safranek, & Ganapathy, 2000; Luo & Etz, 2002) . Detecting the basic salient objects that human beings use for judging semantically visual similarity is becoming very important to support content-based video retrieval. Based on this observation, some specific types of salient objects are extracted automatically from these physical video shots.
Automatic object extraction for supporting content-based video indexing and retrieval is very challenging. Fortunately, not all the objects in video need to be extracted and used for characterizing the semantic visual concepts because users may decide semantically visual similarity based on specific types of salient objects (Mojsilovic et al., 2000; Luo & Etz, 2002) . Since objects for content-based video indexing applications are not necessarily the semantic objects from the human point of view (Smeulders, 2000) , they can be specific types of salient objects which are meaningful for detecting and characterizing relevant semantic visual concepts. For example, human faces are good enough for detecting and characterizing the semantic visual concepts in a news video (Satoh & Kanade, 1997) . Therefore, automatic salient object extraction is becoming possible for supporting content-based video indexing and retrieval by performing query concept classification.
Based on this observation, several statistical object-specific functions are defined in ClassView, and each function can provide one specific type of salient object. These statistical object-specific functions are obtained from the labeled training data sets (Fan et al., 2001c (Fan et al., , 2001d Mojsilovic et al., 2000; Luo & Etz, 2002) . An obvious example of the statistical object-specific functions is the statistical skin color map for skin detection (Wei & Sethi, 1999) . The number of the statistical object-specific functions depends upon how many types of salient objects will be used by naive users to specify their query concepts in our system. Our salient object extraction results are given in Figure 1 (b) . Since automatic object extraction in general is difficult among current computer vision techniques, we have also developed an interactive video object extraction technique. These experimental results are given in Figure 1 (c) (Fan et al., 2002a; Gu & Lee, 1998; Luo & Eleftheriadis, 2002) .
After the salient objects are extracted from the physical video shots, a set of shot-based and object-based visual features are extracted for enabling hierarchical shot representation and indexing. The physical video shots for each MPEG video are classified into two opposite classes, based upon their importance in characterizing associated semantic visual concepts: principal video shots versus non-principal video shots. If a physical video shot consists of any type of well-defined salient object, it is treated as the principal video shot for characterizing and accessing the corresponding MPEG video. In this way, a MPEG video is indexed and accessed hierarchically by its principal video shots as shown in Figure 2 .
SEMANTIC VIDEO CLASSIFICATION
Several high-dimensional database indexing trees have been proposed in the past, and they are expected to be used for video database indexing (Bohn, Berchtold, & Keim, 2001) ; but they suffer from the problem of the curse of dimensionality. This is because the low-level visual features used for video representation and indexing are normally in high-dimensions. One reasonable solution is first to classify videos into a set of clusters and then to perform the dimension reduction on these clusters independently (Ng & Han; Thomasian et al., 1998) . Traditional database-indexing trees may be used for indexing these video clusters independently with relatively low-dimensional features. However the pure feature-based clustering techniques are unsuitable for video classification because of the semantic gap (Zhou, Vellaikal, & Kuo, 2000; Huang, Kumar, & Zabih, 1998; Sheikholeslami, Chang, & Zhang, 1998; Wang, Li, & Wiederhold, 2001; Minka & Picard, 1997; Vailaya, Jain, & Zhang, 1998; Yu & Wolf, 1995; Naphade & Huang, 2001) . A decision tree classifier is very attractive for video classification via learning from the labeled training examples (Quinlan, 1986) , but its internal nodes do not make sense for video database indexing. The semantics-sensitive video classifier is expected not only to be efficient for bridging the semantics gap, but also to provide an effective video database indexing scheme; thus the tree structure of the semantic video classifier should be related to the concept hierarchy of video contents (Fan et al., 2002b (Fan et al., , 2002c Miller, G., Beckwith, Fellbaum, Gross, & Miller K., 1990; Benitez, Smith, & Chang, 2001) . Since it is very hard -if not impossible -for current computer vision and machine learning techniques to bridge the semantic gap in general, the concept hierarchy is domain-dependent.
After the principal video shots are obtained, we focus on generating semantic video scenes and upper-level visual concepts such as clusters. From the obtained principal video shots, more efficient database management structure can be supported. The semantic video classifier is built in a bottomup fashion as shown in Figure 3 . As introduced in Fan et al. (2002b Fan et al. ( , 2002c , the hierarchical tree structure of the classifier (i.e., levels and nodes) is first determined according to the domain-dependent concept hierarchy of video contents and is given by the domain experts or obtained via WordNet or MediaNet (Fan et al., 2002b (Fan et al., , 2002c Miller et al., 1990; Benitez et al., 2001) . Once such hierarchical video classification structure is given, we use a set of
Figure 2. The Proposed Video Representation and Access Scheme in ClassView
(2) Access Space (1) The feature-based similarity distance D F (T , T ) between two principal video shots T and T is defined as:
where D F (T , T ) denotes the similarity distance between T and T according to their l th low-level visual feature F l , l is the weight for the l th visual feature, is the set of original low-level visual features, and N is the total number of shot-based and object-based low-level visual features as described above and initially extracted for video shot representation.
The concept-based semantic similarity distance D S (T , T ) between two principal video shots T and T can be defined as:
where L and L are the semantic labels for the principal video shots T and T . There are only two possibilities for the concept-based semantic similarity between two labeled principal video shots under the given semantic label for the corresponding visual concept node: similar versus dissimilar.
Relevance analysis is first used to remove the irrelevant features and to balance the importance among representative features (Rui et al., 1998) so that the feature-based visual similarity between two principal video shots may correspond to their concept-based semantic similarity. This step not only reduces the dimensions of the low-level visual features: it also rearranges the feature space to reflect major correlation patterns in data, ignoring smaller, less important variations. The visual concept nodes at the same visual concept levels (such as the semantic cluster level) are then characterized by different discriminating features with different levels of importance.
We model the first classification (from principal video shots to semantic scenes) by utilizing a set of object-based low-level visual features X=(x 1 , x 2 , ..., x m ) and probabilities. We assume a mixture model to describe the shot distribution for each visual concept node in its weighted feature subspace -specifically, a multi-dimensional Gaussian distribution. The mixture probability function of the principal video shots residing in N s semantic scene nodes is given by: where P(X S k , s k ) is the conditional probability that a principal video shot with the object-based feature vector X belongs to a semantic scene S k in its weighted subspace, s k is the set of dimensional weights for the semantic scene S k , and P(S k ) is the fraction of principal video shots assigned to the semantic scene S k . The posterior probability P(S k X, s k ) for a principal video shot with the object-based feature value X to be assigned to the semantic scene S k , can be obtained by:
In our current experiments, we assume that the discriminating features for characterizing high-level visual concept nodes in Figure 3 are independent. The multidimensional Guanssian distribution P(X S k , s k ) of the principal video shots residing in the semantic scene S k can be defined by its centroid
where D s k is the size of the discriminating visual features used for characterizing the semantic scene S k . The multidimensional Gaussian distribution can then be simplified as:
where ) , | ( The Expectation-Maximization (EM) algorithm is used to determine the Gaussian parameters for each visual concept node (Fan et al., 2002b (Fan et al., , 2002c ). The EM derivation shows that the parameters s k and s k for the semantic scene S k can be updated by maximizing the expression:
where the training set of N p examples with known semantic labels is indicated by: {(X p , C p )} p N p . After the principal video shots are classified into the corresponding semantic scene nodes, they are then assigned to relevant high-level semantic visual concept nodes according to the domain-dependent concept hierarchy. The second classification (from semantic scenes to the corresponding semantic clusters) is modeled by a set of shot-based low-level visual features Y = (y 1 , y 2 , ..., y n ) and probabilities:
where the prior probability P(C j ) is obtained from the labeled training examples, and the conditional probability:
is modeled as a Gaussian distribution in our current work. The parameters
.. , C j DC j for the semantic cluster $C_j$ can also be determined via a similar approach as described by Equation (7). After the semantic classifier is obtained, the task of video classification is to assign an unlabeled principal video shot to the relevant visual concepts based on its low-level feature values. The process for semantic video classification (decision making) can be summarized as follows: Given an unlabeled principal video shot with m-dimensional object-based feature value X=(x 1 , x 2 , ..., x m ) and n-dimensional shot-based feature value Y=(y 1 , y 2 , ..., y n ) , it is first assigned to the most relevant semantic scene S k , and it is then assigned to the most relevant high-level visual concept nodes according to the domain-dependent concept hierarchy. Each step of this hierarchical classification procedure tries to find the best matching visual concept node that corresponds to the maximum posterior probability. The centroids and variances of the relevant visual concept nodes are also updated step-by-step by involving the new principal video shot. The video shot classification results for a medical domain are shown in Figure 4 and Figure 5 .
VIDEO DATABASE INDEXING
After the semantic visual concepts have been obtained according to the domain-dependent concept hierarchy, we turn our attention to a way in which they may be used to provide more efficient video database indexing. Our multilevel video classifier can inherently support more efficient video indexing, where the parent-child relationships in the tree structure correspond to interlevel relationships in the domain-dependent concept hierarchy. As mentioned earlier, when the traditional database indexing trees are used for video database indexing, they suffer from the curse of dimensions and the semantic gap. The semantic video classification procedure (as described earlier) has provided an approach to bridge the semantic gap, resulting in more meaningful partitions of video contents in the database. However, it is still difficult to use traditional indexing techniques to represent high-level visual concept nodes such as clusters (which are also used as database management units): semantically similar principal video shots may have large variations of distributions in the high-dimensional feature space, thus representing the boundaries of semantic visual concept nodes via rectangular or even spherical boxes, which will induce high overlap (Bohn et al., 2001) .
In our hierarchical video database indexing structure (shown in Figure  6(a) ), each high-level visual concept node (such as a cluster) is characterized by a subset of discriminating visual features, dimensional weights, and Gaussian distributions (e.g., defined by mean (centroid) and variance). Given the dimensional weighting coefficients { C i 1 , ..., C i m } for the semantic visual concept node C i , the degree of importance of the visual features is also given. Bigger dimensional weighting coefficients mean that the corresponding visual features are more important in making the decision of similarity. We use Gaussian density to model the distribution of the principal video shots residing in each high-level visual concept node. For the semantic visual concept node C i , centroid C i = { C i 1 , ... , C i j , ... , C i m can be defined as:
where N is the total number of semantically similar principal video shots residing in the semantic visual concept node C i , z j,h indicates the j th projected attribute of the shot-based or object-based visual features for the principal video shot h residing in the semantic visual concept node C i , and C i j is its projected centroid on the j th dimension. The j th dimensional variance can then be defined as:
where C i j is the weight for the j th dimensional feature for the semantic visual concept node C i .
The small value of C i j , indicates that (a) associated dimensional visual features are less important for representing the corresponding semantic visual concept; and (b) principal video shots are distributed more densely and cannot be separated efficiently by using the associated dimensional visual features. From a video database indexing point of view, the discriminating features selected for database indexing should have the following properties: (a) they recognize different principal video shots; (b) they are efficient enough to distinguish semantically similar principal video shots residing in the same semantic visual concept node. Based on the above discussion, visual features that have bigger dimensional weights should be selected for indexing the corresponding visual concept node (database management unit). Our dimension reduction (feature selection) technique via relevance analysis may consider users' subjectivity and is very attractive for video retrieval systems (Fan et al., 2001b) .
After the discriminating features and their weights have been determined for each visual concept node, we then use the following novel techniques to support more efficient content-based video database indexing: • A principal video shot corresponds to a data point (vector) in the highdimensional feature space as shown in Figure 2 . We warp the semantically similar principal video shots residing in the same visual concept node from their original high-dimensional feature space to a relatively lowdimensional compact subspace for the discriminating features: they can be close to each other in their warped-feature subspace, and the principal video shots from different visual concept nodes can be separated efficiently (Figure 7) . •
We use a statistical model to represent and index the semantic visual concept nodes. The statistical model attempts to approximate data distributions (principal video shots in their warped feature subspace) with a certain degree of accuracy by a Gaussian function.
•
We use geometric hashing to build the database indices for the high-level visual concepts. The following features are used to represent the semantic visual concept node Q:
where L Q is its semantic label (inherent within the concept hierarchy) for the corresponding visual concept node Q; Q is a subset of the discriminating features that are selected for characterizing the principal video shots residing in Q; D Q is the number of its discriminating features; Q indicates the weights associated to these features; and Q and Q are used to define the Gaussian distributions P(X Q, Q } of the principal video shots in the corresponding visual concept node Q. The parameters Q , Q , and D Q are used for defining the warped feature subspace that characterizes the corresponding visual concept node Q. The parameters L Q , Q , and Q are used for defining the statistical properties of the principal video shots residing in the corresponding visual concept node Q. The indexing structure consists of a set of separate indices for the visual concepts, and each visual concept node is connected to a single root node. The indexing structure includes a set of hash tables for different levels of the video database: a root hash table for keeping track of information about all semantic clusters in the database; a hash table in which each cluster may preserve information about all of its subclusters; and a leaf hash table for each subcluster, used for mapping its video scenes to the associated disk pages.
The semantic scene node (leaf node in the domain-dependent concept hierarchy tree) may consist of a large number of principal video shots. It is ineffective to use only one hash table to index large-scale principal video shots that reside in the same semantic scene node. The principal video shots residing in the same semantic scene node can be further partitioned into a set of groups according to their distributions, and each group is indexed by a hash table. This hierarchical partitioning procedure ends when the number of principal video shots in each group is fewer than a pre-defined threshold logN i D i (Manolopoulos, Theodoridis, & Tsotras, 2000) , where N i represents the total number of principal video shots in the group and D i represents the dimensions of discriminating features for the corresponding semantic scene. 
VIDEO DATABASE RETRIEVAL AND BROWSING
To answer a query-by-example, our query processor first extracts the object-based and shot-based low-level visual features X=(x 1 , x 2 ,..., x m ) and Y = (y 1 , y 2 , ..., y n ) from the query-example, and then compares them to those of the semantic clusters as shown in Figure 6(b) . The similarity distance d q i between the query example and the center of the cluster C i is defined as: where d r (y r , C i ) is the similarity distance between the query example and the semantic cluster C i according to their r th dimensional representative feature; and C i is the selected feature subset for the semantic cluster C i . If: then the query processor will subsequently obtain the posterior probabilities P (C i Y, C i ) that the subject of the query example belongs to C i .
can be obtained by using the Gaussian distribution defined by the cluster centroid C i j and variance C i j . Similarly, we can also get the similarity distances and the posterior probabilities indicating that the query-example resides in the residue clusters. As shown in Figure 6(b) , the cluster C q , which has the smallest similarity distance and the maximum posterior probability with the query-example, is selected:
where N C is the total number of semantic clusters in the database. Similarly the query processor can sequentially find the relevant video scenes by using objectbased low-level visual features X = (x 1 , x 2 , …, x m ). In this query processing procedure, the system may find more than one cluster, subcluster, or scene that has the same or very close values of the posterior probability. This would indicate that the query-example resides in them. In this case, the system will query all relevant database management units in parallel. The final query results can be determined by human users via a browsing procedure or determined automatically by the system via a conjunction procedure. This parallel search procedure is meaningful because the same video scene may correspond to several different semantic concepts, classified into different semantic clusters by our video classifier (Section 4). A query-byexample from a medical video cluster is shown in Figure 8 .
Our cluster-based indexing structure can also support browsing-based video query, where the user can first browse the visual summaries at the cluster level and then send his/her query to the relevant cluster. This browsing-based query can provide more relevant results because only the user knows what she/ he wants.
As introduced above, each principal video shot inherits a hierarchy of semantic labels, which are labels of the corresponding nodes it belongs to in the proposed hierarchical video database model. A semantic label is also used as an attribute for video indexing so that a label-based semantic video query can also be supported in our system.
Most existing video retrieval systems do not support hierarchical browsing. Users, however, are not only interested in searching for specific videos (e.g., query-by-example). They would also like to browse and to navigate through video databases. A key issue to hierarchical video browsing is whether or not the clusters found make sense to the user and whether or not the browsing may be performed over IP networks. Such requirements have created great demands for effective and efficient approaches to organize summaries of the video contents at different database management levels. Browsing refers to a technique or a process by which users skip information rapidly and decide whether or not the content is relevant to their needs. Browsing video databases should be like scanning a table of contents or the index of a book -or flipping through the pages -to quickly get an overview of content and gradually focus on particular chapters or sections of interest (Yeung et al., 1995) .
Our hierarchical video classification procedure has resulted in a hierarchical organization of video contents in a database. This hierarchical semantic video classification and organization technique can also support contextual understanding of the entire video contents in the database: it enables an efficient approach to hierarchical video browsing.
At the cluster level, we generate visual summaries by selecting representative video shots, which are closest to the centers of their subclusters. At the subcluster level, we use the principal components of the corresponding subcluster for visual summaries. The identification of principal components is very attractive for supporting high-level visual summarization. At the video shot level, we select key frames for visual summaries. Five types of browsing have been provided: browsing the whole video database via the summaries of all the semantic clusters, browsing the semantic clusters via the summaries of its subclusters, browsing the subcluster via the summaries of its video scenes, browsing the video scene via the summaries of its video shots, and browsing the video shot via its key frames. From the user's point of view, our multi-level video indexing and summarization system has the following advantages: (a) easy browsing and navigation through the hierarchical database indexing structure; (b) efficient retrieval; (c) ergonomic and friendly presentation of the database.
In our current implementation, browsing the whole video database is made possible by arranging available semantic titles into a cluster-based tree. Each cluster (root node) is represented by a semantic text title and a set of icon images (semantic visual template, seed of cluster, etc.) that are displayed at the higher level of the hierarchical browser. Users can get a rough sense of the video contents in a cluster without moving down to a lower level of the hierarchy. Browsing the selected semantic cluster is supported by partitioning the video contents in the same cluster into a set of subclusters (the icon video for each subcluster is also obtained). Browsing the selected semantic cluster, which is supported by arranging the available semantic icon videos into a tree, is similar to browsing the whole database. Browsing a single video sequence is, in some respects, a more complicated problem. The goal of the browser is to provide a mechanism by which a user can quickly (1) identify the content of a video to see if it is relevant or interesting and (2) find and view a relevant fragment of a video.
PERFORMANCE EVALUATION AND DISCUSSION
In this section, we present the results of an extensive performance analysis we have conducted to: (1) evaluate the effectiveness of this proposed semantic video classifier; (2) evaluate the performance of our hierarchical video indexing and retrieval system; and (3) evaluate the performance of our dimension reduction (feature selection) technique. • Semantic Video Classifier: We have tested three video sources: medical videos, news videos, and movies. The average performance of our semantic video classifier is given in Table 1 . Unfortunately, the performance of our current semantic video classifier depends upon the real distribution of the video data set. The positive and negative examples that are selected for determining the parameters for each internode of the semantic video classifier should differ sufficiently on their low-level visual features. The performance of our semantic video classifier can also benefit from the initial video segmentation results by detecting the salient objects.
The average performance of video classification, which is based upon only the shot-based global visual features, is given in Table 2 . One finds that by integrating video shots with salient objects, better results may be obtained.
Missing Ratio=number of misclassified shots/total number of shots (16)
The performance of our semantic video classifier also depends upon the number of clusters and the size of the training data set. A large-scale training data set can also improve the performance of our semantic video classifier as shown in Figure 9 . • Cluster-Based Indexing: The search time T e for video retrieving from a large-scale database is the sum of two times: the time T s for comparing the relevant videos in the database and (b) the time T r for ranking the relevant results. If no database indexing structure is used for organizing this search procedure, the total retrieval time is:
where N T is the number of videos in the databases, T m is the basic time to calculate the low-level feature-based similarity distance between two principal video shots, and ) log (
is the time to rank N T elements.
Our multi-level video indexing structure can provide fast retrieval because only relevant database management units are compared with the query example. Moreover, only relevant features are selected for video representation and indexing. The basic time, therefore, for calculating the feature-based similarity distance is also reduced (T C , T SC , T S , T O T m because only the relevant features are used). The total retrieval time for our cluster-based indexing system is:
where N C , N SC , N S are the numbers of the nodes at the cluster level and at the most relevant subcluster and scene levels, N o is the number of video shots that reside in the most relevant scene node, T C , T SC , T S , T o are the basic times for calculating the similarity distances in the corresponding feature subspace, and O(M o log M o ) is the total time for ranking the relevant shots residing in the corresponding scene node. Since (N C 
The average performance of the cluster-based indexing technique is shown in Figure 10 .
• Feature Selection (Dimension Reduction): Our dimension reduction technique via relevance analysis also has the property of low computation cost as compared with other existing dimension reduction techniques (Thomasian, Castelli, & Li, 1998) . The total cost of the existing SVD-based dimension reduction techniques is bound to O(N T m 2 ) + O(N T m 2 N C ) + O(m N C ), where N T is the total number of video shots in the database, N C is the total number of possible clusters, and m is the total number of feature dimensions. The SVD techniques need O(N C i m 2 ) for calculating the principal components of the i th cluster, where N C i is the total number of video shots in the i th cluster. The total cost of clustering is bound to
, and the cost for selecting the subspace dimensions is bound to
. On the other hand, our dimension reduction technique reduces dimensions via relevance analysis according to dimensional weights, and its cost is bound to O(m N C ). The performance of our dimension reduction technique is shown in Figure 11 .
A classification accuracy for one-level and two-state images of greater than 90% may be achieved with our classification techniques (Wang et al., 2001; Minka & Picard, 1997; Vailaya et al., 1998) . As compared with traditional one-level and two-state semantic image classification techniques, one can find that the accuracy ratio for our hierarchical semantics-sensitive video classifier is not perfect -as we expected. The reasons are: •
The relevance analysis has been integrated with the EM algorithm to bridge the semantic gap by exploiting the statistical properties of the semantically similar principal video shots, but there is a semantic gap between the low-level visual features and the high-level visual concepts. As shown in Figure 9 , the performance of our video classifier depends upon the size of the training data set. A large training data set often increases the accuracy of the classification. It is very expensive, however, to obtain large-scale training example sets. The limited size of the training data set for each specific visual concept node depends upon the dimen- Our hierarchical semantics-sensitive video classifier focuses on addressing the video classification problem with multiple levels (i.e., concept hierarchy) and multiple states (i.e., each visual concept cluster consists of multiple sub-level clusters). Variances of the low-level visual features for the semantically similar principal video shots may be very large, resulting in poor performance. One simple but reasonable solution treats the hierarchical video classifier as a set of independent one-level and twostate classifiers. Each semantic visual concept in our hierarchical semantics-sensitive video classifier is generated by a specific one-level and two- state classifier, but the relationships among these visual concepts on the same level are lost. Generated visual concepts may have heavy overlaps in their low-level feature spaces. •
The single principal video shot may consist of multiple semantic visual concepts and induce very different subjective interpretations. The concept-based semantic similarity between the labeled principal video shots suffers from the subjectivity problem.
CONCLUSION AND FUTURE WORKS
We have proposed a novel framework, called ClassView, to make some advances in overcoming the problems suffered by existing content-based video retrieval systems. A hierarchical semantics-sensitive video classifier is proposed to shorten the semantic gap between low-level visual features and highlevel semantic concepts. The hierarchical structure of the semantics-sensitive video classifier is derived from the domain-dependent concept hierarchy of video contents in a database. Relevance analysis is used to shorten the semantic gap by selecting discriminating visual features of suitable importance. The Expectation-Maximization (EM) algorithm is used to determine the classification rule for each visual concept node. A hierarchical video database index and summary presentation technique is also proposed to support more effective video access over a large-scale database. Integrating video querying with video browsing has provided great opportunity for supporting more powerful video search engines.
While we are not claiming to be able to solve all the problems related to content-based video retrieval, we have made some advances toward the final goal -the most nearly human-level video retrieval using the domain-dependent concept hierarchy. The following research issues should be addressed in the future to avoid the limitations of our hierarchical semantics-sensitive video classification and indexing techniques: • Research in semantics-sensitive video classification is currently limited by the relative lack of large-scale labeled training data sets. It would be beneficial to generate classification rules by integrating unlabeled video clips with limited labeled video clips. Since unlabeled training examples may consist of different visual concepts, they will not follow joint probability and they may also degrade classification performance. A good solution for this problem should be found before using unlabeled training examples.
• Video characterization and classification via integration of multiple media -video, audio, and textual information such as closed captioning -will provide more meaningful results. At the same time, it is urgent to address problems concerning the normalization of multiple cues and the automatic determination of their importance for semantic visual similarity judgment. •
High-dimensional visualization techniques should be developed for evaluating the real performance of our semantic video classifier. The basic assumption for semantic video classification is that semantically similar principal video shots residing in the same semantic visual concept node should be close to each other in their warped feature subspace, even though they may be far away each other in their original feature space. Moreover, the proposed high-dimensional visualization technique should have the capacity to visualize data distribution within warped feature subspace. • Video database access control is also becoming a very important issue now because video data are used for different objectives. Different userclasses should have different access capabilities to particular levels of videos within databases or even within differing quality levels of the same video titles. The common weakness of existing CBVR systems is that they do not address the problem of content-based video database access control. • It is very important to enable real-time updating of pre-determined feature subspaces, dimensional weights, classification rules, or even the inherent concept hierarchy according to the user's subjectivity for large-scale video databases. Our hierarchical video database indexing structure can support more effective video retrieval and concept-oriented hierarchical video database browsing, which makes it viable for supporting online relevance feedback. It may achieve more effective query optimization for large-scale video databases. The final users will ultimately evaluate the performances of the inherent video database representation and the indexing model, semantics-sensitive video classification under the given database model, query optimization, and concept-oriented hierarchical video database browsing for content-based video retrieval. It is very important to study human factors in supporting content-based video retrieval through this proposed prototype system.
