Abstract-Vote-boosting is a sequential ensemble learning method in which individual classifiers are built on different weighted versions of the training data. To build a new classifier, the weight of each training instance is determined as a function of the disagreement rate of the current ensemble predictions for that particular instance. Experiments using the symmetric beta distribution as the emphasis function and different base learners are used to illustrate the properties and to analyze the performance of these types of ensembles. In classification problems with low or no class-label noise, when simple base learners are used, vote-boosting behaves as if it were an interpolation between bagging and standard boosting (e.g. AdaBoost), depending on the value of the shape parameter of the beta distribution. In terms of predictive accuracy the best results, which are comparable or better than random forests, are obtained with vote-boosting ensembles of random trees.
INTRODUCTION
I N ensemble learning the outputs of a collection of diverse classifiers are combined to exploit their complementarity, in the expectation that the global ensemble prediction be more accurate than the individual ones [1] . The complementarity of the classifiers is either an indirect consequence of diversity, as in bagging [2] and random forests [3] , or can be explicitly favored by design, as in negative correlation learning [4] and boosting [5] , [6] , [7] , [8] . In this manuscript we present vote-boosting, an ensemble learning method of the latter type, in which classifiers progressively focus on different training instances, depending on the degree of uncertainty of their classification. The emphasis is made irrespective of whether the instance is correctly or incorrectly classified. By using the disagreement among the individual predictions to determine the degree of emphasis, one avoids excessive focus on misclassified instances that are outliers, which is one of the reasons for the lack of robustness to class-label noise of standard boosting algorithms.
The article is organized as follows: In Section 2, we provide a review of ensemble methods that are related to the current proposal. Vote-boosting is described in section 3, which includes a derivation of the algorithm as a gradient descent in the functional space of linear combinations of hypothesis. In Section 4, the behavior and performance of vote-boosting ensembles are analyzed using an extensive empirical evaluation on synthetic and real-world classification tasks from different domains of application. Finally, the conclusions of this study are summarized in Section 5.
PREVIOUS WORK
There is a wide variety of methods to build ensembles. Here, we focus on homogeneous ensembles, which are composed of predictors of the same type. Each of the predictors in the ensemble is automatically induced from a training set composed of labeled instances. Finally, a consensus decision is obtained by combining the individual decisions. A wide range of alternatives can be used to carry out this combination [9] . Nevertheless simple strategies, such as averaging for soft outputs or majority voting, if the individual classifiers yield class-labels, are generally effective [10] .
Broadly speaking, ensemble methods either explicitly aim to increase the complementarity of the individual classifiers or simply generate diverse predictors using some form of randomization. An example of the former strategy is Negative Correlation Learning [4] . In this method, diversity is favored by simultaneously training all the classifiers in the ensemble: The parameters of the individual classifiers and the weights for the combination of their outputs are determined globally by minimizing a cost function that penalizes coincident predictions. Another example is boosting. Boosting originally refers to the problem of building a strong learner out of a collection of weak learners; i.e. learners whose predictive accuracy is only slightly better than random guessing [5] , [7] , [8] . AdaBoost is one of the most widely used boosting algorithms [6] . In AdaBoost an ensemble is grown by incorporating classifiers that progressively focus on instances that are misclassified by previous classifiers in the sequence. The individual classifiers are built by applying a learning algorithm that can take into account individual instance weights. The first classifier is obtained by assuming equal weights for all instances. The subsequent classifiers are built using different emphasis on each of the training instances. Specifically, to build the tth classifier in the sequence, the weights of instances that are misclassified by the most recent classifier in the ensemble are increased. Correspondingly, the weights of the correctly classified instances are reduced. The final prediction of the ensemble is determined by weighted majority voting. The weight of an individual classifier in the final ensemble prediction depends on the weighted accuracy of this classifier on the training set. The margin of an instance is defined as the sum of weighted votes for the correct class minus the sum of weighted votes for the most voted incorrect class. Therefore, misclassified instances have negative margins. In AdaBoost, the evolution of the weight of a particular instance is a monotonically decreasing function of its margin [11] .
AdaBoost is one of the most effective ensemble methods arXiv:1606.09458v1 [cs. LG] 30 Jun 2016 [12] , [13] , [14] . However, it is not robust to class-label noise [15] , [16] , [17] . Specifically, AdaBoost gives unduly high weights to noisy instances, whose class labels are incorrect.
There are numerous studies that address this excessive sensitivity of AdaBoost to class-label noise [7] , [18] , [19] , [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] . A possible strategy is to identify and either remove noisy instances in the training data, or correct their class-labels [18] , [19] . Another alternative is to apply explicit or implicit regularization techniques to avoid assigning excessive weight to a reduced group of instances [20] , [21] , [22] , [23] . For instance, the logistic loss function used in LogitBoost [7] gives less emphasis to instances with large negative margins than the exponential loss function used in AdaBoost. In consequence, LogitBoost is generally more robust to class-label noise [31] . In other studies penalty terms are used in the cost function to avoid focusing on outliers or on instances that are difficult to classify [24] , [25] , [26] , [27] . It is possible to also use hybrid weighting methods that modulate the emphasis on instances according to their distance to the decision boundary [32] , [33] , [34] . Most boosting algorithms use convex loss functions. This has the advantage that the resulting optimization problem can be solved efficiently using, for instance, gradient descent. However, in [35] it is shown that the generalization capacity of boosting variants that use convex loss functions can be severely affected by class-label noise. Alternative non-convex loss functions are used in BrownBoost and other robust boosting variants [28] , [29] , [30] . In these methods the evolution of the weights is not a monotonic function of the margin: instances with small negative margins (i.e. misclassified instances that are close to the decision boundary) are assigned higher weights, as in AdaBoost. However, instances whose margin is negative and large receive lower weights. The rationale for using this type of emphasis is that instances in regions with a large class overlap tend to have small margins. Focusing on these instances is beneficial because the classification boundary can be modeled in more detail. By contrast, large negative margins correspond to misclassified instances that are far from the classification boundary. A robust boosting algorithm should therefore avoid emphasizing these instances, which are likely to be noisy. Instead of optimization, randomization techniques can be used to generate collections of diverse classifiers. The objective is to build classifiers in such a way that their prediction errors are as independent as possible. If the errors of these classifiers are independent they can be averaged out by the combination process. One example of these types of ensembles is bagging [2] . The individual classifiers in a bagging ensemble are built by applying a fixed learning algorithm to independent bootstrap samples drawn from the original training data. In class-switching ensembles, each member is built using a perturbed versions of the original training set, in which where the class labels of a fraction of instances are modified at random [36] . Alternatively, diverse classifiers can be built by including some randomized step (or steps) in the learning algorithm itself. For instance, in one of the earliest works on ensembles of neural networks [37] one takes advantage of the presence of multiple local minima in the optimization process that is used to tune the synaptic weights and averages over the predictions of the neural networks that result from different initializations. Random forests [3] , which are one of the most effective ensemble methods [14] , are built using a combination of data randomization and randomization in the learning algorithm: The ensemble classifiers are random trees, which are trained on bootstrap replicates of the original training dataset. Other effective classifiers of this type are rotation forests [38] and ensembles of extremely randomized trees [39] .
The aggregation of predictions by simple majority voting in parallel randomized ensembles can be analyzed in detail [37] , [40] , [41] , [42] . An important conclusion of this analysis is that instances for which the disagreement of the individual predictions is large are more difficult to classify. They not only exhibit higher error rates but also require querying more classifiers to reach a stable ensemble prediction. This observation suggests the design of a boosting algorithm in which more emphasis is given to uncertain instances, irrespective of whether they are correctly or incorrectly classified. Using this type of emphasis one naturally avoids focusing on incorrectly classified instances for which most of the individual predictions coincide, but are far from the decision boundary. Using these ideas, vote-boosting, which is described in detail in the following section, assigns weights to the training instances as a function of the disagreement of the ensemble base classifiers votes.
VOTE-BOOSTING
Consider the problem of automatic induction of a classification system from labeled training data. The original training set is composed of attribute class-label pairs
, where x ∈ X . In this article we focus on binary classification tasks, in which y ∈ {−1, 1}. Problems with multiple classes can be addressed with any of the strategies that are used in combination with AdaBoost for this purpose [8] .
Let {f τ (·)} t τ =1 be a partially-grown ensemble of size t. The τ th classifier in the ensemble is a function f τ : R D → {−1, 1} that maps a vector of attributes x to a class label f τ (x). This function is obtained by applying a base learning algorithm to a training set, taking into account the individual instance weights w
The predictions of the individual classifiers can be aggregated by weighted averaging to obtain the prediction of the ensemble
where α
[t]
τ ≥ 0 is the weight of the individual prediction of the τ classifier. These weights are normalized t τ =1 α τ = 1. In (unweighted) majority voting one assumes that all the predictions have the same weight α
[t] τ = 1/t. Based on this aggregated output, the final prediction of the ensemble of size t is
Assuming that t is odd, H t (x) ∈ {−1, 1}. At this stage of the ensemble construction process, instance x can be characterized by t + (x) and t − (x) = t − t + (x), the counts of positive and negative votes, respectively. The fractions of votes in each class are
− (x) = 1.
These values can be used to quantify the level of certainty of the ensemble prediction. Values π
+ (x) close to 0 or 1 correspond to instances for which the predictions of most ensemble classifiers coincide. Instances whose classification by the ensemble is uncertain are characterized by π [t] + (x) close to 1/2. In vote-boosting the learning process progressively focuses precisely on these uncertain instances, which are close to the classification boundary. To this end, a new ensemble classifier is built on a training set in which such instances are given more weight. In contrast to standard boosting algorithms, the degree of emphasis depends on the disagreement among the predictions of the individual classifiers not on whether these predictions are erroneous. The advantage of this type of emphasis is that it does not consider the class label of the instance. In this manner one avoids focusing on instances on which most classifiers make coincident predictions that are incorrect. These instances are likely to be outliers. Giving them excessive weight tends to misguide the learning process and typically leads to a deterioration of the generalization performance of the ensemble. Furthermore, an emphasis based on votes can be used to boost base learners that attain low errors on the training set, such as unpruned decision trees.
The pseudo-code of the proposed vote-boosting algorithm is presented in Fig. 1 .
Algorithm 1: Vote-boosting algorithm with resampling
Input:
The final ensemble is composed of T classifiers, each of which is built by applying the base learning algorithm L on the training set with different sets of instance weights. The weights of the instances can be taken into account using weighted resampling
For the induction of the first ensemble classifier all instances are assigned the same weight. These weights are updated at each iteration according to the tally of votes: Assuming that instance x i has received t + (x i ) votes for the positive class at the tth iteration, we use the Laplace estimator of the probability that a classifier in the ensemble outputs a particular class prediction
Finally the weights are updated according to
where g : [0, 1] → R + is an emphasis function, which is non-negative, and
is a normalization constant. These weights are then used to build the next classifier in the ensemble. A natural choice for the emphasis function is the probability density of the beta distribution with shape parameters a, b
(8) For this particular choice of emphasis function, the weights at the (t + 1) iteration are updated according to
If the class distributions are not strongly imbalanced, the choice a = b, in which the two classes are handled in a symmetrical manner, is generally appropriate. In Fig. 1 the density profiles of the symmetric beta distribution for different values of a=b ∈ {0.25, 0.75, 1, 1.5, 2.5, 5, 10, 20, 40} are shown. If a = b = 1, the beta distribution is the uniform distribution (plot in the first row, third column of Fig. 1 ). If a = b < 1 values close to 0 and 1 have higher probability density. For a = b > 1 the distribution becomes unimodal, with a maximum at 0.5. In this range, the higher the values of a = b, the more concentrated becomes the probability around the mode. In consequence, when values of a and b above 1 are used, vote-boosting emphasizes uncertain instances and reduces the importance of those instances on which most classifiers agree.
Note that the Laplace correction in (5) avoids evaluations of the beta distribution at the boundaries of its support: It is common, especially in the first iterations of the algorithm, when the ensemble is still small, that all the classifiers predict the same class label for some instances. In such cases, the fraction of positive votes is either 0 or 1. Except for a = b = 1, the value of the beta distribution at these points is either zero or infinity. In the case of zero density values, those instances would be assigned zero weight in the next iteration of the algorithm and would be effectively removed from the sample. The opposite effect would be the result of some instances being assigned infinite weights. To avoid these difficulties, the Laplace correction has been used in the estimation of class prediction probabilities (5) .
If the emphasis function is the beta distribution with parameters a = b = 1, all instances are given the same importance and the proposed algorithm is equivalent to bagging [2] if weighted resampling is used. The emphasis on uncertain instances that one obtains when higher values of a and b are used is similar to the error-based emphasis given by AdaBoost. The reason for this is that uncertain instances are generally more difficult to classify and, in consequence, are more likely to be incorrectly classified. In the regime a = b < 1.0 one emphasizes instances that are far from the classification boundary, which, as will be illustrated in the section on experiments, is not in general an effective emphasizing strategy but can provide some regularization in complex problems.
A functional gradient interpretation of voteboosting
Similarly to other boosting methods, vote-boosting can be viewed as a gradient descent algorithm in the hypothesis space of linear combinations of predictors [43] . Consider an ensemble of t predictors {f τ (·)} t τ =1 . The global ensemble prediction on instance x is of the form
where
The fraction of votes for the positive class can be expressed in terms of this quantity
Consider the cost functional
where y i c(F (x i ) is the contribution to the cost associated to instance x i . For a given F t , our goal is to find the function f ∈ F that minimizes C[F t+1 ], where
Assuming the change in the value of the cost functional when the ensemble incorporates the new classifier f is small
The second term in this expression does not depend on f . Therefore, to lowest order, minimizing the cost functional is equivalent to minimizing
Assuming that c(x) is a monotonic non-increasing function, then −c (x) is non-negative and the values w
can be thought of as a set of instance weights. The denominator in (16) ensures that these weights are normalized
Under these conditions the (t + 1)th predictor in the ensemble is the minimizer of the weighted training error
where F is the functional space of the base learners. The conditions necessary for the interpretation of (16) as weights are fulfilled if the cost function is expressed in terms of a cumulative distribution function
Because of the monotonicity of G(p), when the prediction
where g(p) = G (p) is the corresponding probability density, which is non-negative. Therefore, the weights of the training instances are
where the density g(p) plays the role of an emphasis function. Note that δC[F ] < 0 only if the weighted training error is lower than 1/2. In vote-boosting the emphasis is made on instances close to the classification boundary, which, in binary classification problems, is defined as the set of points in which the disagreement among the individual predictions is largest (i.e. half of the classifiers predict one class and half of the classifiers the other one). In the problems investigated, this type of emphasis does not lead to an increase of the weighted training error above this limit. In fact the predictive accuracy of the ensemble generally increases with its size. Therefore, in the implementation of vote-boosting, tested in the experiments presented in the next section, the ensembles are built to a fixed size, which is sufficiently large for convergence to the asymptotic error level [41] .
EXPERIMENTAL RESULTS
In this section we present the results of an empirical analysis of vote-boosting ensembles. Different sets of experiments have been carried out to characterize the behavior of these types of ensembles and to measure their accuracy in a wide range of classification tasks from different areas of application. In all experiments the symmetric beta distribution has been used as the emphasis function. The relative importance of the training instances in the induction of an individual ensemble classifier is controlled by a = b, the shape parameter of the symmetric beta distribution. A first set of experiments is carried out to investigate the relationship of vote-boosting with bagging and AdaBoost. These experiments show that, in some cases, vote-boosting can be seen as an interpolation between bagging (a = b = 1.0) and AdaBoost (for higher values of a = b).
In a second set of experiments the accuracy of voteboosting ensembles is compared with bagging, AdaBoost and random forest. From the results obtained in this benchmarking exercise we conclude that vote-boosting ensembles composed of random trees achieve state-of-the-art classification accuracy rates, which are comparable or superior to random forest and AdaBoost in the problems investigated [14] .
Vote-boosting as an interpolation between bagging and AdaBoost
The objective of the experiments presented in this subsection is to investigate how the characteristics of vote-boosting ensembles change when different levels of emphasis on the uncertain training instances are considered. As discussed earlier, when uniform emphasis is made, vote-boosting is equivalent to bagging. In most of the problems analyzed, when simple or regularized learners (decision stumps, pruned CART trees) are used to build the ensemble, stronger emphasis on uncertain instances results in a behavior that is similar to AdaBoost. In fact, for these problems, voteboosting performs as an interpolation between bagging and AdaBoost depending on the strength of the emphasis on uncertain instances. Complex unregularized classifiers such as unpruned CART trees or random trees cannot be used in combination with AdaBoost because they achieve training error rates that are either zero or very low. In consequence, the weights for the instances in the next iteration of AdaBoost would be ill defined. Vote-boosting does not have this limitation and, as shown in the following subsection, can be used to build ensembles of these types of classifiers with good predictive accuracy.
To investigate the relations between vote-boosting and AdaBoost we first present the results of an experiment in the binary classification problem Twonorm using decision stumps as base learners. In Twonorm instances are drawn from two unit-variance Gaussians in 20 dimensions whose means are (a, a, ..a) for one class and (−a, −a, .. − a) for the other one, with a = 2/ (20) [44] . Note that this is not a trivial task for decision stumps because, as individual classifiers, they can model only class boundaries that are parallel to the axes. In the experiments performed, the training set is composed of 500 independently generated examples. Different vote-boosting ensembles composed of 100 stumps were built using the symmetric beta distribution for emphasis, with a = b ∈ {1.0, 2.0, 30.0}. An AdaBoost ensemble composed of 100 stumps was also built using the same training data. The final weights given to the training instances in the different ensembles were recorded and subsequently ranked. Ties were resolved by randomizing the corresponding ranks. In Fig. 2 we display the scatter plot of these ranks for AdaBoost on the horizontal axis and for vote-boosting on the vertical axis with a = b = 1.0 in (a), a = b = 2.0 in (b), and a = b = 30.0 in (c).
When a = b = 1.0 is used, all instances are assigned the same weight and no correlations between the weight ranks given by vote-boosting and AdaBoost can be observed. Therefore, the points corresponding to the training instances appear uniformly distributed in Fig. 2 (a) . As the values of a = b are increased, points tend to cluster around the diagonal. This is a consequence of the fact that the ranks of the weights given by both types of ensembles become similar. Comparing Figs. 2 (a), (b) and (c) it is apparent that the correlations between the weight ranks become stronger as a = b increases. In particular for a = b = 30.0 vote-boosting and AdaBoost give similar emphasis, in spite of the fact that the former does not make use of class labels to decide whether an instance should be given more weight, whereas the latter does. The reason for this coincident emphasis is that, in this simple problem, the ensemble classifiers are more likely to disagree precisely in the instances that are incorrectly classified.
However, if class-label noise is injected in the problem, the weighting schemes of AdaBoost and vote-boosting become different: Vote-boosting maintains the focus on instances in the boundary region, in which classes overlap and the disagreement rates among the ensemble preditions are highest. By contrast, AdaBoost tends to give more weight to those instances whose class label has been modified. Focusing on these noisy instances is misleading and eventually impairs the generalization capacity of AdaBoost. To illus-(a)(a)trate this observation the experiment was repeated injecting class-label noise in the training data. Specifically, 30% of the training examples were selected at random and their class labels flipped, as in the noisy completely at random model described in [45] . The results of these experiments are shown in Fig. 3 . Instances whose class label has been switched are marked with a red cross in these plots. For a = b = 1.0, no correlation is observed between the ranks of the weights given by vote-boosting and AdaBoost. However, instances whose class label has been switched, which are distributed uniformly in the vertical direction, tend to appear on the right-hand side of the plots. This means that they receive special emphasis in Adaboost but not in vote-boosting.
Increasing the value of a = b pushes the unperturbed instances towards the diagonal but not the perturbed ones. However, the correlation between the ranks is less marked than in the noiseless case, because of the interference of the noisy instances.
A second batch of experiments was carried out to analyze the behavior of vote-boosting as a function of the strength of the emphasis that is applied to uncertain instances. Using the symmetric beta distribution as emphasis function, we analyze how the learning curves, which trace the dependence of the error as a function of the size of the ensemble, depend on the value of the shape parameter. The values explored are a = b ∈ {0.25, 0.5, 0.75, 1.0, 1.25, 1.5, 2.5, 5, 10, 20, 40}. The experiments were made on the classification tasks Twonorm and Pima. These tasks have been chosen because the different prediction accuracies of bagging and AdaBoost. In Twonorm, AdaBoost significantly outperforms bagging. By contrast in Pima, which is a very noisy task, bagging is more accurate than AdaBoost. In this case, and if weighted resampling is used, voteboosting is equivalent to bagging. This can be observed in Figures 4 and 5 as the evolution of the error for both method is almost equivalent.
When values of a = b < 1.0 are used, emphasis is made on instances on which the aggreement is highest. When regularized classifiers, such as pruned CART trees, are used as base learners, this type of emphasis is in general not effective. Nonetheless, as will be illustrated by the results presented in Section 4.2, focusing on these types of instances can lead to improvements in the generalization capacity when the data are noisy and the ensemble is composed of classifiers that overfit.
Values of a = b > 1.0 correspond to emphasizing instances in which the ensemble prediction is uncertain. For Twonorm, the learning curves of vote-boosting using a = b = 40.0 and AdaBoost are similar. In this problem, the classification errors are mainly due to the fact that there is an overlap between the distributions of the two classes. Therefore, the incorrectly classified instances are close to the decision boundary, where the ensemble predictions are also more uncertain. Using a sharper beta distribution (see Fig. 1 ) gives more weights to these uncertain instances. In consequence, the resulting emphasis is similar to AdaBoost's. In Pima, which is a noisy problem, the learning curves of voteboosting with large a = b and Adaboost are different. But still, the closest performance to Adaboost is vote-boosting with large a = b. Finally, we observe that the optimal value for the shape parameter of the beta distribution in voteboosting is problem dependent: Values of a = b ≈ 1.25−1.5 perform well in Pima. The best performance in Twonorm requires using a large values of a = b ≈ 40. For each problem, the optimal value can be determined using crossvalidation.
Prediction accuracy
In this section we carry out an extensive comparison of the accuracy of vote-boosting ensembles with related ensemble methods: bagging, AdaBoost and random forest. In the empirical evaluation different classification tasks from the UCI repository [46] and other sources [47] are considered. In Table 1 , the characteristics of the datasets used in our study are summarized. For each dataset the table displays the number of instances of the dataset, the number of instances used for training and for testing, and the number of attributes. All classification tasks are binary.
In each type of ensemble the base classifier that performs best is used: Pruned CART trees in AdaBoost, unpruned CART trees in bagging and random trees in vote-boosting and in random forest. We have used the adabag [48] , ipred [49] and ranfomForest [50] packages in R for AdaBoost, bagging and random forest implementations, respectively. The ensembles considered are composed of 501 classifiers. This comparatively large ensemble size is needed in some problems to achieve convergence to the asymptotic error level [41] . Resampling with replacement is used to generate the bootstrap samples on which the individual classifiers are trained. In both vote-boosting and AdaBoost, weighted resampling is used to take into account the different emphasis on the training instances. In AdaBoost reweighting was considered as an alternative. However, as reported in the literature, similar or slightly better results are obtained when resampling instead of reweighting is used [12] , [51] .
In vote-boosting the symmetric beta distribution is used for emphasis. The shape parameter is determined as the one in a = b ∈ {0.25, 0.5, 0.75, 1, 1.25, 1.5, 2.5, 5, 10, 20, 40} that minimizes the cross-validation error using 10 folds within the original training set. Since random trees are used as base learners, vote-boosting with uniform emphasis in all the training instances (a = b = 1) is equivalent to random forest. For values of the shape parameter above 1 the symmetric beta distribution has a single mode at π = 0.5, which implies that more emphasis is made on uncertain training instances. By contrast, when the shape parameter is smaller than 1 the focus is on training instances on which most classifiers agree. The average test error rates for different classification problems of these ensemble methods are displayed in the columns of Table 2 . The results reported are averages over 100 realizations of the training and test set partitions. For classification problems in which only a finite collection of instances are available 2/3 of the data selected at random are used for training and the remaining 1/3 for testing. For the synthetic problems instances are generated independently at random: 300 instances are used for training and 2000 for testing. In all cases stratified sampling is used to ensure that the class distributions in the test and training sets are similar to the whole set. In the last column, the median value for a = b used in vote-boosting is reported. In Table 2 the best and the second best results for each classification problem are highlighted with bold face and underlined, respectively. In addition, the lowest test error rate is marked with an asterisk (*) if the improvement over to the second best is statistically significant. The significance of these differences is determined using a paired t-test at a significance level α = 0.05. Finally, the number of statistically significant wins and losses when one compares the average accuracy of voteboosting with each of the remaining ensembles are shown in the last row of the table. Draws correspond to differences of average accuracy that are not statistically significant.
Vote-boosting exhibits the best overall performance in terms of statistically significant wins. The tally is very favorable when one compares the average accuracy of voteboosting with bagging: vote-boosting significantly outperforms bagging in 16 out of the 20 datasets and has an equivalent accuracy in Australian, Chess, German and Horsecolic. The number of significant wins in the comparison of vote-boosting and AdaBoost is 12 out of 20. In the datasets in which AdaBoost is the most accurate ensemble, with the exception of Boston, Parkinsons and Tic-tac-toe, the error rates of vote-boosting very close to those of AdaBoost. In these classification problems, the shape parameter of the beta distribution used as emphasis function in voteboosting is fairly high (e.g. median values 7.5 in Ozone, 20 in Ringnorm and 10 in Sonar). This indicates a strong emphasis on uncertain examples, which has a similar effect as the emphasis on incorrectly classified instances that is characteristic of AdaBoost. On the other hand, in problems such as Blood, Heart, Horse-colic, Liver or Pima, which are difficult for AdaBoost, vote-boosting implements a milder or even negative emphasis, as evinced by the low values of the shape parameter. It is remarkable that in some cases values of a below 1 provide the best accuracy. In such cases, emphasis is made on instances on which the individual ensemble classifiers agree the most. The effectiveness of this type of emphasis, which is somewhat counterintuitive, is a consequence of the large intrinsic variability of random trees. In fact, this effect has not been found in ensembles of more stable base learners, such as pruned CART trees. Finally, vote-boosting is more accurate than random forest in 12 out of the 20 classification problems investigated. In the 2 classification tasks in which random forest outperforms vote-boosting (Breast W. and German) their differences, although statistically significant, are rather small. By contrast, in the problem cases where vote-boosting outperforms random forest, the improvements can be fairly large (e.g. Blood, Chess, Ringnorm, Sonar, Tic-tac-toe).
To provide an overall comparison of the accuracies of the different ensembles across the tested datasets we apply the procedure proposed by Demšar in [52] . In this comparison method one computes the average rank of the classifier in the 20 classification problems investigated. The rank of a classifier in a specific classification problem is determined by ordering the different methods according to their test errors. A lower rank corresponds to a smaller test error and, therefore, better accuracy. The average ranks of bagging and AdaBoost, random forest (RF) and vote-boosting are displayed in Fig. 4 .2. In this diagram, the differences of average ranks between methods that are connected by a horizontal solid line are not statistically significant according to a Nemenyi test (p-value < 0.05). From these results one concludes that bagging has the worst performance, in terms average rank. The differences with vote-boosting and random forest are statistically performance. In terms of this measure, vote-boosting obtains the best overall results. However, the differences with random forest and AdaBoost are not statistically significant.
From the values of the shape-parameter displayed in the last column of Table 2 it is apparent that the type of emphasis and its strength need to be adapted to the particular classification task at hand. To illustrate this point we have carried out a detailed analysis of the distribution of class votes for two classification task, in which the optimal emphasis strategies are very different.
In Sonar the optimal emphasis is to focus on training instances in which the disagreement rates are largest. The effects of this strategy is shown in Fig. 7 . In this Fig., the distribution of votes in a vote-boosting ensemble of random trees built using a beta distribution with a = b = 10.0 can be analyzed. The plots in this figure display the evolution of histogram of the fraction of class votes for correctly (white bars) and incorrectly (red striped bars) classified instances in both the training set (upper row) and in the testing set (lower row), as a function of the size of the ensemble. The histograms shown correspond to vote-boosting ensembles of 1, 5, 11 and 501 random trees. In the training set the strong focus on uncertain instances (those for which the fraction of class votes is close to 0.5) leads to a markedly bimodal distribution, in which most predictions are by clear majority. The incorrectly classified instances disappear because the ensemble quickly achieves zero training error. The distribution of class votes in the test set is markedly different: It covers the whole interval, and has slightly higher frequencies for intermediate class vote frequencies, especially for the misclassified instances.
A very different picture is obtained in Pima (Fig. 8 ). In this classification task the selected shape parameter for the symmetric beta distribution is a = b = 0.5. In consequence, the optimal strategy is to avoid focusing on training instances in which the disagreement rates are highest. For the correctly classified instances the qualitative features in the training set and in the test set are similar. Misclassified instances in the training set appear mostly around 0.5. However, in the test set, they appear in the whole [0, 1] interval, which is consistent with the observation that the problem seems to have levels of class-label noise.
CONCLUSIONS
Vote-boosting is a novel ensemble learning method in which individual classifiers are trained by progressively focusing on instances whose prediction is uncertain. This uncertainty is measured in terms of the disagreement rate among the classifiers in the ensemble. For simple, regularized classifiers, such as decision stumps or pruned CART trees, vote-boosting interpolates between bagging and AdaBoost. When the level of class-label noise is small, prediction errors are more likely to occur near the classification boundary. Therefore, it is possible to build more accurate ensembles by focusing on uncertain instances. Since these instances are more likely to be misclassified, the emphasis given by voteboosting is similar to AdaBoost's. For noisy classification problems, a softer emphasis on uncertain instances is generally preferable. In this case, the most accurate predictions are obtained by means of ensembles that are fairly similar to bagging. When more brittle individual learners are used (e.g. random trees) a milder emphasis on uncertain instances is generally needed to achieve the best generalization performance. This is a consequence of the fact that some of the uncertainty in the predictions is due to the intrinsic variability of the base learners. For some noisy classification tasks one observes that it is in fact advantageous to reduce the relative weight of instances in which the disagreement rate is large.
Note that, since AdaBoost is based on emphasizing incorrectly classified instances, it cannot be used to improve the performance of base learners whose training error is small, such as random trees. By contrast, vote-boosting does not have this limitation and can be used to build effective ensembles composed of these types of classifiers.
