By using local and global versions of Bismut type derivative formulas, gradient estimates are derived for the Neumann semigroup on a narrow strip. Applications to functional/cost inequalities and heat kernel estimates are presented. Since the narrow strip we consider is non-convex with zero injectivity radius, and does not satisfy the volume doubling condition, existing results in the literature do not apply.
Introduction
Let φ 1 , φ 2 ∈ C 2 (R d ) with φ 1 < φ 2 and lim |x|→∞ {φ 2 (x) − φ 1 (x)} = 0. We investigate gradient estimates and applications for the Neumann semigroup on the strip D := (x, y) ∈ R d+1 : φ 1 (x) ≤ y ≤ φ 2 (x) .
As the condition lim |x|→∞ {φ 2 (x) − φ 1 (x)} = 0 means that the strip is extremely narrow at infinity, we call D a narrow strip. This feature leads to essential difficulties in the study of the Neumann semigroup:
(a) The domain is non-convex with injectivity zero, so that existing results on gradient estimates and applications derived in [10, 11, 12, 13, 16] using Li-Yau's maximum principle and probabilistic arguments do not apply.
(b) The domain does not satisfy the volume doubling condition, so that the argument for heat kernel estimates developed by Grigoy'an (see [5, 3] and references therein) using the doubling condition does not work.
As far as we know, the study of gradient and heat kernel estimates for the Neumann semigroup on a narrow strip remains new.
Let L = ∆+Z for some C 1 -vector field Z on R d . We consider the Neumann semigroup P t generated by L on the narrow strip D. Throughout the paper, we use ∆ and ∇ to denote the Laplacian and the gradient operators on the underlying Euclidean space. The main tools of our study are local/global derivative formulas addressed in Section 4. To apply these formulas, we need the following conditions on φ i (i = 1, 2) and Z.
|x|→∞ {φ 2 (x) − φ 1 (x)} = 0, lim inf |x|→∞ ∇φ 1 , ∇φ 2 > −1, and ∇φ 1 , ∇φ 2 (x) ≤ (|∇φ 1 | 2 ∧ |∇φ 2 | 2 )(x) for large |x| > 0.
(ii) sup{ ∇ v Z(x, y), v : v ∈ R d+1 , |v| ≤ 1, (x, y) ∈ D} < ∞. In the first condition of (v), and also in the sequel, a function φ on R d is naturally extended to R d+1 by setting φ(x, y) := φ(x), (x, y) ∈ R d+1 .
Under these conditions, the reflecting diffusion process generated by L on D is nonexplosive. More precisely, consider the following stochastic differential equation with reflection:
where B t is the (d + 1)-dimensional Brownian motion, N is the unit inward normal vector field of ∂D, and l t is the local time of the solution (X t , Y t ) on ∂D. Under the above conditions, for any initial data (x, y) ∈ D, the equation has a unique solution {(X t , Y t )(x, y)} t≥0 which is non-explosive (see Proposition 2.1 below). Then the Neumann semigroup generated by L is formulated as
For any initial data (X 0 , Y 0 ) ∈ D, the equation (1.1) has a unique solution which is non-explosive. Moreover, there exists a constant c > 0 such that the associated Neumann semigroup P t satisfies the following gradient estimates.
(1) For any p > 1,
(2) For any p ∈ (1, 2], t > 0 and f ∈ B b (D),
Next, we present some applications of Theorem 1.1. Let ρ D be the intrinsic distance on D, i.e. for any x, y ∈ D,
Moreover, for any probability measures µ and ν on D,
is the corresponding L 2 -Wasserstein distance between µ and ν, where C (µ, ν) is the set of all couplings of µ and ν. The following assertions are more or less standard consequences of the gradient estimates in Theorem 1.1.
There exists a constant c > 0 such that the following assertions hold.
(1) For any t > 0, the following Poincaré inequality holds:
(2) For any t > 0, the following log-Harnack inequality holds:
(3) For any measure µ which is equivalent to the Lebesgue measure on D, the density p t (x, y) of P t with respect to µ satisfies the following entropy inequality:
(4) The invariant probability measure µ of P t is unique, and if it exists then the adjoint operator P * t of P t on L 2 (µ) satisfies the following entropy-cost inequality:
(5) Let µ be the invariant probability measure of P t . Then the density p t (x, y) of P t with respect to µ satisfies
To illustrate the above results, we consider the following example where φ i (i = 1, 2) are functions of |x| for large |x|. Example 1.1. Let φ i (x) = λ i ϕ(|x|) (i = 1, 2) for large |x|, where λ 1 < λ 2 with λ 1 ≤ 0 ≤ λ 2 are two constants, and ϕ ∈ C 
Then it is easy to see that conditions (i)-(v) also hold, so that Theorem 1.1 and Corollary 1.2 apply. Typical choices of ϕ(r) for large r meeting the above requirements include ϕ(r) = e −λr δ for some λ > 0 and δ ∈ (0, 1], ϕ(r) = r −δ for some δ > 0, and ϕ(r) = log −δ (e + r) for some δ > 0.
The remainder of the paper is organized as follows. In Section 2, we present some preparations, which include the non-explosion of the reflecting diffusion process, exponential estimates on the local time, and a prior gradient estimate on P t . In Section 3, we prove Theorem 1.1 and Corollary 1.2. Finally, in Section 4, we introduce the local/global derivative formulas of the Neumann semigroup, which are used in Sections 2-3 as fundamental tools.
Preparations
The main tool in our study of gradient estimates is the following derivative formula (see Theorem 4.1 below):
and −σ is a lower bound of the second fundamental form of the boundary ∂D. So, to apply this formula, we need to calculate the second fundamental form, and to estimate the exponential moment of the local time. Moreover, to ensure the validity of the above derivative formula, we also need to prove the non-explosion of the reflecting diffusion process generated by L, and to verify the boundedness of ∇P t f on [0, t]×D for a reasonable class of functions f . These will be done in the following three subsections respectively.
The second fundamental form
Recall that the second fundamental form of ∂D is the following symmetric two-tensor defined on T ∂D, the tangent space of ∂D:
We say that the second fundamental form is bounded below by a function −σ on ∂D and
Below, we calculate the lower bound of the second fundamental form. For any unit tangent vector v of ∂D at point (x, φ i (x)) ∈ ∂ i , there exists a ∈ R d with |a| = 1 such that
Combining this with (2.3), we obtain
Therefore, letting
we obtain I ≥ −σ.
Non-explosion and exponential estimates on l t
To investigate the non-explosion, we introduce the following Lyapunov function:
By (2.3) and (i), there exists r 0 > 0 such that
Thus, NW 0 ≤ 0 holds on ∂D ∩ {W 0 ≥ r 0 }. We modify W 0 such that this boundary condition holds on the whole boundary ∂D.
Moreover, by (i), W is a compact function on D, i.e. {x ∈ D : W (x) ≤ r} is compact for any r > 0. Define
Then the life time of the process can be formulated as
(1) For any initial data (X 0 , Y 0 ) ∈ D, the unique solution to the equation (1.1) is nonexplosive.
(2) For any R > 0, there exists a constant c > 0 such that for any initial data
(3) There exists a constant c > 0 such that for any initial data
Proof.
(1) It is easy to see from (v) and the construction of W that LW ≤ CW holds for some constant C > 0. Then by (2.6) and Itô's formula, we obtain
for some local martingale M t . This implies
Since W > 0 and W (X τn∧t , Y τn∧t ) = n provided τ n ≤ t, it follows that
Therefore, P(τ ∞ ≤ t) = 0 holds for any t ≥ 0, i.e. the process is non-explosive.
Moreover, since on ∂D we have ρ ∂ = 0 and Nρ ∂ = 1, it follows from (2.6),
holds on ∂D. Thus, by Itô's formula we obtain
Therefore,
By (i), 1 + ∇φ 1 , ∇φ 2 (x) ≥ θ 0 holds for some constant θ 0 > 0 and large enough |x| > 0. Then it follows from (2.4), (2.8) and (iii) that σ i ≤ θσ i holds on {W ≥ R} ∩ ∂D for some constants θ, R > 0. Since σ i is bounded on the compact set ∂D ∩ {W ≤ R}, we conclude that
holds on ∂D for some constant c 1 > 0. Moreover, by (iv) we have
for some constant K 3−i > 0. Combining this with Ng 3−i | ∂ 3−i = 0 and (2.8), and using Itô's formula, we obtain
where l i t is the local time of (X t , Y t ) on ∂ i . Due to (2.9), (2.10) and (
Noting that
this together with (2) implies
for some constant c > 0. Therefore, we prove (3) by noting that
2.3 A prior gradient estimate on P t
In this subsection, we prove the boundedness of ∇P · f on [0, t] × D for a nice reference function f such that the derivative formula (2.14) is valid according to Theorem 4.1. To this end, we use the local derivative formula presented in Theorem 4.2 below. The key point to apply this formula lies in the construction of the control process h s , which is nontrivial due to the stopping time τ Let
For fixed X 0 ∈ R d , we consider n > W (X 0 ) + 1 + r 0 , where r 0 > 0 is in (2.5). Define
where τ n is in (2.7). Then T ∈ C([0, τ n ); [1, ∞) ) is strictly increasing with T (t) ≥ t, and T (t) = ∞ holds for t > τ n . Let
We have τ (t) ≤ t, and T • τ (t) = t provided τ (t) < τ n .
Lemma 2.2. Assume (i)-(v)
. Let X 0 ∈ R d and n > W (X 0 ) + r 0 + 1. Then τ (t) < τ n holds for all t > 0. Moreover, for any m ≥ 1, there exists a constant c > 0 independent of n such that
By the definitions of g n and τ n , we have (2.12)
Moreover, by (2.6) we have Ng −r n | ∂D ≤ 0 for any r > 0. So, by Itô's formula and the fact that
for some martingale M t . Since W = W 0 for W 0 ≥ r 0 + 1, by (v), there exists a constant C > 0 independent of n such that
Moreover, it is easy to see that {|Lg n | + |∇g n |} n≥1 are uniformly bounded on the compact set D ∩ {W 0 ≤ r 0 + 1}, we conclude that
holds for some constant c > 0 independent of n. Combining this with (2.13), we obtain (2.14)
Thus,
Letting l → ∞ we obtain P(ζ ∞ ≤ t) = 0 for all t > 0, so that by (2.12), P(τ (t) < τ n ) = 1 holds for all t ≥ 0. Finally, (2.11) follows from (2.14) by letting l → ∞.
Combining Lemma 2.2 with Theorem 4.2 below, we can prove the following gradient estimate on P t .
Lemma 2.3. Assume (i)-(v).
There exists a constant C > 0 such that
Consequently, for any f ∈ C 2 0 (D) satisfying the Neumann boundary condition, ∇P · f is bounded on [0, t] × D for all t > 0.
Proof. We first observe that it suffices to prove (2.15). Indeed, if (2.15) holds, then for f ∈ C 2 0 (D) satisfying the Neumann boundary condition,
holds for some constant C > 0. Combining this with (3.2), we conclude that ∇P · f is bounded on [0, t] × D for all t > 0. Next, by the semigroup property and Jensen's inequality, we only need to prove (2.15) for t ∈ (0, 1]. Moreover, by an approximation argument, for the proof of (2.15) we may and do assume that f ∈ C 2 0 (D) satisfying the Neumann boundary condition. Finally, for fixed t > 0 and x 0 ∈ D, by using f − P t f (x 0 ) to replace f , to prove (2.15) at point x 0 we may assume further that P t f (x 0 ) = 0. Now, let t ∈ (0, 1], x 0 ∈ D, and f ∈ C 2 0 (D) satisfy the Neumann boundary condition with P t f (x 0 ) = 0. For n > 1 + r 0 + W (x 0 ), let
where (X t , Y t ) solves the equation (1.1) with (X 0 , Y 0 ) = x 0 . Then h 0 = 0. Moreover, if s ≥ τ (t), then
where the last step follows since τ (t) < τ n according to Lemma 2.2, so that T • τ (t) = t by the definitions of T and τ . By (ii), I ≥ −σ, and τ (t) ≤ t ∧ τ n , we can apply Theorem 4.2 below for D 0 = {(x, y) ∈ D : W (x) ≤ n} and
By the Cauchy-Schwartz inequality, the definition of h s , Lemmas 2.1-2.2, and τ (t) ≤ t, we obtain
for some constants c 1 , c 2 > 0 independent of n. Therefore, by Theorem 4.2 below,
holds for some constant C > 0 and all n > 1 + r 0 + W (x 0 ). Then the proof is finished by letting n → ∞. (a) By (ii), I ≥ −σ, and Theorem 4.1 below, we have 
for some adapted process Q s satisfying Noting that d|M t | 2 = 2M t dM t + d M t , for any ε > 0 we have
where
−1 dM t is a martingale due to Lemma 2.1 and (3.2). Moreover, letting η t = E(M 2 t + ε) q 2 , and combining this with Lemma 2.1, we obtain
for some constant c > 0. Therefore,
Letting ε → 0 and taking
we arrive at
.
Substituting this into (3.1), we prove (2).
Proof of Corollary 1.2. By Theorem 1.1(1) with p = 2, we have
for some constant c > 0. By an approximation argument, in (1) and (2) we may and do assume that f ∈ C 2 b (D) satisfying the Neumann boundary condition, which is constant outside a bounded set.
(a) The desired Poincaré inequality follows from (3.5) and the following simple calculations due to Bakry-Emery (cf. [1] ):
(b) The proof of (2) can be modified from that of Theorem 2.1 in [9] . More precisely, let x, y ∈ D and t > 0 be fixed. By the definition of ρ D (x, y), for any ε > 0, there exists a
is positive, constant outside a compact set, and satisfies the Neumann boundary condition, then
Then the desired log-Harnack inequality follows by letting ε → 0.
(c) Applying [15, Lemma 3.1(4)- (5)] for P = P t and Φ(s) = e s , the desired entropy inequality in (3) as well as the heat kernel estimate in (5) follow from (2) . Moreover, the entropy-cost inequality in (4) follows from (2) and [9, Corollary 1.2(3)].
Derivative formulas for P t
In this section, we introduce derivative formulas of P t on a C 2 -domain D in R d for d ≥ 2, where P t is the Neumann semigroup generated by L := ∆ + Z on D for some
Consider the following stochastic differential equations:
where B t is the d-dimensional Brownian motion, N is the inward unit normal vector field of ∂D, and l t is the local time of the solution on ∂D. We assume that for any x ∈ D, the solution (X x t , l x t ) t≥0 to this equation starting at x is non-explosive. Then the associated Neumann semigroup is formulated as
To state the derivative formulas, we introduce the class
By the Kolmogorov equations, we have (see e.g. [14, Theorem 3.
The following global derivative formula is essentially taken from [14, Theorem 3.2.1]. This type of derivative formula was proved by Bismut [2] and Elworthy-Li [4] on manifolds without boundary. 4.5) sup
holds for any h ∈ C 1 ([0, t]) with h 0 = 0 and h t = 1.
Proof. The construction of Q s as well as the first equality in (4.7) are essentially due to [6] . Once Q s is constructed, the second equality in (4.7) can be proved as in [7] .
(a) For any z ∈ ∂D, let P z ∂ be the projection onto the tangent space T z ∂D of ∂D at point z. We have P
Moreover, for any n ≥ 1, let (Q 8) where for any
Then for any a ∈ R d , it follows from (4.1), (4.3) and (4.8) that
(4.9)
In particular,
By (4.5) and (4.10), we obtain
So, that the sequence {Q
. Therefore, there exists a subsequence n k ↑ ∞ and a progressively measurable process (Q s ) s∈[0,t] satisfying (4.6) such that for any bounded measurable function ξ : [0, t] → R d and any bounded d-dimensional random variable η,
Moreover, for any m ≥ 1 and τ m := inf{t ≥ 0 : |X x t | ≥ m}, it follows from (4.9) and (4.10) that 12) where in the last step we have used (4.10), the boundedness of K and σ on the compact set D m := {z ∈ D : |z| ≤ m} (where we take σ = 0 outside ∂D), and (4.13) Ee
according to the proof of [11, Theorem 6.1] . In fact, as in Lemma 2.1(2), we have the stronger conclusion that Ee (4.8) and that P t−s f satisfies the Neumann boundary condition, Itô's formula yields
(4.14)
Since P t−s f satisfies the Neumann boundary condition, for any z ∈ ∂D and v ∈ T z ∂D we have
Then whenever X x s ∈ ∂D,
Combining this with (4.14), we obtain
(4.15) 16) where the last step follows from (4.13) and (4.12). Moreover, since ∇P · f is bounded on [0, t] × D, it follows from (4.5), (4.10) and (4.11) that lim sup
Combining (4.15), (4.16) and (4.17), we arrive at
So, the first equality in (4.7) holds. (c) By (4.4) and Itô's formula we have
so that by (4.11), 
