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Determining conﬁdence intervals on psychophysical thresholds is straight forward if the psychometric function is known. In clin-
ical settings, however, there is only partial information about the psychometric function, hence conﬁdence limits are usually derived
from test–retest data collected from many subjects. In this paper, we introduce a computational technique for deriving conﬁdence
limits for an individuals endpoint threshold using data typically obtained in a clinical setting, rather than a database of test–retest
performance. The technique uses probabilistic analysis of all possible response sequences in a test procedure. We then extend this
procedure to allow for levels of typical uncertainty in data measurement.
 2005 Elsevier Ltd. All rights reserved.
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Determining if an observers threshold diﬀers for the
same procedure conducted with varying experimental
conditions is a common task in laboratory-based visual
psychophysics. The procedure involves the collection of
precise thresholds in each situation and then comparison
of the thresholds using appropriate statistical tech-
niques. The precision and bias of thresholds depends
on factors such as the slope of the psychometric func-
tion, the placement of stimulus trials relative to thresh-
old, and the total number of trials (for example:
Green, 1990; Nachmias, 1982; Rose, Teller, & Rendle-0042-6989/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2005.08.012
q Grant support: NHMRC Australian Clinical Research Fellowship
(AMM, 139150) ARC Discovery Project #DP0450820.
* Corresponding author. Present address: Department of Optometry
and Vision Sciences, University of Melbourne, Cnr Cardigan and
Keppel Sts, Carlton 3053, Australia. Tel.: +61 3 83447007; fax: +61 3
93497468.
E-mail address: allisonm@unimelb.edu.au (A.M. McKendrick).man, 1970; Swanson & Birch, 1992; Treutwein, 1995).
In a laboratory setting, subjects receive practice which
aids in guiding stimulus placement, and it is often possi-
ble to collect large numbers of trials, for example, using
a Method of Constant Stimuli. Hence, it is generally
possible to obtain reasonably unbiased and precise
threshold estimates in this environment, and a large
number of procedures for the curve-ﬁtting and subse-
quent analysis of such data have been proposed (for re-
view of many of these issues see: Klein, 2001).
In a clinical setting, however, collecting precise
threshold estimates is diﬃcult. Patients often have no
experience with the techniques, may have shallow psy-
chometric functions due to disease (Chauhan, Tomp-
kins, LeBlanc, & McCormick, 1993; Henson, Chaudry,
Artes, Faragher, & Ansons, 2000) and make response
errors such as false positive and negative responses.
Adaptive psychophysical procedures are often used,
and in many circumstances there is minimal, if any,
information to guide initial stimulus placement. Fur-
thermore, it is often not possible to collect a large
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run for approximately 10 reversals, signiﬁcant errors in
the determined threshold arise when noise typical of
clinical patients is present (Swanson & Birch, 1992).
Clinical automated perimetry represents a particular-
ly problematic scenario for the collection of precise and
unbiased psychophysical thresholds. It is typical for 50–
70 threshold estimates to be collected in the minimum
test-time possible to enhance patient comfort and clini-
cal throughput. Test algorithms used in commercial
perimeters typically use between four and six trials per
test location to obtain a single threshold estimate
(Anderson et al., 2005; Anderson & Patella, 1999; Ben-
gtsson, Olsson, Heijl, & Rootzen, 1997; Turpin,
McKendrick, Johnson, & Vingrys, 2002b). Perimetric
staircase procedures typically terminate after two rever-
sals (Anderson & Patella, 1999). Observers are often
inexperienced, may be elderly and have visual impair-
ment, hence may have high degrees of response variabil-
ity and make errors (Bengtsson & Heijl, 2000). In an
environment such as this, where thresholds can be in er-
ror, determining if an observers threshold is changing
with time, or is simply noisy, is challenging.
Given a sequence of thresholds collected over time,
t1, t2, . . . , tn, the typical challenge facing clinicians is to
determine whether the thresholds are changing, perhaps
due to disease progression, or if they are stable over
time. Of the non-subjective techniques for determining
change, clinicians can employ either event-based analysis
or trend-based analysis (Artes & Chauhan, 2005). In
event-based analysis, some subset of t1 through tn1 is
used to determine a baseline threshold, and then tn is
examined in the context of that baseline. One such
example is the glaucoma change probability (GCP)
analysis (Heijl, Lindgren, & Lindgren, 1991; Katz,
2000) which is available commercially for the Humphrey
ﬁeld analyzer (HFA; Carl Zeiss Meditec, Dublin, CA).
GCP compares the diﬀerence between tn and either a sin-
gle or the average of two baseline measures (t1, t2) to that
expected in a normal population, ﬂagging locations as
‘‘progressing’’ if the diﬀerence is greater than a conﬁ-
dence limit derived from a database of test–retest
variability for the given procedure. An example of
trend-based analysis is the group of pointwise linear
regression (PLR) techniques (Fitzke, Hitchings, Poin-
oosawmy, McNaught, & Crabb, 1996; Gardiner &
Crabb, 2002; Holmin & Krakau, 1982; Wild, Hutchings,
Hussey, Flanagan, & Trope, 1997). PLR determines the
slope of the best ﬁtting linear regression across t1, . . . , tn,
and ﬂags a given location as ‘‘progressing’’ if the slope is
greater than some predetermined conﬁdence limit and is
statistically signiﬁcant. Again, the conﬁdence limit is
based on a database collected from a large sample of
subjects. Both of these methods have been shown to
have merit in the identiﬁcation of visual ﬁeld progres-
sion (Fitzke et al., 1996; Gardiner & Crabb, 2002; Heijlet al., 1991; Katz, 2000; Vesti, Johnson, & Chauhan,
2003; Wild et al., 1997) and both rely on population-
based conﬁdence limits to make a judgment regarding
the likelihood of visual ﬁeld change.
A limitation of detecting change by comparison with
population-based conﬁdence limits is that information
regarding an individual test is not incorporated into
the decision process. In addition to threshold estimates,
perimetric procedures also provide estimates regarding
the number of false positive and false negative respons-
es. If, for example, a subject has made an unusually high
number of false negative responses during a test, then it
is likely that some locations will be ﬂagged as progress-
ing by either GCP or PLR, in the absence of any true
change. While strategies have been proposed to assist
clinicians with classifying visual ﬁeld loss and its pro-
gression (for example: Johnson, Sample, Cioﬃ, Lieb-
mann, & Weinreb, 2002; Johnson et al., 2003; Heijl,
Leske, Bengtsson, Bengtsson, & Hussein, 2003), these
do not include principled methods for adjusting the clas-
siﬁcation criteria for an individual patient in the pres-
ence of a higher (or lower) number of response errors
than is typical.
A second limitation of the use of population-based
conﬁdence limits is that they can only be applied to
the same test procedure that was used to gather the data.
For example, the large normative database used for
GCP analysis as part of STATPAC 2 in the HFA (Heijl
et al., 1991) was collected using the Full-Threshold algo-
rithm and cannot be used to derive population-based
conﬁdence limits for the newer Swedish Interactive
Thresholding algorithms (Bengtsson & Heijl, 1998; Ben-
gtsson et al., 1997). Collecting empirical population data
is a non-trivial and expensive task.
A further limitation is that often individual test algo-
rithms have biases towards speciﬁc threshold outcomes
in certain circumstances. This is a direct result of the
necessary tradeoﬀ between speed and accuracy in a clin-
ical setting. For example, it has been shown that the ini-
tial stimulus placement can markedly inﬂuence
perimetric outcomes using the Full Threshold or SITA
algorithms, speciﬁcally, if the starting estimate is re-
moved from the underlying threshold (Turpin, McK-
endrick, Johnson, & Vingrys, 2003). In population
data, these biases may only have a minor eﬀect on the
conﬁdence limit, because they occur infrequently. For
any one individual, however, these biases may have a
large eﬀect on threshold at several locations within the
visual ﬁeld. Hence, the population conﬁdence limit
may not be appropriate for these locations.
This paper describes two techniques for determining
the probability of change in sequences of threshold esti-
mates that are not based on a population database of
thresholds. The ﬁrst, described in Section 2.1, is an
event-based technique that takes into account individual
observer behavior such as false responses, intrinsic
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metric function), biases of the test procedure, and
threshold. Moreover, it does not require extensive data
collection from a population of patients to derive the
limits and can be used for any psychophysical procedure
without the need for new data collection. It does, how-
ever, assume accurate data collection, which in a clinical
setting is not always the case. The second technique is
trend-based and builds on the ﬁrst to derive the proba-
bility of the most likely threshold for a subject given
all test data to date. It allows for the inaccuracies in
measurements of thresholds, false response rates, and
other factors that are inevitable in a clinical setting. It
is described in Section 2.2.
While these techniques can potentially be applied to a
wide range of psychophysical procedures, perimetry is
perhaps the most obvious application. Hence, to investi-
gate the utility of the techniques, we apply them to some
artiﬁcial visual ﬁeld data that are chosen to allow inves-
tigation of the Full Threshold algorithm (a common
well-studied staircase algorithm used in automated
perimetry). The results for a collection of simulated
observers that are modeled on the range of response er-
rors and variability that is typical within clinical glauco-
ma practice are presented in Section 3.2. Method
In this section, we begin by presenting the event-
based technique and then extend it to the trend-based
technique in Section 2.2.
2.1. Calculation of event-based conﬁdence limits
A well-established model of patient behavior for the
perception of psychophysical stimuli is the psychometric
function, which is sometimes referred to as the frequen-
cy-of-seeing curve (FOS) curve. Fig. 1A shows an exam-
ple FOS curve for a yes–no procedure and gives the
probability of the observer responding ‘‘yes’’ for the
range of possible stimuli (0–40 dB, as in white-on-white
perimetry. Note that the dB scale used in white-on-white
perimetry represents attenuation of the maximal stimu-
lus of the particular machine and 1 dB equates to 0.1
log-unit). Fig. 1A illustrates a gradual progression from
seeing to non-seeing. In Standard Automated Perimetry
(SAP), the slope of the FOS curve has been shown to be
dependent on threshold, so that as the curve translates
to the left, its slope ﬂattens (Chauhan et al., 1993; Hen-
son et al., 2000). The upper asymptotes of the curve cor-
respond to one minus the false negative rate (chance of
not responding when the stimulus is well above thresh-
old) and the lower asymptote corresponds directly to
the false positive rate (chance of responding when the
stimulus is well below threshold) of the observer.If the FOS curve of the observer and the exact
workings of the test procedure are known, we can cal-
culate the probability that a certain sequence of
responses will occur during a test. We will introduce
the technique of deriving subject-speciﬁc conﬁdence
limits by way of an example. Throughout this paper
we will use the Full Threshold algorithm as the under-
lying test strategy. The Full Threshold perimetric algo-
rithm is a staircase procedure that commences with a
step size of 4 dB, which reduces to 2 dB after the ﬁrst
reversal in observer response. The procedure terminates
after two reversals and the ‘‘last seen’’ stimulus is
reported as the threshold estimate. Within the HFA,
the starting stimulus presented to the observer is
25 dB at the four primary locations (one at (±9,
±9) in each of the four visual ﬁeld quadrants). Visual
ﬁeld locations adjacent to these primary locations are
tested next and their starting estimate is based on the
results of the primary locations with a correction for
eccentricity. This procedure continues across the visual
ﬁeld. If the result of the staircase is more than 4 dB
from the starting estimate (for example the procedure
started at 25 dB and returned an estimate of 20 dB)
then the FT algorithm is repeated at that location,
commencing with the previously determined estimate
(20 dB in our example). For any one location, there-
fore, the only input to the FT algorithm is the starting
estimate of threshold. We will subsequently refer to the
ﬁnal threshold returned by the procedure as the end-
point threshold.
Consider the example shown in Fig. 1A. If this repre-
sents the FOS curve of an observer being tested by the
Full Threshold algorithm at a primary location (±9,
±9), the ﬁrst stimulus presented will have an intensity
of 25 dB. From this starting point, there are many
sequences of responses and stimuli possible. If the
observer responds ‘‘yes’’ to the stimuli of 25 dB with
probability of 0.193, the next stimulus will be 29 dB (up-
wards in steps of 4 dB). If the observer then responds
‘‘no’’ to 29 dB with a probability of 10.082 = 0.918,
the next stimulus is 27 dB. The probability of getting a
‘‘yes–no’’ in this context is the simple product of the
two individual probabilities: 0.193 · 0.918 = 0.177. The
procedure may continue as outlined in Fig. 1B, yielding
an end-point threshold of 23 dB, with a probability of
0.037 that the particular sequence of responses occurs.
There are many response sequences that can lead to
the same end-point threshold. Fig. 1C shows an alter-
nate sequence ending in a threshold of 23 dB. If these
were the only two response sequences possible, we could
state that the probability of getting a threshold measure-
ment of 23 dB for this FOS curve using the Full Thresh-
old procedure with a starting value of 25 dB is
0.037 + 0.083 = 0.120. In practice, there are many more
possible sequences, and as long as the sequence length is
reasonably short (say of the order of 10 presentations)
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Fig. 1. (A) FOS curve of example patient modeled as a Gaussian with mean 20 dB and standard deviation of 5 dB, and a 5% false response rate.
(B) A possible stimuli and response sequence resulting in a threshold measurement of 23 dB using Full Threshold at a primary location for the patient
with FOS curve as in (A). (C) An alternate response sequence ending in a threshold of 23 dB and related probabilities.
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To formalize this idea, we ﬁrst need some deﬁnitions
and notation. We deﬁne a FOS curve Wi of a subject at
time i as a Cumulative Gaussian curve, incorporating
false responses using Abbotts formula (Treutwein,
1995)
WiðtÞ ¼ fpi þ ð1 fpi  fniÞ  1 Gðt; ti; s2i Þ
 
;
where fpi is the false positive rate deﬁning the lower
asymptote of Wi ; fni is the false negative rate deﬁning
the upper asymptote of Wi ; si is the standard deviation
of a Cumulative Gaussian deﬁning the spread of Wi ; ti is
the threshold, or translation of Wi along the abscissa;
and Gðt; ti; s2i Þ is the cumulative Gaussian distribution
with mean ti and variance s2i at point t.
When convenient, we will use the notation
hfpi, fni, si, tii to represent Wi.
We deﬁne, therefore, the probability of observing a
measurement of t given some FOS curve Wi, as
PrðtjWiÞ ¼
X
fSjEðSÞ¼tg
pðSÞ; ð1Þ
where p(S) is the probability of a sequence of responses
S with end-point E(S).
From Pr(tjWi) it is possible to derive conﬁdence limits
for end-points simply taking the relevant quantiles of
the cumulative version of Pr(tjWi). If an end-point
threshold falls outside this conﬁdence limit, then the
observer is likely to be no longer behaving as dictated
by their assumed FOS curve. Assuming that their false
response rates and spread are accurate, the probability
of obtaining the end-point threshold in the absence of
change is low.This gives us an event-based method for determining
change similar to the GCP method, but without the need
for a population database. However, the assumption is
that fpi, fni, and si are accurately measured. In practice,
FOS curves are not measured as part of visual ﬁeld
assessment. Estimates of fpi and fni, the asymptotes of
Wi, can be obtained from the measured false positive
and negative rates. Estimates of the spread of the psy-
chometric function can be made either based on the pa-
tients threshold (such as using the formula proposed by
Henson et al., 2000), however, this then adds reliance on
population norms which we are trying to avoid. Alter-
nately, there may be scope for the incorporation of
adaptive measures of psychometric function spread in
perimetry such as an adaptation of those described in
the context of laboratory psychophysics (King-Smith
& Rose, 1997; Kontsevich & Tyler, 1999).
2.2. Calculation of trend-based probabilities
The previous section showed how to derive Pr(tjWi),
the probability of the given test algorithm producing
an estimate t of the true threshold ti given the actual
FOS curve Wi of the patient. In a clinical setting Wi will
not be fully known, as it is not possible to determine pre-
cise estimates of the four components of the curve hfpi,
fni, si, tii in a highly restricted number of presentations
as necessitated by a clinical environment. Nevertheless,
it is possible to get some estimate of these parameters.
For example, existing automated perimeters use catch
trials (Anderson et al., 2005; Anderson & Patella,
1999) or response timings (Olsson, Bengtsson, Heijl, &
Rootzen, 1997) to get a measure of the false response
rates during a test.
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for incorporating these approximate estimates of the
components of Wi obtained from a series of test mea-
sures for a given location. More precisely, given n
threshold tests that yield an estimate of the patients
FOS curve at each test, W^i ¼ h bfpi; bfni; s^i; t^ii, we derive
the probability distribution of the underlying true
threshold h after the nth test: Prðh j W^1; . . . ; W^nÞ. We
can then use the modes of this distribution as the max-
imum a priori (MAP) estimator of true threshold after
the n tests. The derivation of PrðhjW^1; . . . ; W^nÞ ﬁrst pro-
ceeds by deriving PrðWjW^1; . . . ; W^nÞ, the probability that
the patient had a true FOS curve of W after the nth test.
Once this probability distribution is obtained, it is a sim-
ple matter of summing together all of these probabilities
for FOS curves from the space of all possible FOS
curves U, with the same threshold, ti = h, to get
PrðhjW^1; . . . ; W^nÞ ¼
X
WkU;tk¼h
PrðWkjW^1; . . . ; W^nÞ. ð2Þ
Bayes theorem allows us to express PrðWkjW^iÞ as
PrðWkjW^iÞ ¼ PrðWkÞPrðW^ijWkÞP
WUPrðWÞPrðW^ijWÞ
. ð3Þ
The two components of this equation are the prior
probabilities that a particular FOS curve will apply,
Pr(Wk), and the likelihood of observing a given FOS
curve when the actual FOS curve is known, PrðW^ijWkÞ.
To determine the prior probability distribution, we use
the procedure of Bayesian Updating after each test
(Manning & Schutze, 2003). Before the ﬁrst FOS curve
W^1 is measured, the prior probability of any particular
FOS curve is equal to any other, and so the prior distri-
bution is uniform. For the FOS curve underlying the
second test, W^2, PrðWkjW^1Þ can be used as the prior dis-
tribution to derive PrðWkjW^1; W^2Þ. Similarly, this distri-
bution can be used as the prior for deriving
PrðWkjW^1; W^2; W^3Þ, and so on. Eq. (3) can be rewritten
to incorporate this idea as
PrðWkjW^1; . . . ; W^iÞ ¼
PrðW^1jWkÞP
WU
PrðW^1jWÞ
; i ¼ 1;
PrðWk jW^1;...;W^i1ÞPrðW^i jWkÞP
WU
PrðWjW^1;...;W^i1ÞPrðW^ijWÞ
; i > 1.
8><>:
ð4Þ
The likelihood function, PrðW^ijWkÞ, can be derived from
the product of the probabilities of the individual compo-
nents of W^i ¼ h bfpi; bfni; s^i; t^ii as
PrðW^ijWkÞ ¼ Prð bfpijWkÞPrð bfnijWkÞPrð^sijWkÞPrð^tijWkÞ;
ð5Þ
assuming each is estimated independently.
An estimate of these individual component probabil-
ity distributions can be derived during a test in several
diﬀerent ways. One method is to obtain estimates during
the test, for example, using catch trials. Alternately, if aparameter is not estimated at all by a procedure, one
could estimate the component probability from popula-
tion-based data (although this is what we are trying to
avoid). For example, Prðs^ijWkÞ can be set based on ti
and the formulae in Henson et al. (2000). A further
alternative is to simply make an assumption about the
component probabilities and see how that assumption af-
fects the probability of theMAP threshold. For example,
if we assume that the patient never makes a false response
during a test, Prð bfpi ¼ 0jWkÞ ¼ Prð bfni ¼ 0jWkÞ ¼ 1, then
the probability of the most likely threshold may be higher
than if we assumed patients were less reliable.
By varying assumptions in Eq. (5), we can demon-
strate the extent of uncertainty for thresholds returned
by the test algorithm and investigate the inﬂuence of
diﬀerent FOS spreads or levels of patient response er-
ror. For example, in Section 3, we demonstrate the ef-
fect of knowing FOS spread in addition to threshold in
the FT algorithm on the probability of the MAP esti-
mate of threshold. Eq. (5) can be used to examine
the extent to which clinically obtained imprecise mea-
sures of the various components of the FOS curve
(false responses and spread) inﬂuence our ability to
determine if a given threshold is stable over time. To
demonstrate, we will present example applications of
this framework which investigates the Full Threshold
clinical test procedure.3. Results
In this section, we apply both the event-based and
trend-based techniques to analyze the FT algorithm
for perimetry. The analysis is not meant to be an exhaus-
tive investigation into the performance of the FT algo-
rithm, but rather an example of how the techniques
can be applied. In each case, we assumed that the allow-
able values of each parameter estimated by the algo-
rithm was as follows:Thresholds, ti 0,1, . . . , 39,40 dB
False positive rates, fpi 0%,1%,2%, . . . , 29%,30%
False negative rates, fni 0%,1%,2%, . . . , 29%,30%
Spreads, si 0,1,2, . . . , 8,9 dB.The false response rates included cover the range likely
in clinical visual ﬁeld assessment, and the values for
spread are consistent the range measured by Henson
et al. (2000) for subjects with a threshold of more than
20 dB.
3.1. Calculation of event-based conﬁdence limits for the
FT algorithm
By deriving conﬁdence intervals using Eq. (1) for all
possible combinations of spreads and false responses,
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ues would be in determining change in thresholds mea-
sured with FT using an event-based approach. As
outlined in the beginning of Section 2.1, the only input
parameter to the FT strategy for a single location is
the starting estimate of threshold. In the experiments de-
scribed herein, the starting estimate was set to 20 dB to
ﬁrstly explore the inﬂuence of false responses and spread
on conﬁdence limits (Experiment 1). Experiment 2 var-
ied the starting point of the procedure to explore how
the peculiarities of the FT algorithm can inﬂuence the
determined conﬁdence limits.
For both Experiments 1 and 2, the patients baseline
threshold is assumed to be 20 dB. Once Pr(t = 20jWk) is
derived for a particular FOS curve and starting estimate
of threshold, the lower conﬁdence limit was taken as the
largest T such that
PT
t¼0PrðtjWÞ 6 0:025; and the upper
conﬁdence limit was taken as the smallest T such thatPT
t¼0PrðtjWÞP 0:975. As these limits are integer dB val-
ues (as is customary in perimetry) the actual conﬁdence
limits may represent more than 95% of the probability
distribution.
3.1.1. Experiment 1: Inﬂuence of false responses and
spread of FOS curves on patient derived conﬁdence limits
Fig. 2A illustrates the lower 95% conﬁdence limits for
combinations of various false positive (FP) and false
negative (FN) rates where the standard deviation of
the Gaussian was ﬁxed at 6 dB. As the number of false
negative responses increase, the lower bound of the con-
ﬁdence interval (CI) decreases. As the number of falseLo
w
er
 c
on
fid
en
ce
 lim
it 
(dB
)
 0
 10
 20
 30
FN(%)
 0
 10
 20
 30
FP(%)
 4
 8
 12
 16
14 12 10 8 6 4
dB
 0
 10
 20
 30
 0
FP
(%)
 0
 10
 20
 30
 0
FP
(%)
A
Fig. 2. (A) A plot of the lower 95% conﬁdence limit for all combinations of f
spread s = 6; (D) the base of the 3D plot as a 2D contour plot using the shadi
a spread of 3, and (E) for a spread of 9.positive responses increase, the lower bound of the CI
increases. However, the inﬂuence of increasing FP by
1% is not as great as that of increasing FN by 1% (see
the contour lines on the ﬂoor of the surface plot of
Fig. 2A). Panels 2B–E show the contour lines for
spreads of 1, 3, 6, and 9 dB. Fig. 2D is the same as the
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Figs. 3 and 4 represent a series of vertical and hori-
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Fig. 3. 95% conﬁdence intervals for ﬁxed combinations of false negative rates (FN) of 0%, 10%, 20%, and 30% and spread s of 1, 5, and 9 with false
positive rates varying from 0% to 30%. (m) Represents the lower limit and (.) the upper limit. Dotted lines show the conﬁdence limit based on
population data.
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Fig. 4. 95% conﬁdence intervals for ﬁxed combinations of false positive rates (FP) of 0%, 10%, 20%, and 30% and spread s of 1, 5, and 9 with false
negative rates varying from 0 to 30%. Symbols are as for Fig. 3.
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practice using GCP as a model. Assume the dotted hori-
zontal lines inFigs. 3 and 4 are theGCPpopulation-based
95%CIdetermined froma large database of normal visual
ﬁeld readings. If the observermakes a large number of FN
mistakes (say 20%) then the observer-based 95% CI
estimate is at least 4 dB too high in most scenarios. That
is, many locations may be ﬂagged as ‘‘progressing’’ with
95% certainty when they are not.Figs. 3 and 4 demonstrate that a small change in the
FN rate can alter the lower bound of the conﬁdence lim-
it. A change in the FP rate can aﬀect the upper bound
but this is only marked when the subjects are highly var-
iable in their responses. The reason for these observa-
tions is twofold. First, a change in only one of the
false response rates (FP or FN) only substantially alters
one half of the FOS curve due to ceiling and ﬂoor eﬀects,
provided that the spread of the FOS curve is not too
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Fig. 5. The inﬂuence of changing one false response rate on a FOS curve while holding the other constant. (A) The false negative rate (FN) is altered
from 0% to 30% while the false positive rate (FP) is held ﬁxed at 3%. (B) The FP is altered from 0% to 30% while FN is ﬁxed at 3%.
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rates mainly alters the curve below threshold
(Fig. 5A), whereas FP alter the curve above threshold
(Fig. 5B).
The second factor is that abbreviated staircase strat-
egies such as FT concentrate stimulus presentations
close to the end-point threshold. Therefore, end-point
thresholds that are less than the true threshold will have
been arrived at predominantly by responses to stimuli
that are also below that subjects true threshold. The
lower bound of the CI will be largely unaﬀected by
changes in FP rate because the bottom 2.5% of sequenc-
es (by probability) will be computing their probabilities
by sampling from the FOS curve in an area relatively
unaﬀected by increasing FP rate (unless the spread of
the FOS curve is also shallow). That is, the probability
of a sequence of responses leading to an end-point
threshold below true threshold will be drawn from the
left-hand side of Fig. 5B. This area of the curve is un-
changed when FP changes, so the probability of these
sequences remain unchanged. In turn, the lower 95%
CI limit remains unchanged.
3.1.2. Experiment 2: Inﬂuence of full threshold algorithm
parameters on patient derived conﬁdence limits
Full Threshold only has one parameter for each loca-
tion, namely the initial stimulus placement. Several stud-
ies have demonstrated that procedures relying on an
initial threshold estimate as an input parameter have er-
rors that increase further the observers true threshold isfrom the initial estimate (assuming the observer makes
some erroneous responses; for example: (Nachmias,
1982; Swanson & Birch, 1992; Turpin et al., 2003)).
The brevity of perimetric procedures typically prevents
recovery from such errors. It has been demonstrated
that when the starting point of the FT procedure is dis-
tant from the patients true threshold, and patients
make typical response errors, that poor precision results
with a signiﬁcant bias in the threshold estimate towards
the starting threshold (Turpin et al., 2003). Similarly, we
may expect starting point bias to inﬂuence the observer-
based conﬁdence limits for determination of retest
change. Fig. 6 shows Pr(tjWk) (0–40 dB range) when
the true threshold is 20 dB, and the FT procedure is
commenced with a stimulus of either 10, 20 or 30 dB.
It can be seen that the starting point of the staircase pro-
cedure has a signiﬁcant inﬂuence on the resulting CI.
3.2. Calculation of trend-based probabilities for the FT
algorithm
Using the possible parameters for fpi, fni, si, and ti
outlined at the beginning this section, the space of pos-
sible FOS curves that might be observed during perime-
try, U, contains 31 · 31 · 10 · 41 = 394,010 possible
FOS curves. We now can apply Eq. (2) to derive the
MAP estimate of underlying threshold of a patient that
consistently returns a measured threshold of 19 dB on
the FT algorithm at a location in the visual ﬁeld that al-
ways has a starting value of 25 dB. (Note that this is an
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Fig. 6. The PMFs derived using the Full Threshold algorithm with starting estimates of 10, 20, and 30 dB for a subject with a true threshold of 20 dB,
a false positive rate of 15%, a false negative rate of 15% and a spread of 3. The solid squares show the 95% conﬁdence limit bounds for each PMF.
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the method.) To solve Eq. (2), we need to derive the
probability distributions in Eq. (5).
By making diﬀerent assumptions in Eq. (5), we can
again examine whether knowing more information
about a subjects FOS curve would be useful in detecting
change in a series of threshold measurements. FT uses
catch trials to determine false response rates, so the
probability distribution for false responses follows a
Binomial distribution according to the number of trials
and underlying true false response rate (Demirel, 1995).
For the FT algorithm, a catch trial occurs every 33 pre-
sentations, so assuming a full test duration of about 500
presentations about 15 catch trials are conducted
(Anderson & Patella, 1999). Using this information al-
lows us to deduce that
Prð bfpijWkÞ ¼ Prðn ¼ bfp  15; fpk; 15Þ
¼ 15Cn fpnkð1 fpkÞ15n;
and similar for false negative responses. In our case,
however, we have restricted the possible values of fpk,
to whole percentages in the range 0–30%. With 15 catch
trials, the only possible values that can be realized in this
range are 0/15 = 0%, 1/15 = 7%, 2/15 = 13%, 3/
15 = 20%, and 4/15 = 27%. Hence, we use a slightly
modiﬁed distribution
Prð bfpijWkÞ
¼ Bið
bfpi  15; fpk; 15Þ if fpk 2 ½0%; 7%; 13%; 20%; 27%;
0 otherwise;
(which is normalized to sum to one. We will assume that
this distribution applies equally at all locations in the
visual ﬁeld, hence to our location in question.
As the spread is not estimated by FT, we will examine
the eﬀect of each spread in turn: s^i 2 ½1; . . . ; 9. The ﬁnal
component of Eq. (5), Pr(tijWk), is derived using Eq. (1),
as for the event analysis. Using a computer program
these quantities can be produced quickly to enumerate
all 394,010 values of the PrðW^ijWkÞ distribution.
Fig. 7A shows PrðhjW^1 . . . W^nÞ for tests n = 1, 2, 3, 5,
and 9 assuming W^i ¼ h7%; 7%; 2; 25i for the ﬁrst three
tests and then W^i ¼ h7%; 7%; 2; 15i for the ﬁnal eight
tests. For the ﬁrst three tests the MAP threshold is 26,
which is consistent with the behavior of FT in underes-
timating thresholds by 1 dB on average (Turpin et al.,
2003), that is, the measured threshold is assumed to be
25 and 26 is the most likely actual threshold. Note that
the probability of the MAP threshold is low: 18%, 30%,
and 37%, respectively, for the ﬁrst three tests. This may
seem surprisingly low, but is explained by the mechanics
of the FT algorithm; speciﬁcally, the even valued step
sizes and the last-seen deﬁnition of threshold. As an
example, if the FT algorithm starts at 25 dB, returns
an estimate of 21 dB and the patient is known to have
made no errors, then their true threshold could be any
of 21 (37%), 22 (42%) or 23 dB (21%), where the proba-
bility in brackets is derived using Eq. (1).
Given the spread of possible true threshold values, it
is meaningful to pool the two neighboring values into
the estimate of the probability of the MAP threshold.
The gray bars in Fig. 7B show modiﬁed MAP (MMAP),
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the immediate left, and value to immediate right. The
number contained within each bar is the threshold value
attaining the MAP for the calculated distribution after
each visit. We can observe that even after three tests in
a row yield a threshold measurement of 25, we can only
be 37% sure that the true threshold is 26 (Test 3 curve in
Fig. 6A), and 84% sure that the true threshold is one of
25, 26 or 27 dB (bar 3 in Fig. 6B), for a patient that miss-
es one of each set of 15 catch trials and has a spread of
2 dB. After threshold measurements drop from 26 to 16
at test 4, it takes four more tests (a total of ﬁve tests
returning 16 dB) before we can be 95% sure that the true
threshold is either 15, 16 or 17 dB.
This is one type of trend analysis that can be per-
formed with the Bayesian update logic presented in Sec-
tion 2.2, but requires the spread of the FOS curve to be
known at every test. Fig. 8 shows the MMAP probabil-
ities as a function of the number of tests assuming that
spread is known with certainty and that 19 dB is re-
turned as the measured threshold in all cases. For exam-
ple, the curve labeled ‘‘3’’ represents the mode
probabilities under the assumption that Prð^si ¼ 3jWkÞ ¼
1 and Prðs^i 6¼ 3jWkÞ ¼ 0. The left-hand panel (Fig. 8A)
shows the case where no response errors are recorded
with catch trials, whereas the right-hand panel
(Fig. 8B) shows the situation when catch trials report
a response error rate of 13% false positive and negative
responses. Fig. 8 illustrates the tremendous extent of
uncertainty that exists with the FT algorithm. For exam-
ple, even if we know the spread of an observers FOScurve is 4 with certainty, catch trials report no errors,
and they register a threshold of 19 dB on every test, sev-
en tests are required before we can be 95% sure that their
threshold is 19, 20 or 21 dB (curve 4 in panel A). If the
false response rate increases to 13% using catch trials,
then 10 tests are required for this patient before we
can be 95% sure they are stable at one of the three
values.4. Discussion
We have presented two new methods for analyzing
change in clinically obtained thresholds: an event-based
technique and a trend-based technique. The ﬁrst derives
conﬁdence limits for the determination of threshold
change that does not require population data of
test–retest performance. The second extends this idea
using Bayesian updating to incorporate uncertainty in
measurements. Both methods take into account the
mechanics of the test algorithm and information regard-
ing the speciﬁc observer such as false response rates and
the spread of psychometric function. This permits calcu-
lation of probabilities that utilize information regarding
the speciﬁc observer.
The event-based method for determining conﬁdence
intervals allows a principled approach to modifying
CIs based on individual patient factors. False responses,
in conjunction with generally shallower FOS curves, will
contribute to wider population-based conﬁdence limits
for lower thresholds. If, however, an individual patient
A. Turpin, A.M. McKendrick / Vision Research 45 (2005) 3277–3289 3287is known to be an excellent observer and does not make
false responses (or alternately, is known to have steep
FOS curves) in the presence of visual ﬁeld loss, observ-
er-based CI are likely to be narrower than population
estimates, hence potentially enabling earlier determina-
tion of visual ﬁeld change in this individual. Further-
more, the determined CI can take into account test
procedure peculiarities such as the starting stimulus pre-
sented to the patient that typically varies from test to
test. Conﬁdence intervals can be determined for new test
procedures without the need for expensive and time-con-
suming collection of empirical population test–retest
data.
This technique can also be used as an alternative to
computer simulation for assessment of the accuracy
and eﬃciency of perimetric test algorithms. Computer
simulation methods typically sample from the distribu-
tion Pr(tjWi) deﬁned in Eq. (1). For example, the expec-
tation of Pr(tjWi) gives the expected threshold for the
patient modeled by Wi using the test procedure. For a
dynamic range of 0–40 dB the expectation would be cal-
culated as
P40
t¼0tPrðtjWiÞ. This is analogous to the mean
error calculated by computer simulations such as those
described in Bengtsson et al. (1997), Turpin, McKend-
rick, Johnson, and Vingrys (2002a), and Turpin et al.
(2003).
The application described herein is perimetry, and the
example shown here is for the FT algorithm, however,
this method is applicable to any adaptive psychophysi-
cal test procedure. For FT the maximum length of any
response sequence is less than 34 (for example, 11
yes, 21 no followed by a yes). Given that each re-1
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Fig. 8. Plotted MMAP values over a series of 10 tests where in each case the
value of s^i that is assumed to be known with certainty for that series of test. T
assumed to respond correctly to all catch trials, hence bfpi ¼ bfni ¼ 0%. (B) Thbfpi ¼ bfni ¼ 13%.sponse can have one of two values (yes or no), there
are at most 233 possible response sequences for a visual
ﬁeld location. With modern computer technology, enu-
merating large numbers of possible sequences and
assigning probabilities becomes a fairly trivial exercise.
Moreover, the sequence analysis is only necessary once
for any test procedure and can be stored for application
in the trend analysis. The distributions used in Section 3
were generated using a standard laptop computer, and
even for highly variable patient models, analysis of a se-
quence of tests occurred in several seconds.
For the purpose of demonstrating the method in
Experiment 1, it is assumed that the false response rates
and FOS curve spread are known. For current perimet-
ric tests there are crude estimates of these parameters.
Section 3.2 demonstrates that the determination of
whether a location is stable from FT data is possible
in two or three tests if it is known that the patients
FOS curve has a spread of less than 2 dB for a given
location (assuming that catch trials report no false
responses). Alternately, if the spread can be shown to
be greater than 6 dB, then it is unlikely that testing that
location with the FT algorithm will ever yield a probable
result. Hence, this method demonstrates that knowing
the diﬀerence between a 2 dB spread and a 6 dB spread
has potential clinical utility. Other test algorithms can be
similarly analyzed to determine the granularity of spread
assessment necessary to assist in the determination of
threshold change.
While our method demonstrates that knowing indi-
vidual patient FOS spread would be useful, it remains
a signiﬁcant challenge to determine a method for mea-1
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clinically viable. Adaptive procedures have been pro-
posed for non-perimetric settings but in their current
form require between 50 and 300 presentations (King-
Smith & Rose, 1997; Kontsevich & Tyler, 1999). With
some modiﬁcation, it may be possible to measure FOS
spread but probably only at two or three test locations,
and even then the visual ﬁeld test would at least double
in length. This may be acceptable if it halves the number
of test visits required.
Alternately, algorithms that class a spread as ‘‘steep-
er,’’ ‘‘ﬂatter’’ or ‘‘typical’’ of population-based estimates
may provide enough information to assist in determin-
ing the underlying thresholds. These algorithms are eas-
ily incorporated into the framework by altering the
Prðs^ijWkÞ distribution. Examining Fig. 8 implies that this
may be beneﬁcial for the FT algorithm, where knowing
that the spread is closer to 2 rather than 6 allows some
conﬁdence in test results after 3 or 4 tests rather than
10 tests. Obviously such schemes would require further
investigation to discover their clinical utility. This is an
area of ongoing investigation in our lab. An alternate,
but potentially less useful alternative is to use popula-
tion-based estimates of FOS spread such as the equa-
tions suggested by Henson et al. (2000). This obviously
negates some of the beneﬁts of the observer based
approach.
Several methods have been proposed for estimating
false response rates in a clinical setting (Anderson &
Patella, 1999; Artes, McLeod, & Henson, 2002; Olsson
et al., 1997) and while imprecise at times, can be incor-
porated into the analysis. Fig. 2 demonstrates that even
with shallow psychometric function spread, false re-
sponse rates only need be measured with a level of pre-
cision to place them in one of the six shaded areas. Fig. 8
shows that taking into account results gathered from
catch trials do change the number of tests required to
be 95% sure of an underlying true threshold. The curves
in Fig. 8B all require at least one more test than those in
Fig. 8A to reach the shaded area.
Within our example analysis of the FT algorithm, we
have assumed a modiﬁed Binomial distribution for false
response rates returned from the catch trials of the FT
procedure. Recently, it has been highlighted that as
thresholds decrease, catch trials from the FT algorithm
may not accurately represent the false negative rate
(Bengtsson & Heijl, 2000). This is an obvious conse-
quence of increased spread of FOS curves when thresh-
olds are low (Henson et al., 2000) as the upper
asymptote of the curve may be beyond the capabilities
of the machine. In the HFA, FN responses are deter-
mined by measuring responses to catch trials where
the stimulus is 9 dB above measured threshold. Hence,
the upper asymptote only has to be more than 9 dB
away from threshold for there to be a signiﬁcant proba-
bility that a patient will not respond to the FN catch tri-al in the absence of making a true response error. This
situation will occur for any spread greater than 4 dB
in our Gaussian model of FOS curves. This type of error
was not taken into account in our modeling of false neg-
ative responses, but could easily be added to the deﬁni-
tion of Prð bfnijWkÞ.
The example of the trend analysis shown in Section
3.2 deliberately uses concocted data to highlight the fea-
tures of the analysis technique. In future studies we will
apply the technique to clinical data, both retrospectively
and prospectively. These concocted examples demon-
strate that the measurement of individual parameters
of spread, and to a lesser extent false responses, are still
potentially useful in the determination of the ‘‘correct-
ness’’ of measured thresholds, even if these components
themselves are not precisely known.References
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