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Stack-counter automata are defined as one-way stack automata with a storage alphabet 
of just one symbol and the ability to recognize the left (bottom) and right (top) ends of the 
stack. Weak-stack-counter automata considered in this paper are stack-counter automata 
which do not have the ability to recognize the left end of the stack. We show that stack- 
counter automata are more powerful than weak-stack-counter automata. This answers the 
open question given by S. Ginsburg and G. F. Rose (J. Comput. System Sci. 8 (1974), 
243-269). We also show that nondeterministic weak-stack-counter automata that accept 
by simultaneous terminal (final) state and empty stack are more powerful than those that 
accept by terminal state alone. This contrasts with the case of stack-counter automata, 
for which both methods are equally powerful. 
INTRODUCTION 
Stack-counter automata have been introduced by Ginsburg and Rose [A as one-way 
stack automata [6] with a storage alphabet of just one symbol and the ability to recognize 
the left (bottom) and right (top) ends of the stack. They have shown with quite a long 
proof that every language recognized by a stack-counter automaton is also recognized 
by a stack-counter automaton which operates in quasi-realtime. In the present paper 
we consider stack-counter automata which do not have the ability to recognize the left 
end of the stack called one-way weak-stack-counter automata. All automata considered 
have one-way input tapes, so we omit “one-way” from the names of automata hereafter. 
It was conjectured in [A that the removal of the ability to recognize the left end of 
the stack decreases the resulting family of languages. As is suggested by this conjecture, 
most automata seem to become less powerful if the data structures used as storages 
become less ample. However, we sometimes have no proof. A major difficulty is the 
lack of methods by which we can show that a specific language cannot be recognized 
by any automata of some type. For context-free languages, the intercalation theorem 
of Bar-Hillel et al. [l] is useful for showing the non-context-freeness of some languages. 
Takahashi [I 31 has proved a more refined intercalation theorem for context-free languages. 
For stack automaton languages, Ogden’s [12] complicated intercalation theorem is 
useful and this theorem has been extended for indexed languages by Hayashi [9]. 
In this paper we prove a simple intercalation theorem for weak-stack-counter automaton 
languages and show this conjecture is true. We also deal with automata which have 
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a close relation to weak-stack-counter automata and establish their relation to weak- 
stack-counter automata. 
In Section 1 we define the machines with which we are concerned by making use 
of the notion of a machine due to Eilenberg [3]. Hence the argument presented here 
is rather different from the ordinary ones, e.g., [lo]. In Section 2 we prove the intercalation 
theorem. Section 3 concentrates on the methods of acceptance. It is known that acceptance 
by terminal (final) state of quasi-realtime K-stack-counter acceptors is equivalent to 
acceptance by both terminal state and empty stack [2, 71. We show that nondeter- 
ministic weak-stack-counter automata which accept by simultaneous terminal state and 
empty stack are more powerful than those that accept by terminal state alone. It is also 
shown that in the deterministic case the powers of these acceptances are incomparable. 
In Section 4 we first show that every language over a one-letter alphabet recognized 
by a deterministic weak-stack-counter automaton is regular. Next we study the rela- 
tionships with counter machines in the same spirit as [2]. 
1. MACHINES 
In this section we introduce the notion of a machine due to Eilenberg [3]. Making 
use of this notion we define the machines considered in this paper systematically. 
Eilenberg’s notion of a machine is close to that of flow chart or flow diagram. 
We first formulate a data structure as follows: 
DEFINITION. A data structure D = (X, @) consists of the following two data: 
(1) X: a set called the operator domain of D. 
(2) @: a family of relations v: X --+ X called the type of D. Elements in @ are 
called op~aticms. 
Notation. Given two relations f: X -+ Y and g: Y + Z, we denote the composite 
relation X -9 Y -+g Z by fg instead of g 0 f and the subset f (x) of Y by xf. Thus g(f(x)) 
is denoted by xfg. If card xf < I for all x in X, then f is called partial, where card S 
represents the number of elements in a set S. The n-fold composite relation X +f 
X *.. +f X is denoted by f”. Given relations fi: Xi -+ Yi , i = I,..., r, we define a 
relation fi X ‘.’ xfr:X, x ... x X, + Y, x ... x Y, by (x1 ,..., xr)(fi x ... x fJ = 
xlfi x ... x x,fT for (x1 ,..., x,) in X1 x ... x X, . We denote the r-fold product 
fx ... x f by f (+). 
Let D, = (X, , (PI),..., D, = (X, , 0,) be data structures. Then define D, x ... x 
D, = (X, @) the product of D, ,..., D, by X = X, x ... x X, and Q, = (P-1) x 
v’i x P-i) 1 vi is in @Pi for 1 < i < r}, where I is the identity function. The n-fold 
product D x ... x D is denoted by D o). These notations will be useful in the sequel. 
Let 2 be a finite set of symbols called an alphabet. As usual, we denote by z* the free 
monoid with base z and its unit element by E. We also denote by z*n the n-fold product 
P x ... x D. An element w in .P is a word and we denote by 1 w 1 the length of 
w. A subset L C z* is called a language over Z:. 
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We now define some basic (partial) functions appearing in this paper. Define R, , 
Kr, L, , L;;l, a in Z, and E as 
(1) wR, = wa for all w in Z*, 
(2) wL, = aw for all w in Z*, 
(3) w&’ = z, if w = oa, else 0 (undefined), 
(4) wL;l = v if w = av, else a, 
(5) rE = E and WE = o if w # E. 
We shall define the data structures with which we are concerned. 
EXAMPLE 1. Let I’ be a finite alphabet. The pushdown store PD(r) with a pushdown 
alphabet r is a data structure with 
(I) operator domain: r*, 
(2) type: {R, , K1 1 a is in r}. 
The operation R, represents the pushdown operation and Qr the pop-up operation. 
EXAMPLE 2. The counter C is a data structure with 
(I) operator domain: l*, 1 = {l}, 
(2) type: (4 , K1, El. 
Using the operation E we can check whether the content of the counter is empty. 
The weak-counter WC is a data structure with (1) and (2’). 
(2’) type: VG , Rr;l). 
We can say that the weak-counter is the pushdown store with the pushdown alphabet 1. 
Since the weak-counter does not have the operation E, we cannot check whether the 
content of the counter is empty. The notion of the weak-counter has been defined in 
[8] as the partially blind counter in a different form. 
EXAMPLE 3. The stack-counter SC is a data structure with 
(1) operator domain: 1* x I*, 
(2) type: {R;l x L, , R, x L;‘, R;l x E, R, x E, E x I}. 
For (11, w) in 1 * x 1 *, we call the word uv the content of the stack and “ , ” the pointer. 
The operations @ x L, and R, x L;l allow this pointer to move to the right or to 
the left. The operation E x I checks whether the pointer is in the utmost left position. 
The operations R;-’ x E and R, x E permit erasing and writing on the right of the 
stack only if the pointer is in the utmost right position (this is checked by E). 
The weak-stack-counter WSC is a data structure with (1) and (2’). 
(2’) type: {ql x L, , R, x L;‘, q’ x E, Rl x E}. 
Since the weak-stack-counter does not have the operation E x I, we cannot recognize 
the left end of the stack. 
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EXAMPLE 4. Let Z be a finite alphabet. The one-way input tape with an input 
alphabet .Z and without the right endmarker, lWAY”(Z), is a data structure with 
(1) operator domain: Z*, 
(2) type: {L;;l 1 a is in Z}. 
The operation .Gil feeds the symbol a from the left end of a word in Z*. 
We now introduce the notion of a machine. 
Let D = (X, @) b e a data structure. In addition to D, a relation or: Z* --+ X and a 
subset X, of X are given. A machine M with the data structure D, the input code 01 and 
the output code X, consists of a finite set Q of states, a special element 4s of Q called 
the initial state, a subset T of Q whose elements are called terminal (final) states and 
a finite subset E of Q x @ x Q whose elements are called edges. 
We use the notation M = (Q, q,, , T) f or a machine. The set E of edges is left out 
of the notation and the input and output codes are implicitly understood. 
A triple (p, p, 4) in E is called an edge of M beginning at p, ending at 4 and carrying 
the operation v. We denote it byp +m q. A path c in M is a finite sequence c: (p,, , q+ , qJ, 
. . . . (pSPl , y’n , pn) of consecutive edges. An abbreviated notation for a path c is 
c: p, --+ml p, ... +“np, or more briefly, p, +C p, or c: p, --+ p, . We denote by / c j 
the relation p1 ... qn: X ---VI X ... -PV X and by !/ c 11 the length of the path c. Con- 
sistent with this we can associate the trivial path 1 a: p + q of length zero with the identity 
function I: X + X. A path c is called successful if p, = qO and p, is a terminal state. 
If there exists a path beginning at p and ending at q, then q is said to be accessible from p 
in M. 
A word w in Z* is said to be accepted by M if there exists a successful path c such 
that WOI j c / is in X, . We defineL(M) = { w 1 w is accepted by M} and call it the language 
recognized by M. 
A machine M is called deterministic if it satisfies the following conditions: 
(1) All elements v: X + X in the type @ are partial functions. 
(2) cy: Z* + X is a partial function. 
(3) Ifp +ml ql andp -+a2 qa are distinct edges of M, then Dam(n) n Dom(cp,) = ,a, 
where Dam(v) = {x 1 x is in X and xv + D}. 
A machine which is not necessarily deterministic is called nondeterministic. 
We now define the machines and the classes of languages which we shall discuss. 
Intuitive descriptions of these machines are seen in [2-4, 7, 81. We remark that all opera- 
tions appearing in the following definitions are partial functions. 
DEFINITION. Stack-counter automata are machines with 
(1) data structure: lWAY”(Z) x SC for some 2, 
(2) input code: 01: Z* + .Z* x l* x l*, w(y. = (w, E, E), 
(3) output code: X, = {c} x 1” x I* or X,, = {(E, E, E)>. 
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We denote by NSC (DSC) the class of languages recognized by nondeterministic 
(deterministic) stack-counter automata with the output code X, , Stack-counter automata 
with the output code X,? are called empty stack accepting. We denote by NSC’ (DSC’) 
the class of languages recognized by empty stack accepting nondeterministic (deter- 
ministic) stack-counter automata. We call stack-counter automata with the output 
code X, terminal state accepting. 
Weak-stack-counter automata are machines with (l’), (2), and (3). 
(1’) data structure: lWAY”(Z) x WSC for some Z. 
The classes NWSC, DWSC, NWSC’, and DWSC’ are defined in the same way. 
In a similar manner we define in Table I 
(3), (3’): One-counter machines with one weak-counter, 
(4), (4’): One-counter machines, 
(5), (5’) : One-weak-counter machines 
by giving their data structures and their input and output codes. 
TABLE I 
Data structure Input code Output code N-Class D-Class 
(1) 
(2) 
(3) 
(4) 
(5) 
(1’) 
(2’) 
(3’) 
(4’) 
(5’) 
IWAY” x SC (w, % 4 
IWAY” x WSC (w, E, cl 
lWAY”(Z) x WC x C (WY c, 4 
IWAY” x C (w, 4 
lWAY”(Z) x WC (w, 4 
IWAY” x SC (w, f, 4 
lWAY”(Z) x WSC (w, 5 4 
lWAY”(.Z) x WC x C (w, Es 4 
IWAY” x C (w, 4 
lWAY”(Z) x WC (w, c) 
{c} x 1* x 1* 
{c} x 1* x 1* 
{c} x 1* x I* 
{c} x 1* 
{c} x 1* 
f(e, % 41 
f(% % 41 
I(% E,41 
{Cc, 41 
KG 41 
NSC 
NWSC 
NWCC 
NC 
NWC 
NSC’ 
NWSC 
NWCC’ 
NC’ 
NWC 
DSC 
DWSC 
DWCC 
DC 
DWC 
DSC’ 
DWSC’ 
DWCC 
DC’ 
DWC 
N-class (D-class) is the class of languages recognized by nondeterministic (deterministic) 
machines of each type. 
Remaiks. (1) As is remarked in [7], the relations NSC = NSC’ and NWSC C 
NWSC’ hold. Furthermore, the relations DSC’ C DSC and NC = NC’ hold. 
(2) Let M = (8, q0 , T) be a weak-stack-counter automaton and let c be a path 
in M. Suppose that (w, u, TJ) 1 c 1 = (w’, u’, o’), where w, w’ are. in Z* and u, u’, V, V’ 
are in l*. Then since the operationIx E ~Idoes not appear in c, we have (w, xu, V) 1 c j = 
(w’, xu’, v’) for each x in I*. 
571/20/1-S 
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2. INTERCALATION THEOREM 
In this section we characterize a language in NWSC’ by a simple intercalation theorem. 
With this characterization we can exhibit some specific languages which are not in 
NWSC’. We need two preliminary lemmas which play an important role in the proof 
of the intercalation theorem. 
LEMMA 2.1. Let Q be a jkite set. Consider a sequence (p, , x,,) ,..., (p, , x,), where 
pi are in Q and xi are integers. If x, - x,, > card Q and 1 xi - xipl 1 < 1 for all i = 
1 ,..., m, then there exist integers i and j, 0 < i < j < m, which satisfy (1) and (2). 
(l) Pi =Pj- 
(2) xi < xi’ for all i’, i < i’ < m. 
Proof. Let R, = max(k 1 xlc = x0 , 0 < k < m}. Define the sequence j0 ,..., j, by 
j, = m, 
ji+, = min{ j 1 j < ji and xii & xi’ for all j’, j < j’ < jd} 
jn = ho . 
if j, < h, , 
Then Xjrml - xj. = 1 for all z = I,..., n. Since x, - x,, > card Q, there exist integers 
TV and v, 0 < p ‘< v < n such that pjP = pjy . By the definition of j,, ,..., j,, , we see that 
Xj, < Xi’ for all i’, jV < i’ < m. 
The analog of Lemma 2.1 is given without proof. 
LEMMA 2.2. Let Q be a Jinite set. Consider a sequence (p, , x,,),..., (p, , x,), where 
pi are in Q and xi are integers. If x,, - x, > card Q and [ xi - xiel 1 < 1 for all i = 
1 ,.*.> m, then there exist integers i and j, 0 < i < j < m, which satisfy (1) and (2). 
Cl) Pi =Pj* 
(2) Xj’ > Xj for allj’, 0 <i’ <j. 
LEMMA 2.3 (Intercalation Theorem). Let L C Z* be an infinite language. If L is in 
NWSC’, then there exists an integer m such that each w,, in L with I w,, j > m admits a 
decomposition w,, = uvwxy satisfying (1) and (2). 
(1) 1 ax 1 > 1. 
(2) uvnwxny is in L for all n > 0. 
The following theorem answers the open question given by Ginsburg and Rose [7]. 
THEOREM 2.4. (1) NWSC’ E NSC’. 
(2) DWSC’ 2 DSC’. 
(3) NWSC E NSC. 
(4) DWSC g DSC. 
WEAK-STACK-COUNTER AUTOMATA 65 
Proof. Let L = (al2b~ 1 n > l}. By Lemma 2.3, L is not in NWSC’. Since DWSC C 
NWSC C NWSC’ and DWSC’ C NWSC’ and since L is in both DSC and DSC’, (l)-(4) 
follow. 
Remark. Let L C (a}* be an infinite language. If L is in NWSC’, then by Lemma 2.3, 
L must contain an infinite regular language. Consider the language L = (an2 1 n > l}. 
Since L does not contain any infinite regular language, L is not in NWSC’. Therefore 
L is in neither DWSC nor NWSC. On the other hand it is straightforward to show 
that L is in DSC using the equality 1 + 3 + ... + (2n - 1) = n2. Thus L is in 
NSC’ - NWSC’, NSC - NWSC and DSC - DWSC. 
The following proposition shows that DSC’ and DWSC’ cannot be separated by a 
language over a one-letter alphabet. 
PROPOSITION 2.5. IfL C{a} * is in DSC’, then L is regular. 
Proof. Let L C {a}* and let M = (Q, q,, , T) b e an empty stack accepting deter- 
ministic stack-counter automaton recognizing L. We denote by Mt = (Q, q,, , t) the 
empty stack accepting deterministic stack-counter automaton obtained by restricting 
the terminal states of M to t in T. It suffices to show that L(M,) is regular for each t 
in T. If L(M,) is finite, then it is regular. Therefore we assume that L(M,) is infinite. 
Then n, = min{n 1 an is in L} and M,, = minim 1 ano+m is in L, m > 1) exist. It is easy 
to see that L(M,) = {a%+% 1 k > O}. Thus L(M,) is regular. 
Notation. Let c be a path in a weak-stack-counter automaton M with an input 
alphabet Z. Suppose that (w, U, V) 1 c I = (E, u’, 0’) for some u, o, u’, o’ in I*. Then 
we denote by [c] the word w fed by M through the path c. Similarly we use the same 
notation for machines of other types. 
We now prove Lemma 2.3. 
Proof of Lemma 2.3. Let L C Z* be an infinite language in NWSC’ and let M = 
(Q, p,, , T) be an empty stack accepting nondeterministic weak-stack-counter automaton 
which recognizes L. For each w in L there exists a successful path 
in M with (w, E, c) I c j = (E, E, 6). Then we define space(c) which represents the 
maximum length of the content of the stack in the computation through the path c 
as follows: We identify a word 1” in l* with an integer n in this proof. Let IJI = v1 x 
y2 x q3 be an operation of lWAY”(Z) x WSC. Then set p’ = ~a x 9)s (q’ is an operation 
only applicable to the weak-stack-counter). Set (E, c) I$ ..* p’: = (xi , yi) for i = O,..., m, 
where x0 = y0 = E. Then define as space(c) = max{xi + yi 1 i = O,..., m}. 
If L is regular, then the conclusion easily follows. We suppose that L is not regular. 
Then there exist a word wa in L with 1 wa 1 > (card Q)” + card Q + (card Q)” + 
(card Q)(card Q + 1)2 and a successful path c in M which satisfies (w, , E, E) I c 1 = 
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(E, 6, E) and space(c) > card Q. Decompose the path c at the points where I x Rl x E 
(pushdown) or I x q’ x E (pop-up) is used. Let it be 
Cl VI ca ‘m =?fl+1 
40-*l-Pl-r,...r,-pnz-p,+l, 
where pi = I x R, x E or I x q1 x E and the operations appearing in ci are 
I X Rl X LTI, I x R;l x L, , L,” x I x I, a in C. The paths ci may be the trivial 
paths. 
Define the paths di , i = l,..., m + 1, as follows: 
dir piml 2 Yi -%pi for i = l,..., m, 
dm+l:Pm Cm+t ~rn+l> 
where p, = q,, . Note that the pushdown or pop-up operation appears exactly once 
in dj , that is vi, for i = l,..., m. Set (E, e) 1 d; 1 **. / di 1 = (Xi, e) for i = 0 ,..., m + 1, 
where the paths d,! are paths obtained by replacing the operations v appearing in di 
by q’ and x0 = E. We divide the path c into three at the point where the content of 
the stack becomes card Q for the first time and at the point where it becomes card Q 
for the last time. Formally these points are defined as pi0 and pi1 , where is = min{i 1 xi = 
card Q, i = l,..., m} and ir = max{i 1 xi = card Q, i = I,..., m}. Since space(c) > 
card Q, i, and il exist. Then let fa: q,, -+ pi@, e: pi0 -+pil and fi: piI +P,+~ be the 
initial, intermediate and terminal segments of c, respectively. 
First consider the following two cases (i) and (ii). 
Case (i). The number of the operations L;’ x I x 1, a in 2, appearing in f, is 
greater than (card 8)“: Let 
Note that #n=vio. Set (E,E)&*..&=(JJ~,z~) for i=O,...,n-1, wherey,= 
z,, = E. Then by the definition of i,, , yi + z( < card Q for i = O,..., n - 1. Therefore, 
card{(q, , yi , Zi) ( i = 0 ,..., n - l> < (card Q)” + 1. Since i[fs]j > (card Q)” + 1, there 
exist integers i and j, 0 < i < j < n - 1, such that (qi , yi , .zJ = (qi , yi , zi) and 
the path fh”: qi + qj carries an operation L;l x I x I for some a in Z. Let fs): q,, + qi 
and fi3): qj ---f P,+~ be the initial and terminal segments of f0 , respectively. Then 
for all k > 0. This yields the conclusion. 
Case (ii). The number of the operations L;;l x I x 1, a in 2, appearing in fi is 
greater than (card Q)(card Q + 1)2: In this case an argument similar to case (i) yields 
the conclusion.. 
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We now suppose that ]vs]l < (card Q)” and that j[fJ] < (card Q)(card Q + 1)2. 
Then the path e carries at least (card Q)” + card Q operations of L;;’ x I x I, a in Z: 
Since xi, = xt, = card Q and x,, = x,+r = , c by Lemma 2.1 and 2.2, the paths fs 
and jr admit decompositions 
and 
fo: q. 3 pi, AL fJj, .K+ pi0 ) i’ <jr,& = pjl , 
fi:pil f:‘)-pi. f:E pj” 22 p,+l ) i” <jn,pi” = pip , 
satisfying (1) and (2), respectively. 
(1) (xi, , c) 1 fr;“)’ Ilc = (xi, + k(xj, - xi’), l ) for all k > 0. 
(2) (Xi” + k(Xp - Xj”), E) 1 fi”” 1” = (xi* , l ) for all K 3 0. 
Therefore M can increase and decrease the content of the stack by passing through 
the paths f I;“) and f i2), respectively. Let u = xj, - xi’ and w = xi” - xj” . Then by 
(1) and (2) M accepts 
for all K 30. If \[fh2)]I > 1 or I[fi”)]j > 1, th en the conclusion follows. Therefore 
suppose further that [f &“)I = E = [f i2)], 
We now consider cases (A) and (B). 
Case (A). The number of d,‘s with I[&]1 > 1, i. < i < ii , is greater than card Q: 
Since the path e 
diO+l 4 
e: pi, -+ p,,+l .** --A pi 1 
satisfies the assumption, there exist integers k,, and K, , i,, < k, < k, < i1 with 
Pko = Pkl such that the path es: pkO --+& carries an operation ~5,” X I X I for 
some a in Z: Let e,: pi, -+ pkO and ea: pkl --+ pi1 be the initial and terminal segments of e, 
respectively. 
Consider the following two cases (iii) and (vi). 
Case (iii). xkO < xk,: In this case M can increase the content of the stack by passing 
through the path e2 . Let u’ = / xk, - xk, I. Then 
(E, 6) 1 f ;ei 1 I e; Ikw+l 1 eif 1(1” / If p” I k”‘+l/ f 1(3)’ I = (E, E) 
for all K > 0. Since [f {“)I = E, M accepts 
for all k 3 0. 
[fo~Il[4k”+1~e3f il’l[ 3 
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Case (vi). xlc, > +,: Since M can decrease or preserve the content of the stack 
by passing through the path e2 , M accepts 
by passing through the path fh’) KU’ + 1 times for all k 3 0. 
The conclusion follows from the fact that 1 [e,]” 1 > 1 and l[e,lU 1 > 1. 
Case (B). The number of &‘s with I[&][ > 1, i, < i < ii , is less than or equal to 
card Q: Since I[e][ > (card Q)” + card Q, we see that I[&] / 3 (card Q)” + I for some 
dk , z’, < k < & . Therefore the path clc 
*1 62 CL: so --+ Sl ““Sn,&, =pk-1,s~ = Yk, 
carries at least (card Q)” i; 1 operations of Lil x I x I, a in Z. Set (xk-i , E) & ..* I,$ = 
( yi , zi) for i = O,..., 12, where y0 = xkPl and z, = E. Note that the content of the stack 
is xkPl while M passes through the path ck . If there exists a segment e,: si --t s, of clc 
such that (si , yi , zJ = (sj , yi , xj) and I[e,]I > 1, then an argument similar to Case (i) 
yields the conclusion. 
Therefore suppose that each segment h: si + si of ck with (si , yi , zi) = (s, , yi , zi) 
does not carry any L;’ x I x I, a in Z. Then consider the set 
J = {j / #j+l = Lil X I X I for some a in Z, 0 <j < n}. 
Since I[ck]i > (card Q)” + 1, there exist integers j,, ,..., jN in J, j,, < ... < jN, N = 
card Q, such that si, = ... = siN. Then each segment h: sjp + siy of ck , 0 < p < 
v < N, carries an operation L;l x I x I for some a in Z: Therefore ( yi, , zi,) # 
( yi, , zj,) for all p and v, 0 < p < v < N. Since yi + zi = xkMl for all i = 0 ,..., 71, 
there exist integers p and v, 0 < p < v < N such that / zjP - ziy I > card Q. Then 
the path e,: si -+ sj, carries an operation Lll X I X I for some a in Z. 
We furtheriivide Case (B) into cases (v) and (vi). 
Case (v). .zjp < zjy: In this case M can allow the pointer to move to the left by 
passing through the path e2. Let g,: sjV --f s, be the terminal segment of ck , Then 
since z3, > card Q and z, = E, by Lemma 2.2, the path g, admits a decomposition 
(1) (2) (3) 
81 01 
Sj” - St Yl - s 12 - 1 &I , 1, < 12 1 szl = SZI , 
which satisfies (3). 
(3) There exist integers V’ and z with w’ > 1 such that 
(x’, w’) / gy I = (x’ + w’, c) for all x’ > x. 
Therefore M can allow the pointer to move to the right by passing through the path gi2). 
Let ~1’ = .z+, - zjl. and let e,: pi0 --+ sj Ll and ea: s, -+ piI be the initial and terminal 
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segments of e, respectively. Then by the definitions of e, , es , gin, gl*), g$*), and e, and 
by (3) if we choose sufficiently large x’ for each K > 0, 
(x’ + yj,, zj,) I 4 P’+l 
= (x’ - Ku’v’ + yj, ) Sj” + Ku’v’), 
(x’ - ku’v’ + yj, ) zj, + ku’v’) 1 gy 1 
= (X’ - ku’v’ + yzl, zr, + Ku’v’), 
(x’ - ku’v’ + yl* , q, + kdv’) 1 gf” [ k”‘+l 
= (x’ + Yz,  > %J’ 
= (x’ + xi* ) c). 
Recall (l), (2), and the assumption that [fh2)] = c = [j$“)]. By passing through the 
path fhs) sufficiently many times, M can make the content of the stack sufficiently large 
and can also make the content of the stack be x,9 by passing through the path f 1”) 
appropriately many times. Thus M can accept 
for all K > 0. The conclusion follows from the fact that ][es]“’ I > 1. 
Case (vi). Zja > Zjy: The conclusion follows by an argument almost identical to 
that of (v), except that in this case Lemma 2.1 is used. This completes the proof. 
3. EMPTY STACK ACCEPTANCE VERSUS TERMINAL STATE ACCEPTANCE 
This section establishes some relationships between the class of languages recognized 
by empty stack accepting weak-stack-counter automata and that of languages recognized 
by terminal state accepting ones. 
We now state the main result in this section. 
THEOREM 3.1. (1) NWSC $ NWSC’. 
(2) DWSC and DWSC’ are incomparable. 
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Proof. (1) The proof is very similar to that of Lemma 2.3. Let L = {u”bmcn 1 
n > m > 1). It is easy to see that L is in DWSC’. We show that L is not in NWSC. 
Assume that L is in NWSC. Let M = (Q, q0 , T) b e a nondeterministic weak-stack- 
counter automaton with the output code &,, which recognizes L. We identify a word 
1% in 1* with an integer 12 and the definition of space(c) for a path c is the same in 
Lemma 2.3. 
Since L is not regular, there are infinitely many w in L such that all the successful 
paths c in M with (w, E, c) 1 c 1 = (w, y, z) for some y and z in l* satisfy space(c) > 
card Q. Let these words be a”*b%“*, i > 0. If mi < card Q for all i 3 0, then for 
sufficiently large 7t there exists a successful path c in M which satisfies (unbncn, E, l ) j c / = 
(E, y, z) for some y and z in 1* and space(c) < card Q. This implies (I), which is a 
contradiction. 
(1) There exist ul , us , and ua with ua > 1 such that 
QUASI.+ is in L for all k > 0. 
Therefore there exist a word w = unbirrc’l in L with m > card Q and with 1 w j 3 
2(card IQ)” + card Q an d a successful path c in M which satisfies (w, E, E) 1 c j = (E, y, z) 
for some y and z in 1 * and space(c) > card Q. As is in the proof of Lemma 2.3, consider 
the decomposition of the path c 
where vr is the pushdown or pop-up operation and the operations appearing in ce are 
the pointer move operations and the input feed operations. We define the paths di , 
i = l,..., m + 1, and set (E, E) 1 di / .*. 1 di 1 = (xi, e) for i = 0 ,..., m + 1, in the same 
way. Since space(c) 3 card Q, we can divide the path c into two at the point where 
the content of the stack becomes card Q for the first time. Let i, = min{i j xi = card Q, 
i = I,..., m} and let fo: 90 + pi0 and e: pa, -+ p,,, be the initial and terminal segments 
of the path c. If /[fo]l > (card Q)s, th en an argument similar to Lemma 2.3, Case (i) 
yields (l), a contradiction. 
Now suppose that ]vo]l < (card Q)“, Then the path e 
carries at least (card 8)” + card Q operations ofL;i x I x I, L;l x I x I, L$ x I x I. 
Since x4, = card Q and x0 = l , by Lemma 2.1, the path f. admits a decomposition 
fo: (Jo Ai+ pi, A?+ Pj, xpio, i’ <jr, pip = pjf , 
which satisfies (2). 
(2) (Xi’ , l ) ] fh”’ jk = (xi’ + k(xy - xi,), 6) for all k > 0. 
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If I[‘h2)]I > 1, then by (2) 
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for all k 3 0, a contradiction. 
Now assume that [fT)] = l . If the humber of &‘s with I[&]/ > 1, i, < i < nz + 1, 
is greater than card Q, an argument similar to Lemma 2.3, Case (A) yields a contradiction. 
Therefore we further assume that it is less than or equal to card Q. Then 1 [cJ/ 2 
(cardQ)2+1forsomek,i,,<k<m+1.Let 
Set (x~-~, e) $; ... 4: = ( yi , xi) for i = 0 ,..., n, where y0 = xk-i and z, = c. By 
the argument of Lemma 2.3, Case (B), we may assume that each segment h: si -+ s3 
of ck with (si , yi , zi) = (si , yi , zi) does not carry any of L;’ X 1 X 1, &‘;’ X 1 X 1, 
Lil x I x I. Then by a similar argument in the proof of Lemma 2.3, Case (B), there 
exist integers j,, and jV , 0 < j,, < j, < n, such that s, 
and the segment es: sir, --+ si, of ck satisfies I[e,]l 3 1. 
IJ 
= s3., , 1 zi, - zjU 1 3 card Q 
Case (i). zjU < zjy: This case corresponds to Case (v) of Lemma 2.3. Let u’ = 
X5" - .zir and let e,: pi0 + si, , g,: siV -+ s, and es: s, -+ P,,,+~ . Then since z~;‘, > card Q 
and z, = E, by Lemma 2.2 there exist an integer v’ > 1 and a decomposition of g, 
(1) (8) (31 01 
sj, St 
81 91 
- -----f ----+ = 1 s1 0 s, , 4 < 12 , szl Sl, 
such that M can accept 
for all k 3 0. Since ][e,]“’ I > 1 and since the words in L are of the form anbmcn, 
71 3 m 3 1, it follows that [e2] = az and [gi2’] = cz’ for some 1, I’ 3 1. By the assump- 
tion for the word w the path gi’) carries at least card Q + 1 operations of L;l x I x I. 
Therefore gr) admits a decomposition 
% “a 
Sj” - St 
bs 
1 - St a - sz, 3 t, -c t, , St, = St2 
such that [b2] = bz’ for some I” > 1. 
Case (ia). ztl < xt,: In this case M can allow the pointer to move to the left by 
passing through the path b, and to the right by passing through the path gi”). Let U” = 
Zt2 - Zt, - Then if we choose sufficiently large x’ for each k > 0, then 
(2’ + xi0 3 4 I 44bi I I bi I “‘+‘I 6; I I gp” I kzl”+l 1 g,‘“‘e; I = (x’ + y, z). 
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Recall (2) and the assumption that [ fh”)] = E. By passing through the pathfis) sufficiently 
many times M can make the content of the stack sufficiently large. Thus M can accept 
for all K > 0. On the other hand [6,] = b”” and’[gi2)] = 13’ for some I”, 1’ 3 1, a con- 
tradiction. 
Case (ib). zt, 3 q,: By an argument similar to case (ia), we can show that M accepts 
a word of the form anbmcz, n, m > 1, a contradiction. 
Case (ii). zjO > xiv: An argument parallel to case (i) yields a contradiction. Thus 
L is not in NWSC. 
(2) Let L = {a%W 1 71 > m 3 I 3 0). It is easy to see that L is in DWSC. We 
show that L is not in DWSC’. Assume that L is in DWSC’ and let M = (Q, qO , T) 
be an empty stack accepting deterministic weak-stack-counter automaton recognizing L. 
Let n = card Q + 1. Since anbn is in L, there exists a successful path c in M such that 
(an@, E, E) j c ( = ( E, E, l ). Since a%++ is also in L for each 1 < i < it, there exist 
consecutive paths dr ,..., d, such that (anbnci, E, c) 1 cd, ... di 1 = (E, E, E) for each 
1 < i < n. By the definition of 71 and by the fact that /[dill = 1 for all 1 < i < n, 
M can accept a word anb%” for some m > n. This is a contradiction. Thus L is not 
in DWSC’. The fact that DWSC’ @ DWSC f o 11 ows from the fact proved in (1). 
4. RELATIONS WITH OTHER CLASSES OF LANGUAGES 
In the present section we study the relationships among NWSC, DWSC, NWSC’, 
DWSC’ and other classes of languages. 
In Section 2 we proved that languages over a one-letter alphabet in DSC’ are regular. 
The following theorem asserts that a similar result holds for DWSC. 
THEOREM 4.1. IfL C (a}* is in DWSC, then L is regular. 
Proof. A weak-stack-counter automaton can be simulated by a one-counter machine 
with one weak-counter by simulating the left and right parts of the pointer by the weak- 
counter and the counter, respectively. Therefore it suffices to prove that every language 
over a one-letter alphabet in DWCC is regular. Let M = (Q, q,, , T) be a one-counter 
machine with one weak-counter which recognizes L. For an operation q~ = q~r x v2 x q+ 
of lWAY”((a}) x WC x C, where v2 is an operation of WC, we define ‘p’ = q+ x q~s .
For a path c in M, we denote by c’ the path obtained by replacing the operations q~ 
appearing in c by v‘. If all the paths c in M beginning at the initial state such that 
@I, 4 I c’ I = (ET 4 f or some x in I* satisfy / x 1 < card Q, then L is recognized by a 
deterministic one-weak-counter machine. If there exists a path c beginning at q0 such 
that ([cl, l ) 1 c’ I = (E, X) for some x in 1 * with I x I > card Q, then by Lemma 2.1, 
the path c admits a decomposition c: qO --@ q +e q -+f p which satisfies ([e], G) 1 e’ I = 
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(6,~) for some y in l* with 1 y j >, 1. Therefore each successful path g in A4 with 
(kl, l > 4 I g I = (E, %Y) f or some x and y in 1* is an initial segment of the path UP’ 
for some m > 0. By this fact a deterministic one-weak-counter machine can simulate 
M’s counter in its finite control. By applying the same argument to the deterministic 
one-weak-counter machine, we can show that L is recognized by a finite automaton 
[3, lo]. Therefore L is regular. 
It seems that if L C {a}* is in NWSC, then L is regular. But we have no proof. 
We now relate some inclusion relations among NWSC, NWSC’, DWSC, DWSC’, 
NWCC, NWCC’, DWCC, DWCC’, NC, DC, and DC’. They are summarized in 
Table II. If the cell in the Xth column, the Yth row is 6, then the relation X0Y holds, 
where B is 5, 3 or t (incomparable). 
TABLE II 
X 
\ Y 
NWSC’ DWSC DWSC’ NWCC NWCC’ DWCC DWCC’ NC DC DC 
NWSC E 2 * 
NWSC’ 2 2 
DWSC * 
DWSC’ ? 5 ? E * * * 
In order to prove the results in Table II, we consider the following six languages: 
L, = {a”b” 1 m > n > I}, 
L, = (anbn” j m < 71 or m 3 272, m, n > l}, 
L, = {unb%n 1 n > l}, 
L, = (unbmcn 1 n > m > l}, 
L, = {unbmcz j n 3 m 2 1 3 l}, 
L, = {u”bmcb”‘u” 1 n > 1, m > m’ > l}. 
It should be noted that the relations NC = NC’, NWSC C NWSC’ and NWCC C 
NWCC’ hold. In addition to these relations, N-classes in Table II contain D-classes, 
respectively. Furthermore, the following inclusion relations hold: 
LEMMA 4.2. (1) NC C NWSC. 
(2) NWSC C NWCC, NWSC’ C NWCC’, DWSC C DWCC and DWSC’ C 
DWCC’. 
Proof. (1) In order to simulate a one-counter machine, a nondeterministic weak- 
stack-counter automaton moves nondeterministically in the first step to make the content 
of the stack sufficiently large. Then it can use the depth of the pointer (the distance 
between the pointer and the right end of the stack) as a counter. 
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(2) As we have seen in the proof of Theorem 4.1, a one-counter machine with 
one weak-counter can simulate a weak-stack-counter automaton. 
LEMMA 4.3. (1) L, is in DC and DC’. 
(2) L, is in NC. 
(3) L, is in DWCC’. 
(4) L, is in DWSC’ and DWCC. 
(5) L, is in DWSC. 
(6) L, is in DWCC. 
Proof of Lemma 4.3 is straightforward and is omitted. 
We now show for each i = I,..., 6 the class to which Li does not belong. First we 
consider the language L, . 
LEMMA 4.4. L, is in neither DWC BOY DWC’. 
Proof. Let M = (Q, q0 , T) b e a deterministic one-weak-counter machine and let 
N = card Q. Assume that M recognizes L, . Since aNbN is accepted by M, there exists 
a successful path s such that (aNbN, E) 1 s / = (E, z) for some z in l*, where z = E if 
the output code is X,, . By the definition of N, the path s admits a decomposition 
s: 4”s d e f q-q-p+Ar%t, 
where the operation Lb1 x I (L;’ x 1) is not appearing in e (f ) and [d] # E + [g]. 
Let n be sufficiently large. Then there exist integers k, and K, such that ([d], 1%) / d / = 
(c, In+%) and ([g], I “) j g 1 = (E, In+%). 
The output code is X,,,: Since M is deterministic, M has to pass through the path 
cd” in order to feed [c][d]“. If K, < 0, then ([c][d]%, e) / c j / d In = o for sufficiently 
large n. If k, > 0, then M accepts [c][d12[efgh] which is not in L, . Thus L, is not in 
DWC. 
The output code is X,,: If K, > 0, then M cannot accept [cdef][g12[h] with empty 
stack. If Kr < 0, then M cannot feed all the letters of [cdef][g]2[h]. If k, = 0, then 
([cdefgh], E) I cdefgh 1 = ([cdefh], c) 1 cdefh /. Therefore M accepts [cdefh] which is not 
in L, . Thus L, is not in DWC’. 
LEMMA 4.4. L, is in neither DWSC nor DWSC’. 
Proof. By Lemma 4.3 it suffices to show that if L, is in DWSC (DWSC’), then 
it is in DWC (DWC’). Assume that L, is recognized by a deterministic weak-stack- 
counter automaton M. We describe the moves of a deterministic one-weak-counter 
machine MO which simulates M. Without loss we may assume that input of the form 
u”bm is given to M. We first consider the case when M feeds &-part of input. Using 
Lemma 2.1, we can show that once the depth of M’s pointer becomes card Q, it never 
returns to the right end of the stack. By this fact M,, simulates the left and right parts 
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of M’s pointer by the weak-counter and the finite control, respectively. In the case 
when 1M feeds F-part of the input, M,, similarly simulates the left and right parts of 
M’s pointer. But once the length of the right part stored in M,,‘s finite control becomes 
2(card Q), Ma simulates only the left part by the weak-counter since M’s pointer never 
returns to the position at card Q distant from the right end of the stack. 
LEMMA 4.5. L, is not in DWCC. 
Pvooj. It is shown in [ll] using the technique in [5] that L, is not in DWCC. 
By Lemma 2.3, we have the following lemma. 
LEMMA 4.6. L, is not in NWSC’. 
As is shown in Theorem 3.1(l), the following lemma holds. 
LEMMA 4.7. L, is not in NWSC. 
LEMMA 4.8. L, is in neither DWCC’ nor NC. 
Proof. By the technique used in Theorem 3.1(2), we can show that L, is not in 
DWCC’. It is shown in [13] that L, is not a context-free language, so L, is not in NC. 
LEMMA 4.9. L, is not in NWSC’. 
Proof. By the same argument as that in the proof of [2, Lemma 2.31, we can show 
that L, is not in NWSC’. 
Using the inclusion relations and Lemmas 4.3, 4.5-4.9, we can show the results 
in Table I. The languages used to separate the classes and used to show the incom- 
parability of the classes are presented in Table III. If the cell in the Xth column, the 
Yth row is (Li , L,), then Li is in X - Y and Lj is in Y - X. If the cell in the Xth 
column, the Yth row is Li , then Li is used to separate the classes. 
TABLE III 
X 
\ Y 
NWSC’ DWSC DWSC’ NWCC NWCC’ DWCC DWCC’ NC DC DC’ 
NWSC L4 Ll CL ,u L, L8 CL3 ,L,) ws A L6 Ls L5 
NWSC’ L Ll 65, ?I Ls (L4 ,a (L ,Ls) Lb L, L5 
DWSC w4 ,LJ L L3 L* CL, ,-&I & Js) VI ,u (L, 9-L) 
DWSC’ 6% , 9 L & , 3 L3 G ,u 6% A) (LI ,L4) 
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