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Abstract
The purpose of this paper is to present some iterative methods for numerical solutions of a class of nonlinear
reaction–di$usion equations with nonlocal boundary conditions. Using the 2nite-di$erence method and the method of
upper and lower solutions we present some monotone iterative schemes for both the time-dependent and the steady-state
2nite-di$erence systems. Each monotone iterative scheme gives a computational algorithm for numerical solutions and
an existence-comparison theorem for the corresponding 2nite-di$erence system. The existence-comparison theorems are
used to investigate the asymptotic behavior of the discrete time-dependent solution in relation to the discrete maximal
and minimal solutions of the steady-state problem. Numerical results are given to a model problem where the solution
of the continuous problem is explicitly known and its values at the mesh points are used to compare with the numerical
solutions obtained by the monotone iterative schemes. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Reaction–di$usion equations with nonlocal boundary conditions have been given considerable
attention in recent years, and various methods have been developed for the treatment of these
equations (cf. [2–5,7,8,11,13]). Most of the discussions in the current literature are devoted to the
qualitative property of the solution, and much less is given to the numerical aspect of the problem
(cf. [8,15]). The purpose of this paper is to give a numerical treatment to a class of reaction–di$usion
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equations with nonlocal boundary conditions by the 2nite-di$erence method. The system of equations
under consideration is given in the form
ut − (D(x)ux)x + !(x)ux = f(x; t; u); (0¡x¡l; t ¿ 0);
u(0; t)− 0ux(0; t) =
∫ l
0
K (0)(x)u(x; t) dx + g(0)(t); (t ¿ 0);
u(l; t) + 1ux(l; t) =
∫ l
0
K (1)(x)u(x; t) dx + g(1)(t); (t ¿ 0);
u(x; 0) =  (x); (0¡x¡l); (1.1)
where D; !; f; K (); g() (=0; 1) and  are continuous functions in their respective domains, and 0
and 1 are nonnegative constants. It is assumed that D(x)¿ 0 on [0; l] and the functions f and K ()
satisfy the hypothesis (H) in Section 2. The special case 0 = 1 = 0 gives the frequently discussed
Dirichlet boundary condition considered in [2–5,7,8,16].
Problem (1:1) is a one-dimensional version of the parabolic boundary problem considered in
[4,5,11,13] where various qualitative properties of the solution in relation to the corresponding
steady-state problem have been discussed. For the present problem (1.1) the corresponding steady-state
problem is given by
−(D(x)ux)x + !(x)ux = f(x; u); (0¡x¡l);
u(0)− 0ux(0) =
∫ l
0
K (0)(x)u(x) dx + g(0)s ;
u(l) + 1ux(l) =
∫ l
0
K (1)(x)u(x) dx + g(1)s ; (1.2)
where g(0)s and g
(1)
s are constants.
Using the implicit 2nite-di$erence scheme, we discretize problem (1:1) into a system of nonlinear
algebraic equations. A similar 2nite-di$erence system is obtained for the steady-state problem (1.2).
For each of the 2nite-di$erence systems we develop a monotone iterative scheme for the computation
of numerical solutions. As in the case of continuous problems these iterative schemes yield not only
computational algorithms for numerical solutions but also the existence and uniqueness of a solution
to the time-dependent problem, and the maximal and minimal solutions of the steady-state problem.
The comparison results of these iterative schemes also lead to the convergence of the time-dependent
solution to the maximal or minimal steady-state solution depending on the initial function. Since
our formulation of the 2nite-di$erence system is by the implicit method, the monotone iterative
scheme for the time-dependent problem is unconditionally stable with respect to the time and spatial
increments.
It should be pointed out that in our formulation of the time-dependent 2nite-di$erence system we
have used the implicit method so that the resulting algebraic equations are, in general, nonlinear.
This formulation is crucial in obtaining meaningful numerical solutions of (1.1) as well as analogous
qualitative properties of the 2nite-di$erence solutions. The use of explicit or “semi-implicit” methods
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in the formulation may yield incorrect or misleading numerical solutions of the continuous problem
(see [12] for some discussions and examples).
The plan of the paper is as follows. In Section 2 we develop a monotone iterative scheme for the
time-dependent problem. A similar monotone iterative scheme for the steady-state problem is given
in Section 3 where some suJcient conditions for the uniqueness of the solution are also given. The
asymptotic behavior of the time-dependent solution in relation to the steady-state solutions is given
in Section 4. Finally, in Section 5 we give some numerical results for a logistic model problem
where the analytical solution is explicitly known and is used to compare with the numerical solution
obtained by the monotone iterative scheme.
2. The time-dependent problem
Let h=Lx = l=M; k =Lt; xi = ih and tn = nLt, and let
= {(xi; tn); i = 1; 2; : : : ; M − 1; n= 1; 2; : : :};
M= {(xi; tn); i = 0; 1; 2; : : : ; M; n= 0; 1; 2; : : :};
where M is the number of intervals in [0; l]. For each mesh point (xi; tn) we set
ui;n = u(xi; tn); Di±1=2 = D(xi ± h=2); !i = !(xi);  i =  (xi);
f(ui;n) = f(xi; tn; ui; n); g()n = g
()(tn);
where D1=2 =D−1=2 ≡ D0 and DM+1=2 =DM−1=2 =DM . When no confusion arises we write the index
(i; n) instead if (xi; tn). De2ne
2x[ui;n] = h
−2[Di+1=2(ui+1; n − ui;n)− Di−1=2(ui;n − ui−1; n)]: (2.1)
Using the central di$erence approximation for (D(x)ux)x and ux and the implicit 2nite-di$erencing
scheme we approximate the di$erential equation in (1.1) by the 2nite-di$erence approximation
k−1(ui;n − ui;n−1)− 2x[ui;n] + (!i=2h)(ui+1; n − ui−1; n) = f(ui;n):
De2ne r = k=h2 and
ai = Di+1=2 + Di−1=2; bi = Di−1=2 + h!i=2; ci = Di+1=2 − h!i=2: (2.2)
Then the above equation may be written as
(1 + rai)ui;n − rbiui−1; n − rciui+1; n = ui;n−1 + kf(ui;n): (2.3)
We choose h62Di±1=2=|!i| so that bi¿0 and ci¿0 (see Remark 2.1).
To approximate the boundary condition we choose a set of quadrature weights {q0; q1; : : : ; qM}
that possess the property
qj ¿ 0 for j = 0; 1; : : : ; M and q0 + q1 + · · ·+ qM = l;
and approximate the integral terms in (1.1) by
∫ l
0
K ()(x)u(x; t) dx =
M∑
j=0
qjK
()
j uj;n ≡ J ()(un); (= 0; 1); (2.4)
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where un = (u0; n; u1; n; : : : ; uM;n). The above property of {ql} is possessed by most of the commonly
used quadrature rules (cf. [14]). To simplify our discussion we approximate the boundary condition
in (1.1) by
u0; n − (0=h)(u1; n − u0; n) = J (0)(un) + g(0)n ;
uM;n + (1=h)(uM;n − uM−1; n) = J (1)(un) + g(1)n :
De2ne the following di$erence operators:
L[ui;n] = (1 + rai)ui;n − rbiui−1; n − rciui+1; n;
B0[u0; n] = (1 + 0=h)u0; n − (0=h)u1; n;
B1[uM;n] = (1 + 1=h)uM;n − (1=h)uM−1; n: (2.5)
Then a 2nite-di$erence approximation of problem (1.1) is given by
L[ui;n] = ui;n−1 + kf(ui;n) ((i; n)∈);
B0[u0; n] = J (0)(un) + g(0)n ;
B1[uM;n] = J (1)(un) + g(1)n (n= 1; 2; : : :);
ui;0 =  i (i = 0; 1; : : : ; M): (2.6)
To show the existence of a unique solution to (2.6) and to obtain a computational algorithm for
the numerical solution we present a monotone iterative scheme using an upper solution or a lower
solution as the initial iteration. The de2nition of these functions is given by the following.
Denition 2.1. A function u˜ i; n is called an upper solution of (2.6) if it satis2es the relation
L[u˜ i; n]¿u˜ i; n−1 + kf(u˜ i; n) ((i; n)∈);
B0[u˜ 0; n]¿J (0)(u˜n) + g(0)n ;
B1[u˜M;n]¿J (1)(u˜n) + g(1)n (n= 1; 2; : : :);
u˜ i;0¿ i (i = 0; 1; : : : ; M): (2.7)
Similarly, uˆ i; n is called a lower solution if it satis2es the inequalities in (2.7) in reversed order.
A pair of upper and lower solutions are said to be ordered if u˜ i; n¿uˆ i; n on M. For a given pair of
ordered upper and lower solutions u˜ i; n; uˆ i; n we set
〈uˆ i; n; u˜ i; n〉 ≡ {ui;n; uˆ i; n6ui;n6u˜ i; n}
and make the following main hypothesis.
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(H) f(ui;n) is a C1-function of ui;n for ui;n ∈ 〈uˆ i; n; u˜ i; n〉 and
K ()j ¿0;
M∑
j=0
qjK
()
j ¡ 1 for = 0; 1: (2.8)
It is obvious from the above hypothesis that for any function $i;n¿0 satisfying
$i;n¿max
{
−@f
@u
(ui;n); uˆ i; n6ui;n6u˜ i; n
}
; (2.9)
we have the relation
$i;nui; n + f(ui;n)¿$i;nvi; n + f(vi;n) if u˜ i; n¿ui;n¿vi;n¿uˆ i; n
J ()(un)¿J ()(vn); (= 0; 1) if u˜n¿un¿vn¿uˆn; (2.10)
where u˜n = (u˜ 0; n; : : : ; u˜M;n) and uˆn = (uˆ 0; n; : : : ; uˆM;n). De2ne
L[ui;n] = L[ui;n] + k$i;nui; n (2.11)
and write the di$erence equation in (2.6) in the equivalent form
L[ui;n] = ui;n−1 + k[$i;nui; n + f(ui;n)]: (2.12)
Then we can construct a sequence {u(m)i; n } from the linear iteration process
L[u(m)i; n ] = ui;n−1 + k[$i;nu
(m−1)
i; n + f(u
(m−1)
i; n )] ((i; n)∈);
B0[u
(m)
0; n ] = J
(0)(u(m−1)n ) + g
(0)
n ;
B1[u
(m)
M;n] = J
(1)(u(m−1)n ) + g
(1)
n (n= 1; 2; : : :);
u(m)i;0 =  i (i = 0; 1; : : : ; M); (2.13)
where ui;n−1 is the solution at the (n− 1)th time step (ui;n−1 can be replaced by u(m−1)i; n−1 ). It is clear
that for any initial iteration u(0)i; n in 〈uˆ i; n; u˜ i; n〉 the sequence governed by (2.13) is well-de2ned and
can be computed by the Thomas algorithm starting from n=1 (e.g. see [1,6]). Denote the sequence
by { Mu(m)i; n } if u(0)i; n = u˜ i; n, and by {u(m)i; n } if u(0)i; n = uˆ i; n. In the following theorem, we show the monotone
convergence of these sequences.
Theorem 2.1. Let u˜ i; n; uˆ i; n be a pair of ordered upper and lower solutions of (2.6), and let hy-
pothesis (H) hold. Then the sequence { Mu(m)i; n } converges monotonically from above to a solution Mu i;n
of (2.6), and {u(m)i; n } converges monotonically from below to a solution u i;n. Moreover,
uˆ i; n6u
(m)
i; n6u
(m+1)
i; n 6u i;n6u i;n6u
(m+1)
i; n 6u
(m)
i; n6u˜ i; n (2.14)
for every m= 1; 2; : : : , and if u∗i; n is another solution in 〈uˆ i; n; u˜ i; n〉 then u i;n6u∗i; n6 Mu i;n on M.
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Proof. We 2rst show the monotone property of the sequences { Mu(m)i; n } and {u(m)i; n }. Let w(0)i; n = Mu(0)i; n− Mu(1)i; n,
where Mu(0)i; n = u˜ i; n. By (2.11), (2.13), and (2.7) (with ui;n = Mu i;n) we have
L[w(0)i; n ] = (L[u˜ i; n] + k$i;nu˜ i; n)− (u i;n−1 + k[$i;nu(0)i; n + f(u(0)i; n)])
= L[u˜ i; n]− (ui;n−1 + kf(u˜ i; n))¿u˜ i; n−1 − u i;n−1;
B0[w
(0)
0; n] = B0[u˜ 0; n]− (J (0)( Mu(0)n ) + g(0)n )¿0;
B1[w
(0)
M;n] = B1[u˜M;n]− (J (1)( Mu(0)n ) + g(1)n )¿0: (2.15)
Consider the above relation for n = 1. Since u˜ i;0 − Mu i;0 = u˜ i;0 −  i¿0, the positivity lemma for
di$erence parabolic boundary-value problems implies that w(0)i;1¿0 on M (e.g. see [10,12]). This
gives Mu(0)i; n¿ Mu
(1)
i; n for n = 1. Using relation (2.15), an induction argument in n shows that Mu
(0)
i; n¿ Mu
(1)
i; n
for every n= 1; 2; : : : . A similar argument leads to u(1)i; n¿u
(0)
i; n ≡ uˆ i; n. Let w(1)i; n = Mu(1)i; n − u(1)i; n. Then by
(2.13) and (2.10),
L[w(1)i; n ] = w
(1)
i; n−1 + k[$i;n(u
(0)
i; n − u(0)i; n) + f(u(0)i; n)− f(u(0)i; n)]¿w(1)i; n−1;
B0[w
(1)
0; n] = (J
(0)( Mu(0)n ) + g
(0)
n )− (J (0)(u(0)n ) + g(0)n )¿0;
B1[w
(1)
M;n] = (J
(1)( Mu(0)n ) + g
(1)
n )− (J (1)(u(0)n ) + g(1)n )¿0;
w(1)i;0 =  i −  i = 0:
It follows again from the above argument and the positivity lemma that w(1)i; n¿0. The above conclu-
sions show that u(0)i; n6u
(1)
i; n6 Mu
(1)
i; n6 Mu
(0)
i; n on M. The monotone property (2.14) follows by an induction
argument similar to that for w(1)i; n . This monotone property implies that the limits
lim
m→∞ u
(m)
i; n = u i;n and limm→∞ u
(m)
i; n = u i;n (2.16)
exist and satisfy relation (2.14). Letting m →∞ in (2.13) and using the equivalence between (2.12)
and the 2rst equation in (2.6) show that both Mu i;n and u i;n are solutions of (2.6). The relation
u i;n6u
∗
i; n6 Mu i;n for any solution u
∗
i; n ∈ 〈uˆ i; n; u˜ i; n〉 follows from the fact that every solution of (2.6) is
an upper solution as well as a lower solution (cf. [9,10]). This proves the theorem.
Theorem 2.1 implies that the limits Mu i;n and u i;n of the monotone sequences { Mu(m)i; n }; {u(m)i; n } are the
respective maximal and minimal solutions of (2.6) in 〈uˆ i; n; u˜ i; n〉. To ensure that these limits coincide
and yield a unique solution of (2.6) we set
) ≡ max
{
@f
@u
(ui;n); uˆ i; n6ui;n6u˜ i; n; (i; n)∈ M
}
: (2.17)
The following theorem gives the uniqueness of the solution.
Theorem 2.2. Let the conditions in Theorem 2:1 hold. If k)¡ 1, where k =Lt and ) is given by
(2:17), then Mu i;n = u i;n(≡ u∗i; n) and u∗i; n is the unique solution of (2:6) in 〈uˆ i; n; u˜ i; n〉.
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Proof. By the maximal and minimal property of Mu i;n and u i;n it suJces to show Mu i;n = u i;n. In view
of (2.6) the function vi;n ≡ Mu i;n − u i;n is nonnegative and satis2es the relation
L[vi;n] = vi;n−1 + k(f(u i;n)− f(u i;n))6vi;n−1 + k)vi;n: (2.18)
De2ne wi;n = (1− *)tn=kvi; n for some constant * satisfying k)¡*¡ 1. Since
wi;n−1 = (1− *)tn−1=kvi; n−1; L[wi;n] = (1− *)tn=kL[vi;n]
and k = tn − tn−1, relation (2.18) implies that
L[wi;n]6 (1− *)tn=k[(1− *)−(tn−1=k)wi;n−1 + k)vi;n]
= (1− *)wi;n−1 + k)wi;n ((i; n)∈):
In view of (2.5), the above relation may be written as
(1 + rai)wi;n − r(biwi−1; n + ciwi+1; n)6(1− *)wi;n−1 + k)wi;n: (2.19)
Moreover, by (2.5) and (2.6),
(1 + 0=h)w0; n − (0=h)w1; n = J (0)(wn);
(1 + 1=h)wM;n − (1=h)wM−1; n = J (1)(wn);
wi;0 = 0: (2.20)
Assume, by contradiction, that wi;n is not identically zero. Then there exists (i′; n′)∈ M such that
wi′ ; n′ is a positive maximum. Clearly, n′ = 0. Since by the hypothesis (H) and the nonnegative
property of qj and K
()
j ,
J ()(wn′) =
M∑
j=0
qjK
()
j wj;n′6

 M∑
j=0
qjK
()
j

wi′ ; n′ ¡wi′ ; n′
for  = 0 and  = 1, we see from (2.20) that i′ = 0 and i′ = M . This shows that (i′; n′)∈ and
(2.19) holds at (i; n) = (i′; n′). But by the relation ai = bi + ci,
ai′wi′ ; n′ − bi′wi′−1; n′ − ci′wi′+1; n′¿0;
we see from (2.19) that
(1− k))wi′ ; n′6(1− *)wi′ ; n′−16(1− *)wi′ ; n′ :
This is impossible since *¿k) and wi′ ; n′ ¿ 0. This contradiction shows that wi;n = 0 on M which
leads to the conclusion Mu i;n = u i;n.
Remark 2.1. (a) In Theorems 2.1 and 2.2 the condition
∑M
j=0 qjK
()
J ¡ 1 is needed only for the
uniqueness of the solution, and the C1-smoothness of the function f(ui;n) can be replaced by the
one-sided Lipschitz condition
f(ui;n)− f(vi;n)¿− K ′(ui;n − vi;n) (u˜ i; n¿ui;n¿vi;n¿uˆ i; n)
for some constant K ′¿0: Notice that if )60 then the condition k)¡ 1 is satis2ed by every k ¿ 0.
(b) In the formulation of Eq. (2.3) we have chosen h62Di±1=2=|!i|. If Di±1=2=|!i| is very small
(that is, if convection dominates di$usion) then the desired property of bi¿0; ci¿0 and ai¿bi + ci
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in (2.3) can still be obtained by an upwind di$erencing scheme on the convection term !ux (e.g. see
[1,12]). On the other hand, the term ux at the boundary points can be approximated by the central
di$erence approximation with a suitable modi2cation on the boundary equation.
3. The steady-state problem
The monotone iterative method for the time-dependent problem (2.6) can be applied to the corre-
sponding 2nite-di$erence system of the steady-state problem (1.2). De2ne ui=u(xi); f(ui)=f(xi; ui),
and the operator
Ls[ui] ≡ 2x[ui] + (!i=2h)(ui+1 − ui−1) = h−2(aiui − biui−1 − ciui+1);
where 2x[ui] is given by (2.1) and ai; bi, and ci are given by (2.2). Then we approximate problem
(1.2) by the 2nite-di$erence system
Ls[ui] = f(ui) (i = 1; : : : ; M − 1);
B0[u0] = J (0)(u) + g(0)s ;
B1[uM ] = J (1)(u) + g(1)s ; (3.1)
where u = (u0; u1; : : : ; uM ). In analogy to De2nition 2.1, we have the following de2nition for (3.1).
Denition 3.1. A function u˜ i is called an upper solution of (3.1) if it satis2es the relation
Ls[u˜ i]¿f(u˜ i) (i = 1; : : : ; M − 1);
B0[u˜ 0]¿J (0)(u˜) + g(0)s ;
B1[u˜M ]¿J (1)(u˜) + g(1)s : (3.2)
Similarly, uˆ i is called a lower solution if it satis2es the inequalities in (3.2) in reversed order.
Suppose there exist a pair of ordered upper and lower solutions u˜ i; uˆ i, and hypothesis (H) holds
with respect to f(ui) for ui ∈ 〈uˆ i; u˜ i〉. Choose any function $i¿0 such that
$i¿max
{
−@f
@u
(ui); uˆ i6ui6u˜ i
}
: (3.3)
Then we can construct a sequence {u(m)i } from the linear iteration process
Ls[u
(m)
i ] + $iu
(m)
i = $iu
(m−1)
i + fi(u
(m−1)
i );
B0[u
(m)
0 ] = J
(0)(u(m−1)) + g(0)s ;
B1[u
(m)
M ] = J
(1)(u(m−1)) + g(1)s : (3.4)
It is obvious that this sequence is well-de2ned. Denote the sequence by { Mu(m)i } if u(0)i = u˜ i, and by
{u(m)i } if u(0)i = uˆ i, and refer to them as maximal and minimal sequences, respectively. The following
theorem gives an analogous result as that in Theorem 2.1.
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Theorem 3.1. Let u˜ i; uˆ i be a pair of ordered upper and lower solutions of (3.1), and let hypothesis
(H) hold. Then the sequence { Mu(m)i } converges monotonically from above to a maximal solution Mu i
of (3.1), and the sequence {u(m)i } converges monotonically from below to a minimal solution u i.
Moreover,
uˆ i6u
(m)
i 6u
(m+1)
i 6u i6u i6u
(m+1)
i 6u
(m)
i 6u˜ i: (3.5)
Proof. The proof follows from the same argument as that in the proof of Theorem 3.1 and is
omitted.
In Theorem 3.1 the maximal and minimal property of Mu i and u i is in the sense that if u
∗
i is a
solution of (3.1) in 〈uˆ i; u˜ i〉 then u i6u∗i6 Mu i. In general, the maximal and minimal solutions do not
coincide and problem (3.1) may possess multiple solutions. However, if f(ui) satis2es the additional
condition
@f
@u
(ui)60 for ui ∈ 〈uˆ i; u˜〉; (3.6)
then we have the following uniqueness result.
Theorem 3.2. Let the hypothesis in Theorem 3:1 be satis;ed. If condition (3:6) holds, then Mu i = u i
(≡ u∗i ) and u∗i is the unique solution of (3:1) in 〈uˆ i; u˜ i〉.
Proof. Let wi = Mu i − u i. By (3.1), (3.5) and (2.4) we have wi¿0 and
Ls[wi] = f(u i)− f(u i) (i = 1; : : : ; M − 1);
B0[w0] = J (0)(w) =
M∑
j=0
qjK
(0)
j wj;
B1[wM ] = J (1)(w) =
M∑
j=0
qjK
(1)
j wj; (3.7)
where w = (w0; : : : ; wM ). Assume, by contradiction, that wi = 0. Then there exists i′ such that wi′
is a positive maximum. It is obvious from the 2rst boundary condition in (3.7) that i′ = 0, for if
i′ = 0 then
B0[w0] = (1 + 0=h)w0 − (0=h)w16

 M∑
j=0
qjK
(0)
j

w0 ¡w0
which is absurd. Similarly, by the second boundary condition in (3.7), i′ = M . This shows that
i′ ∈{1; : : : ; M − 1}, and therefore by (3.7) and (3.6),
Ls[wi′] = h−2(ai′wi′ − bi′wi′−1 − ci′wi′+1)60:
However, since wi′ is a positive maximum and ai=bi+ci for every i the above relation is possible only
when wi′ =wi′+1 =wi′−1. This implies that wi′+1 and wi′−1 are both positive maximum. Replacing wi′
by wi′+1 (and by wi′−1) and repeating the above argument we conclude that wi is a positive constant.
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This is a contradiction since neither w0 nor wM can be a positive maximum. This proves wi =0 for
all i which yields Mu i = u i. The uniqueness of the solution in 〈uˆ i; u˜ i〉 follows from the maximal and
minimal property of Mu i and u i.
The uniqueness condition in Theorem 3.2 can be replaced by the following condition:
K ()j ¿ 0;
M∑
j=0
qjK
()
j 61; (= 0; 1);
@f
@u
(ui)60; (ui ∈ 〈uˆ i; u˜ i〉)
and
@f
@u
(ui)¡ 0 for at least one i: (3.8)
Speci2cally, we have the following result.
Theorem 3.3. Let the hypothesis in Theorem 3:1 be satis;ed except that the condition (2.8) in
(H) be replaced by (3.8). Then Mu i = u i (≡ u∗i ) and u∗i is the unique solution of (3.1) in 〈uˆ i; u˜ i〉.
Proof. Consider relation (3.7) for the function wi = Mu i − u i¿0. Assume, by contradiction, that wi
has a positive maximum at i′ = 0 (or i′ =M). Then by (3.7) and (2.5),
(1 + 0=h)w0 − (0=h)w1 =
M∑
j=0
qjK
(0)
j wj:
In view of hypothesis (H) and condition (3.8), the above relation is possible only if w0 =wi for all
i (and if
∑M
j=0 qjK
(0)
j = 1). The same is true if i′ =M . In either case there exists i′ ∈{1; : : : ; M − 1}
such that wi′ is a positive maximum. By the argument in the proof of Theorem 3.2, wi must be a
positive constant and therefore
Ls[wi] = h−2(ai − bi − ci)wi = 0 for all i:
However, the 2rst relation in (3.7) and condition (3.8) implies that
Ls[wi] = f(u i)− f(u i)¡ 0 for at least one i:
Hence we obtain a contradiction. This shows that wi = 0 which gives Mu i = u i.
Remarks 3.1. (a) The strict inequality on K ()(x) in (H) or the strict inequality in (3.8) on @f=@u
for at least one i is necessary for ensuring the uniqueness of the solution. Consider, for example,
f(xi; ui) = f(xi) and K ()(si) = 1=l (i = 0; 1; : : : ; M; = 0; 1):
Then K ()j ¿ 0;
∑M
j=0 qjK
()
j = 1 and @f=@u= 0. However, it is easy to see that if ui is a solution of
(3.1) then for any constant c; ui + c is also a solution.
(b) The results of the theorems in Sections 2 and 3 can be easily extended to two and higher
dimensional spatial domains with a suitable formulation of the 2nite di$erence system.
4. Asymptotic behavior
To investigate the asymptotic behavior of the 2nite-di$erence solution ui;n of (2.6) we assume
that f ≡ f(x; u) and g()(t) = g()s are independent of t and steady-state problem (3.1) has a pair of
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ordered upper and lower solutions u˜ i; uˆ i. This implies that problem (3.1) has a maximal solution
Mu i and a minimal solution u i in 〈uˆ i; u˜ i〉. Our 2rst aim is to show that if the initial function  i in
(2.6) is either u˜ i or uˆ i then the corresponding solution ui;n converges monotonically to Mu i and u i,
respectively. Before doing this we prepare the following positivity lemma.
Lemma 4.1. Let $i;n ¡ 1 be bounded on M, and let hypothesis (H) hold. If wi;n satis;es the relation
L[wi;n]¿$i;nwi;n + wi;n−1 ((i; n)∈);
B0[w0; n]¿
M∑
j=0
qjK
(0)
j wj;n;
B1[wM;n]¿
M∑
j=0
qjK
(1)
j wj;n (n= 1; 2; : : :);
wi;0¿0 (i = 0; 1; : : : ; M); (4.1)
then wi;n¿0 on M.
Proof. Consider the case $i;n ¡ 0. If wi;n were not nonnegative on M then there would exist (i′; n′)∈ M
such that wi′ ; n′ is a negative minimum. By the initial inequality in (4.1), n′ = 0. Moreover by the
boundary inequalities in (4.1) and hypothesis (H), i′ = 0 and i′ = M , for otherwise, we would have
B0[w0; n′] ≡ (1 + 0=h)w0; n′ − (0=h)w1; n′¿
M∑
j=0
(qjK
(0)
j )w0; n′ ¿w0; n′ ;
B1[wM;n′] ≡ (1 + 1=h)wM;n′ − (1=h)wM−1; n′¿
M∑
j=0
(qjK
(1)
j )wM;n′ ¿wM;n′ ;
which is absurd. Hence (i′; n′)∈. Since by (2.2), (2.5) and the negative minimum of wi′ ; n′ ,
L[wi;n] = wi;n + r[aiwi;n − biwi−1; n − ciwi+1; n]6wi;n
when (i; n) = (i′; n′) we see from the 2rst inequality in (4.1) that
(1− $i′ ; n′)wi′ ; n′¿wi′ ; n′−1: (4.2)
It is obvious that the above relation cannot be satis2ed for the case $i;n ¡ 0. This contradiction shows
that wi;n¿0 on M if $i;n ¡ 0.
In the general case $i;n ¡ 1 we make a transformation by letting vi;n = (1 − *)nwi;n, where * is
any constant satisfying $i;n ¡*¡ 1. Then vi;n satis2es the same boundary and initial inequalities in
(4.1) and the relation
(1− *)−nL[vi;n]¿$i;n(1− *)−nvi; n + (1− *)−(n−1)vi;n−1:
The above relation is equivalent to
L[vi;n]¿$i;nvi; n + (1− *)vi;n−1 ((i; n)∈): (4.3)
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New if (i′; n′) were a negative minimum of vi;n on M then the argument for wi;n shows that (i′; n′)
must be in  and relation (4.2) is replaced by (because of (4.3))
(1− $i′ ; n′)vi′ ; n′¿(1− *)vi′ ; n′−1¿(1− *)vi′ ; n′ :
This relation contradicts the fact that $i;n ¡* and vi′ ; n′ ¡ 0. Hence vi;n¿0 which yields wi;n¿0 on
M.
Using the above positivity lemma we obtain the following convergence theorem for problem (2.6).
Theorem 4.1. Let u˜ i; uˆ i be a pair of ordered upper and lower solutions of (3.1), and let Mu i;n; u i; n
be the solutions of (2.6) corresponding to  i=u˜ i and  i=uˆ i, respectively. Assume that k)¡ 1; f ≡
f(x; u) and g() ≡ g()s are independent of t, and hypothesis (H) is satis;ed. Then the following
conclusions hold: (i) Mu i;n is nonincreasing in n; u i;n is nondecreasing in n, and Mu i;n¿u i;n on M. (ii)
The limits
lim
n→∞ u i;n = u i; limn→∞ u i;n = u i (4.4)
exist and are the respective maximal and minimal solution of (3.1) in 〈uˆ i; u˜ i〉. (iii) For any
 i ∈ 〈uˆ i; u˜ i〉 the corresponding solution ui;n of (2.6) satis;es the relation
u i;n6ui;n6u i;n on M: (4.5)
Proof. (i) Since the pair u˜ i; uˆ i are also upper and lower solutions of (2.6) whenever  i ∈ 〈uˆ i; u˜ i〉,
Theorem 2.2 ensures that the (unique) solutions Mu i;n and u i;n exist and are in 〈uˆ i; u˜ i〉 for all n. We
show that they are monotonic in n. Let wi;n = Mu i;n − Mu i;n+1. In view of (2.6), (2.4), and the mean
value theorem, wi;n satis2es the relation
L[wi;n] = wi;n−1 + k[f(u i;n)− f(u i;n+1)] = wi;n−1 + kfu(+i;n)wi;n;
B0[w0; n] = J (0)( Mun)− J (0)( Mun+1) =
M∑
j=0
qjK
(0)
j wj;n;
B1[wM;n] = J (1)( Mun)− J (1)( Mun+1) =
M∑
j=0
qjK
(1)
j wj;n;
wi;0 = u i;0 − u i;1 = u˜ i − u i;1¿0; (4.6)
where +i;n is an intermediate value between Mu i;n and Mu i;n+1. Since kfu(+i;n)6k)¡ 1, Lemma 4.1
implies that wi;n¿0 on M. This proves the nonincreasing property Mu i;n+16 Mu i;n. A similar argument
gives the nondecreasing property u i;n+1¿u i;n and the relation Mu i;n¿u i;n on M. (ii) The result in
(i) implies that the limits Mu i and u i in (4.4) exist and satisfy the relation uˆ i6u i6 Mu i6u˜ i. Letting
n → ∞ in (2.6) shows that both Mu i and u i are solutions of (3.1). The proof that Mu i and u i are
the maximal and minimal solutions of (3.1) follows from the same argument as that in [10]. (iii)
To show the relation (4.5) we observe that the solution ui;n of (2.6) remains in 〈uˆ i; u˜ i〉 for all n
whenever  i ∈ 〈uˆ i; u˜ i〉. This implies that the function w∗i; n ≡ Mu i;n − ui;n satis2es the inequalities in
(4.6) which yields Mu i;n¿ui;n. The proof for ui;n¿u i;n is similar. This proves the theorem.
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It is obvious from (4.4) and (4.5) that if Mu i=u i then for any  i ∈ 〈uˆ i; u˜ i〉 the corresponding solution
ui;n of (2.6) converges to Mu i as n → ∞. This fact and the uniqueness conditions in Theorems 3.2
and 3.3 lead to the following result.
Theorem 4.2. Let the hypotheses in Theorem 4:1 be satis;ed; and let ui;n be the solution of (2:6)
with an arbitrary initial function  i ∈ 〈uˆ i; u˜ i〉. If either condition (3:6) or condition (3:8) holds then
Mu i = u i (≡ u∗i ) and
lim
n→∞ ui;n = u
∗
i (i = 0; 1; : : : ; M): (4.7)
5. Numerical results
To demonstrate the monotone iterative schemes and the construction of upper and lower solutions
for the time-dependent and the steady-state problems (2.6) and (3.1) we consider a model problem
in the form
ut − Duxx + au= u(1− u) + q(x; t); (0¡x¡ 1; t ¿ 0);
u(0; t) = 0; ux(1; t) + u(1; t) =
∫ 1
0
K (1)(x)u(x; t) dx + g(1)(t);
u(x; 0) =  (x); (5.1)
where D and a are positive constants, q; K (1); g(1) and  are some functions to be chosen. The
corresponding steady-state problem is given by
−Duxx + au= u(1− u) + qs(x) (0¡x¡ 1);
u(0) = 0; ux(1) + u(1) =
∫ 1
0
K (1)(x)u(x) + g(1)s : (5.2)
The above problem was studied in [15] for numerical solutions, and it is a special case of problem
(1.1) with the constants != (0) = 0; l= (1) = 1, and the functions K (0)(x) = 0; g(0)(t) = 0 and
f(x; t; u) =−au+ u(1− u) + q(x; t): (5.3)
To test the computational algorithms we choose some speci2c values of the various data so that the
analytical solution of (5.1) and (5.2) are explicitly known. This solution is then used to compare
with the numerical results by the monotone iterative schemes (2.13) and (3.4), respectively.
It is easy to verify that for any choice of K (1)(x) the function
u∗(x; t) = x(2− x) + 0:1e−t sin(x=2); (5.4)
where = 5 + 2=40, is the solution of (5.1) if we choose D = 0:1; a= 5, and
q(x; t) = 0:2 + 5x(2− x)− u∗(1− u∗)
g(1)(t) = u∗x (1; t) + u
∗(1; t)−
∫ 1
0
K (1)(x)u∗(x; t) dx
 (x) = x(2− x) + 0:1 sin(x=2): (5.5)
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Table 1
Numerical Solutions of (5.1) and (5.2) with K (1)(x) = 12 (u-computed solutions, u
∗-analytical
solution)
xi 0.0 0.2 0.4 0.6 0.8 1.0
ui;1 0.0 0.38431 0.68660 0.90449 1.03595 1.07767
u∗i;1 0.0 0.38371 0.68521 0.90223 1.03316 1.07692
ui;2 0.0 0.37940 0.67742 0.89211 1.02144 1.06068
u∗i;2 0.0 0.37828 0.67478 0.88787 1.01627 1.05917
ui;3 0.0 0.37551 0.67026 0.88259 1.01028 1.04753
u∗i;3 0.0 0.37406 0.66675 0.87682 1.00032 1.04552
ui;4 0.0 0.37236 0.66464 0.87521 1.00163 1.03735
u∗i;4 0.0 0.37082 0.66058 0.86832 0.99330 1.03501
ui;5 0.0 0.36988 0.66025 0.86951 0.99496 1.02951
u∗i;5 0.0 0.36832 0.65583 0.86179 0.98561 1.02693
ui;6 0.0 0.36793 0.65684 0.86511 0.98981 1.02347
u∗i;6 0.0 0.36640 0.65218 0.85676 0.97970 1.02072
ui;7 0.0 0.36640 0.65418 0.86170 0.98583 1.01882
u∗i;7 0.0 0.36492 0.64936 0.85289 0.97516 1.01594
ui;8 0.0 0.36520 0.65211 0.85907 0.98276 1.01523
u∗i;8 0.0 0.36378 0.64720 0.84992 0.97166 1.01226
ui;9 0.0 0.36426 0.65050 0.85703 0.98038 1.01246
u∗i;9 0.0 0.36291 0.64554 0.84763 0.96897 1.00943
ui;10 0.0 0.36353 0.64925 0.85545 0.97855 1.01032
u∗i;10 0.0 0.36224 0.64426 0.84587 0.96690 1.00725
Steady-state solution
ui 0.0 0.36053 0.64063 0.84053 0.96040 1.00030
u∗i 0.0 0.36000 0.64000 0.84000 0.96000 1.00000
Similarly, the function
us(x) = x(2− x) (5.6)
is the solution of the steady-state problem (5.2) if
qs(x) = 0:2 + 5x(2− x)− us(1− us)
g(1)s = (us)x(1) + us(1)−
∫ 1
0
K (1)(x)us(x) dx: (5.7)
For de2niteness, the function K (1) will be chosen as either K (1)(x) = 12 or K
(1)(x) = e−x.
To apply the monotone iterative schemes we need to 2nd a pair of ordered upper and lower
solutions. It is obvious from (5.3)–(5.5) that f(x; 0)¿0; g(1)n ¿0 and  i¿0. This ensures that uˆ i; n=0
is a lower solution. An upper solution may be taken as a constant ,¿ 0. Indeed, u˜ i; n=, is an upper
solution if
a,¿,(1− ,) + qi;n; ,¿Kˆ (1),+ g(1)n ; ,¿ i;
where Kˆ
(1) ≡∑Mj=0 qjK (1)j . The above inequalities are ful2lled by any constant , satisfying
,¿{1; qi; n=a; g(1)n =(1− Kˆ
(1)
);  i}: (5.8)
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Table 2
Numerical solutions of (5.1) and (5.2) with K (1)(x) = e−x (u-computed solutions, u∗-analytical
solution)
xi 0.0 0.2 0.4 0.6 0.8 1.0
ui;1 0.0 0.38431 0.68660 0.90448 1.03594 1.07772
u∗i;1 0.0 0.38371 0.68521 0.90223 1.03316 1.07692
ui;2 0.0 0.37934 0.67737 0.89208 1.02142 1.06077
u∗i;2 0.0 0.37828 0.67478 0.88787 1.01627 1.05917
ui;3 0.0 0.37540 0.67017 0.88253 1.01025 1.04764
u∗i;3 0.0 0.37406 0.66675 0.87682 1.00032 1.04552
ui;4 0.0 0.37228 0.66457 0.87517 1.00164 1.03751
u∗i;4 0.0 0.37082 0.66058 0.86832 0.99330 1.03501
ui;5 0.0 0.36983 0.66020 0.86950 0.99499 1.02969
u∗i;5 0.0 0.36832 0.65583 0.86179 0.98561 1.02693
ui;6 0.0 0.36789 0.65681 0.86511 0.98986 1.02366
u∗i;6 0.0 0.36640 0.65218 0.85676 0.97970 1.02072
ui;7 0.0 0.36637 0.65416 0.86172 0.98590 1.01901
u∗i;7 0.0 0.36492 0.64936 0.85289 0.97516 1.01594
ui;8 0.0 0.36518 0.65210 0.85909 0.98284 1.01542
u∗i;8 0.0 0.36378 0.64720 0.84992 0.97166 1.01226
ui;9 0.0 0.36425 0.65050 0.85706 0.98047 1.01264
u∗i;9 0.0 0.36291 0.64554 0.84763 0.96897 1.00943
ui;10 0.0 0.36352 0.64925 0.85549 0.97864 1.01051
u∗i;10 0.0 0.36224 0.64426 0.84587 0.96690 1.00725
Steady-state solution
ui 0.0 0.36053 0.64064 0.84055 0.96042 1.00032
u∗i 0.0 0.36000 0.64000 0.84000 0.96000 1.00000
Since this pair are constants they are also upper and lower solutions of the steady-state problem
(3.1). It is easy to verify that for the cases K (1)(x)= 12 and K
(1)(x)=e−x it suJces to choose ,=1:5.
Knowing the values of u˜ i; n =1:5 and uˆ i; n =0, and the relation @f=@u=−a+1− 2u we may choose
the function $i;n in (2.9) as (with a= 5)
$i;n =max{a− 1 + 2u; 06u61:5}= 7:
Moreover, since @f=@u¡ 0 for 06u61:5, Theorem 3.2 (or Theorem 3.3) ensures that us(x) is the
unique steady-state solution.
Using Mu(0)i; n = 1:5 and u
(0)
i; n = 0 as the initial iteration in the iteration process (2.13) (with $i;n =
7) and choosing the Simpson’s rule for the quadrature weights {qj}, we compute the sequences
{ Mu(m)i; n }; {u(m)i; n } for the cases K (1)(x) = 12 and K (1)(x) = e−x. The mesh size in the 2nite-di$erence
system is taken as h = k = 1=20, and the numerical values of the solution is determined by the
condition | Mu(m)i; n − u(m)i; n |¡- for various values of -¿ 0. The same choices of the above data are
used in the iterative scheme (3.4) for the steady-state problem (3.1). Numerical results for the
time-dependent and steady-state solutions for the cases K (1)(x) = 12 and K
(1)(x) = e−x (and with
-=10−5) are given in Tables 1 and 2, respectively. The asymptotic behavior of the time-dependent
solution with three di$erent initial function  i is given in Table 3. In these tables the values of the
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Table 3
Asymptotic behavior of time-dependent solutions (values of ui;n for large n)
xi  i = 0  i = 0:75  i = 1:1 Steady-state
solution
0 0.00000 0.00000 0.00000 0.00000
1 0.06625 0.06621 0.06617 0.06523
2 0.11254 0.11238 0.11343 0.11024
3 0.14456 0.14436 0.14572 0.14345
4 0.16662 0.16624 0.16789 0.16512
5 0.18164 0.18274 0.18283 0.18134
6 0.19146 0.19222 0.19266 0.19117
7 0.19888 0.19974 0.19911 0.19815
8 0.20295 0.20327 0.20365 0.20342
9 0.20419 0.20515 0.20616 0.20416
10 0.20528 0.20690 0.20624 0.20517
11 0.20426 0.20538 0.20625 0.20486
12 0.20236 0.20396 0.20386 0.20122
13 0.19714 0.19868 0.19944 0.19755
14 0.19086 0.19128 0.19177 0.18949
15 0.18055 0.18130 0.18135 0.17955
16 0.16487 0.16523 0.16526 0.16413
17 0.14296 0.14322 0.14344 0.14118
18 0.11125 0.11125 0.11126 0.11012
19 0.06514 0.06522 0.06526 0.06345
20 0.00000 0.00000 0.00000 0.00000
analytical solutions are also given for the purpose of comparison. It is seen from these results that
numerical values for both the time-dependent solution and the steady-state solution agree quite well
with their respective analytical solution. More numerical results can be found in [15].
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