In this paper, non-normal interactions in a thermoacoustic system are studied, using a low-order expansion of the state variables in terms of eigenmodes. The thermoa- The expansion in terms of eigenmodes is computationally efficient, making the approach potentially applicable to complex, 3D configurations including non-trivial boundary conditions and spatio-temporal distributions of heat release fluctuations.
In this paper, non-normal interactions in a thermoacoustic system are studied, using a low-order expansion of the state variables in terms of eigenmodes. The thermoacoustic eigenmodes are determined as solutions of the Helmholtz equation or the linearized Euler equations, respectively, in the presence of a time-lagged heat source.
Subsequently, non-normal effects are evaluated in a post-processing analysis based on the computed eigenmodes. In the case where the eigenmode analysis is based on the linearized Euler Equations, effects of a non-zero mean flow velocity can be taken into account. The energy associated with the eigenmodes may then contain contributions of convected entropy and vorticity modes as well as the acoustic field. The notion of transient growth of perturbation energy is thus extended from an expression based on the classical acoustic energy density to a form based on a generalized disturbance energy.
The expansion in terms of eigenmodes is computationally efficient, making the approach potentially applicable to complex, 3D configurations including non-trivial boundary conditions and spatio-temporal distributions of heat release fluctuations.
In the present paper, the method is applied to a 1D configuration that consists of a duct including a 1D heat source, followed by a choked isentropic nozzle. It is shown that for such a case it is essential to include the contribution of entropy perturbations in the calculation of the optimal initial perturbation and the maximum transient energy growth. Subsequently, the impact of increasing mean flow Mach number and increasing strength of flame/acoustic interaction on non normal effects is assessed in a parameter study. a) wieczorek@cerfacs.fr b) franck.nicoud@univ-montp2.fr
I. INTRODUCTION
Over the last decades, thermoacoustic instabilities have been the subject of intense research activity with the aim to better understand and predict them at the design level, thus avoiding problems in late development or during commissioning. Unless the pertinent governing equations are solved in the time domain (e.g. when Large Eddy Simulation is used), linear stability analysis often relies on a modal approach, where eigenmodes/eigenfrequencies of the thermoacoustic system are sought for. A system is considered linearly stable, if and only if all its modes decay exponentially. However, the eigenmodes are in general not orthogonal, because of boundary conditions and/or coupling between acoustic perturbations and heat release 1, 2 . Thus the associated eigenfrequencies provide information only about the long-term evolution of the modes. Due to non-normality, linear modes may interact and transient energy growth can be observed even for stable systems. This effect was demonstrated by Balasubramanian & Sujith 2 who transferred ideas initially developed for shear flow instabilities [3] [4] [5] [6] to the thermoacoustic context.
The maximum energy growth that can appear depends only on the thermoacoustic system of interest. Calling U the state vector (typically the components of U are the fields of acoustic density, pressure and velocity), the relevant equations for describing the time evolution of the perturbations read formally:
where A is a differential operator, which is linear when linear thermoacoustics is considered.
Eq. (1) is nothing but a set of partial differential equations, which can be reduced to a set of ordinary differential equations when an appropriate discretization method is used.
The thermoacoustic system of interest is then represented by a first order dynamical system which reads:
where u is the discretized counterpart of U. If Eq. (2) is obtained from Eq.
(1) using a modal expansion ("Galerkin") technique, i.e. by expanding the fluctuating quantities in a series of orthogonal basis functions 7 , the vector u contains the weights of those basis functions. On the other hand, if a finite difference/finite volume technique is used, u contains the nodal values of the state vector U. Of course, the square matrix A depends on the discretization technique, both in its size and structure. Typically, a modal expansion produces a dense matrix of small size, as the expansion requires usually only few basis functions 8 , whereas a finite volume approach produces a large, but sparse matrix 9 .
In any case, some of the characteristics of the thermoacoustic system can be studied by analyzing the matrix A instead of the differential operator A. Notably, the maximum transient energy growth at time t,
where E is a suitably defined measure of perturbation energy (see below), is related to the largest singular value of the exponential matrix exp(−At) 5 . This property was used in several recent studies in order to quantify the non-normal effects in simple thermoacoustic systems such as the Rijke tube 2 or a laminar diffusion flame 10 . This allowed assessing the maximum transient growth G max = max [G(t)], the maximum value being taken over all the possible values of t. Unfortunately, we believe that this approach based on a Singular Value Decomposition (SVD) of the matrix A is not very suitable for complex systems for two main reasons:
1. time delay: In practical cases, the flame response to upstream acoustic perturbations is time lagged, the time delay τ being potentially related to several fluid mechanics and/or chemical processes relevant to the flame unsteadiness. In thermo-acoustic simulations based on linearized equations, this time lag behaviour has to be included explicitly in the system of equations via a model for the heat source. As a consequence, the system cannot be described by Eq. (1), but an expression of the form
or generalizations involving several time lags, must be used instead. Unfortunately, generalizing the SVD approach described above to Eq. (4) is not straightforward and may involve additional simplifications like assuming the time delay τ to be small compared to the first mode's period 8 .
2. boundary conditions: if the Galerkin method is used to convert Eq. (1) into Eq. (2), the knowledge of an orthogonal set of basis functions, which meet the actual boundary conditions of the thermoacoustic problem, is required. Because they convey useful information about the configuration, the acoustic eigenmodes are suitable for this purpose 7 . Unfortunately, they are not orthogonal as soon as the boundary conditions correspond to a finite, complex-valued impedance 1 , a situation which is not rare.
If a finite difference/finite volume type of approach is used instead, the size of the discretized problem, Eq. (2), is large (typical finite volume grids contain 10 5 − 10 6 elements) so that performing a SVD in order to assess G(t) may be CPU demanding.
Thus, maximizing G(t) over all the values of time t to obtain G max might not be affordable in practice.
Recently, Selimefendigil et al. 11 proposed a method to handle delayed systems and overcome the first issue mentioned. In their view, Eq. (4) is recast into an equivalent non-delayed problem for which the pseudospectra can be computed. 
where p (x, t) stands for the acoustic pressure at position x and time t; γ(x) and ρ 0 (x) are the time averaged isentropic coefficient and density of the fluid; p 0 is the homogeneous background pressure.
Eq. (5) states that heat release fluctuations q (x, t) may influence the acoustics in the domain.
It is common practice to model the feedback effect, viz. the influence of acoustic fluctuations on combustion, via an n − τ type of model [20] [21] [22] . This model assumes that the heat release fluctuations are proportional to the time-lagged velocity fluctuations at a reference point located upstream of the flame:
where H q (x) is the amplitude of the flame response and can be related to the parameter n of n − τ -models 9 , τ (x) is the time delay and n ref is a unit vector. Assuming timeharmonic perturbations of pulsation ω, one may write p (x, t) = p(x)e −iωt and q ( x, t) = q(x)e −iωt . The acoustic field can then be expressed in terms of eigenmodes that are solution of a Helmholtz equation written for the complex amplitude of pressurep:
As the problem has been written in frequency domain, the reflection of low frequency waves at the boundaries can be handled easily with a complex-valued impedance at the boundary, denoted Z(ω), Z ∈ C. The appropriate boundary condition to impose top takes the following form:
where n BC is a unit vector normal to the boundary and c 0 (x) is the speed of sound. Solving the eigenproblem given by Eq. (7) and Eq. (8) 
B. Non-orthogonality of the eigenfunction Non-normality arises from the fact that the thermoacoustic eigenmodes are not orthogonal. Thus, it is important to specify how orthogonality is defined or, equivalently, what is the appropriate inner product. The formalism used throughout this paper is therefore stated in the following.
An acoustic perturbation is defined as a vector composed of pressure and velocity fluctuations p and u that are assumed to be harmonic in time. This allows to write:
where the vectorv(x) contains the complex amplitudes of pressure and velocity fluctuations, the latter being composed of three componentsû(x) = (û x (x),û y (x),û z (x)) and ω = ω r +iω i is a complex frequency.
The following considerations are set in the complex space, i.e. the return to a real-valued vector is dropped. The solutions of the thermoacoustic system are considered in the form of complex-valued vectors
a complex eigenvector.
Considering v 1 (x, t) and v 2 (x, t) two complex vectors that are solution of Eqs. (7), (8) and (9), a weighted inner product can be defined as follows:
with
V the volume of the domain that is considered and W a weight matrix.
If W is the identity matrix I, the inner product defined in Eq. (12) applied to an eigenvector
By defining the matrix W in an appropriate way, the product of Eq. (12) can be linked to an equivalent of the acoustic energy associated to the mode v(x) =v(x)e −iωt . For an eigenvectorv(x) as defined in Eq. (11), a weight matrix
allows to define an equivalent acoustic energy of the form:
where | . . . | denotes the absolute value of a complex number. The term E ac (t) is a realvalued energy that is defined based on complex quantities. It shares the same coefficients as the classical acoustic energy. Still, it differs from the latter in the sense that the classical acoustic energy is based on the real parts of the complex signals and will hence be noted E ac, (t) in the following:
Please note that the energy terms of Eq. (14) and (15) do not follow the same temporal evolution. The term of Eq. (14) is defined in a way as to describe the energy of a linear combination of several modes with possibly incommensurate frequencies, which would prohibit time averaging over one period of oscillation.
This difference becomes clearer if one considers the two energy terms defined for orthogonal
For a characteristic time scale of amplification θ that is much larger than the period of the eigenmodes T j (i.e. for modes with an imaginary frequency much smaller than the real frequency ω i << ω r ), one may link the energy terms in the following way:
In particular, one may consider the case of a domain with a reactive impedance boundary condition, where the eigenmodes are marginally stable. This boundary condition allows an instantaneous flux of acoustic energy across the border of the domain, which means that E ac, (t) will vary. The time-integrated flux over one period of oscillation is zero, though, and the variation in E ac, (t) is not to be attributed to non-orthogonality. As shown by Eq. (16), the equivalent acoustic energy E ac (t) does not reflect that effect and remains constant.
Complete equivalence between the terms of Eq. (14) and (15) may thus be established by time averaging. However, in the present case the short term transient behaviour is to be evaluated. Therefore, it does not make sense to introduce a time average.
The orthogonality of the eigenmodes can now be discussed using the inner product introduced in Eq. (12) together with the weight matrix of Eq. (13). The projection ofv 1 (x) ontô v 2 (x) can be expressed analytically and leads (after some algebra) to the following equation (see Appendix A for a short derivation):
where S and V denote the surface and the volume of the domain, respectively, and * stands for complex conjugates. (The dependency of the complex variables on x is omitted for clarity, and the mean flow speed is neglected.)
The expression of Eq. (17) is an extension of the result by Nicoud et al. 1 , who were considering only pressure fluctuations in their analysis of the eigenmodes' orthogonality, instead of the complete mode structure composed of pressure and velocity terms. Eq. (17) shows that two eigenmodesv 1 andv 2 are orthogonal when a) boundary impedances are trivial ,
i.e. they correspond to pressure or velocity nodes withp = 0 or ∇p = 0 respectively; and b) no heat release fluctuations occur (q = 0). However the conditions for orthogonality will most probably never be met in an actual experimental setup, so that non-normality should be considered as the rule for practical thermoacoustic systems.
As a consequence, even if all the eigenmodes are found stable (ω i < 0), there is a possibility for the equivalent acoustic energy of Eq. (14) The focus of the present study is however limited to the assessment of non-normality effects in complex configurations and non-linearity is not considered.
C. The maximum possible amplification
For complex time-dependant signals of pressure and velocity q(x, t), a maximum possible amplification G ac (t) can be defined as
This quantity should be thought of as the upper bound of the envelop of the equivalent acoustic energy. Starting from any perturbation with a unit energy norm, the equivalent acoustic energy term will always remain smaller than or equal to this coefficient: E ac (t) < G ac (t), ∀t. Still, there is no reason why the optimal perturbation, which maximizes E ac at time t 1 , should also maximize E ac at time t 2 = t 1 , thus the envelop.
Schmidt & Henningson 5 provide a procedure to assess this maximum possible amplification for complex signals q(x, t) that can be expressed as a linear combination of m complex eigenmodes:
This expansion of q(x, t) as a linear combination of eigenmodes can be rewritten in a compact matrix notation as
where the j th column of the matrixV (x) contains the complex-valued eigenvectorv j (x), 
where the matrix M contains the inner products of the m selected eigenvectors:
The element kl of this matrix reads:
Since · · Wac is an inner product, M ac is a positive Hermitian matrix so that its Cholesky decomposition exists and yields the square matrix F ac of size m such that F 
This equation shows that E ac (t) is nothing but the L 2 -norm of the vector F ac e −iΩt k. Note that in difference to the energy term defined for one single mode (Eq. (14)), the equivalent acoustic energy term for a superposition of several modes is function not only of ω i , but also of ω r (via the matrix Ω).
Finally, noting that the Cholesky factor F ac is not singular, the maximum possible amplification at time t takes the following form:
By definition, this quantity is the L 2 -norm of the operator
ac . In other words, the maximum amplification at time t is given by the largest singular value of F ac e −iΩt F −1
ac . The optimal initial perturbation is given by the corresponding right singular vector of
ac . On the LHS of Eq. (25), the superscript m indicates that this expression gives the maximum energy amplification at time t for all the perturbations which can be obtained by combining the m selected eigenvectors (this notation is sufficient if one assumes that the m vectors selected correspond to the m lowest eigenfrequencies). In the same way, the maximum transient growth, which can be obtained by combining these m eigenvectors, can be obtained by maximizing G m ac (t) over time and shall be noted:
In the case where the eigenmodes are orthogonal and all damped, the matrices M ac and F ac are both diagonal. Then, Eq. (25) shows that the maximum growth rate equals unity
ac reduces to e −iΩt ) as it is expected when non-normality is not present.
As a last comment, we stress the fact that the singular value decomposition is performed on a matrix of size m (which is the number of eigenmodes used to generate the signal), making the above approach computationally inexpensive.
D. Extension to non isentropic modes
When the LEE equations are solved instead of the Helmholtz equation for pressure only, the thermoacoustic modes contain one more component, in the presented case the fluctuating entropy. Any mode can thus be represented with the following compact notation :
To describe the energy contained in this kind of modes, the corollary for disturbance energy derived by Myers 24 and extended by Karimi et al. 25 is appropriate. Thus, instead of the classical acoustic energy of Eq. (15), the following term should be used to determine the total energy of the disturbances:
The weight matrix W tot that relates the inner product of Eq. (12) to a complex based equivalent of the total disturbance energy of Eq. (28) reads
The resulting energy term reads then
where the dependencies on x were omitted for clarity.
The energy term based on complex quantities (Eq. (30)) is formally equivalent to the one based on real-valued quantities (Eq. (28)), as the last term of the RHS integral can be rewritten using the linearized state equation
It can be shown 26 that the matrix W tot defined in Eq. (29) is definite positive as long as the local mean flow Mach number is smaller than a critical value, more precisely if
Since this condition is well satisfied for practical combustion systems, the following integral:
defines an inner product. Thus, the analytical development described in section II C remains valid in the non-isentropic case and the maximum growth at time t can be written as:
where the Cholesky factorisation of the matrix 
As in the isentropic case of section II C, we may remark that :
• Eq. (32) produces G The numerical setup consists in a duct of constant cross section of length L c , with a region of heat release ("flame") of axial extent δ f located at x = x f and connected to a nozzle of length L−L c (see Fig. 1 ). As in 9 , the mean flow is assumed isentropic except in the region of heat release and is constructed from analytical expressions of the temperature profile in the combustion chamber and the Mach number distribution in the isentropic nozzle as follows:
The mean flow is then entirely determined by the choice of three independent inlet quantities (for example p The mean profiles depicted in Fig. 2 correspond to the numerical values gathered in Table I and used throughout the course of this study. T u and T b are the temperature of cold ("unburnt") and hot ("burnt") gas on both sides of the heat source, respectively. Note that in the presented case, the gain of the transfer function H q of Eq. (6) The first eigenmodes of the configuration are computed following the procedure described in 9 where the Linearized Euler Equations written in the frequency space are discretized on a staggered mesh. The first three modes are displayed in Fig. 3 where the modulus of the complex amplitudes of pressure, velocity and entropy are plotted. It should be noted that the evaluation based on E ac (t) alongside with E tot (t) is included here in order to point out the importance of the correct choice of the energy form. The evaluation of non-orthogonal effects as post-processing of an eigenvalue analysis may be more prone to inconsistencies than other approaches. The following demonstration is therefore meant to caution the reader against misleading results, which occur if the presented technique is used inadequately.
The temporal evolution of the terms G 6 ac (t) and G 6 tot (t) is shown in Fig. 4(a) . In this plot, the time is scaled by the period of the first eigenmode, which has a frequency of f 1 = 59.1 − 8.3iHz (cf. Fig. 3(a) ); the possible transient energy growth is plotted using a log-scale. It is obvious that the two quantities behave very differently, their maximal values being G 6 max,ac ≈ 6000 and G 6 max,tot ≈ 6. In both cases, however, the maximum possible amplification is reached at a reduced time of t max ≈ 0.5, i.e. after half a period of the first mode. It should also be noted that at very low Mach numbers the two approaches lead to results comparable with each other, with values of G m max,tot ≈ G m max,ac ≈ 1 (not shown). Fig. 4(b) shows the temporal evolution of G 6 tot (t) together with that of the energy of the optimal initial perturbation E 6 opt,tot (t). The energy of the initial perturbation follows very closely the curve of G(t). This indicates that the optimal initial condition maximises the energy of the system not only at t = t max , but rather throughout the complete initial phase considered here. The optimal initial perturbations that allow to obtain the maximum possible amplifications G 6 ac (t) and G 6 tot (t) are shown in Fig. 5 for t = 0. Figure 6 shows the same perturbations at the moment of maximum possible amplification, i.e. at t = t max .
In the optimal initial perturbation obtained using the total energy approach (see Fig. 5(b) ), fluctuations of entropy, pressure and velocity are equally present. At the time of maximum growth t = t max , the entropy contribution to the disturbance energy term E tot has increased significantly, while the acoustic mode persists (see Fig. 6(b) ). The situation is rather different for the optimal perturbation computed based on the acoustic energy only. At the initial time, the optimal perturbation contains mainly entropy fluctuations, the acoustic contribution being virtually zero (see Fig. 5(a) ). However, at t = t max the entropy fluctuations have decreased, while the acoustic part has increased significantly (see Fig. 6(a) ). This means that energy has been transferred from entropy towards acoustic fluctuations. However, as entropy fluctuations were not taken into account in the computation of the energy term, this also means that the acoustic energy term E ac is amplified enormously as it grows from an initial value close to zero to a non-zero value at t = t max .
This observation is consistent with the fact that a large value of G 6 max,ac is observed in Fig. 4 , while the value of G 6 max,tot is a lot smaller. To better understand the physical background of the difference between G m max,ac and G m max,tot , the convergence of these quantities with respect to the number of eigenmodes m used for the analysis is displayed in Fig. 7 . From Fig. 7(a) This observation is confirmed by Fig. 7(b) , which shows the contribution of acoustic fluctuations to the optimal initial perturbation computed with the norm based on the acoustic energy (cf. Figs. 5(a) and 6(a) ). For this plot, the value σ(t) has been defined as the ratio of acoustic energy to total disturbance energy:
where E ac (t) and E tot (t) are the terms defined in Eq. (14) and (30) 
IV. PARAMETER STUDY
In the following, two aspects contributing to non normality in the system will be investi- 
B. Variation of the strength of the unsteady heat release term
In the remainder of this section, the impact of unsteady heat release on non-normal interactions and resulting growth of perturbation energy is investigated. As before, the effects of non-normality are determined based on the total disturbance energy approach.
As introduced in section II, the unsteady heat release is described using an n-τ -model, leading to the expression stated in Eq. (6) . In the frequency domain, this unsteady heat release term reads:q
The local interaction index H q can be linked to a parameter n as follows:
where x f and δ f denote the position and the thickness of the flame, respectively.
Varying the parameter n hence allows to change the strength of the flame-acoustic interaction, which is what is investigated in the following. However, once unsteady heat release is introduced with n > 0, some of the modes are expected to become linearly unstable. This is indeed observed for the configuration investigated here, see Table II, In such cases, the computation of a transient growth factor is not obviously meaningful, perhaps not even possible. However, the system being linearly unstable does not mean that non-orthogonal effects do not exist anymore, but rather that G m tot (t) cannot be used for the evaluation, as it will inevitably tend to infinity. For this reason confrontation with linearly unstable systems is usually avoided. Otherwise, an analysis can be made possible by introducing a damping term in the governing equations 8 . However, this approach requires changes to the formulation of the underlying eigenvalue problem, and is thus opposed to the idea of studying non-normal effects in a post-processing step.
In this paper a different strategy is therefore adopted: Simply speaking, the growth of perturbation energy including non-normal interactions is compared to the growth of the energy of the most unstable eigenmode,
Results are shown in Fig. 10 . Is is evident that non-normal interactions can accelerate the growth, such that larger perturbation energies are reached at earlier times. However, such enhanced growth is only observed in the early stages of growth t < 0.2, at later times the growth rate of the most unstable modes dominates the evolution. This becomes particularly obvious when the data shown in Fig. 10 is plotted on a log-linear scale (see Fig. 11 ). Then it becomes clear that for n = 2 and n = 4, perturbation energies including non-normal interactions are about four times and two times larger, respectively, than the energy that the most unstable mode reaches at the same time.
As mentioned before, for the case of a linearly unstable system G(t) will tend to infinity and can therefore not be used for the analysis. In such conditions, the largest oscillation amplitudes are always observed at t → ∞, and they would correspond to the most unstable mode, i.e. the mode with largest imaginary part ω i . (where comp stands for compensation of the exponential growth.) In difference to G(t), the growth term of Eq. 40 tends towards a stable value for large times, and presents a maximum value during the initial cycle. This "compensated" growth term can therefore be used to quantify the effect of accelerated growth in unstable non-orthogonal systems, the approach being otherwise the same as for linearly stable systems.
V. CONCLUSION
This article evaluates non-normal effects for a thermoacoustic system that contains both a source of entropy fluctuations and a zone of accelerated mean flow. Rather than using a singular value decomposition approach, the determination of the maximum transient energy growth and the corresponding optimal initial perturbation is carried out as a very efficient post-processing analysis based on an expansion in eigenmodes. These modes are obtained by solving the Linearized Euler Equations using a finite volume technique, a method which allows to take into account mean flow effects and is at the same time suitable for complex geometries. It should be noted, though, that as the approach is based on an eigenmode decomposition, the computation of eigenvectors being associated to discrete frequencies is a prerequisite to this analysis. The generalization of the presented technique from 1D to a complete 3D analysis based on the Linearized Euler Equations is limited to the case of discrete eigenmodes. For hydrodynamic instabilities associated to a continuous frequency spectrum, the presented approach may require further adjustments not considered in this study.
The results confirm that the eigenmodes of thermo-acoustic configurations are, in general, not orthogonal, which allows for transient growth of disturbance energy. However, it is pointed out that for the analysis of non-normal effects of such a configuration the definition of the norm, or equivalently the proper choice of the disturbance energy, is crucial. Two approaches are presented in this paper, the first one being based on an energy term that is equivalent to the classical acoustic energy; the second one being based on the total distur- Applied to a schematic representation of a combustion chamber with a moderate mean flow speed and choked exit without unsteady heat release, the method presented predicts a maximum possible amplification of G max,tot ≈ 6. For this configuration, a linear combination of five to six eigenmodes is sufficient to determine the maximum possible amplification and the optimal initial perturbation. A subsequent parameter study shows the effects of the mean flow Mach number and unsteady heat release on the degree of non-normality.
The analysis confirms that non normal effects increase with the mean flow velocity and the strength of the thermo-acoustic interaction. It is demonstrated also that linearly unstable systems can be analysed with the method presented. The results show that transient growth due to non-normality may lead to high amplitudes of perturbations at times earlier than those predicted by linear theory, i.e. before the exponential growth is the dominant aspect.
After completion of the work described in the present paper, Subramanian & Sujith 
