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1. INTRODUCTION 
A very useful, though simple, result about two term ordinary differential 
equations is the following proposition fKiguradze Ill]: 
(a) Given the equation 
$+yF(x,y)=O (1.1) 
where F(x, y) has a fixed sign, positive or negative, for 0 <x < 00, --oo < 
y < 00. If y is a nonoscillatory solution of (1.1) on 10, 00 ), there exists an 
integer k, 0 < k < n such that 
y”’ > 0, i = O,..., k
(-ly’-ky’j’ > 0, j = k + l,..., n, 
(1.2) 
on a certain ray (a, co). Moreover, the parity of k is such that 
(-l)“pkF(x,y)<O. 
(b) ?f 
y”’ > 0, 
y’k+ ‘) < 0, 
i = O,..., k
(1.3) 
on (a, co) then 
(x - a) y”+ ‘) < (k - t) y(l), t = O,..., k (1.4) 
on (a, co). 
Proposition (a) is widely used in the study of linear, nonlinear, and delay 
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differential equations. Inequalities (1.4) are used to estimate nonoscillatory 
solutions and to obtain criteria for the existence (or nonexistence) of various 
nonoscillatory solutions. See [4-9, 11, 121 and Lemma 3.2 of [13]. 
The aim of this note is to generalize inequalities (1.4) in various 
directions. 
2 
In (1.3) Kiguradze utilized only the inequalities y,..., yCk) > 0, yCkt ‘) < 0 
while in (1.2) we have information about the signs of other derivatives too. 
The next theorem generalizes (1.4) in this direction. 
THEOREM 1. If the function y satisfies 
Y(QY'(O),..., y’k-“(0) > 0, 
(-ly-” y(j)(x) > 0, O<x<L, 
(2.1) 
where j is a certain integer, j > k, then 
0 < x < L, for each t = 0 ,..., k. (2.2) 
Equivalently, 
(-q-k /f-k 
i 
Ytt) 
Xj-f-l/(j-t- I)! 'O' i 
O<t<k, for eachfixed x E (0, L], (2.3) 
where Aiek denotes the (j - k)th forward d@erence with respect to the 
variable t. 
For example, if j = k + 1, inequalities (2.2), (2.3) are 
(It 1) y’tl 
xk-‘-$(k+ I)! - Xk-‘/(k-t)! Go> 
t = O,..., k (24 
both of which are identical with (1.4). Thus each of the k + 1 functions y/xk, 
y//x”- I,..., ytk’ decreases on (0, L] and for each fixed x E (0, L], we have a 
decreasing sequence y(x)/(xk/k!) > y’(x)/(xk-‘/(k - l)!) > . . . > Y(~)(X). For 
j = k + 2 each of the functions y/x” ,..., yCk’ is convex on (0, L] and for each 
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fixed x E (0, L], the sequence JJ(x)/(x”’ ‘/(k + I)!), y’(x)/(xk/k!),..., y’“‘(x)/x 
is convex. 
Here we prove the theorem by a method which can be easily generalized. 
First we present some simple facts which will be used later on. 
LEMMA. The operators L, = xP(dP-q/dxP-q) x-~ and L, = 
xr(dr--S/dxr--S) x-‘, p > q, r > s, are permutable. At x = 0, 
L,U],.,=(-l)p-~q(q+1)~*~(p-l)U(o), (2.6) 
LIL*ulX=O = (-l)“-q+‘=s q(q + 1) **a (p - 1) s(s + 1) ... (r - 1) u(0) (2.7) 
ProoJ In order to prove that L,L, = L,L, it is sufficient to show that 
Lr L, u = L,L, u for p - q + r - s + 1 functions with nonvanishing 
Wronskian. We shall show this for the functions u = xa for any a. Indeed, 
L,[x*]=(-q+a)(-q+a- I)*** (-p+a+ l)Xa, 
L,L~[~“l=L~L~]~a]=((-q+a)(-q+a-l)~~~(-p+a+l)) 
X ((-s+a)(-s+a- l)...(-r+a+ 1))~~. 
Consequently L, L, = L,L, . 
By the Leibnitz rule 
L, u = ,qx-qu)(p-q) 
=“f” P-9 
,bfJ ( 1 I 
(-q)(-q - 1) . . . (-4 - [f 1) xP~q~‘fi(P~q~~) 
and for x = 0 we obtain (2.6). To show (2.7), let 
I--s 
L,L,u= 1 r;s 
( i 
(-s)(-s- 1) *.. (-s-I+ l)L,[x’-s-‘u(‘~s-I)]. 
I=0 
Applying L, to the functions x’-~~‘u(‘~~-‘) and putting x = 0, we may have, 
by (2.6), a nonvanishing term only for I= r-s. Thus 
L1L2ulXzo= (-s)(-s - 1) .a. (-r + l)L,u],=, 
and (2.7) follows. 
Proof of Theorem 1. To prove (2.2) we define H(x) = ~j(y/x~)(j-~), that 
is H(x) = (xjDjpkxpk) y, where D = d/dx. 
By the lemma 
,(+) = x-‘(x’Df)(xjDj-kx-k) y = x-‘(xiDj-kx-k)(x’Df) y 
= (xj-rD(j-t)-(k-I)X-(k-t) ) y"'. (2.8) 
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If we use (2.6) with p = j - t, q = k - t we have for t = 0 ,..., k - 1 
and thus, by (2.1) 
(- 1)j-k W’(0) > 0, t = O,..., k - 1. (2.9) 
For t = k (2.8) gives HCk’(x) = x~-~JJ(~) and again by (2. l), 
(--I)--kH(k)(X) > 0 for x > 0. (2.10) 
Inequalities (2.9), (2.10) imply that (-lye” H”‘(x) > 0 on (0, L] for 
t = 0 ,..., k which means by (2.8) 
(-l)‘kx’-$$ (Jg) 20, t = O,..., k
and (2.2) is proved. 
To verify (2.3) we rewrite (2.2) as 
(-k+t)(-k+t-l)... 
(-I) (k-t-l)! 
1 ck - ’ + ‘- ‘)! X-k+l-,#t+J-k-,) 
Multiplying by x(k - t - l)! we obtain 
j-k 
(-q--k y7 (-1)’ 
IT 
which is exactly (2.3). 
Remark. (1) Kiguradze assumed originally that y(x), y’(x),..., 
yCk’(x) 2 0, which is indeed the natural thing to do in context of Eq. (1.1). 
However only y(O), y’(0),...,yCk- “(0) 2 0 is really needed and y is not 
necessarily positive. For example, y = x3’* - x2 satisfies (2.1) and (2.2) with 
k = 2, j = 3 while y is not positive on (0, co). 
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(2) It is not necessary to utilize all the assumptions of (2.1). If, for 
example, we use only 
y(O),y’(O) )...) y’k-3’(0) > 0, 
(-iy’-k+2y(j)(X) = (-l)j-ky(j)(x) > 0, 
that is, we replace k by k - 2, we obtain the additional inequalities 
(-lr’-” (&]‘jPk+2) > 0, t = O,..., k - 2 (2.11) 
AN EXAMPLE. Let F(x) = l/x J‘;f(s) ds. If f’n) > 0 for x > 0 then also 
F’“) > 0, x > 0. 
Indeed, put y(x) = (- 1)” iGf(s) ds. Then y(O) = 0, (- 1)” L.“’ ’ ” =f”‘) > 0 
and the result follows by (2.2) with k = 1, j = n + 1. 
This example belongs naturally to the subject of convexity of order n. See 
also [ 11. 
The next theorem presents differential nequalities which correspond to 
other sign patterns of the initial values. 
THEOREM 2. If the function y satisfies 
qy”‘(0) >, 0, i = O,..., n - 1, 
E, y’“‘(x) > 0 on l&L], 
(with ci = f 1) then 
E, 7-c,-*71,-* *..~,“OY>O 
where 
1 
7zt = - 
X 
if &i= Eit, 
(2.12) 
(2.13) 
(2.14) 
d =-- 
dx 
if Ei=-Ei+,. 
Moreover, if 0 < k, < h, < k, < ... < h, < k, < h,, , are integers and 
y”‘(0) > 0, O<i<k,-1, 
(-l)“,-kl y”‘(0) > 0, h, < i < k, - 1, 
(2.15) 
(_l)‘h,-k,~,)t~~~+‘h~~kl)y(i)(o)~o, h,<i<k,- 1, 
(-1)‘4+1 -k,)+...+‘hz-k,) ‘la,,,) Y (x) > 0 on lO,Ll, 
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then 
(+“+‘-” [-& . . . [-& (-$)“‘“I [-&]I -1 >O (2.16) 
for every t = 0 ,..., k , 0 < x < L. 
Proof: First we show that every set of conditions of the form (2.12) can 
be reduced to the form (2.15) so that (2.13) will be concluded from (2.16). 
Indeed, given a sequence si, i = 0, l,..., we choose h, < k, ,< h,, , so that 
= &k,, 
Ek, = - Eklt, = . . . = (-l)hl+lPk, &h,+l, 
E,, ItI = &h,+,+l = “’ . 
Assuming without loss of generality that y(O) > 0 (E, = l), the corresponding 
condition in (2.15) will be 
(+h/-k/-d+ . . +(hz-kl) y”‘(q > 0, h, < i < k, - 1. 
In this case we have in (2.13) zh,+, . . . rck,rrk,-i .+. zh, = (-d/d~)~‘tl-~‘cl:x)~l-~l 
and those are exactly the corresponding terms in (2.16). Two cases deserve 
some attention. If E~=--E~=...=(-~)~E~, sg=sptl, we choose k,=O, 
h,=p and both (2.13) and (2.16) begin with zPP, ... rrOy= (-d/d~)~y. If 
E,_,#&,= a-* = E,, p < n, we choose h, =p, k,= hr+, = n and both (2.13) 
and (2.16) terminate with rt,-, . . . zP = (l/x)“-“. Thus it is possible to put 
(2.12) in the form (2.15) and to deduce (2.13) from (2.16). Moreover, 
assumption (2.15) is more flexible than (2.12): in (2.15) it is not necessary 
to know the signature of y”‘(O) for i @ [0, k,) U [h,, k,) U . .. and we only 
require that the common sign of the y”‘(O) -s in the [th group (h, < i < 
k, - 1) differs from the sign of those in the (I - 1)th group by (-l)h’-k’ 1, 
where h, - k,- 1 is the length of the gap between the groups. Therefore, we 
shall deal only with (2.15). 
To keep the notation simple we shall prove the proposition ly for r = 2; 
the proof of the general case is similar. So, let p > q > r > s > 0, 
y”‘(0) > 0, i = O,..., s - 1, 
(-I)‘-“y”‘(O)>O, i=r ,..., q- 1, 
(-l)PPq+r-sy(p)(X) > 0, on [0, L]. (2.17) 
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We shall prove that 
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(-l)P-e--s gg (x-‘u-rI ii;:, (x-‘s-f)y’f)) 
1 
> 0, t = o,..., s, 
(2.18) 
on (0, L]. 
First, the function u = (-l)r-sycr) satisfies u”‘(O) > 0, i = O,..., q - r - 1 
and (-l)p-q u (p-r)(x) > 0. Consequently, by Theorem 1, (-l)pPq 
(a/~~-“)(~-~) > 0, that is, 
(-l)P-q+r-s g (p-q) > o 
( 1 
on (O,L]. (2.19) 
When s = 0 (and t = 0), (2.18) is identical with (2.19) and the proof is 
completed. When s > 0 we put 
H(x) = (x~D~-qx~q)(x’D’-sx-s)y E L, L, y 
Then, by the lemma, 
and by (2.7), 
H”‘(O) = (-1)p-qtr-s (q - t)(q - t + 1) .** 
x (p -t - l)(s - t) ... (r-t - l)y”‘(O). 
Combining this equality with (2.17) we have 
(-l)p-q+r--s H’“(0) > 0, t = o,..., s - 1. 
For t = s we have by (2.20) H”‘(x) = ~~-~(y’~)/x~-~)(~~~), so that 
according to (2.19), 
(-1)“-q+‘-s H’“‘(X) > 0 on [0, L]. 
From the last inequalities t follows that (-l)pPq+rPS H”‘(x) 2 0 on [O, L] 
for t = O,..., s and (2.18) follows if we substitute for H(‘) the explicit 
expression which was obtained in (2.20). The proof of the general case 
(2.15) is based on the same argument and it is completed by mathematical 
induction. 
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In (2.15), as in (2.1), we may disregard pairs of initial values to obtain 
additional inequalities. For example, if y”’ > 0, i = O,..., q - 1, then (2.18) 
still holds with 0 < s < r < q such that r-s is even. 
3 
The differential nequalities of the previous section can be reproduced 
when the derivatives are replaced by the generalized derivatives 
L,Y =PoY 
LiY=Pi(Li-lY)‘3 i = 1, 2,.... 
Here the pts are positive and sufIiciently smooth. We define 
~,;(x)=po’(~)~~p;~(x,)!o” . ../.“~‘p;‘(x,)dx,, ...dx,, v=O, l,.... 
Note that 
L, Q,.(x) = 0 for P > v, 
L,#,(x) = 1, 
(3.1) 
and L,@,(x) > 0 on (a, 00) for ,U G v. 
THEOREM 3. If the function y satisfies 
L,y@),..., Lk-,y(a)>,O, 
(-l)j-k Lj y(x) > 0, a<x<b, 
(3.2) 
where j is a Jixed integer, j > k, then 
L,Y, Lf#k,***, L,@j- 1 
Lf+j-kYY Ll+j-k4k2".3 L;+j-k4j- L 
> 0, t = O,..., k (3.3) 
on [a, b]. Equivalently, 
W@,, $4 T..., #f-l,YY 4kY #k+lY*.r $j-1) > O3 t = O,..., k (3.4) 
where W denotes the Wronskian determinant. 
ProoJ First we remark that (3.3) is a generalization of (2.2). Indeed, for 
ordinary derivatives biE 1) and a = 0 we have 4,(x) = x”/v! and (3.3) is 
(-ly-” W(xkp’/(k - t)!,..., xj-‘-‘/(j - 1 - t)!, y”‘) > 0. 
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By the identity 
W(ry, ,-*., ry,) = “W(Y, Y..,Yl), (3.5) 
[ 14,2], with r = xk-‘, I =j - k + 1 the last Wronskian equals 
(-lY’-“[(k- t)! . . . (j- 1 -q-’ X(k-l)(i-k+I)(y(t)/Xk~r)(j-k) 
and so (3.3) implies (2.2). Nevertheless we think that the particular case 
deserves a separate proof because of its own interesting features. 
It is sufficient o prove (3.3) for t = 0. For 1 < t < k - 1 the result follows 
by the same argument if we look at the conditions 
L,Y(U),..., L,- 1 Y+> > O, (-Q-k LjY(X) > 0 
and consider them as generalized derivatives of the function L, y. For t = k 
the determinant in (3.3) is identical with (-lye k L,y by (3.1) so there is 
nothing to prove. 
In addition to the Wronskian W(y, ,..., yi) = det(ylY “),.,, ,,..,, i, it is 
convenient to introduce the generalized Wronskian W(y, ... yi) = 
det(L,- I Yt.)v.,= I,..., i’ Those two are related by 
RY 1 ,...>yi) =pXpi-’ *” pi- 1 w(Y, ?...T Yi)* (3.6) 
Equation (3.6) is verified by expanding the terms L,-, ~1,. and some row 
operations. According to this notation, (3.3) (with t = 0) is written as 
(3.7) 
First we prove (3.7) under the more restrictive assumption 
L,y(a) = ... = L,-, y(a) = 0, (-l)‘-kLjy>O. (3.8) 
If D(c) = 0 for some c > a, there exists a nontrivial linear combination 
u=c,y+c,4,+ ... + cjPk$jj-, such that . 
L,u(c) = 0, 
L&u) = 0, 
t = O,..., j - k, 
t = O,..., k - 1. 
(3.9) 
Apply Rolle’s theorem to the generalized derivatives Lou,..., Lju. By the 
j + 1 boundary conditions (3.9) we obtain that if u f 0 on (a, c) Lju must 
change its sign there. This is impossible since Lju E c,Lj y has a fixed sign 
and so u = 0 on [a, c]. Hence, either D(x) = 0 on [a, c] for some c, a < c < b 
and D(x) # 0 on (c, b] or D(x) # 0 on (a, b]. In either case D(x) has a fixed 
sign on [a, b]. 
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The sign of @(y, #k,..., djj-,) is the same for every y which satisfies (3.8). 
Otherwise, if f?( y, , #k ,..., #jj- ,), @I( yL, dk ,..., 4ji- ,) have opposite signs on 
(a, b], then for some 0 < A < 1, W(AJJ~ + (1 -A) y,, #k ,..., ~ji- 1) would 
change its sign, which was shown above to be impossible. Hence it is 
sufftcient o show (3.7) for one function y which satisfies (3.8). We choose 
y = (-l)jPk $j and show that 
ct<(-l>“-k #ji, $ks**, @j- 1) = R($kY”‘> #j- 13 #j) > O (3.10) 
on (a, b]. This inequality is well known; see [ 10, p. 2791. Nevertheless we 
complete its proof here. By the above argument it is sufficient o show that 
(3.10) holds in a right neighborhood of x = a. Now, for values of x close to 
a, 
L,4,,=(x--a)“-” I(v-lu>!P,+I(a)...p”(a)l-’ [1 +o(l)L 
so 
@(dk,..., #j) = A det((x - a) k+L’pul(k + v -~u>!>,,,=O,...,j-kII + O(l)1 
where A > 0 and we agree that l/m! = 0 for a negative integer m. The last 
determinant is exactly W((x - ~)~/k!,..., (x- a)‘/!!) and by (3.5) we obtain 
immediately that 
@(4k,..., fjj) = B(x - up-k+ ‘) [ 1 + o(l)] 
with B > 0. This establishes (3.10) in a right neighborhood of a and (3.7) is 
proved under the assumption (3.8). 
If L, y(a),..., L - r y(a) > 0 then u =y - C”:d L,y(a) @i satisfies (3.8), 
hence f@(u, dk,..., q5jj-,) > 0. To prove 
k-l 
p(y, @k,-*, #j-l)= p(U, Qk?*.*T #j-l) + v LiY(a) @(#i,#k>...r#,/-l) >O 
,ro 
we need only to show that 
@(#i, #k>..., #j- 1) > 0 on (a, b]. (3.11) 
This known inequality follows again as (3.10). Indeed, if @‘(#i, dk,..., 
tijj-,)(c) = 0, then there exists u = c,,#~ + c,dk + ... + cjPkdjj-, such that 
L,u’(c) = 0, t = O,..., j - k, 
L&d(a) = 0, t = o,..., i - 1, i + 1 ,.. ., k - 1, 
By these j boundary conditions it follows that Lj-, u must change its sign in 
(a, c), in contradiction with Lj- I u = cjPk. The sign of our determinant is 
determined by @(di, $k,..., #jj_l)=B(~-a)i+‘k-‘“‘-k’ [l +0(l)], B>O. 
This completes the proof of (3.3). 
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Recalling (3.6), we see that instead of (3.4) we may prove 
~($4p.., ~f-,,Y,~k,...,~ji-,)~O, t = O,..., k.
But by (3.1), this determinant is identical with the determinant in (3.3); thus 
(3.4) is proved too. 
Remarks. ‘(3) A careful review of the proof of Theorem 1 shows that 
we use implicitly the identity 
(DkXigj-kX-k)y _ xj-kD.iy, 
(D=G 
(3.12) 
An analogous proof of Theorem 3 may be given if (3.12) is replaced by the 
Frobenius-Polya factorization of the disconjugate operator Lj, 
W. 
L,y=----'- D 
wj’- ,
wj-* Wj Wj-2 
. ..-$&+$y. 
3 I 2 I 
with Wi = W( y, ,..., yi) and the solutions y,,..., yjof L, y = 0 are choosen as 
(L+k?...? $j- , ,fbO, $, ,..., #k-, in this order. 
(4) Theorem 2 may be generalized too. If, for example 
LiY(a) > OY i = O,..., s - 1, 
(-l)‘-” L,y(a) > 0, i = r ,..., q - 1, (3.13) 
(-l)P--q+r--s L, y(x) > 0, on la, bl, 
s<r<q<p, then 
%&,..., Qt-l,Y, ti,,..., f/L,. #q,..., $ -1) > 0, t  = o,..., s (3.14) 
on [a, b]. The proof is similar to that of Thorem 3. 
AN EXAMPLE. Forj= k + 1, (3.3) is 
Lty Ll#k >o 
Lt+lY Lf+14k ’ ’ 
t = O,..., k.
This is equivalent to each of the inequalities 
(3.15) 
(3.16) 
L,+,Y LtY ~ __ 
Lt+l#k ’ Lttik’ 
t = O,..., k.
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which are the analogous of (2.4), (2.5). This is the direct generalization of 
the inequalities of Kiguradze and in the next theorem we suggest a simple 
application. 
In Theorem 6 of [4] we proved that if the equation 
yen) +p(x>y = 0 
is disconjugate on (a, co), so is the mth order equation, 2 < m < n, 
UCrn) + [(m - l)!/(n - l)!](x - a>“-“p(x) u = 0. 
In fact, in [4] m!/n! appears instead of (m - l)!/(n - l)!, but the bigger 
constant is obtained without any change of the proof. For m = 2, see [8 1. 
This result may be immediately generalized by using (3.16). Recall the 
definition 
L,Y=P”Y, LiY=Pi(Li-lY)‘, 
that is, 
LY =P,(***@,@,Y)‘)’ .**I’3 
and define the mth order (2 < m < n) operator M, by 
that is 
M,u = PnemU, 
Mi” =Pnp*+i(Mi-lu)‘, i = I,..., m
M,u =P,(...@,-,+,@n~mU)‘) *.*>‘* 
THEOREM 4. Suppose that 
!^ 
00 
pi’dx= co, i = O,..., n - 1. (3.17) 
If 
L,Y fP(X)Y =0 (3.18) 
is disconjugate on (a, co), so is the mth order equation (2 < m < n) 
M u+ 
m 
I 
Ll(x)Pn-m(X)p(x) 
L,-,4,-,(x) I 
u = 0. (3.19) 
Proof. The proof is identical with that of 121, except the modifications of
the inequalities of Kiguradze. First, by (3.17), disconjugacy and disfocality 
are equivalent for equations (3.18), (3.19) [3]. It suffices toprove that (3.19) 
is (q, m - q)-disfocal on (a, co) for every q, 1 ,< q < m - 1, such that 
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(-l)“-“p(x) < 0. Let q be such an integer. Since (3.18) is disconjugate on 
(a, oo), it is (n - m + q, m - q)-disfocal and it has 13, Lemma 3] a solution y 
such that 
Li.Y > O3 i = o,..., n-m++, 
(-1)---m+@ L,y > 0, j = n - m + q + l,..., n x > a. 
Put u =p;?,L,_, y = (L,-,,-, y)‘. Then 
MiU > O, i = o,..., q
(-1y’--4MjU > 0, 
(3.20) 
j=q+l,..., m, x>a. 
Moreover, 
Mmulu =P,-,L,YlL,-,Y = -PP,-,YlL,-,Y. (3.2 1) 
Applying (3.16) with k = n - m + q and t = 0 ,..., n - m - 1, we have 
(3.22) 
If we take in Theorem 3, y=-3hnm1, k=n-m+q? j=k+ 1, we obtain 
from (3.15) for t = O,..., n-m-l (hereL,y<O!) 
LLdn-m+q -%4,-l Ln-mLntq a L-n&,-l (3.23) 
(which is a particular case of (3.11)). Combining (3.21)-(3.23) and using 
L,y=p,y we have 
(--lY Mm+ > (-l>“~“~‘P(X) P,~m~“~,(X)IL,-,~,~I(x) > 0. 
Thus 
(-I)“-’ M,u +p(x) “;;*,‘,““-;‘;’ u] > 0, x > a. 
n 1x 
(3.24) 
In Theorem 3 of [3] we proved that inequalities (3.20), (3.24) with ordinary 
derivatives imply the (q, m - q)-disfocality of the appropriate equation. The 
same is true when the derivatives are replaced by generalized derivatives. 
Thus (3.19) is (q, m - q)-disfocal nd Theorem 4 is proved. 
Note that if we put in the last proof k = n - m + q and skip inequality 
(3.23), we obtain a better esult about disfocality: 
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THEOREM 5. Zf L, y +p(x)y = 0 is (k, n - k)-disfocal on (a, b) and 
m c n then 
Mmu + 9kw-m(4p(x) u = 0 
1 Ln-m4k(X) t  
is (m - n + k, n - k)-disfocal on (a, 6). 
EXAMPLE. If the nth order equation 
(x ... (x(xy)‘)’ ..-)‘+p(x)y=O, 
where p(x) is one signed, is disconjugate on [ 1, co), so is the mth order 
equation, 2 < m < n, 
b ... Wu>‘>’ ..-I’ + (n _ l)! (m - l)! (log x)“-“p(x) u = 0 
Here, $n-,(~) = (log x)“-‘/(n - l)! x. 
REFERENCES 
1. A. M. BRUCKNER AND E. OS~ROW, Some function classes related to the class of convex 
functions, PuciJic J. M&I. 12 (1962), 1203-1215. 
2. W. A. COPPEL, Disconjugacy, Lecture Notes in Mathematics No. 220, Springer-Verlag, 
Berlin, 1971. 
3. U. ELIAS, Oscillatory solutions and extremal points for a linear differential equation, 
Arch. Rational Mech. Anal. 70 (1979), 177-198. 
4. U. ELIAS, Necessary conditions and sufficient conditions for disfocality and disconjugacy 
of differential equations, Pacific J. Math. 81 (1979). 379-397. 
5. K. E. FOSTER AND R. C. GRIMMER, Nonoscillatory solutions of higher order differential 
equations, J. Math. Anal. Appl. 71 (1979), 1-17. 
6. K. E. FOSTER AND R. C. GRIMMER, Nonoscillatory solutions of higher order delay 
equations, J. Math. Appl. 77 (1980), 150-164. 
7. R. C. GRIMMER, Oscillation criteria nd growth of nonoscillatory solutions of even order 
ordinary and delay-differential equations, Trans. Amer. Math. Sot. 198 (1974), 2 15-228. 
8. R. C. GRIMMER, Comparison theorems for third- and fourth-order linear equations. 1. 
D@erential Equations 25 (1977), l-9. 
9. G. D. JONES, An ordering of oscillation types for y’“’ +py = 0, SIAM J. Math. Anal. 12 
(198 l), 72-77. 
10. S. KARLIN, “Total Positivity,” Stanford Univ. Press, Stanford, Calif., 1968. 
11. 1. T. KIGURADZE, Oscillation properties of solutions of certain ordinary differential 
equations, Dokl. Akad. Nauk SSSR 144 (1962), 33-36; Soviet Math. Dokl. 3 (1962), 
649-652. 
12. T. KLJSANO AND H. ONOSE, Oscillation of functional differential equations with retarded 
argument, J. Dl@,%?rential Equations 15 (1979), 269-277. 
13. A. C. LAZER, The behaviour of solutions of the differential equation I”” + py’ + qy = 0, 
Pacific J. Math. 17 (1966), 435466. 
14. G. POLYA, On the mean value theorem corresponding to a given linear homogeneous 
differential equations, Trans. Amer. Math. Sot. 24 (1972), 312-324. 
