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I. INTRODUCTION
Model reference adaptive control (MRAC) is unquestionably the most widely studied problem in the adaptive literature that has a very long history going back to the 1950s and extending to the present time. 1 The earliest attempts to solve the MRAC problem followed the classical path of designing an observer, that had to be made adaptive because of the unknown plant parameters, and then feeding back the observed state [10] . A first major breakthrough, essentially due to [3] and [13] , was the introduction of the so-called direct control parameterization which revealed that the estimation of the plant state could be obviated and only a "good" estimation of the controller parameters was needed to achieve the asymptotic model matching objective.
A second fundamental development, also reported in [13] , was the derivation of a suitable error signal, called the augmented error, that can be used to identify the controller parameters with a quality that, as time evolves, is nondegrading. (More precisely, the norm of the parameter estimation error is a nonincreasing function.) Motivated by this important property Monopoli also presented some arguments intended to establish global convergence of his scheme, that in the sequel we will call M-MRAC. A flaw in the proof of M-MRAC was indicated in [7] . As pointed out in that paper, the authors do not provide a counterexample to the claim of stability but only question the correctness of the proof, and the problem of deciding whether or not M-MRAC is globally convergent remained unsolved for 30 years (see [16] .) The purpose of this note is to give a definite negative answer to the question. For, we construct a bona-fide analytical counterexample proving that the equations describing M-MRAC may generate unbounded trajectories-the qualifier "analytical" is essential to distinguish it from a simple "numerical" counterexample.
It is now well known that M-MRAC may be rendered globally convergent adding a normalization to the estimator, thus one could question the interest of analyzing the un-normalized M-MRAC. Leaving aside the aesthetical beauty of closing a long-standing open question, there are practical reasons that justify a study of the necessity, and advantages or disadvantages, of normalization-in the spirit of [15] . Indeed, the original (and perhaps only) motivation to introduce normalization is to be able to complete the proof of global convergence of MRAC. However, these proofs rely on complicated derivations that obscure the main stability issues, and only for the case of plants with relative degree one some passivity arguments can be invoked to explain the stabilization mechanism (see [2] ). For larger relative degrees the task of parameter estimation and control have to be decoupled and one has to go through noninsightful and painful calculations to infer some properties on the tracking error out of the ones we have for the augmented (or prediction) error used in the estimation. This is achieved, in essence, "slowing down" the adaptation via the introduction of signal normalization. In spite of the tons of publications on the field, this highly unsatisfactory situation prevails to date and, in the authors' opinion, partially justifies the contempt with which the adaptive control field is perceived by other control groups and the lack of interest manifested by our graduate students to pursue this topic. One objective of this note is to contribute, if modestly, to correct this situation.
The remaining of the note is organized as follows. The classical MRAC problem and one of Monopoli's proposed solutions are briefly reviewed in Section II. Establishing that M-MRAC is incorrect is complicated by the fact, mentioned previously, that the quality of the estimation (measured in terms of the norm of the parameter error) is nondegrading as time evolves. Clearly, if it continues improving, we will eventually enter the domain of attraction of the system in closed-loop with the parameterized controller and ensure, at least, boundedness of solutions. We give in Section III a key lemma which proves that under some conditions on the regressor, that we will prove appear in M-MRAC, the parameter error freezes as the adaptation gain goes to infinity. This rather surprising property is then used in Section IV to construct our counterexample. We wrap up the note with a positive result that establishes semiglobal stability of M-MRAC in Section V and some concluding remarks in Section VI.
Caveat: This is an abridged version of the full paper where all the proofs are omitted. The proofs may be found in [22] .
II. MONOPOLI'S MRAC
The classical MRAC problem is to develop a dynamical controller capable of causing the output of an imprecisely known single-input-single-output (SISO) linear time-invariant (LTI) continuous-time plant to asymptotically track the output of a prespecified reference model with known input. We will consider in this note only the problem of regulation to zero of the plant output, therefore, assume that the input to the reference model is zero. We will show that M-MRAC, which is the standard MRAC without estimator normalization, may generate unbounded trajectories even for this simplest task.
In this section, we recall the general formulation of MRAC as presented, for instance, in [2] ; see also [17] and [9] . The plant is assumed to be minimum phase and described by y = H(p)u, where H(p) 2 (p); p := (d=dt), is strictly proper. The controller is set-up generating a vector signal, called the regressor, as 
where the parameterized (called "tuned" in [2] ) transfer function is defined as
and t is an exponentially decaying term due to initial conditions. 2 We make now the following standard assumption of MRAC.
Matching Assumption: 9 2 q such that H (p) = Hm(p), where H m (p) is the reference model whose relative degree is equal to the one of the plant.
Under this assumption, and neglecting the exponentially decaying terms, (1) takes the form 
The signal ea is called the augmented error and was introduced by Monopoli to ensure some nice properties of the estimator; see Remark 2. The vector signal is, for obvious reasons, referred as filtered regressor.
Adding and subtracting Hm(p)( > ) to ea we get ea = > , which replaced in the estimator yields
The equations of M-MRAC consist then of (3), (4), and
with
which is obtained using (2) and the plant inverse-that we recall is assumed minimum phase and of the same relative degree as H m . Con-sequently, all the transfer functions of W (p) are strictly proper and stable.
To formulate our problem we find convenient to give a state-space representation of (3)- (5) (6) with Am and AW Hurwitz. Then, for all initial conditions and all > 0, all solutions of the system are bounded. 3 .
The main contribution of the note is the construction of a counterexample to this conjecture. 
from which we immediately conclude that 2 L 1 ; jj is monotone nonincreasing, and > 2 L 2 -independently of the behavior of .
Unfortunately, it is not known whether these properties imply some suitable property for > , for instance, > 2 L 2 , which as seen in (2) is enough to prove convergence of the output to zero. To relatẽ > with > we invoke the swapping lemma (see, e.g., [21] ) which establishes that It is rather significant that after 30 years it was still an open issue as to whether the simpler un-normalized law solves (or does not solve) the MRAC problem [16] . Remark 3: It has been proven in [6] that the conjecture is true in the scalar case, i.e., when q = 1. In [6] , this is established proving conver- 3 Actually, [13] claims not just boundedness of trajectories but also global convergence of y to zero; see also [16] .
gence of the parameter estimate and invoking detectability arguments, see also [16] . In our setting, we see that this follows from the fact that, in the scalar case, 2 L 2 , with 2 L 1 and 0, implies 2 L 2 .
After some signal chasing, it can be shown that this ensures not just boundedness, but also global convergence. However, in the vector case the previous implication is not true, and may increase exponentially.
III. KEY FREEZING PROPERTY OF THE ESTIMATOR
In Remark 2, we established that jj is monotone nonincreasing independently of the properties of . On the other hand, we can apply to the third equation of (6) some basic linear time-varying systems analysis to conclude boundedness of x W in spite of the presence of sufficiently small variations of jj. If x W 2 L 1 it follows immediately from the first equation of (6) that xm 2 L1, and the M-MRAC conjecture would be true. Therefore, to prove the possible existence of unbounded trajectories we have to rule out this stabilization mechanism, giving conditions on (and ) that freeze jj-roughly speaking, by driving x m and to infinity along orthogonal directions. Of course, we also need later to prove that this class of signals are solutions of the M-MRAC equations.
Before presenting this-rather surprising-freezing property in full generality let us work out in detail an example that captures the essence of the property. Before closing this section, we make the following important observation. The freezing property stated in the lemma concerns the behavior of the trajectories as goes to infinity while we are, of course, interested in the case of finite adaptation gain. However, notice that applying to (6) the transformation
with M > 0, yields the same system but with adaptation gain M 2 times bigger. As all trajectories of the system are preserved under this transformation we can assume that is as big as we need. 
for which we are going to prove the existence of unbounded solutions. See [22] for the underlying MRAC problem and the correspondence with the notation of [16] . The construction of the counterexample proceeds in five steps.
Step 1) From Lemma 1,weknowthat,undersome conditions on the regressor, adaptation is freezed which, roughly speaking, amounts to saying that the vectors xm and are orthog- Step 2) In Proposition 2, we present a general result of instability for homogeneous four dimensional systems. Specifically, we show that if the trajectories have some specific finite time behavior then it is possible to prove the existence of unbounded solutions. Homogeneity states that given any solution x(t) and any numbers k; T the function kx(t+T )
is also a solution of system, which allows us to patch pieces of solutions, defined in finite time intervals, to generate the unbounded trajectories. We note at this point that the auxiliary system (15) is homogeneous.
Step 3) We then verify that the unbounded signal x m generated as explained previously satisfies the conditions of Lemma 1. As a consequence, the freezing property ensures that the trajectories of (12)- (14) and (15) are "close," for sufficiently large adaptation gains.
Step 4) To make the last statement formal we study the perturbed system (16) as follows. Assume the conditions of Proposition 2 are valid for the auxiliary system (15) [this will be checked in Step 5)]. Note, that all the conditions concern the behavior of the solutions on finite intervals. Then, we invoke continuous dependence of the solutions on these intervals, to prove that, for all sufficiently small functions , we will have unbounded trajectories of (16) close to the 4 Without loss of generality we take = 1 in the sequel. unbounded trajectories of (15) created in Step 2). In this step, we use the property of invariance under the scaling (11) to increase the adaptation gain and make the norm of the perturbation, jj, as small as required.
Step 5) It only remains to show that the trajectories of (15) 
There is a big domain in the space (; b W ) for which the required behavior is observed. For instance To check the conditions of Proposition 2 we used MATLAB simulations with the MATLAB function ode45 with relative tolerance equal to 10 07 , absolute tolerance equal to 10 012 , and refine equal to 8. We integrate the system (18) 
V. SEMIGLOBAL STABILITY OF M-MRAC
In this section, we show that, despite the negative result established so far, system (6) possesses some strong local stability properties. These properties can be reinterpreted (and/or exploited) to derive a semiglobal-in-the-parameter-error stability result. (12)- (14) for various values of . 
VI. CONCLUSION
We have constructed an analytical counterexample to the longstanding conjecture of whether MRAC with un-normalized estimators introduced by Monopoli yields bounded solutions-for all initial conditions and all tuning parameters [14] . A special mathematical machinery has been developed to solve the problem. In particular, a rather counter-intuitive, but powerful, freezing property of the un-normalized estimator has been established. Given the wide application of this kind of degenerate gradient flows, see e.g., [4] , [20] , and references therein, we believe this result would be of interest in other areas of systems theory. The counterexample has been constructed analyzing an homogeneous auxiliary system (15) , which corresponds to the quasi-steady-state model of the original adaptive system when the adaptation gain tends to infinity.
In order to come to terms with the limits of adaptive control it is necessary to revisit the "fixes" that were introduced in an ad-hoc fashion during the effervescent 1980s [18] -normalization being one of them. As discussed in [15] , normalization slows down the adaptation penalizing the parameter convergence rate and consequently the overall performance of the scheme. This is clearly manifested by the inability of normalized schemes to stabilize systems with nonglobally Lipschitz nonlinearities. Aware of this situation the authors recently proposed in [1] and [11] , an adaptive scheme for nonlinear systems that does not rely on normalization. This framework allows to formulate MRAC as a problem of state and parameter estimation, yielding new parameterizations for which we dispose of alternative tuning knobs to shape the resulting error equations. Unfortunately, our first proposed scheme in the MRAC framework, reported in [19] , suffers from the same drawbacks as M-MRAC. Currently, we are working on a new design that hopefully will overcome this problem.
