A key recent advance in face recognition models a test face image as a sparse linear combination of a set of training face images. The resulting sparse representations have been shown to possess robustness against a variety of distortions like random pixel corruption, occlusion and disguise. This approach however makes the restrictive (in many scenarios) assumption that test faces must be perfectly aligned (or registered) to the training data prior to classification. In this paper, we propose a simple yet robust local block-based sparsity model, using adaptively-constructed dictionaries from local features in the training data, to overcome this misalignment problem. Our approach is inspired by human perception:
I. INTRODUCTION
The problem of automatically verifying the identity of a certain person using a live face capture and comparing against a stored database of human face images has witnessed considerable research activity over the past two decades. The rich diversity of facial image captures, due to varying illumination conditions, spatial resolution, pose, facial expressions, occlusion and disguise, offers a major challenge to the success of any automatic human face recognition system. A comprehensive survey of face recognition methods in literature is provided in [1] .
In face recognition, indeed any image-based classification problem in general, representative features are first extracted from images typically via projection to a feature space. A classifier is then trained to make class assignment decisions using features obtained from a set of training images. One of the most popular dimensionality-reduction techniques used in computer vision is principal component analysis (PCA). In face recognition, PCA-based approaches have led to the use of eigenpictures [2] and eigenfaces [3] as features. Other approaches have used local facial features [4] like the eyes, nose and mouth, or incorporated geometrical constraints on features through structural matching. An important observation is that different (photographic) versions of the same face approximately lie in a linear subspace of the original image space [5] - [8] . A variety of classifiers have been proposed for face recognition, ranging from template correlation to nearest neighbor and nearest subspace classifiers, neural networks and support vector machines (SVM) [1] . not perfectly registered with the training samples in the databases. The sparse subspace assumption in [9] , however, requires the test face image to be well aligned to the training data prior to classification. Recent approaches have attempted to address this misalignment issue in sparsity-based face recognition [12] - [14] , usually by jointly optimizing the registration parameters and sparse coefficients and thus leading to more complex systems.
It is well known that, compared to global features, local features may contain more crucial information for representation in many signal and image processing applications. One such example is the blockbased motion estimation technique which has been successfully employed in multiple popular video compression standards.
Inspired by the success of locality in recognition, our proposal is the development and use of sparse local features for face recognition 1 . As our first contribution, we propose a robust yet simpler approach to handle the misalignment problem via a local block-based sparsity model. We are motivated by the observation that a block in the test image can be sparsely represented by a linear combination of blocks in the training images within a spatially-neighboring region, and the sparse representation contains the identity information for the block. The final class decision relies on a combination of decisions from multiple local sparse representations (as observed earlier, the more discriminative facial features such as eyes, nose and mouth constitute a good set of local features). This approach exploits the capability of the local sparsity model to capture relatively stationary features under different types of variations and registration errors.
The presence of multiple feature representations (i.e., the distinct local features) naturally leads to the question: how can we combine the decisions based on multiple local features into a global class decision in the best way possible? A variety of heuristic classifier fusion schemes have been proposed in literature (see [16] for example). The outputs of individual classifiers constitute high-level features.
It is reasonable to expect better classification performance by directly exploring the correlation between low-level features. In order to explicitly mine such conditional dependencies between these distinct sparse local features, we propose a probabilistic graphical model framework as the second main contribution of this paper 2 . In particular, we learn discriminative graphs on sparse representations obtained from distinct local slices of a face. Conditional correlations between these sparse features are first discovered by learning discriminative tree graphs [18] on each distinct feature set. The initial disjoint trees are then 1 Part of this material has been presented in IEEE ICIP 2010 [15] . 2 Part of this material has been accepted to IEEE Asilomar Conf. 2011 [17] .
November 9, 2011 DRAFT thickened, i.e., augmented with more edges to capture newly learnt feature correlations, via boosting [19] on disjoint graphs. Probabilistic graphical models offer additional benefits in terms of robustness to limited training, and reduced computational complexity of inference.
It is informative to contrast our contribution with recent work in robust face recognition that considers registration errors. Huang et al. [12] consider the scenario where the test images can be represented in terms of all training images and (linearized versions of) their image plane transformations. The computational cost scales with the complexity of the plane transformation. In [14] , the difficult nonconvex problem of simultaneous optimization over sparse coefficients and registration parameters is relaxed via sequential iterative minimization. In addition, a novel projector-based illumination system has been proposed to capture variations in scene lighting. In our proposed approach however, the registration parameters are not explicitly determined. Instead, robustness to misalignment is introduced by augmenting the training with spatially local blocks from each training image. Another significant departure from existing sparse representation-based approaches is our use of a principled strategy via graphical models to explicitly mine feature dependencies, instead of performing classification using only reconstruction residuals.
The rest of this paper is organized as follows. Section II provides a review of sparsity based face recognition, as well as an overview of probabilistic graphical models. The two main contributions of this paper are presented in Section III. An extensive set of experiments is performed on popular face recognition databases to validate the effectiveness of our proposed framework, and results under varying practical settings are provided in Section IV. Section V summarizes the contributions and concludes the paper.
II. BACKGROUND
A. Sparse Representation-based Classification
As mentioned earlier, algorithmic advances in face recognition have been comprehensively surveyed in the literature [1] . Here, we primarily review recent pioneering work in sparse representation-based face recognition [9] , which forms the foundation for our proposed contribution. This method advocates the use of sparse representation in a discriminative setting, a novel advance over previous work which exploited sparsity from a signal recovery standpoint.
First, let us introduce the standard notation that will be used throughout this paper. Suppose there are K different classes (corresponding to unique faces), labeled C 1 , . . . ,C K , and there are N i training samples (each in R n ) corresponding to class C i , i = 1, . . . , K. The training samples corresponding to class C i can be November 9, 2011 DRAFT collected in a matrix D D D i ∈ R n×N i , and the collection of all training samples is expressed using the matrix:
where
A new test sample y ∈ R n can be expressed as a sparse linear combination of the training samples:
where α α α is expected to be a sparse vector (i.e., only a few entries in α α α are nonzero). This is an underdetermined system of linear equations. The classifier seeks the sparsest representation by solving:
where · 0 denotes the number of nonzero entries in the vector. Under a set of sufficient conditions (that hold in general for the above problem set-up), it has been shown theoretically [20] that the non-convex optimization problem represented by (3) can be relaxed to the following convex optimization problem:
Alternatively, the problem in (3) can be solved by greedy pursuit algorithms [21] - [23] .
Once the sparse vector is recovered, the identity of y is given by the minimal residual
where δ i (α α α) is a vector whose only nonzero entries are the same as those in α α α but only associated with class C i . The particular choice of class-specific residuals makes the task of decision assignment computationally trivial.
Often, it is necessary to check if a particular test image belongs to any of the available classes. The authors develop a sparsity concentration index (SCI) to decide if a test image is valid or not. Given a sparse coefficient vector α α α ∈ R T , the SCI is defined as follows:
A high value of SCI indicates a sparse representation corresponding to a valid test image, while a value close to 0 indicates that the feature coefficients are distributed across all classes.
B. Probabilistic Graphical Models
We provide a brief overview of probabilistic graphical models from an inference (hypothesis testing) viewpoint. Discriminative graphs will be used to model the class conditional densities f (α α α|C i ), i.e., a set of p.d.fs defined on the (sparse) coefficient vector which are employed to make class assignments (each class C i corresponds to the i-th person in the database).
A graph G = (V , E) is defined by a collection of nodes V = {v 1 , . . . , v r } and a set of (undirected) edges E ⊂ V 2 , i.e., the set of unordered pairs of nodes. A probabilistic graphical model is obtained by defining a random vector on G such that each node represents one (or more) random variables and the presence of edges indicates conditional dependencies. The graph structure thus enforces a particular factorization of the joint probability distribution in terms of pairwise marginals.
The use of graphical models in applications has been motivated by practical concerns like insufficient training to learn models for high-dimensional data and the need for reduced computational complexity in realtime tasks [24] , [25] . Graphical models offer an alternate visualization of a probability distribution from which conditional dependence relations can be easily identified. Graphical models also enable us to draw upon the rich resource of efficient graph-theoretic algorithms to learn complex models and perform inference.
Graphical models can be learnt from data in two different settings: generative and discriminative. In generative learning, a single graph is learnt to approximate a given distribution by minimizing a measure of approximation error. Generative learning approaches trace their origin to Chow and Liu's [26] idea of learning the optimal tree approximationp of a multivariate distribution p using first-and second-order
where Recently, Tan et al. [18] proposed a graph-based discriminative learning framework, based on maximizing an approximation to the J-divergence, which is a symmetric extension of the KL-divergence.
Given two probability distributions p and q, their J-divergence is defined as:
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The tree-approximate J-divergence is then defined as:
which measures the "separation" between tree-structured approximationsp andq. Using the key observation that maximizing the J-divergence minimizes the upper bound on probability of classification error, the discriminative tree learning problem is then stated (in terms of empirical estimatesp andq) as follows:
It is shown in [18] that this optimization further decouples into two MWST problems:
Here, (10) and (11) bring out the distinction (from a classification viewpoint) between: (i) using generative learning techniques to separately learnp andq and then performing inference, and (ii)
simultaneously learning a pair of graphs discriminatively. In (10), the optimalp is chosen to minimize its (KL-divergence) distance fromp and simultaneously maximize its distance fromq.
The discussion so far mainly considers tree graphs, which are fully connected acyclic graphical structures. The computational burden of learning tree graphs is significantly reduced owing to the sparse connectivity. This feature however imposes a limitation on the complexity of the model so learnt. This inherent trade-off between generalization and performance poses a serious challenge to the application of graphical models in various tasks.
Our contribution as described in the remainder of this paper proposes an extension of discriminative graph learning for the purpose of face recognition, utilizing distinct local features from a block-based sparsity model.
III. FACE RECOGNITION VIA LOCAL DECISIONS FROM LOCALLY ADAPTIVE SPARSE FEATURES
The two main contributions of this paper are presented in Sections III-A and III-B respectively. Section III-A explains the process of obtaining local sparse features. In Section III-B, two different methods of combining class decisions are proposed: (i) based on reconstruction error, and (ii) using graphical models. . . .
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Maximum likelihood is an alternative way to fuse the classification results from multiple blocks. For a block y y y l , its sparse representationα α α l obtained by solving (4) , and the local dictionary D D D l , we define the probability of y y y l belonging to the kth class to be inversely proportional to the residual associated with the dictionary atoms in the kth class: (4) all block of data 
Maximum likelihood is an alternative way to fuse the classification results from multiple blocks. For a block y y y l , its sparse representationα α α l obtained by solving (4), and the local dictionary D D D l , we define the probability of y y y l belonging to the kth class to be inversely proportional to the residual associated with the dictionary atoms in the kth class: 
A. Locally Adaptive Sparse Representations
The method in [9] advances practical face recognition by enabling significantly enhanced robustness to distortions like occlusion, pixel corruption and disguise. However, as discussed in Section I, the subspace model requires precise registration making their approach vulnerable to alignment errors of rotation, translation and scaling that are natural to face capture processes. To deal specifically with disguise, Wright et al. [9] do suggest a block-partitioning scheme which to a first order captures local face image characteristics while still suffering from misalignment. The superior compression ability of November 9, 2011 DRAFT local features compared to global representations is also well-known from applications like block-based motion estimation in video coding. In other words, local sparsity is beneficial from the recovery standpoint.
In this work, we consummate this intuition by designing adaptive dictionaries for each "local block" such that the resulting (local) sparse representations naturally exhibit robustness to alignment errors.
To achieve this, in the proposed local sparse representation model for face recognition, we adopt the inter-frame sparsity model in [27] , where a block in a video frame is expressed as a sparse linear combination of a few spatially-adjacent blocks from the reference frames. An illustration of the proposed model in shown in Fig. 1 , where a block in the (possibly misaligned) test image Y Y Y is sparsely represented by a locally adaptive dictionary consisting of blocks in the training images {X X X t } t=1,...,T within the same spatial neighborhood. Note that for illustration, only one training image is shown in Fig. 1(a) . Specifically, let y y y i j ∈ R MN be the vectorized M × N block in the test image Y Y Y with the upper left pixel located at (i, j).
The search region S S S t i j in the t-th training image X X X t is an (M + 2 M) × (N + 2 N) image region:
The local dictionary D D D i j for the block y y y i j is then constructed by all M × N blocks within the search regions S S S t i j t=1,2,...,T in the T training images:
where each
sub-dictionary whose columns are the vectorized blocks in the t-th training image defined in the same way as y y y i j .
In this way, a locally-adaptive dictionary D D D i j is constructed for every block of interest in the test image. The size of the dictionary depends on the non-stationary behavior of the data as well as the level of computational complexity we can afford. For significant registration errors, the local dictionaries can be augmented by distorted versions of the local blocks in the training data for better performance at the cost of higher computational intensity. Compared to the original global approach, the dictionary D D D i j captures local characteristics better and yields a reasonable approximation of the training image at the block level. Our approach is different from patch-based dictionary learning [28] in multiple aspects: (i)
we emphasize the local adaptivity of the dictionaries, and (ii) our dictionaries are constructed by simply taking blocks from training data without any sophisticated learning process. 
where α α α i j is a sparse vector, as illustrated in Fig. 1(b) . Similar to the global case, the sparse vector is recovered by solving the following optimization problem:
Note that the resulting complexity of the overall algorithm is still manageable since the above sparse recovery is performed on a small block with a dictionary of modest size. After the sparse vectorα α α i j is obtained, the error residual with respect to the k-th class sub-dictionary is calculated by
where δ δ δ k (α α α i j ) is as defined in (5). Then, the identity of the test block can be determined by the minimal residual as follows:
The usage of a single block certainly cannot produce outstanding classification performance. To improve the algorithm's robustness, we employ multiple blocks: solving the sparse recovery problem for each block individually, and then combining the results for all of the blocks. Blocks may be chosen manually in the areas with discriminative features (such as eyes, nose, and mouth), or areas with high SNR/more variations, or uniformly in the entire test image in non-overlapped or overlapped fashion. It should be noted that the blocks can be processed independently in parallel. Moreover, since blocks can be overlapped, our approach is computationally scalable -more computation simply delivers better recognition performance -a feature that will be illustrated by experimental results in Section IV.
Finally, we would like to remark that our locally adaptive sparse representation is a more general and more powerful framework comparing to the global sparse representation proposed in [9] . In other words, if we set the parameters M and N to zero, and further force the local sparse vectors α α α i j to be the same for all non-overlapped test block y y y i j , then what we get back is essentially the global sparse representation. 
where |S| denotes the cardinality of a set S and identity (y y y l ) is determined by (15) .
b) Maximum likelihood: This is another intuitive approach of fusing classification results from multiple blocks. Letα α α l be the recovered sparse representation vector of the block y y y l and the local dictionary D D D l . We define the probability of y y y l belonging to the k-th class to be inversely proportional to the residual associated with the dictionary atoms in the k-th class:
is the residual associated with the k-th class as in (14) . The identity of the test image Y Y Y is then given by
The likelihood measure can also be used as a criterion for outlier rejection, since the probability of an outlier belonging to a particular class tends to be uniformly distributed among all training classes.
An example of the proposed approach fusing results of multiple local blocks is illustrated in Fig. 2 using the Extended Yale B Database [29] , which consists of facial images of 38 individuals. More details about experiments will be discussed in Section IV. Fig. 2(a) shows an image belonging to the 27th class, and Fig. 2(b) shows the test image to be classified, which is the image in (a) distorted by rotation, scaling, and random pixel corruption. The distortion causes the failure of the original global approach in [9] in this case, as seen by the error residuals in Fig. 2(c) where the 29th class turns out to yield the minimal residual. For the proposed local approach, we use 42 blocks of size 8 × 8 chosen uniformly from the distorted test image. The blocks and class labels for each individual block are displayed in Fig. 2(d) .
Figs. 2(e) and (f) show the number of votes and the probability defined in (17), respectively. It is obvious that in both cases, the local approach yields the correct class label (i.e., the 27th class has the highest number of votes and the maximal probability). This example also highlights the robustness of local sparse representations under reduced feature dimensions, although the individual blocks are chosen uniformly instead of selectively corresponding to representative facial features. 2) Graphical models to mine feature correlations: The two schemes discussed above, albeit intuitively motivated, are essentially heuristic ways of fusing classifier outputs. We now present a two-stage probabilistic graphical model framework to directly exploit conditional correlations between features from local regions themselves. The overall framework is shown in Fig. 3 .
We introduce some additional notation. Let C i , i = 1, 2, . . . , K denote the i-th class of face images (as defined earlier), and letC i denote the class of face images complementary to class C i , i.e.,C i = k=1,...,K,k =i C k . Let B i denote the i-th binary classification problem of classifying a query face image (or corresponding feature) into C i orC i (i = 1, . . . , K). As will be clear shortly, defining K such binary problems is necessary for application of the discriminative graphical framework. The graphical model- 
Features corresponding to other local regions are generated analogously. Training features (that form the overcomplete dictionary) for C i are obtained by using training faces that are known to belong to class C i , while features forC i are obtained by choosing representative training fromC i as input to the feature extraction process.
b) Initial disjoint pairs of trees:
The extraction of different sets of features from input face images is performed offline. Each such representation may be viewed as a projection P l : R n → R m . In our framework we consider, in all generality, P distinct projections P l , l = 1, 2, . . . , P. For every input image y y y ∈ R n , P different features α α α l ∈ R m , l = 1, 2, . . . , P are obtained. Fig. 3 (b) depicts this process for the particular case P = 3, i.e., using eyes, nose and mouth as features. The different projections lead to local features that have complementary yet correlated information, since they arise from the same original face image.
Figs. 3(c)-(f) represent the graph learning process. We denote the class distributions corresponding to C i andC i by p and q respectively, i.e., f
pair of m-node
November 9, 2011 DRAFT discriminative tree graphs G p l and G q l is learnt for each projection P l , l = 1, 2, . . . , P, by solving (10) and (11) . The local sparse features α α α l obtained from the P local blocks are used as empirical estimates to train the tree graphs 3 . By concatenating the nodes of the graphs G p l , l = 1, . . . , P, we have one initial sparse graph structure with Pm nodes (Fig. 3(d) ). Similarly, we obtain another initial graph by concatenating the nodes of the graphs G q l , l = 1, . . . , P. We have now learnt (graphical) p.d.fsf c) Discriminative graphs for classification: Although simple tree graphs can be learnt efficiently, their ability to model general distributions is limited. However, learning graphs with arbitrarily complex structure is known to be an NP-hard problem [30] . To overcome this trade-off, we learn different pairs of discriminative graphs over the same sets of nodes (but weighted differently) in different iterations via boosting and obtain a "thicker" graph by augmenting the original trees with the newly-learned edges [31] . Boosting [19] iteratively improves the performance of weak learners into a classification algorithm with arbitrarily accurate performance.
For each binary classification problem, the P pairs of tree graphs in Fig. 3(c) are discriminatively learnt [18] from distinct local regions of the face image using empirical estimates of distributions available from corresponding training samples of locally sparse features. In Fig. 3(c) , an example instantiation is shown for P = 3 where the local regions correspond to eyes, nose and mouth respectively. They are subsequently thickened by the process of boosting [19] , [31] . This process of learning new edges is tantamount to discovering new conditional correlations between distinct sets of local features, as illustrated by the dashed edges in Fig. 3(e) . The thickened graphsf 
IV. EXPERIMENTS AND RESULTS
We test the proposed algorithm(s) on popular face databases. Experiments performed in [9] reveal the robustness of the approach to distortions, under the assumption that the test images are well-calibrated.
As a first result, we show in Section IV-A that our proposed approach produces equally competitive results on calibrated test images (with no registration errors) from the Extended Yale B database [29] .
Subsequently, via experiments in Section IV-B, we establish the robustness of our approach to registration errors and a variety of other distortions. The ability to reject invalid images is tested in Section IV-C.
Finally, we discuss different flavors of classifier fusion (to combine the local recognition decisions) in Section IV-D. MATLAB code corresponding to all the experiments and algorithms reported in this paper is available at: http://signal.ee.psu.edu/FaceRec-LSGM.htm. 
A. Calibrated Test Images: No Alignment Errors
For this experiment we use the Extended Yale B database, which consists of 2414 perfectly-aligned frontal face images of size 192×168 of 38 individuals, 64 images per individual, under various conditions of illumination. In our experiments, for each subject we randomly choose 32 images in Subsets 1 and 2, which were taken under less extreme lighting conditions, as the training data. The remaining images are used as test data. All training and test samples are downsampled to size 32 × 28.
In the following experiments, our face recognition algorithm comprises the extraction of local sparse features along with graphical model decisions (as described in Section III-B, part 2) which we term as Local-Sparse-GM abbreviated to LSGM. We compare our LSGM technique against five popular face recognition algorithms: (i) sparse representation-based classification (SRC) [9] , (ii) Eigenfaces [3] as features with nearest subspace [32] classifier (Eigen-NS), (iii) Eigenfaces with support vector machine [33] classifier (Eigen-SVM), (iv) Fisherfaces [6] as features with nearest subspace classifier (Fisher-NS), and (v) Fisherfaces with SVM classifier (Fisher-SVM). Overall recognition rates -ratio of the total number of correctly classified images to the total number of test images, expressed as a percentage -are reported in Table I . The results reveal that the choice of local sparse features over global features does not significantly affect the overall recognition performance in the scenario of no registration errors.
B. Recognition Under Distortions and Misalignment

1) Presence of registration errors:
The primary motivation for our contribution in this paper is to achieve robust recognition under misalignment of test images. We create distorted test images in several ways and keep the training images unchanged, again using images from the Extended Yale B database.
Robustness to image translation is ensured by simply choosing an appropriate search region for each block such that the corresponding blocks in the training images are included in the dictionary.
Next, we show experimental results for test images under rotation and scaling operations. In the first set of experiments, the test images are randomly rotated by an angle between -20 and 20 degrees, as illustrated by the example in Fig. 4 . We compare the SRC approach with the proposed LSGM framework. Fig. 5 shows the recognition rate (y-axis) for each rotation degree (x-axis). We see that when the misalignment becomes more severe, the LSGM algorithm outperforms the SRC approach by a significant margin.
For the second set of experiments, the test images are stretched in both directions by scaling factors up to 1.313 vertically and 1.357 horizontally. An example of an aligned image in the database and its distorted version to be tested are shown in Fig. 6 . Tables II and III (that is, the test image is shrunk comparing to the training images in the dictionary).
We now compare the performance of our LSGM approach with five other algorithms: SRC, Eigen-NS, Eigen-SVM, Fisher-NS and Fisher-SVM, for the particular scenario where the test images have been scaled by a horizontal factor of 1.214 and a vertical factor of 1.063. The per-face recognition rates are displayed for each approach in Fig. 7 , and the overall recognition rates are shown in Table IV. November 9, 2011 DRAFT Next, we repeat the experiment on the Georgia Tech face database [34] , wherein the test face captures are naturally frontal and/or tilted with different facial expressions, lighting conditions and scale. This database contains 15 faces each of 50 different individuals. For convenience, we restrict the data set to 38 classes of faces (chosen with no particular preference). We use five images from each class for training and the rest for testing. Here too, we provide a comparison of the per-face recognition rates for the LSGM method, and compare it with the five other approaches. The overall rates in Table V confirm once again the robustness of the LSGM to misalignments in test images.
2) Recognition despite random pixel corruption: We return to the Extended Yale database for this experiment, where we randomly corrupt 50% of the image pixels in each test image. In addition, each test image is scaled by a horizontal factor of 1.071 and a vertical factor of 1.063. Local sparse features are extracted using the robust form of the 1 -minimization similar to the approach in [9] . The overall recognition rates are shown in Table VI . These results reveal that under the mild scaling distortion scenario, our LSGM approach retains the robustness characteristic of the global sparsity approach (SRC), while the other competitive algorithms suffer drastic degradation in performance.
3) Recognition despite disguise: We test the robustness of our proposed LSGM approach to disguise (representative of real-life scenarios) using the AR Face Database [35] . We choose a subset of the database containing 50 male and 50 female subjects chosen randomly. For training, we consider 8 clean (with no occlusions) images each per subject. These images may however capture different facial expressions.
Faces with two different types of disguise are used for testing purposes: subjects wearing sunglasses and subjects partially covering their face with a scarf. Accordingly, we present two sets of results. In each scenario, we use 6 images per subject for testing, leading to a total of 600 test images each for sunglasses and scarves. Consistent with our other experiments, we also introduce mild misalignment in the test images, in the form of scaling by horizontal and vertical factors of 1.071 and 1.063 respectively.
To enable robustness against disguise, in [9] the authors also suggest block partitioning to improve the results, by aggregating results from individual blocks using voting. It is useful to point out two key differences between this strategy and our proposed approach: (i) we use an adaptive local blockbased model to build the training dictionary to incorporate robustness to misalignment, and (ii) we use a principled classification framework using graphical models to combine results from the individual blocks rather than simple voting.
The results of our proposed approach (using three representative local regions) are compared with five other competitive approaches in Table VII The five different competing approaches are compared with our proposed LSGM method. For the LSGM approach, we use a minimum threshold δ on the quantity described in (20) . If the maximum value of the log-likelihood ratio does not exceed δ, the corresponding test sample is labeled an outlier.
In the SRC approach, the Sparsity Concentration Index (6) is used as the criterion for outlier rejection. For the other approaches under comparison which use the nearest subspace and SVM classifiers, reconstruction residuals are compared to a threshold to decide outlier rejection. The receiver operating characteristic (ROC) curves for all the approaches are shown in Fig. 8 , where the probability of detection is the ratio between the number of detected inliers and the total number of inliers, and the false alarm rate is computed by the number of outliers which are detected as inliers divided by the total number of outliers. Under scaling distortion, we see that LSGM offers the best performance, while some of the approaches are actually worse than random guessing.
(a) (b) Fig. 9 . Face-specific recognition rates using the Georgia Tech face database, with registration errors introduced in test images. 
D. Classifier Fusion: Variants of Proposed Method
We now compare the performance of the different proposed ways of combining the local classifier decisions from Section III-B: (i) majority voting (Voting), (ii) heuristic maximum likelihood (ML)-type fusion using reconstruction residuals (LHML), and (iii) the discriminative graphical model framework (LSGM). The images are taken from the Extended Yale B Database. We introduce mild misalignment in the test images in the form of scaling by a horizontal factor of 1.214 and a vertical factor of 1.063. We use 15 training samples per class, and a total of 1844 samples for testing.
Although the LSGM approach has superior overall recognition performance in comparison to the Voting and LHML techniques, we see from Fig. 10 that for some of the classes, the LHML approach in fact offers slightly better recognition rates. So, we propose a principled meta-classification framework to further exploit these complementary benefits offered by the individual classifiers. From each type of classifier, we obtain "soft" outputs, that estimate the posterior probability of a face belonging to a particular class. These soft outputs may also be interpreted as indicating the degree of confidence in the decision. These outputs may then be treated as meta-feature vectors to be fed into a support vector November 9, 2011 DRAFT machine for meta-classification. We train the SVM using the soft outputs obtained from the training samples. A radial basis function (RBF) kernel is used in the SVM.
For perfectly calibrated test images, voting presents a computationally simple way of benefitting from the classification results from individual local blocks. However, in the presence of registration errors, voting performs poorly, leading to reduced overall performance of the meta-classifier. So, we present results using only two classifiers: LHML and LSGM. The per-class rates for the individual schemes as well as the meta-classifier are presented in Fig. 10 . Meta-classification shows that the complementary benefits of different classifiers can be mined to improve recognition performance. We choose two specific experiments to illustrate the dependence on number of blocks. First, we consider images from the Georgia Tech database, where the test images are naturally misaligned (Section IV-B1).
The performance of the LSGM approach is shown in Fig. 11 . There is a dip in recognition performance for the case of 8 blocks compared to the case of 5 blocks, since the 8 blocks are chosen uniformly from the image and need not necessarily carry perceptual meaning, while the 5 blocks are chosen in a particular meaningful manner. However, with the increase in the number of blocks, the particular choice of blocks seemingly becomes less relevant.
For the second experiment, we consider the meta-classification scenario described earlier in this section.
The resulting plot is showed in Fig. 12 . The voting approach performs very poorly in comparison with the LHML and LSGM approaches. As expected, the meta-classifier improves upon the performance of all the methods. More significantly, Fig. 12 reveals that the LSGM approach is less sensitive to variations in the number of blocks and particular choice of blocks, while the performance of other proposed local approaches is contingent on the availability of sufficient number of local blocks.
V. CONCLUSION
We developed a local block-based sparsity model to realize a practical face recognition algorithm which exhibits robustness to alignment errors and a host of distortions such as noise, occlusion, disguise and illumination changes. Unlike other competing techniques, no explicit registration step is required -which makes our approach computationally simpler. Inspired by human perception, our sparse local features are extracted via projections onto adaptive dictionaries built from informative regions of the face image such as eyes, nose and mouth. Instead of using class specific reconstruction error (which does not capture inter-class variation), we present a probabilistic graphical model framework to explicitly capture the conditional correlations between these sets of local features. Experiments on benchmark face databases and comparisons against state-of-the-art face recognition techniques under numerous practical testing environments reveal the merits of our proposal.
