ABSTRACT
INTRODUCTION

Image registration, which is the process of aligning a source image to a target image, is a necessary ingredient of many medical procedures. Typical applications are detection/analysis of change and atlas-based segmentation. It generally proceeds by applying a tunable geometric transformation to the source image, and by adjusting the tuning parameters so that the transformed source becomes as close as possible to the target. This closeness is measured by some objective criterion that allows for an automated procedure.
As data are available through their samples only, and as a geometric transformation is involved, an interpolation model is always required to transform the source image. In many cases, this interpolation model is explicit. But even when it is not, for example when the registration criterion is the measure of mutual information computed thanks to the so-called partial-volume method of Maes et al. 1 or its generalization by Chen et al., 2 the underlying implicit interpolation model can nevertheless be retrieved-in these particular cases, it can be shown to be no better than nearest-neighbor, as hinted by the fact that the construction of the joint histogram involves no intermediate values beyond those found in the data samples.
On one hand, it has been long known that all interpolation models have not been created equal. They differ by their computational requirements, and by their ability to faithfully reproduce the continuous function from which the data samples have been obtained. An extended literature is concerned with analyzing those aspects in a general imaging context, such as the work of Lehman et al.
On the other hand, researchers like Rohde et al. 5, 6 and Salvado et al. 7 
where the sequence of coefficients c is related to the sequence of samples s in such a way that ∀k 0 ∈ Z q : 
. In other words, setting c = s is equivalent to restricting the general basis ϕ to be an interpolating basis φ that satisfies ∀k ∈ Z :
We then rewrite (1) as 
Variance
, which is easier to analyze if we focus on translations described by g(x, ∆x) = x + ∆x. Then, Φ k1,k2 (∆x) = 7 While these authors have originally presented it by the way of a computational procedure, it is more appropriate, for analysis purposes, to realize that following their procedure is equivalent to using an explicit equivalent basis ϕ S . We determine this basis to be given by
STATE OF THE ART
To the best of our knowledge, the collection of published basis functions that enforce (3) is limited. A trivial one is the rect function defined by ∀x ∈
R : rect(x) = 1 2 sign(x + 1 2 ) − sign(x − 1 2 ) . Since this function has unit support, it is trivial to see that ∀x ∈ R \ 1 2 Z : k∈Z (rect(x + k)) 2 = 1. Even though it also happens that ∀∆k ∈ Z \ {0} : k∈Z rect(x + k) rect(x + ∆k + k) = 0,
the rect function is not favored because of its low order of approximation. Another function that satisfies (3) is ∀x ∈
where λ > Salvado et al. 7 suggests that this basis be used as a quasi-interpolator when λ = 1; this has the drawback that the data samples are not always represented faithfully. We show some ϕ S members in Figure 1. 
A NEW FAMILY OF BASIS FUNCTIONS
Properties
In this paper, we propose to build a novel family of basis functions that satisfy (3) Figure 1 . Family of basis functions that underly the computational procedure proposed by Salvado et al. 7 The most irregular curve corresponds to λ = 1 3 . The thick line corresponds to λ = 1, the only case for which φS is interpolant and continuously differentiable.
one order of approximation be present, which is equivalent to requesting that the partition of unity be satisfied so that ∀x ∈ R :
This ensures that flat image areas can be well represented. Additional orders of approximation are obtained whenever (5) is satisfied jointly with the remaining Strang-Fix conditions given by
where µ n is a
number that depends on n only, not on x, and where L is the overall number of orders of approximation (which includes (5)). To collect every condition in just one place, we finally rewrite here (3) as
By setting x = 0 in (7), we conclude that ϕ cannot vanish for every integer. Therefore, there exists at least one k 0 ∈ Z such that ϕ(k 0 ) = 0. Because of the integer-shift property of interpolation, without loss of generality we can assume that k 0 = 0; consequently, for normalization purposes, we can safely impose that ϕ(0) = 1. But then, it can be concluded from (7) with x = 0 that ϕ(k) = 0 for all remaining terms indexed by k ∈ Z \ {0}; therefore, ϕ = φ is necessarily interpolating if it is to satisfy both (7) and ϕ(0) = 1. In this case, and by setting x = 0 in (6), we have that k∈Z (−k) n φ(−k) = µ n ; as φ is interpolating, we conclude that µ n must necessarily
General Construction
With L ∈ N \ {0}, consider now the following construction:
where β
L−1 I is the interpolating I-MOMS of degree (L − 1) defined in an earlier work by Blu et al., 10 where θ(x) = θ(x + 1) is a 1-periodic function to be examined shortly, where ∆ L is the central finite-difference operator of order L defined as ∆
L {f }(x) = L n=0 (−1) n L n f (x + L 2 − n),
and where ϕ 0 is any function that satisfies (5). Let us first check that ψ satisfies (5) by writing that
has order L, because θ is 1-periodic, and because the and ∆ operators commute here, we have that 
where ξ is a 1-periodic function that takes values from the set {−1, 1} and that satisfies ξ(0) = sign(∆ L {ϕ 0 }(0)), so that θ(0) = 0, which in turn enforces ψ(0) = 1. Except for this pointwise condition, the 1-periodic bi-valued function ξ is arbitrary-provided it satisfies some mildly restrictive additional technicalities. Finally, it is easy to check that θ turns out to be 1-periodic too, as required in the derivation above. Moreover, it turns out that the argument of the square root in (9) is guaranteed to be nonnegative (analysis not shown).
Specific Examples
We can take advantage of the freedom offered by the choice of ξ and ϕ 0 to build many different functions ψ for a given order of approximation. For instance, the description of ϕ S can be compressed into just L = 2 and ϕ 0 = tri with ξ = −1, which is much more compact than the tiresome description given in (4) . But tri is not the shortest-support function ϕ 0 that satisfies (5) ; the function rect is even shorter. To reduce computational costs without sacrificing quality, we therefore propose to take advantage of this fact.
We show in Figures 2-4 
Examining the support of our new construction ψ, we observe that it is dominated by support{∆
As the order of approximation of φ S happens to be L S = 2, it turns out that the family of functions ψ that we just derived contains members (e.g., see Figure 2 ) that possess the same order L = 2 but that have a shorter support than that of φ S ; in addition, our family also contains members (e.g., see Figure 4 ) of identical support [−2, 2] but that possess the higher order of approximation L = 3. 
Stochastic Analysis
Please note that we did not have to use (7) in this derivation; meanwhile, the conclusion is that registering uncorrelated data to a translated version of themselves results in a SSD criterion that mirrors the shape of the basis function-literally so, since the plot of J 0 versus ∆x is nothing but an upside-down version of ψ versus ∆x. As the optimizer is minimizing J in terms of ∆x, it is important that (−ψ) exhibits as few local minima as possible to avoid confusing it; in addition, the funnel-like appearance of (−ψ) should have an opening as widened as possible to further promote robustness. Among the bases that satisfy (7) and that were mentioned in this paper, (−rect 
