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2.4. Electron powder diffraction
J.-M. Zuo, J. L. La´ba´r, J. Zhang, T. E. Gorelik and U. Kolb
2.4.1. Introduction
Electron powder diffraction is commonly performed in trans-
mission geometry inside a transmission electron microscope
using 80–300 kV high-energy electrons with wavelengths from
0.0418 to 0.0197 A˚ (Cowley, 1992; Peng et al., 2004). The incident
electron beam can be as small as a few nm or as large as tens of
mm in diameter. Transmission electron powder diffraction can be
obtained from randomly oriented nanocrystalline or amorphous
materials. The short electron wavelengths allow the observation
of powder diffraction rings over a large range of S (= sin =).
Electron powder diffraction can also be performed using the
Bragg reﬂection geometry in reﬂection high-energy electron
diffraction (RHEED) with 10–30 kV electrons (Ichimiya &
Cohen, 2004). RHEED has a limited penetration depth and
therefore is mostly used for the study of supported nanoparticles.
Because the electron beam can be formed into a small probe
using electromagnetic lenses in a transmission electron micro-
scope, electron diffraction has the advantage of being able to
address individual particles in a powder as single crystals. Single-
crystal electron diffraction data are often used for the determi-
nation of unit-cell parameters (Zuo, 1993; Zuo et al., 1998;
Gramm et al., 2006; Sun et al., 2009; Kolb et al., 2006; Zhuang et
al., 2011), phase identiﬁcation (Gramm et al., 2006) or quantita-
tive structural analysis (Vincent & Exelby, 1991; Jansen et al.,
1998; Tsuda & Tanaka, 1999; Hovmoller et al., 2002; Sun et al.,
2009; Gorelik et al., 2010; Mugnaioli et al., 2012), or in combi-
nation with X-ray and neutron powder diffraction for structure
determination (Wu et al., 2006; Baerlocher et al., 2007; McCusker
& Baerlocher, 2009).
The principle of electron diffraction is similar to that of X-ray
diffraction. Both use atomic scattering and interference of the
scattered waves to probe the atomic structure. The difference is
that electrons are charged particles and interact with both the
electrons and nucleus of the atom with a large elastic scattering
cross section (several orders of magnitude larger than that of
X-rays). The combination of short wavelength, the large scat-
tering cross section and the small electron beam makes electron
powder diffraction a powerful technique for the analysis of
amorphous or nanocrystalline thin ﬁlms, nanoparticles and
‘small’ crystals in general (see Fig. 2.4.1 for an example).
A drawback of the strong interaction of electrons with matter
is the presence of multiple-scattering effects. In X-ray diffraction,
the measured integrated intensity is often less than predicted by
the theory for an ideally imperfect crystal (because of extinction)
but larger than predicted by the theory for an ideal perfect
crystal. There are two types of extinction: primary and secondary.
Primary extinction describes the multiple scattering within a
single mosaic block. Primary extinction diminishes the intensity
when the mosaic blocks are so large that they behave as frag-
ments of perfect crystals. The effect of electron multiple scat-
tering is similar to primary extinction in X-ray diffraction, except
the electron extinction length is short and comparable with the
sample thickness. Strong extinction can be an issue when analysis
based on kinematical diffraction (single-scattering) theory, as in
X-ray powder diffraction, is used for electron diffraction inten-
sities; thus dynamic theory, which takes into account multiple
scattering of the incident and diffracted waves inside a crystal, is
necessary. Secondary extinction also occurs in electron powder
diffraction. However, so far there is no satisfactory treatment of
this effect in electron diffraction. For small nanoparticles or
nanocrystalline thin ﬁlms the electron multiple-scattering effects
are typically reduced, so quantitative structural information can
be extracted from electron powder diffraction using the kine-
matical approximation (Cockayne &McKenzie, 1988; Ishimaru et
al., 2002; Chen & Zuo, 2007; Cockayne, 2007). Recent studies
have demonstrated that multiple-scattering effects can be
signiﬁcantly reduced by averaging over a range of crystal orien-
tations using precession electron diffraction (Vincent & Midgley,
1994; Gjonnes et al., 1998; Gemmi et al., 2003; Own et al., 2006;
Oleynikov & Hovmoller, 2007). The same beneﬁt is expected in
electron powder diffraction with 360˚ orientation averaging.
The quality of electron powder diffraction work has also
beneﬁted from the development of TEM (transmission electron
microscopy) technologies. The adoption of ﬁeld emission guns
(FEGs) in conventional transmission electron microscopes led to
the development of electron sources with high brightness, small
probe size and improved coherence. Electron energy ﬁlters, such
as the in-column energy ﬁlter, allow a reduction of the inelastic
background due to plasmon scattering, or higher electron energy
losses, with an energy resolution of a few eV (Rose & Krahl,
1995). The development of array detectors, such as charge-
coupled device (CCD) cameras or image plates, enables the
recording of entire powder diffraction patterns and direct
quantiﬁcation of diffraction intensities over a large dynamic
range that was not possible earlier (Zuo, 2000). The latest
Figure 2.4.1
An electron powder diffraction pattern recorded on an imaging plate
from a polycrystalline Al thin ﬁlm using selected-area electron
diffraction geometry with 200 kV electrons.
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development in time-resolved electron diffraction at a time
resolution approaching femtoseconds (Elsayedali & Herman,
1990; Siwick et al., 2003) will signiﬁcantly improve the ability to
interrogate structures at high spatial and time resolution.
Irradiation of both organic and inorganic materials with an
electron beam can cause severe modiﬁcation of the structure. The
amount of energy deposited into the material can be estimated
through the ratio of the elastic and inelastic scattering cross
sections. For carbon the ratio for electrons (300 keV) and X-rays
(with a wavelength of less than 1 A˚) is comparable, meaning that
the radiation damage caused by these sources is on the same scale
(Henderson, 1995). Electron radiation damage is caused by all
kinds of ionization processes, including bond breakdown and
subsequent recombination of radicals and active molecular
species. Inorganic materials can show knock-on damage (atomic
displacement) or sputtering effects (loss of atoms). This damage
may lead to a total structural collapse. The collective damage due
to electron radiation is quantiﬁed using the electron dose and
electron dose rates. In many cases the damage can be reduced by
minimizing the electron dose received by the sample, cryo-
protection, or deposition of a protective conductive layer
(Reimer & Kohl, 2008).
This chapter covers the practical issues and theory of electron
powder diffraction as well as applications for material analysis. A
fundamental description of electron diffraction can be found in
International Tables for Crystallography, Vol. C (2004) and the
book by Zuo & Spence (2017). The present chapter is subdivided
into seven sections. Sections 2.4.2 and 2.4.3 cover the theory
and the experimental setup of an electron powder diffraction
experiment using transmission electron microscopes, respectively.
Sections 2.4.4 and 2.4.5 discuss the application of electron powder
diffraction data to phase and texture analysis and related tech-
niques. Rietveld reﬁnement with electron powder diffraction data
is a relatively new ﬁeld; this is discussed in Section 2.4.6. The last
section reviews pair distribution function (PDF) analysis using
electron diffraction data.
2.4.2. Electron powder diffraction pattern geometry and intensity
By J.-M. Zuo and J. L. La´ba´r
The powder diffraction rings in transmission geometry appear
where the cone of diffracted electron beams intersects the Ewald
sphere. The intersection creates a ring of diffracted beams, which
is then projected onto the planar detector (see Fig. 2.4.2) with a
radius (R) according to
R ¼ L tan 2B: ð2:4:1Þ
Here B is the Bragg diffraction angle and L is the camera length.
The d-spacing can be obtained by measuring the length of R in
an experimental diffraction pattern using
d ¼ 
2 sin B
: ð2:4:2Þ
The electron wavelength is determined by the electron accel-
erating voltage (), in volts:
 ¼ hð2meÞ1=2
’ 1:226½ð1þ 0:97845 106Þ1=2 : ð2:4:3Þ
The wavelength of high-energy electrons is relatively short. For
200 kV electrons, the wavelength is 0.025 A˚ and the Bragg angle
is very small. For example, for d = 2.5 A˚ the electron scattering
angle  is 5 mrad. For a small Bragg angle one can use the
approximation sin  ’ tan  ’ . This gives the relationship
d ’ L
Rd
: ð2:4:4Þ
At large scattering angles with sin = 2 A˚1 or greater, a better
approximation is given by (Cowley & Hewat, 2004)
d ’ L
R
1þ 3R
2
8L2
 
: ð2:4:5Þ
The camera length L can be determined using a sample with
known d-spacings, while the electron wavelength or acceleration
voltage can be calibrated using high-order Laue zone (HOLZ)
lines in convergent-beam electron diffraction (CBED) patterns
(Zuo, 1993).
For a small parallelepiped crystal fully illuminated by a
coherent electron beam of intensity I0, the kinematic diffraction
intensity is given by
ISC ¼ I0
Fhkl
 2
L2
(
sin½Shkl  N1a
sin½Shkl  a
sin½Shkl  N2b
sin½Shkl  b
sin½Shkl  N3c
sin½Shkl  c
)2
;
ð2:4:6Þ
where N1, N2 and N3 are the number of unit cells along the three
axis directions, and Fhkl is the electron structure factor of the hkl
reﬂection:
Figure 2.4.2
Schematic diagram of the Ewald sphere construction and the geometry for recording electron diffraction patterns.
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Fhkl ¼
Pn
i¼1
f ei Ti exp½2iðhxi þ kyi þ lziÞ: ð2:4:7Þ
Here T is the atomic displacement factor, which accounts for
atomic thermal vibrations, and the electron atomic scattering
factor fi
e is deﬁned by equation (4.3.1.13) in International Tables
for Crystallography, Vol. C (2004). For a reﬂection with the
scattering vector ghkl the deviation from the Bragg condition of
the hkl reﬂection is expressed by the excitation error Shkl:
k k0 ¼ ghkl þ Shkl: ð2:4:8Þ
The diffraction intensity recorded in a powder diffraction
pattern is the integrated intensity over the crystal orientation and
the detector area. A change in crystal orientation leads to a
change in the excitation error normal to the diffracted beam in
the plane of Bragg reﬂection. The integration in these three
directions is equivalent to integration over the reciprocal-space
volume around the Bragg peak. The result gives the diffraction
power of a sample with a large number of crystallites for the hkl
reﬂection as (Warren, 1990)
Phkl ¼ I0
2mhklVsampledhkl
2V2c
Fhkl
 2; ð2:4:9Þ
where Vsample is the sample volume, mhkl is the multiplicity of the
reﬂection based on the symmetry-equivalent number of hkl
reﬂections, and Vc is the volume of the unit cell. For randomly
oriented powder samples, the diffraction power is uniformly
distributed over the bottom edge of a cone of half apex angle
2hkl and height L, and the peak intensity is more appropriately
described by the power per unit length of the diffraction circle
(Vainshtein, 1964):
Ik ¼
Phkl
2L sin 2hkl
¼ I0
4L
d2hklmhklVsample
V2c cos hkl
Fhkl
 2: ð2:4:10Þ
Here cos hkl ’ 1 is a good approximation for electron diffraction
and this formula is presented in equation (2.4.1.3) in International
Tables for Crystallography, Vol. C (2004).
The kinematic approximation in electron diffraction is valid
only for very small crystals. Deﬁning the validity of the kinematic
approximation for different crystals has been difﬁcult and the
subject of extensive debate (Blackman, 1939; Vainshtein, 1964;
Turner & Cowley, 1969; Cowley, 1995). For single-crystal electron
diffraction, numerous studies using CBED have demonstrated an
almost perfect ﬁt to experimental diffraction intensities using
dynamic theory. Using this ﬁtting approach, experimental
structure-factor amplitudes and phases can be measured through
a reﬁnement process with high accuracy (Saunders et al., 1995;
Tsuda et al., 2002; Zuo, 2004). However, this approach requires
knowledge of the approximate crystal structure and can rarely be
used for powder electron diffraction, where unknown crystal
structures are often studied. In developing a theory for the
integrated intensity for powder electron diffraction, the magni-
tude of the dynamic effect and its dependence on crystal orien-
tations, defects, thickness variations and crystal shape must be
considered. In X-ray and neutron diffraction, the combination of
these factors led to the highly successful kinematical theory of
ideal imperfect crystals with randomly distributed mosaic blocks.
For electron diffraction, an all-encompassing theory of integrated
intensity has been elusive because of the small electron coher-
ence length, which is much less than the size of typical mosaic
blocks detected by X-ray and neutron diffraction, and strong
scattering. An approximation has been developed to take
account of dynamical scattering using the two-beam theory
(Blackman, 1939). Under this approximation, the integrated
dynamic intensity Id over a large range of excitation is given by
the expression
Id / Fhkl
  RAhkl
0
J0ð2xÞ dx: ð2:4:11Þ
Here
Ahkl ¼
 Fhkl
 t
Vc cos hkl
’  Fhkl
 t
Vc
; ð2:4:12Þ
where t is the thickness of the crystallite along the electron-beam
direction,  is the relativistic constant of electrons and J0(2x) is
the zero-order Bessel function. For a very small value of Ahkl the
Bessel function J0(2x) is nearly constant with a value of 1 and the
diffraction intensity approaches that of the kinematical limit.
From this, the following formula can be derived for the dynamical
intensity:
Id ¼
I0
4L
d2hklmhklVsample
Vct
Fhkl
  Z
Ahkl
0
J0ð2xÞ dx: ð2:4:13Þ
For very large Ahkl, the integral over the Bessel function
approaches the value of 1/2 and in this case the diffraction
intensity is proportional to the structure-factor amplitude instead
of its square as predicted by kinematical theory.
The extent of dynamic effects that can be reduced by
averaging over crystal orientations has been demonstrated by
precession electron diffraction (PED). This technique was
originally developed by Vincent &Midgley (1994) to improve the
single-crystal electron diffraction intensities for structural
analysis. In PED, the incident electron beam is tilted and
precessed along a conical surface that is centred on the electron
optical axis. Below the crystal, the diffraction pattern is tilted
back with the position of the direct beam remaining approxi-
mately constant during precession. The diffraction pattern then
generally appears similar to a conventional electron diffraction
pattern. The measured diffraction intensity, however, is a double
integration over the two-dimensional detector and the incident-
beam angles deﬁned by the precession cone surface. Experi-
mental and theoretical studies of PED integrated intensities
have shown an overall ‘more kinematical’ behaviour with less
sensitivity to crystal thickness and exact orientation than for
conventional electron diffraction patterns. Simulations also
showed that the dynamical effects are still present in the PED
integrated intensities, but the extent of the dynamic effect as
measured by the correlation between the integrated intensity and
the squared amplitude of the structure factor follows the
empirical rules:
(i) The correlation increases with the precession angle.
(ii) The correlation is more pronounced for higher-order
reﬂections than lower-order ones, for which the integration
over the different excitation error is less complete.
(iii) The correlation also improves as the crystal thickness
decreases.
In the electron powder diffraction of randomly oriented crys-
tals, the angular integration is performed over the entire solid
angle. Zone-axis patterns with enhanced dynamical interaction
between the diffracted beams are also included in this solid angle.
However, the overall probability for a crystal to be in exact zone-
axis orientation is very small, even if the zone axis is deﬁned
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within a wedge of tens of milliradians. Thus, powder electron data
generally tend to be more kinematical than single-crystal data.
2.4.3. Electron powder diffraction techniques
By J.-M. Zuo and J. Zhang
The basic setup for electron powder diffraction uses a transmis-
sion electron microscope equipped with an area electron detector
(photographic ﬁlm, CCD camera etc.). Thin ﬁlms, such as amor-
phous carbon or holey carbon ﬁlms supported on metal grids, are
typically used to support powder samples, which are then
mounted and inserted into the transmission electron microscope
inside a TEM sample holder. Solid free-standing thin ﬁlms can be
placed directly on top of a metal grid.
The electron beam used for a powder electron diffraction
experiment is shaped using electromagnetic lenses. A modern
transmission electron microscope uses at least three sets of
magnetic lenses for the illumination system: condensers I and II,
and the objective preﬁeld. The preﬁeld is part of the objective
lens system before the sample acting as a lens. Some transmission
electron microscopes come with an additional condenser lens
(condenser III, or condenser mini-lens), which can be used for
nanodiffraction. These lenses are used in various combinations to
set up electron illumination for selected-area electron diffraction
(SAED) or nano-area electron diffraction (NAED) (Zuo, 2004).
The major difference between these two is the area of illumina-
tion, which is controlled by the strength (or focal length) of the
condensers II and III.
An issue to be considered during setup of the electron beam
for powder diffraction is the electron lateral coherence length. In
a transmission electron microscope, the electron coherence is
deﬁned by the coherence length seen at the condenser aperture.
According to the Zernike–Van Cittert theorem, the degree of
coherence between electron wavefunctions at two different
points far away from a monochromatic electron source is given by
the Fourier transform of the source intensity distribution
(Cowley, 1999). If we assume that the source has a uniform
intensity within a circular disc, the coherence function is then
given by J1ðr=Þ=r with J1 being the ﬁrst-order Bessel
function, r the radial distance at the aperture and  the angle
sustained by the electron source. The lateral coherence length L,
which is often referred to in the literature, is deﬁned by r at the
ﬁrst zero of J1, which has the value of L ¼ 1:2=. The source
seen by the condenser aperture inside a transmission electron
microscope is the source image formed after the condenser-I lens.
For a Schottky emission source, the emission diameter is between
20 and 30 nm according to Botton (2007). For a condenser
aperture placed 10 cm away from the electron source image, a
factor of 10 source demagniﬁcation provides a coherence length
from 100 to 150 mm. When a smaller condenser aperture is used,
such as in NAED, the electron beam can be considered as
approximately coherent and the lateral coherence length on the
same is limited by the beam convergence angle  with
Lsample ¼ 1:2=.
2.4.3.1. Selected-area electron diffraction (SAED)
SAED is formed using the transmission electron microscope
illumination, which is spread out over a large area of the
specimen to minimize the beam convergence angle. The diffrac-
tion pattern is ﬁrst formed at the back focal plane of the objective
lens and then magniﬁed by the intermediate and projector lenses
(only one is shown) onto the screen or electron detector (Fig.
2.4.3). The recorded diffraction pattern is from an area of interest
selected by placing an aperture in the conjugate (imaging) plane
of the objective lens. Only electron beams passing through this
aperture contribute to the diffraction pattern. For a perfect lens
without aberrations, electron beams recorded in the diffraction
pattern come from an area that is deﬁned by the image of the
selected-area aperture at the specimen plane. The aperture image
is demagniﬁed by the objective lens. In a conventional electron
microscope, rays at an angle to the optic axis are displaced away
from the centre because of the spherical aberration of the
objective lens (Cs) as shown in Fig. 2.4.3. The displacement is
proportional to Cs
3, where  is twice the Bragg angle. The
smallest area that can be selected in SAED is thus limited by the
objective lens aberrations. This limitation is removed by using an
electron microscope equipped with a transmission electron
microscope aberration corrector placed after the objective lens
(Haider et al., 1998).
The major feature of SAED is that it provides a large illumi-
nation area, which is beneﬁcial for recording diffraction patterns
from polycrystalline samples as it leads to averaging over a large
volume (for example, a large number of nanoparticles). SAED
can also be used for low-dose electron diffraction, which is
required for studying radiation-sensitive materials such as
organic thin ﬁlms.
2.4.3.2. Nano-area electron diffraction (NAED)
NAED uses a small (nanometre-sized) parallel illumination
with the condenser/objective setup shown in Fig. 2.4.4 (Zuo et al.,
2004). The small beam is achieved by reducing the convergence
angle of the condenser-II crossover and placing it at the focal
plane of the objective preﬁeld, which then forms a parallel-beam
illumination on the sample for an ideal lens. A third condenser
lens, or a mini-lens, is required for the formation of a nanometre-
sized parallel beam. For a condenser aperture of 10 mm in
diameter, the probe diameter is 50 nm with an overall magni-
ﬁcation factor of 1/200 in the JEOL 2010 electron microscopes
(JEOL, USA). The smallest beam convergence angle in NAED is
Figure 2.4.3
Schematic illustration of selected-area electron diffraction in conven-
tional TEM. (Provided by Jun Yamasaki of Nagoya University, Japan.)
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limited by the aberrations of the illumination lenses. A beam
convergence angle as small as 0.05 mrad has been reported
(Zuo et al., 2004). A diffraction pattern recorded using NAED is
similar to one recorded by SAED. The major difference is that
the diffraction volume is deﬁned directly by the electron probe in
NAED. Since all electrons illuminating the sample are recorded
in the diffraction pattern, NAED in an FEG microscope also
provides higher beam intensity than SAED (the probe current
intensity using a 10 mm condenser-II aperture in a JEOL 2010F is
105 e s1 nm2) (Zuo et al., 2004).
The small probe size is most useful for studying a small section
of thin ﬁlms or for selection of nanoparticles for powder
diffraction. The small beam size reduces the background in the
electron diffraction pattern from the surrounding materials.
2.4.3.3. Sample preparation
The success of an electron powder diffraction experiment to a
large extent depends on sample preparation. The powder sample
has to be suitable for electron-beam observation, and the sample
also needs to be compatible with the vacuum environment of the
microscope. In situ experiments can be carried out using special
holders for cooling, heating and cryogenic or environmental
transfer. Special microscopes are also available to provide a
gaseous or ultra high vacuum environment for the investigation
of structures under a gas or at ultra low pressure, or in situ sample
preparation.
The observed area of the sample must be electron transparent,
i.e. have a thickness of less than or comparable to the inelastic
mean free path of electrons. The inelastic mean free path
increases with the electron voltage (Egerton, 2011). The typical
sample thickness ranges from a few tens to hundreds of nano-
metres for 200 kV high-energy electrons (see Table F.1 in Zuo &
Spence, 2017).
The sample-preparation techniques can be divided into three
categories: (i) bulk-based for bulky materials and supported thin
ﬁlms, (ii) powder-based techniques and (iii) free-standing thin
ﬁlms over a supporting grid prepared by vacuum evaporation or
sputtering.
The bulk-based techniques involve mechanical cutting, thin-
ning/polishing and perforation. An ion beam is typically used in
the last step of perforation to create a thin area around the edge
of a hole for electron-beam observation. Chemical and electro-
lytic methods are also often used for preparing electron-
transparent samples. While these methods have been applied to a
broad range of materials, they are mostly used for metals or
semiconductors to create smooth sample surfaces free from
defects or sample heating caused by ion-beam irradiation.
Mechanical thinning and polishing are sometimes done with a
wedge angle with the help of a tripod. The thin region next to the
edge only requires a brief ion-beam bombardment to make it
electron transparent. A detailed description of traditional
sample-preparation techniques for TEM can be found in Barna &
Pe´cz (1997). The above techniques are applicable to both thin
ﬁlms and bulk nanocrystalline materials. The powder-based
techniques use dispersion of powders on thin supporting ﬁlms
placed on metal grids specially made for TEM observations. This
technique is most suitable for nanoparticles. For micron or larger-
sized powders, additional grinding is used to produce smaller
particles. The most commonly used supporting ﬁlms are contin-
uous amorphous carbon ﬁlms, holey carbon ﬁlms, networked
carbon ﬁbres (lacey carbon), amorphous silicon nitride and SiOx.
For amorphous carbon ﬁlms, an ultra thin version is available
which is especially useful for nanoparticle samples.
A recent development in TEM sample preparation is the use of
a focused ion beam of Ga+ ions for cross-sectioning a sample. The
focused ion beam can drill a precise hole in the sample. The same
ion beam can also be scanned over a sample surface to form an
image by collecting the secondary electrons or ions generated by
the beam. The ion column can be integrated into an electron
column in a scanning electron microscope in the so-called dual-
beam conﬁguration. An image can be formed using either elec-
trons or ions. Most often the electron beam is used for sample
inspection, while the ion beam is used for patterning and milling.
This allows precise control over the position and thickness of the
cross section, which is very practical for characterization of
Figure 2.4.4
Schematic illustration of electron nanoprobe formation using a
combination of condenser lenses (II and III) and the objective lens.
The beam divergence angle is kept at a minimum by forming a crossover
at the front focal plane of the objective lens. An image of an
experimental electron nanoprobe is shown on the right with a carbon
nanotube contained inside the probe.
Figure 2.4.5
Sample preparation and lift-out using a focused ion beam (FIB). A thin
section of the sample is cut out using the FIB and attached to a
mechanical probe for lift-out (inset). The image shows the lift-out section
containing ZnO nanoparticles in bright dot-like contrast supported on an
Si substrate.
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semiconductor devices or failure analysis in general (Fig. 2.4.5).
Further details about ion-beam techniques can be found in La´ba´r
& Egerton (1999) and Orloff et al. (2002). For a comprehensive
review of sample-preparation techniques for TEM, see O˝zdo¨l et
al. (2012).
2.4.3.4. Diffraction data collection, processing and calibration
Experimental electron powder diffraction data are collected
using two-dimensional area electron detectors. Experimental
issues involved in the diffraction-pattern recording procedure are
electron optical alignment, diffraction-pattern collection and
calibration, with particular care taken in adjusting the specimen
height position (eucentric position), selection of a suitable
illumination-beam convergence angle and diffraction-camera
length, and ﬁnally projector-lens focusing. The diffraction-camera
length is determined by the setting of intermediate and projector
lenses in combination with the objective lens. To calibrate the
diffraction-camera length, a standard sample is placed in the
eucentric position of the objective lens at the standard focus. At
this setting, the specimen plane is conjugate to the selected-area
aperture (Fig. 2.4.3) and the sample image appears in focus. To
obtain a sharp diffraction pattern, the detector plane must be
conjugate to the back focal plane of the objective lens. This can
be achieved by setting up a parallel-beam illumination and
adjusting the intermediate-lens focus length to bring the direct
beam into a sharp focus.
Currently available area electron detectors are CCD and
CMOS cameras, imaging plates (IPs) and photographic ﬁlm.
While photographic ﬁlm has a long history of use in electron
microscopy, its limited dynamic range makes it less useful for
electron diffraction data collection. Both CCD cameras and IPs
are digital recorders capable of collecting electron intensity over
a large dynamic range. The crucial characteristics of digital
recording systems are the gain (g), linearity, resolution, detector
quantum efﬁciency (DQE) and the dynamic range. The gain of a
CCD or CMOS camera can be normalized using a ﬂat-ﬁeld illu-
mination; the gain in IPs is assumed to be constant. The detector
resolution is characterized by the point-spread function (PSF),
which is roughly the detector’s response to a point-like illumi-
nation. These characteristics for CCDs and IPs have been
compared by Zuo (2000). The intensity of an electron diffraction
pattern recorded with a digital detector is given by
Irecordedði; jÞ ¼ gði; jÞHði; jÞ  Ioriginalði; jÞ þ nði; jÞ; ð2:4:14Þ
where g(i, j) is the detector gain image, H is the PSF of the
detector, n is the detector noise and Ioriginal is the intensity of
scattered electron beams originally received by the detector. The
i and j are the pixel coordinates of the detector. The PSF is
experimentally characterized and measured by the amplitude of
its Fourier transform, or the so-called modulated transfer func-
tion (MTF). The effects of the PSF can be removed by decon-
volution. The Richardson–Lucy method is speciﬁcally targeted
for Poisson processes, which can be applied to CCD images (Zuo,
2000). The alternative to the removal of the PSF is to treat it as
part of the peak broadening that can be used to ﬁt the powder
pattern.
The noise in the experimental data is characterized by the
DQE:
varðIÞ ¼ mgI
DQEðIÞ : ð2:4:15Þ
Here I is the experimentally measured intensity, var stands for
the variance, m is the area under the MTF and g is the average
gain of the detector. Once the DQE is known, this expression
allows an estimation of the variance in measured intensity, which
is essential for quantitative intensity analysis where the variance
is often used as the weight for comparing experimental and ﬁtted
data.
The performances of CCDs and IPs for electron diffraction
pattern recording are different at different electron dose rates. At
low dose rates, the DQE of the CCD camera is limited by the
readout noise and the dark current of the CCD. IPs have better
performance in the low dose range due to the low dark current
and low readout noise of the photomultipliers used in IP readers.
At medium and high dose rates, the IP signal is affected mostly by
the linear noise due to the granular variation in the phosphor and
instability in the readout system, while for CCDs the noise is
mostly linear noise in the gain image.
Electromagnetic lenses are not perfect and have aberrations
affecting the collected data. In most transmission electron
microscopes, electron diffraction patterns are produced using the
post-specimen magnetic lenses. For electron diffraction, the most
important aberration is the distortion of the projector lens,
causing a shift of an image point. There is no blurring in
diffraction patterns associated with the lens distortion. However,
the distortion affects the overall shape of diffraction patterns.
The distortion is most obvious at low camera lengths, where the
pattern may seem stretched or twisted at high scattering angles.
There are three types of distortion of the same order as the
spherical aberration of the lens. They are called pin-cushion,
barrel and spiral distortions (Reimer, 1984). A distortion can
also arise from the use of an electron energy ﬁlter, where a
lower order of distortion can be introduced with the use of non-
spherical lenses (Rose & Krahl, 1995).
For quantitative analysis an electron powder diffraction
pattern recorded on an area detector needs to be integrated into
one-dimensional powder diffraction data (Fig. 2.4.6). The inte-
gration involves four separate steps: (i) identifying areas of the
diffraction pattern for integration, (ii) centring the diffraction
pattern, (iii) applying a diffraction pattern distortion correction,
if there is any, and (iv) integrating intensities for a constant
diffraction angle. Electron powder diffraction patterns can be
recorded on a crystalline support ﬁlm, which gives sharp
diffraction spots distinct from the powder diffraction rings. The
sharp diffraction patterns from the support ﬁlm can be excluded
from the powder diffraction intensity integration in step (i) by
using a mask. The same approach can be used to eliminate any
alien features from a diffraction pattern caused, for instance, by
the aperture or the energy ﬁlter. The diffraction pattern centring
is based on the analysis of the transmitted beam in the centre of
the pattern. As the transmitted beam is usually very strong and is
often overexposed, ﬁnding its centre may be a non-trivial task. In
order to prevent detector damage in the area of the transmitted
beam a beam stop is often used. In this case, the central area in
the pattern may have an irregular shape not suitable for the
centring procedure. Non-distorted diffraction patterns can be
centred by ﬁnding the centre of the concentric diffraction rings
either by locating the position of the maximum diffraction peak
intensity along the ring and using these positions to determine
the centre of the ring, or by searching for the centre that gives the
maximum correlation between IðgÞ and IðgÞ. For distorted
diffraction patterns, the centring and the distortion correction
must be carried out simultaneously.
The distortion correction requires a powder sample with
known d-spacings. The amount of distortion can be obtained by
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ﬁtting the diffraction ring position Rdð’Þ using a cosine expansion
with
Rdð’Þ ¼ Rþ
PN
n¼1
Rn cos nð’ ’nÞ; ð2:4:16Þ
where R is the average radius (zero order) of the diffraction ring,
R represents the amplitude of distortion of order n and ’ is the
azimuthal angle. Once the distortion is calibrated and excluded
from the data, the diffraction intensity integration can be simply
carried out by summing the recorded diffraction intensity
according to the radius using
In ¼
1
N
X
I½i; j; ð2:4:17Þ
where the sum is taken over Rði; j; i0; j0;RÞ 2 fn; ðnþ 1Þg.
Here the powder diffraction intensity is integrated in ﬁne discrete
steps along the radius of a diffraction pattern (corresponding to
increasing scattering angle) with an interval of , the summation
is done over all diffraction pixels that fall between the radius of
n and (n + 1) and N is the number of these pixels.
Filtering the inelastic background is an option for electron
microscopes equipped with an electron energy ﬁlter. A major
contribution to the inelastic background in electron diffraction
patterns comes from bulk plasmon excitation (Egerton, 2011).
This can be ﬁltered out by dispersing the electrons according to
their energies using magnetic or electrostatic ﬁelds inside an
electron energy ﬁlter and using a slit of a few eV in width around
the elastic (zero-loss) electron beam. For use with an area elec-
tron detector for electron diffraction, the ﬁlter must also have a
double focusing capability to function as an imaging lens. There
are two types of electron imaging energy ﬁlters that are currently
employed: one is the in-column  energy ﬁlter and the other is
the post-column Gatan imaging ﬁlter (GIF). The in-column 
ﬁlter is placed between the transmission electron microscope’s
intermediate and projector lenses and can be used in combina-
tion with IPs, as well as with a CCD or CMOS camera. The GIF is
placed after the projector lens and the use of a GIF for electron
diffraction typically requires the transmission electron micro-
scope to be switched to a special low-camera-length setting. For
electron diffraction, geometric distortions, isochromaticity and
the angular acceptance are important characteristics of the
imaging ﬁlter (Rose & Krahl, 1995). Geometrical distortions arise
from the use of non-cylindrical lenses inside the energy ﬁlter. The
distortion can be caused by optical misalignment, which is an
issue with the GIF with its low camera-length setting. The amount
of distortion can be measured using a standard calibration sample
and corrected using numerical methods. Isochromaticity deﬁnes
the range of electron energies for each detector position. Ideally,
this should be the same across the whole detector area. The
angular acceptance deﬁnes the maximum range of diffraction
angles that can be recorded on the detector without a signiﬁcant
loss of isochromaticity (Rose & Krahl, 1995).
2.4.4. Phase identiﬁcation and phase analysis
By J. L. La´ba´r
For known structures, powder diffraction patterns can be used for
identiﬁcation of the crystalline phases and quantiﬁcation of their
Figure 2.4.6
An example of electron powder diffraction recording for nanodiamonds. (a) A TEM image showing nanodiamond particles supported on amorphous
carbon, (b) the magniﬁed image from the boxed region of (a), and (c) the recorded electron powder diffraction pattern from nanodiamond particles
and the obtained radial intensity proﬁle.
109
2.4. ELECTRON POWDER DIFFRACTION
volume fraction for samples containing multiple phases. These
procedures are usually performed in two steps. First, the candi-
date phases must be selected to produce a shortlist of the
structures that may be present in the sample. Preparation of the
shortlist generally relies on a priori chemical information
[obtained e.g. from energy-dispersive X-ray spectroscopy (EDS)
or electron energy-loss spectrometry (EELS)] to reduce the
number of candidate phases (crystalline structures) that are
searched for (La´ba´r & Adamik, 2001; La´ba´r, 2006) in a
comprehensive database such as the Powder Diffraction File
(Faber & Fawcett, 2002). The identiﬁcation of the crystalline
phases in the experimental data is done through pattern ﬁnger-
printing. Final conﬁrmation of phase identiﬁcation is provided by
the success of quantitative or semi-quantitative phase analysis,
which determines the phase fractions and amount of texture.
In principle, the Le Bail structure-factor extraction (decom-
position) method (see Chapter 3.5) could also be used for elec-
tron diffraction ring patterns from nanocrystals that are small
enough to scatter kinematically or quasi-kinematically (Moeck &
Fraundorf, 2007). The main advantage of this approach would be
that no assumptions about the structure have to be made.
However, none of the methods available for electron diffraction
data follow this approach and identiﬁcation of crystalline phases
generally follows a different route [qualitative phase analysis
(La´ba´r & Adamik, 2001) or traditional structural ﬁngerprinting
(Moeck & Rouvimov, 2010)].
After a two-dimensional ring pattern is integrated into a one-
dimensional intensity distribution, the positions and intensities of
peaks are extracted. The positions of the diffraction peaks are
used as minimum information for ﬁngerprinting. For successful
phase identiﬁcation the largest d values (at the smallest scattering
angles) are crucial. Unfortunately, they are not always listed in
the X-ray diffraction databases (Moeck & Fraundorf, 2007). Use
of diffraction-peak intensities for ﬁngerprinting has limited
validity due to the deviation of electron diffraction intensities
from the kinematic scattering formalism and the possible
presence of texture in the sample. Phase analysis (ﬁngerprinting)
is complete when only one (set of) model structure(s) remains
(out of several candidates listed in the previous step) on the basis
of best ﬁt between the model and the measured diffraction
patterns. The addition of features to the Powder Diffraction File
to make it more useful for phase identiﬁcation using electron
diffraction data is an active area of development.
Once a structural model is selected, the quantitative ﬁt of
diffraction intensities is performed. The quantitative modelling
requires knowledge of the atomic positions within the unit cell.
Atomic coordinates are not listed in the older PDF-2 database,
but are given for many phases in the PDF-4+ database that
combines ﬁve collections provided by different institutions. There
are also open databases, like COD (http://www.crystallo-
graphy.net/cod/), NIMS_MatNavi (http://crystdb.nims.go.jp/
index_en.html) or AMCDS (http://rruff.geo.arizona.edu/AMS/
periodictable.php). They also list atomic coordinates and can
export structure data as CIF ﬁles.
For calculation of the electron structure factors, the electron
atomic scattering factors are given in International Tables for
Crystallography, Vol. C (2004). In the case of kinematical scat-
tering, the intensity is proportional to the square of the electron
structure factor Fhkl. If necessary, an absorption correction can be
performed using the Weickenmeier & Kohl (1991) formalism.
Application of the quasi-kinematic formalism paves the way to
giving an estimate of grain size in the beam direction (La´ba´r et al.,
2012). However, there is no straightforward correlation of this
value with the actual crystal size or the thickness of the TEM
sample. The grain size coming from the quasi-kinematic formula
is also different from the size of the coherently scattering
domains that could be determined from the broadening of the
diffraction peaks (Unga´r et al., 2001), which is related to the
lateral size of the crystallites (grains, particles) in the TEM
sample.
In addition to peak positions and intensities, the peak shape
and the background intensity have to be ﬁtted. The pseudo-Voigt
peak shape is most frequently used in electron diffraction phase
analysis. The background intensity distribution in powder elec-
tron diffraction patterns is modelled empirically. The width of the
diffraction peaks is an empirical parameter in the present
implementation of phase analysis (La´ba´r, 2009). A Williamson–
Hall type analysis of the variation of the experimentally observed
peak width with the diffraction vector is also possible for simple
proﬁles with well separated peaks (Gammer et al., 2010);
however, so far it has only been done for single-phase diffraction
proﬁles with a known material without an attempt to combine it
with phase analysis. Making the peak width dependent on grain
size and defect structure (Unga´r et al., 2001) would in principle
also be possible for phase analysis from powder electron
diffraction data, but has not been implemented so far.
Selection of the appropriate structure model is done based on
the value of the goodness-of-ﬁt (GOF) criterion. For a one-
dimensional electron diffraction proﬁle recorded for n pixels, the
GOF is given by
GOF ¼ 1
n p
Xn
k¼n0
1
wk
ðIexpk  Icalck Þ2; ð2:4:18Þ
where p is the number of parameters used in ﬁtting, wk is a
relative weight of the intensity value at the kth pixel, and I
exp
k and
Icalck are the experimentally measured and calculated intensity
values for the kth pixel, respectively.
Structure models are described in parametric form (including
experimental parameters, peak-shape parameters together with
volume fractions of the phases and their ﬁbre-textured compo-
nents: p parameters altogether) and the p-dimensional parameter
space is explored to calculate the GOF. The model with the
smallest GOF is accepted. In phase analysis the best match is
searched for by using the downhill simplex algorithm (Nelder &
Mead, 1965). The semi-global simplex was found to be robust and
allowed easy escape from local minima (Zuo & Spence, 1991)
when used for ﬁtting CBED patterns.
For polyphasic diffraction proﬁles, the volume fraction of
phases is calculated at the end of the ﬁtting procedure. It is
assumed that the net diffraction intensity in each pixel is a linear
combination of contributions of the individual phases (random
and textured fractions are treated as independent model
components). The over-determined set of equations is solved
using least-squares minimization. The number of equations is
reduced, while keeping the information content of all equations,
by forming matrix A as
ai;j ¼
P
k
ModelkðiÞModelkðjÞ; ð2:4:19Þ
where summation is performed for all pixels k for the model
functions of the ith and jth phases, and vector b as
bi ¼
P
k
ðMeasuredk  BackgroundkÞModelkðiÞ: ð2:4:20Þ
The coefﬁcients of the linear combination are obtained by solving
for vector x the matrix equation Ax = b using matrix inversion.
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The coefﬁcients of this linear combination [xðiÞ] put the
intensities of the peaks in phase i on the absolute scale. Imax(i),
the intensity calculated on the absolute scale for the strongest
(100%) diffraction peak of phase i, gives the intensity diffracted
by one unit cell (structure factors are calculated for the atoms of
one unit cell). Then x(i)/Imax(i) is the number of unit cells of
phase i in the analysed volume. Consequently, the volume
extended by phase i in the analysed volume is VðiÞxðiÞ=ImaxðiÞ,
where V(i) is the volume of the unit cell of phase i. The volume
fraction of phase fi is then given by
fi ¼
VðiÞxðiÞ
ImaxðiÞ
X
i
VðiÞxðiÞ
ImaxðiÞ
: ð2:4:21Þ
In addition to volume fractions of phases and their ﬁbre-textured
components, the same method can determine the variation
(contraction, dilation, distortions) of the unit cell, provided
experimental parameters speciﬁc to electron diffraction (e.g. the
camera length and pattern distortion) are properly calibrated.
The reliability of the camera-length calibration (systematic error)
is usually around 2% (Williams & Carter, 2009); in the best cases
accuracy of better than 0.3% has been reported (La´ba´r et al.,
2012). Consequently, only large variations in the lattice para-
meter can be determined reliably from powder electron diffrac-
tion data and the typical accuracy of powder X-ray diffraction
cannot be attained.
There are two main advantages of phase analysis from powders
by electron diffraction compared with X-ray diffraction. First,
much smaller volumes can be studied. Diffraction information
can be collected from thin layers of a few tens of nanometres
thickness, enabling precise identiﬁcation of the inspected volume.
If needed, different lateral sections from different depths
of a bulk sample can be studied by TEM, thus providing
three-dimensional information about the sample. In a non-
homogeneous sample, electron diffraction data can be collected
from different areas, allowing detection of different phases or
texture components at a spatial resolution and sensitivity
superior to X-ray diffraction methods (La´ba´r et al., 2012).
The accuracy of the phase-content identiﬁcation in a mixture
for the major components is around 10–15% (La´ba´r et al., 2012).
The detection limit depends on the scattering power of the
component. A weakly scattering phase of Cr in a strongly scat-
tering matrix of Ag could only be detected at the content of 2%,
while the presence of 5% Ag in a relatively weakly scattering Ni
matrix allowed full quantiﬁcation of the two phases (La´ba´r et al.,
2012). Thus, generally 5% (by volume) is accepted as the
detection limit for powder electron diffraction experiments.
2.4.5. Texture analysis
By J. L. La´ba´r
The orientation distribution in a polycrystalline (nanocrystalline)
TEM sample (used for powder electron diffraction) can either be
random or a large fraction of grains can favour a special direc-
tion, i.e. the sample is textured. The texture can originate from
the non-spherical shape of the particles (as in sedimentation
geology or drop-drying of a suspension of nanoparticles on a
TEM grid) or from energetic and/or kinetic conditions during
nucleation and growth of grains in the formation of polycrystal-
line thin ﬁlms on a substrate or, alternatively, the texture can be a
result of mechanical deformation (as in drawing wires or rolling
sheets of metals). Although the distribution of the preferred
orientations can be very different, a few general types are
frequently observed.
In the simplest case only one preferred-orientation vector
characterizes the sample and the orientations of the grains are
distributed arbitrarily around that direction. This situation is
called ﬁbre texture (single-axis texture). The most typical repre-
sentatives of this texture class are sedimentation platy particles
on a ﬂat surface where the preferred-orientation vector is normal
to the ﬂat face of the particles, or a drawn metal wire where the
preferred-orientation vector is directed along the wire axis.
Another texture type frequently observed in the sedimentation
of rod-shaped particles is described by the preferred-orientation
vector being conﬁned within a plane, but being arbitrarily
oriented within this plane. Rolling of metal sheets results in
other, more complex, but well characterized texture types:
‘copper-type’, ‘brass-type’ and ‘S-type’ (Mecking, 1985).
There are different ways to handle texture with electron
diffraction. One approach is to collect the orientation informa-
tion from individual nanograins in an automated area scan and
reconstruct pole ﬁgures and inverse pole ﬁgures on a medium-
sized population of grains (Rauch et al., 2008). In principle, this is
a single-crystal method analysing the information from an
assembly of crystals. The Russian crystallography group devel-
oped the theory of arcs in oblique texture and used such textured
patterns in structure analysis (Vainshtein, 1964; Vainshtein &
Zvyagin, 1992). The TexPat software (Oleynikov & Hovmoller,
2004) was designed and effectively applied to determining unit-
cell parameters and reﬁning structure from oblique textured
electron diffraction patterns. Tang et al. (1996) developed a
method to determine the axis of texture and distribution of
directions around that axis. The March–Dollase model (Dollase,
1986) for the description of pole densities was adapted for elec-
tron diffraction and used for the simulation of ring patterns (Li,
2010); however, no attempt was made to determine the phase
fractions or textured fractions automatically.
A simpliﬁed automatic treatment of texture was implemented
in the ProcessDiffraction software (La´ba´r, 2008, 2009). Partial
texture is approximated by a linear combination of an ideally
sharp ﬁbre texture and a random distribution of components.
Both the textured and the random components are treated as
separately determined volume fractions during quantitative
phase analysis (see Section 2.4.4). The advantage of the method is
that the determination of the textured fraction is combined with
simultaneous handling of a quasi-kinematic scattering by the
Blackman approximation, and these two effects, which both
modify the relative intensities, are treated simultaneously on a
uniﬁed platform.
The application of the most general method for determining
texture from powder electron diffraction patterns is restricted to
the thinnest samples where kinematic scattering holds (Gemmi,
Voltolini et al., 2011). The method consists of recording a set of
powder electron diffraction patterns at deﬁned tilt steps of the
two-axis goniometer, covering a considerable part of the solid-
angle range usually used for recording pole ﬁgures. Azimuthal
sections are integrated separately in 10˚ steps. The resulting large
three-dimensional data set is fed into a variant of the Rietveld
method called MAUD (Lutterotti et al., 1997), which has built-in
scattering factors for electrons. The orientation density function
(ODF) is determined from the measured data by discretization of
the orientation space. For texture ﬁtting the EWIMV algorithm is
used (Lutterotti et al., 2004), which can be applied with irregular
pole ﬁgure coverage and includes smoothing methods based on a
concept of the tube projection. Pole ﬁgures from the smoothed
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ODF were obtained for both sediment aggregates and evapo-
rated thin ﬁlms (Gemmi, Voltolini et al., 2011).
2.4.6. Rietveld reﬁnement with electron diffraction data
By T. E. Gorelik and U. Kolb
The Rietveld reﬁnement method was initially developed for
neutron diffraction data (Rietveld, 1967, 1969). It has now
become a standard technique which is extensively used with
neutron, laboratory X-ray and synchrotron diffraction data. A
detailed description of the method can be found in Chapter 4.7.
Compared with the popularity of Rietveld reﬁnement in X-ray
and neutron powder diffraction, its application to powder elec-
tron diffraction data is very limited. So far, Rietveld reﬁnement
with electron diffraction data has only been done for nanocrys-
talline Al, -MnS (Gemmi, Fischer et al., 2011), hydroxyapatite
(Song et al., 2012), intermetallic AuFe (Luo et al., 2011), TiO2
(Weirich et al., 2000; Tonejc et al., 2002; Djerdj & Tonejc, 2005,
2006) and MnFe2O4 (Kim et al., 2009). An example of a ﬁt with
powder electron diffraction data obtained by Rietveld reﬁnement
for hydroxyapatite is shown in Fig. 2.4.7.
Two major factors limit the application of Rietveld reﬁnement
to electron powder diffraction. First, electron powder diffraction
data are collected from a sample volume far smaller than that
used in an X-ray experiment. Therefore, the average statistics are
poor compared with those of X-ray data. Nevertheless, electron
powder diffraction data from a small sample area or thin ﬁlms can
give speciﬁc information which is difﬁcult to obtain using other
methods. Second, the presence of dynamical effects in the elec-
tron diffraction data hinders quantitative assessment of reﬂection
intensities. Dynamical effects are strongest in zone-axis electron
diffraction geometry, when many beams belonging to the same
systematic rows are excited simultaneously. In powder electron
diffraction crystals are randomly oriented towards the electron
beam, thus making the fraction of zonal patterns low, thereby
reducing the dynamical scattering in the data (see Section 2.4.2
for a more detailed discussion).
Within the limit of kinematical diffraction, the principle of
Rietveld reﬁnement is the same for electrons and X-rays, except
the electron atomic scattering factors are different. The reﬁne-
ment procedure can thus be performed using existing programs if
it is possible to input the scattering factors for electrons. Most of
the reported Rietveld reﬁnements on electron powder diffraction
data have been performed using FullProf (Rodrı´guez-Carvajal,
1993); a reﬁnement in MAUD (Lutterotti et al., 1999) has also
been reported (Gemmi, Voltolini et al., 2011).
Electron powder diffraction patterns are recorded on an area
detector. For a Rietveld reﬁnement the two-dimensional
diffraction patterns have to be integrated into one-dimensional
proﬁles. The zero shift is treated as for the X-ray data integrated
from a two-dimensional position-sensitive detector. Details about
electron diffraction data processing and calibration are given in
Section 2.4.3.4.
The background in electron powder patterns is a complex
combination of inelastic scattering, scattering from the
supporting ﬁlm (when it is present) and other factors. For the
Rietveld reﬁnement procedure the background of a one-
dimensional integrated proﬁle is ﬁtted by a polynomial function.
If a supporting thin amorphous carbon ﬁlm is used, the back-
ground can include broad rings, which after the one-dimensional
integration can produce pronounced broad peaks. These peaks
are difﬁcult to subtract using a model based on a polynomial
function; therefore, these intensities may hamper the powder
diffraction proﬁle matching (Kim et al., 2009). In some cases, the
background can even include radially non-symmetric features
originating from the shape of the tip within the electron source
(see Fig. 2.4.8); it can have blooming due to oversaturated CCD
pixels, or streak shadows due to the fast transmission electron
microscope beam-shutter movement. In these cases, a diffraction
pattern from the adjacent ‘empty’ area of the sample can be
acquired and subtracted from the diffraction pattern of the
material prior to the integration into one dimension. This
procedure allows elimination of some of the artifacts discussed
above, which otherwise after the one-dimensional integration
may be falsely interpreted as diffraction peaks, and are generally
more difﬁcult to ﬁt.
Unit-cell parameters are mostly subject to the error due to the
accuracy of the electron diffraction camera-length calibration.
Although examples have been published showing 0.3% accuracy
of the camera-length calibration, in most cases accuracy of about
2% can be achieved (Williams & Carter, 2009). The effective
camera length depends on many instrumental parameters such as
the convergence of the electron beam, the diffraction lens focus,
the mechanical position of the sample within the objective lens,
or the hysteresis of the electromagnetic lenses. Thus, while the
ratio of the lattice parameters within one aligned diffraction
pattern can be very precise, the absolute values might not be.
Figure 2.4.7
Rietveld analysis result with powder electron diffraction data of
hydroxyapatite. Reproduced from Song et al. (2012) with permission
from Oxford University Press.
Figure 2.4.8
Powder electron diffraction pattern of nanocrystalline gold demon-
strating non-symmetrical background features.
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Atomic displacement parameters can be reﬁned from electron
powder diffraction data; however, the interpretation of the
results can be manifold. For nanocrystalline materials, which have
a relatively high surface-to-volume ratio, the surface effect can be
enhanced compared with that of the bulk. Thus, the average
atomic displacement factors can increase because of the high
fraction of near-surface relaxed atoms. Consequently, the
isotropic displacement parameter B resulting from the Rietveld
reﬁnement can be relatively high. Local heating (Reimer, 1984)
during the electron illumination may also contribute to higher
average displacement parameters. Finally, if the electron beam
exceeds a material-dependent threshold acceleration voltage, it
can cause knock-on damage (Williams & Carter, 2009) in both
organic and inorganic materials. This is a dynamical process
which can cause both material loss and rearrangement of atoms.
The presence of defects resulting from the rearrangement of
atoms may lead to an increase in the average displacement
factors. Nevertheless, the reﬁnement using polycrystalline
anatase data showed the expected displacement parameters of
1.4 (1) A˚2 for Ti and 1.9 (2) A˚2 for oxygen (Weirich et al., 2000).
Of all the parameters used during Rietveld reﬁnement, the
displacement parameters and atomic coordinates are probably
the most sensitive to a possible dynamical-scattering contribution
in the data. It is noticeable that after the reﬁnement of the
anatase structure the atomic coordinates converged to reason-
able positions: [0, 14, 0.1656 (5)] for oxygen (Weirich et al., 2000)
compared with the previous range obtained in neutron diffrac-
tion studies of [0, 14, 0.16686 (5)] (Burdett et al., 1987) to
[0, 14, 0.20806 (5)] (Howard et al., 1991).
The relative ratio of two components in a mixture can be
determined using the Hill–Howard approach (Hill & Howard,
1987): the relative weight of a phase in a mixture of phases is
proportional to the scaling factor of the phase given by the
Rietveld reﬁnement combined with the mass and the volume of
the unit cell of the component. The relative content of a mixture
of anatase and brookite was successfully determined from elec-
tron powder diffraction data (Djerdj & Tonejc, 2005, 2006).
For the modelling of the Bragg reﬂection shape the Pearson
VII function can be used (Weirich et al., 2000; Kim et al., 2009),
although recently the more popular pseudo-Voigt peak shape
function has been used (Tonejc et al., 2002; Djerdj & Tonejc, 2005,
2006) and provides a satisfactory ﬁt between the experimental
and calculated data.
The average crystalline domain size can be determined using
line-broadening analysis. The measured intensity proﬁle is a
convolution of the physical line proﬁle given by the sample with
the instrumental proﬁle broadening. When expressed in terms of
the scattering angle , the width of the electron diffraction peaks
is much smaller than that for X-rays. On the other hand, electrons
generally have a smaller coherence length than X-rays. As a
result, for the same material, the effective peak width for electron
diffraction is larger than that for powder X-ray data (Song et al.,
2012). Because of this, it is sometimes difﬁcult to separate the
domain size and the instrumental contributions to the peak
broadening. Therefore, the average domain size obtained after
the reﬁnement procedure should be cross-checked with the
domain size determined from TEM images obtained, for instance,
using the dark-ﬁeld technique (Williams & Carter, 2009).
In electron diffraction various instrumental parameters can
affect the peak width. The energy spread of the electrons causes
additional broadening of diffracted spots. This effect can be
partially reduced by energy ﬁltering of the diffraction patterns
(Kim et al., 2009; Egerton, 2011). Finally, the electron diffraction
camera length must be large enough that the detector broadening
is much smaller than the peak width, as demonstrated in Fig.
2.4.9: large values of the camera length (‘zoomed in’ diffraction
patterns) result in thinner, better separated peaks.
Preferred orientation can be an issue for electron powder
diffraction: when the powder material is supported on a thin ﬁlm,
the crystals tend to orient themselves with their most developed
facet facing the support. As a result, the relative intensities of the
diffracted peaks are modiﬁed (Kim et al., 2009). Texture within
nanocrystalline powders introduced by the sample preparation
on a support for TEM can be analysed using electron powder
diffraction patterns recorded at different tilt positions of the
sample. Reﬁnement of the preferred orientation of two different
materials – nanocrystalline aluminium and -MnS powders –
showed that the aluminium particles tend to have strong
preferred orientation due to their facet morphology, while -MnS
particles are randomly oriented (Gemmi, Fischer et al., 2011).
Although dynamical effects are believed to be reduced for
nanocrystalline materials and additionally reduced by data
collection from non-oriented crystals, the dynamical component
of the scattering cannot be neglected. For the dynamical
correction using the two-beam approximation formalism of
equation (2.4.12), the reader is referred to Section 2.4.2. For a
range of electron-beam energies from 20 to 50 kV it has been
shown that polycrystalline electron diffraction patterns of
aluminium crystals smaller than 9 nm have a dynamical scattering
component below 10% (Horstmann & Meyer, 1962). For poly-
crystalline MnFe2O4 with an average crystal size of 11 nm
measured using a 120 kV electron beam, the ratio of the kine-
matical to dynamical contributions in the structure factor was
about 1:1.5 (Kim et al., 2009). The application of the small (less
than 3%) correction for the dynamical component during Riet-
veld reﬁnement of nanocrystalline intermetallic Au3Fe1x
improved the reﬁned long-range order parameter of the alloy
(Luo et al., 2011).
In summary, the Rietveld reﬁnement technique applied to
electron powder diffraction data is a new area of research. It can
be successfully carried out for small volumes of nanocrystalline
materials, for which the small electron beam is an advantage.
Results obtained from Rietveld analysis of electron powder
Figure 2.4.9
Electron powder diffraction proﬁles of gold nanoparticles (range
2–6 nm1) recorded at different electron diffraction camera lengths.
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diffraction data of nanocrystalline materials are encouraging. The
reﬁnement for powders containing large crystal grains is
problematic because of dynamical scattering present in the data.
There are also uncertainties caused by instrumental effects. The
dynamical effects can be accounted for using the Blackman
formalism, while the inﬂuence of diverse instrumental para-
meters needs further systematic study.
2.4.7. The pair distribution function from electron diffraction
data
By T. E. Gorelik and U. Kolb
An extensive description of pair distribution function (PDF)
analysis covering data acquisition, reduction and interpretation
can be found in Chapter 5.7. Here, only a short outline is
presented, concentrating on aspects that are speciﬁc to PDFs
obtained by electron diffraction.
Poorly crystalline and amorphous materials exhibit no long-
range order and therefore show no pronounced Bragg peaks in
diffraction patterns. Nevertheless, owing to deﬁned bonding
geometry, these materials do have a speciﬁc local arrangement of
atoms, denoted as short-range order. The short-range order can
be analysed using the PDF obtained from the total scattering
proﬁle. The PDF can provide general information about the
degree of order, the character of local atomic packing and the
size of the correlation domains. The total scattering function is
collected over a wide range of reciprocal space and includes not
only the Bragg reﬂections (if present), but also the diffuse scat-
tering information between them (Egami & Billinge, 2003).
The PDF G(r) represents the probability of ﬁnding a pair of
atoms with an interatomic distance r, weighted by the scattering
power of the individual atoms. After normalization and suitable
corrections, the reduced scattering function F(Q) is derived. [In
the PDF analysis, the scattering vector Q, which is related to
the scattering angle  as Q ¼ ð4 sin Þ= is used, instead of S =
sin /.] The PDF can be calculated by the Fourier transformation
of F(Q) into direct space (Warren, 1990; Egami & Billinge, 2003;
Farrow & Billinge, 2009).
Powder diffraction data for PDF analysis should be measured
over a sufﬁciently large range of the scattering angle ; therefore,
neutron or synchrotron sources or laboratory X-ray data with a
short-wavelength source (Mo or Ag anode) are used. Powder
electron diffraction data, with their ﬂexibility in electron
diffraction camera length, short wavelength and nuclear scat-
tering at large scattering angles, can also cover the desired large
range of scattering angles and are therefore highly suitable for
PDF analysis. In addition, atoms have a much larger scattering
cross section for electrons than for X-rays or neutrons, allowing
sufﬁcient signal collection from very small volumes. Finally,
electrons can be focused with lenses down to a few nanometres.
All these reasons make electron diffraction analysis attractive for
the study of the structure of nanovolumes. The electron PDF is
therefore a powerful tool for the investigation of the structures of
amorphous or poorly crystalline thin ﬁlms, or for small sample
volumes of inhomogeneous samples.
There are several practical issues to consider when collecting
electron diffraction data for PDF analysis:
Energy ﬁltering. Traditionally, electron diffraction data for
PDF analysis are collected using energy ﬁltering in order to
exclude the inelastic scattering contribution. However, quanti-
tative or semi-quantitative electron PDFs can be obtained
without ﬁltering (Abeykoon et al., 2012).
Multiple scattering/dynamical effects. In order to keep the
contribution of non-kinematic scattering low, the sample thick-
ness and the nanoparticle size should be as small as possible.
Generally, particles 10 nm and smaller should scatter kinemati-
cally, and this is the size range that beneﬁts most from PDF
analysis (Abeykoon et al., 2012).
Powder average. Proper statistics are important for PDF
analysis. In order to decrease measurement errors one can
increase the illumination area on the sample (or the selected-area
aperture in the case of SAED), collect several diffraction
patterns from different areas and average them.
Scattering angle range. A large  range is essential for PDF
analysis. An electron diffraction experiment offers signiﬁcant
ﬂexibility in selecting the scattering range through the adjustment
of the electron diffraction camera length and illumination
wavelengths. Additionally, in order to enhance the data quality,
merging of different scattering ranges recorded in a set of
diffraction patterns is possible (Petersen et al., 2005).
An electron diffraction pattern is a combination of signals
produced by elastically and inelastically scattered electrons. The
inelastic component is a result of electron energy loss due to
plasmon or inner-shell excitation, electron Compton or thermal
diffuse scattering (Egerton, 2011). For crystalline materials with
distinct Bragg peaks the inelastic scattering is not particularly
critical, as it mainly contributes to the background in diffraction
patterns and can be neglected when only the intensities of the
Bragg peaks are analysed. For PDF analysis the total scattering
proﬁle is used; thus, the inelastic scattering, which can signiﬁ-
cantly modify the scattering proﬁle, needs to be considered
(Ishimaru, 2006). Two strategies are followed in this respect: (i)
energy ﬁltering of diffraction patterns, which is the more accurate
approach but demands speciﬁc instrumentation, and (ii)
subtraction of the background scattering taken from an area
adjacent to the sample (i.e. from the supporting ﬁlm), which
assumes that the main inelastic scattering component originates
from the support, and the contribution from the sample can be
neglected (Cockayne, 2007). The validity of this approximation
depends on the level of quantiﬁcation intended in the particular
study.
The PDF formalism presented above is based on the single-
scattering approximation. Multiple scattering, which is much
stronger in electron diffraction than for X-rays and neutrons,
signiﬁcantly affects the total scattering proﬁle and therefore the
PDF. The multiple-scattering effects can modify the peak posi-
tions in the PDFas well as the relative intensities of the peaks, the
latter being more sensitive to multiple scattering (Anstis et al.,
1988). It has been shown that for amorphous materials, owing to
the contribution of the multiple scattering, the total scattering
proﬁle depends on the thickness of the foil (Childs & Misell,
1972; Rez, 1983). Knowledge of the ﬁlm thickness allows
extraction of the single-scattering distribution. An improved
agreement with the expected PDF was shown for hydrogenated
amorphous silicon (Anstis et al., 1988) and amorphous germa-
nium (Ankele et al., 2005) using the single-scattering proﬁle.
Experimentally, it is difﬁcult to determine the sample thickness
along the incident-electron-beam direction. In this case, the
thickness parameter employed in calculations can be varied,
adjusting the amplitudes of the PDF. An estimate for the sample
thickness is found when the optimal ﬁt is obtained. Different
input values of the thickness result in different principal gradients
of the oscillations. Once a reasonable ﬁt is found, the correct
thickness is determined and the contribution of multiple scat-
tering can be eliminated (Ankele et al., 2005). This method was
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applied to amorphous NiNb alloy, allowing an estimate of the foil
thickness, and thereafter improved the ﬁt to the PDF obtained
from Ag-anode X-ray scattering experiments (Ankele et al.,
2005).
Alternatively, the wavelength dependence of the multiple-
scattering term can be used. A set of diffraction patterns of a
glassy carbon ﬁlm was collected from the same sample (appar-
ently having the same thickness) using different wavelengths
(Petersen et al., 2005). These patterns were then processed in
order to retrieve the single-scattering proﬁle of tetrahedral
amorphous carbon, which showed an improved ﬁt to the reduced
scattering function obtained with neutrons (Petersen et al., 2005).
This method can be applied to materials for which signiﬁcant
multiple scattering is expected and the thickness of the foil
cannot be determined a priori. For very thin ﬁlms the contribu-
tion of the multiple scattering is very low and, therefore, often
neglected.
The PDF of elemental materials arising from only one
contributing atomic scattering function can be directly inter-
preted in terms of coordination numbers and allows conclusions
to be drawn about the local structure. PDFanalysis of amorphous
silicon prepared by deposition showed the existence of voids in
the structure (Moss & Graczyk, 1969) which anneal on progres-
sive heating. PDF investigation of amorphous carbon ﬁlms
prepared by arc plasma deposition showed that the material
mainly consists of tetrahedrally coordinated carbon rather than
having a graphitic structure (McKenzie et al., 1991).
For ZrNi and ZrCu metallic glasses, partial PDFs were
obtained by reverse Monte Carlo simulation (McGreevy &
Pusztai, 1988) and ﬁtted to the experimentally obtained electron
scattering data. The analysis of the polyhedral statistics showed
that the average coordination number of Cu was 11, while for Ni
it was less than 10 (Hirata et al., 2007). Study of amorphous FeB
alloys (Hirata et al., 2006) and Fe90Zr7B3 (Hirotsu et al., 2003) by
PDF analysis allowed detection of nanoscale phase separation
resulting in the formation of a mixture of different clusters.
Nanocrystals can be efﬁciently analysed by electron PDF
analysis, giving information complementary to TEM imaging.
The electron PDF of detonation nanodiamonds (DND) was used
to estimate the average domain size (Zhang, 2011). Studies of
phase separation in AgCu alloys showed the complex behaviour
of the material with variation of temperature (Chen & Zuo,
2007). In the ﬁrst stage, the nanodomains of the two terminal
phases (Ag- and Cu-rich) are built; in the second stage, de-
wetting of the thin ﬁlm and formation of large Ag and Cu grains
occur. A comparison of electron PDFs from nanocrystalline,
partially ordered and amorphous parts of silica glasses (Kova´cs
Kis et al., 2006) allowed the estimation of the degree of order
developed by changing the connectivity and orientation of the
undistorted SiO4 tetrahedra. Indirect detection of hydrogen
atoms was performed from a modiﬁed distribution of atomic
distances in soot samples using electron PDF analysis (Kis et al.,
2006).
With an increase in the particle size the deviations from the
kinematical scattering become severe. Nevertheless, the electron
PDF calculated for 100 nm Au crystals reproduced the simulated
data quite well: the peak positions and relative amplitudes were
not signiﬁcantly modiﬁed (Abeykoon et al., 2012).
2.4.8. Summary
Powder electron diffraction can be used for materials structural
characterization, just as is routinely done using X-rays and
neutrons. The speciﬁc characteristics of electron scattering result
in both beneﬁts and drawbacks to using electron diffraction data.
Strong scattering of electrons allows collection of a sufﬁcient
signal from nanovolumes of material, thus offering the possibility
of studying small amounts of material and thin ﬁlms. The
opportunity to couple the diffraction information with imaging
gives the unique possibility of performing a structural study on
the nanoscale in a controlled way. The strong interaction of
electrons with matter leads to dynamical-scattering effects that
result in deviation of the electron diffraction intensities from the
kinematical model. Since the amount of the dynamical-scattering
component in a powder sample is difﬁcult to quantify, the
quantitative use of electron diffraction intensity data is limited.
For large crystals, the dynamical treatment of electron diffraction
data is efﬁciently done in CBED analysis, providing exclusive
information about the structure. For nanocrystalline or amor-
phous materials, an increasing number of sets of experimental
data show that quantitative structure information can be
obtained using electron powder diffraction. This encourages
further applications of different kinds of electron diffraction
data, giving new perspectives for the quantitative use of electron
diffraction in general.
APPENDIX A2.4.1
Computer programs for electron powder diffraction
CHECKCELL is a graphical powder-pattern indexing helper
and space-group-assignment program that links into the CRYS-
FIRE powder indexing suite. More information and the
program are available at http://www.ccp14.ac.uk/tutorial/lmgp/
achekcelld.htm.
CRYSFIRE is a powder-pattern indexing system for DOS/
Windows for unit-cell parameter determination from powder
data (free for academic use). More information and the program
are available at http://www.ccp14.ac.uk/tutorial/crys/.
ELD is a commercial program for calibrating and integrating
two-dimensional electron diffraction patterns. The program is
commercially available from Calidris, Sweden. More information
is available from http://www.calidris-em.com/eld.php.
Electron diffraction pattern atlas. The website of Professor
Jean-Paul Morniroli (http://electron-diffraction.fr/) provides an
atlas of electron diffraction patterns that can be used to identify
the space group of a crystal from observation of a few typical
PED and CBED zone-axis patterns.
FIT2D is a general-purpose image and diffraction processing
program, designed for use with synchrotron data, that integrates
pre-selected sections of either one-dimensional or two-dimen-
sional data. Corrections for geometrical distortion and for
nonlinearity of intensity are included. It is available both for the
Windows operating system (and DOS window) and for Macin-
tosh OSX. The program is freely available for academic users.
More information and the program are available at http://
www.esrf.eu/computing/scientiﬁc/FIT2D/.
JEMS is a popular suite of simulation routines for a variety of
platforms, mainly used for simulating high-resolution TEM
(HRTEM), CBED, PED and SAED patterns. Simulation of
powder diffraction rings is also included. The student version is
free of charge. A licence is available from the author: http://
www.jems-saas.ch/.
PCED is a program for the simulation of polycrystalline
electron diffraction patterns (Li, 2010). A licence ﬁle is needed to
unlock the program for loading input data ﬁles. More information
is available at http://www.unl.edu/ncmn-cfem/xzli/.
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PDFgui and PDFﬁt2 are programs for full-proﬁle ﬁtting of the
atomic PDF derived from X-ray or neutron diffraction data.
PDFgui is a graphical front end for the PDFﬁt2 reﬁnement
program, with built-in graphical and structure-visualization
capabilities. PDFgui is currently in beta release and it is distrib-
uted as part of the DiffPy library. More information and the
program are available at http://www.diffpy.org.
Process Diffraction is designed for processing of SAED and
NAED patterns. It includes quantitative determination of phase
fractions and texture from ring patterns recorded from nano-
crystalline thin ﬁlms in TEM. More information and the program
are available at http://www.energia.mta.hu/~labar/ProcDif.htm.
QPCED and PCED are Java-based software for digitization,
processing, quantiﬁcation and simulation of powder electron
diffraction patterns. For information contact Dr X. Z. Li
(xzli@unl.edu) or visit http://www.unl.edu/ncmn-cfem/xzli.
TexPat is a program for quantiﬁcation of texture (preferred
orientation) from a tilt series of ring patterns recorded from
nanocrystalline thin ﬁlms in TEM (Oleynikov & Hovmoller,
2004).
WebEMAPS is a suite of computer programs that can be
obtained at http://cbed.matse.illinois.edu/software_emaps.html.
The programs include functions for visualization of crystal
structures, simulation of single-crystal diffraction patterns,
dynamic electron diffraction simulation, and calculations of
electron structure factors and lattice d-spacings.
WinPLOTR is a peak-search program for plotting powder
diffraction patterns and can be used as a graphical user interface
for several programs used frequently in powder diffraction data
analysis (e.g. FullProf, DicVOL, SuperCELL). WinPLOTR has
been developed to run on PCs with a 32-bit Microsoft Windows
operating system. More information and the program are avail-
able at http://www.cdifx.univ-rennes1.fr/winplotr/readme.htm.
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