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Abstract
In this paper we study the asymptotic phase space energy distribution of solution of the
Schrödinger equation with a time-dependent random potential. The random potential is
assumed to be with slowly decaying correlations. We show that the Wigner transform of a
solution of the random Schrödinger equation converges in probability to the solution of a
radiative transfer equation. Moreover, we show that this radiative transfer equation with
long-range coupling has a regularizing effect on its solutions. Finally, we give an approxi-
mation of this equation in term of a fractional Laplacian. The derivations of these results
are based on an asymptotic analysis using perturbed-test-functions, martingale techniques,
and probabilistic representations.
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Introduction.
The Schrödinger equation with a time-dependent random potential has been studied for a long
time and arises in many application [12, 17, 18, 19, 24, 38], for instance in wave propagation
in random media under the paraxial or parabolic approximation [5, 6, 7, 8, 10]. The present
work has been motivated by data collections in wave propagation experiments showing the
possibility to encounter propagation medium with slowly decaying autocorrelation functions
[16, 36]. These observations have stimulated this field of research [22, 31, 32, 37], but mainly
in one-dimensional propagation media. These media are very convenient for mathematical
studies, but not relevant in many applications. Random media with long-range correlations
have been also considered in motion of particles. In this contexts, the authors have shown that
the deviation of the trajectory of a particle from its mean trajectory converges to a fractional
Brownian motion [20, 26, 27].
Let us consider the random Schrödinger equation
i∂tφ+
1
2
∆xφ−
√
ǫV (t,x)φ = 0, t ≥ 0 and x ∈ Rd,
φ(0,x) = φ0(x),
with a random potential V (t,x), which is a spatially and temporally homogeneous mean-zero
random field. Here, t ≥ 0 represents the temporal variable, x ∈ Rd the spatial variable with
d ≥ 1, and ǫ ≪ 1 is a small parameter which represents the relative strength of the random
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fluctuations. A classical tool to study the phase space energy density of solutions of the random
Schrödinger equation is the Wigner transform defined by
W (t,x,k) =
1
(2π)d
∫
dyeik·yφ
(
t,x − y
2
)
φ
(
t,x+
y
2
)
.
We refer to [23, 29] for the basic properties of the Wigner transfom. In our problem the size
of the random variations are small, so we have to wait for long propagation distance and large
time propagation to observe significant effects. Consequently, we consider the rescaled field
φǫ(t,x) = φ
( t
ǫ
,
x
ǫ
)
which satisfies the scaled random Schrödinger equation
iǫ∂tφǫ +
ǫ2
2
∆xφǫ −
√
ǫV
( t
ǫ
,
x
ǫ
)
φǫ = 0, t ≥ 0 and x ∈ Rd,
φǫ(0,x) = φ0,ǫ(x).
In this regime, we consider the scaled Wigner transfom given by
Wǫ(t,x,k) =
1
(2π)d
∫
dyeik·yφǫ
(
t,x− ǫy
2
)
φǫ
(
t,x+ ǫ
y
2
)
.
The scaled Wigner transform is well suited to study functions oscillating on scales of order ǫ−1,
since the difference between φǫ(t,x−ǫy/2) and φǫ(t,x+ǫy/2) is of order O(1). In several paper
[6, 7, 17, 18, 19, 24, 30, 38] it has been shown that the expectation of the Wigner transform
E[Wǫ(t,x,k)] converges as ǫ goes to 0 to the solution W of the radiative transport equation
∂tW + k · ∇xW =
∫
dpσ(p,k)(W (t,x,p) −W (t,x,k)),
where the transfer coefficient σ(p,k) depends on the power spectrum of the two-point correla-
tion function of the random potential V . This result holds under mixing assumptions on the
random potential V . Moreover, it has been shown that the limitW is often self-averaging, that
is, Wǫ converges in probability to the deterministic limit W for the weak topology on L
2(R2d)
[5, 7, 8].
In [10] the authors study the Schrödinger equation with a random potential with either
rapidly or slowly decaying correlations. This paper constitutes a first step in the study of wave
propagation in random media of dimension strictly greater than 1 with long-range correlations.
In [10] the authors study the field φ itself and not its phase space energy density. In the rapidly
decorrelating case the authors show that the field and the phase space energy density evolve at
the same scale, which is of order ǫ−1. As a result, in this case the scale ǫ−1 is universal in the
sense that it does not depend on the random potential V . However, in the slowly deccorelating
case, the authors have observed macroscopic effects happening on the field φ at a shorter scale
ǫ−1/(2κ0), with κ0 > 1/2. On this scale, the asymptotic field has a random phase modulation
given by a fractional Brownian motion with Hurst index κ0. Let us note that the parameter
κ0 depends on the statistic of the random potential V , and therefore the scale at which we can
observe significant effects on the field φ is no longer universal. Moreover, as we will see in this
paper, at the scale ǫ−1/(2κ0) the phase space energy of the field φǫ is not affected. In fact, the
phase space energy distribution in both cases, rapidly and slowly decaying correlations, evolve
on the scale ǫ−1.
In this paper, we investigate the propagation of the phase space energy density of the field
φǫ in a random medium with slowly decaying correlations. We show in Theorem 2.2 that the
Wigner transform of φǫ converges in probability, for the weak topology on L
2(R2d), to the
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unique solution of a radiative transfer equation similar to the one obtained in [6] under rapidly
decaying correlations, but with an important difference coming from the long-range correlation
assumption. In contrast with the rapidly decorelating case [6], the scattering coefficient Σ(k) =∫
dpσ(k,p) = +∞ is not defined anymore. The radiative transfer equation is still well defined
because of the difference W (t,x,p) −W (t,x,k) which balances the singularity given by the
long-range correlation assumption. This result shows a qualitative and thorough difference
between the two cases, rapidly and slowly deccorelating cases. First, in contrast with the
rapidly decorrelating case, for which the phase and the phase space density evolve on the
same scale ǫ−1, the phase of φ and its phase space energy evolve at different scales in the slowly
decorrelating case, which are respectively ǫ−1/(2κ0) and ǫ−1. Moreover, we show in Theorem 3.1
that the long-range correlation assumption implies a regularizing effect of the radiative transfer
equation. This regularizing effect is a consequence of Σ(k) = +∞, and cannot be observed
under rapidly decaying correlations. Finally, we give in Theorem 5.1 an approximation of
the radiative transfer equation in term of fractional Laplacian, which permits to exhibit from
its solutions a damping coefficient obeying a power law with exponent lying in (0, 1). This
approximation corresponds to the long space and time diffusion approximation of the radiative
transfer equation.
The organization of this paper is as follows: In Section 1, we present the random Schröndinger
equation that will be studied in this paper. Then, we present the construction of the random
potential that will be used to model the random perturbations. Finally, we introduce the
long-range correlation assumption used throughout this paper. In Section 2, we state the main
result of this paper. We describe the asymptotic evolution in long range random media of the
phase space energy density of the solution of the random Schrödinger equation. In Section 3,
we present the regularizing effect of the radiative transfer equation. In Section 4, we present
the probabilistic representation of the radiative transfer equation. In Section 5 we present
the approximation of the radiative transfer equation in term of fractional Laplacian. Finally,
Sections 6, 7, 8, and 9 are devoted to the proofs of Theorem 2.2, Theorem 3.1, Proposition 4.1
and Theorem 5.1.
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1 The Random Schrödinger equation
This section introduces precisely the random Schrödinger equation that we study in this paper.
We consider the dimensionless form of the Schrödinger equation on Rd with a time-dependent
random potential:
i∂tφ+
1
2
∆xφ− ǫ
1−γ
2 V
( t
ǫγ
,x
)
φ = 0, (1)
with γ ∈ (0, 1). The case γ ∈ (0, 1) permits to address a more convenient study of the phase
space energy density of the field φ. The case γ = 0, which will not be addressed in this paper,
leads to much more difficult algebra. In (1) the strength of the random perturbation is small,
so we consider the rescaled field
φǫ(t,x) = φ
( t
ǫ
,
x
ǫ
)
to observe significant effects after a sufficiently large propagation distance and propagation
time. Therefore, the rescaled field φǫ satisfies the scaled Schrödinger equation
iǫ∂tφǫ +
ǫ2
2
∆xφǫ − ǫ
1−γ
2 V
( t
ǫ1+γ
,
x
ǫ
)
φǫ = 0 with φǫ(0,x) = φ0,ǫ(x), (2)
3
with γ ∈ (0, 1). Here ∆x is the Laplacian on Rd given by ∆ =
∑d
j=1 ∂
2
xj . (V (t,x),x ∈ Rd, t ≥ 0)
is the random potential, whose properties are described in the next section. Moreover, the initial
datum φ0,ǫ(x) = φ0,ǫ(x, ζ) is a random function with respect to a probability space (S, µ(dζ)),
and independent to the random potential V . This randomness on the initial data is called
mixture of states. This terminology comes from the quantum mechanics, and the reason for
introducing this additional randomness will be explained more precisely in Section 1.3.
1.1 Random potential
In this section we present the construction of the random potential V which is considered
throughout this paper. It is also a short remainder about some properties of Gaussian random
fields that we use in the proof of Theorem 2.2. All the results exposed in this section can be
shown using the standard properties of Gaussian random fields presented in [1, 2] for instance.
In this paper, the random perturbations are modeled using a stationary continuous random
process in space and time, denoted by (V (t,x), t ≥ 0, x ∈ Rd). We construct our potential
in the Fourier space as follows. Let R̂0 be a nonnegative function with support included in a
compact subset of Rd containing 0, such that R̂0 ∈ L1(Rd), R̂0(−p) = R̂0(p), and R̂0 has a
singularity in 0. Let us consider
H =
{
ϕ such that
∫
Rd
dpR̂0(p)|ϕ(p)|2 < +∞
}
,
which is a Hilbert space equipped with the inner product〈
ϕ,ψ
〉
H
=
∫
dp R̂0(p)ϕ(p)ψ(p) ∀(ϕ,ψ) ∈ H2.
Let us consider (V̂ (t, ·))t≥0 be a stationary continuous zero-mean Gaussian field on H′ with
autocorrelation function given by
E[V̂ (t1, dp1)V̂ (t2, dp2)] = (2π)
dR(t1 − t2,p1)δ(p1 + p2)
and
E[V̂ (t1, dp1)V̂ (t2, dp2)] = (2π)
dR(t1 − t2,p1)δ(p1 − p2),
and where H′ is the dual space of H. In other words, ∀n ∈ N∗, ∀(ϕ1, . . . , ϕn) ∈ Hn and
∀(t1 . . . , tn) ∈ [0,+∞)n, (〈
V̂ (t1), ϕ1
〉
H′,H
, . . . ,
〈
V̂ (tn), ϕn
〉
H′,H
)
is a zero-mean Gaussian vector with covariance matrix given by: ∀(j, l) ∈ {1, . . . , n}2
E
[〈
V̂ (tj), ϕj
〉
H′,H
〈
V̂ (tl), ϕl
〉
H′,H
]
=
∫
R
dp ϕj(p)ϕl(−p)R(t1 − t2,p)
and
E
[〈
V̂ (tj), ϕj
〉
H′,H
〈
V̂ (tl), ϕl
〉
H′,H
]
=
∫
R
dp ϕj(p)ϕl(p)R(t1 − t2,p).
Here, the spatial power spectrum is given by
R(t,p) = e−g(p)|t|R̂0(p), (3)
where the nonnegative function g is the spectral gap. We assume that the spectral gap is
symmetric, that is g(p) = g(−p). Particular assumptions involving the spectral gap g will
be introduced at the end of this section to ensure the long-range correlation property of the
potential V .
According to the shape of the autocorrelation function (3), we have the following proposi-
tion.
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Proposition 1.1 Let
Ft = σ(V̂ (s, ·), s ≤ t) (4)
be the σ-algebra generated by (V̂ (s, ·), s ≤ t). We have
E
[
V̂ (t+ h, ·)|Ft
]
= e−g(p)hV̂ (t, ·) (5)
and ∀(ϕ,ψ) ∈ H2
E
[〈
V̂ (t+ h), ϕ
〉
H′,H
〈
V̂ (t+ h), ψ
〉
H′,H
− E[〈V̂ (t+ h), ϕ〉
H′,H
|Ft
]
E
[〈
V̂ (t+ h), ψ
〉
H′,H
|Ft
]∣∣∣Ft]
=
∫
dp ϕ(p)ψ(−p)R̂0(p)
(
1− e−2g(p)h
)
.
(6)
These two properties will be used in the proof of Theorem 2.2, which is based on the perturbed-
test-function method.
Let us note that
〈
V̂ , ϕ
〉
H′,H
is a real-valued gaussian process once ϕ ∈ H satisfies ϕ(p) =
ϕ(−p). According to this last remark, let us introduce the real random potential V defined by
V (t,x) =
〈
V̂ (t, ·), ex
〉
H′,H
=
1
(2π)d
∫
Rd
V̂ (t, dp)eip·x,
where ex ∈ H is defined by ex(p) = eip·x/(2π)d. Consequently, the random potential V is a
stationary real-valued zero-mean Gaussian field with a covariance function given by: ∀(t1, t2) ∈
[0,+∞)2 and ∀(x1,x2) ∈ R2d
R(t1 − t2,x1 − x2) = E
[
V (t1,x1)V (t2,x2)
]
=
1
(2π)d
∫
dpR(t1 − t2,p)eip·(x1−x2)
=
1
(2π)d+1
∫
dωdpR̂(ω,p)eiω(t1−t2)eip·(x1−x2),
(7)
where
R̂(ω,p) =
2g(p)R̂0(p)
ω2 + g2(p)
. (8)
According to the previous construction and [2, Theorem 2.2.1] the random potential V is
continuous and bounded with probability one on each compact subset K of R× Rd. This fact
comes from the relation
E
[(
V (t, x)− V (s, y))2]1/2 ≤ C (∫ dpR̂0(p)) (|t− s|+ |x − y|),
∀(t, s,x,y) ∈ [0, T ]2 ×K2. Moreover, we have the following proposition.
Proposition 1.2 ∀µ > 0, η > 0, and ∀K compact subset of Rd
lim
ǫ→0
P
(
ǫµ sup
x∈K
sup
t∈[0,T ]
∣∣∣V ( t
ǫ1+γ
,
x
ǫ
)∣∣∣ > η) = 0. (9)
According to [2, Theorem 2.1.1], one can show that the limit (9) holds exponentially fast as
ǫ→ 0.
5
1.2 Slowly decorrelating assumption
In this paper we are interested in a random potential with long-range correlations. Let us
introduce some additional assumptions on the spectral gap g of the spatial power spectrum
(3), in order to give slowly decaying correlations to the random potential V .
Let us note that ∀t ≥ 0, the random field V (t, ·) has spatial slowly decaying correlations.
In fact, if we freeze the temporal variable, the autocorrelation function of the random potential
V (t, ·) is given by
R(t,x) = E[V (t,x+ y)V (t,y)] =
∫
dpR̂0(p)e
−ix·p
where R̂0(p) is assumed to have a singularity in 0. Therefore, R(t, ·) 6∈ L1(Rd) and (V (t))t≥0
models a family of random fields on Rd with spatial long-range correlations which evolves with
respect to time. However, since (1) is a time evolution problem, we have to take care of the
evolution of the random perturbation V with respect to the temporal variable. In fact, as we will
see, if the family (V (t))t≥0 has rapidly decaying correlations with respect to time the evolution
problem (1) behaves like in the mixing case addressed in [9]. In a time evolution problem with
random perturbations with rapidly decaying correlations in time, even if at each fixed time the
spatial correlations are slowly decaying, the resulting time evolution problem behaves as if it
has mixing properties. Consequently, we have to introduce a long-range correlation assumption
with respect to the temporal variable. Let us note that ∀(s,x,y) ∈ R+ × R2d∫ +∞
0
dt
∣∣E[V (t+ s,x+ y)V (s,y)]∣∣ = +∞⇐⇒ ∫ dpR̂0(p)
g(p)
= +∞. (10)
Consequently, throughout this paper we say that the family (V (t))t≥0 of random fields with
spatial long-range correlations has slowly decaying correlations in time if∫
dp
R̂0(p)
g(p)
= +∞, (11)
and rapidly decaying correlation in time otherwise. For technical reasons in the proof of The-
orem 2.2 we assume that∫
dpR̂0(p)
|p|
g(p)
+
∫
dpR̂0(p)
|p|2
g2(p)
+
∫
dpR̂0(p)
|p|3
g3(p)
< +∞. (12)
This assumption is satisfied if |p| = O(g(p)) as p→ 0 for instance since R̂0 ∈ L1(Rd). For the
sake of simplicity, we assume throughout this paper that
R̂0(p)
g(p)
∼ σ|p|d+θ as p→ 0, with θ ∈ (0, 1), (13)
and σ > 0. This last assumption is used in the proof of Theorem 3.1. For example, in [10] the
authors have supposed that
g(p) = ν|p|2β and R̂0(p) = a(p)|p|d+2α−2 . (14)
Here, a is a continuous function with compact support and a(0) > 0, ν > 0, β ∈ (0, 1/2],
α ∈ (1/2, 1), and α + β > 1. These assumptions permit to model a random field V (t,x) with
spatial long-range correlations for each time t ≥ 0 and with slowly decaying correlations in
time.
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1.3 Wigner transform
To study the asymptotic phase space energy propagation of the solution φǫ of the Schrödinger
equation (2), let us consider the Wigner distribution of φǫ averaged with respect to the ran-
domness of the initial data:
Wǫ(t,x,k) =
1
(2π)d
∫
Rd×S
dyµ(dζ)eik·yφǫ
(
t,x− ǫy
2
, ζ
)
φǫ
(
t,x+ ǫ
y
2
, ζ
)
.
We refer to [23, 29] for the basic properties of the Wigner distribution. The Wigner distribution
satisfies the following evolution equation
∂tWǫ(t,x,k) + k · ∇xWǫ(t,x,k) =
1
ǫ
1+γ
2
∫
Rd
V̂
(
t
ǫ1+γ , dp
)
(2π)di
eip·x/ǫ
(
Wǫ
(
t,x,k − p
2
)
−Wǫ
(
t,x,k +
p
2
))
,
(15)
with initial conditionsWǫ(0,x,k) =W0,ǫ(x,k), whereW0,ǫ is the Wigner transform of the initial
data φ0,ǫ of (2). Equation (15) can be recast in the weak sense as follows: ∀λ ∈ C∞0 (R2d),
〈
Wǫ(t), λ
〉
L2(R2d)
− 〈Wǫ(0), λ〉L2(R2d) = ∫ t
0
〈
Wǫ,k · ∇xλ+ 1
ǫ
1+γ
2
Lǫ(s)λ
〉
L2(R2d)
ds,
where
Lǫλ(t,x,k) = 1
(2π)di
∫
Rd
V̂
( t
ǫ1+γ
, dp
)
eip·x/ǫ
(
λ
(
x,k− p
2
)
− λ
(
x,k+
p
2
))
. (16)
Here, C∞0 (R2d) stands for the set of smooth functions with compact supports. In what follows,
we assume that W0,ǫ converges weakly in L
2(R2d) to a limit W0, that is,
∀λ ∈ L2(R2d), lim
ǫ
〈
W0,ǫ, λ
〉
L2(R2d)
=
〈
W0, λ
〉
L2(R2d)
. (17)
Let us recall that by the Banach-Steinhaus Theorem W0,ǫ is bounded in L
2(R2d) uniformly in
ǫ. The main reason to introduce the additional randomness through the initial data φ0,ǫ and
(S, µ(dq)), is to make possible the weak convergence (17). Let us give an example of such a
situation. Let µ(q) be a nonnegative rapidly decreasing function such that ‖µ‖L1(Rd) = 1. Then,
(Rd, µ(dq)) is a probability space, where µ(dq) = µ(q)dq. Let φ0,ǫ(x,q) = φ0(x)e
−iq·x/ǫ, and
φ0 be a sufficiently smooth function. In this case, we have ‖W0,ǫ‖L2(R2d) ≤ ‖µ‖L2(Rd)‖φ0‖L4(Rd),
and W0,ǫ converge weakly in L
2(R2d) to W0(x,k) =
1
(2π)d
µ̂(k)|φ0(x)|2. In this example, the
initial data φ0,ǫ(x,q) depends on the phase vector q, which is distributed according to the
probability distribution µ(dq). Then, the averaged Wigner transform consists in taking the
expectation of the Wigner transform with respect to the probability distribution µ(dq) of the
phase vector q.
2 Asymptotic Evolution in Long Range Random Media
The two following sections present the asymptotic behavior of the phase and the phase space
energy density of the solution of (2). The results in these two sections permit to show the
qualitative difference between the random effects induced on a wave propagating in long-range
random media in time and in rapidly decorrelating random media in time (10).
7
2.1 Phase Evolution
In this section we present the asymptotic behavior of the phase of φǫ solution of (2). Theorem
2.1 stated below has been shown [10] in the case γ = 0. Nevertheless, the proof of Theorem 2.1
remains the same as the one of [10, Theorem 1.2], but we state this result in the case γ ∈ (0, 1)
in order to provide a self-contained presentation. Under the long-range correlation assumption
in time and medium parameters given by (14), we have the following result.
Theorem 2.1 Let us assume that the autocorrelation function R(t,x) of the random pertur-
bation is given by (3), (7), and (14), and let
κ0 =
α+ 2β − 1
2β
and κγ =
κ0
1− γ
(
α+β−1
β
) for γ ∈ (0, 1).
Let us consider the process ζ̂κγ ,ǫ(t, ξ) defined by
ζ̂κγ ,ǫ(t, ξ) =
1
ǫd/(2κγ )
φ̂κγ ,ǫ
(
t,
ξ
ǫ1/(2κγ )
)
,
with
φκγ ,ǫ(t,x) = φ
( t
ǫ1/(2κγ)
,
x
ǫ1/(2κγ )
)
and where φ satisfies
i∂tφ+
1
2
∆xφ− ǫ
1−γ
2 V
( t
ǫγ
,x
)
φ = 0,
φ(0,x) = φ0(x).
Then, for each t ≥ 0, ξ ∈ Rd fixed, and γ ∈ (0, 1), ζ̂κγ ,ǫ(t, ξ) converges in distribution to
ζ0(t, ξ) = φ̂0(x) exp
(
i
√
D(κγ , ξ)Bκγ(t)
)
,
where (Bκγ (t))t is a standard fractional Brownian motion with,
D(κγ , ξ) = D(κγ) =
a(0)Ωd
(2π)dκγ(2κγ − 1)
∫ +∞
0
dρ
e−νρ
2β
ρ2α−1
.
Here, Ωd is the surface area of the unit sphere in R
d, and e1 ∈ Sd−1.
This result means that the phase of the field φ evolves on the scale ǫ−1/(2κγ) which is smaller
than the one on which evolves the phase space energy density as we will see below in Theorem
2.2. The random perturbations induce a random phase modulation of the fields φ given by a
fractional Brownian motion. This result shows an important difference with the case of media
with rapidly decorrelating random perturbations in time (10), for which the phase and the
phase space energy density evolve on the same scale ǫ−1 [10].
Let us note that the scale of evolution of the random phase is shorter in the case γ > 0
than in the case γ = 0, that is ǫ−1/(2κγ) ≪ ǫ−1/(2κ0) ≪ ǫ−1. This fact comes from the random
perturbations which are stronger in the case γ > 0 than in the case γ = 0. These strong
perturbations in time lead to the development of a random phase modulation earlier than in
the case γ = 0. However, the scale of evolution of the phase space energy distribution is the
same ǫ−1 in both cases, γ > 0 and γ = 0.
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2.2 Limit Theorem
This section presents the main result of this paper. Theorem 2.2 describes the asymptotic be-
havior of the phase space energy distribution of φǫ solution of the random Schrödinger equation
(2). First, let us introduce some notations. Thanks to (17), let r = supǫ ‖W0,ǫ‖L2(R2d) <∞,
Br =
{
λ ∈ L2(R2d), ‖λ‖L2(R2d) ≤ r
}
be the closed ball with radius r, and {gn, n ≥ 1} be a dense subset of Br. We equip Br with
the distance dBr defined by
dBr (λ, µ) =
+∞∑
j=1
1
2j
∣∣∣〈λ− µ, gn〉L2(R2d)∣∣∣
∀(λ, µ) ∈ (Br)2, so that (Br, dBr ) is a compact metric space. Therefore, (Wǫ)ǫ is a family of
process with values in (Br, dBr ), since ‖Wǫ(t)‖L2(R2d) = ‖W0,ǫ‖L2(R2d).
Theorem 2.2 The family (Wǫ)ǫ∈(0,1), solution of the transport equation (15), converges in
probability on C([0,+∞), (Br , dBr)) as ǫ→ 0 to a limit denoted by W . More precisely, ∀T > 0
and ∀η > 0,
lim
ǫ→0
P
(
sup
t∈[0,T ]
dBr(Wǫ(t),W (t)) > η
)
= 0.
W is the unique weak solution uniformly bounded in L2(R2d) of the radiative transfer equation
∂tW + k · ∇xW = LW, (18)
with W (0,x,k) =W0(x,k). Here, L is defined by
Lϕ(k) =
∫
dpσ(p− k)(ϕ(p)− ϕ(k)), (19)
with ϕ ∈ C∞(Rd) and where
σ(p) =
2R̂0(p)
(2π)dg(p)
. (20)
Here, C∞0 (Rd) stands for the infinite differentiable functions with compact support. Let us
precise that W is a weak solution of the transfer equation (18) means that
〈
W (t), λ
〉
L2(Rd)
− 〈W0, λ〉L2(Rd) − ∫ t
0
〈
W (s),k · ∇xλ+ Lλ
〉
L2(Rd)
= 0,
∀t ≥ 0 and ∀λ ∈ C∞0 (Rd).
The topology gererated by the metric dBr is equivalent to the weak topology on L
2(R2d)
restricted to Br. We cannot expect a convergence on L2(R2d) equipped with the strong topology.
In fact, the following conservation relation ‖Wǫ(t)‖L2(R2d) = ‖W0,ǫ‖L2(R2d) cannot be satisfied
by the limit W . Moreover, let us note that the Wigner distribution Wǫ is self-averaging as ǫ
goes to 0, that is the limit W is not random anymore. This self-averaging phenomenon of the
Wigner distribution has already been observed in several studies [5, 7, 8] and is very useful in
applications.
The proof of Theorem 2.2 is given in Section 6 and is based on an asymptotic analysis using
perturbed-test-function and martingale techniques.
Equation (18) describes the asymptotic evolution of the phase space energy distribution of
the field φǫ solution of the random Schrödinger equation (2). The nonlocal transfer operator
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L defined by (19) describes the energy diffusion caused by the random perturbations, and the
transfer coefficient σ(p− k) describes the energy transfer between the modes k and p.
Let us note that the result of Theorem 2.2 does not depend on whether
∫
dpσ(p) is finite
or not. In other words, the radiative transfer equation (18) is valid in the two case, slowly
and rapidly decaying correlations in time (10). Consequently, the phase space density energy
distribution evolves on the same scale ǫ−1 in both case, rapidly and slowly decaying correlations
in time. However, as we will see in Section 3, the solutions of these equations in the two cases
behave in different ways. As it has been discussed in Section 1.2, in the case of rapidly decaying
correlations in time (10), that is
∫
dpσ(p) < +∞, the radiative transfer equation (18) has the
same properties as in the mixing case addressed in [9]. In the case of slowly decaying correlations
in time (10), that is
∫
dpσ(p) = +∞, we observe a regularizing effect of the solution of (18)
which cannot be observed in the case of rapidly decaying correlations in time. As we will see
in Theorem 3.1, the unique solution W of (18) is actually the unique classical solution of (18).
3 Regularizing Effects of the Radiative Transfer Equation (18)
In this section we investigate the regularizing effect of the radiative transfer equation (18). We
show that the solution of (18) becomes instantaneously a smooth function, that is upon t > 0,
despite the nonsmoothness of its initial data.
Theorem 3.1 Let W0 ∈ L2(R2d) and W be the unique weak solution of the radiative transfer
equation (18). Then, under (13) and ∀t0 > 0, we have
W ∈ C0
(
(0,+∞),
⋂
k≥0
Hk(R2d)
)
∩ L∞
(
[t0,+∞),
⋂
k≥0
Hk(R2d)
)
,
so that we also have
W ∈ C0((0,+∞), C∞(R2d)) ∩ L∞([t0,+∞), C∞(R2d)).
Moreover, W is given by
W (t,x,k) =
1
(2π)2d
∫
dydqei(x·y+k·q)e
∫ t
0
duΨ(q+uy)Ŵ0(y,q + ty),
where
Ψ(q) =
∫
dpσ(p)(eip·q − 1). (21)
In Theorem 3.1, Hk(R2d) stands for the kth Sobolev sapce on R2d. The proof of Theorem 3.1
is given in Section 7. This result is an important consequence of the slowly decaying correlation
assumption in time (11) and cannot be observed in the case of rapidly decaying correlations in
time (10). Theorem 2.2 and Theorem 3.1, leads us to the following corollary.
Corollary 3.1 The family (Wǫ)ǫ∈(0,1), solution of the transport equation (15) with W0 ∈
L2(R2d), converges in probability on C([0,+∞), (Br , dBr )) as ǫ → 0 to a limit denoted by W ,
which is the unique classical solution uniformly bounded in L2(R2d) of the radiative transfer
equation
∂tW + k · ∇xW = LW, (22)
with W (0,x,k) =W0(x,k), and where L is defined by (19).
Thanks to the long-range decorrelation assumption in time (13), the limit obtained in
Theorem 2.2 in not only a weak solution of the radiative transfer equation (18) but also a
classical solution. In Section 4, we give an explanation of this regularizing effect using a
probabilistic representation of the solution of (18) in term of a Lévy process with jump measure
σ(p)dp.
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4 Probabilistic Representation
In this section we discuss the probabilistic representation of the solution of the radiative trans-
fer equation (18) in term of Lévy process. A Lévy process is a stochastic process with inde-
pendent and stationary increments. We refer to [4, 35] for the basic properties of the Lévy
processes. A particular property of these processes is that they are entirely characterized by
their characteristic exponent Ψ defined by E[eiq·Lt ] = e−tΨ(q). For instance, there exists a Lévy
process associated to the generator (19) and for which its characteristic exponent is given by
Ψ(q) =
∫
dpσ(p)(eip·q − 1).
Proposition 4.1 Let W be the unique weak solution of the radiative transport equation (18)
with initial datum W0 ∈ L2(R2d). Then, there exists a Lévy process (Lt)t≥0 with caracteristic
exponent (21) such that L0 = 0, and
W (t,x,k) = E
[
W0
(
x− tk−
∫ t
0
Lsds,k + Lt
)]
.
According to Theorem 3.1, W is the unique classical solution uniformly bounded in L2(R2d) of
(22).
The proof of Proposition 4.1 is given in Section 8. According to (21), the Lévy process
(Lt)t is a pure jump process with jump measure σ(p)dp. Therefore, because of the long-range
correlation property (13) the jump process (Lt)t has infinitely many small jumps. This last
property of the symmetric process (Lt)t is the key to show the regularizing effect of the radiative
transfer equation (18). In fact, according to [34, Proposition 1.1] Lt has a smooth bounded
density, which permits to obtain smoothness to the variable k. Moreover, the transport term
in (18) permits to transfer the smoothness of the variable k to the variable x. The probabilistic
representation of the solution of (18) presented in Proposition 4.1 will be usefull in the proof
of Theorem 5.1.
5 Fractional Radiative Transfer Equation
The goal of this section is to give an approximation of the radiative transfer equation (18).
This approximation permits to get a simpler radiative transfer model and derive an explicit
formula of the solution, from which one can easily extract the exponent of the decaying power
law.
The nonlocal effect of L, defined by (19), is characterized by the support of the transfer
coefficient σ(p) defined by (20). The extension of this support is tantamount to the extension
of the nonlocal effects of the transfer operator L. In this section, we are interested in what does
the radiative transfer equation (18) look like if the support of the transfer coefficient increase?
Let us recall that the transfer coefficient is given by
σ(p) =
R̂0(p)
g(p)
= R̂(0,p) =
∫
E[V (t+ s,x+ y)V (s,y)]e−ip·xdxdt,
which is the power spectrum of the two-point correlation of the random potential V at frequency
0. In order to study the impact of the extension of the support of σ(p), let us consider the
power spectrum given by
ση(p) =
1
η1−θ
∫
E
[
V
(t+ s
η
,
x+ y
η
)
V
( s
η
,
y
η
)]
e−ip·xdxdt = ηd+θσ(ηp). (23)
Here, the parameter η represents the extension of the support of ση(p), and therefore the
extension of the nonlocal effects of the corresponding transfer operator Lη as η goes to 0. Let
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us remark that this scaling corresponds to the long space and time diffusion approximation of
the radiative transfer equation (18).
In this paper, we have assumed (13), which means that that the transfer coefficient behaves
locally at 0 like the transfer coefficient of the fractional Laplacian −(−∆)θ/2. Thanks to the
scaling (23) this local behavior becomes global as shown in Theorem 5.1. In fact, using (13)
we have
∀p ∈ Rd \ {0}, lim
η→0
ση(p) =
σ
|p|d+θ . (24)
Moreover, let us assuming that R̂0 is bounded on each compact of R
d \ {0}, we also have
0 ≤ ση(p) ≤ C|p|d+θ ∀p ∈ R
d \ {0}, (25)
with C > 0.
Theorem 5.1 Let us assume that R̂0 is bounded on each compact of R
d \ {0}. Then, we have
∀W0 ∈ L2(R2d) and ∀t ≥ 0, lim
η→0
W η(t,x,k) =W∞(t,x,k)
pointwise and weakly in L2(R2d). Here,W η is the unique classical solution uniformly bounded in
L2(R2d) of the radiative transfer equation (18), and W∞ is the unique weak solution uniformly
bounded in L2(R2d) of the following radiative transfer equation
∂tW
∞ + k · ∇xW∞ = −σ(θ)(−∆k)θ/2W∞, W∞(0,x,k) =W0(x,k). (26)
Here, (−∆k)θ/2 is the fractional Laplacian with Hurst index θ ∈ (0, 1), and
σ(θ) =
σθΓ(1− θ)
(2πd)
∫
Sd−1
dS(u)|e1 · u|θ
with e1 ∈ Sd−1 and Γ(z) =
∫ +∞
0 t
1−ze−tdt. Moreover, W∞ is given by the following formula
W∞(t,x,k) =
1
(2π)d
∫
dydqei(x·y+k·q)e−σ(θ)
∫ t
0
du|q+uy|θŴ0(y,q + ty). (27)
The proof of Theorem 5.1 is given in Section 9 and uses the probabilistic representation
obtained in Proposition 4.1.
Equation (26) is an approximation of (18) when we extend the nonlocal effect, and it
permits to get an explicit formula (27) of its solutions. This formula permits to exhibit a
damping term, which means that the phase space energy distribution decays with respect to
time. Moreover this damping term obeying to a power law with exponent θ ∈ (0, 1). In wave
propagation such a kind of result result has been already obtained for the wave equation in
one dimensional propagation medium [22], and physical models involving fractional Laplacian
have been proposed to predict such a power law [15].
Regarding the regularity of W∞ we can prove the following proposition in the same way
as Theorem 3.1. This result states that the unique solution of (26) W∞ is actually a smooth
function which is the unique classical solution of (26).
Proposition 5.1 Let W0 ∈ L2(R2d) and W∞ be the unique solution of the radiative transfer
equation (26). Then, ∀t0 > 0, we have
W∞ ∈ C0
(
(0,+∞),
⋂
k≥0
Hk(R2d)
)
∩ L∞
(
[t0,+∞),
⋂
k≥0
Hk(R2d)
)
,
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so that we also have
W∞ ∈ C0((0,+∞), C∞(R2d)) ∩ L∞([t0,+∞), C∞(R2d)).
Then, W∞ is the unique classical solution uniformly bounded in L2(R2d) of the radiative trans-
fer equation
∂tW
∞ + k · ∇xW∞ = −σ(θ)(−∆)θ/2W∞, W∞(0,x,k) =W0(x,k).
6 Proof of Theorem 2.2
The proof of Theorem 2.2 is based on the perturbed-test-function approach. Using the notion
of a pseudogenerator, we prove tightness and characterize all subsequence limits.
Using a particular tightness criteria, we prove the tightness of the family (Wǫ)ǫ∈(0,1) on the
polish space C([0,+∞), (Br , dBr )). In the next section, we characterize all subsequence limits
as weak solutions of a well-posed radiative transfer equation.
We have the following version of the Arzelà-Ascoli theorem [11, 25] for processes with values
in a complete separable metric space.
Theorem 6.1 A set B ⊂ C([0,+∞), (Br , dBr )) has a compact closure if and only if
∀T > 0, lim
η→0
sup
g∈A
mT (g, η) = 0,
with
mT (g, η) = sup
(s,t)∈[0,T ]2
|t−s|≤η
dBr(g(s), g(t)).
From this result, we obtain the classical tightness criterion.
Theorem 6.2 A family of probability measure
(
P
ǫ
)
ǫ∈(0,1)
on C([0,+∞), (Br , dBr )) is tight if
and only if
∀T > 0, η′ > 0 lim
η→0
sup
ǫ∈(0,1)
P
ǫ(g ; mT (g, η) > η′) = 0.
From the definition of the metric dBr , the tightness criterion becomes the following.
Theorem 6.3 A family of processes (Xǫ)ǫ∈(0,1) is tight on C([0,+∞), (Br , dBr)) if and only if
the process
(〈
Xǫ, λ
〉
L2(Rd×Rd)
)
ǫ∈(0,1)
is tight on C([0,+∞),R) ∀λ ∈ L2(R2d).
This last theorem looks like the tightness criterion of Mitoma and Fouque [33, 21].
For any λ ∈ L2(R2d), we set Wǫ,λ(t) =
〈
Wǫ(t), λ
〉
L2(R2d)
. According to Theorem 6.3,
the family (Wǫ)ǫ is tight on C([0,+∞), (Br , dBr )) if and only if the family (Wǫ,λ)ǫ is tight on
C([0,+∞),R), ∀λ ∈ L2(R2d). Furthermore, (Wǫ)ǫ is a family of continuous processes. Then,
according to [11, Theorem 13.4], it is sufficient to prove that, ∀λ ∈ L2(R2d), (Wǫ,λ)ǫ is tight
on D([0,+∞),R), which is the set of cad-lag functions with values in R. Finally, using that
the process Wǫ is a process with values in Br and that the set of all smooth functions with
compact support in R2d is dense in L2(R2d), it is sufficient to show that (Wǫ,λ)ǫ is tight on
D([0,+∞),R) ∀λ ∈ C∞0 (R2d).
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6.1 Pseudogenerator
We recall the techniques developed by Kurtz and Kushner [28]. Let Mǫ be the set of all F ǫ-
measurable functions f(t) for which supt≤T E [|f(t)|] < +∞ and where T > 0 is fixed. Here,
F ǫt = Ft/ǫ and (Ft) is defined by (4). The p − lim and the pseudogenerator are defined as
follows. Let f and f δ in Mǫ ∀δ > 0. We say that f = p− limδ f δ if
sup
t,δ
E[|f δ(t)|] < +∞ and lim
δ→0
E[|f δ(t)− f(t)|] = 0 ∀t.
The domain of Aǫ is denoted by D (Aǫ). We say that f ∈ D (Aǫ) and Aǫf = g if f and g are
in D (Aǫ) and
p− lim
δ→0
[
E
ǫ
t[f(t+ δ)] − f(t)
δ
− g(t)
]
= 0,
where Eǫt is the conditional expectation given F ǫt . A useful result about pseudogenerator Aǫ is
given by the following theorem.
Theorem 6.4 Let f ∈ D (Aǫ). Then
M ǫf (t) = f(t)− f(0)−
∫ t
0
Aǫf(u)du
is an (F ǫt )-martingale.
6.2 Tightness
Proposition 6.1 ∀λ ∈ C∞0 (R2d), the family (Wǫ,λ)ǫ∈(0,1) is tight on D ([0,+∞),R).
Proof According to [28, Theorem 4] and becauseWǫ is a process with values in Br, we need to
show Lemma 6.2 and Lemma 6.4 below. Throughout the proof Propostion 6.1, let λ ∈ C∞0 (R2d),
f be a bounded smooth function, and f ǫ0(t) = f(Wǫ,λ(t)).
Lemma 6.1 ∀T > 0,
E
[
sup
t∈[0,T ]
‖Lǫλ(t)‖2L2(R2d)
]
< +∞.
Proof (of Lemma 6.1) First,
‖Lǫλ(t)‖2L2(R2d) ≤
1
(2π)d
∫ 1/2
−1/2
du
∫
dxdk
∣∣∣ ∫ V̂ ( t
ǫ1+γ
, dp
)
eip·x/ǫp · ∇kλ(x,k + up)
∣∣∣2.
Let us fixe x, k, and u. Let
φ1,λ,x,k,u(p) = e
ip·x/ǫp · ∇kλ(x,k+ up). (28)
It is clear that φ1,λ,x,k,u ∈ H. Consequently, V1 =
〈
V̂ , φλ,x,k,u
〉
H′,H
is centered Gaussian process
with a pseudo-metric m1 on [0, T ] given by
m1(t, s) = E
[(
V1
( t
ǫ1+γ
)
− V1
( s
ǫ1+γ
))2]1/2
.
Then,
m21(t, s) ≤ 2 sup
x,k
|∇kλ(x,k)|2
(∫
dpR̂0(p)g(p)|p|2
) |t− s|
ǫ1+γ
∀(t, s) ∈ [0, T ]2,
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and
diam2m1([0, T ]) ≤ 2
∫
R̂0(p)|p|2|∇kλ(x,k + up)|2.
Here, diamm1([0, T ]) stands for the diameter of [0, T ] under the pseudo-metric m1. According
to [2, Theorem 2.1.3], we have
E
[
sup
t∈[0,T ]
∣∣∣V1( t
ǫ1+γ
)∣∣∣2] ≤ K (∫ diamm1 ([0,T ])/2
0
H1/2(r)dr
)2
≤ C1
(∫ θ1(x,k,u)
0
√
ln
(
C2
T
r2ǫ1+γ
)
dr
)2
,
where H(r) = ln(N(r)), and N(r) denotes the smallest number of balls, for the pseudo-metric
m1, with radius r to cover [0, T ]. Moreover, θ1 is given by
θ21(x,k, u) = 2
∫
R̂0(p)|p|2|∇kλ(x,k + up)|2.
Consequently, ∫
dxdk
(∫ θ1(x,k,u)
0
√
ln
(
C2
T
r2ǫ1+γ
)
dr
)2
< +∞,
since R̂0 and λ have a support included in a compact set, and that concludes the proof of this
lemma.
Thanks to Lemma 6.1, we can use the notion of pseudogenerator introduced in Section 6.1.
Therefore, we have
Aǫf ǫ0(t) = f ′(Wǫ,λ(t))
[
Wǫ,λ1(t) +
1
ǫ
1+γ
2
〈
Wǫ(t),Lǫ(t)λ
〉
L2(R2d)
]
where Lǫ is defined by (16), and
λ1(x,k) = k · ∇xλ(x,k). (29)
Let
f ǫ1(t) =
1
ǫ
1+γ
2
f ′(Wǫ,λ(t))
∫
dxdkWǫ(t,x,k)
×
∫ +∞
t
E
ǫ
t
[ ∫ V̂ ( u
ǫ1+γ
, dp
)
(2π)di
ei(u−t)p·k/ǫeip·x/ǫ ×
(
λ
(
x,k− p
2
)− λ(x,k+ p
2
))]
du.
Lemma 6.2 ∀T > 0, and η > 0
lim
ǫ
P
(
sup
0≤t≤T
|f ǫ1(t)| > η
)
= 0, and sup
t≥0
E [|f ǫ1(t)|] = O(ǫ(1−γ)/2).
Proof (of Lemma 6.2) Using (5), we have
f ǫ1(t) = ǫ
1+γ
2 f ′(Wǫ,λ(t))
〈
Wǫ(t),L1,ǫλ(t)
〉
L2(R2d)
,
with
L1,ǫλ(t,x,k) = 1
(2π)di
∫
V̂
(
t
ǫ1+γ
, dp
)
g(p)− iǫγk · pe
ip·x/ǫ
(
λ
(
x,k− p
2
)− λ(x,k + p
2
))
.
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Lemma 6.3
E
[
sup
t∈[0,T ]
‖L1,ǫλ(t)‖2L2(R2d)
]
< +∞ and lim
ǫ
ǫ
1+γ
2 E
[
sup
t∈[0,T ]
‖L1,ǫλ(t)‖2L2(R2d)
]
= 0.
Proof (of Lemma 6.3) Here, we use the same argument as in Lemma 6.1. First,
‖L1,ǫλ(t)‖2L2(R2d) ≤
1
(2π)d
∫ 1/2
−1/2
du
∫
dxdk
∣∣∣ ∫ V̂ ( tǫ1+γ , dp)
g(p)− iǫγk · pe
ip·x/ǫp · ∇kλ(x,k + up)
∣∣∣2.
Let us fixe x, k, and u. Let
φ2,λ,x,k,u(p) =
eip·x/ǫ
g(p)− iǫγk · pp · ∇kλ(x,k+ up). (30)
According to (12) φ2,x,k,u ∈ H. Consequently, V2 =
〈
V̂ , φ2,λ,x,k,u
〉
H′,H
is centered Gaussian
process with a pseudo-metric m2 on [0, T ] given by
m2(t, s) = E
[(
V2
( t
ǫ1+γ
)
− V2
( s
ǫ1+γ
))2]1/2
.
Then,
m22(t, s) ≤ 2 sup
x,k
|∇kλ(x,k)|2
(∫
dpR̂0(p)
g(p)|p|2
g2(p)
)
|t− s|
ǫ1+γ
∀(t, s) ∈ [0, T ]2,
and
diam2m2([0, T ]) ≤ 2
∫
R̂0(p)
|p|2
g2(p)
|∇kλ(x,k + up)|2.
Here, diamm2([0, T ]) stands for the diameter of [0, T ] under the pseudo-metric m2. According
to [2, Theorem 2.1.3], we have
E
[
sup
t∈[0,T ]
∣∣∣V2( t
ǫ1+γ
)∣∣∣2] ≤ C1
(∫ θ2(x,k,u)
0
√
ln
(
C2
T
r2ǫ1+γ
)
dr
)2
,
where
θ22(x,k, u) = 2
∫
R̂0(p)
|p|2
g2(p)
|∇kλ(x,k + up)|2.
Consequently, ∫
dxdp
(∫ θ2(x,k,u)
0
√
ln
(
C2
T
r2ǫ1+γ
)
dr
)2
< +∞,
since R̂0 and λ have a support included in a compact set, and that concludes the proof of
Lemma 6.3.
Then, the proof of Lemma 6.2 is a direct consequence of Lemma 6.3.
The following lemma is a consequence of Lemma 6.3, Lemma 6.5, and Lemma 6.6.
Lemma 6.4 ∀T > 0, {Aǫ (f ǫ0 + f ǫ1) (t), ǫ ∈ (0, 1), 0 ≤ t ≤ T} is uniformly integrable.
Proof (of Lemma 6.4) First, let us show that we can compute the pseudogenerator at f ǫ0+f
ǫ
1.
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Lemma 6.5
sup
ǫ∈(0,1)
E
[
‖Lǫ
(L1,ǫλ(t))(t)‖2L2(R2d)] < +∞.
Proof (of Lemma 6.5) We have
Lǫ
(L1,ǫλ(t))(t,x,k) =∫∫
V̂
( t
ǫ1+γ
, dp1
)
V̂
( t
ǫ1+γ
, dp2
)
ei(p1+p2)·x/ǫ
×
( 1
g(p2)− iǫγ
(
k− p12
) · p2 (λ(x,k− p12 − p22 )− λ(x,k − p12 + p22 ))
− 1
g(p2)− iǫγ
(
k+ p12
) · p2 (λ(x,k+ p12 − p22 )− λ(x,k+ p12 + p22 ))
)
.
Let us note that
E
[
V̂ (t1, dp1)V̂ (t2, dp2)V̂
∗(t3, dp3)V̂
∗(t4, dp4)
]
=
(2π)2dR˜(t1 − t2,p1)R˜(t3 − t4,p3)δ(p1 + p2)δ(p3 + p4)
+ (2π)2dR˜(t1 − t3,p1)R˜(t2 − t4,p3)δ(p1 − p3)δ(p2 − p4)
+ (2π)2dR˜(t1 − t4,p1)R˜(t2 − t3,p3)δ(p1 − p4)δ(p2 − p3).
(31)
Then, using the smoothness of λ and (12), we obtain
E
[‖Lǫ(L1,ǫλ(t))(t)‖2L2(R2d)] ≤ C ∫∫ dp1dp2R̂0(p1)R̂0(p2)
×
[( |p1|3
g(p1)2
sup
x,k
|∇kλ(x,k)|+ |p1|
2
g(p1)
sup
x,k
‖D2λ(x,k)‖
)
×
( |p2|3
g(p2)2
sup
x,k
|∇kλ(x,k)|+ |p2|
2
g(p2)
sup
x,k
‖D2λ(x,k)‖
)
+
( |p1||p2|2
g2(p2)
sup
x,k
|∇xλ(x,k)|+ 1
g(p2)
(|p1||p2|+ |p2|2) sup
x,k
‖D2λ(x,k)‖
)2
+
( |p1||p2|2
g2(p2)
sup
x,k
|∇xλ(x,k)|+ 1
g(p2)
(|p1||p2|+ |p2|2) sup
x,k
‖D2λ(x,k)‖
)
×
( |p2||p1|2
g2(p1)
sup
x,k
|∇xλ(x,k)|+ 1
g(p1)
(|p2||p1|+ |p1|2) sup
x,k
‖D2λ(x,k)‖
)]
< +∞,
since λ and R̂0 have a support included in a compact set. That concludes the proof of Lemma
6.5. .
Lemma 6.6
sup
ǫ∈(0,1)
E
[‖Lǫλ(t)‖2L2(R2d) × ‖L1,ǫλ(t)‖2L2(R2d)] < +∞.
Proof (of Lemma 6.6) This result follows from the temporal stationarity of the process
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(V̂ (t, ·))t. We have
E
[‖Lǫλ(t)‖2L2(Rd×Rd) × ‖L1,ǫλ(t)‖2L2(Rd×Rd)]
≤
∫∫
dx1dk1dx2dk2
∫ 1/2
−1/2
du1
∫ 1/2
−1/2
du2
E
[|〈V̂ (t/ǫ1+γ), φ1,λ,x1,k1,u1〉H′,H|2|〈V̂ (t/ǫ1+γ), φ2,λ,x2,k2,u2〉H′,H|2]
≤
∫∫
dx1dk1dx2dk2
∫ 1/2
−1/2
du1
∫ 1/2
−1/2
du2(
E
[|〈V̂ (t/ǫ1+γ), φ1,λ,x1,k1,u1〉H′,H|4])1/2(E[|〈V̂ (t/ǫ1+γ), φ2,λ,x2,k2,u2〉H′,H|4])1/2,
where φ1,λ,x,k,u and φ2,λ,x,k,u are defined respectively by (28) and (30). Moreover,
E
[|〈V̂ (t/ǫ1+γ), φ1,λ,x1,k1,u1〉H′,H|4] = 3E[|〈V̂ (0), φ1,λ,x,k,u〉H′,H|2]2
≤ 3
[ ∫
R̂0(p)|p|2|∇kλ(x,k+ up)|2
]2
< +∞,
and thanks to (12)
E
[|〈V̂ (t/ǫ1+γ), φ2,λ,x1,k1,u1〉H′,H|4] = 3E[|〈V̂ (0), φ2,λ,x,k,u〉H′,H|2]2
≤ 3
[ ∫
R̂0(p)
|p|2
g2(p)
|∇kλ(x,k+ up)|2
]2
< +∞.
That conclude the proof of Lemma 6.6, since λ and R̂0 have a support included in a compact
set.
Consequently, thanks to Lemma 6.3, Lemma 6.5, and Lemma 6.6, we have
Aǫ(f ǫ0 + f ǫ1)(t) =f ′(Wǫ,λ(t))
[
Wǫ,λ1(t) +
〈
Wǫ(t),Lǫ
(L1,ǫλ(t))(t)〉L2(R2d)]
+ ∂2vf(Wǫ,λ(t))
〈
Wǫ(t),L1,ǫλ(t)
〉
L2(R2d)
〈
Wǫ(t),Lǫλ(t)
〉
L2(R2d)
+O(ǫ(1+γ)/2),
and supǫ,t E[|A(f ǫ0+f ǫ1)(t)|2] < +∞. That conclude the proof of Lemma 6.4 and then the proof
of Proposition 6.1.  
6.3 Identification of all subsequence limits
To identify all the subsequence limits of the process (Wǫ)ǫ, we show that all such limit processes
are a weak solution of a deterministic radiative transfer equation. Let us note that in this case
all the limit processes are deterministic. This fact means that the convergence also holds in
probability. In the next section, we will see that this transport equation is well posed. In
particular, this will imply the convergence of the process (Wǫ)ǫ himself to the unique solution
of the radiative transfer equation.
Proposition 6.2 Let W be a accumulation point of (Wǫ)ǫ. Then, W is a weak solution of the
radiative transfer equation
∂tW + k · ∇xW = LW,
with W (0,x,k) =W0(x,k). Here, L is defined by
Lϕ(k) =
∫
dpσ(p− k)(ϕ(p)− ϕ(k)) = ∫ dpσ(p)(ϕ(k + p)− ϕ(k)) ∀ϕ ∈ C∞0 (Rd),
18
with
σ(p) =
2R̂0(p)
(2π)dg(p)
.
Proof (of Proposition 6.2) In this proof we use the following notation
ϕ⊗ ψ(x1,k1,x2,k2) = ϕ(x1,k1)ψ(x2,k2).
Let
f ǫ2(t) =∂vf(Wǫ,λ(t))
〈
Wǫ(t),H1,ǫ(t)
〉
L2(R2d)
+ ∂2vf(Wǫ,λ(t))
〈
Wǫ(t)⊗Wǫ(t),H2,ǫ(t)
〉
L2(R4d)
,
where
H1,ǫ(t,x,k) =
1
(2π)2di2
∫ +∞
t
du
∫∫ (
E
ǫ
t
[
V̂ (u/ǫ1+γ , dp1)V̂ (u/ǫ
1+γ , dp2)
]− E[V̂ (0, dp1)V̂ (0, dp2)])
× ei(p1+p2)·x/ǫei(u−t)(p1+p2)·k/ǫ
×
[ 1
g(p2)− iǫγ
(
k− p12
) · p2
(
λ
(
x,k− p1
2
− p2
2
)− λ(x,k− p1
2
+
p2
2
))
− 1
g(p2)− iǫγ
(
k+ p12
) · p2
(
λ
(
x,k+
p1
2
− p2
2
)− λ(x,k+ p1
2
+
p2
2
))]
,
and
H2,ǫ(t,x1,k1,x2,k2) =
1
(2π)2di2
∫ +∞
t
du
∫∫ (
E
ǫ
t
[
V̂ (u/ǫ1+γ , dp1)V̂ (u/ǫ
1+γ , dp2)
]− E[V̂ (0, dp1)V̂ (0, dp2)])
× eip1·x1/ǫeip2·x2/ǫei(u−t)(p1 ·k1+p2·k2)/ǫ 1
g(p1)− iǫγk1 · p1
×
(
λ
(
x1,k1 − p1
2
)− λ(x1,k1 + p1
2
))
×
(
λ
(
x2,k2 − p2
2
)− λ(x2,k2 + p2
2
))
.
However, according to (6)
E
ǫ
t
[
V̂
(
u+
t
ǫ1+γ
, dp1
)
V̂
(
u+
t
ǫ1+γ
, dp2
)]
− E
[
V̂ (0, dp1)V̂ (0, dp2)
]
= e−(g(p1)+g(p2))uV̂
( t
ǫ1+γ
, dp1
)
V̂
( t
ǫ1+γ
, dp2
)
− (2π)de−2g(p1)uR̂0(p1)δ(p1 + p2),
and
E
ǫ
t
[
V̂
(
u+
t
ǫ1+γ
, dp1
)
V̂ ∗
(
u+
t
ǫ1+γ
, dp2
)]
− E
[
V̂ (0, dp1)V̂
∗(0, dp2)
]
= e−(g(p1)+g(p2))uV̂
( t
ǫ1+γ
, dp1
)
V̂ ∗
( t
ǫ1+γ
, dp2
)
− (2π)de−2g(p1)uR̂0(p1)δ(p1 − p2).
Consequently,
f ǫ2(t) =ǫ
1+γ
[
∂vf(Wǫ,λ(t))
〈
Wǫ(t), H˜1,ǫ(t)
〉
L2(R2d)
+ ∂2vf(Wǫ,λ(t))
〈
Wǫ(t)⊗Wǫ(t), H˜2,ǫ(t)
〉
L2(R4d)
]
,
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where
H˜1,ǫ(t,x,k) =
1
(2π)2di2
∫∫
V̂ (t/ǫ1+γ , dp1)V̂ (t/ǫ
1+γ , dp2)
ei(p1+p2)·x/ǫ
(g(p1) + g(p2)− iǫγk · (p1 + p2))
×
[ 1
g(p2)− iǫγ
(
k− p12
) · p2
(
λ
(
x,k − p1
2
− p2
2
)− λ(x,k− p1
2
+
p2
2
))
− 1
g(p2)− iǫγ
(
k+ p12
) · p2
(
λ
(
x,k+
p1
2
− p2
2
)− λ(x,k+ p1
2
+
p2
2
))]
+
1
(2π)d
∫
dp
R̂0(p)
2g(p)
[ 1
g(p) + iǫγ
(
k− p2
) · p
(
λ(x,k)− λ(x,k − p)
)
− 1
g(p) + iǫγ
(
k+ p2
) · p
(
λ(x,k+ p)− λ(x,k)
)]
,
and
H˜2,ǫ(t,x1,k1,x2,k2) =
1
(2π)2di2
∫∫
V̂ (t/ǫ1+γ , dp1)V̂ (t/ǫ
1+γ , dp2)
× e
ip1·x1/ǫeip2·x2/ǫ
(g(p1)− iǫγk1 · p1)(g(p1) + g(p2)− iǫγ(k1 · p1 + k2 · p2))
×
(
λ
(
x1,k1 − p1
2
)− λ(x1,k1 + p1
2
))
×
(
λ
(
x2,k2 − p2
2
)− λ(x2,k2 + p2
2
))
+
1
(2π)d
∫
dp
R̂0(p)e
ip·(x1−x2)/ǫ
(g(p) − iǫγk1 · p)(2g(p) − iǫγ(k1 − k2) · p)
×
(
λ
(
x1,k1 − p
2
)− λ(x1,k1 + p
2
))
×
(
λ
(
x2,k2 +
p
2
)− λ(x2,k2 − p
2
))
.
Lemma 6.7
sup
t≥0
E[|f ǫ2(t)|] = O(ǫ1+γ).
Proof (of Lemma 6.7) In the same way as in Lemma 6.5, using (12), (31), the smoothness
of λ, and that λ and R̂0 have a support included in a compact set, we have
sup
ǫ,t
E[‖H˜1,ǫ(t)‖2LR2d ] ≤ C
∫∫
dp1dp2R̂0(p1)R̂0(p2)
×
[( |p1|3
g(p1)3
sup
x,k
|∇kλ(x,k)| + |p1|
2
g2(p1)
sup
x,k
‖D2λ(x,k)‖
)
×
( |p2|3
g3(p2)
sup
x,k
|∇kλ(x,k)| + |p2|
2
g2(p2)
sup
x,k
‖D2λ(x,k)‖
)
+
( |p1||p2|2
g(p1)g2(p2)
sup
x,k
|∇xλ(x,k)|+
( |p1||p2|
g(p1)g(p2)
+
|p2|2
g2(p2)
)
sup
x,k
‖D2λ(x,k)‖
)2
+
( |p1||p2|2
g(p1)g2(p2)
sup
x,k
|∇xλ(x,k)|+
( |p1||p2|
g(p1)g(p2)
+
|p2|2
g2(p2)
)
sup
x,k
‖D2λ(x,k)‖
)
×
( |p2||p1|2
g(p2)g2(p1)
sup
x,k
|∇xλ(x,k)|+
( |p2||p1|
g(p2)g(p1)
+
|p1|2
g2(p1)
)
sup
x,k
‖D2λ(x,k)‖
)]
< +∞,
and
sup
ǫ,t
E[‖H˜2,ǫ(t)‖2LR2d ] ≤ C
∫∫
dp1dp2R̂0(p1)R̂0(p2)
|p1|2|p2|2
g2(p1)g2(p2)
sup
x,k
|∇kλ(x,k)|4.
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That concludes the proof of Lemma 6.7. 
Consequently, after a long but straightforward computation, we get
Aǫ(f ǫ0 + f ǫ1 + f ǫ2)(t) =∂vf(Wǫ,λ(t))
[
Wǫ,λ1(t) +
〈
Wǫ(t), G1,ǫλ
〉
L2(R2d)
]
+ ∂2vf(Wǫ,λ(t))
〈
Wǫ(t)⊗Wǫ(t), G2,ǫλ
〉
L2(R4d)
+O(ǫ(1+γ)/2),
(32)
where
G1,ǫλ(x,k) =− 1
(2π)d
∫
dpR̂0(p)
[ 1
g(p)− iǫγ(k− p2 ) · p
(
λ(x,k)− λ(x,k− p)
)
− 1
g(p)− iǫγ(k+ p2 ) · p
(
λ(x,k + p)− λ(x,k)
)]
,
G2,ǫλ(x1,k1,x2,k2) =− 1
(2π)d
∫
dp
g(p)R̂0(p)e
ip·(x1−x2)/ǫ
(g(p) − iǫγk1 · p)(2g(p) − iǫγ(k1 − k2) · p)
×
(
λ
(
x1,k1 − p
2
)− λ(x1,k1 + p
2
))
×
(
λ
(
x2,k2 +
p
2
)− λ(x2,k2 − p
2
))
,
and
G3,ǫλ(x1,k1,x2,k2) =− 1
(2π)d
∫
dp
g(p)R̂0(p)e
ip·(x1−x2)/ǫ
(g(p) − iǫγk1 · p)(2g(p) − iǫγ(k1 − k2) · p)
×
(
λ
(
x1,k1 − p
2
)− λ(x1,k1 + p
2
))
×
(
λ
(
x2,k2 +
p
2
)− λ(x2,k2 − p
2
))
.
Lemma 6.8
lim
ǫ
‖G2,ǫλ‖2L2(R4d) + ‖G3,ǫλ‖2L2(R4d) = 0.
Proof (of Lemma 6.8) We will just show the result for G2,ǫ, the proof is exactly the same
for G3,ǫ.
‖G2,ǫλ‖2L2(R4d) =
∫
dx1dx2dk1dk2
∣∣∣ ∫ dpΨǫ(x1,x2,k1,k2,p)eip·(x1−x2)/ǫ∣∣∣2
where
Ψǫ(x1,x2,k1,k2,p) =
g(p)R̂0(p)
(g(p)− iǫγk1 · p)(2g(p) − iǫγ(k1 − k2) · p)
× p ·
∫ 1/2
−1/2
du1∇kλ(x1,k1 + u1p)× p ·
∫ 1/2
−1/2
du2∇kλ(x2,k2 + u2p).
Let us recall that R̂0 and λ have their supports included in a compact set. Then,
sup
x1,k1,x2,k2
|Ψǫ(x1,x2,k1,k2,p)−Ψ0(x1,x2,k1,k2,p)| ≤ ǫγC R̂0(p)|p|
2
g(p)
with
Ψ0(x1,x2,k1,k2,p) =
R̂0(p)
2g(p)
p ·
∫ 1/2
−1/2
du1∇kλ(x1,k1 + u1p)× p ·
∫ 1/2
−1/2
du2∇kλ(x2,k2 + u2p).
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Moreover, for almost every (x1,x2,k1,k2)
lim
ǫ
∫
dpΨ(x1,x2,k1,k2,p)e
ip·(x1−x2)/ǫ = 0
by the Riemann–Lebesgue lemma, since R̂(p) |p|
2
g(p) ∈ L1(Rd). Consequently, the result of Lemma
6.8 follows from the dominated convergence theorem.
Lemma 6.9 We have
lim
ǫ
‖(G1,ǫ −G1)λ‖2L2(R2d) = 0,
with
G1λ(x,k) =
1
(2π)d
∫
dp
R̂0(p)
g(p)
(
λ(x,k + p) + λ(x,k − p)− 2λ(x,k)
)
=
1
(2π)d
∫
dp
2R̂0(p)
g(p)
(
λ(x,k+ p)− λ(x,k)
)
.
Proof (of Lemma 6.9) This Lemma is a direct consequence of R̂(p) |p|
2
g2(p) ∈ L1(Rd). 
Let f ǫ(t) = f ǫ0(t)+ f
ǫ
1(t)+ f
ǫ
2(t). By Theorem 6.4,
(
M ǫfǫ(t)
)
t≥0
is an (F ǫt )-martingale. That
is, for every bounded continuous function Φ, every sequence 0 < s1 < · · · < sn ≤ s < t, and
every family (µj)j∈{1,...,n} ∈ L2(Rd)n, we have
E
[
Φ
(
Wǫ,µj(sj), 1 ≤ j ≤ n
)(
f ǫ(t)− f ǫ(s)−
∫ t
s
Aǫf ǫ(u)du
)]
= 0.
Using (32), Lemma 6.2, Lemma 6.7, Lemma 6.8, and Lemma 6.9 we obtain that
Mf,λ(t) =f(Wλ(t))− f(Wλ(0))
−
∫ t
0
∂vf(Wλ(u))
[
Wλ1(u) +
〈
W (u), G1λ
〉
L2(R2d)
]
is a martingale, and where λ1 is defined by (29). More particularly, Let us consider f be a
smooth function so that f(v) = v, ∀v such that |v| ≤ r‖λ‖L2(R2d). Then,
Mλ(t) =Wλ(t)−Wλ(0)
−
∫ t
0
du
[
Wλ1(u) +
〈
W (u), G1λ
〉
L2(R2d)
]
is a martingale with a quadratic variation equal to 0. Consequently, Mλ = 0, that concludes
the proof a Proposition 6.2. 
6.4 Proof of the weak uniqueness of the radiative transfer equation (18)
In this section we show the uniqueness of weak solutions of the radiative transfer equation (18).
To this end will construct a good test function using an approximation LN defined
LNϕ(k) =
∫
|p|>1/N
dpσ(p)
(
ϕ(p+ k)− ϕ(k)).
of L defined by
Lϕ(k) =
∫
dpσ(p)
(
ϕ(p+ k)− ϕ(k)),
∀ϕ ∈ C∞0 (Rd). LN is an approximation of L with a finite scattering coefficient
∫
|p|>1/N dpσ(p).
As we will see LN is a well suited approximation of L to construct a test function which enables
us to show the weak uniqueness of the transfer equation.
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Proposition 6.3 Let λ ∈ C∞0 (R2d). ∀N ≥ 1, there exists a unique solution WN of the radiative
transfer equation
∂tWN (t,x,k) = k · ∇xWN (t,x,k) + LNWN (t,x,k) (33)
with WN (0,x,k) = λ(x,k), such that WN ∈ C1([0,+∞), L2(R2d)). WN is given by the series
expansion
WN (t,x,k) =e
−ΣN tλ(x + tk,k)
+ e−ΣN t
∑
n≥1
∫
Dn(t)
ds(n)
∫
dp(n)
n∏
j=1
σ(pj)λ
(
x+ tk+
n∑
j=1
sjpj ,k +
n∑
j=1
pj
)
.
(34)
Here, Dn(t) = {s(n) = (s1, . . . , sn) : 0 ≤ sn ≤ · · · ≤ s1 ≤ t}, p(n) = (p1, . . . ,pn), and
ΣN =
∫
|p|>1/N
dpσ(p).
LetW be a weak solution of the radiative transfer equation (18) with a null initial condition.
Using the test function WN given by Proposition 6.3, let us consider W˜N (t,x,k) = WN (T −
t,x,k), for T > 0. Then, W˜N satisfies
∂tW˜N (t,x,k) + k · ∇xW˜N (t,x,k) + LNW˜N (t,x,k) = 0
with W˜N (T,x,k) = λ(x,k). Consequently, we have following lemma.
Lemma 6.10 ∀t ∈ (0, T ), we have
d
dt
〈
W (t), W˜N (t)
〉
L2(R2d)
=
〈
W (t), ∂tW˜N (t) + k · ∇xW˜N (t) + LW˜N (t)
〉
L2(R2d)
=
〈
W (t), (L − LN )W˜N (t)
〉
L2(R2d)
.
As a result,
〈
W (T ), λ
〉
L2(R2d)
=
〈
W (T ), W˜N (T )
〉
L2(R2d)
=
∫ T
0
ds
〈
W (s), (L − LN )W˜N (s)
〉
L2(R2d)
.
Finally, it remains to show the following lemma.
Lemma 6.11
sup
t∈[0,T ]
‖(L − LN )W˜N (t)‖L2(R2d) ≤ Cλ
∫
|p|<1/N
R̂0(p)|p|
g(p)
.
This last lemma gives us the weak uniqueness. In fact, we have
∫
dpR̂0(p)|p|/g(p) < +∞,
and then,
lim
N→+∞
∫
|p|<1/N
dp
R̂0(p)|p|
g(p)
= 0.
Consequently, ∀λ ∈ C∞0 (R2d) and ∀T > 0,
〈
W (T ), λ
〉
L2(R2d)
= 0.
Proof (of Propostion 6.3) Let us rewrite (33) using the finite scattering coefficient ΣN .
Then, We are looking for a solution of
∂tWN (t,x,k) = k · ∇xWN (t,x,k)− ΣNWN (t,x,k) +
∫
dpσ(p)WN (t,x,k + p)
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This equation can be recast by integrating as follows
WN (t,x,k) = e
−ΣN tλ(x+ tk,k) +
∫ t
0
ds
∫
|p|>1/N
dpσ(p)e−(t−s)ΣNWN (s,x+ (t− s)k,k + p),
and then the series expansion (34) is obtained by induction. Let us write
WN (t,x,k) =
∑
n≥0
W nN (t,x,k)
where W nN are the terms of the serie expansion (34). Using changes of variables we show that
∀t ≥ 0, WN (t) ∈ L2(Rd) and ∑
n≥0
sup
t
‖W nN (t)‖L2(R2d) < +∞.
Then WN ∈ C0([0,+∞), L2(R2d)). Moreover,∑
n≥0
sup
0≤t≤T
‖k · ∇xW nN (t)‖L2(R2d) ≤ ‖k · ∇xλ‖L2(R2d) + CTΣN‖∇xλ‖L2(R2d) < +∞, (35)
since R̂0 is assumed to be with compact support, and∑
n≥0
sup
t
‖
∫
dpσ(p)W nN (t, ·, · + p)‖L2(R2d) ≤ ΣN‖λ‖L2(R2d) < +∞. (36)

Proof (of Lemma 6.10) First of all, let us note that equation (18) is valid for all λ ∈
C∞0 (R2d). However, since supt≥0 ‖W (t)‖L2(Rd) < +∞ and W ∈ C0([0,+∞), (Br , dBr)), we
also have
〈
W (t), λ(t)
〉
L2(R2d)
=
〈
W (0), λ(0)
〉
L2(R2d)
+
∫ t
0
ds
〈
W (s), ∂tλ(s) + k · ∇xλ(s) + Lλ(s)
〉
L2(R2d)
,
∀λ ∈ C1([0, T ], C∞0 (R2d)), for which supt ‖λ(t)‖L2(R2d) + supt ‖∂tλ(t)‖L2(R2d) < +∞. Conse-
quently, we have〈
W (t), W˜ nN (t)
〉
L2(R2d)
=
〈
W (0), W˜ nN (0)
〉
L2(R2d)
+
∫ t
0
ds
〈
W (s), ∂tW˜
n
N (s) + k · ∇xW˜ nN (s) + LW˜ nN (s)
〉
L2(R2d)
,
where W˜ nN (t) =W
n
N (T − t). First, let us note that
W nN (t,x,k) =
∫ t
0
ds
∫
|p|>1/N
dpσ(p)e−(t−s)ΣNW n−1N (s,x+ (t− s)k,k+ p),
so that, thanks to (35) and (36), we obtain∑
n≥0
sup
0≤t≤T
‖∂tW˜ nN (t)‖L2(R2d) +
∑
n≥0
sup
0≤t≤T
‖k · ∇xW˜ nN (t)‖L2(R2d) < +∞.
Moreover,
LW nN (t,x,k) =
∫
dpσ(p)
∫ 1
0
dup · ∇kW nN (t,x,k + up),
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and then∑
n≥1
sup
0≤t≤T
‖LW nN (t)‖L2(R2d) ≤
∫
dp
R̂0(p)|p|
g(p)
(
T‖∇xλ‖L2(R2d) + ‖∇kλ‖L2(R2d)
)
< +∞.
Consequently, we obtain the desire result〈
W (t), W˜N (t)
〉
L2(R2d)
=
〈
W (0), W˜N (0)
〉
L2(R2d)
+
∫ t
0
ds
〈
W (s), ∂tW˜N (s) + k · ∇xW˜N (s) + LW˜N(t)(s)
〉
L2(R2d)
=
〈
W (0), W˜N (0)
〉
L2(R2d)
+
∫ t
0
ds
〈
W (s), (L −LN )W˜N (s)
〉
L2(R2d)
.

Proof (of Lemma 6.11) We have
(L − LN )W˜N (t,x,k) =
∫
|p|<1/N
dpσ(p)
∫ 1
0
dup · ∇kW˜N (t,x,k + up),
and then
sup
0≤t≤T
‖(L − LN )W˜N (t)‖L2(R2d) ≤
∫
|p|<1/N
dp
R̂0(p)|p|
g(p)
(
T‖∇xλ‖L2(R2d) + ‖∇kλ‖L2(R2d)
)
.

7 Proof of Theorem 3.1
First, we let us compute the solution of (18).
Lemma 7.1 ∀W0 ∈ L2(R2d), the unique weak solution uniformly bounded in L2(R2d) of (18)
is given by
W (t,x,k) =
1
(2π)2d
∫
dydqei(x·y+k·q) exp
( ∫ t
0
duΨ(q + uy)
)
Ŵ0(y,q + ty). (37)
where Ψ defined by (21).
Proof (of Lemma 7.1) First, let W0 ∈ C∞0 (R2d) and let
W˜ (t,y,q) = exp
( ∫ t
0
duΨ(q + uy)
)
Ŵ0(y,q + ty).
W is the inverse Fourier transform of W˜ . Then,
∂tW˜ = y · ∇qW˜ +Ψ(q)W˜ ,
and taking the inverse Fourier transform of this last equation we obtain that W is a classical
solution, and then a weak solution of (18) uniformly bounded in L2(R2d). In fact,
‖W (t)‖L2(R2d) ≤ ‖W0‖L2(R2d) (38)
since
|exp
( ∫ t
0
duΨ(q + uy)
)∣∣∣ = exp (− ∫ t
0
du
∫
dpσ(p)(1 − cos(p · (q + uy)))
)
≤ 1.
Finally, using (38), the uniqueness of (18), and by density, we obtain that (37) is the unique
solution of (18). That concludes the proof of Lemma 7.1. 
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Now, let us show the key lemma of the proof of Theorem 3.1. This lemma is a consequence
of assumption (13).
Lemma 7.2 Let µ > 0 and t ∈ (3/(2µ), 2/µ). There exists Mt,µ > 0 and Ct,θ,µ > 0, such that
∀|q| ≥Mt,µ and ∀|y| ≥Mt,µ
exp
( ∫ t
0
duΨ(q + uµy)
)
≤ exp(−Ct,θ,µ|q|θ)1(|q|≥µt|y|) + exp(−Ct,θ,µ|y|θ)1(|q|<µt|y|).
Proof (of Lemma 7.2) This lemma is a consequence of assumption (13). First, we have∫ t
0
duΨ(q + uµy) = −
∫ t
0
du
∫
dpσ(p)(1 − cos(p · (q + uµy)))
≤ −
∫ t
0
du
∫
|p|<1/(2|q|)
|p|<1/(2µt|y|)
dpσ(p)(1 − cos(p · (q + uµy)))
≤ −
∫ t
0
du
∫
|p|<1/(2|q|)
|p|<1/(2µt|y|)
dpσ(p)|p · (q + uµy)|2
Then,∫ t
0
du|p · (q + uµy)|2 = t|p · q|2 + µt2p · q p · y+ µ2 t
3
3
|p · y|2
=
(
t− µt
2
2
)|p · q|2 + (µ2 t3
3
− µt
2
2
)|p · y|2 + µt2
2
|p · (q + y)|2
≥ t(1− µ t
2
)
︸ ︷︷ ︸
≥0
|p · q|2 + µt2(µ t
3
− 1
2
)
︸ ︷︷ ︸
≥0
|p · y|2,
since t ∈ (3/(2µ), 2/µ). Consequently,∫ t
0
duΨ(q + uµy) ≤ −Ct,µ(|p · q|2 + |p · y|2),
and
exp
( ∫ t
0
duΨ(q + uµy)
)
≤ exp(−Ct,µ
∫
|p|<1/(2|q|)
|p|≤1/(2µt|y|)
dpσ(p)|p · q|2)1(|q|≥µt|y|)
+ exp(−Ct,µ
∫
|p|<1/(2|q|)
|p|<1/(2µt|y|)
dpσ(p)|p · y|2)1(|q|<µt|y|).
Moreover, according to (13), there exists Mt,µ large enough so that ∀|q| ≥Mt,µ and ∀|y| ≥
Mt,µ,
exp
( ∫ t
0
duΨ(q + uµy)
)
≤ exp
(
− Ct,µ|q|θ
∫
|p|≤1/2
dp
1
|p|d+θ
∣∣p · q|q| ∣∣2
)
1(|q|≥µt|y|)
+ exp
(
− Ct,µ|y|θ
∫
|p|≤1/2
dp
1
|p|d+θ
∣∣p · y|y| ∣∣2
)
1(|q|<µt|y|).
(39)
Finally, thanks to a unitary transformation on Sd−1,∫
|p|≤1/2
dp
1
|p|d+θ
∣∣p · z|z| ∣∣2 = Cθ
∫
Sd−1
|u · v|2dS(u),
where v ∈ Sd−1 is fixed. 
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The following lemma shows the transport of regularity from the variable k to the variable
x through the transport term in (18). This transport of regularity is a direct consequence of
Lemma 7.2.
Lemma 7.3 Let W be the unique weak solution uniformly bounded in L2(R2d) of (18). We
have ∀t1 > 0
W ∈ L∞
(
[t1,+∞),
⋂
k≥0
Hk(R2d)
)
Proof (of Lemma 7.3) Let t1 > 0, t > t1, and η > 0, such that t ∈ (3/(2µ), 2/µ). Then,
using a change of variable, we have
‖W (t)‖2Hk(R2d) ≤Cµ
∫
|q|≥Mt,µ
|y|≥Mt,µ
dydq(|q|k + |y|k)e
∫ t
0
duΨ(q+uµy)|Ŵ0(y,q + µty)|2
+ Cµ
∫
|q|≥Mt,µ
|y|≤Mt,µ
dydq|q|ke
∫ t
0
duΨ(q+uµy)|Ŵ0(y,q + µty)|2
+ Cµ
∫
|q|≤Mt,µ
|y|≥Mt,µ
dydq|y|ke
∫ t
0
duΨ(q+uµy)|Ŵ0(y,q + µty)|2
+ Cµ
∫
|q|≤Mt,µ
|y|≤Mt,µ
dydq|Ŵ0(y,q + µty)|2.
The first and last terms are finite since W0 ∈ L2(R2d) and thanks to Lemma 7.2. The second
and third terms are finite using (39) depending on whether q or y is bounded. 
Finally, from Lemma 7.3 we have the continuity of W .
Lemma 7.4 Let W be the unique weak solution uniformly bounded in L2(R2d) of (18). We
have
W ∈ C0
(
(0,+∞),
⋂
k≥0
Hk(R2d)
)
.
Proof (of Lemma 7.4) Let t1 > 0 and (tn)n be a sequence which converges to t1, Then,
there exists N and t0 > 0 such that ∀n ≥ N , t1 ∧ tn > t0, and
‖W (tn)−W (t1)‖2Hk(R2d) ≤Ck
∫
dydq(|y|k + |q|k)|Ŵ (t0,y,q + t1y)|2
× ∣∣1− e∫ t1tn Ψ(q+(v−t0)y)∣∣2
+ Ck
∫
dydq(|y|k + |q|k)|Ŵ (t0,y,q + tny)− Ŵ (t0,y,q + t1y)|2.
Then, we can conclude from Lemma 7.3 and the dominated convergence theorem. 
8 Proof of Proposition 4.1
First, letW0 ∈ C∞0 (R2d) and let (Lt)t be a Lévy process with characteristic exponent Ψ defined
by (21) and infinitesimal generator given by L defined by (19), and so that (Lt)t is a Markov
process on C0,∞(R2d), the space of continuous functions which tend to 0 at infinity. Moreover,
let us note that C∞0 (R2d) ⊂ D(L).
According to assumption (13), the fact that σ has a support included in a compact set, and
[35, Lemma 31.7], the process defined by
Xt =
(
x− tk−
∫ t
0
Lsds,k + Lt
)
(40)
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is a Markov process on C0,∞(R2d) with infinitesimal generator given by
Lϕ(x,k) = −k · ∇xϕ(x,k) + Lϕ(x,k).
As the result, The function defined by
W (t,x,k) = E
[
W0
(
x− tk−
∫ t
0
Lsds,k + Lt
)]
, (41)
is a classical solution of
∂tW + k · ∇W = LW.
Moreover, if p(t, dxdk) is the transition function of the Markov process (
∫ t
0 Lsds, Lt)t,
‖W (t)‖2L2(R2d) =
∫
dxdk
∣∣∣ ∫ W0(x− tk− q,k + q)p(t, dydq)∣∣∣2
≤
∫
p(t, dydq)
∫
dk
∫
dx|W0(x− tk− q,k+ q)|2
≤ ‖W0‖2L2(R2d),
(42)
so that W is uniformly bounded in L2(R2d) and is the unique weak solution of (18). However,
(42) shows that (41) can be extend to W0 ∈ L2(R2d). Then by density, (41) is the unique
weak solution uniformly bounded of (18) with W0 ∈ L2(R2d). That concludes the proof of
Proposition 4.1.
9 Proof of Theorem 5.1
First, Let us recall that
sup
η
sup
t≥0
‖W η(t)‖L2(R2d) ≤ ‖W0‖L2(R2d), (43)
whereW η is the unique solution uniformly bounded in L2(R2d) of the radiative transfer equation
(18) associated to ση(p).
The proof of Theorem 5.1 uses the probabilistic representation obtained in Proposition 4.1.
The following proof is in two step. First, we prove the relative compactness of (W η)η , afterward
we identify all the subsequence limits. The proof of the relative compactness of (W η)η is based
on the probabilistic representation obtained in Proposition 4.1, but where (Lηt )t is associated
to the jump measure ση(p)dp.
Lemma 9.1 ∀(x,k) ∈ R2d, (Xη)η, defined by (40), is tight is on D([0,+∞),R2d).
Proof (of Lemma 9.1) To prove this lemma we will use the Aldous tightness criteria [11].
Let us begin with the tightness of (Lηt )t. First of all, let us decompose (L
η
t )t according to the
size of its jumps,
Lηt = L
1,η
t + L
2,η
t =
∫
|p|≤1
pNη(t, dp) +
∫
|p|>1
pNη(t, dp),
where Nη(t, dp) is a random Poisson measure with intensity measure ση(p)dp. Let us note
that (L1,ηt )t is a Lévy process with compactly supported jump measure σ
η(p)1|p|≤1dp, so that
sup
η
sup
0≤t≤T
E[|L1,ηt |2] < +∞,
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thanks to (25) and [4, Theorem 2.3.7]. Moreover, (L2,ηt )t is a compound Poisson process [4,
Theorem 2.3.9]. Then, there exist a poisson process (Nt)t with intensity 1 and a sequence
(Zηn)n of iid random variables with distribution σ
η(p)1|p|>1dp, such that
L2,ηt =
N(t)∑
j=0
Zηj
in distribution with Zη0 = 0. Moreover, (Nt)t and (Z
η
n)n are independent. First,
P( sup
0≤t≤T
|Lηt | ≥M) ≤ P( sup
0≤t≤T
|L1,ηt | ≥M/2) + P( sup
0≤t≤T
|L2,ηt | ≥M/2).
Since
L1,ηt − t
∫
|p|≤1
pση(p)dp
is a martingale, and for M sufficiently large,
P( sup
0≤t≤T
|L1,ηt | ≥M/2) ≤ P
(
sup
0≤t≤T
∣∣∣L1,ηt − t ∫
|p|≤1
pση(p)dp
∣∣∣ ≥M/4)
≤ 32
M2
[
sup
η
E[|L1,ηt |2] +CT
( ∫
|p|≤1
1
|p|d+θ−1 dp
)2]
,
according to the Doob’s maximal inequality. Moreover,
P( sup
0≤t≤T
|L2,ηt | ≥M/2) ≤
∑
n≥0
P
( n∑
j=0
|Zηj | ≥M/2
∣∣∣N(T ) = n)P(N(T ) = n)
≤
∑
n≥0
n∑
j=1
P(|Zηj | ≥M/(2n))P(N(T ) = n)
≤
∑
n≥0
n
∫
|p|≥M/(2n)
ση(p)dpP(N(T ) = n)
≤ CΩ(d)
Mθ
E[N(T )1+θ].
Then,
sup
η
P( sup
0≤t≤T
|Lηt | ≥M) = O
( 1
Mθ
)
as M → +∞.
Consequently, ∀M ′ > 0
P
(
sup
0≤t≤T
∣∣∣ ∫ t
0
Lηsds
∣∣∣ ≥M) ≤ P( sup
0≤t≤T
|Lηt | ≥M ′
)
+ P
( ∫ T
0
|Lηs |ds ≥M, sup
0≤t≤T
|Lηt | ≤M ′
)
,
and then,
lim
M→+∞
sup
η
P( sup
0≤t≤T
|Xη(t)| ≥M) = 0.
Let τ be a discrete stopping time relatively to the filtration of (Xη)η , and bounded by T .
According to the stationarity of (Lηt )t, ∀µ > 0 and ∀ν > 0, we have
P(|Xη(τ + µ)−Xη(τ)| > ν) ≤ P(|Lη(τ + µ)− Lη(τ)| > ν/2) + P
( ∫ τ+µ
τ
|Lηs |ds > ν/2
)
≤ P(|Lη(µ)| > ν/2) + P
( ∫ µ
0
|Lηs |ds > ν/2
)
.
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First, it is clear that ∀M ′ > 0
P
( ∫ µ
0
|Lηs |ds > ν/2
)
≤ P
(
sup
0≤t≤T
|Lηt | ≥M ′
)
+ P
( ∫ µ
0
|Lηs |ds ≥ ν/2, sup
0≤t≤T
|Lηt | ≤M ′
)
.
Moreover,
P(|Lη(µ)| > ν/2) ≤ P(|L1,η(µ)| > ν/4) + P(|L2,η(µ)| > ν/4)
≤ 16
ν2
(
µ
∫
|p|≤1
dp
C
|p|d+θ−1 + µ
2
( ∫
|p|≤1
dp
C
|p|d+θ−1
)2)
+ Cd,θE[N(µ)
1+θ].
However, E[N(µ)1+θ] ≤ E[N(µ)2] = µ+ µ2, so that
lim
µ→0
sup
η
sup
τ
P(|Xη(τ + µ)−Xη(τ)| > ν) = 0.
That concludes the proof of Lemma 9.1. 
Lemma 9.1 implies the relative compactness of (W η)η. Now, let us identify all the accumu-
lation points of (W η)η . First, let us denote
L∞ϕ(k) =
∫
dpσ∞(p)
(
ϕ(k + p)− ϕ(k)) and σ∞(p) = σ
(2π)d|p|d+θ .
We have the following lemma which shows the convergence of the transfer operator Lη.
Lemma 9.2 We have ∀λ ∈ C∞0 (Rd),
lim
η→0
‖Lηλ− L∞λ‖L2(Rd) = 0.
Proof (of Lemma 9.2) This lemma is a consequence of
‖Lηλ− L∞λ‖L2(R2d) ≤ C(‖λ‖L2(R2d) + ‖∇kλ‖)
×
( ∫
|p|≤1
dp|p||ση(p)− σ∞(p)| +
∫
|p|>1
dp|ση(p)− σ∞(p)|
)
,
and the dominated convergence theorem, because of (24) and (25). 
Now, let us consider ηn a sequence, which goes to 0 as n→ +∞, and such that ∀(t,x,k)
lim
n→+∞
W ηn(t,x,k) =W∞(t,x,k).
Lemma 9.3 W∞(t,x,k) is a weak solution uniformly bounded in L2(R2d) of the radiative
transfer equation
∂tW
∞ + k · ∇xW∞ = L∞W∞ with W∞(0,x,k) =W0(x,k). (44)
Proof (of Lemma 9.3) First, by Fatou’s Lemma, we have ∀t ≥ 0
‖W∞(t)‖L2(R2d) ≤ lim infn ‖W
ηn(t)‖L2(R2d) ≤ ‖W0‖L2(R2d).
From this result, using a molifier, and the dominated convergence theorem, we have that
∀t ≥ 0, lim
n→+∞
W ηn(t) =W∞(t) weakly in L2(R2d).
According to (43), Lemma 9.2, the dominated convergence theorem, and taking the limit in〈
W ηn(t), λ
〉
L2(R2d)
− 〈W0, λ〉L2(R2d) − ∫ t
0
〈
W ηn(s),k · ∇xλ+ Lηnλ
〉
L2(R2d)
ds = 0
∀λ ∈ C∞0 (R2d), we get the desired result. 
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The following lemma concludes the proof of Theorem 5.1.
Lemma 9.4 Equation (44) admits a unique weak solution uniformly bounded in L2(R2d), which
is given by (27).
Proof (of Lemma 9.4) First of all, let us recall the following Lévy-Khintchine formula [35,
Thorem 14.14] ∫
dp
|p|d+θ
(
eip·q − 1) = −|q|θθΓ(1− θ) ∫
Sd−1
dS(u)|e1 · u|θ,
which give ∀λ ∈ C∞0 (R2d)
L∞λ = −σ(θ)(−∆)θ/2λ.
To show the uniqueness of Equation (44), let us defined
λ(t,x,k) =
1
(2π)d
∫
dydqei(x·y+k·q) exp
(
− σ(θ)
∫ T−t
0
|q + uy|θ
)
λ̂0(y,q + (T − t)y),
with λ0 ∈ C∞0 (R2d), and let W be a solution of (44) uniformly bounded in L2(R2d) with
W (0) = 0. Then, since D(L∞) = Hθ(Rd), we have
〈
W (T ), λ0
〉
L2(R2d)
=
〈
W (T ), λ(T )
〉
L2(R2d)
=
∫ T
0
ds
〈
W (s), ∂tλ+ k · ∇xλ+ L∞λ
〉
L2(R2d)
= 0.
Moreover, it is clear that (27) is a weak solution for W0 ∈ C∞0 (R2d). Consequently, by density
of C∞0 (R2d) in L2(R2d), (27) is also a weak solution uniformly bounded in L2(R2d) with W0 ∈
L2(R2d). 
Conclusion
In this paper we have analyzed the asymptotic phase space energy density of a solution of the
random Schrödinger equation with long-range correlation properties. The phase of a solution
of the random Schrödinger equation in the same context has been studied in [10], and the
phase and the phase space energy density for the random Schrödinger equation with rapidly
decaying correlations has been studied in [6, 9, 10]. In the case of rapidly decaying correlations
the phase and the phase space energy density evolve on the same scale, and the asymptotic
evolution of the phase space energy density is given by a radiative transfer equation. In the
other hand, for random perturbations with slowly decaying correlations, the phase and the
phase space energy density do not evolve on the same scale anymore. However, the scale
of evolution of the phase space energy density in the context of rapidly and slowly decaying
correlations are the same, and their evolutions are given by radiative transfer equations of the
same form, but nevertheless with thorough differences. In the context of perturbations with
long-range correlations, a scattering coefficient cannot be defined because of a nonintegrable
singularity in the radiative transfer equation. However, this singularity is responsible to a
regularizing effect on this radiative transfer equation which cannot be observed in the case
of rapidly decaying correlations. Finally, we have derived an approximation of the radiative
transfer equation involving a fractional Laplacian, which gives us a simpler model of phase space
energy distribution which corresponds to the long space and time diffusion approximation of
the radiative transfer equation. Moreover, this model permits to exhibit a decay of the phase
space energy distribution which obey to a power law with exponent lying in (0, 1).
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