INTRODUCTION
Skin carcinoma is the most frequent type of cancer. 1 Although surgery is the first treatment option, radiotherapy can be indicated in some cases, resulting in excellent control rates, cosmetic results, and quality of life. [2] [3] [4] Brachytherapy (BT) with skin applicators is an efficient solution for superficial radiotherapy of small lesions, providing a higher shielding to the surrounding healthy tissues when compared to moulds and flaps. The treatment with these applicators is also easier in clinics than external beam electron radiotherapy as neither bolus nor specific dosimetry is required.
A high dose rate (HDR) surface electronic brachytherapy (EBT) device, which is in fact an x-ray generator with specific applicators that collimate the beam, offers an alternative solution to external beam electron radiotherapy and HDR radionuclide-based brachytherapy. Currently, there are three EBT systems, used clinically with applicators, specifically designed for surface treatments: the 50 kVp Xoft Axxent ® (iCad, San Jose, CA) with a 1.0, 2.0, 3.5, and 5.0 cm diameter applicators, [5] [6] [7] the 50 kVp Zeiss INTRABEAM ® (Carl Zeiss Surgical Gmbh, Oberkochen, Germany), with 1-6 cm diameter applicators, 8, 9 and the 69.5 kVp Esteya ® (Elekta Brachytherapy, Veenendaal, The Netherlands) with 1.0, 1.5, 2.0, 2.5, and 3.0 cm diameter applicators. 3, 10 Low-energy (<100 kVp) x-ray beams present several dosimetric challenges that need to be addressed. First, the rapid fall-off dose with depth (roughly 5%-10%/mm) implies a high dose gradient over the measuring volume of the dosimeter, which needs to be small enough to minimize volume averaging. Second, detector response is sensitive to the materials that it is made of. Thus, water equivalent material is ideal and the calibration should be performed in conditions (beam spectrum and setup dimensions) as close as possible to clinical practice. The difficulty increases even more for small field sizes (∼1 cm). Furthermore, the Bragg-Gray cavity theory cannot be applied, resulting in a different calibration theory, compared to that used for high-energy photon beams. 11 Several calibration protocols have been published for x-ray dosimetry, recommending fundamentally different media in which measurements shall be performed. 12 Calibration factors for the reference dosimeters can be provided in terms of either air kerma or absorbed dose to water, depending on medium in which dose measurements are performed. Currently, the American Association of Physicists in Medicine (AAPM) Task Group 61 (TG-61) recommendations 13 (based on air kerma) and the International Atomic Energy Agency (IAEA) TRS-398 code of practice 14 (based on absorbed dose to water) are the most extended and frequently used protocols for lowenergy x-ray beam dosimetry.
Hill et al. have recently reviewed the studies that have investigated the different reference dosimetry protocols used in low-energy x-ray beams. 11 Some of these studies focused on older protocols, not updated recently, 15 or based on other procedures compared to those described in TG-61 or TRS-398 protocols. 16, 17 To our best knowledge, only Muck af Rosenschöld et al. have compared the TG-61 and TRS-398 protocols for photon energies lower than 80 kVp. 12 However, they used different chambers of the same type for each method, and field sizes were equal or larger than 3 cm diameter, thus not reaching the size of the smallest applicators used currently in clinical practice.
As recommended by TRS-398, absorbed dose in lowenergy x-ray beams should be measured with a plane parallel chamber.
14 Additionally, reference dosimetry should be performed with ionization chambers with energy variations below 2% within the range of beam qualities of interest. 13 Recently, dedicated ionization chambers have been designed for commissioning and quality assurance of low-energy xray systems, including small field dosimetry. In particular, these are the plane parallel ionization chamber T34013 (PTW, Freiburg, Germany) and the parallel-plate ionization chamber Exradin A20 (Standard Imaging, Inc.). The first one has been used for measurements of the Xoft x-ray source, 6 the INTRABEAM unit, 8 and the Esteya system, 10 as well as for measurements with a 100 kVp source and field sizes as small as 4.2 mm diameter. 18 Measurements with both chambers were not compared in those previous studies. Recently, Fulkerson et al. 7 used both the T34013 and the A20 chambers for measurements of the Xoft x-ray source and concluded that the first chamber had a large and counterintuitive magnitude in the stem effect, making it unsuitable for the dose measurements, so the use of the A20 chamber was since then recommended for reference dosimetry of the Xoft x-ray tube. The A20 was also applied for measurements of the Varian Leipzig-type 192 Ir brachytherapy applicators. 19 The aim of the present study was threefold:
(1) to compare the TRS-398 dosimetry protocol, based on absorbed dose to water measurements, with the TG-61 protocol, based on air kerma, for small circular field sizes (between 1 and 3 cm diameter), using the same T34013 chamber calibrated both in water and in air. This required the evaluation of the water equivalence of the plastic phantom used for the low-energy photon range; (2) to compare two different ionization chambers (T34013 and A20) when used for absolute dosimetry; (3) to estimate the uncertainty of each method.
All three studies were done for the 69.5 kVp photon beam generated by Esteya system, providing a complete reference framework for that system, which might be useful for future users of Esteya and other similar EBT systems.
MATERIALS AND METHODS

2.A. Description of the x-ray source and surface applicators
The electronic brachytherapy system Esteya is specially designed for surface brachytherapy treatment unit, using a dedicated low-energy 69.5 kVp x-ray source and an aluminum flattening filter. It generates a photon spectrum with a mean energy of 36.1 keV and a maximum dose rate at zero depth of 3.3 Gy/min. 10 The default current is 1.6 mA, which is automatically set to 1.0 mA for treatment fractions smaller than 4 Gy and to 0.5 mA for prescription doses below 2 Gy, thus keeping the fraction duration relatively constant independently of the prescribed dose.
Esteya is provided with a set of applicators that are able to generate circular radiation fields of different diameters: 1.0, 1.5, 2.0, 2.5, and 3.0 cm diameter. Each surface applicator has a plastic cap designed to keep constant source to surface distance (SSD) and to remove the electronic contamination. With the applicator in place, the nominal SSD is 6 cm.
2.B. Ionization chambers used in this study for absolute dosimetry
2.B.1. Ionization chamber T34013
The ionization chamber T34013 is a plane parallel chamber with a very small collecting volume of 0.0053 cm 3 , specially designed for x-ray measurements and high spatial resolution. The sensitive volume has 0.85 mm radius and 0.75 mm depth, and it has a thin entrance foil of 25 µm polyethylene (PE). Assuming that the effective point of measurement is the inner surface of the entrance window of the sensitive volume, when the Esteya applicator cap is in contact with the T34013 chamber, the distance from the exit surface of the applicator to the effective point of measurement is d c = 0.25 mm, according to manufacturer specifications and the calibration certificate.
Two different T34013 ionization chambers with serial numbers (S/N) 000146 and 000311 were used in this study. The calibration factor was measured for this chamber in terms of absorbed dose to water N D, w,Q 0 by the accredited laboratory of PTW. This calibration is traceable to national standards of the German National Laboratory, PTB (Braunscheweig, Germany). Chamber-specific factors k Q,Q 0 that correct for differences between the beam quality Q used in the measurement and the beam quality used during the chamber calibration Q 0 were provided for four different beam qualities (TW70, TW50, TW30, and TW15), with an energy variation of 0.1% between the beam qualities TW70 and TW50 for the chamber with S/N 000146 and 3.2% for the chamber with S/N 000311. The reasons for these differences between chambers are unknown to us.
The chamber with S/N 000146 was also calibrated by PTW in terms of air kerma. Having the chamber calibrated in both media gave us a possibility to compare two dosimetry protocols. The calibration factors in terms of air kerma (N K ) were provided for four different beam qualities (TW70, TW50, TW30, and TW15), with an energy variation within 0.7% between the beam qualities TW70 and TW50.
The chamber T34013 has been used without any additional buildup layer, neither for measurements with Esteya nor for calibration.
2.B.2. Ionization chamber Exradin A20
The Exradin A20 parallel-plate chamber (Standard Imaging, Middleton, WI) was also used to determine the surface dose rate using the in air method. This chamber was designed to be placed in a vertical orientation, so that the stem effect is largely negligible. Its characteristics were described extensively by Fulkerson et al. 7 Its collecting volume is 0.0738 cm 3 and the collector diameter is 1.93 mm. It has an entrance window of 50.8 µm and the effective point of measurement is at d c = 1.80 mm depth from the entrance surface. No additional buildup material is needed. Two different A20 chambers with different S/N were used during this study. The calibration factor was measured for the Exradin A20 chambers in terms of air kerma (N K ) by the accredited dosimetry calibration laboratory of the University of Wisconsin, which is traceable to the National Institute of Standards and Technology (NIST) and accredited by the AAPM. For the A20 chamber with S/N 100551, only the calibration factor for the beam quality UW80-L was provided. For the A20 chamber with S/N 140974, k Q,Q 0 was provided for the beam qualities UW100-L, UW80-L, UW50-L, and UW30-L, with an energy variation of 1.0% between the beam qualities UW80-L and UW50-L.
At this moment, the A20 chamber is not calibrated in water by any accredited laboratory. In addition, it seems difficult to be used in solid plastic due to its vertical configuration and setup. However, the stem effect should be negligible. Thus, by evaluating the output factors (OFs) of the different applicators of Esteya, it can be used to test indirectly the stem effect of the T34013 chamber.
2.C. Half value layer (HVL) determination
The HVL is used to characterize the spectrum of an xray beam, and it is necessary in the calculations of absolute absorbed doses (see Sec. 2.F). TG-61 recommendations state that the detector should be placed at least 50 cm away from the attenuating material, which should be at least 50 cm beyond the x-ray source. 13 The HVL of the Esteya system with the 30 mm diameter applicator was measured with three different detectors: the solid state detector Barracuda (RTI Electronics AB, Mölndal, Sweden), the 0.6 cm 3 Farmer-type ionization chamber (PTW, Freiburg, Germany), and the parallel-plate ionization chamber Exradin A20 (Standard Imaging, Inc.), in combination with high purity aluminum (>99.9% aluminum) slabs (serial no. 7674). The HVL corresponds to the thickness of aluminum that decreases the dose to 50% of the measurement without aluminum.
In addition, two different experimental setups were tested. In the first one [see Fig. 1(a) ], the source to detector distance was 105 cm, with the aluminum slabs placed 50 cm above the detector, over an empty box of low density material. This configuration was tested with two different detectors: Barracuda, which is completely protected from picking up backscatter, and Farmer, placed above 8 and 20 cm of styrofoam, respectively, a very low density material that minimizes F. 1. Experimental setup used to measure the HVL. In (a), the source to detector distance is 105 cm, with the aluminum slabs 50 cm above the detectors. In (b), the source to detector distance is 24 cm, with the aluminum slabs 19 cm above the detector.
backscattering radiation. In the second configuration [see Fig.  1 (b)], the A20 chamber was used, and the distance between the applicator surface and the top of the chamber was set to 30 cm. The aluminum slabs were added 5 cm below the applicator surface (i.e., 11 cm below the x-ray source).
Furthermore, the first experimental setup and the Barracuda detector were also used to evaluate the HVL for all the other applicator sizes.
2.D. Evaluation of the virtual focus of the x-ray tube
The distance from the virtual focus of the x-ray tube to the applicator surface is required to correct the reading of the chamber (see details of this correction in Sec. 2.F). The following procedure was used to determine the location of the virtual focus. Let x d be the reading of the chamber when its top surface is placed at a distance d from the collimator surface, and let x 0 be the reading of the chamber when it is in contact with the collimator surface (i.e., for d = 0). The effective point of measurement of the chamber is found at a depth d c from its entrance surface. If measurements at short distances are performed, attenuation in air can be neglected and then, the next relationship, which can be derived from the inverse distance square law, should be satisfied,
Thus, from several readings taken at different distances d and plotted as √ x 0 /x d vs d, the fitting coefficients of the linear relationship between d and the inverse square root of the chamber reading can be used to obtain SSD.
Because the field size increases with distance, it is necessary to be sure that the chamber used to perform these measurements does not present stem effect at all. For this reason, measurements were performed with the Exradin A20 chamber. The experimental setup used for this purpose is shown in Fig. 2 . In this case, the chamber holder device was mounted on top of 15 cm of styrofoam and several slabs of solid water of 1 cm thick. By removing one slab at a time, measurements were performed at an increased distance d. For each measurement, a dose of 7 Gy was prescribed at 3 mm depth using the 30 mm collimator.
2.E. Water equivalence of the plastic phantom
Calibration standards based on absorbed dose to water require that the measurements are performed in water. However, in order to facilitate the setup and reproducibility, solid phantoms may be used. As stated by ICRU Report 44, a solid phantom is equivalent to water if the introduced uncertainty is up to 1%. 20 In the present study, Plastic Water Low Range (PW LR: CIRS, Norfolk, VA) was used. It has a density of F. 2. Experimental setup used to determine the location of the virtual focus of the x-ray tube of Esteya. It is also used to measure the surface dose rate of Esteya with the ionization chamber Exradin A20 and the "in air" method. The chamber is kept vertical in air with a holder, and its top is in contact with the exit surface of the applicator.
1.03 g/cm 3 and, according to manufacturer specifications, was specially designed to be used in the 15 keV-8 MeV range. 32 Hill et al. evaluated the water equivalence of several solid phantoms for low-energy photon beams. 21 Among others, Plastic Water and Plastic Water DT (CIRS) were simulated throughout Monte Carlo (MC) simulations. However, the PW LR used in our study was not considered in that work. Thus, MC simulations were required to evaluate the water equivalence of this material for the 69.5 kVp x-ray beam of the Esteya system.
The water equivalency of the PW LR for the 69.5 kVp x-ray source was obtained using the  v. 2008 MC code. 22 The primary photon spectrum, emitted from a circular source of 3 cm diameter, was obtained from García-Martínez et al. based on experimental measurements. 10 In addition, the composition by weight of the plastic phantom, kindly provided by CIRS, was used. Because our clinical aim is the surface dose rate, the percentage difference between absorbed dose to a water voxel placed on the solid phantom surface and absorbed dose to a water voxel located on a water phantom surface was scored. This provides the change in surface dose due to differences in backscatter. 21 In order to reduce the statistical uncertainties below 0.05%, 10 10 photons were started for each simulation.
2.F. Measurement of absolute surface dose rate
2.F.1. Ionization chamber calibrated in terms of absorbed dose to water-TRS-398
The surface dose rate (at z = 0 mm depth, i.e., at the exit surface of the applicator) can be determined with an ionization chamber calibrated in water using the protocol TRS-398 by the IAEA for low-energy kilovoltage x-ray beams. 14 The absorbed dose in water divided by the radiation time t is given by the following modified expression:
where M Q is the reading of the detector at the depth of interest, corrected for pressure, temperature, and electrometer calibration. Given that the polarity used in the dose measurements is the same than in the calibration, and given that the dose rate is lower than a few Gy/s, the polarity and ion recombination effects can be neglected. 14 Note that the expression given by TRS-398 is corrected in this case by the factor [(SSD
2 . This applies the inverse square law for the distance to consider SSD and the depth of the effective point of measurement d c . The reason for this correction is that there is a small air gap of 0.22 mm (besides the 25 µm PE thickness of the entrance foil) between the applicator surface and the entrance window of the detector. This correction brings the reading exactly at the exit surface of the applicator (i.e., at z = 0 mm depth). The other variables in expression (2) have been described in Sec. 2.B.1.
The ionization chamber T34013 (PTW) was used for these measurements. In order to analyze possible chamber-tochamber variations, two different chambers of the same type F. 3. Experimental setup used to measure the surface dose rate of Esteya with the ionization chamber T34013 calibrated in water. The chamber is placed inside and above plastic equivalent to water with enough thickness to provide full backscatter conditions.
(with S/N 000146 and 000311) were studied. To determine the surface dose rate using the TRS-398 protocol, the chamber was placed above 10 cm slab of Plastic Water LR. In addition, a slab with a specifically designed groove allocates the chamber. Figure 3 shows the experimental setup used to do the measurements, together with an electrometer Unidos-E used at 400 V.
2.F.2. Ionization chamber calibrated in terms of air kerma-TG-61
The surface dose rate (at z = 0 mm depth, i.e., at the exit surface of the applicator) can be determined with an ionization chamber calibrated in air using the TG-61 recommendations. 13 The corrected absorbed dose rate at the phantom surface is given by
where B w is the backscatter factor, which depends on SSD, field size (collimator diameter), and HVL, and can be determined, for each available collimator, using is the mass energy-absorption coefficient ratio of water-to-air, which depends on the HVL and can be determined using Table IV from TG-61; and p stem,air is the stem correction factor, which accounts for the change in photon scatter from the chamber stem between the calibration and measurement (mainly due to the change in field size). The estimation of p stem,air requires a comparison between the chamber used and a reference chamber for which p stem,air is known. The other parameters that appear in expression (3) have been discussed in Secs. 2.B.2 and 2.F.1.
The ionization chamber T34013 with S/N 000146 that has been used for in water measurements was also calibrated in terms of air kerma and was used for these measurements as
To determine the surface dose rate using the TG-61 protocol and the chamber T34013, the detector was placed over 25 cm of styrofoam, a very low density medium, as shown in Fig. 4 .
Measurements with the A20 chamber were done using the setup shown in Fig. 2 . A special chamber holder from Standard Imaging was used to keep the detector attached to the Esteya unit in contact with the applicator and in the vertical position in air.
2.G. Output factors
The OFs were defined as the ratio of the surface dose rate for a given applicator and the one for the 30 mm diameter applicator (largest beam size). OFs were evaluated from the measurements of absolute dose rate performed with the ionization chambers T34013 and Exradin A20, described in Sec. 2.F. The resulting values were also compared with the internal data used by Esteya to plan the treatments.
RESULTS
3.A. Half value layer
The HVL values obtained for the Esteya system with the 3 cm applicator are 1.88 mm of Al with detector Barracuda and the first experimental setup [see Fig. 1(a) ], 2.09 mm of Al with Farmer-type chamber and the first experimental setup, and 1.69 mm of Al with Exradin A20 chamber and the second experimental setup [see Fig. 1(b) ]. For the other applicators, differences are smaller than evaluated uncertainties when compared to the measurement with the Barracuda detector for the largest field size.
The estimated uncertainty of each HLV value is 0.05 mm of Al (k = 1). This uncertainty was obtained considering (1) the uncertainty in the thickness of the aluminum slabs (0.02 mm), (2) the statistical uncertainty of each dose measurement (evaluated as the standard deviation of three independent measurements), and (3) the uncertainty in the fitting of the experimental data.
F. 5. Determination of the virtual focus of the x-ray chamber, representing the inverse square root of the reading of the chamber (nC) as a function of the distance between the top of the chamber and the collimator surface. Figure 5 shows the inverse square root of the reading of the chamber as a function of the distance between the chamber top and the exit surface of the 3 cm applicator. Data have been fitted using a linear function. From this fitting method and Eq. (1), the resulting distance from the virtual focus to the applicator surface was SSD = 5.90±0.07 cm. The uncertainty was evaluated scoring the uncertainty of the fitting parameters and the uncertainty of the effective point of measurement of the chamber (0.7 mm shift according to Fulkerson et al. 7 ). The experimental value is thus consistent with the nominal value of 6 cm.
3.B. Virtual focus of the x-ray tube
3.C. Water equivalence of the plastic phantom
The relative difference between the absorbed dose to a water voxel located at the surface of the Plastic Water LR phantom and the absorbed dose to a water voxel located at the surface of a water phantom was (0.15 ± 0.05)%. Therefore, the PW F. 4. Experimental setup used to measure the surface dose rate of Esteya with the ionization chamber T34013 and the in air method. The chamber is placed over 25 cm styrofoam and in contact with the exit surface of the collimator.
LR phantom was considered to be water equivalent, and an additional uncertainty of 0.2% was added as seen in Sec. 3.D.1. Table I shows the surface dose rate for the applicators with diameters ranging from 1 to 3 cm. It shows the results obtained with the T34013 chambers in water and in air and results obtained with the A20 chambers in air. The internal data used by Esteya, implemented on the console software, are also presented. It should be noted that the chamber T34013 needs pre-irradiation before each use. The reading of the chamber decreases continuously during the first 3-4 irradiations of about 3 min each, and then it stabilizes.
3.D. Surface dose rate
Relative differences between the surface dose rates obtained with each detector and the surface dose rates used by Esteya are shown in Table II . The differences between measurements with the T34013 (S/N 000146) chamber in air and the internal values used by Esteya are below 1%, except for the 1.0 and 1.5 cm applicators, i.e., the smallest ones, for which the difference reaches 3.8%. In Sec. 3.D.1, it will be demonstrated that this is within the combined uncertainty of our measurements and the console values, so the comparison can be considered to be consistent. Also the differences between internal values and measurements with the A20 chamber are below 3% and within uncertainties. Finally, differences up to 3.3% have been found between measurements with the T34013 chamber in water and in air and differences up to 5.4% between internal data and measurements with the T34013 calibrated in water.
Table II also demonstrates good agreement (differences up to 0.6%) between measurements with the two different T34013 chambers and between two different A20 chambers. However, differences up to 6% are faced between dose measurements with the T34013 chamber calibrated in water and dose measurements with the A20 chamber calibrated in air.
3.D.1. Evaluation of uncertainties
The uncertainties associated with the calculated surface dose rates were estimated for each chamber and protocol that has been used in this study. First, Table III nents considered in the evaluation of the uncertainty of the surface dose rate measured with the chamber T34013 calibrated in water. In this case, the uncertainty of the calibration coefficient, which was provided by the calibration laboratory, is the highest contribution to the overall uncertainty. The overall uncertainty for the chamber with S/N 000311 was 0.3% lower because the uncertainty in the calibration factor was lower: 1.65% vs 2.0% (k = 1).
The beam-quality difference between calibration and measurement was considered to be negligible for the chamber with S/N 000146 considering that k Q,Q 0 was derived from the beam qualities TW70 and TW50, which differ by 0.1%, so the uncertainty introduced during interpolation has to be even lower.
For the measurement reproducibility, the standard deviation of ten consecutive readings was considered (all of them with the chamber already stabilized). It also includes the uncer-T III. Estimated relative standard uncertainty (k = 1) of the surface dose rate for the ionization chamber T34013 calibrated in water. When two values are given for the same component, the left one is assigned to the chamber with S/N 000146 and the right one to the chamber with S/N 000311.
Uncertainty (%)
Component
Type A Type B tainty in chamber position as the chamber was repositioned after the fifth reading. The electrometer calibration uncertainty was provided by PTW, the company in charge on checking periodically the electrometer stability. The associated uncertainty for the correction for pressure and temperature was evaluated according to Castro et al. 23 The uncertainty introduced by the estimation of the depth of the effective point of measurement was evaluated according to the influence of a 0.1 mm shift, taking into account the inverse square law and a uniform probability distribution. The uncertainty introduced by the location of the x-ray virtual focus was evaluated considering an uncertainty for SSD of ±0.7 mm (see Sec. 3.B), which results in a negligible contribution (<0.1%) to the overall uncertainty.
As evaluated in Sec. 3.C, the PW LR phantom was concluded to be water equivalent, adding an additional uncertainty component of 0.2%.
Finally, the timing error was evaluated following the equation described by Attix. 24 Considering the small difference between the field size used to calibrate the chamber (3 cm) and the field sizes used by Esteya, the stem effect is expected to be negligible. This will be also proven below. As a conservative value, an additional uncertainty of 1.0% due to the possible stem effect (as considered also in Ref. 13 by TG-61) has been added to the overall uncertainty of measurements with the T34013 chamber. Table IV shows the components considered in the evaluation of the uncertainty of the surface dose rate measured with the chambers T34013 and Exradin A20 calibrated in air. Unlike what happens with the calibration in water, the uncertainty in the calibration coefficient is not the largest one in this case. This uncertainty is lower for calibration in air compared to calibration in water. In addition, the uncertainty evaluated for the calibration factor of the Exradin A20 is half the one estimated by PTW for the T34013. One possible reason is that they have been calibrated in two different laboratories which could lead to this large difference.
The largest contribution to the uncertainty for a chamber calibrated in air is the uncertainty of the backscatter factor and the mass energy-absorption coefficient ratio of water-toair. Those values were taken from TG-61, who states that each value has an uncertainty of 1.5%. We have added in quadrature the uncertainty due to the interpolation and due to the uncertainty in the HVL, although its effect is almost negligible.
The other components have been evaluated in the same way as in Table III . The only difference is that for the particular case of the effective point of measurement correction of the Exradin A20 chamber, a shift of 0.7 mm in this point was considered, as stated by Fulkerson et al. 7 In addition, because of its geometry, the stem effect has been totally neglected for the A20 chamber and so no uncertainty was added for this component. Table V shows the output factors of the different Esteya applicators, obtained using different detectors and calibra-
3.E. Output factors
T IV. Estimated relative standard uncertainty (k = 1) of the surface dose rate for the ionization chambers T34013 and Exradin A20, both calibrated in terms of air kerma.
T34013
Exradin A20 Uncertainty (%)
Uncertainty ( tion methods. For the OF measured using ionization chambers, the following sources of uncertainty were considered: reproducibility of the surface dose rate with the 3 cm applicator (0.6%) and reproducibility of the surface dose rate for the other applicators (0.6%). The sum in quadrature of those uncertainties gives an overall uncertainty for the OF of 0.8%. Table VI shows the relative differences between the output factors measured with each system and the mean values of the output factors measured with the two Exradin A20 chambers. The Exradin A20 chamber was considered to be the reference chamber for the OF study because it was considered to have no Measurements of OF with the T34013 chambers calibrated in water also have small differences (<1.3%) when compared to the OF evaluated with the A20 chamber.
DISCUSSION
4.A. Implication of the accuracy in the measurement of HVL and SSD
The HVL measured with the Barracuda detector is 10% lower than the value obtained with the Farmer-type ionization chamber and 10% higher in comparison with the value measured with the A20 chamber. The reasons for these differences are not well known at the present time. According to the TG-61 recommendations, typically a Farmer-type ionization chamber is recommended in this case for low-energy x-ray beams, except below 50 kVp, where the preferred detector is a parallel-plate chamber. 13 Despite this difference between HVL calculations, the stated ±10% difference produces variations in the calculation of absorbed dose rate well below 0.6% for the chambers that have been used in this study, so its influence can be neglected considering the estimated overall uncertainty. The consensus HVL value 1.8 mm of Al is considered as reference as an average of the different values obtained, keeping only one decimal digit due to the dispersion of results. A possible deviation of ±1 mm in the SSD value is also negligible. Therefore, the uncertainty in these two parameters is not considered to influence the following analysis.
4.B. Comparison between reference dosimetry standards
As previously stated, several calibration protocols have been published for x-ray beam dosimetry. Peixoto and Andreo 15 28 ), all of them based on calibration in air, and measured x-ray beams from 10 to 300 kVp using a Farmer-type ionization chamber. Differences were generally below 1%-2% except at the extreme energies, an agreement expected because all those standards had consistent correction factors.
11 However, higher differences were found between older dosimetry recommendations and the more recent TG-61 or TRS-398. For example, differences up to 5% in the determination of absorbed dose were faced by Yoo et al. 16 when comparing the NCRP Report 69 (Ref. 29) and TG-61 protocol for x-rays ranging from 100 to 200 kVp, which was attributed to the use of more updated correction factors. On the other hand, Jhala et al. 17 compared the dosimetry protocol based on the TRS-398 with the one by TRS-277, noting the differences up to 12% for an 80 kVp beam. Such discrepancy was assigned to the differences in the used perturbation factors and in the difficulty of depth determination.
There are few studies comparing the TG-61 and TRS-398. Munck af Rosenschöld et al. reported the differences between the absorbed dose calculated with these two dosimetry protocols below 2% for 30 and 80 kVp, although the difference increased up to about 7% for 120 kVp beams, which was attributed to inaccuracies in the backscatter factors used. 12 For the measurements of the 30 and 80 kVp beams, the field size was 3 cm diameter, and two PTW parallel-plate chambers of type 23344 were used, one for measurements using the TRS-398 protocol and another one for the TG-61. On the other hand, Perichon et al. 30 found small differences (less than 2.1%) when comparing the standard based on absorbed dose to water with the standards by IAEA TRS-277, IPEMB, NCS, and AAPM TG-61, although the beams studied were within the medium dose range, between 80 and 300 kVp.
To our best knowledge, no previous studies had compared the TG-61 and TRS-398 dosimetry protocols for beam sizes smaller than 3 cm diameter, using for this purpose the same chamber calibrated in terms of both absorbed dose to water and air kerma. Using the same chamber allows a direct comparison in which differences can only be attributed to differences in the calibration and measurement from both dosimetry standards and not to interchamber differences. In addition, these small beams require the use of new detectors with a higher spatial resolution than the previously used 23344, whose sensitive volume has 13 mm diameter and 1.5 mm depth. 12 In this study, absorbed dose has been measured using the T34013 chamber (active volume of 1.7 mm diameter and 0.75 mm depth) calibrated suitably for both dosimetry standards. The differences within the range of beam sizes studied (between 1 and 3 cm diameter) are between 1.6% and 3.3%, without dependency on the beam size. These differences are consistent with the combined uncertainties of both dose measurements. Therefore, both dosimetry standards provide consistent dose measurements when used for the 69.5 kVp xray beam of Esteya and small field sizes. Since the TRS-398 protocol has less correction factors, a lower uncertainty, and makes use of measurements performed in conditions similar to the clinical ones, we consider it would be the preferred option. However, the main issue in adopting this code of practice is that calibration in terms of absorbed dose to water for lowenergy x-ray beams is generally not available in all calibration laboratories.
11,14
Recently, Fulkerson et al. 7, 19 stated that the TG-61 protocol, which in this study has been shown to be consistent with the in water measurements, was not adequate to measure dose rates for x-ray surface applicators. They developed a new formalism based on correction factors calculated with Monte Carlo simulations and applied this method to perform dose measurements with the Xoft electronic brachytherapy source and the 192 Ir Varian applicators. From those studies, it was concluded that for the Xoft electronic brachytherapy source, there are errors as large as 6.1% when using TG-61 rather than their proposed protocol, being lower compared with the measurement performed according to the AAPM protocol. For Varian surface applicators, the differences between calculations and experimental measurements reach 4.5%. In our study with the Esteya system, it was observed that the measurement with the T34013 chamber calibrated in water is roughly 6% lower than the measurement with the A20 chamber calibrated in air and using the TG-61 protocol. Despite this possible coincidence between the 6% differences, the new protocol by Fulkerson et al. is reasonable and of potential interest for other surface applicators as those of Esteya.
It might be helpful to place these differences into a clinical perspective. The depth dose gradient in Esteya has been reported to be 7%/mm. 10 Thus, a discrepancy between dose measurements of up to roughly 6% (taking the average between the reading of both chambers, there is a difference of ±3%) implies an uncertainty in depth, at which the prescribed dose is delivered, of up to ±0.5 mm.
4.B.1. Uncertainty comparison
The overall uncertainty (k = 1) evaluated in this study for the T34013 ionization chamber calibrated in water (2.2%-2.4%) is lower than for the same chamber calibrated in air (2.7%). This would give an additional advantage to the dosimetry standards based on absorbed dose to water, although in this case the difference is small (0.3%-0.5%). Munck af Rosenschöld et al. 12 estimated an overall uncertainty for the 30 and 80 kVp beams of 2.5% for the in water protocol and 3.6% for the in air protocols, which is in agreement with our results.
Chica et al. evaluated the uncertainty in the absorbed dose measurements using air kerma calibration through MC simulations, considering the uncertainty in both backscatter factors and mass energy-absorption coefficients due to the use of only the HVL parameter. 31 Beams ranging from 30 to 150 kVp were considered with different filtrations. Overall uncertainties ranging from 5% up to 11% were estimated, which could be reduced to 3% if the beam was characterized with both HVL and kVp. Considering this, the uncertainties for the measurements performed in this study in air following the TG-61 recommendations could be underestimated.
4.C. Comparison between ionization chambers
Fulkerson et al. have recently compared the dose rate of the Xoft x-ray source from measurements with the T34013 and the A20 chambers calibrated in terms of air kerma. 7 The air kerma rate measured with the T34013 chamber was between 7.7% and 10.3% lower than the measured with the A20 chamber, depending on the field size. This contrasts with our findings for the Esteya beam quality, in which the dose rates measured with the T34013 and the A20 chambers calibrated in air differ by up to 3.7%, in agreement with the combined uncertainties.
On the other hand, Fulkerson et al. concluded that the T34013 chamber had a large and counterintuitive magnitude in the stem effect. 7 This unexpected behavior is not in agreement with our results for the Esteya system. As shown in Table V , the OF of each Esteya applicator measured with the x-ray chamber T34013 calibrated in air differs at most by 1% with respect to the OF measured with the A20 chamber, which is well within the uncertainties. Given that there is no stem effect for the 3 cm applicator because the parallel-plate chamber was calibrated with this field size, and considering the small differences in OF between the T34013 chamber and the A20 chamber (the latter is assumed to have no stem effect), it can be concluded that the stem effect of the T34013 chamber for the Esteya beam quality can be neglected and taken into account by introducing a 1% additional uncertainty to the overall estimated uncertainty, as previously done.
CONCLUSIONS
This study has evaluated the dose rate at the exit of the electronic brachytherapy system Esteya (69.5 kVp) by means of different calibration standards (AAPM TG-61 and IAEA TRS-398) and different small-volume parallel-plate ionization chambers (Exradin A20 and T34013). Beam sizes of 1.0, 1.5, 2.0, 2.5, and 3.0 cm diameter were considered. Measurements with the T34013 chamber calibrated in terms of both absorbed dose to water and air kerma show that measurements following both dosimetric protocols are consistent within the overall uncertainties, with differences ranging between 1.6% and 3.3% depending on the field size. The uncertainty of the dose obtained using the IAEA protocol is lower than with the AAPM one, although evaluation of some sources of uncertainty is difficult. On the other hand, measurements with the A20 and the T34013 chambers calibrated in air are consistent, with differences below 3.7%. Both the A20 and the PTW T34013 chambers have negligible stem effect. It can be concluded that the Esteya system and other similar x-ray units can be characterized using either of these calibration standards and ionization chambers.
