The aim of this paper is to prove the superexponential stabilizability to the ground state solution of a degenerate parabolic equation of the form
Introduction
The control of degenerate parabolic equations has received increasing attention by the mathematical community in recent years. In our opinion this fact is due to, at least, two reasons. First, degenerate parabolic operators occur in several applied contexts, such as population genetics [10, 16, 19, 20] , fluids flows [27] , and climate models [17, 18, 23] . Second, compared to uniformly parabolic problems, degenerate equations exhibit different behaviors from the point of view of controllability. Indeed, it is known that under the action of an additive control -locally distributed or located at the boundary -exact null controllability may fail if degeneracy is too violent, or else be true in any time T > 0 (see [13] ), or even be true after some critical time T * > 0, related to the distance of the control support from the degeneracy set, as proved, for instance, in [5, 8, 7] .
In this paper, however, we are not interested in an additive control problem but rather in a bilinear one. More precisely, we investigate the response of the degenerate parabolic equation
to the action of a scalar control p ∈ L 2 loc (0, ∞). We observe that the importance of bilinear control problems is due to the fact that they refer to materials that are able to react to control inputs by changing their principal parameters. This process is called catalysis and it is described in some examples in [24] .
A stronger kind of control, which is intermediate -in some sense -between additive and bilinear control, is multiplicative control, where one uses a zero order coefficient, p(t, x), to act upon the equation. In this direction, we recall the approximate controllability results by Khapalov et al. [11, 12] for uniformly parabolic equations, and [21] for degenerate parabolic models.
To understand the difference between bilinear and additive control it suffices to recall the celebrated negative result by Ball, Marsden and Slemrod [3] for abstract evolution equations of the form
where A is the infinitesimal generator of a C 0 -semigroup of bounded linear operators on a Banach space X, B : X → X is a bounded operator, and p ∈ L r loc (0, ∞) for some r > 1. Denoting the unique solution of (2) by u(·; u 0 , p), it was proved in [3] that the attainable set from u 0 , defined by S(u 0 ) = {u(t; u 0 , p) : t ≥ 0, p ∈ L r loc (0, ∞)}, has a dense complement. Therefore, (2) fails to be controllable.
For hyperbolic and dispersive models, however, some positive results were later obtained. We would like to mention, in this respect, the results concerning attainable sets for the Schrödinger and wave equations near the ground state solution, obtained in [6] and [4] , respectively.
So, returning to the abstract problem (2) for a densely defined linear operator A : D(A) ⊂ X → X, a natural question to investigate is the possibility of stabilizing the system near some specific solution. We recall below a possible solution to such a problem in case X is a Hilbert space, which consists of the superexponential stabilizability property obtained in [2] under the following assumptions:
We denote by {λ k } (0 ≤ λ k ≤ λ k+1 ) the eigenvalues of A and by {ϕ k } the associated eigenvectors. Recalling that ϕ 1 is usually called the ground state of A, we will refer to ψ 1 (t) := e −λ 1 t ϕ 1 as the ground state solution of (2) (with p ≡ 0). Finally, we denote by B R (u) the open ball of radius R > 0, centered at u ∈ X.
Theorem 11 Let A : D(A) ⊂ X → X be a linear operator on the Hilbert space X satisfying hypothesis (3) . Suppose that, for some γ > 0,
Let B : X → X be a bounded linear operator with the following properties:
Then, for every ρ > 0 there exists R > 0 such that any u 0 ∈ B R (ϕ 1 ) admits a control p ∈ L 2 loc (0, ∞) such that the corresponding solution u(·; u 0 , p) of (2) satisfies
where M and ω are positive constants depending only on A and B.
The purpose of this paper is to apply Theorem 11 to the degenerate control system (1), deducing local superexponential stabilizability for such a system.
From the technical point of view, we will have to check that operator A, given by the realization of the elliptic part of the equation in (1), and the multiplication operator B, associated to the coefficient µ(x) = x α−1 , satisfy the assumptions (3), (4) and (5) . For this purpose, the properties of Bessel's functions of the first kind will play a crucial role. Indeed, the eigenvalues and eigenfunctions of A are related to such special functions and their zeros, as observed in [14, 15, 22] . This paper is organized as follows. In section 2, we assemble preliminary material on degenerate parabolic equations and Bessel's functions. In section 3, we state and prove our main result.
Preliminaries
Let I = (0, 1), X = L 2 (I) and consider the following degenerate parabolic equation
where p is the bilinear control function and a(x) is the degenerate coefficient. Depending on the type of degeneracy, it is customary to assign different boundary conditions to the problem. Let us recall the definition of two different kinds of degenerate problems. Let
Consider u 0 ∈ X and p ∈ L 2 loc ([0, ∞)).
Definition 21 If (8) holds and moreover
we say that the controlled equation
is weakly degenerate.
Definition 22 If (8) holds and moreover
is strongly degenerate.
In particular, we will be interested in treating the degenerate coefficient a(x) = x α . Following the above definitions, we have a weakly degenerate problem for α ∈ [0, 1) and a strongly degenerate one for α ∈ [1, 2). We will treat separately the cases of weak and strong degeneracy.
Weak degeneracy
Let α ∈ [0, 1) and consider the degenerate bilinear control problem
with Dirichlet boundary conditions. The natural spaces for the well-posedness of degenerate problems are weighted Sobolev spaces. Let X = L 2 (I), we define the spaces
and the linear operator A :
It is possible to prove that D(A) is dense in X and A : D(A) ⊂ X → X is a self-adjoint accretive operator (see, for instance, [9] ). Therefore −A is the infinitesimal generator of an analytic C 0 -semigroup of contraction e −tA on X.
To determine the spectrum of A, we need to solve the eigenvalue problem
and it turns out that Bessel functions play a fundamental role in this circumstance. Indeed, for α ∈ [0, 1) let
Given ν ≥ 0, we denote by J ν the Bessel function of the first kind and order ν and by j ν,1 < j ν,2 < · · · < j ν,k < . . . the sequence of all positive zeros of J ν . It is possible to prove that the pairs eigenvalue/eigenfunction (λ α,k , ϕ α,k ) that satisfy (16) are given by
for every k ∈ N * . Moreover, the family ϕ α,k k∈N * is an orthonormal basis of X, see [22] .
Strong degeneracy
In the case of strong degeneracy, that is, when α ∈ [1, 2), we consider the following degenerate bilinear control problem
with a Neumann condition at the extremum where degeneracy occurs, x = 0, and a Dirichlet condition at x = 1. We define the Sobolev spaces
It can be proved that D(A) is dense in X and that A is self-adjoint and accretive (see, for instance, [13] ) and thus −A is the infinitesimal generator of an analytic semigroup of contractions e tA on X.
To compute the eigenvalues and eigenfunctions of A, we should solve the eigenvalue problem
For α ∈ [1, 2), if we define the quantities
the eigenvalues and eigenfunctions that solve (23) have the same structure as in the case of the weakly degenerate problem (18) and (19) . Therefore, the family (ϕ α,k ) k∈N * still forms an orthonormal basis of X.
Proposition 23 Let α ∈ [1, 2). The following properties holds true: 
where in the last inequality we have used that, for all v ∈ D(A), it holds that
with a(y) = y α . Finally, recalling that v(1) = 0, we obtain the desired formula. 2. For every v ∈ D(A) and y ∈ I, we have
Thanks to (25) , there exists a constant C > 0 such that
Thus, using the first item and (27) we obtain that
and therefore the right-hand side tends to 0 as x goes to 0 for α < 3/2.
Let v ∈ D(A). It is sufficient to prove that lim
For this purpose, we observe that the function x 1/2 v(x) is integrable in I: indeed, using again the first point of the Proposition, we get |x 1/2 v(x)| ≤ Cx 1/2+1−α that is integrable in I. Moreover, the derivative of x 1/2 v(x) is integrable in I:
and we can bound the two terms on the right by
that is integrable for any α ∈ [1, 2) and by
Thus, we can deduce that the function x 1/2 v(x) is absolutely continuous in I for α ∈ [1, 3/2). So, the limit lim
does exist. If L = 0, then v(x) would be of the same order as 1 x 1/2 near 0. This contradicts the fact that v ∈ X. Thus, L = 0.
Recalling that
The first of the two terms in the last equation on the right-hand side of the above formula goes to 0 as x → 0, for α < 3/2, by the previous item. Moreover, we have
for α ∈ [1, 3/2), as it was claimed.
Main result
Theorem 31 Let α ∈ [0, 3/2). Then, for every ρ > 0 there exists R > 0 such that any
where M and ω are positive constants depending only on α.
Proof. The proof of the Theorem consists in checking the validity of the hypotheses of Theorem 11. We have already observed that D(A) is dense in X and that A : D(A) ⊆ X → X is self-adjoint and accretive, in both weakly and strongly degenerate cases. Moreover, it can be proved that A has a compact resolvent (see, for instance, [1, Appendix] ) Concerning the gap conditions for the eigenvalues (4), it has been proved (see [25] , page 135) that if α ∈ [0, 1), ν α = 1−α 2−α ∈ 0, 1 2 , the sequence j ν α ,k+1 − j ν α ,k k∈N * is nondecreasing and converges to π. Therefore,
if ν α ≥ 1 2 , the sequence j ν α ,k+1 − j ν α ,k k∈N * is nonincreasing and converges to π.
Therefore, the gap condition is satisfied in both weak and strong degenerate problems with different constants. The operator B : X → X is the multiplication operator by the function µ(x) = x 2−α and it is linear and bounded in I. What remains to prove in order to apply Theorem 11, is that there exists τ > 0 such that
We compute the scalar product µϕ α,1 , ϕ α,k for k = 1 and, from now on, we write ϕ k instead of ϕ α,k to lighten the notation:
We observe that in the weakly degenerate case, thanks to the Dirichlet conditions in both extrema, the boundary terms vanish. We can deduce the same vanishing property at x = 0 for the strong degenerate case thanks to the first item of Proposition 23 and to (25) . Moving the last term of (34) to the left-hand side, we get
and therefore, integrating by parts we obtain
The boundary terms vanish for the Dirichet conditions if α ∈ [0, 1) and thanks to the second item in Proposition 23 for α ∈ [1, 3/2).
Recalling that µ(x) = x 2−α , we have that
where we have used the fact that, for α ∈ [1, 3/2), (x(ϕ 1 ) x (x)) x x α ϕ k (x)| 1 0 vanishes in view of Proposition 23.
Since ϕ k is an eigenfunction of A for all k ∈ N * , it satisfies the equation
then we can rewrite the expression of (ϕ k ) xx (x) in (37) using (38):
Recalling that {ϕ k } k∈N * is an orthonormal base of L 2 (0, 1), the last two terms on the right-hand side of the above equality are zero. Thus, from the first equality of (37) and the last one of (39), we obtain that
(41) Recalling that the eigenvalues {λ k } k∈N * of A are defined by (18) where ν α = |1 − α|/(2 − α), and the eigenfunctions, {ϕ k } k∈N * , by (19) , we compute the right-hand side of (41):
Therefore
Now, recall that the zeros of J ′ ν α , j ′ ν α ,k , satisfy ν α < j ′ ν α ,1 < j ν α ,1 < j ′ ν α ,2 < j ν α ,2 . . . , to conclude that the right-hand side of (43) does not vanish.
From (41) and (43) we deduce that there exists a constant C such that
in (47), we obtain 
Since α ∈ [0, 1) ⇒ ν α ∈ (0, 1/2], α ∈ [1, 3/2) ⇒ ν α ∈ [0, 1), equation (49) holds true for both weak and strong degeneracy. Thus, since µϕ 1 , ϕ k = 0 for every k ∈ N * and (44) is valid, the series (33) converges for every τ > 0.
We have checked that every hypothesis of Theorem 11 holds for problem (31) if α ∈ [0, 3/2). Therefore, we conclude that, for any ρ > 0, if the initial condition u 0 is close enough to ϕ 1 , the system is superexponentially stabilizable to the ground state solution ψ 1 . Moreover, the following estimate holds true ||u(t) − ψ 1 (t)|| ≤ Me −(ρe ωt +λ 1 t) , ∀t ≥ 0.
where M, ω > 0 are suitable constants.
