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Program dela
Prestrezniki algebrajskih učinkov [10, 11] so posplošitev prestreznikov izjem na druge
računske učinke, kot na primer nedeterminizem ali delo s pomnilnikom. Prestrezniki
nudijo veliko fleksibilnost pri pisanju kode, vendar brez delujočega prevajalnika v
strojno kodo težko ocenimo, kolikšno ceno bomo za to fleksibilnost plačali pri izva-
janju. Ker je razvoj takega prevajalnika izjemno zahteven podvig, lahko za začetek
najprej naredimo prevod v programski jezik z obstoječim prevajalnikom in brez pre-
streznikov, pri čemer je zaradi učinkovitosti treba upoštevati morebitne učinke, ki
jih koda lahko sproža [13].
V delu preučite jezik z eksplicitno označenimi učinki [14] in njegov prevod v
jezik brez prestreznikov [7] ter implementacijo jezika Eff [1] razširite z učinkovitim
prevodom v OCaml.
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Prevajanje prestreznikov algebrajskih učinkov v jezik brez učinkov
Povzetek
V delu je predstavljen funkcijski programski jezik Eff za delo z algebrajskimi učinki
in njihovimi prestrezniki. Na primeru je prikazan prevod v OCaml in predstavljena
učinkovitost izvajanja glede na ročno napisano kodo v OCaml-u. Opisana je opti-
mizacija prevajanja in kakšne težave pri tem nastanejo. Kot rešitev je predstavljen
eksplicitno tipiziran jezik ExEff z eksplicitnimi učinki in ciljni jezik tega jezika. Kot
drug možen ciljni jezik je predstavljen eksplicitno tipiziran jezik NoEff, ki ne vsebuje
eksplicitnih učinkov, sledi le njihovi uporabi. Dokazana sta izreka o ohranitvi ter del-
nem napredku za NoEff s spremljajočimi lemami. Opisana so pravila za prevajanje
tipov, pretvorb, vrednosti in izračunov iz ExEff v NoEff. Podan je primer prevoda
in dokazan je izrek o ohranitvi tipov. Na kratko je razložena tudi implementacija v
jeziku OCaml, kjer predstavimo strukturo in nekatere dele kode.
Elaboration of algebraic effect handlers to a language without effects
Abstract
In this work a functional programming language based on algebraic effect handlers,
called Eff, is presented. It is shown on an example how it is translated to OCaml and
how efficient its execution is in comparison to hand-written OCaml code. A com-
pilation optimization is described and so are the difficulties of it. As a solution an
explicitly typed language with explicit dirt, called ExEff, is presented and a backend
for it. As another possible backend an explicitly typed language, called NoEff, is
presented, which does not include explicit dirt but it tracks its use. Preservation
and partial progress theorems are proved for NoEff with the corresponding lemmas.
Rules for elaborating types, coercions, values and computations from ExEff to NoEff
are described. An example of elaboration is given and the type preservation theo-
rem is proved. Implementation to OCaml is briefly explained containing structure
information and parts of the code.
Math. Subj. Class. (2010): 68Q60, 68N18
Ključne besede: računski učinki, prestrezniki algebrajskih učinkov, eksplicitni
tipi, jezik brez eksplicitnih učinkov
Keywords: computational effects, algebraic effect handlers, explicit types, language
without explicit effects
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1 Uvod
Algebrajski učinki in prestrezniki [10, 11] so predmet aktivnih raziskav [2] na po-
dročju teoretičnega računalništva, ki v programske jezike prinašajo nove koncepte
programiranja z računskimi učinki. Ti omogočajo prestrezanje ne le izjem, temveč
vseh računskih učinkov, kot so branje in spreminjanje pomnilnika, ne-determinizem,
vhodno-izhodne naprave, transakcije [5, razdelek 6]. Modelirani so kot operacije
(primerno izbrane) algebrajske teorije [5, Uvod]. Obstaja več implementacij v obliki
knjižnic za F#, Haskell, OCaml in druge, ter več samostojnih programskih jezikov,
kot so Eff [1], Helium [4] in Frank [3], s katerimi lahko definiramo učinke in njihove
prestreznike.
V nekaterih jezikih so različni konstrukti, kot so izjeme, iteratorji in asinhro-
nost, implementirani s pomočjo posebnih razširitev, ki so pogosto zapletene. Pri
tem morajo vse razširitve pravilno medsebojno delovati, kar oteži implementacijo in
lahko pripelje do zmanjšane učinkovitosti prevajanja in izvajanja kode. Z uporabo
algebrajskih učinkov in prestreznikov lahko modeliramo zgoraj naštete konstrukte
(in tudi nekatere druge). Prednost pri tem je, da zaradi uporabe enega mehanizma,
ki posploši zgornje konstrukte, lažje optimiziramo njihovo delovanje. Razlog za to
leži v preprosti operacijski semantiki, združevanju učinkov in lažji optimizaciji pre-
vajanja [6].
Prednosti prestreznikov algebrajskih učinkov so torej v načinu programiranja s
kontinuacijami, ki pripomore k lažjemu razumevanje kode in omogoča dodajanje
razširitev programskim jezikom na enoten način.
1.1 Opis dela
V tem delu se osredotočimo na ML-u podoben funkcijski programski jezik Eff [1],
ki temelji na prestreznikih algebrajskih učinkov. Omogoča nam definiranje lastnih
računskih učinkov, ki ne potrebujejo privzetega delovanja, saj jim ga določimo s
prestrezniki. Poleg tega jih lahko enostavno združujemo.
Jezik je prototipen in njegova sintaksa se še spreminja, poleg tega pa ne vsebuje
veliko knjižnic in zato ni primeren za uporabo v industriji. Napisan je v jeziku
OCaml in je implicitno tipiziran, kar, kot bomo videli v delu, oteži njegovo optimi-
zacijo pri prevajanju v OCaml. To rešimo s prevodom v eksplicitno tipiziran jezik,
cilj tega dela pa je uporabiti OCaml kot ciljni jezik slednjega. Pravzaprav bomo
v delu nekoliko splošnejši in bomo za ciljni jezik definirali jezik, ki modelira jezike
brez računskih učinkov, nato pa bomo tega prevedli v OCaml.
1.2 Pregled razdelkov
Najprej se bomo seznanili z izrazi in tipi jezika Eff, še posebej z definiranjem lastnih
učinkov in prestreznikov. Nato si bomo v razdelku 2.1 ogledali primera izpolnljivosti
logičnih formul in implementacije sklada s pomočjo učinkov, ki ju bomo kot primera
uporabili tudi v ostalih razdelkih. V razdelku 2.2 si bomo na primeru ogledali, kako
programe napisane v Eff-u prevedemo v OCaml in kaj pri tem potrebujemo. S
pomočjo prejšnjega primera bomo v razdelku 2.3 spoznali, zakaj naivna pretvorba
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ni dobra in na kratko predstavili optimizacijo pri prevajanju. Nato si bomo ogledali
relativne čase izvajanja z različnimi optimizacijami in ročno napisano OCaml kodo
glede na ne-optimizirano kodo, kar bo motiviralo nadaljnje razdelke.
Nato v razdelku 3 predstavimo eksplicitno tipiziran jezik ExEff s skeleti tipov in
eksplicitnimi pretvorbami med podtipi, ki ga potrebujemo za stabilno optimizacijo
kode. Spoznali bomo njegovo sintakso in si ogledali primer prevoda izraza iz jezika
Eff. Podrobneje se s prevajanjem vanj ne bomo ukvarjali, saj je opisano v [9].
Videli bomo kaj so skeleti tipov in zakaj jih potrebujemo ter pri tem spoznali enega
izmed možnih ciljnih jezikov ExEff-a, ki modelira Multicore OCaml.
Nadaljevali bomo z jezikom NoEff, predstavljenim v razdelku 4, ki je drug ciljni
jezik za ExEff in modelira jezike brez podpore za definiranje računskih učinkov in
prestreznikov (denimo OCaml). Videli bomo, da ta nima več informacije o tem kateri
učinki so v izračunih uporabljeni, temveč sledi le ali so učinki uporabljeni. Najprej se
bomo v razdelku 4.1 podrobneje seznanili s sintakso jezika, še posebej s konstrukti, ki
so novi glede na ExEff. Nato si bomo v razdelku 4.2 ogledali pravila za tipiziranje
izrazov in pretvorb jezika, pri čemer bomo ponovno podrobneje pogledali pravila
novih konstruktov. Na koncu bomo v razdelku 4.3 spoznali še operacijsko semantiko
jezika in dokazali izreka o ohranitvi in delnem napredku, za kar bomo potrebovali
nekaj dodatnih definicij in lem, ki jih bomo morali dokazati.
V razdelku 5 si bomo ogledali kako poteka prevajanje iz jezika ExEff v jezik
NoEff. Začeli bomo s pravili za prevajanje tipov v razdelku 5.1, v 5.2 pretvorb, v
5.3 pravila za prevajanje vrednosti in v 5.4 za prevajanje izračunov. Nato si bomo v
razdelku 5.5 ogledali primer prevoda iz jezika ExEff ter predstavili izrek o ohranitvi
tipov pri prevajanju, ki pa ga ne bomo dokazali.
Na koncu si bomo v razdelku 6 ogledali še OCaml implementacijo jezika NoEff
in pravil za prevajanje vanj. Pri tem bomo predstavili strukturo programa in si
ogledali katere funkcije potrebujemo v OCamlu, da uspešno prevedemo program v
NoEff-u. Posebej si bomo na primeru ogledali prevajanje pretvorb in opisali kako
deluje pretvarjanje.
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2 Eff
V tem razdelku bomo spoznali jezik Eff in se skozi primere seznanili z uporabo
računskih učinkov. Videli bomo kakšen je osnovni prevod v OCaml in zakaj je nje-
govo izvajanje neučinkovito. Nato bomo predstavili izboljšavo ter si ogledali kako
se spremenijo časi izvajanja programa z in brez učinkov, če uporabimo te izboljšave
in vse skupaj primerjali z ročno napisano kodo v OCaml-u. Na koncu bomo omenili
še, kje se pri optimizaciji pojavijo težave in kako jih rešimo.
Eff je statično tipiziran jezik z izpeljavo tipov in parametričnim polimorfiz-
mom [5]. Pozna dve vrsti izrazov, predstavljenih na sliki 1: vrednosti in izračune,
pri čemer izračuni lahko vsebujejo računske učinke in divergirajo, vrednosti pa ne. V
konkretni sintaksi ta razlika sicer ni vidna, saj lahko vrednosti in izračune poljubno
mešamo. Vrednosti v jeziku Eff so spremenljivke, enotska vrednost ter definicije
funkcij in prestreznikov. Izračuni pa ovitje vrednosti v izračun, klici operacij, veriže-
nje izračunov, ovitja izračunov s prestrezniki, lokalne definicije in aplikacije funkcij.
V primerih bomo uporabljali tudi osnovne aritmetične in logične operacije, ki
zaradi jedrnatosti niso naštete na sliki 1 – enako velja tudi v nadaljevanju, ko pri-
kažemo sintakso drugih jezikov.
Vrednost v ::= x
⃓⃓
unit
⃓⃓
fun x ↦→ c ⃓⃓ h
Prestreznik h ::= {return x ↦→ cr,Op1 x k ↦→ c1, . . . ,Opn x k ↦→ cn}
Izračun c ::= return v
⃓⃓
Op v (y.c)
⃓⃓
do x← c1 ; c2
⃓⃓
handle c with v⃓⃓
let x = v in c
⃓⃓
v1 v2
Slika 1: Izrazi v jeziku Eff
Oglejmo si še tipe jezika Eff predstavljene na sliki 2. Možni tipi vrednosti v
jeziku Eff so spremenljivka, enotski tip, tip funkcije in tip prestreznika. Funkcija
sprejme vrednost in v telesu lahko kliče računske učinke, zato je njen tip A → C.
Prestrezniki delujejo na izračunih tipa C in vračajo izračune tipa D, zato imajo tip
C ⇛ D. Poleg teh tipov vrednosti bomo v primerih uporabljali tudi druge, ki jih
tu ne bomo našteli, npr. tip Int.
Tip izračuna A ! ∆ je sestavljen iz dveh tipov. Tip vrednosti A je tip, ki ga
izračun vrne, tip učinkov ∆ pa predstavlja množico učinkov, ki jih izračun lahko (ne
pa nujno) sproži. Tip učinkov je tako lahko spremenljivka, prazna množica ali unija
operacije in tipa učinka.
Preprosta omejitev predstavlja neenakost med dvema tipoma vrednosti ali učin-
kov, omejitev pa poleg tega še neenakost med dvema tipoma izračunov. Kvalificirani
tipi so zaporedje preprostih omejitev, ki se končajo s tipom vrednosti. Polimorfni
tipi so kvalificirani tipi, kvantificirani s skeleti, tipi ali učinki.
Skeleti predstavljajo osnovne tipe brez informacij o učinkih in so enakih oblik kot
tipi vrednosti, pri čemer se v njih pojavljajo le drugi skeleti in ne tudi tipi izračunov
kot pri tipih vrednosti. Potrebujemo jih pri brisanju teh informacij, kar bomo videli
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v nadaljevanju.
Na sliki 3 so prikazane relacije za dobro definiranost tipov v Eff-u. Relaciji za
dobro definiranost tipov vrednosti in tipov izračunov določata skelete tipov v Eff-u.
Tip vrednosti A,B ::= α
⃓⃓
Unit
⃓⃓
A→ C ⃓⃓ C ⇛ D
Tip izračuna C,D ::= A ! ∆
Tip učinkov ∆ ::= δ
⃓⃓ ∅ ⃓⃓ {Op} ∪∆
Skelet τ ::= ς
⃓⃓
Unit
⃓⃓
τ1 → τ2
⃓⃓
τ1 ⇛ τ2
Preprosta omejitev π ::= A ≤ B ⃓⃓ ∆1 ≤ ∆2
Omejitev ρ ::= π
⃓⃓
C ≤ D
Kvalificiran tip K ::= A
⃓⃓
π ⇒ K
Polimorfni tip S ::= K
⃓⃓ ∀ς.S ⃓⃓ ∀α : τ.S ⃓⃓ ∀δ.S
Slika 2: Tipi v jeziku Eff
Naprej si oglejmo tipiziranje v jeziku Eff, pri čemer bomo potrebovali naslednja
okolja za tipiziranje:
Γ ::= ϵ
⃓⃓
Γ, ς
⃓⃓
Γ, α : τ
⃓⃓
Γ, δ
⃓⃓
Γ, x : S
⃓⃓
Γ, π.
Na slikah 4 in 5 je predstavljeno tipiziranje vrednosti in izračunov. Oglejmo si le prvo
pravilo na sliki 5, ki govori o podtipih. Drugo pravilo na sliki 4 je analogna različica
za podtipe vrednosti, zato si zaradi podobnosti oglejmo le različico za izračune.
Predpostavimo, da imamo izpeljavo tipa Γ ⊢c c : C1 za nek izračun c in tip C1,
ter da je C1 podtip nekega tipa C2. Potem velja tudi Γ ⊢c c : C2. Denimo sedaj,
da imamo dva računska učinka za delo s skladom Push tipa Int → Unit in Pop tipa
Unit→ Int ter si oglejmo tipiziranje do v ← Pop () ; f v v spodnjem izračunu.
let f = fun x ↦→ do _← Push x ; return x in
do v ← Pop () ; f v
Tip izračuna Pop () je Int!{Pop}, tip izračuna f v pa Int!{Push}, saj je tip funkcije f
enak Int→ Int !{Push}. Po pravilu za tipiziranje zaporednega izvajanja izračunov iz
slike 5 pa morata oba izračuna imeti isto množico učinkov, kar dosežemo z uporabo
pravila za podtipe, saj iz pravil na sliki 6 sledi Int ! {Pop} ≤ Int ! {Push,Pop} in
Int ! {Push} ≤ Int ! {Push,Pop}.
V Eff-u je pretvarjanje v večji tip implicitno, zato v zgornjem izračunu ni po-
trebno posebej pretvoriti izračunov Pop () in f v v enaka tipa. V razdelku 3 pa
bomo videli, da v jeziku ExEff temu ni tako.
2.1 Primeri
Da bolje spoznamo sintakso za delo z računskimi učinki v jeziku Eff, si za začetek
oglejmo primer izpolnljivosti logičnih formul. Denimo, da nas zanima, če je formula
(A ∨B ∨ C) ∧ (¬A ∨B ∨ C) ∧ (A ∨ ¬B ∨ C) ∧ (A ∨B ∨ ¬C)
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Γ ⊢vty A : τ Dobra definiranost tipov vrednosti
α : τ ∈ Γ
Γ ⊢vty α : τ
Γ ⊢vty A : τ1 Γ ⊢cty C : τ2
Γ ⊢vty A→ C : τ1 → τ2
Γ ⊢cty C : τ1 Γ ⊢cty D : τ2
Γ ⊢vty C ⇛ D : τ1 ⇛ τ2
Γ ⊢vty Unit : Unit
Γ ⊢ct π Γ ⊢vty K : τ
Γ ⊢vty π ⇒ K : τ
Γ, α : τ1 ⊢vty S : τ2
Γ ⊢vty ∀α : τ1.S : τ2
Γ, δ ⊢vty S : τ
Γ ⊢vty ∀δ.S : τ
Γ, ς ⊢vty S : τ
Γ ⊢vty ∀ς.S : ∀ς.τ
Γ ⊢cty C : τ Dobra definiranost tipov izračunov
Γ ⊢vty A : τ Γ ⊢∆ ∆
Γ ⊢cty A ! ∆ : τ
Γ ⊢ct ρ Dobra definiranost omejitev
Γ ⊢vty A : τ Γ ⊢vty B : τ
Γ ⊢ct A ≤ B
Γ ⊢cty C : τ Γ ⊢cty D : τ
Γ ⊢ct C ≤ D
Γ ⊢∆ ∆1 Γ ⊢∆ ∆2
Γ ⊢ct ∆1 ≤ ∆2
Γ ⊢∆ ∆ Dobra definiranost učinkov
Γ ⊢∆ ∅
δ ∈ Γ
Γ ⊢∆ δ
(Op : AOp → BOp) ∈ Σ Γ ⊢∆ ∆
Γ ⊢∆ {Op} ∪∆
Slika 3: Dobra definiranost tipov v jeziku Eff
izpolnljiva. Najprej deklarirajmo nov računski učinek DecideBool, ki sprejme ar-
gument tipa unit in vrne true ali false. To storimo z rezervirano besedo effect,
imenom učinka in tipom.
effect DecideBool: unit -> bool
V Eff-u problem izpolnljivosti te formule lahko predstavimo kot spodnji izračun,
za katerega želimo, da se evalvira v true, če je formula izpolnljiva, in v false, če
ni.
let f () =
let a = DecideBool () in
let b = DecideBool () in
let c = DecideBool () in
(a || b || c) && (not a || b || c) &&
(a || not b || c) && (a || b || not c)
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Γ ⊢v v : A Tipiziranje vrednosti
(x : ∀ς.∀α : τ .∀δ.π ⇒ A) ∈ Γ
σ = [τ ′/ς,B/α,∆/δ] Γ ⊢co σ(π) Γ ⊢vty B : τ [τ ′/ς]
Γ ⊢v x : σ(A)
Γ ⊢v v : A Γ ⊢co A ≤ B
Γ ⊢v v : B Γ ⊢v unit : Unit
Γ, x : A ⊢c c : C
Γ ⊢v (fun x ↦→ c) : A→ C
Γ, x : A ⊢c cr : B ! ∆[︁
(Op : AOp → BOp) ∈ Σ Γ, x : AOp , k : BOp → B ! ∆ ⊢c cOp : B ! ∆
]︁
Op∈O
Γ ⊢v {return x ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : A ! ∆ ∪ O ⇛ B ! ∆
Slika 4: Tipiziranje vrednosti v jeziku Eff
Γ ⊢c c : C Tipiziranje izračunov
Γ ⊢c c : C1 Γ ⊢co C1 ≤ C2
Γ ⊢c c : C2
Γ ⊢v v1 : A→ C Γ ⊢v v2 : A
Γ ⊢c v1 v2 : C
S = ∀ς.α : τ .∀δ.π ⇒ A Γ, ς, α : τ , δ, π ⊢v v : A Γ, x : S ⊢c c : C
Γ ⊢c let x = v in c : C
Γ ⊢v v : A
Γ ⊢c return v : A ! ∅
(Op : AOp → BOp) ∈ Σ Γ ⊢v v : AOp Γ, y : BOp ⊢c c : A ! ∆ Op ∈ ∆
Γ ⊢c Op v (y.c) : A ! ∆
Γ ⊢c c1 : A ! ∆ Γ, x : A ⊢c c2 : B ! ∆
Γ ⊢c do x← c1 ; c2 : B ! ∆
Γ ⊢v v : C ⇛ D Γ ⊢c c : C
Γ ⊢c handle c with v : D
Slika 5: Tipiziranje izračunov v jeziku Eff
Če izračun izvedemo, dobimo napako, da operacija DecideBool ni bila prestrežena,
saj njeno delovanje še ni definirano. Da se izvede, potrebujemo prestreznik, s katerim
določimo delovanje operacije. To storimo z rezervirano besedo handler, ki ji sledijo
obravnave operacij, ki jih želimo prestreči. S spremenljivko k običajno označimo
kontinuacijo, ki zajema preostanek izračuna in vzame kot argument rezultat obrav-
navane operacije. V Eff-u so prestrezniki globoki, kar pomeni, da se tudi učinki,
ki se pojavijo v kontinuaciji in so obravnavani, prestrezajo z istim prestreznikom.
Če se pri obravnavi učinka ne pokliče kontinuacija, se izvajanje ustavi, kar je lahko
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Γ ⊢co ρ Podtipi
π ∈ Γ
Γ ⊢co π Γ ⊢co Unit ≤ Unit
(α : τ) ∈ Γ
Γ ⊢co α ≤ α
Γ ⊢∆ ∆
Γ ⊢co ∆ ≤ ∆
Γ ⊢co B ≤ A Γ ⊢co C ≤ D
Γ ⊢co A→ C ≤ B → D
Γ ⊢co C2 ≤ C1 Γ ⊢co D1 ≤ D2
Γ ⊢co C1 ⇛ D1 ≤ C2 ⇛ D2
Γ ⊢co A1 ≤ A2 Γ ⊢co ∆1 ≤ ∆2
Γ ⊢co A1 ! ∆1 ≤ A2 ! ∆2 Γ ⊢co ∅ ≤ ∆
Γ ⊢co ∆1 ≤ ∆2 (Op : AOp → BOp) ∈ Σ
Γ ⊢co {Op} ∪∆1 ≤ {Op} ∪∆2
Slika 6: Podtipi v jeziku Eff
koristno (npr. pri prestreznikih izjem).
Definirajmo prestreznik solvable_handler, ki za učinek DecideBool vrne dis-
junkcijo klica kontinuacije z vrednostjo true in klica z vrednostjo false.
let solvable_handler = handler
| DecideBool () k -> k true || k false
Če s tem prestreznikom ovijemo zgornji izračun, dobimo želeno delovanje – rezultat
bo true, če je formula izpolnljiva, in false, če ni.
with solvable_handler handle f ()
Izračun tako vrne rezultat true. Naprej želimo izvedeti, če je morda formula re-
snična za vse izbire spremenljivk A, B in C. To storimo tako, da definiramo nov
prestreznik tautology_handler, ki za učinek DecideBool vrne konjunkcijo klica
kontinuacije z vrednostjo true in klica z vrednostjo false.
let tautology_handler = handler
| DecideBool () k -> k true && k false
Ko na analogen način izračun f () ovijemo s prestreznikom tautology_handler,
dobimo vrednost false, saj formula ni tavtologija. Nasprotno pa spodnji izračun,
ki predstavlja formulo ((A ∨ B) ∧ (A → C) ∧ (B → C)) → C, vrne true, saj je
formula tavtologija.
with tautology_handler handle
let a = DecideBool () in
let b = DecideBool () in
let c = DecideBool () in
not ((a || b) && (not a || c) && (not b || c)) || c
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Da vidimo za katere vrednosti spremenljivk A, B in C je formula resnična in za
katere ne, definiramo nov prestreznik all_handler, ki nam bo vrnil seznam parov,
kjer je prva komponenta seznam vrednosti spremenljivk, druga pa vrednost formule
pri teh spremenljivkah. Najprej definirajmo pomožno funkcijo add_var, ki na vseh
elementih seznama v prvi komponenti doda vrednost spremenljivke v. Prestreznik
za učinek DecideBool tudi tokrat kliče kontinuacijo z obema možnostma in nato
vsakega od klicev poda pomožni funkciji add_var skupaj z vrednostjo, ki jo je podal
kontinuaciji. Tako dobimo dva seznama, ki ju združimo z operatorjem @, saj drugi
predpis, ki določa, kaj prestreznik vrne za vrednost brez stranskih učinkov, vrne
seznam prej opisanih parov.
let all_handler =
let add_var v = map (fun (vs, x) -> (v :: vs, x)) in handler
| effect (DecideBool ()) k ->
add_var true (continue k true) @
add_var false (continue k false)
| x -> [([], x)]
with all_handler handle f ()
Izračun f () ovit s prestreznikom all_handler tako vrne seznam parov, ki v prvi
komponenti vsebuje seznam vrednosti spremenljivk A, B in C, v drugi pa vrednost
formule pri teh spremenljivkah.
[([true; true; true ], true);
( [true; true; false], true);
( [true; false; true ], true);
( [true; false; false], false);
( [false; true; true ], true);
( [false; true; false], false);
( [false; false; true ], false);
( [false; false; false], false)]
Zgoraj smo pokazali, kako le s spreminjanjem prestreznikov, pri nespremenjenem
izračunu, dobimo različne želena delovanja učinkov in posledično izračunov.
Kot naslednji primer si oglejmo sklad vrednosti tipa int, ki ga implementiramo
s pomočjo učinkov. Deklarirajmo učinka Push, ki na sklad potisne vrednost, in Pop,
ki iz sklada sname vrednost.
effect Push: int -> unit
effect Pop: unit -> int
Naprej definirajmo prestreznik, ki izračun ovije v funkcijo. Sklad predstavimo kot
seznam, ki se nato prenaša kot argument te funkcije.
let stack_handler = handler
| Push v k -> (fun s -> (k ()) (v :: s))
| Pop () k -> (fun (v :: s) -> (k v) s)
| x -> (fun _ -> x)
| finally f -> f []
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Za učinek Pop prestreznik vrne funkcijo, ki sprejme neprazen sklad in kontinuaciji
poda njegov vrhnji element. Ker je k v prav tako prestrežena, je funkcija, katere
argument je seznam. Ker smo element v sneli s sklada, ji podamo seznam brez tega
elementa. V primeru ko je sklad prazen, program vrne napako.
Učinek Push je prav tako prestrežen kot funkcija, ki sprejme sklad, kontinuaciji
pa poda pričakovano vrednost (). Ker mora učinek na sklad potisniti vrednost
v, funkciji k () podamo seznam v :: s. Predzadnji predpis v prestrezniku za
vrednosti x brez stranskih učinkov, vrne funkcijo, ki ignorira svoj argument in vrne
x. Zadnji predpis pa na koncu tako dobljeni funkciji poda začetno stanje, to je
prazen seznam, ki predstavlja prazen sklad.
Oglejmo si enostaven primer uporabe sklada, ki ga najprej napolni, nato pa
vrednosti na skladu uporabi v aritmetičnem izračunu.
let simple_stack = with stack_handler handle
let _ = Push 14 in
let _ = Push 7 in
let _ = Push 17 in
let v1 = Pop () in
let v2 = Pop () in
let v3 = Pop () in
(v1 mod v2) * v3
Ko je prvi Pop prestrežen, prestreznik kontinuaciji poda vrednost 17, pri drugem 7
in tretjem 14. Rezultat izračuna je tako 42.
V naslednjem primeru bomo sklad uporabili za spreminjanje vrstnega reda se-
znama. Elemente vhodnega seznama potisnemo na sklad in jih nato iz sklada sna-
memo v nov seznam, kjer bodo v obratnem vrstnem redu. Definirajmo funkcijo
reverse, ki s pomočjo prej definiranih učinkov zamenja vrstni red seznama.
let reverse xs = with stack_handler handle
map (fun x -> Push x) xs ;
map (fun _ -> Pop ()) xs
Izračun tudi tu ovijemo s prestreznikom stack_handler in uporabimo na seznamu
reverse [1;2;3;4], ki tako vrne rezultat [4;3;2;1].
2.2 Prevajanje v OCaml
Program napisan v Eff-u želimo prevesti v OCaml, a težava nastopi, ker ta ne
podpira algebrajskih učinkov. Zato definiramo nov tip 'a computation, kot v [13],
ki predstavlja izračune, ki kličejo računske učinke in vračajo vrednosti tipa 'a.
Gradimo jih s spodnjimi konstruktorji.
type 'a computation =
| Return of 'a
| Push of (int * (unit -> 'a computation))
| Pop of (unit * (int -> 'a computation))
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Za vsak izračun definirajmo še funkcijo, ki sprejme argumente operacije in vrne iz-
račun, npr. za Pop definirajmo let pop x = Pop (x, fun x -> Return x). Za
združevanje izračunov definirajmo operator >>= (bind), ki evalvira izračun tipa
'a computation in poda njegov rezultat kontinuaciji tipa 'a -> 'b computation,
katere rezultat je 'b computation.
let rec (>>=) (c : 'a computation) (f : 'a -> 'b computation) =
match c with
| Return x -> f x
| Push (x, k) -> Push (x, (fun y -> (k y) >>= f))
| Pop (x, k) -> Pop (x, (fun y -> (k y) >>= f))
Podrobnosti prevajanja v OCaml si bomo ogledali v naslednjih razdelkih, po-
drobnosti implementacije pa v 6. Na tem mestu pa si oglejmo primer prevoda
programa iz prejšnjega razdelka.
Pri prevajanju prestreznika potrebujemo tip za predstavitev predpisov prestre-
znika, ki izračune tipa 'a pretvarja v izračune tipa 'b. Vrednost tega tipa podamo
funkciji handler tipa
('a, 'b) handler_cases -> ('a computation -> 'b computation),
ki vrne prestreznik predstavljen kot funkcija med izračuni. Ta funkcija z ujemanjem
vzorcev na 'a computation kliče primerno funkcijo v zapisu, ki predstavlja predpise
prestreznika. Tip, ki predstavlja predpise prestreznika, in funkcija handler sta za
naš primer definirana spodaj.
type ('a, 'b, 'c) handler_cases = {
push_case : int -> (unit -> 'b computation) -> 'b computation;
pop_case : unit -> (int -> 'b computation) -> 'b computation;
return_case : 'a -> 'b computation;
finally_case : ('b computation -> 'c computation);
}
let handler (h : ('a, 'b, 'c) handler_cases) =
let rec hnd = function
| Return x -> h.return_case x
| Push (x, k) -> h.push_case x (fun y -> hnd (k y))
| Pop (x, k) -> h.pop_case x (fun y -> hnd (k y))
in fun comp -> h.finally_case (hnd comp)
Prestreznik stack_handler se prevede v spodnjo funkcijo, ki jo potrebujemo pri
prevajanju glavnega dela programa.
let stack_handler = handler {
push_case =
fun v k -> return (fun s -> k () >>= fun f -> f (v :: s));
pop_case =
fun () k -> return (fun (v :: s) -> k v >>= fun f -> f s);
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return_case = fun x -> return (fun _ -> return x);
finally_case = fun f -> f [];
}
Izračun shranjen v spremenljivko simple_stack, ki smo ga definirali zgoraj, se tako
prevede v naslednji OCaml program.
let simple_stack = stack_handler (
push 14 >>= fun _ ->
push 7 >>= fun _ ->
push 17 >>= fun _ ->
pop () >>= fun v1 ->
modulo v1 >>= fun f ->
pop () >>= fun v2 ->
f v2 >>= fun v ->
times v >>= fun g ->
pop () >>= fun v3 ->
g v3)
Ker funkcija tipa 'a -> 'b v Eff-u lahko sproža računske učinke, se prevede v
funkcijo tipa 'a -> 'b computation. Enako je tudi pri funkcijah dveh argumentov
tipa 'a -> 'b -> 'c. Te se prevedejo v funkcije tipa
'a -> ('b -> 'c computation) computation,
saj pri aplikaciji prvega argumenta dobimo funkcijo enega argumenta, ki ponovno
lahko sproža računske učinke. V zgornjem prevodu zato najprej delno apliciramo
binarne operacije in nato delno aplikacijo z operatorjem >>= podamo funkciji, ki
aplicira drug argument. Funkciji modulo in times sta prevoda aritmetičnih operacij
iz Eff-a v vnaprej definirane funkcije v OCaml-u [13] in sta definirani na naslednji
način.
let times = fun x -> return (fun y -> return (x * y))
let modulo = fun x -> return (fun y -> return (x mod y))
2.3 Učinkovitejše prevajanje v OCaml
V razdelku 2.2 smo z naivnim prevajanjem zaradi stalnega sestavljanja in razsta-
vljanja izračunov zmanjšali učinkovitost izvajanja. Če v Eff kodi prepoznamo čiste
izračune (brez računskih učinkov), se lahko s prevajanjem teh v običajno OCaml
kodo izognemo odvečni uporabi dragih operatorjev >>=, namesto njih uporabimo
let in s tem izboljšamo učinkovitost.
Prejšnji izračun se tako prevede v optimalnejšo spodnjo kodo, ki operator >>=
uporabi le pri izračunih z učinki.
let simple_stack = stack_handler (
push 14 >>= fun _ ->
push 7 >>= fun _ ->
push 17 >>= fun _ ->
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pop () >>= fun v1 ->
let f = modulo v1 in
pop () >>= fun v2 ->
let v = f v2 in
let g = times v in
pop () >>= fun v3 ->
g v3)
Prevajanje lahko tako optimiziramo, če vemo, kateri izračuni so čisti in kateri ne.
Kljub takšni optimizaciji pa so v izračunu še vedno pogosti operatorji >>=. Zne-
bimo se jih tako, da zamenjamo klica operacij v prestreženem izračunu s kodo, ki
pripada posamezni operaciji v prestrezniku. Tako optimiziran program ne vsebuje
več operatorja >>=, kar izboljša učinkovitost. Optimizacij te vrste v tem delu ne
bomo obravnavali, jih pa najdemo v [13].
Oglejmo si še primerjavo relativnih hitrosti izvajanja programa z različnimi opti-
mizacijami ter ročno napisanim programom v OCaml-u in jih primerjajmo s progra-
mom, ki ni bil optimiziran. Primerjali bomo več različnih programov zanke iz [13,
pog. 2], da vidimo, kako se različne optimizacije obnesejo na različnih vrstah pro-
gramov. Prvi program BrezUčinkov je različica zanke, ki ne vsebuje računskih
učinkov, drugi SkritaIzjema vsebuje klic operacije, ki pa je v delu programa, ki
med testiranjem ni izveden. Tretji program Povečaj vsebuje klic enega učinka, ki
poveča vrednost implicitnega stanja in zadnji Stanje je zanka definirana v [13, str.
2], ki z učinkoma Put in Get n-krat poveča stanje.
Vsakega od programov prevedemo na drugačen način. Najprej brez optimiza-
cij (Osnoven), nato z optimizacijo, ki smo jo spoznali v začetku tega razdelka
in prepozna čiste izračune (ČistiIzračuni). Nato še z optimizacijo izvorne kode
(IzvOpt) iz [13, pog. 4], kjer se s transformacijami spremeni struktura programa,
da se razkrijejo prestrezanja izračunov, ki jih nato skušamo odpraviti. Podrob-
neje se s to optimizacijo ne bomo ukvarjali. Sledi še prevod z obema optimizacija
(ČistiIzračuni-IzvOpt), na koncu pa vsa izvajanja primerjamo še z ročno napi-
sano kodo v OCaml-u (Ročno).
Relativni časi izvajanja iz [13, str. 22] so predstavljeni na sliki 7 in prikazujejo
čas izvajanja glede na program brez optimizacij (Osnoven). Vsaka različica zanke
je bila za vsakega od programov pognana 10000-krat. Opazimo, da optimizacija
IzvOpt učinkovitost izvajanja najbolj poveča v programih, ki uporabljajo več ra-
čunskih učinkov, medtem ko je pri optimizaciji ČistIzračun ravno obratno. Obe
optimizaciji uspešno izboljšata učinkovitost programa, a še vedno je v vseh primeri
relativni čas izvajanja občutno krajši pri ročno napisani kodi. Če si ogledamo še
združeno optimizacijo ČistiIzračuni-IzvOpt vidimo, da je relativni čas izvajanja
zelo blizu ročno napisani kodi.
Videli smo, da optimizacije kode pripomorejo k občutnem izboljšanju učinkovi-
tosti izvajanja programov z učinki, a ker je Eff implicitno tipiziran, so pri programi-
ranju optimizacij kode pogoste napake. To naredi transformacije zelo občutljive [14],
kar oteži njihov razvoj. Zato v naslednjem razdelku predstavimo eksplicitno tipiziran
jezik ExEff, ki omogoča hitro odkrivanje napak v transformacijah, ki upoštevajo
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Slika 7: Primerjava relativnih hitrosti izvajanja
učinke.
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3 Eksplicitno tipiziran jezik ExEff
ExEff je eksplicitno tipiziran vmesni jezik z eksplicitnimi pretvorbami med podtipi,
ki olajša implementacijo transformacij kode v bolj optimalno, pri katerih se v Eff-u
pogosto pojavijo napake. Pomembna lastnost ExEff-a je, da informacije o učinkih
in podtipih lahko enostavno izbrišemo, kar nam omogoča, da lahko njegove programe
prevajamo v funkcijske jezike z običajnimi tipi, ki prvotno ne podpirajo učinkov, kar
bomo storili v razdelku 5.
Tipi, predstavljeni na sliki 8, so podobni tistim v jeziku Eff. Pri skeletu tako
dodamo kvantifikator skeleta, kvalificirani in polimorfni tipi pa so združeni v tipe
vrednosti. Na slikah 10 in 11 je predstavljeno tipiziranje vrednosti in izračunov v
jeziku ExEff.
Skelet τ ::= ς spremenljivka⃓⃓
Unit skelet Unit⃓⃓
τ1 → τ2 skelet funkcije⃓⃓
τ1 ⇛ τ2 skelet prestreznika⃓⃓ ∀ς.τ kvantifikator skeleta
Tip vrednosti T ::= α spremenljivka⃓⃓
Unit tip Unit⃓⃓
T → C tip funkcije⃓⃓
C1 ⇛ C2 tip prestreznika⃓⃓ ∀ς.T kvantifikator skeleta⃓⃓ ∀α : τ.T kvantifikator tipa⃓⃓ ∀δ.T kvantifikator učinkov⃓⃓
π ⇒ T kvalifikator preproste pretvorbe
Tip preproste pretvorbe π ::= T1 ≤ T2 tip pretvorbe vrednosti⃓⃓
∆1 ≤ ∆2 tip pretvorbe učinkov
Tip pretvorbe ρ ::= π tip preproste pretvorbe⃓⃓
C1 ≤ C2 tip pretvorbe izračunov
Tip izračuna C ::= T ! ∆ tip izračuna
Učinki ∆ ::= δ spremenljivka⃓⃓ ∅ prezni učinki⃓⃓ {Op} ∪∆ unija učinkov
Slika 8: Tipi v jeziku ExEff
Tudi sintaksa jezika ExEff je podobna sintaksi jezika Eff, ima pa tudi dodatne
konstrukte, potrebne pri eksplicitnem tipiziranju. Najprej si oglejmo izraze pred-
stavljene na sliki 9. Tudi tu ločimo med vrednostmi in izračuni. Začnimo s prvimi.
Za razliko od jezika Eff tu pri definiciji funkcije podamo tudi tip argumenta. Ker
s tipi delamo eksplicitno, so dodani konstrukti za kvantifikacijo in aplikacijo ske-
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leta, tipov, učinkov ter pretvorb. V ExEff-u vpeljemo eksplicitne pretvorbe tipov,
s pomočjo katerih pretvarjamo izraze s posebnim konstruktom. Podrobneje si jih
bomo ogledali v nadaljevanju. Definicija prestreznika je podobna kot prej, a tudi tu
podamo tip argumenta pri predpisu return. Pri izračunih je v klicu operacije dodan
tip argumenta v kontinuaciji. Poleg tega pa je, kot pri vrednostih, dodan konstrukt
za eksplicitno pretvorbo izračunov.
Vrednost v ::= x spremenljivka⃓⃓
Unit enotska vrednost⃓⃓
fun (x : T ) ↦→ c definicija funkcije⃓⃓
h prestreznik⃓⃓
Λς.v abstrakcija skeleta⃓⃓
v τ aplikacija skeleta⃓⃓
Λα : τ.v abstrakcija tipa⃓⃓
v T aplikacija tipa⃓⃓
Λδ.v abstrakcija učinka⃓⃓
v ∆ aplikacija učinkov⃓⃓
Λ(ω : π).v abstrakcija pretvorbe⃓⃓
v γ aplikacija pretvorbe⃓⃓
v ▷ γ eksplicitna pretvorba
Prestreznik h ::= {return (x : T ) ↦→ cr,
Op1 x k ↦→ c1,
. . . ,
Opn x k ↦→ cn}
definicija prestreznika
Izračun c ::= return v čisti izračun⃓⃓
Op v (y : T.c) klic operacije⃓⃓
do x← c1 ; c2 zaporedno izvajanje⃓⃓
handle c with v prestrezanje izračuna⃓⃓
let x = v in c lokalna definicija⃓⃓
c ▷ γ eksplicitna pretvorba⃓⃓
v1 v2 aplikacija
Slika 9: Izrazi v jeziku ExEff
V razdelku 2 smo omenili, da moramo, za razliko od jezika Eff, v ExEff za
pretvarjanje v večji tip uporabiti eksplicitno pretvorbo. S tem se znebimo potencial-
nih napak, katerih izvor so implicitni podtipi, kjer ima vsak izraz lahko več možnih
tipov. Pretvorbe, predstavljene na sliki 12, služijo kot dokazi, da je nek tip podtip
drugega, ki jih nato uporabimo pri eksplicitnem pretvarjanju tipov izrazov. Zato
tesno sledijo tipom in vsebujejo konstrukte za pretvorbo vseh prej naštetih tipov.
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Γ ⊢v v : T Tipiziranje vrednosti
(x : T ) ∈ Γ
Γ ⊢v x : T Γ ⊢v unit : Unit
Γ, x : T ⊢c c : C Γ ⊢T T : τ
Γ ⊢v (fun (x : T ) ↦→ c) : T → C
Γ ⊢v v : T1 Γ ⊢co γ : T1 ≤ T2
Γ ⊢v v ▷ γ : T2
Γ, ς ⊢v v : T
Γ ⊢v Λς.v : ∀ς.T
Γ, α : τ ⊢v v : T
Γ ⊢v Λα : τ.v : ∀α : τ.T
Γ, δ ⊢v v : T
Γ ⊢v Λδ.v : ∀δ.T
Γ, ω : π ⊢v v : T Γ ⊢ρ π
Γ ⊢v Λ(ω : π).v : π ⇒ T
Γ ⊢v v : π ⇒ T Γ ⊢co γ : π
Γ ⊢v v γ : T
Γ, x : Tx ⊢c cr : T ! ∆[︁
(Op : T1 → T2) ∈ Σ Γ, x : T1, k : T2 → T ! ∆ ⊢c cOp : T ! ∆
]︁
Op∈O
Γ ⊢v {return (x : Tx) ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : Tx ! ∆ ∪ O ⇛ T ! ∆
Γ ⊢v v : ∀ς.T Γ ⊢τ τ
Γ ⊢v v τ : T [τ/ς]
Γ ⊢v v : ∀α : τ.T1 Γ ⊢T T2 : τ
Γ ⊢v v T2 : T1[T2/α]
Γ ⊢v v : ∀δ.T Γ ⊢∆ ∆
Γ ⊢v v ∆ : T [∆/δ]
Slika 10: Tipiziranje vrednosti v jeziku ExEff
Γ ⊢c c : C Tipiziranje izračunov
Γ ⊢v v1 : T → C Γ ⊢v v2 : T
Γ ⊢c v1 v2 : C
Γ ⊢v v : T Γ, x : T ⊢c c : C
Γ ⊢c let x = v in c : C
Γ ⊢c v : T
Γ ⊢c return v : T ! ∅
Γ ⊢c c1 : T1 ! ∆ Γ, x : T1 ⊢c c2 : T2 ! ∆
Γ ⊢c do x← c1 ; c2 : T2 ! ∆
(Op : T1 → T2) ∈ Σ Γ ⊢v v : T1 Γ, y : T2 ⊢c c : T ! ∆ Op ∈ ∆
Γ ⊢c Op v (y : T2.c) : T ! ∆
Γ ⊢v v : C1 ⇛ C2 Γ ⊢c c : C1
Γ ⊢c handle c with v : C2
Γ ⊢c c : C1 Γ ⊢co γ : C1 ≤ C2
Γ ⊢c c ▷ γ : C2
Slika 11: Tipiziranje izračunov v jeziku ExEff
Na sliki 13 je predstavljeno tipiziranje pretvorb. Ta pravila sledijo omejitvam iz slike
6, pri čemer smo dodali pravila za kvantifikatorje, ki jih v Eff-u ni. Pri prevajanju
iz Eff-a v ExEff za vsako omejitev tipa tako obstaja pretvorba s tipom omejitve.
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Pretvorba γ ::= ω spremenljivka⃓⃓ ⟨Unit⟩ refleksivnost enotskega tipa⃓⃓ ⟨α⟩ refleksivnost spremenljivke⃓⃓ ⟨∆⟩ refleksivnost učinkov⃓⃓
γ1 → γ2 pretvorba funkcije⃓⃓
γ1 ⇛ γ2 pretvorba prestreznika⃓⃓ ∅∆ pretvorba praznih učinkov⃓⃓ {Op} ∪ γ pretvorba unije učinkov⃓⃓ ∀ς.γ kvantifikator skeleta⃓⃓ ∀(α : τ).γ kvantifikator tipa vrednosti⃓⃓ ∀δ.γ kvantifikator učinkov⃓⃓
π ⇒ γ kva lifikator preproste pretvorbe⃓⃓
γ1 ! γ2 pretvorba izračuna
Slika 12: Pretvorbe v jeziku ExEff
Γ ⊢co γ : ρ Tipiziranje pretvorb
(ω : π) ∈ Γ
Γ ⊢co ω : π
Γ ⊢∆ ∆
Γ ⊢co ⟨∆⟩ : ∆ ≤ ∆ Γ ⊢co ⟨Unit⟩ : Unit ≤ Unit
Γ ⊢co γ1 : T2 ≤ T1 Γ ⊢co γ2 : C1 ≤ C2
Γ ⊢co γ1 → γ2 : T1 → C1 ≤ T2 → C2
Γ ⊢co γ1 : C3 ≤ C1 Γ ⊢co γ2 : C2 ≤ C4
Γ ⊢co γ1 ⇛ γ2 : C1 ⇛ C2 ≤ C3 ⇛ C4
Γ, ς ⊢co γ : T1 ≤ T2
Γ ⊢co ∀ς.γ : ∀ς.T1 ≤ ∀ς.T2
Γ, α : τ ⊢co γ : T1 ≤ T2
Γ ⊢co ∀α : τ.γ : ∀α : τ.T1 ≤ ∀α : τ.T2
Γ, δ ⊢co γ : T1 ≤ T2
Γ ⊢co ∀δ.γ : ∀δ.T1 ≤ ∀δ.T2
Γ ⊢co γ : T1 ≤ T2 Γ ⊢ρ π
Γ ⊢co π ⇒ γ : π ⇒ T1 ≤ π ⇒ T2
Γ ⊢∆ ∆
Γ ⊢co ∅∆ : ∅ ≤ ∆
Γ ⊢co γ1 : T1 ≤ T2 Γ ⊢co γ2 : ∆1 ≤ ∆2
Γ ⊢co γ1 ! γ2 : T1 ! ∆1 ≤ T2 ! ∆2
Γ ⊢co γ : ∆1 ≤ ∆2 (Op : T1 → T2) ∈ Σ
Γ ⊢co {Op} ∪ γ : {Op} ∪∆1 ≤ {Op} ∪∆2
Slika 13: Tipiziranje pretvorb v jeziku ExEff
Kot v prejšnjih razdelkih imejmo operaciji Push za potiskanje vrednosti na sklad
in Pop za snemanje vrednosti s sklada. Oglejmo si izračun v Eff-u, ki vpogleda v
18
vrhnjo vrednost sklada, brez da jo sname.
let f = fun x ↦→ do _← Push x ; return x in
do v ← Pop () ; f v
Funkcija f v zgornjem izračunu ima tip Int→ Int !{Push}, saj vrne vrednost tipa
Int in kliče učinek Push, celoten izračun pa tip Int !{Push,Pop}, saj se v drugem delu
kliče učinek Pop. Zaporedna izračuna morata imeti isto množico učinkov (slika 11),
zato moramo v ExEff-u za dosego tega uporabiti eksplicitne pretvorbe. V izračunu
tako Pop () eksplicitno pretvorimo s pretvorbo γ1 = ⟨Int⟩ ! {Pop} ∪ ∅{Push} tipa
Int !{Pop} ≤ Int !{Pop,Push}, aplikacijo fv pa s pretvorbo γ2 = ⟨Int⟩ !{Push}∪∅{Pop}
tipa Int ! {Push} ≤ Int ! {Pop,Push}, da dobimo isti tip. Podobno storimo tudi za
zaporedna izračuna v funkciji f , kjer uporabimo pretvorbo γ3 = ⟨Int⟩ ! ∅{Push} tipa
Int ! ∅ ≤ Int ! {Push}. Izračun se torej v jeziku ExEff spremeni v spodnjega.
let f = fun x ↦→ do _← Push x ; return x ▷ γ3 in
do v ← (Pop ()) ▷ γ1 ; (f v) ▷ γ2
Spomnimo se učinka Decide, ki smo ga definirali v razdelku 2, in ga uporabimo
na primeru s polimorfnim tipiziranjem. Definirajmo funkcijo višjega reda f v jeziku
Eff, ki sprejme funkcijo g z argumentom tipa Int in vrednost x tipa Int in v telesu
kliče učinek Decide.
let f g x = if Decide () then g x else g 0
Funkcija f ima polimorfen tip s kvalifikatorjema α ≤ α′ za tip vrednosti in δ ≤ δ′
za tip učinkov.
∀α, α′.∀δ, δ′.α ≤ α′ ⇒ δ ≤ δ′ ⇒ (Int→ α ! δ)→ Int→ α′ ! {Decide} ∪ δ′
Ker so v jeziku ExEff vsi kvantifikatorji in kvalifikatorji eksplicitni, se funkcija
prevede v
Λς.Λ(α : ς).Λ(α′ : ς).Λδ.Λδ′.Λ(ω : α ≤ α′).Λ(ω′ : δ ≤ {Decide} ∪ δ′).
fun (g : Int→ α ! δ) ↦→ (
fun (x : Int) ↦→ if Decide () then g x else g 0) ▷ (ω ! ω′)
Funkciji moramo tako, poleg njenih argumentov, eksplicitno podati tudi tipe
in pretvorbe. Denimo, da imamo neko funkcijo replace_top, tipa Int → Unit !
{Push,Pop}, ki vrhnji element na skladu zamenja z vhodnim argumentom. Potem
jo lahko kot argument funkciji f podamo na naslednji način, pri čemer je pretvorba
γ1 tipa Unit ≤ Unit, γ2 pa tipa {Push,Pop} ≤ {Decide,Push,Pop}.
f Unit Unit Unit {Push,Pop} {Push,Pop} γ1 γ2 replace_top 10
V tem delu se s pravili za prevajanje v ExEff ne bomo ukvarjali, podrobnejši
opis kako program iz jezika Eff prevedemo v ExEff se nahaja v [9], implementa-
cija v jeziku OCaml pa v [8].
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Na tem mestu si oglejmo, zakaj pravzaprav potrebujemo skelete pri tipih. V
začetku razdelka smo omenili, da je lastnost jezika ExEff, da informacije o učinkih
in podtipih lahko enostavno izbrišemo, to nam omogočajo skeleti tipov, ki vsebujejo
informacijo o obliki tipa, ne pa tudi o učinkih. Tipa A in B za katera velja A ≤ B
imata tako isti skelet τ . Če denimo skeletov ne bi uporabili in bi informacije o
učinkih in podtipih enostavno izpustili, dobimo naslednji tip funkcije f od prej.
∀α, α′.(Int→ α)→ Int→ α′
Ta ne vsebuje informacije o povezavi med tipoma α in α′. Pričakovan tip bi bil
∀α.(Int → α) → Int → α. Opazimo, da ravno iz skeletov lahko dobimo pričako-
van tip tako, da tipe zamenjamo z njihovimi skeleti in izpustimo kvantifikatorje,
kvalifikatorje in aplikacije tipov. Tako v primeru funkcije f dobimo spodnji tip.
∀ς.(Int→ ς)→ Int→ ς
Z brisanjem s pomočjo skeletov tako dobimo nov jezik – ciljni jezik za ExEff,
ki mu je zelo podoben in modelira Multicore Ocaml, s podporo za računske učinke,
a ne vsebuje informacij o učinkih, tipih in pretvorbah. Definicija jezika in pretvorba
je podrobneje opisana v [14], v tem delu pa se bomo posvetili drugačnemu ciljnemu
jeziku, ki ga bomo spoznali v razdelku 4.
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4 Jezik brez učinkov NoEff
V tem razdelku bomo spoznali jezikNoEff, čigar tipi ne vsebujejo informacije o tem
kateri učinki so uporabljeni, vsebujejo pa informacijo o tem, ali učinki so uporabljeni.
Ta jezik modelira čiste funkcijske jezike, kjer konstrukti za delo z računskimi učinki
še niso definirani, ampak jih zaradi lažjega prevajanja iz ExEff-a vseeno vzamemo
za primitivne konstrukte.
Pri izrazih predstavljenih na sliki 14 so to kvalifikator pretvorbe, aplikacija pre-
tvorbe, eksplicitna pretvorba, izračun izraza, klic operacije, zaporedna izračuna,
prestrezanje izračuna in definicija prestreznika. Pri tipih na sliki 15 so to tip pre-
streznika, kvalifikator pretvorbe, tip izračuna in tip pretvorbe. NoEff pa kot pri-
mitivne konstrukte vsebuje tudi pretvorbe, predstavljene na sliki 16. V razdelku
6 bomo videli, kako te konstrukte, podobno kot v razdelku 2.2, implementiramo v
OCaml-u.
4.1 Sintaksa jezika
Začnimo z izrazi v jeziku NoEff, ki so predstavljeni na sliki 14 in se od ExEff-a
razlikujejo po tem, da ne ločimo med vrednostmi in izračuni ter imamo tako le eno
vrsto izrazov. Njihova sintaksa sledi tisti iz ExEff-a, a ker NoEff nima skeletov
in učinkov, izrazi ne vsebujejo konstruktov za njihovo kvantifikacijo in aplikacijo,
še vedno pa so prisotni tisti za delo s pretvorbami, ki so, kot bomo spoznali v
nadaljevanju, nekoliko drugačne kot v ExEff.
Kot smo že omenili, tipi v NoEff-u ne vsebujejo skeletov, temveč le običajne
tipe (izrazov) ter tipe pretvorb, predstavljene na sliki 15. Ker ne ločimo več med
vrednostmi in izračuni, za razliko od ExEff-a, nimamo več posebnega tipa za izra-
čune, ampak nov konstrukt Comp A, ki pa nima več informacije o tem, kateri učinki
so uporabljeni. Tako odpadejo tudi tipi učinkov, kot tudi kvantifikacija z učinki in
skeleti. Tip funkcije je namesto A → C enak A → B, tip prestreznika pa je zaradi
jedrnatosti zapisa enak A⇛ B, čeprav pravzaprav prestreza izraze tipa Comp A in
vrača rezultate tipa Comp B.
Naprej si oglejmo prilagojene pretvorbe, predstavljene na sliki 16. Ponovno
manjkajo tisti konstrukti povezani z skeleti in učinki, spremenjena pa je tudi pre-
tvorba med izračuni, ki je zaradi odsotnosti informacij o učinkih enaka Comp γ.
V razdelku 5 bomo videli, da se pri prevajanju iz ExEff-a pojavijo potrebe po
novih konstruktih za pretvorbe v jeziku NoEff, zato poleg prejšnjih dodamo še
handToFun γ1 γ2, funToHand γ1 γ2, return γ in unsafe γ. Prvi izmed njih, t. j.
handToFun γ1 γ2, služi pretvarjanju prestreznika, ki pričakuje izračun, v funkcijo,
ki ji lahko podamo katerikoli izraz. To dosežemo tako, da argument, na katerem
želimo klicati funkcijo, pretvorimo s pretvorbo γ1 in ovijemo v izračun izraza, ki
ga nato prestrežemo s prestreznikom. Na koncu vse skupaj pretvorimo s pretvorbo
γ2. Drugi, funToHand γ1 γ2, služi pretvarjanju funkcije v prestreznik, ki vsebuje le
predpis za return. Pretvorba return γ spremeni izraz tipa A v izračun tipa Comp A.
Pretvorba unsafe γ pa ravno obratno spremeni izraz tipa Comp A v izraz tipa A in
deluje le, če je izraz oblike return t in se zatakne, če je oblike Op t1 (y : B.t2), ki
je edina druga možna. Nedokazana hipoteza iz [14] pravi, da programi prevedeni iz
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Izraz t ::= x spremenljivka⃓⃓
unit unit konstanta⃓⃓
fun (x : A) ↦→ t definicija funkcije⃓⃓
t1 t2 aplikacija⃓⃓
Λα.t kvantifikator tipa⃓⃓
t A aplikacija tipa⃓⃓
Λ(ω : π).t kvalifikator pretvorbe⃓⃓
t γ aplikacija pretvorbe⃓⃓
t ▷ γ eksplicitna pretvorba⃓⃓
return t izračun izraza⃓⃓
h definicija prestreznika⃓⃓
let x = t1 in t2 let definicija⃓⃓
Op t1 (y : B.t2) klic operacije⃓⃓
do x← t1 ; t2 zaporedna izračuna⃓⃓
handle tc with th prestrezanje izračuna
Prestreznik h ::= {return (x : A) ↦→ tr,
Op1 x k ↦→ t1,
. . . ,
Opn x k ↦→ tn}
definicija prestreznika
Slika 14: Izrazi v jeziku NoEff
ExEff-a v NoEff uporabijo to pretvorbo le na izračunih prve oblike in zato ne
obstanejo med izvajanjem.
4.2 Tipiziranje jezika
V nadaljevanju si bomo ogledali tipiziranje v jeziku NoEff, zato definirajmo okolja
za tipiziranje, ki jih bomo pri tem potrebovali. Ta vsebujejo informacije o tipih
trenutno aktivnih spremenljivk.
Γ ::= ϵ
⃓⃓
Γ, α
⃓⃓
Γ, x : A
⃓⃓
Γ, ω : π
Okolje ϵ predstavlja prazno okolje, ostala pa, po vrsti, razširitve okolja Γ s spremen-
ljivko tipov α, izrazov x tipa A ter pretvorb ω tipa π. Pri tipiziranju uporabljamo
tudi globalno signaturo Σ, kjer so shranjene vse definirane operacije s pripadajo-
čimi tipi, npr. za učinek Decide v primeru iz prejšnjega razdelka pri tipiziranju velja
(Decide : Unit→ Bool) ∈ Σ.
Oglejmo si še naslednja pravila za dobro definiranost tipov Γ ⊢A A, ki se poja-
vljajo v pravilih za tipiziranje izrazov. Ta zagotovijo, da okolje za tipiziranje vsebuje
potrebne informacije.
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Tip A,B ::= α spremenljivka⃓⃓
Unit tip Unit⃓⃓
A→ B tip funkcije⃓⃓
A⇛ B tip prestreznika⃓⃓
π ⇒ A kvalifikator pretvorbe⃓⃓
Comp A tip izračuna⃓⃓ ∀α.A kvantifikator tipa
Tip pretvorbe π ::= A ≤ B tip pretvorbe
Slika 15: Tipi v jeziku NoEff
Pretvorba γ ::= ω spremenljivka⃓⃓ ⟨Unit⟩ refleksivnost Unit⃓⃓ ⟨α⟩ refleksivnost spremenljivke⃓⃓
γ1 → γ2 pretvorba funkcije⃓⃓
γ1 ⇛ γ2 pretvorba prestreznika⃓⃓
handToFun γ1 γ2 pretvorba prestreznika v funkcijo⃓⃓
funToHand γ1 γ2 pretvorba funkcije v prestreznik⃓⃓ ∀α.γ kvatifikator tipa vrednosti⃓⃓
π ⇒ γ kvalifikator pretvorbe⃓⃓
Comp γ pretvorba izračuna⃓⃓
return γ pretvorba vrednosti v izračun⃓⃓
unsafe γ pretvorba izračuna v vrednost
Slika 16: Pretvorbe v jeziku NoEff
α ∈ Γ
Γ ⊢A α Γ ⊢A Unit
Γ ⊢A A Γ ⊢A B
Γ ⊢A A→ B
Γ, α ⊢A A
Γ ⊢A ∀α.A
Γ ⊢A A Γ ⊢A B
Γ ⊢A A⇛ B
Γ ⊢π π Γ ⊢A A
Γ ⊢A π ⇒ A
Preden nadaljujemo s tipiziranjem izrazov si oglejmo še pravilo za dobro defini-
ranost omejitev Γ ⊢π π, ki zagotovi, da sta oba tipa, ki se pojavita v omejitvi dobro
definirana.
Γ ⊢A A Γ ⊢A B
Γ ⊢π A ≤ B
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Tipiziranje izrazov, označeno z Γ ⊢t t : A, je predstavljeno na sliki 17. Večina
pravil je preprostih, zato si oglejmo le nekatere izmed njih. Denimo, da je tip
pretvorbe γ enak A ≤ B in tip izraza t enak A, potem je pričakovano tip eksplicitne
pretvorbe t ▷ γ enak B.
Kot naslednjega si oglejmo pravilo za tipiziranje prestreznikov. Če za vrnjen izraz
v predpisu za return velja Γ, x : A ⊢t tr : Comp B in predpis za vsako prestreženo
operacijo prav tako vrne izraz tipa Comp B, potem je tip prestreznika enak A ⇛
B. Kot smo že omenili prestrezniki prestrezajo izraze tipa Comp A in vračajo
izraze tipa Comp B, s čimer jih prisilimo, da izračune pretvarjajo v izračune. Če
vhod ni izračun, namesto prestreznika uporabimo običajno funkcijo. V NoEff-u
nimamo informacije o tem, kateri računski učinki so v vhodnem izračunu klicani,
zato ne moremo s statično analizo ugotoviti ali so v prestrezniku vsi obravnavani. Če
prestrezniki ne bi vračali izračunov, bi se tako lahko pojavile nezdravosti v jeziku,
saj ne-prestreženih operacij ne bi mogli vrniti kot izhod. Da se temu izognemo,
morajo tako prestrezniki vedno vračati izračune.
Izraz prestrezanja izračuna pričakuje, da za izraz tc velja Γ ⊢t tc : Comp A ter da
je th prestreznik tipa A⇛ B. Kot smo ugotovili zgoraj, je njegov tip tako Comp B.
Na sliki 18 je predstavljeno tipiziranje pretvorb, označeno z Γ ⊢co γ : π. Podrob-
neje si oglejmo le pravila za tipiziranje pretvorb, ki so nove glede na tiste iz jezika
ExEff. S pomočjo pretvorbe handToFun γ1 γ2 prestreznik spremenimo v funkcijo, ki
ji lahko kot argument podamo katerikoli izraz (ne le izračun). Za razliko od prestre-
znika pri funkciji izhod ni nujno tipa izračuna, zato je γ2 tipa Comp B1 ≤ B2 za neka
tipa B1 in B2. Tip handToFun γ1 γ2 je tako (A1 ⇛ B1) ≤ (A2 → B2). Pretvorba
funToHand γ1 γ2 pa ravno obratno spremeni funkcijo v prestreznik, ki obravnava le
predpis return, vse operacije pa posreduje naprej. Tip γ2 je tako B1 ≤ Comp B2, tip
celotne pretvorbe pa (A1 → B2) ≤ (A2 ⇛ B2). Pretvorba return γ spremeni izraz
tipa A1 v izračun tipa Comp A2, kjer je Γ ⊢co γ : A1 ≤ A2, zato je tip te pretvorbe
enak A1 ≤ Comp A2. Zadnja od novih pretvorb unsafe γ je dualna prejšnji in izračun
tipa Comp A1 spremeni v izraz tipa A2, kjer velja Γ ⊢co γ : A1 ≤ A2. Pri opisu
novih pretvorb jezika NoEff smo že omenili, da deluje le na izrazih oblike return t,
kjer vrne t, in obstane če z njo pretvarjamo klic operacije Op t1 (y : B.t2).
4.3 Ohranitev in delni napredek
V tem razdelku si bomo ogledali izrek o varnosti, ki ga na standarden način razdelimo
na izreka o ohranitvi in napredek, ki bo v našem primeru delni.
Najprej si oglejmo izrek o ohranitvi tipov pri evalvaciji.
Izrek 4.1 (Ohranitev). Naj velja Γ ⊢t t : T in t⇝ t′. Potem Γ ⊢t t′ : T .
Pri dokazu izrezka bomo potrebovali tudi spodnje leme, ki jih bomo uporabili
pri substituciji tipov, pretvorb in izrazov.
Lema 4.2 (Refleksivnost podtipov). Naj bo A tip in Γ okolje za tipiziranje tako, da
velja Γ ⊢A A. Potem velja Γ ⊢co ⟨A⟩ : A ≤ A.
Dokaz. Dokaz z indukcijo na strukturo tipa A.
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Γ ⊢t t : A Tipiziranje izrazov
(x : A) ∈ Γ
Γ ⊢t x : A
[T-Var]
Γ ⊢t unit : Unit
[T-Unit]
Γ ⊢A A Γ, x : A ⊢t t : B
Γ ⊢t (fun (x : A) ↦→ t) : A→ B
[T-Fun]
Γ, α ⊢t t : A
Γ ⊢t Λα.t : ∀α.A
[T-TyQuant]
Γ ⊢A A Γ ⊢t t : ∀α.B
Γ ⊢t t A : B[A/α]
[T-TyApp]
Γ ⊢t t : A Γ ⊢co γ : A ≤ B
Γ ⊢t t ▷ γ : B
[T-Coerce]
Γ, x : A ⊢t tr : Comp B[︁
(Op : A1 → A2) ∈ Σ Γ, x : A1, k : A2 → Comp B ⊢t tOp : Comp B
]︁
Op∈O
Γ ⊢t {return (x : A) ↦→ tr, [Op x k ↦→ tOp ]Op∈O} : A⇛ B
[T-Hand]
Γ ⊢π π Γ, ω : π ⊢t t : A
Γ ⊢t Λ(ω : π).t : π ⇒ A
[T-CoerQuant]
Γ ⊢t t : π ⇒ A Γ ⊢co γ : π
Γ ⊢t t γ : A
[T-CoerApp]
Γ ⊢t t1 : A→ B Γ ⊢t t2 : A
Γ ⊢t t1 t2 : B
[T-App]
Γ ⊢t t1 : A Γ, x : A ⊢t t2 : B
Γ ⊢t let x = t1 in t2 : B
[T-LetIn]
Γ ⊢t t : A
Γ ⊢t return t : Comp A
[T-Return]
(Op : A1 → A2) ∈ Σ Γ ⊢t t1 : A1 Γ, y : A2 ⊢t t2 : Comp B
Γ ⊢t Op t1 (y : A2.t2) : Comp B
[T-OpCall]
Γ ⊢t t1 : Comp A Γ, x : A ⊢t t2 : Comp B
Γ ⊢t do x← t1 ; t2 : Comp B
[T-Bind]
Γ ⊢t th : A⇛ B Γ ⊢t tc : Comp A
Γ ⊢t handle tc with th : Comp B
[T-Handle]
Slika 17: Tipiziranje izrazov v jeziku NoEff
• A = α: Ker iz Γ ⊢A α sledi α ∈ Γ, želeno dobimo iz pravila za tipiziranje
pretvorbe ⟨α⟩.
• A = Unit: Uporabimo pravilo za tipiziranje pretvorbe ⟨Unit⟩.
• A = B1 → B2: Na B1 in B2 uporabimo indukcijsko predpostavko in na
dobljenem pravilo za tipiziranje pretvorbe γ1 → γ2. Od tod sledi
Γ ⊢co ⟨B1⟩ → ⟨B2⟩ : (B1 → B2) ≤ (B1 → B2),
od koder pa dobimo želeno.
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Γ ⊢co γ : π Tipiziranje pretvorb
(ω : π) ∈ Γ
Γ ⊢co ω : π Γ ⊢co ⟨Unit⟩ : Unit ≤ Unit
α ∈ Γ
Γ ⊢co ⟨α⟩ : α ≤ α
Γ ⊢co γ1 : A2 ≤ A1 Γ ⊢co γ2 : B1 ≤ B2
Γ ⊢co γ1 → γ2 : (A1 → B1) ≤ (A2 → B2)
Γ ⊢co γ1 : Comp A2 ≤ Comp A1 Γ ⊢co γ2 : Comp B1 ≤ Comp B2
Γ ⊢co γ1 ⇛ γ2 : (A1 ⇛ B1) ≤ (A2 ⇛ B2)
Γ ⊢co γ1 : A2 ≤ A1 Γ ⊢co γ2 : Comp B1 ≤ B2
Γ ⊢co handToFun γ1 γ2 : (A1 ⇛ B1) ≤ (A2 → B2)
Γ ⊢co γ1 : A2 ≤ A1 Γ ⊢co γ2 : B1 ≤ Comp B2
Γ ⊢co funToHand γ1 γ2 : (A1 → B1) ≤ (A2 ⇛ B2)
Γ, α ⊢co γ : A ≤ B
Γ ⊢co ∀α.γ : ∀α.A ≤ ∀α.B
Γ ⊢π π Γ ⊢co γ : A ≤ B
Γ ⊢co π ⇒ γ : π ⇒ A ≤ π ⇒ B
Γ ⊢co γ : A1 ≤ A2
Γ ⊢co Comp γ : Comp A1 ≤ Comp A2
Γ ⊢co γ : A1 ≤ A2
Γ ⊢co return γ : A1 ≤ Comp A2
Γ ⊢co γ : A1 ≤ A2
Γ ⊢co unsafe γ : Comp A1 ≤ A2
Slika 18: Tipiziranje pretvorb v jeziku NoEff
• A = B1 ⇛ B2: podobno kot prejšnji primer.
• A = Comp B: Z uporabo indukcijske predpostavke dobimo γ ⊢co ⟨B⟩ : B ≤ B,
od koder pa z uporabo pravila za tipiziranje pretvorbe Comp γ dobimo želeno.
• A = ∀α.B: Podobno kot prej uporabimo indukcijsko predpostavko in pravilo
za tipiziranje pretvorbe ∀α.γ, pri čemer upoštevamo še Γ, α ⊢A B.
• A = π ⇒ B: Podobno kot prej z uporabo indukcijske predpostavke in pravila
za tipiziranje pretvorbe π ⇒ γ.
Lema 4.3 (Ohranitev tipiziranja pri substituciji tipa v pretvorbi). Denimo, da je
Γ, α,Γ′ ⊢co γ : A ≤ B. Potem velja Γ,Γ′[C/α] ⊢co γ[C/α] : A[C/α] ≤ B[C/α].
Dokaz. Dokaz z indukcijo na izpeljavo tipa pretvorbe Γ, α,Γ′ ⊢co γ : A ≤ B. Na
vsakem koraku indukcije predpostavimo, da implikacija velja za vse podizpeljave.
Obravnavali bomo le nekatere izmed pravil, saj so argumenti pri ostalih zelo podobni.
Γ, α,Γ′ ⊢co ω : A ≤ B : Iz pravila za tipiziranje pretvorbe ω sledi (ω : A ≤
B) ∈ Γ ali (ω : A ≤ B) ∈ Γ′. Če velja prva izmed možnosti smo končali, saj
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t⇝ t′ Operacijska semantika
E-App1
t1 ⇝ t′1
t1 t2 ⇝ t′1 t2
E-App2
t⇝ t′
tR t⇝ tR t′
E-AppAbs
(fun (x : A) ↦→ t) tR ⇝ t[tR/x]
E-TyApp
t⇝ t′
t A⇝ t′ A
E-TyAppAbs
(Λα.t) A⇝ t[A/α]
E-CoerApp
t⇝ t′
t γ ⇝ t′ γ
E-CoerAppAbs
(Λ(ω : π).t) γ ⇝ t[γ/ω]
E-LetIn1
t1 ⇝ t′1
let x = t1 in t2 ⇝ let x = t′1 in t2
E-LetIn2
let x = tR in t⇝ t[tR/x]
E-Return
t⇝ t′
return t⇝ return t′
E-Op
t1 ⇝ t′1
Op t1 (y : B.t2)⇝ Op t′1 (y : B.t2)
E-Seq
t1 ⇝ t′1
do x← t1 ; t2 ⇝ do x← t′1 ; t2
E-SeqOp
do x← (Op tR (y : A.t1)) ; t2 ⇝ Op tR (y : A.do x← t1 ; t2)
E-SeqRet
do x← return tR ; t⇝ t[tR/x]
E-Cast
t⇝ t′
t ▷ γ ⇝ t′ ▷ γ
E-CastUnit
tR ▷ ⟨Unit⟩⇝ tR
E-CastOpComp
(Op tR (y : B.t)) ▷ (Comp γ)⇝ Op tR (y : B.(t ▷ (Comp γ)))
E-CastRet
tR ▷ return γ ⇝ return (tR ▷ γ)
E-CastRetUnsafe
(return tR) ▷ (unsafe γ)⇝ tR ▷ γ
E-CastRetComp
(return tR) ▷ (Comp γ)⇝ return (tR ▷ γ)
E-CoerAppCast
(tR ▷ (π ⇒ γ1)) γ2 ⇝ (tR γ2) ▷ γ1
E-AppCast
(tR ▷ (γ1 → γ2)) t⇝ (tR (t ▷ γ1)) ▷ γ2
E-TyAppCast
(tR ▷ ∀α.γ) A⇝ (tR A) ▷ γ[A/α]
Slika 19: Operacijska semantika brez prestreznikov v jeziku NoEff
α ne nastopa v A in B. Denimo torej, da velja druga možnost, od koder sledi
(ω : A[C/α] ≤ B[C/α]) ∈ Γ′[C/α]. Od tod pa z uporabo pravila za tipiziranje
pretvorbe ω dobimo želeno.
Γ, α,Γ′ ⊢co ⟨Unit⟩ : Unit ≤ Unit : Ker veljata enakosti ⟨Unit⟩[C/α] = ⟨Unit⟩ in
Unit[C/α] = Unit, iz pravila za tipiziranje pretvorbe ⟨Unit⟩ dobimo
Γ,Γ′[C/α] ⊢co ⟨Unit⟩[C/α] : Unit[C/α] ≤ Unit[C/α].
Γ, α,Γ′ ⊢co ⟨β⟩ : β ≤ β : Če α ̸= β, potem β[C/α] = β in takoj sledi želeno.
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t⇝ t′ Operacijska semantika – nadaljevanje
E-Hand1
th ⇝ t′h
handle tc with th ⇝ handle tc with t′h
E-Hand2
tc ⇝ t′c
handle tc with t
R
h ⇝ handle t′c with tRh
E-HandRet
handle (return tR) with h⇝ tr[tR/x]
E-HandCast
handle tR1 with (t
R
2 ▷ (γ1 ⇛ γ2))⇝ (handle (tR1 ▷ γ1) with tR2 ) ▷ γ2
E-HandOp
handle (Op tR (y : B.t)) with h⇝ tOp [tR/x, (fun (y : B) ↦→ handle t with h)/k]
E-HandPassOp
handle (Op tR (y : B.t)) with h⇝ Op tR (y : B.handle t with h)
E-HandOpCastFun
handle (Op tR1 (y : B.t)) with (t
R
2 ▷ (funToHand γ1 γ2))
⇝ Op tR1 (y : B.handle t with (tR2 ▷ (funToHand γ1 γ2)))
E-HandCastHand
(tR1 ▷ (handToFun γ1 γ2)) t
R
2 ⇝ (handle (return (tR2 ▷ γ1)) with tR1 ) ▷ γ2
E-HandRetCastFun
handle (return tR1 ) with (t
R
2 ▷ (funToHand γ1 γ2))⇝ (tR2 (tR1 ▷ γ1)) ▷ γ2
Slika 20: Operacijska semantika prestreznikov v jeziku NoEff
Predpostavimo torej α = β. Pokazati moramo Γ,Γ′[C/α] ⊢co ⟨C⟩ : C ≤ C, kar sledi
neposredno iz leme 4.2.
Γ, α,Γ′ ⊢co γ1 → γ2 : (A1 → B1) ≤ (A2 ≤ B2) : Iz pravila dobimo naslednji tipi-
ziranji Γ, α,Γ′ ⊢co γ1 : A2 ≤ A1 in Γ, α,Γ′ ⊢co γ2 : B1 ≤ B2, na katerih uporabimo
indukcijsko predpostavko in dobimo Γ,Γ′[C/α] ⊢co γ1[C/α] : (A2 ≤ A1)[C/α] in
Γ,Γ′[C/α] ⊢co γ2[C/α] : (B1 ≤ B2)[C/α]. Uporabimo enakost za substitucijo tipov
(A ≤ B)[C/α] = A[C/α] ≤ B[C/α] in pravilo za tipiziranje pretvorb funkcij, kar
nam da
Γ,Γ′[C/α] ⊢co γ1[C/α]→ γ2[C/α] : (A1[C/α]→ B1[C/α]) ≤ (A2[C/α] ≤ B2[C/α]),
od koder pa dobimo želeno.
Γ, α,Γ′ ⊢co π ⇒ γ1 : π ⇒ A1 ≤ π ⇒ B1 : Podobno kot prej s pomočjo induk-
cijske predpostavke dobimo Γ,Γ′[C/α] ⊢co γ1[C/α] : A1[C/α] ≤ B1[C/α]. Iz
Γ, α,Γ′ ⊢π π sledi Γ,Γ′[C/α] ⊢π π[C/α], od tod pa s pomočjo pravila za tipiziranje
pretvorbe π ⇒ γ dobimo želeno.
Lema 4.4 (Ohranitev tipiziranja pri substituciji tipa). Če je Γ, α,Γ′ ⊢t t : B, potem
Γ,Γ′[A/α] ⊢t t[A/α] : B[A/α].
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Dokaz. Indukcija na izpeljavo Γ, α,Γ′ ⊢t t : B. Na vsakem koraku indukcije pred-
postavimo, da implikacija velja za vse podizpeljave. Obravnavali bomo le nekatere
izmed pravil, saj so argumenti pri ostalih zelo podobni.
Pravilo T-Var: predpostavimo t = x. Iz pravila T-Var dobimo, da velja (x :
B) ∈ Γ ali (x : B) ∈ Γ′. V prvem primeru želeno sledi takoj, saj α ne nastopa v
B. Denimo torej, da velja druga možnost in naredimo substitucijo [A/α]. Dobimo
Γ,Γ′[A/α] ⊢t x : B[A/α] in od tod želeno.
Pravilo T-Unit: predpostavimo t = unit in B = Unit. Ker veljata enakosti
B[A/α] = Unit[A/α] = Unit in unit[A/α] = unit, z uporabo pravila T-Unit dobimo
Γ,Γ′[A/α] ⊢t unit[A/α] : Unit[A/α].
Pravilo T-Fun: predpostavimo t = fun (x : A1) ↦→ t1 in B = A1 → A2, za neka
tipa A1 in A2 ter izraz t1. Iz predpostavke in pravila T-Fun dobimo tipiziranje pod-
izraza Γ, α,Γ′, x : A1 ⊢t t1 : A2. Uporabimo indukcijsko predpostavko in dobimo
Γ,Γ′[A/α], x : A1[A/α] ⊢t t1[A/α] : A2[A/α]. Uporaba pravila T-Fun nam da
Γ,Γ′[A/α] ⊢t (fun (x : (A1[A/α])) ↦→ (t1[A/α])) : (A1[A/α])→ (A2[A/α]),
od tod pa dobimo
Γ,Γ′[A/α] ⊢t (fun (x : A1) ↦→ t1)[A/α] : (A1 → A2)[A/α],
kar smo želeli pokazati.
Pravilo T-TyQuant: predpostavimo t = Λα1.t1 in B = ∀α1.A1. Če je α1 = α,
najprej preimenujemo α1 v drugo svežo spremenljivko in nadaljujemo, zato lahko
predpostavimo α1 ̸= α. Iz T-TyQuant dobimo Γ, α,Γ′, α1 ⊢t t1 : A1 in uporabimo
indukcijsko predpostavko, ki nam da Γ,Γ′[A/α], α′[A/α] ⊢t t1[A/α] : A1[A/α]. Upo-
rabimo praviloT-TyQuant in dobimo Γ,Γ′[A/α] ⊢t Λα1.(t1[A/α]) : ∀α1.(A1[A/α]),
od tod pa sledi želeno.
Pravilo T-TyApp: predpostavimo t = t1 A1 in B = A2[A1/α1]. Iz T-TyApp
dobimo Γ, α,Γ′ ⊢t t1 : ∀α1.A2 in na tem uporabimo indukcijsko predpostavko, ki
nam da Γ,Γ′[A/α] ⊢t t1[A/α] : (∀α1.A2)[A/α]. Iz (∀α1.A2)[A/α] = ∀α1.(A2[A/α])
in T-TyApp sledi
Γ,Γ′[A/α] ⊢t (t1[A/α]) (A1[A/α]) : (A2[A/α])[A1[A/α]/α1],
od tod pa želeno.
Pravilo T-Coerce: predpostavimo t = t1 ▷ γ za nek izraz t1 in pretvorbo γ.
Iz T-Coerce dobimo Γ, α,Γ′ ⊢t t1 : C in Γ, α,Γ′ ⊢co γ : C ≤ B za nek C.
Uporabimo indukcijsko predpostavko in dobimo Γ,Γ′[A/α] ⊢t t1[A/α] : C[A/α], z
uporabo leme 4.3 pa Γ,Γ′[A/α] ⊢co γ[A/α] : C[A/α] ≤ B[A/α]. S pomočjo enakosti
(t1 ▷ γ)[A/α] = (t1[A/α]) ▷ (γ[A/α]) in pravila T-Coerce dobimo, kar smo želeli
dokazati.
Lema 4.5. Če je Γ, ω : π,Γ′ ⊢co γ1 : A ≤ B in Γ,Γ′ ⊢co γ : π, potem
Γ,Γ′ ⊢co γ1[γ/ω] : A ≤ B.
Dokaz. Dokaz z indukcijo na izpeljavo tipa Γ, ω : π,Γ′ ⊢co γ1 : A ≤ B je podoben
kot v dokazu leme 4.3.
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Lema 4.6 (Ohranitev tipiziranja pri substituciji pretvorbe v izrazu). Če veljata
Γ, ω : π,Γ′ ⊢t t : A in Γ,Γ′ ⊢co γ : π, potem
Γ,Γ′ ⊢t t[γ/ω] : A.
Dokaz. Podobno kot v dokazih prejšnjih lem bomo tudi to dokazali z indukcijo na
izpeljavo tipa Γ, ω : π,Γ′ ⊢t t : A. Na vsakem koraku indukcije predpostavimo, da
implikacija velja za vse pod-izpeljave. Obravnavali bomo le nekatere izmed pravil,
saj so argumenti pri ostalih zelo podobni.
Pravilo T-Var: predpostavimo t = x. Ker velja (x : A) ∈ Γ,Γ′ in x[γ/ω] = x,
želeno sledi takoj.
Pravilo T-Unit: predpostavimo t = unit in A = Unit. Velja unit[γ/ω] = unit in
zato iz pravila T-Unit takoj sledi Γ,Γ′ ⊢t unit[γ/ω] : A.
Pravilo T-Fun: predpostavimo t = fun (x : A1) ↦→ t1 in A = A1 → A2, za neka
tipa A1 in A2 ter izraz t1. Iz pravila T-Fun dobimo Γ, ω : π,Γ′, x : A1 ⊢t t1 : A2, na
čimer uporabimo indukcijsko predpostavko in dobimo Γ,Γ′, x : A1 ⊢t t1[γ/ω] : A2.
Ker velja (fun (x : A1) ↦→ t1)[γ/ω] = fun (x : A1) ↦→ (t1[γ/ω]) z uporabo pravila
T-Fun dobimo želeno.
Pravilo T-TyQuant: predpostavimo t = Λα.t1 in A = ∀α.A1. Iz T-TyQuant
dobimo Γ, ω : π,Γ′, α ⊢t t1 : A1 in z uporabo indukcijske predpostavke dobimo
Γ,Γ′, α ⊢t t1[γ/ω] : A1. Ker velja (Λα.t1)[γ/ω] = Λα.(t1[γ/ω]), z uporabo pravila
T-TyQuant dobimo želeno.
Pravilo T-Coerce: predpostavimo t = t1 ▷ γ1 za nek izraz t1 in pretvorbo γ1.
Iz T-Coerce dobimo Γ, ω : π,Γ′ ⊢t t1 : B in Γ, ω : π,Γ′ ⊢co γ1 : B ≤ A. Z
uporabo indukcijske predpostavke dobimo Γ,Γ′ ⊢t t1[γ/ω] : B, z uporabo leme 4.5
pa Γ,Γ′ ⊢co γ1[γ/ω] : B ≤ A. Velja (t1 ▷ γ1)[γ/ω]) = (t1[γ/ω]) ▷ (γ1[γ/ω]) in iz
T-Coerce tako sledi Γ,Γ′ ⊢t (t1 ▷ γ1)[γ/ω] : A.
Pravilo T-CoerApp: predpostavimo t = t1 γ1 za nek izraz t1 in pretvorbo
γ1. Na pod-izpeljavi za t1 uporabimo indukcijsko predpostavko in dobimo izpeljavo
Γ,Γ′ ⊢t t1[γ/ω] : π1 ⇒ A, na pod-izpeljavi za pretvorbo γ1 pa lemo 4.5, ki nam da
Γ,Γ′ ⊢co γ1[γ/ω] : π1. Želeno dobimo z uporabo (t1 γ1)[γ/ω] = (t1[γ/ω]) (γ1[γ/ω])
in pravilom T-CoerceApp.
V naslednji lemi pa bomo pokazali, da se tipi pri substituciji izraza ohranijo.
Lema 4.7 (Ohranitev tipiziranja pri substituciji izraza). Če je Γ, x : B ⊢t t : A in
Γ ⊢t t′ : B, potem velja Γ ⊢t t[t′/x] : A.
Dokaz. Indukcija na izpeljavo Γ, x : B ⊢t t : A. Na vsakem koraku indukcije pred-
postavimo, da implikacija velja za vse podizpeljave. Obravnavali bomo le nekatere
izmed pravil, saj so argumenti pri ostalih zelo podobni.
Pravilo T-Var: predpostavimo t = y za neko spremenljivko y in obravnavamo
dve možnosti. Prva je x ̸= y in tako iz y[t′/x] = y sledi Γ ⊢t y[t′/x] : A, saj iz
Γ, x : B ⊢t t : A sledi (y : A) ∈ Γ, torej Γ ⊢t y : A. Druga možnost je x = y pri
čemer potem velja tudi A = B. Ker je x[t′/x] = t′, iz druge predpostavke v lemi
sledi Γ ⊢t x[t′/x] : A.
Pravilo T-Unit: predpostavimo t = unit in A = Unit. Velja unit[t′/x] = unit,
zato iz pravila T-Unit sledi Γ ⊢t unit[t′/x] : Unit.
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Pravilo T-Fun: predpostavimo t = fun (y : A1) ↦→ t1 in A = A1 → A2, za neka
tipa A1 in A2 ter izraz t1. Predpostavimo, da je y prej neuporabljena spremenljivka,
ter tako y ̸= x, saj v nasprotnem primeru preimenujemo y v svežo (neuporabljeno)
spremenljivko. Iz T-Fun dobimo Γ, x : B, y : A1 ⊢t t1 : A2, kar je ekvivalentno
Γ, y : A1, x : B ⊢t t1 : A2. Ker je y neuporabljena spremenljivka, se ne pojavi v t′ in
zato velja tudi Γ, y : A1 ⊢t t′ : B. Z uporabo indukcijske predpostavke na zadnjih
dveh tipiziranjih tako dobimo Γ, y : A1 ⊢t t1[t′/x] : A2. Ker je (fun (y : A1) ↦→
t1)[t
′/x] = fun (y : A1) ↦→ t1[t′/x] pa z uporabo pravila T-Fun dobimo želeno.
Pravilo T-TyQuant: predpostavimo t = Λα.t1 in A = ∀α.A1. Iz T-TyQuant
dobimo Γ, x : B,α ⊢t t1 : A1 in s podobnim argumentom kot prej uporabimo
indukcijsko predpostavko, da dobimo Γ, α ⊢t t1[t′/x] : A1. Od tod iz (Λα.t1)[t′/x] =
Λα.(t1[t
′/x]) in uporabe pravila T-TyQuant sledi Γ ⊢t t[t′/x] : ∀α.A1.
Pravilo T-TyApp: predpostavimo t = t1 A1 in A = A2[A1/α] za nek izraz t1
in tipa A1 ter A2. Iz T-TyApp sledi Γ, x : B ⊢t t1 : ∀α.A2 in od tod z upo-
rabo indukcijske predpostavke dobimo Γ ⊢t t1[t′/x] : ∀α.A2. Z uporabo pravila
T-TyApp nato dobimo Γ ⊢t t1[t′/x] A1 : A2[A1/α], kar smo želeli pokazati, saj
velja (t1 A1) [t′/x] = (t1[t′/x]) A1.
Pravilo T-Coerce: predpostavimo t = t1 ▷ γ za nek izraz t1 in pretvorbo γ.
Podobno kot prej uporabimo indukcijsko predpostavko na tipiziranju izraza t1 in
nato z uporabo pravila T-Coerce dobimo Γ ⊢t (t1[t′/x]) ▷ γ : A, od tod pa zaradi
(t1 ▷ γ) [t
′/x] = (t1[t′/x]) ▷ γ dobimo želeno.
Pravilo T-Hand: predpostavimo t = {return (y : A1) ↦→ tr, [Op x k ↦→ tOp ]Op∈O}
in A = A1 ⇛ A2. Podobno kot v prejšnjih primerih z uporabo indukcijske predpo-
stavke na tipiziranjih izrazov tr in tOp ter druge predpostavke iz formulacije leme
pridemo do tipiziranja Γ, y : A1 ⊢t tr[t′/x] : Comp A2 in za Op ∈ O do tipiziranja
Γ, y : A1, k : A4 → Comp A2 ⊢t tOp : Comp A2, kjer velja (Op : A3 → A4). Z
uporabo pravila T-Hand dobimo
Γ ⊢t {return (y : A1) ↦→ (tr[t′/x]), [Op x k ↦→ (tOp [t′/x])]Op∈O} : A1 ⇛ A2,
kar pa je po definiciji substitucije izrazov ravno to, kar smo želeli.
Sedaj se lahko lotimo dokazovanja izreka o ohranitvi.
Dokaz izreka 4.1. Z indukcijo na izpeljavo Γ ⊢t t : T .
Na vsakem koraku indukcije predpostavimo, da implikacija velja za vse podiz-
peljave. Tako moramo obravnavati le zadnje pravilo v izpeljavi tipa Γ ⊢t t : T , pri
čemer predpostavimo postavke pravila.
Pravilo T-Var: predpostavimo t = x, (x : T ) ∈ Γ. Ta primer se ne more zgoditi,
saj ni pravila operacijske semantike, ki ima na levi strani spremenljivko.
Pravilo T-Unit: predpostavimo t = unit. Tudi ta primer se ne more zgoditi, saj
je unit vrednost in zato v operacijski semantiki ni pravila, ki ima na levi strani t.
Za ostala pravila tipiziranja vrednosti T-Fun, T-TyQuant, T-Hand in T-
CoerQuant veljajo podobni argumenti, zato ne obravnavamo vsakega posebej.
Pravilo T-Coerce: predpostavimo t = t1 ▷ γ, Γ ⊢t t1 : A, Γ ⊢co γ : A ≤ B
ter T = B. Pokazati moramo Γ ⊢t t′ : B. Eksplicitna pretvorba se v operacijski
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semantiki (sliki 19 in 20) na levi strani pojavi v več različnih pravilih. Obravna-
vati moramo vsako od možnosti, pri čemer bomo na začetku navedli predpostavke
posameznega pravila.
• E-Cast: t1 ⇝ t′1, t′ = t′1 ▷ γ. Na začetku obravnave tega pravila smo predpo-
stavili Γ ⊢t t1 : A, zato iz t1 ⇝ t′1 in indukcijske predpostavke sledi Γ ⊢t t′1 : A.
Ker smo predpostavili tudi Γ ⊢co γ : A ≤ B, z uporabo pravila T-Coerce
dobimo Γ ⊢t t′1 ▷ γ : B, torej velja Γ ⊢t t′ : B.
• E-CastUnit: t1 je vrednost, γ = ⟨Unit⟩, t′ = t1. Iz pravila za tipiziranje
pretvorbe ⟨Unit⟩ dobimo Γ ⊢co γ : Unit ≤ Unit, torej A = B = Unit. Ker je
t′ = t1 velja Γ ⊢t t′ : A, torej tudi Γ ⊢t t′ : B.
• E-CastOpComp: t1 = Op tR (y : A2.t2), γ = Comp γ1, Γ ⊢t t1 : Comp A′,
t′ = Op tR (y : A2.t2 ▷ (Comp γ1)). Velja A = Comp A′ in B = Comp B′ za nek
tip B′. Tip izraza t je tako po pravilu T-Coerce enak Comp B′. Iz tipiziranja
izraza t1 in pravila T-OpCall dobimo (Op : A1 → A2) ∈ Σ, Γ ⊢t tR : A1 in
Γ, y : A2 ⊢t t2 : Comp A′. Velja tudi
Γ, y : A2 ⊢co γ : A ≤ B,
saj spremenljivke izrazov ne nastopajo v tipiziranju pretvorb, zato lahko upo-
rabimo pravilo T-Coerce in dobimo Γ, y : A2 ⊢t t2 ▷ γ : Comp B′. Od tod z
uporabo pravila T-OpCall sledi Γ ⊢t t′ : Comp B′, kar smo želeli.
• E-CastRet: t1 je vrednost, γ = return γ1, t′ = return (t1 ▷ γ1). S podobnimi
argumenti kot prej dobimo tip izraza t1 ▷ γ1 in nato uporabimo pravilo za
tipiziranje T-Return, ki nam da tip izraza t′, ki ga iščemo. V naslednjih dveh
primerih bodo argumenti prav tako podobni, zato zapišimo le predpostavke.
• E-CastRetUnsafe: t1 = return tR, γ = unsafe γ1, t′ = tR ▷ γ1.
• E-CastRetComp: t1 = return tR, γ = Comp γ1, t′ = return (tR ▷ γ1).
Pravilo T-TyApp: predpostavimo t = t1 A, Γ ⊢A A, Γ ⊢t t1 : ∀α.B ter tudi
T = B[A/α]. Podobno kot pri prejšnjem pravilu obravnavamo možnosti.
• E-TyApp: t1 ⇝ t′1, t′ = t′1 A. Indukcijsko predpostavko uporabimo na izrazu
t1 in dobimo Γ ⊢t t′1 : ∀α.B. Z uporabo pravila T-TyApp pa želen rezultat
Γ ⊢t t′ : B[A/α].
• E-TyAppAbs: t1 = (Λα.t2), t′ = t2[A/α]. S podobnim argumentom kot prej
dobimo Γ, α ⊢t t2 : B. S pomočjo leme o ohranitvi tipiziranja pri substituciji
tipa (lema 4.4) pa dobimo želeno Γ ⊢t t2[A/α] : B[A/α].
• E-TyAppCast: t1 = tR ▷ ∀α.γ1, t′ = (tR A) ▷ γ1[A/α]. Tudi tu lahko iz
tipiziranja izraza t1 dobimo Γ ⊢co ∀α.γ1 : ∀α.C ≤ ∀α.B za nek tip C in
Γ ⊢t tR : ∀α.C. Od tod pa podobno Γ, α ⊢co γ1 : C ≤ B. Z uporabo
leme 4.3 dobimo Γ ⊢co γ1[A/α] : C[A/α] ≤ B[A/α] ter na Γ ⊢t tR : ∀α.C
uporabimo pravilo T-TyApp in dobimo Γ ⊢t (tR A) : C[A/α]. Iz T-Coerce
sledi Γ ⊢t t′ : B[A/α], kar smo želeli pokazati.
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Pravilo T-CoerApp: predpostavimo t = t1 γ, Γ ⊢t t1 : π ⇒ T , Γ ⊢co γ : π.
• E-CoerApp: t1 ⇝ t′1, t′ = t′1 γ. Indukcijsko predpostavko uporabimo na
izrazu t1 in dobimo Γ ⊢t t′1 : π ⇒ T . Z uporabo pravila T-CoerApp pa želen
rezultat Γ ⊢t t′ : T .
• E-CoerAppAbs: t1 = (Λ(ω : π).t2), t′ = t2[γ/ω]. S podobnim argumentom
kot prej dobimo Γ, ω : π ⊢t t2 : T . S pomočjo leme o ohranitvi tipiziranja pri
substituciji pretvorbe (lema 4.6) pa dobimo želeno Γ ⊢t t2[γ/ω] : T .
• E-CoerAppCast: t1 = tR ▷ (π ⇒ γ1), t′ = (tR γ) ▷ γ1. Iz tipiziranja izraza
t1 dobimo Γ ⊢t tR : π ⇒ A1 in Γ ⊢co π ⇒ γ1 : π ⇒ A1 ≤ π ⇒ T , ter od
tod Γ ⊢co γ1 : A1 ≤ T , za nek tip A1. Uporabimo pravilo T-CoerApp in
dobimo Γ ⊢t tR γ : A1 in nato pravilo T-Coerce, ki nam da želen rezultat
Γ ⊢t (tR γ) ▷ γ1 : T .
Pravilo T-App: pri dokazu tega pravila ne bomo obravnavali primerov E-App1, E-
App2 in E-AppAbs, saj dokaz poteka podobno kot pri prejšnjih primerih aplikacije,
pri čemer uporabimo lemo 4.7 o ohranitvi tipov pri substituciji izraza. Ogledali si
bomo le primer E-HandCastHand, kjer se pojavi izraz za prestrezanje izračuna.
Predpostavimo t = (tR1 ▷(handToFun γ1 γ2)) tR2 , Γ ⊢t tR1 ▷(handToFun γ1 γ2) : A→ T ,
Γ ⊢t tR2 : A in t′ = (handle (return (tR2 ▷ γ1)) with tR1 ) ▷ γ2. Iz druge predpostavke
lahko pridemo to tipa pretvorbe Γ ⊢co handToFun γ1 γ2 : (A′ ⇛ T ′) ≤ (A → T ) in
izraza Γ ⊢t tR1 : A′ ⇛ T ′, kjer sta A′ in T ′ neka tipa. Od tod pa do tipov pretvorb
Γ ⊢co γ1 : A ≤ A′ in Γ ⊢co γ2 : Comp T ′ ≤ T . Sedaj lahko uporabimo pravila za
tipiziranje in izpeljemo tip izraza t′.
Γ ⊢t tR1 : A′ ⇛ T ′
Γ ⊢t tR2 : A Γ ⊢co γ1 : A ≤ A′
Γ ⊢t tR2 ▷ γ1 : A′
Γ ⊢t return (tR2 ▷ γ1) : Comp A′
Γ ⊢t handle (return (tR2 ▷ γ1)) with tR1 : Comp T ′
Γ ⊢co γ2 : Comp T ′ ≤ T
Γ ⊢t (handle (return (tR2 ▷ γ1)) with tR1 ) ▷ γ2 : T
Pravila T-LetIn, T-Return, T-OpCall in T-Bind uporabljajo podobne ar-
gumente, zato si oglejmo le še pravilo T-Handle.
Pravilo T-Handle: predpostavimo t = handle tc with th, Γ ⊢t th : A ⇛ B,
Γ ⊢t tc : Comp A in T = Comp B. Obravnavati moramo vse možnosti v operacijski
semantiki (slika 20), kjer se t pojavi na levi strani.
• E-Hand1: th ⇝ t′h, t′ = handle tc with t′h. Uporabimo indukcijsko predpo-
stavko in dobimo Γ ⊢t t′h : A⇛ B. Z uporabo pravila T-Handle pridemo do
želenega Γ ⊢t handle tc with t′h : Comp B.
• E-Hand2: podobno kot E-Hand1.
• E-HandRet: th = {return (x : A) ↦→ tr, [Op x k ↦→ tOp ]Op∈O}, tc = return tR,
t′ = tr[tR/x]. Iz tipiziranja izraza th dobimo Γ, x : A ⊢t tr : Comp B, iz
tipiziranja izraza tc pa Γ ⊢t tR : A. Lema 4.7 nam da Γ ⊢t tr[tR/x] : Comp B,
kar smo želeli pokazati.
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• E-HandCast: th = tR2 ▷ (γ1 ⇛ γ2), tc je vrednost. Iz tipiziranja izraza th
dobimo tipiziranja za pretvorbi γ1 in γ2 ter izraz tR2 . Vse skupaj nato sestavimo
s pravili za tipiziranje ter tako dobimo tip izraza t′.
Dokaz je za ostala pravila E-HandOp, E-HandPassOp, E-HandOpCastFun,
E-HandCastHand in E-HandRetCastFun zelo podoben kot pri prejšnjih, zato
jih ne obravnavamo posebej.
Oglejmo si še izrek o delnem napredku. Najprej definirajmo vrednosti, ki pred-
stavljajo izraze, ki so evalvirani – ne pojavijo se na levi strani nobenega od pravil
operacijske semantike in se ne zataknejo.
Definicija 4.8. Izrazu tR rečemo vrednost, če je ene izmed spodnjih oblik.
tR ::= unit
⃓⃓
h
⃓⃓
fun (x : A) ↦→ t ⃓⃓ Λα.t ⃓⃓ Λ(ω : π).t ⃓⃓ tR ▷ (γ1 → γ2)⃓⃓
tR ▷ (γ1 ⇛ γ2)
⃓⃓
tR ▷ (handToFun γ1 γ2)
⃓⃓
tR ▷ (funToHand γ1 γ2)⃓⃓
tR ▷ ∀α.γ ⃓⃓ tR ▷ (π ⇒ γ) ⃓⃓ return tR ⃓⃓ Op tR (y : A.t)
Iz razdelka 4.1 se spomnimo, da se izraz t ▷ (unsafe γ), pri čemer je t oblike
Op t1 (y : B.t2), zatakne. Kot bomo videli v izreku o delnem napredku, so izrazi,
ki vsebujejo eksplicitno pretvorbo te oblike edini, ki se v NoEff-u zataknejo. Zato
definirajmo izraze, ki obstanejo, kot izraze, ki se zataknejo in vsebujejo eksplicitno
pretvorbo prej opisane oblike.
Definicija 4.9. Izraz tS obstane, če je njegova oblika enaka eni izmed spodnjih.
tS ::= Op tR (y : A.t) ▷ unsafe γ
⃓⃓
tS A
⃓⃓
tS ▷ γ
⃓⃓
tS γ
⃓⃓
tS t
⃓⃓
tR tS⃓⃓
let x = tS in t
⃓⃓
return tS
⃓⃓
Op tS (y : A.t)
⃓⃓
do x← tS ; t⃓⃓
handle t with tS
⃓⃓
handle tS with tR
Izrek o delnem napredku nam skupaj z izrekom o ohranitvi da šibko obliko
varnosti tipiziranja. V dokazu izreka bomo videli, kateri izrazi lahko obstanejo in
kateri naredijo korak ali pa so vrednosti.
Izrek 4.10 (Delni napredek). Denimo, da je t zaprt, tipiziran izraz (t. j. ∅ ⊢t t : A
za nek tip A). Potem velja ena izmed spodnjih točk
• t je vrednost,
• t naredi korak v t′,
• t obstane.
Ponovno poudarimo, da v zadnji točki izreka mislimo na izraze oblike tS iz defini-
cije 4.9, ki so podmnožica vseh izrazov, ki se zataknejo. V dokazu bomo potrebovali
tudi spodnjo lemo, ki nam pove kakšne oblike je vrednost posameznega tipa.
Lema 4.11 (Kanonične oblike). Denimo, da je v vrednost. Potem lahko glede na
njen tip določimo njeno obliko.
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• Če je tip v enak Unit, potem je v = unit.
• Če je tip v enak A⇛ B, potem je za neke izraze tr, t1, . . . , tn vrednost v enaka
v = {return (x : A) ↦→ tr,Op1 x k ↦→ t1, . . . ,Opn x k ↦→ tn}, v = tR ▷ (γ1 ⇛ γ2)
ali v = tR ▷ (funToHand γ1 γ2).
• Če je tip v enak A→ B, potem je v = fun (x : A) ↦→ t, v = tR ▷ (γ1 → γ2) ali
v = tR ▷ (handToFun γ1 γ2).
• Če je tip v enak ∀α.A, potem je v = Λα.t ali v = tR ▷ ∀α.γ.
• Če je tip v enak π ⇒ A, potem je v = Λ(ω : π).t ali v = tR ▷ (π ⇒ γ).
• Če je tip v enak Comp A, potem je v = return tR ali v = Op tR (y : A.t).
Dokaz. V definiciji 4.8 so naštete vse možne oblike vrednosti. Za vsako od oblik
s pomočjo tipiziranja izrazov 17 dobimo njen tip. Tako za te tipe vemo kakšna je
vrednost posameznega tipa. Ker ima več vrednosti lahko enako obliko tipa, imamo
za posamezen tip več možnosti, ki ustrezajo temu tipu.
Sedaj se lahko lotimo dokaza izreka o delnem napredku, ki nam bo, kot smo že
omenili, pokazal kateri izrazi lahko obstanejo. Ker so dokazi nekaterih pravil zelo
podobni že dokazanim pravilom, vsakega pravila ne dokažemo popolnoma.
Dokaz. Indukcija na izpeljavo tipa.
Pravilo T-Var: se ne more zgoditi, saj je t zaprt.
Pravilo T-Unit: izraz t = unit je vrednost.
Pravilo T-Fun: izraz t = fun (x : A1) ↦→ t1 je vrednost.
Pravilo T-TyQuant: izraz t = Λα.t1 je vrednost.
Pravilo T-TyApp: velja t = t1 C, ⊢A C, ⊢t t1 : ∀α.B, A = B[C/α]. Po
indukcijski predpostavki za t1 velja ena izmed treh možnosti.
• Izraz t1 je vrednost. Po lemi 4.11 je t1 oblike Λα.t2 ali tR ▷ ∀α.γ. Če je prve
oblike, t po E-TyAppAbs naredi korak v t2[C/α], če pa druge, pa izraz t po
E-TyAppCast naredi korak v (tR C) ▷ γ[C/α].
• Izraz t1 naredi korak v t′1. Po pravilu E-TyApp operacijske semantike iz slike
19 t naredi korak v t′1 C.
• Izraz t1 obstane. Po definiciji 4.9 obstane tudi t = t1 C.
Pravilo T-Coerce: velja t = t1 ▷ γ, ⊢t: t1 : C in ⊢co γ : C ≤ A. Po indukcijski
predpostavki za t1 velja ena izmed treh možnosti.
• Izraz t1 je vrednost. Obravnavajmo različne primere glede na obliko pretvorbe
γ. Ker je γ zaprta, se primera γ = ω in γ = ⟨α⟩ ne moreta zgoditi. Če je γ
katere od oblik γ1 → γ2, γ1 ⇛ γ2, handToFun γ1 γ2, funToHand γ1 γ2, ∀α.γ1 ali
π ⇒ γ1, za neki pretvorbi γ1 in γ2 ter tip pretvorbe π, potem je t po definiciji
4.8 vrednost. Pri γ = ⟨Unit⟩ uporabimo pravilo E-CastUnit in izraz t naredi
korak v t1.
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Denimo, da je γ oblike Comp γ1 za neko pretvorbo γ1. Potem po pravilu tipi-
ziranja pretvorb iz slike 18 velja C = Comp C1 za nek tip C1. Uporabimo lemo
4.11 in dobimo, da je t1 = return tR, kar pomeni, da t po E-CastRetComp
naredi korak v return (tR ▷ γ1), ali da je t1 = Op tR (y : D.t2), torej po
E-CastOpComp dobimo, da t naredi korak v Op tR (y : D.(t2 ▷ Comp γ1)).
Če je γ oblike return γ1, potem uporabimo pravilo E-CastRet in t naredi
korak v return (t1 ▷ γ1). Ostane nam še primer γ = unsafe γ1, kjer po pravilu
za tipiziranje te pretvorbe dobimo C = Comp C1. Ponovno uporabimo lemo
4.11 in dobimo, da je t1 = return tR ali t1 = Op tR (y : D.t2). V prvem primeru
uporabimo pravilo E-CastRetUnsafe in dobimo, da t naredi korak v tR▷γ1.
V drugem primeru pa po definiciji 4.9 izraz t obstane.
• Izraz t1 naredi korak v t′1. Po pravilu E-Cast operacijske semantike iz slike
19 izraz t naredi korak v t′1 ▷ γ.
• Izraz t1 obstane. Po definiciji 4.9 obstane tudi t = t1 ▷ γ.
Pravilo T-Hand: izraz t = {return (x : A) ↦→ tr, [Op x k ↦→ tOp ]Op∈O} je
vrednost.
Pravilo T-CoerQuant: izraz t = Λ(ω : π).t1 je vrednost.
Pravilo T-CoerApp: velja t = t1 γ, ⊢t t1 : π ⇒ A in ⊢co γ : π. Ponovno
uporabimo indukcijsko predpostavko za t1 in obravnavamo vse tri možnosti. Če t1
obstane, po definiciji 4.9 obstane tudi t. Če t1 naredi korak v t′1, po pravilu E-
CoerApp izraz t naredi korak v t′1 γ. V primeru, če je t1 vrednost, pa uporabimo
lemo 4.11, ki nam pove, da je t1 oblike Λ(ω : π).t2 ali tR ▷ (π ⇒ γ1). V prvem
primeru s pomočjo pravila E-CoerAppAbs dobimo, da t naredi korak v t2[γ/ω], v
drugem pa s pomočjo pravila E-CoerAppCast, da t naredi korak v (tR γ) ▷ γ1.
Pravili T-App in T-LetIn: obravnavamo podobno kot prejšnji primer in po-
novno na primernem mestu uporabimo lemo 4.11, da dobimo obliko vrednosti iz
njenega tipa. V teh dveh pravilih nastopata dva podizraza, zato najprej uporabimo
indukcijsko predpostavko na enem in obravnavamo možnosti, nato pa še na drugem.
Pravilo T-Return: velja t = return t1. Na t1 uporabimo indukcijsko predpo-
stavko in obravnavamo možnosti. V primeru, ko je t1 vrednost, je tudi t vrednost,
v primeru, ko t1 obstane, obstane tudi t in v primeru ko t1 naredi korak v t′1, izraz
t naredi korak v return t′1 po pravilu E-Return.
Pravilo T-OpCall: obravnavamo podobno kot prejšnji primer.
Pravilo T-Bind: velja t = do x← t1 ; t2, ⊢t t1 : Comp B, x : B ⊢t t2 : Comp C.
Na izrazu t1 uporabimo indukcijsko predpostavko in obravnavamo vse tri možnosti.
Če t1 obstane, obstane tudi t. Če t1 naredi korak v t′1, ga t po pravilu E-Seq
naredi v do x ← t′1 ; t2. Če pa je t1 vrednost, je po lemi 4.11 oblike return tR ali
Op tR (y : D.t3). V prvem primeru t po pravilu E-SeqRet naredi korak v t2[tR/x],
v drugem pa po E-SeqOp v Op tR (y : D.do x← t3 ; t2).
Pravilo T-Handle: velja t = handle tc with th, ⊢t th : B ⇛ C in ⊢t tc : Comp B.
Na izrazu th uporabimo indukcijsko predpostavko in ponovno obravnavamo vse tri
možnosti. Če th obstane, po definiciji 4.9 obstane tudi t. V primeru, če th naredi
korak v t′h, potem t naredi korak v handle tc with t′h. Če pa je th vrednost, na tc
uporabimo indukcijo predpostavko in ponovno obravnavamo vse tri možnosti, pri
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čemer sta možnosti, ko tc obstane ali naredi korak v t′c zelo podobno kot prej, zato
si oglejmo le možnost, ko je tc vrednost. Ponovno s pomočjo leme 4.11 dobimo
vse tri oblike vrednosti th, ki jih nato posebej obravnavamo ter pri tem po potrebi
obravnavamo še različne oblike vrednosti tc, ki jih prav tako dobimo s pomočjo leme
4.11. Pri obravnavi s pomočjo pravil operacijske semantike iz slike 20 vidimo, da t
naredi korak v t′, ki je drugačen pri vsaki od možnih kombinacij oblik vrednosti th
in tc.
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5 Prevajanje iz ExEff v NoEff
V tem razdelku si bomo ogledali pravila za prevajanje iz ExEff v NoEff ter si
na primeru iz začetka dela ogledali kako delujejo. Na vseh slikah, ki predstavljajo
prevajanje, je na sivem ozadju prikazan tip/izraz v jeziku NoEff.
5.1 Prevajanje tipov
Najprej si oglejmo pravila za prevajanje tipov, ki so predstavljena na sliki 21. Ker
ExEff loči med vrednostmi in izračuni, imamo ločena pravila za prevajanje tipov
vrednosti (Γ ⊢T T : τ ⇝ A ) in izračunov (Γ ⊢C C : τ ⇝ A ), ki pa se v NoEff-u
prevedejo v eno vrsto tipov.
Pri prevajanju tipov izračunov ločimo dve možnosti. Pri prvi je množica učinkov
prazna in tip izračuna T !∅ se prevede v prevod tipa T . Pri drugi možnosti pa množica
učinkov ni prazna in tip T ! ∆ se prevede v Comp A, kjer je A prevod tipa T . Obe
pravili potrebujemo, ker NoEff sledi, če so učinki v izrazu lahko uporabljeni ali ne,
ne sledi pa kateri so uporabljeni, kar je ideja jezika NoEff.
Večina pravil za prevajanje tipov vrednosti je preprostih, zato si oglejmo le neka-
tera izmed njih. Ker funkcije v telesu lahko vsebujejo klice učinkov, so v ExEff-u
tipa T → C, pri čemer je tip učinka ∆ v tipu C = T1 ! ∆ lahko prazna množica.
Prevod tipa funkcije v NoEff-u je enak A → B, pri čemer B ni nujno oblike
Comp B′ za nek B′, saj se pri prevajanju tipa izračuna upošteva množica možnih
učinkov. Primer je tip funkcije Unit → Unit ! {DecideBool}, ki se prevede v tip
Unit→ Comp Unit, tip funkcije Unit→ Unit ! ∅ pa v Unit→ Unit.
Pri prevajanju tipa prestreznika obravnavamo dve možnosti. Pri prvi ima tip
izračuna, ki ga prestreznik sprejme, prazno množico učinkov, torej ima tip T ! ∅, kar
pomeni, da se bo prevedel v A, ki je prevod tipa T in ne v Comp A, ki ga prestreznik
pričakuje. Tipi prestreznikov v ExEff s prazno vhodno množico učinkov se tako
prevedejo v funkcijo v NoEff-u. V drugem primeru, ko množica vhodnih učinkov
ni prazna in imamo tip prestreznika T1 !∆1 ⇛ T2 !∆2, pa se T1 prevede v A in T1 !∆1
v Comp A, tip T2 pa v B. Tip prestreznika se tako prevede v A⇛ B, čeprav za ∆2
ne vemo ali je prazna ali ne, saj prestrezniki v NoEff-u implicitno predpostavijo
izhodni tip oblike izračuna Comp B.
Ker NoEff ne vsebuje skeletov, se tip ∀ς.T prevede v A, kjer je A prevod tipa
T . Pri tem omenimo, da se tipa z istim skeletom v ExEff-u lahko prevedeta v
različna tipa v NoEff-u. Primer sta tipa Unit ! ∅ in Unit ! {Push}, ki imata enaka
skeleta, a prvi se prevede v Unit, drugi pa v Comp Unit. Podobno se zgodi s tipom
oblike ∀δ.T , ki se prav tako prevede v A, saj NoEff ne pozna eksplicitnih učinkov.
Tudi pri tipu (∆1 ≤ ∆2) ⇒ T izpustimo informacije o učinkih in tip se prav tako
prevede le v A, ki je prevod tipa T . Drugače pa se pri prevajanju tipov kvalificiranih
s tipi vrednosti ali izračunov ta informacija ohrani.
Omenimo še, da smo pri prevajanju konzervativni glede ne-praznosti učinkov.
To pomeni, da za spremenljivko učinkov δ predpostavljamo, da je množica učinkov
neprazna.
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nonEmpty(∆) Konzervativna ne-praznost učinkov
nonEmpty(δ) nonEmpty({Op} ∪∆)
Γ ⊢C C : τ ⇝ A Prevajanje tipov izračunov
Γ ⊢T T : τ ⇝ A
Γ ⊢C T ! ∅ : τ ⇝ A
nonEmpty(∆) Γ ⊢T T : τ ⇝ A
Γ ⊢C T ! ∆ : τ ⇝ Comp A
Γ ⊢T T : τ ⇝ A Prevajanje tipov vrednosti
(α : τ) ∈ Γ
Γ ⊢T α : τ ⇝ α Γ ⊢T Unit : Unit⇝ Unit
Γ ⊢T T : τ1 ⇝ A Γ ⊢C C : τ2 ⇝ B
Γ ⊢T T → C : τ1 → τ2 ⇝ A→ B
Γ ⊢T T : τ1 ⇝ A Γ ⊢C C : τ2 ⇝ B
Γ ⊢T T ! ∅⇛ C : τ1 ⇛ τ2 ⇝ A→ B
Γ ⊢T T1 : τ1 ⇝ A Γ ⊢T T2 : τ2 ⇝ B nonEmpty(∆1)
Γ ⊢T (T1 ! ∆1 ⇛ T2 ! ∆2) : τ1 ⇛ τ2 ⇝ A⇛ B
Γ, ς ⊢T T : τ ⇝ A
Γ ⊢T ∀ς.T : ∀ς.τ ⇝ A
Γ, α : τ1 ⊢T T : τ2 ⇝ A
Γ ⊢T ∀(α : τ1).T : τ2 ⇝ ∀α.A
Γ, δ ⊢T T : τ ⇝ A
Γ ⊢T ∀δ.T : τ ⇝ A
Γ ⊢T T : τ ⇝ A
Γ ⊢T (∆1 ≤ ∆2)⇒ T : τ ⇝ A
Γ ⊢T T1 : τ1 ⇝ B1 Γ ⊢T T2 : τ1 ⇝ B2 Γ ⊢T T : τ ⇝ A
Γ ⊢T (T1 ≤ T2)⇒ T : τ ⇝ (B1 ≤ B2)⇒ A
Γ ⊢C C1 : τ1 ⇝ B1 Γ ⊢C C2 : τ1 ⇝ B2 Γ ⊢T T : τ ⇝ A
Γ ⊢T (C1 ≤ C2)⇒ T : τ ⇝ (B1 ≤ B2)⇒ A
Slika 21: Prevajanje tipov iz ExEff v NoEff
5.2 Prevajanje pretvorb
Nadaljujmo s pravili za prevajanje pretvorb, ki so predstavljena na slikah 22 in 23.
Tudi tu pri prevajanju izpustimo informacije o skeletih in učinkih, ki jih NoEff
ne vsebuje. Večina pravil enostavno prevede pretvorbe iz ExEff-a v ekvivalentne
pretvorbe NoEff-a, zato si oglejmo le nekatere izmed teh, podrobneje pa si bomo
ogledali pretvorbe prestreznikov in izračunov, ki so bolj zanimivi.
Pretvorba γ1 → γ2 se prevede v pretvorbo γ′1 → γ′2, pri čemer sta γ′1 in γ′2 prevoda
pretvorb γ1 in γ2. Pretvorbi ∀ς.γ in ∀δ.γ pa v prevod pretvorbe γ, saj informacije o
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skeletih in učinkih izpustimo.
Pri pretvorbah prestreznikov γ1 ⇛ γ2 bomo obravnavali štiri primere. Najprej
obravnavajmo praznost množice učinkov vhodnega izračuna – tako izvornega, kot
ciljnega tipa. Lahko sta obe prazni, obe neprazni ali izvorna neprazna in ciljna pra-
zna. Zadnjo možnost bomo razcepili na dva podprimera, glede na praznost množice
učinkov izhodnega izračuna pri izvornem tipu prestreznika. Primer, ko je izvorna
prazna, ciljna pa neprazna, se ne more zgoditi zaradi kontravariance vhodnega izra-
čuna in monotonosti podtipiziranja.
V prvem primeru, ko je tip γ1 enak T2 !∅ ≤ T1 ! ∅, se tako izvorni, kot ciljni tip iz
ExEff-a prevedeta v tip funkcije v NoEff-u, zato je prevod pretvorbe v NoEff-u
oblike γ′1 → γ′2, pri čemer sta γ′1 in γ′2 prevoda pretvorba γ1 in γ2.
Če je tip γ1 enak T2 !∆2 ≤ T1 !∆1, kjer sta ∆1 in ∆2 neprazni, potem se oba tipa
prevedeta v tip prestreznika v NoEff-u in prevod pretvorbe je prav tako pretvorba
prestreznika oblike γ′1 ⇛ Comp γ′2. Pri tem je γ′2 prevod pretvorbe γ2 tipa T ′1 ≤ T ′2,
zato jo ovijemo še v Comp, saj pretvarjamo med izračuni.
Pri zadnji možnosti, ko je tip pretvorbe γ1 enak T2 ! ∅ ≤ T1 ! ∆1, zapišemo γ1 kot
pretvorbo izračuna γT1 ! γD1 . Denimo, da je tip pretvorbe γ2 enak T ′1 !∆′1 ≤ T ′2 !∆′2 in
ločimo primera, ko je ∆′1 prazna, in ko ni. V obeh primerih se izvorni tip pretvori
v tip prestreznika, ciljni pa v tip funkcije, zato uporabimo pretvorbo handToFun.
Razlika se pojavi pri prevodu pretvorbe γ2, saj se, kot bomo videli v nadaljevanju, v
prvem primeru upošteva prazna množica učinkov, zato uporabimo pretvorbo unsafe,
da premostimo to neskladnost, ki se v drugem primeru ne zgodi.
Oglejmo si še prevode pretvorb izračunov γ1!γ2. Obravnavajmo različne možnosti
za tip pretvorbe γ2. Najprej naj bo Γ ⊢co γ2 : ∅ ≤ ∅. V tem primeru je prevod γ1 !γ2
enak prevodu γ1, saj se tako izvorni, kot ciljni tip prevedeta v čist tip (in ne tip
izračuna Comp A). V drugem primeru naj bo Γ ⊢co γ2 : ∅ ≤ ∆2 za neprazno
množico učinkov ∆2, kjer se ciljni tip prevede v tip izračuna, izvorni pa v čistega.
To razliko premostimo s prevodom v pretvorbo return γ′1, kjer je γ′1 prevod pretvorbe
γ1. V zadnjem primeru pa sta tako izvorni tip učinkov ∆1 kot ciljni tip učinkov ∆2
neprazni množici in velja Γ ⊢co γ2 : ∆1 ≤ ∆2. V tem primeru se γ1 ! γ2 prevede v
Comp γ′1, ki pretvarja izračune v izračune.
5.3 Prevajanje vrednosti
Prevajanje vrednosti jezika ExEff je predstavljeno na slikah 24 in 25, kjer je večina
pravil enostavnih prevodov v ekvivalentne izraze jezika NoEff. Zanimivi so pred-
vsem prevodi prestreznikov in aplikacije učinkov, ki si jih bomo ogledali podrobneje.
Obravnavajmo najprej prevajanje prestreznikov, kjer bomo ločili tri primere
glede na tip prestreznika Tx !O ⇛ T !∆. Prvo pravilo prestreznike oblike {return (x :
T ) ↦→ cr}, ki imajo pri vhodnem izračunu prazno množico učinkov O = ∅, prevede
v običajne funkcije jezika NoEff, kar smo že videli pri prevajanju tipov. Pri tem
se v izračunu cr (in posledično tudi v prevedenem izrazu t) lahko sprožajo računski
učinki, zato je v tipu C = T ! ∆ množica ∆ lahko neprazna.
Z drugim pravilom prevajamo prestreznike tipa Tx !O ⇛ T !∅, kjer je O neprazna
množica učinkov, v prestreznike jezika NoEff. Prestrezniki v NoEff-u delujejo
nad izračuni (so njihovi vhodi in izhodi), da varno posredujejo operacije, ki niso
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Γ ⊢co γ : π ⇝ γ′ Prevajanje pretvorb
(ω : π) ∈ Γ
Γ ⊢co ω : π ⇝ ω Γ ⊢co ⟨Unit⟩ : Unit ≤ Unit⇝ ⟨Unit⟩
(α : τ) ∈ Γ
Γ ⊢co ⟨α⟩ : α ≤ α⇝ ⟨α⟩
Γ ⊢co γ1 : T2 ≤ T1 ⇝ γ′1 Γ ⊢co γ2 : C1 ≤ C2 ⇝ γ′2
Γ ⊢co γ1 → γ2 : (T1 → C1) ≤ (T2 → C2)⇝ γ′1 → γ′2
Γ ⊢co γ1 : T2 ! ∅ ≤ T1 ! ∅⇝ γ′1 Γ ⊢co γ2 : C1 ≤ C2 ⇝ γ′2
Γ ⊢co γ1 ⇛ γ2 : (T1 ! ∅⇛ C1) ≤ (T2 ! ∅⇛ C2)⇝ γ′1 → γ′2
nonEmpty(∆1)
nonEmpty(∆2) Γ ⊢co γ1 : (T2 ! ∆2) ≤ (T1 ! ∆1)⇝ γ′1 Γ ⊢co γ2 : T ′1 ≤ T ′2 ⇝ γ′2
Γ ⊢co (γ1 ⇛ (γ2 ! γ3)) : ((T1 ! ∆1)⇛ (T ′1 ! ∆′1)) ≤ ((T2 ! ∆2)⇛ (T ′2 ! ∆′2))
⇝ γ′1 ⇛ Comp γ′2
nonEmpty(∆1) Γ ⊢co γ1 : T2 ≤ T1 ⇝ γ′1 Γ ⊢co γ2 : (T ′1 ! ∅ ≤ T ′2 ! ∆′2)⇝ γ′2
Γ ⊢co (γ1 ! γ3 ⇛ γ2) : ((T1 ! ∆1 ⇛ T ′1 ! ∅) ≤ (T2 ! ∅⇛ T ′2 ! ∆′2))
⇝ handToFun γ′1 (unsafe γ′2)
nonEmpty(∆1)
nonEmpty(∆′1) Γ ⊢co γ1 : T2 ≤ T1 ⇝ γ′1 Γ ⊢co γ2 : (T ′1 ! ∆′1 ≤ T ′2 ! ∆′2)⇝ γ′2
Γ ⊢co (γ1 ! γ3 ⇛ γ2) : ((T1 ! ∆1 ⇛ T ′1 ! ∆′1) ≤ (T2 ! ∅⇛ T ′2 ! ∆′2))⇝ handToFun γ′1 γ′2
Slika 22: Prevajanje pretvorb iz ExEff v NoEff (1)
prestrežene. Ker pa je ∆ = ∅ in so izračuni, ki jih prestreznik vrne, tipa T ! ∅,
nastopi težava pri prevajanju, saj se prevedejo v izraze tipa B (ki so prevodi tipa
T ) in ne v Comp B, kot bi pričakovali. Zato jih pri prevajanju ovijemo v return
in dobimo želeni tip. Problem se nato pojavi pri prestreženih kontinuacijah, saj te
vsebujejo dodaten return, ki pa ga odpravimo s pretvorbo unsafe, preden jih vstavimo
v predpis operacije, ki pričakuje, da kontinuacija vrne tip A in ne Comp A.
Zadnje pravilo opisuje prevajanje prestreznikov, kjer sta tako O kot ∆ neprazna.
Pri tem pravilu ni posebnosti, saj se prestreznik prevede v prestreznik in izračuni,
ki jih prestreznik vrne, so tipa, ki ima neprazno množico učinkov, kar pomeni, da je
tip prevedenega izračuna pričakovan Comp B.
Oglejmo si še prevajanje aplikacij učinkov. Pri tem je lahko potrebna premostitev
med nečistim in čistim tipom. Za primer vzemimo ExEff vrednost g tipa ∀δ.Int→
α ! δ, ki se prevede v Int → Comp α. Če vrednosti g apliciramo prazno množico
učinkov, je tip te aplikacije Int → α ! ∅, ki pa se prevede v Int → α. V splošnem
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Γ ⊢co γ : π ⇝ γ′ Prevajanje pretvorb
Γ, ς ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢co ∀ς.γ : ∀ς.T1 ≤ ∀ς.T2 ⇝ γ′
Γ ⊢τ τ Γ, α : τ ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢co ∀(α : τ).γ : ∀(α : τ).T1 ≤ ∀(α : τ).T2 ⇝ ∀α.γ′
Γ, δ ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢co ∀δ.γ : ∀δ.T1 ≤ ∀δ.T2 ⇝ γ′
Γ ⊢co γ1 : T1 ≤ T2 ⇝ γ′1 Γ ⊢co γ2 : ∅ ≤ ∅
Γ ⊢co (γ1 ! γ2) : (T1 ! ∅ ≤ T2 ! ∅)⇝ γ′1
Γ ⊢co γ1 : T1 ≤ T2 ⇝ γ′1 Γ ⊢co γ2 : ∅ ≤ ∆2 nonEmpty(∆2)
Γ ⊢co (γ1 ! γ2) : (T1 ! ∅ ≤ T2 ! ∆2)⇝ return γ′1
Γ ⊢co γ1 : T1 ≤ T2 ⇝ γ′1
Γ ⊢co γ2 : ∆1 ≤ ∆2 nonEmpty(∆1) nonEmpty(∆2)
Γ ⊢co (γ1 ! γ2) : (T1 ! ∆1 ≤ T2 ! ∆2)⇝ Comp γ′1
Γ ⊢co γ : T1 ≤ T2 ⇝ γ′ Γ ⊢T T3 : τ ⇝ A1 Γ ⊢T T4 : τ ⇝ A2
Γ ⊢co (T3 ≤ T4)⇒ γ : ((T3 ≤ T4)⇒ T1) ≤ ((T3 ≤ T4)⇒ T2)⇝ A1 ≤ A2 ⇒ γ′
Γ ⊢co γ : T1 ≤ T2 ⇝ γ′ Γ ⊢C C1 : τ ⇝ B1 Γ ⊢C C2 : τ ⇝ B2
Γ ⊢co (C1 ≤ C2)⇒ γ : ((C1 ≤ C2)⇒ T1) ≤ ((C1 ≤ C2)⇒ T2)⇝ B1 ≤ B2 ⇒ γ′
Γ ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢co (∆1 ≤ ∆2)⇒ γ : (∆1 ≤ ∆2)⇒ T1 ≤ (∆1 ≤ ∆2)⇒ T2 ⇝ γ′
Slika 23: Prevajanje pretvorb iz ExEff v NoEff (2)
zato za vrednost v tipa ∀δ.T pri prevajanju potrebujemo pretvorbo γ iz prevoda
tipa T , ki je narejen pri predpostavki nonEmpty(δ), v prevod tipa T [∆/δ]. Tako
pretvorbo dobimo z novim naborom pravil δ ↦→ ∆;Γ ⊢v T ⇝ γ , ki so predstavljena
na sliki 26 in so izpeljana glede na strukturo tipa T . Pri tem potrebujemo tudi
podobna pravila za tipe izračunov, ki so prav tako definirana na sliki 26 in dualna
pravila za pretvorbe tipov v nečiste opredelitve učinkov ∆ ↦→ δ; Γ ⊢v T ⇝ γ in
∆ ↦→ δ; Γ ⊢c C ⇝ γ , ki so predstavljena na sliki 27. Ta dobimo tako, da pri tistih
na sliki 26 zamenjamo učinka na obeh straneh puščice ↦→ ter zamenjamo pretvorbo
unsafe s pretvorbo return in pretvorbo handToFun s pretvorbo funToHand.
Oglejmo si nekatera zanimivejša pravila. Začnimo s primerom, ko je T tip
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Γ ⊢v v : T ⇝ t Prevajanje vrednosti
Γ ⊢v unit : Unit⇝ unit
Γ ⊢T T : τ ⇝ A Γ, x : T ⊢c c : C ⇝ t
Γ ⊢v fun (x : T ) ↦→ c : T → C ⇝ fun (x : A) ↦→ t
Γ ⊢T T : τ ⇝ A Γ, x : T ⊢c cr : C ⇝ t
Γ ⊢v {return (x : T ) ↦→ cr} : T ! ∅⇛ C ⇝ fun (x : A) ↦→ t
nonEmpty(O)
Γ ⊢T Tx : τ ⇝ A Γ, x : Tx ⊢c cr : T ! ∅⇝ tr
[︁
(Op : T
Op
1 → TOp2 ) ∈ Σ
⊢T TOpi : τOpi ⇝ AOpi Γ, x : TOp1 , k : TOp2 → T ! ∅ ⊢c cOp : T ! ∅⇝ tOp
]︁
Op∈O
Γ ⊢v {return (x : Tx) ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : Tx !O ⇛ T ! ∅
⇝
{︁
return (x : A) ↦→ return tr,[︁
Op x k ↦→ return tOp [k ▷ ⟨AOp1 ⟩ → unsafe ⟨AOp2 ⟩/k]
]︁
Op∈O
}︁
nonEmpty(O) nonEmpty(∆) Γ ⊢T Tx : τ ⇝ A Γ, x : Tx ⊢c cr : T ! ∆⇝ tr[︁
(Op : T
Op
1 → TOp2 ) ∈ Σ Γ, x : TOp1 , k : TOp2 → T ! ∆ ⊢c cOp : T ! ∆⇝ tOp
]︁
Op∈O
Γ ⊢v {return (x : Tx) ↦→ cr, [Op x k ↦→ cOp ]Op∈O} : Tx !O ⇛ T ! ∆
⇝ {return (x : A) ↦→ tr, [Op x k ↦→ tOp ]Op∈O}
Slika 24: Prevajanje vrednosti iz ExEff v NoEff (1)
prestreznika T1 ! ∆1 ⇛ T2 ! ∆2, kjer imamo štiri različna pravila, ki nam vrnejo
bodisi pretvorbo prestreznika bodisi pretvorbo funkcije. V prvem primeru, ko je
∆1 prazna množica učinkov, dobimo pretvorbo funkcije γ1 → γ2, pri čemer velja
∆ ↦→ δ; Γ ⊢v T ⇝ γ1 in δ ↦→ ∆;Γ ⊢c T2 ! ∆2⇝ γ2 . V drugem in tretjem primeru
velja ∆1 = δ in ∆ = ∅, najprej si oglejmo drugega, kjer velja še, da je ∆2[∅/δ] pra-
zna množica učinkov. V tem primeru dobimo pretvorbo handToFun γ1 (unsafe γ2),
v tretjem primeru, ko pa ∆2[∅/δ] ni prazna, pa handToFun γ1 (Comp γ2). Ostane
nam še primer, ko ∆1[∆/δ] ni prazna, ki vrne pretvorbo γ1 ⇛ γ2.
Opazimo, da se pri kvalificiranih pretvorbah (T1 ≤ T2)⇒ T3 omejimo na primer,
ko sta tako T1 kot tudi T2 spremenljivki tipov ali učinka. To ni resnejša omejitev, saj
lahko omejitve podtipiziranja poenostavimo v to obliko, kar je natanko to, kar stori
algoritem izpeljave tipov [14]. Oglejmo si na kakšen način lahko splošno omejitev
pretvorimo v omejitev oblike (α1 ≤ α2) ⇒ . . . ⇒ (∆1 ≤ ∆2) ⇒ T . Pri tem
uporabimo tudi funkcijo skeleton [14, stran 46], ki vrne skelet podanega tipa.
Uporabimo pa tudi funkcijo tyFromSkel, ki vrne tip s spremenljivkami ali tip Unit,
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ki ima podan skelet.
tyFromSkel τ = match τ with
| τ1 → τ2 ↦→ α1 → α2 ! δ
| τ1 ⇛ τ2 ↦→ α1 ! δ1 ⇛ α2 ! δ2
| Unit ↦→ Unit
| ∀ς.τ ↦→ ∀ς.α
toVarCoerTy (T1 ≤ T2)⇒ T = match T1 ≤ T2 with
| T ′ ≤ T ′ ↦→ T
| α1 ≤ α2 ↦→ (α1 ≤ α2)⇒ T
| α ≤ T ′ ↦→ let T τ = tyFromSkel(skeleton(T ′))
in toVarCoerTy((T τ ≤ T ′)⇒ T [T τ/α])
| T ′ ≤ α ↦→ let T τ = tyFromSkel(skeleton(T ′))
in toVarCoerTy((T ′ ≤ T τ )⇒ T [T τ/α])
| (T ′1 → T ′′1 ! ∆1) ≤ (T ′2 → T ′′2 ! ∆2) ↦→
toVarCoerTy((T ′2 ≤ T ′1)⇒ toVarCoerTy((T ′′1 ≤ T ′′2 )⇒ (∆1 ≤ ∆2)⇒ T ))
| (T ′1 ! ∆1 ⇛ T ′′1 ! ∆2) ≤ (T ′2 ! ∆3 ⇛ T ′′2 ! ∆4) ↦→
toVarCoerTy((T ′2 ≤ T ′1)⇒
toVarCoerTy((T ′′1 ≤ T ′′2 )⇒
(∆3 ≤ ∆1)⇒ (∆2 ≤ ∆4)⇒ T ))
Če sta tipa T1 in T2 enaka, lahko omejitev izpustimo. Če sta oba že spremen-
ljivki, smo končali. Tretje in četrto pravilo govorita o primeru, ko je eden izmed
tipov spremenljivka. Takrat s pomočjo funkcij skeleton in tyFromSkel dobimo
obliko spremenljivke, ki jo potrebujemo za primerjavo, in rekurzivno kličemo to-
VarCoerTy, pri čemer v tipu T spremenljivko α zamenjamo z novo obliko. Če
sta T1 in T2 funkcijska tipa, razdelimo na več omejitev, ki jih nato ponovno podamo
funkciji toVarCoerTy. Podobno storimo tudi pri tipih prestreznikov.
Oglejmo si še primer preproste refleksivne omejitve podtipiziranja ((Int→ Unit !
δ) ≤ (Int → Unit ! δ)) ⇒ T . Prevod te omejitve je (Int → Comp Unit) ≤ (Int →
Comp Unit), saj konzervativno predpostavimo, da je δ neprazna. Če pa δ instanci-
ramo v ∅, dobimo prevod (Int → Unit) ≤ (Int → Unit). Torej bi morali pretvoriti
pretvorbo prejšnje omejitve v pretvorbo za zadnjo (in obratno), kar pa bi zapletlo
jezik NoEff z dodatnimi oblikami pretvorb, ki se jim z zgornjo omejitvijo izo-
gnemo [14].
Pri tipih izračunov T ! ∆′ ločimo tri primere. Ko je ∆′ = ∅, preprosto vrnemo
pretvorbo γ, ki jo dobimo iz tipa T . V primeru, ko je ∆′[∆/δ] neprazna, vrnemo
pretvorbo Comp γ, kjer pretvorbo γ ponovno dobimo iz tipa T . V zadnjem primeru,
ko je ∆′ = δ in ∆ = ∅, je pri prevajanju vrednosti v predpostavljeno, da je δ
neprazna (da je izračun ne-čist), pravilo pa nam da pretvorbo unsafe γ, saj se δ
instanciira v ∅ in je tako znano, da je izračun čist.
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5.4 Prevajanje izračunov
Prevajanje izračunov je predstavljeno na sliki 28. Nekatera pravila so tudi tu pre-
prosta, zato si oglejmo le zanimivejše izmed njih, ki upoštevajo tip izračuna – če je
množica učinkov prazna ali ne. Pri prevajanju izračuna return v zaradi prazne mno-
žice učinkov izpustimo return in vrnemo prevod vrednosti v. Za prevajanje izračuna
c = do x ← c1 ; c2 imamo dve pravili, glede na tip c. Če je množica učinkov tipa
c prazna, se c prevede v let izraz, v nasprotnem primeru pa v do izraz, saj imata
v prvem primeru tako tip c1 kot tudi tip c2 prazni množici učinkov, v drugem pa
neprazni.
Pri prevodu prestrezanja izračunov handle c with v ločimo tri pravila, glede na
tip izračuna c in prestreznika v. V prvem pravilu je množica učinkov tipa c prazna
(in zato tudi množica učinkov vhodnega tipa prestreznika), kar pomeni, da se v
prevede v funkcijo t1, handle c with v pa posledično v aplikacijo funkcije t1 t2,
kjer je t2 prevod izračuna c. V drugem pravilu predpostavimo Γ ⊢c c : T1 ! ∆1,
pri čemer je ∆1 neprazna, in Γ ⊢v v : T1 ! ∆1 ⇛ T2 ! ∅. Prestreznik v se tako
prevede v prestreznik tv, ki prestreže vse učinke iz ∆1, a še vedno vrača izračune,
ki jih zaradi ne-uporabe učinkov ne pričakujemo. To rešimo z uporabo pretvorbe
unsafe. V zadnjem primeru pa sta tako pri vhodnem kot izhodnem tipu množici
učinkov neprazni, zato se prestreznik prevede v prestreznik, ki vrača izračune in
handle c with v se tako prevede v handle tc with tv, pri čemer sta tc in tv prevoda
izračuna c in vrednosti v.
5.5 Primer prevoda in izrek o ohranitvi tipov
Spomnimo se vrednosti v jeziku ExEff iz razdelka 3, ki smo jo dobili s prevajanjem
funkcije
let f g x = if Decide () then g x else g 0
v ExEff in vsebuje eksplicitne kvantifikatorje.
v = Λς.Λ(α : ς).Λ(α′ : ς).Λδ.Λδ′.Λ(ω : α ≤ α′).Λ(ω′ : δ ≤ {Decide} ∪ δ′).
fun (g : Int→ α ! δ) ↦→ (
fun (x : Int) ↦→ if Decide () then g x else g 0) ▷ (ω ! ω′)
Oglejmo si kako izgleda njen prevod v NoEff z uporabo pravil, ki smo si jih videli
zgoraj, da na primeru spoznamo njihovo uporabo.
Celotna vrednost je abstrakcija skeleta Λς.v1, ki se prevede v prevod vrednosti
v1. Ta je v našem primeru abstrakcija tipa Λ(α : ς).v2, katere prevod je prav tako
abstrakcija tipa Λα.t2, kjer je t2 prevod vrednosti v2 = Λ(α′ : ς).v3, ki jo prevedemo
na podoben način. Ker je v3 = Λδ.Λδ′.v4 abstrakcija učinkov, ki v telesu prav
tako vsebuje abstrakcijo učinkov, nadaljujemo s prevodom vrednosti v4 = Λ(ω : α ≤
α′).Λ(ω′ : δ ≤ {Decide}∪δ′).v5. Tu z uporabo pravil za prevod abstrakcije pretvorbe
tipov vrednosti in tipov učinkov dobimo
v ⇝ Λα.Λα′.Λ(ω : α ≤ α′).t5,
kjer je t5 prevod vrednosti v5 = fun (g : Int → α ! δ) ↦→ v6. Pri tej najprej
prevedemo tip argumenta v Int→ Comp α, kjer je zaradi konzervativne ne-praznosti
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učinkov δ ciljni tip enak Comp α in ne α. Prevod telesa funkcije pa je eksplicitna
pretvorba nove funkcije, torej t5 = fun (g : Int → Comp α) ↦→ (fun (x : Int) ↦→
t6)▷Comp ω, kjer je t6 prevod izraza if Decide () then g x else g 0, ki pa ga v pravilih
nismo določili. Pretvorba ω ! ω′ pa se prevede v Comp ω, saj velja nonEmpty(δ)
in nonEmpty({Decide} ∪ δ′). Skupno se tako v prevede v spodnji izraz v jeziku
NoEff.
v ⇝ Λα.Λα′.Λ(ω : α ≤ α′).fun (g : Int→ Comp α) ↦→ (fun (x : Int) ↦→ t6) ▷ Comp ω
Pri prevajanju iz ExEff-a v NoEff želimo zagotoviti, da se ohranijo določene
lastnosti programov. Denimo, da imamo neko ExEff vrednost v tipa T . Pri pre-
vajanju v NoEff izraz t želimo, da se T prevede v nek tip A, ki je po pravilih
tipiziranja jezika NoEff tip izraza t. Podobno želimo tudi za izračune c, kar skupaj
povzame spodnji izrek.
Izrek 5.1 (Ohranitev tipov pri prevajanju). Veljata spodnji trditvi.
• Če je Γ ⊢v v : T ⇝ t in ⊢Γ Γ⇝ Γ′ , potem je Γ ⊢T T : τ ⇝ A in Γ′ ⊢t t : A.
• Če je Γ ⊢c c : C ⇝ t in ⊢Γ Γ⇝ Γ′ , potem je Γ ⊢C C : τ ⇝ B in Γ′ ⊢t t : B.
V izreku se pojavijo prevodi okolij tipiziranja, ki so predstavljeni na sliki 29 in
preslikajo ExEff okolje v NoEff okolje. Pri tem izpustijo informacije o skeletih
in učinkih, ki jih v NoEff ne potrebujemo.
Zgornjega izreka v tem delu ne bomo dokazali, dokazan pa je v jeziku Abella
v [12].
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Γ ⊢v v : T ⇝ t Prevajanje vrednosti
Γ, ς ⊢v v : T ⇝ t
Γ ⊢t Λς.v : ∀ς.T ⇝ t
Γ ⊢v v : ∀ς.T ⇝ t
Γ ⊢v v τ : T [τ/ς]⇝ t
Γ, α : τ ⊢v v : T ⇝ t
Γ ⊢v Λ(α : τ).v : ∀(α : τ).T ⇝ Λα.t
Γ ⊢v v : ∀(α : τ).T ⇝ t Γ ⊢T T1 : τ ⇝ A
Γ ⊢v v T1 : T [T1/α]⇝ t A
Γ, δ ⊢v v : T ⇝ t
Γ ⊢v Λδ.v : ∀δ.T ⇝ t
Γ ⊢v v : ∀δ.T ⇝ t δ ↦→ ∆;Γ ⊢v T ⇝ γ
Γ ⊢v v ∆ : T [∆/δ]⇝ t ▷ γ
Γ, ω : T1 ≤ T2 ⊢v v : T ⇝ t Γ ⊢T T1 : τ ⇝ A Γ ⊢T T2 : τ ⇝ B
Γ ⊢v Λ(ω : T1 ≤ T2).v : (T1 ≤ T2 ⇒ T )⇝ Λ(ω : A ≤ B).t
Γ, ω : C1 ≤ C2 ⊢v v : T ⇝ t Γ ⊢C C1 : τ ⇝ A Γ ⊢C C2 : τ ⇝ B
Γ ⊢v Λ(ω : C1 ≤ C2).v : (C1 ≤ C2 ⇒ T )⇝ Λ(ω : A ≤ B).t
Γ, ω : ∆1 ≤ ∆2 ⊢v v : T ⇝ t
Γ ⊢v Λ(ω : ∆1 ≤ ∆2).v : (∆1 ≤ ∆2 ⇒ T )⇝ t
Γ ⊢v v : (T1 ≤ T2)⇒ T ⇝ t Γ ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢v v γ : T ⇝ t γ′
Γ ⊢v v : (C1 ≤ C2)⇒ T ⇝ t Γ ⊢co γ : C1 ≤ C2 ⇝ γ′
Γ ⊢v v γ : T ⇝ t γ′
Γ ⊢v v : (∆1 ≤ ∆2)⇒ T ⇝ t Γ ⊢co γ : ∆1 ≤ ∆2
Γ ⊢v v γ : T ⇝ t
Γ ⊢v v : T1 ⇝ t Γ ⊢co γ : T1 ≤ T2 ⇝ γ′
Γ ⊢v v ▷ γ : T2 ⇝ t ▷ γ′
Slika 25: Prevajanje vrednosti iz ExEff v NoEff (2)
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δ ↦→ ∆;Γ ⊢v T ⇝ γ Pretvorbe tipov vrednosti iz nečiste instanciacije učinkov
δ ↦→ ∆;Γ ⊢v Unit⇝ ⟨Unit⟩
∆ ↦→ δ; Γ ⊢v T ⇝ γ1 δ ↦→ ∆;Γ ⊢c C ⇝ γ2
δ ↦→ ∆;Γ ⊢v T → C ⇝ γ1 → γ2
∆ ↦→ δ; Γ ⊢v T ⇝ γ1 δ ↦→ ∆;Γ ⊢c C ⇝ γ2
δ ↦→ ∆;Γ ⊢v T ! ∅⇛ C ⇝ γ1 → γ2
∆2[∅/δ] = ∅ ∅ ↦→ δ; Γ ⊢v T1 ⇝ γ1 δ ↦→ ∅; Γ ⊢v T2 ⇝ γ2
δ ↦→ ∅; Γ ⊢v T1 ! δ ⇛ T2 ! ∆2 ⇝ handToFun γ1 (unsafe γ2)
nonEmpty(∆2[∅/δ]) ∅ ↦→ δ; Γ ⊢v T1 ⇝ γ1 δ ↦→ ∅; Γ ⊢v T2 ⇝ γ2
δ ↦→ ∅; Γ ⊢v T1 ! δ ⇛ T2 ! ∆2 ⇝ handToFun γ1 (Comp γ2)
nonEmpty(∆1[∆/δ])
∆ ↦→ δ; Γ ⊢c T1 ! ∆1 ⇝ γ1 δ ↦→ ∆;Γ, δ′ ⊢c T2 ! δ′ ⇝ γ2 fresh δ′
δ ↦→ ∆;Γ ⊢v T1 ! ∆1 ⇛ T2 ! ∆2 ⇝ γ1 ⇛ γ2
δ ↦→ ∆;Γ, ς ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢v ∀ς.T ⇝ γ
δ ↦→ ∆;Γ, α : τ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢v ∀α : τ.T ⇝ ∀α.γ
δ ↦→ ∆;Γ, δ′ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢v ∀δ′.T ⇝ γ
δ ↦→ ∆;Γ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢v α1 ≤ α2 ⇒ T ⇝ α1 ≤ α2 ⇒ γ
δ ↦→ ∆;Γ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢v ∆1 ≤ ∆2 ⇒ T ⇝ γ
δ ↦→ ∆;Γ ⊢c C ⇝ γ Pretvorbe tipov izračunov iz nečiste instanciacije
učinkov
δ ↦→ ∆;Γ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢c T ! ∅⇝ γ
δ ↦→ ∅; Γ ⊢v T ⇝ γ
δ ↦→ ∅; Γ ⊢c T ! δ ⇝ unsafe γ
nonEmpty(∆′[∆/δ]) δ ↦→ ∆;Γ ⊢v T ⇝ γ
δ ↦→ ∆;Γ ⊢c T ! δ′ ⇝ Comp γ
Slika 26: Pretvorbe tipov iz nečiste instanciacije učinkov
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∆ ↦→ δ; Γ ⊢v T ⇝ γ Pretvorbe tipov vrednosti v nečiste instanciacije učinkov
∆ ↦→ δ; Γ ⊢v Unit⇝ ⟨Unit⟩
δ ↦→ ∆;Γ ⊢v T ⇝ γ1 ∆ ↦→ δ; Γ ⊢c C ⇝ γ2
∆ ↦→ δ; Γ ⊢v T → C ⇝ γ1 → γ2
δ ↦→ ∆;Γ ⊢v T ⇝ γ1 ∆ ↦→ δ; Γ ⊢c C ⇝ γ2
∆ ↦→ δ; Γ ⊢v T ! ∅⇛ C ⇝ γ1 → γ2
∆2[∅/δ] = ∅ δ ↦→ ∅; Γ ⊢v T1 ⇝ γ1 ∅ ↦→ δ; Γ ⊢v T2 ⇝ γ2
∅ ↦→ δ; Γ ⊢v T1 ! δ ⇛ T2 ! ∆2 ⇝ funToHand γ1 (return γ2)
nonEmpty(∆2[∅/δ]) δ ↦→ ∅; Γ ⊢v T1 ⇝ γ1 ∅ ↦→ δ; Γ ⊢v T2 ⇝ γ2
∅ ↦→ δ; Γ ⊢v T1 ! δ ⇛ T2 ! ∆2 ⇝ funToHand γ1 (Comp γ2)
nonEmpty(∆1[∆/δ])
δ ↦→ ∆;Γ ⊢c T1 ! ∆1 ⇝ γ1 ∆ ↦→ δ; Γ, δ′ ⊢c T2 ! δ′ ⇝ γ2 fresh δ′
∆ ↦→ δ; Γ ⊢v T1 ! ∆1 ⇛ T2 ! ∆2 ⇝ γ1 ⇛ γ2
∆ ↦→ δ; Γ, ς ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢v ∀ς.T ⇝ γ
∆ ↦→ δ; Γ, α : τ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢v ∀α : τ.T ⇝ ∀α.γ
∆ ↦→ δ; Γ, δ′ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢v ∀δ′.T ⇝ γ
∆ ↦→ δ; Γ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢v α1 ≤ α2 ⇒ T ⇝ α1 ≤ α2 ⇒ γ
∆ ↦→ δ; Γ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢v ∆1 ≤ ∆2 ⇒ T ⇝ γ
∆ ↦→ δ; Γ ⊢c C ⇝ γ Pretvorbe tipov izračunov v nečiste instanciacije učinkov
∆ ↦→ δ; Γ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢c T ! ∅⇝ γ
∅ ↦→ δ; Γ ⊢v T ⇝ γ
∅ ↦→ δ; Γ ⊢c T ! δ ⇝ return γ
nonEmpty(∆′[∆/δ]) ∆ ↦→ δ; Γ ⊢v T ⇝ γ
∆ ↦→ δ; Γ ⊢c T ! δ′ ⇝ Comp γ
Slika 27: Pretvorbe tipov v nečiste instanciacije učinkov
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Γ ⊢c c : C ⇝ t Prevajanje izračunov
Γ ⊢v v1 : T → C ⇝ t1 Γ ⊢v v2 : T ⇝ t2
Γ ⊢c v1 v2 : C ⇝ t1 t2
Γ ⊢v v : T ⇝ t1 Γ, x : T ⊢c c : C ⇝ t2
Γ ⊢c let x = v in c : C ⇝ let x = t1 in t2
Γ ⊢v v : T ⇝ t
Γ ⊢c return v : T ! ∅⇝ t
(Op : T1 → T2) ∈ Σ Γ ⊢T T1 : τ1 ⇝ A
Γ ⊢T T2 : τ2 ⇝ B Γ ⊢v v : T1 ⇝ tv Γ, x : T2 ⊢c c : T ! ∆⇝ tc Op ∈ ∆
Γ ⊢c Op v (y : T2.c) : T ! ∆⇝ Op tv (y : B.tc)
Γ ⊢c c1 : T1 ! ∅⇝ t1 Γ, x : T1 ⊢c c2 : T2 ! ∅⇝ t2
Γ ⊢c (do x← c1 ; c2) : T2 ! ∅⇝ let x = t1 in t2
nonEmpty(∆) Γ ⊢c c1 : (T1 ! ∆)⇝ t1 Γ, x : T1 ⊢c c2 : (T2 ! ∆)⇝ t2
Γ ⊢c do x← c1 ; c2 : (T2 ! ∆)⇝ do x← t1 ; t2
Γ ⊢c c : T ! ∅⇝ t2 Γ ⊢v v : (T ! ∅⇛ C)⇝ t1
Γ ⊢c (handle c with v) : C ⇝ t1 t2
Γ ⊢c c : T1 ! ∆1 ⇝ tc
nonEmpty(∆1) Γ ⊢v v : (T1 ! ∆1 ⇛ T2 ! ∅)⇝ tv Γ ⊢T T2 : τ ⇝ A
Γ ⊢c (handle c with v) : T2 ! ∅⇝ (handle tc with tv) ▷ unsafe ⟨A⟩
nonEmpty(∆2)
Γ ⊢c c : T1 ! ∆1 ⇝ tc Γ ⊢v v : (T1 ! ∆1 ⇛ T2 ! ∆2)⇝ tv nonEmpty(∆1)
Γ ⊢c (handle c with v) : T2 ! ∆2 ⇝ handle tc with tv
Γ ⊢c c : C1 ⇝ t Γ ⊢co γ : C1 ≤ C2 ⇝ γ′
Γ ⊢c c ▷ γ : C2 ⇝ t ▷ γ′
Slika 28: Prevajanje izračunov iz ExEff v NoEff
51
⊢Γ Γ⇝ Γ′ Prevajanje okolij tipiziranja
⊢Γ ϵ⇝ ϵ
⊢Γ Γ⇝ Γ′
⊢Γ Γ, ς ⇝ Γ′
⊢Γ Γ⇝ Γ′
⊢Γ Γ, α : τ ⇝ Γ′, α
⊢Γ Γ⇝ Γ′
⊢Γ Γ, δ ⇝ Γ′
⊢Γ Γ⇝ Γ′ Γ ⊢T T : τ ⇝ A
⊢Γ Γ, x : T ⇝ Γ, x : A
⊢Γ Γ⇝ Γ′ Γ ⊢T T1 : τ ⇝ A Γ ⊢T T2 : τ ⇝ B
⊢Γ Γ, ω : T1 ≤ T2 ⇝ Γ′, ω : A ≤ B
⊢Γ Γ⇝ Γ′ Γ ⊢C C1 : τ ⇝ A Γ ⊢C C2 : τ ⇝ B
⊢Γ Γ, ω : C1 ≤ C2 ⇝ Γ′, ω : A ≤ B
⊢Γ Γ⇝ Γ′ Γ ⊢∆ ∆1 Γ ⊢∆ ∆2
⊢Γ Γ, ω : ∆1 ≤ ∆2 ⇝ Γ′
Slika 29: Prevajanje ExEff okolja za tipiziranje v NoEff okolje za tipiziranje
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6 Implementacija v OCaml-u
V tem razdelku si bomo na kratko ogledali razširitev Eff-a v programskem jeziku
OCaml, ki je dostopna v [15]. Pri implementaciji je bil dodan nov ciljni jezik noeff,
ki vsebuje sintakso jezika, funkcije za prevajanja iz ExEff-a in njegov ciljni jezik
skupaj z implementacijo prevajanja v OCaml.
Prevajanje iz jezika ExEff je razdeljeno na funkcije glede na pravila prevajanja
opisana v razdelku 5. Ker sta implementaciji sintakse dokaj podobni, je prevajanje
razmeroma preprosto, z izjemo implementacije pravil, ki smo jih podrobneje razlo-
žili, na primer prevajanje pretvorb za prestreznike, ki mora obravnavati različne
kombinacije tipov učinkov. Pri tem si za ugotavljanje tipov pomagamo s funkcijami
v modulu TypeChecker. Tu definiramo tudi pomožne funkcije, ki pripomorejo k
jasnosti programa. Še nekoliko več različnih možnosti moramo obravnavati za tipe
prestreznikov pri implementaciji funkcij, ki vrneta pretvorbe tipov iz in v nečiste
instanciacije učinkov (pravila iz slik 26 in 27).
Posebej so definirane tudi funkcije za substitucije spremenljivk tipov v tipih in
pretvorbah, spremenljivk pretvorb v pretvorbah in izrazih ter spremenljivk izrazov
v izrazih. Definirane so z obravnavo možnih oblik tipa, pretvorbe ali izraza.
Ker je NoEff blizu običajnega OCaml-a, je prevajanje vanj dokaj neposredno.
Pred vsakim prevodom programa dodamo glavo z definicijami tipov, ki v OCaml-u
niso definirani, kot je prikazano spodaj.
type ('eff_arg, 'eff_res) effect = ..
type 'a computation =
| Value : 'a -> 'a computation
| Call : ('eff_arg, 'eff_res) effect *
'eff_arg * ('eff_res -> 'a computation)
-> 'a computation
type ('a, 'b) handler_clauses =
{
value_clause : 'a -> 'b;
effect_clauses :
'eff_arg 'eff_res. ('eff_arg, 'eff_res) effect ->
'eff_arg -> ('eff_res -> 'b) -> 'b
}
Prva predstavlja tip učinkov, ki ga lahko razširjamo, druga tip izračunov Comp ′a,
tretja pa predpise prestreznika, ki pretvarja izračune Comp ′a v izračune Comp ′b.
Poleg tega potrebujemo tudi pomožno funkcijo, ki predpise prestreznika spremeni v
prestreznik.
let handler (h : ('a, 'b) handler_clauses) =
let rec handler_fun =
function
| Value x -> h.value_clause x
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| Call (eff, arg, k) ->
let clause = h.effect_clauses eff
in clause arg (fun y -> handler_fun (k y))
in
handler_fun
Z rekurzijo definiramo pomožno funkcijo handler_fun, saj se v primeru klica ope-
racije ovije okrog aplicirane kontinuacije, da se tudi v njej učinke prestreza z istim
prestreznikom.
Kot smo omenili že v razdelku 2.2, moramo za združevanje izračunov definirati
operator >>= (bind), ki pa je tu splošen, saj nimamo vnaprej določene množice
učinkov, ampak so učinki lahko deklarirani med izvajanjem programa.
let rec (>>=) (c : 'a computation) (f : 'a -> 'b computation) =
match c with
| Value x -> f x
| Call (eff, arg, k) -> Call (eff, arg, (fun y -> (k y) >>= f))
Poleg tega v glavi za vsako pretvorbo iz slike 16 definiramo tudi funkcije pretvorb,
ki se kličejo ob eksplicitnih pretvorbah izrazov, saj tudi te v OCamlu niso definirane.
Pretvorba se tako prevede le kot ime funkcije, ki je definirana v glavi, izraz ki ga
želimo pretvoriti, pa se ji poda kot argument.
Oglejmo si nekaj primerov implementacij teh funkcij. Začnimo s pretvorbo
Comp γ.
let rec coer_computation coer comp =
match comp with
| Value t -> Value (coer t)
| Call (eff, arg, k) ->
Call (eff, arg, fun x -> coer_computation coer (k x))
Funkcija coer_computation sprejme funkcijo coer, ki predstavlja pretvorbo γ, ar-
gument comp pa predstavlja izračun, ki ga pretvarjamo. V telesu funkcije sledimo
praviloma E-CastOpComp in E-CastRetComp operacijske semantike, ki je pred-
stavljena na sliki 19. V primeru izraza return t tako vrnemo izraz return (t ▷ γ) –
funkcijo coer pokličemo z argumentom t. V primeru klica operacije Op t1 (y : B.t2)
pa vrnemo klic operacije, kjer telo kontinuacije pretvorimo s coer_computation.
Nadaljujmo s pretvorbo γ1 → γ2, kjer sledimo pravilu E-AppCast.
let coer_function coer1 coer2 t1 = fun t2 -> coer2 (t1 (coer1 t2))
Tu definiramo funkcijo coer_function, ki sprejme funkciji pretvorb γ1 in γ2 ter
izraz t1. Za razliko od prej coer_function vrne funkcijo, ki sprejme izraz t2, ki
ga poda funkciji coer1, to pa aplicira izrazu t1. Vse skupaj poda funkciji coer2,
kar je rezultat vrnjene funkcije. Razlog za to je pravilo operacijske semantike E-
AppCast, ki v aplikaciji funkcije vsebuje pretvorbo γ1 → γ2, ki pa se drugje ne
pojavi.
Oglejmo si še pretvorbi handToFun γ1 γ2 in funToHand γ1 γ2.
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let coer_h_to_fun coer1 coer2 t1 =
fun t2 -> coer2 (t1 (Value (coer1 t2)))
let rec coer_fun_to_h coer1 coer2 t1 =
fun t2 -> match t2 with
| Value t -> coer2 (t1 (coer1 t))
| Call (eff, arg, k) -> Call (eff, arg,
fun x -> (coer_fun_to_h coer1 coer2 t1) (k x))
Prva sledi pravilu E-HandCastHand in spremeni prestreznik t1 v funkcijo tako,
da argument ovije v izračun in ga nato prestreže, pri tem pa podobno kot prej
upošteva še pretvorbi coer1 in coer2. Ker smo prestreznike predstavili kot funkcije,
argument ovit v izračun podamo funkciji t1, ki predstavlja prestreznik.
Druga pretvorba, ki se v operacijski semantiki pojavi v E-HandOpCastFun in
E-HandRetCastFun, pa podobno kot v coer_computation obravnava izračun,
ki ga prestrezamo. Če kot argument dobi ovito vrednost Value t, s pretvorjeno
vrednostjo coer1 t kliče funkcijo t1, nato pa njen rezultat pretvori še s funkcijo
coer2. Če pa kot argument dobi klic operacije, pa pretvorbo le posreduje naprej v
kontinuacijo.
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7 Zaključek
V delu smo videli kako z definiranjem lastnih računskih učinkov in prestreznikov
rešujemo probleme za nov način, ki nam omogoča določeno mero fleksibilnosti. Z
definiranjem novih prestreznikov v razdelku 2.1 smo namreč brez sprememb kode
dobili različne informacije o boolovi formuli. Videli smo, kako lahko s pomočjo
učinkov definiramo sklad, kjer bi lahko z novih prestreznikom enostavno spremenili
njegovo notranjo implementacijo, pri čemer bi uporaba ostala enaka.
Na pomanjkljivosti novih konstruktov smo naleteli pri prevajanju v OCaml, kjer
se je pokazala slabost naivnega prevajanja, ki občutno poslabša učinkovitost. Z opi-
sanimi izboljšavami v eksplicitno tipiziranem jeziku ExEff jih odpravimo, nato pa
optimiziran program prevedemo v jezik brez učinkov, kar je bila glavna tema tega
dela. Pri tem smo omenili izrek 5.1 dokazan v [12], ki zagotavlja, da se tipi pri pre-
vajanju ohranijo. Kot odprt problem pa ostane dokaz izreka o ohranitvi semantike
pri prevajanju, ki pa je težji problem.
Računski učinki s stabilnimi optimizacijami s pomočjo eksplicitno tipiziranega
jezika tako postajajo vse bolj uporabni v praksi, saj učinkovitost ni več daleč od
ročno napisane kode. Pri tem še vedno obstajajo odprte možnosti za kompleksnejše
optimizacije, kot so na primer optimizacije za gnezdene prestreznike [13].
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