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We consider a Fermi liquid model with density-density as well as quadrupolar forward scattering interactions
parametrized by the Landau parameters F0 and F2. Using bosonization and a decimation technique, we compute
collective modes and spectral functions for a huge range of interactions, ranging from strong repulsion to strong
attraction in either angular momentum channels. We present a dynamical phase diagram showing a region
of parameters where the collective modes structure changes abruptly, possibly signaling a dynamical phase
transition.
I. INTRODUCTION
Quadrupolar interactions in Fermi liquids are increasingly
been considered due to the possible relevance in understand-
ing the strange metal behavior observed in several highly cor-
related electron systems1. Attractive quadrupolar interactions
trigger an electronic isotropic-nematic quantum phase transi-
tion2. This transition could be at the bottom of anisotropic
transport properties observed in several materials, running
from cuprates superconductors3, pnictides4, quantum Hall de-
vices5 and heavy fermions systems6.
Even though a systematic classification of the isotropic-
nematic quantum critical point is still lacking, the order pa-
rameter dynamics is reasonably well understood. In particu-
lar, the most relevant contribution to the Fermionic dynamics
at criticality seems to come from an overdamped collective
excitation with cubic dispersion relation7. Moreover, super-
conducting instabilities in the presence of quadrupolar inter-
actions open the possibility of very interesting states of mat-
ter8–10 with novel topological excitations combining fractional
vortex and disclinations.
In the usual theory of Fermi liquids11, two-body forward
scattering interactions are parametrized by Landau parameters
Fℓ, with ℓ = 0, 1, 2, . . ., where the index ℓ labels angular mo-
mentum representations. For instance, while F0 parametrizes
the isotropic density-density interaction, F2 measures the
intensity of quadrupolar interactions. In Ref. 7, a simple
model with pure quadrupolar coupling was studied near the
isotropic-nematic phase transition driven by the Pomeranchuk
instability, F2 ∼ −1. Interestingly, it was observed that the
Goldstone mode (in the nematic phase) has a precursor in
the disordered isotropic phase which dominates the dynamics
near the phase transition.
With this motivation in mind, we present in this paper a de-
tailed analysis of the collective modes structure of a more gen-
eral model, taking into account density as well as quadrupolar
interactions. We explore collective modes in a huge range of
parameters, running from strong repulsive to strong attractive
interactions in both angular momentum channels, up to the
Pomeranchuk instability region.
By means of a two-dimensional Bosonization tech-
nique12–19, we parametrize Fermi surface deformations in
terms of a set of chiral Bosons. We write an evolution equa-
tion in the semiclassical approximation, analog to the Landau
Fermi liquid formalism. Using an angular momentum basis,
the model is reduced to a set of infinitely coupled harmonic
oscillators. Each oscillator describes a Fermi surface defor-
mation mode with a specific symmetry. In this way, the model
is mapped into a classical chain of harmonic oscillators, in
which the angular momentum label, ℓ, plays the role of lat-
tice sites in a one-dimensional chain. Taking advantage of
this structure, we are able to exactly compute Green functions
using a recursive decimation procedure20; a particular imple-
mentation of the real space renormalization group theory21–23.
By looking for Green functions singularities, we compute col-
lective modes and spectral functions. In this way, we are able
to build a dynamical phase diagram (Fig. 2) in the (F0, F2)
plane. We show that, in specific regions of this plane, the
Fermi surface dynamics changes abruptly, signaling a dynam-
ical phase transition.
The main results of the paper are displayed in Figs. 4 and 5,
in which we show longitudinal as well as transverse quadrupo-
lar spectral functions for different regions of the dynamical
phase diagram (Fig. 2). In Fig. 4(a), we show the equiva-
lent of the Landau zero sound for the quadrupolar interaction,
expected to occur for repulsive couplings, while in the sec-
ond panel, Fig. 4(b), an unexpected result is displayed. Due
to the quadrupolar attraction, besides the Landau zero sound,
another well-defined collective mode appears at high frequen-
cies, clearly separated from the particle-hole continuum. As
the attraction becomes stronger, these two energy levels ap-
proximate each other and finally melt in a single damped
mode at a critical value of the Landau parameters, in which the
Green function has a second-order pole. This is an example of
a so called “exceptional point” in open quantum systems24,25.
At these points, eigenfunctions properties, such as orthogonal-
ity and phase rigidity suddenly change and have been associ-
ated with a dynamical phase transition (DPT)26. This sudden
change in the dynamics occurs in an extended region of the
parameter space (white region in Fig. 2). For stronger attrac-
tive interactions, near the Pomeranchuk instability, the over-
damped mode, which is present in the whole attractive region,
acquires a huge spectral weight, as shown in Fig. 4(c). This
mode is identified as the precursor of the nematic Goldstone
mode, computed in Ref. 7. Finally, Fig. 5 displays the spectral
function of transverse modes. This type of modes cannot ex-
ist in a Fermi liquid with isotropic interactions. However, they
are possible when higher angular momentum components of
2the interactions are considered. Very recently, an equivalent
excitation called share sound was computed in a Fermi liquid
model with dipolar interactions (F1)
27. For attractive inter-
actions, the share mode is damped, acquiring an important
spectral weight near zero frequency, in the Pomeranchuk in-
stability region. In the rest of the paper we give details of the
model and calculations that conduce to these results.
The paper is organized as follows: in Sec. II, we briefly
review the Bosonization approach to Fermi liquids while in
Sec. III we explicitly present the model . In Sec. IV, we
compute the Green functions and in Sec. V we analyze the
structure of the collective modes. In Sec. VI we show the
spectral functions in different regimes and we finally discuss
our results in Sec. VII. We have left to the Appendix A a
detailed description of the decimation technique to compute
Green functions.
II. FERMI SURFACE DYNAMICS
In this section, we briefly review the bosonization approach
to Fermi liquids, in order to establish notation, the model and
the main approximations we use in the paper.
The Fermi surface deformation can be parametrized in
terms of a set of N chiral Bosons ϕS(x, t), S = 1, . . . , N ,
where the index S labels a patch of width Λ and height λ in
which the Fermi surface was coarse-grained. All through the
paper, we use bold characters to represent vector quantities.
The location of the Fermi momentum is then written as
kS(x, t) = k
0
S +∇ϕS(x, t) (1)
where k0S is the original uniform Fermi momentum at the
patch S. This parametrization should be understood in a semi-
classical scheme, since it mixes momentum and configuration
space in a coarse-grained scale |x| ≫ 1/|kF |. To recover the
original Fermi surface, it is necessary to perform the contin-
uum limit Λ→ 0, N →∞ with ΛN = 2πkF .
A generating functional can be constructed in a coherent
state path integral formalism as14,17
Z =
∫
Dϕ e−iS[ϕS] (2)
where the integration measure is Dϕ = ∏S DϕS . The action
can be split into two terms, S = S0 + Sint. The first term
codifies the free Fermionic dynamics and is given by
S0 =
N(0)
2
∑
S
∫
d2xdt
[
−∂tϕSvS ·∇ϕS −
(
vS ·∇ϕS
)2]
,
(3)
where vS is the Fermi velocity in each patch S, pointing per-
pendicular to the surface. N(0) is the density of states at the
Fermi surface. The second one represents two-body forward
scattering interactions and is given by
Sint =
N(0)
2
∑
S,T
∫
d2xd2x′dt FS,T (x− x′)×
(vS · ∇ϕS(x)) (vT · ∇ϕT (x′)) . (4)
FS,T (x − x′) represents particle-hole pair interactions be-
tween patches S and T . Since this is a quadratic the-
ory, in principle, it has exact solution. Note, however, that
the quadratic character has been obtained by linearizing the
Fermionic dispersion relation around the Fermi surface. Cur-
vature terms give rise to non-quadratic Bosonic interactions19.
Even so these terms are important to stabilize Pomeranchuk
instabilities, they are irrelevant in the Fermi liquid phase7.
A semiclassical description is obtained by computing the
Euler-Lagrange equations δS/δϕS = 0, with S = 1, . . . , N .
They can be cast in terms of normal fluctuations
δnS(x, t) = N(0) (vS · ∇ϕS(x, t)) , (5)
obtaining
∂δnS(q, t)
∂t
+ (vS · q)
∑
T
{δS,T + FS,T (q)} δnT (q, t) = 0.
(6)
The diagonal term in the patch basis (the δ-function in the
second term) comes from the free Fermion dynamics, while
interactions mixes patches all around the Fermi surface.
For simplicity, we will focus on a circular Fermi surface.
In this case, and in the absence of external magnetic fields,
the angular momentum basis is much more convenient than
the patch basis. Using the fact that δnS and FS,T are periodic
functions of S, we can write,
δnS(q) =
∞∑
ℓ=−∞
mℓ(q) e
iℓθS (7)
FS,T (q) =
∞∑
ℓ=−∞
Fℓ(q) e
iℓ(θS−θT ) (8)
where cos(θS) = nˆS · q and cos(θT ) = nˆT · q. Thus, θS
(θT ) is the angle subtended by the particle-hole momentum q
with the normal direction to the patch nˆS (nˆT ). Since FS,T ≡
F (|θS−θT |), then Fℓ = F−ℓ. In terms ofmℓ(q), the equation
of motion reads,
∂mℓ(q, t)
∂t
+ i
vF q
2
[αℓ−1mℓ−1(q, t) + αℓ+1mℓ+1(q, t)] = 0
(9)
in which αℓ(q) ≡ 1 + Fℓ(q).
It is convenient to define symmetric and antisymmetric
variables,
m±ℓ (q, t) =
1
2
[mℓ(q, t)±m−ℓ(q, t)] (10)
in such a way thatm+−ℓ = m
+
ℓ andm
−
−ℓ = −m−ℓ . In terms of
these modes, Fermi surface deformations are parametrized as
δnS(q, t) = m0(q, t) +
∞∑
ℓ=1
{
m+ℓ (q, t) cos(ℓθS) +m
−
ℓ (q, t) sin(ℓθS)
}
. (11)
3Eliminating in equation (9) odd components in favor of even
ones, we obtain the set of coupled differential equations7,28
∂2m±ℓ (q, t)
∂t2
+
(vF q
2
)2 [
Aℓ m
±
ℓ (q, t) +
+ Cℓ−1 m±ℓ−2(q, t) + Cℓ+1 m
±
ℓ+2(q, t)
]
= 0 (12)
with dimensionless coefficients
Aℓ = αℓ(αℓ−1 + αℓ+1) , Cℓ = αℓ
√
αℓ+1αℓ−1. (13)
The first line of Eq. (12), represents an harmonic oscillation
for the modem±ℓ with angular frequency ω
2 = (vF q/2)
2Aℓ.
The second line couples the angular momentum mode ℓ with
the corresponding modes ℓ + 1 and ℓ − 1. In this way, the
model is mapped into a chain of harmonic oscillators with
“first near neighbors” couplings. Due to parity symmetry,
symmetric and antisymmetric modes (m+ℓ ,m
−
ℓ ), as well as
odd and even angular momentum modes, are completely de-
coupled. This structure enormously simplifies the analysis of
the dynamics. The presence of a magnetic field breaks parity,
mixing all modes in a nontrivial way29–31.
III. MODEL FOR DENSITY AND QUADRUPOLAR
INTERACTIONS
The Landau theory of a Fermi liquids can be considered as
a fixed point in the renormalization group sence. In partic-
ular, it was shown14,32,33 that forward scattering interactions
labeled by Landau parameters, Fℓ, with ℓ = 0, 1, 2, 3, . . .
are marginal. This result was criticized34 based on the fact
that small angle singularities could generate, in the renor-
malization group flux, higher Landau harmonics, invalidat-
ing, in some sense, simple models with few Landau parame-
ters. Some aspects of this idea were recently applied to dipolar
Fermi gases35. The effect of small angle singularities could be
specially dangerous near Pomeranchuk instabilities, however
it seems to be irrelevant in the Fermi liquid phase at reason-
able weak coupling. With this caveat in mind, and since we
are interested in studying quadrupolar interactions in the sta-
ble Fermi liquid phase, we choose a Fermi liquid model whose
interactions are parametrized by Landau parameters F0 and
F2. Thus, we ignore any other component of the interaction,
Fℓ = 0 for ℓ 6= 0, 2. Then, the system of Eq. (12) is character-
ized by two parameters α0 = 1 + F0 and α2 = 1 + F2, with
αℓ = 1 for all ℓ 6= 0, 2.
Since odd and even modes are decoupled, let us focus
on even angular momentum modes, m±0 (q, t), m
±
2 (q, t),
m±4 (q, t), . . .. By arranging these modes in a vector form
m± = (m±0 ,m
±
2 , . . .), we can rewrite Eq. (12), in matrix
notation. Fourier transforming in time and defining the di-
mensionless variable s = ω/vF q, where ω is the frequency,
we have (
s2I−M±)m± = 0, (14)
where I is the identity matrix and M± are two independent
matrices driving the dynamics of the symmetric modes (M+)
and the antisymmetric ones (M−).
We want to compute the Green functions
G±(ω,q) =
(
s2I−M±)−1 . (15)
Explicitly, we have
[
G+
]−1
=


s2 − α02 −
√
α0α2
2 0 0 ...
−
√
α0α2
4 s
2 − α22 −
√
α2
4 0
0 −
√
α2
4 s
2 − 12 − 14 . . .
0 0 − 14 s2 − 12
...
...
. . .


(16)
for the symmetric modes, and
[
G−
]−1
=


s2 − α22 −
√
α2
4 0 . . .
−
√
α2
4 s
2 − 12 − 14 . . .
0 − 14 s2 − 12
...
...
. . .

 (17)
for the antisymmetric ones. Notice that in the antisym-
metric channel there is no isotropic mode m−0 ≡ 0. For
this reason, while the first matrix acts on the space spanned
by (m0,m
+
2 ,m
+
4 , . . .), the second matrix acts on the space
spanned by (m−2 ,m
−
4 , . . .). For the same reason, the coupling
constant α0 does not affect the dynamics of the antisymmet-
ric modes. We have explicitly indicated the block structure of
Eqs. (16) and (17) by means of auxiliary vertical and horizon-
tal lines inside the matrices. The first quadrant of the matrix
[G+]−1 is a 2× 2 block, containing essentially the couplings
of the modesm0 andm
+
2 . The fourth quadrant, in principle a
block with infinite components, has no coupling constant and
it is a tridiagonal matrix, representing the remaining “free”
higher angular momentum modes. In this sense, the higher
angular momentum modes are acting as a heat bath for the
isotropic and quadrupole modes. Both blocks are coupled just
by one element which is out of diagonal blocks, by means of
the quadrupolar interaction α2. Eq. (17) has a similar struc-
ture, indeed a simpler one, since there is no isotropic coupling
α0.
IV. GREEN FUNCTIONS
Let us focus on the computation of some elements of the
Green functions G±(s,q). We are particularly interested in
the first 2× 2 block
G¯±(ω,q) =
(
G+00(ω,q) G
+
02(ω,q)
G+20(ω,q) G
±
22(ω,q)
)
. (18)
Notice that G−00 = G
−
02 = G
−
20 = 0, since there are no anti-
symmetric isotropic modem−0 ≡ 0. Thus, the Green function
for the antisymmetric mode m−2 is the single function G
−
22.
With these Green functions at hand, it is possible to study time
evolution of the modesm±2 (t) andm0(t), provided we estab-
lish initial conditions in some of these two channels.
4To compute G±, we use a recursive decimation proce-
dure which is an application of the real space renormalization
group theory to a one-dimensional chain20–23. The method is
conceptually simple. We begin by truncating the matrices of
Eqs. (16) and (17) to a finite range n. We invert the finite
range matrix finding a recursive relation of the type
G±(n+1) = F
[
G±(n)
]
(19)
whereG±(n) is the inverse of Eqs. (16) and (17), respectively,
truncated to order n. F is some matrix function. The exact
solution is found by taking the limit G¯± = limn→∞G±(n).
In Appendix A, we show the explicit computation in detail.
We find the following results,
G¯+(s, q) =
1
D+(s, q)
N+(s, q), (20)
where the numerator
N+(s, q) =

 s
2 − α2(12 +Π(s))
√
α0α2
2
√
α0α2
4 s
2 − α02

 (21)
and the denominator
D+(s, q) =
[
s2 − α2
(
1
2
+ Π(s)
)](
s2 − α0
2
)
− α2α0
8
.
(22)
For the antisymmetric modes, we find similar results
G¯−(s, q) =
s2 − 12 −Π(s)
D−(s, q)
, (23)
with
D−(s, q) =
[
s2 − 1
2
−Π(s)
] (
s2 − α2
2
)
− α2
16
. (24)
In Eqs. (21), (22), (23) and (24)
Π(s) =


1
2
{
s2 − 12 ± |s|
√
s2 − 1} for s > 1
1
2
{
s2 − 12 ± i|s|
√
1− s2} for s < 1 (25)
Please, see Appendix A for its derivation.
The physical interpretation of this result is very interesting.
We are computing the Green functions for the modesm0,m
±
2 ,
taking into account their interactions with a “heat bath” com-
posed by all other angular momentum modes. It is worth to
note that the Green functions truncated to order n (see Ap-
pendix A) have 2n real poles in the region −1 < s < 1. In
the limit n → ∞, the poles are dense, giving rise to a cut for
s2 < 1, as can be seen in Eq. (25). Moreover, for s2 > 1,
Π(s) is real, while for s2 < 1, it gets an imaginary part. This
is nothing but Landau damping. In next sections we explicitly
compute collective modes and spectral functions.
V. COLLECTIVE MODES
In usual Fermi liquids with isotropic interactions, there are
only symmetric collective modes. However, when higher Lan-
dau parameters are considered, antisymmetric modes are also
possible. In the following, we analyze these two cases sepa-
rately.
A. Symmetric collective modes
In order to compute symmetric collective modes, we look
for solutions ofD+(s) = 0, whereD+(s) is given by Eq. (22)
with α0 > 0 and α2 > 0. Π(s) is given by Eq. (25).
The first thing to note is that D+(0) = 0 independently of
the interactions α0 or α2. This zero mode is associated with
static local reparametrization of the Fermi surface and, thus, it
is not physical. In this section, we will seek solutions with s 6=
0. Later, when computing spectral functions, we will analyze
this “spurious” zero mode in detail. To check the consistency
of the method, let us look for solutions in the simplest case
of α2 = 1, i.e., a system with only density interactions α0 =
1 + F0. We easily find the single solution
s2 =
α20
2α0 − 1 =
(1 + F0)
2
1 + 2F0
, (26)
which is the well-known Landau zero sound in two dimen-
sions28.
Equivalent collective modes in the case of pure quadrupo-
lar interactions, i.e., α0 = 1 and α2 6= 1, can be found. In
this case, D+(s) = 0 reduces to a cubic polynomial equation
in s2. We depicted the roots in Fig. 1 as a function of the
quadrupolar interaction α2.
In panel 1(a), we show the real part of the roots, while in
panel 1(b) we depict the corresponding imaginary part. We
can observe an interesting structure. For repulsive interac-
tions, α2 > 1, the system has one real positive root with
s2 > 1. This is the analog of the Landau zero sound for the
quadrupolar interaction. We can give explicit analytic expres-
sions for weak as well as strong repulsion,
s2 =
{
1 + 4(α2 − 1)2 + . . . for α2 >∼ 1
3
8 +
1
2α2 +O(1/α2) for α2 ≫ 1
(27)
Moreover, we have one additional complex root (and its com-
plex conjugate) representing damped modes,
s2 ∼
{
1
4 ± i 14√α2−1 for α2 >∼ 1
5
16 ± 425 i+O(1/α2) for α2 ≫ 1
(28)
This mode is inside the particle-hole continuum of the spec-
trum. Very near the Fermi gas, when α2 → 1+, the real root
s2 → 1 and the imaginary part of the complex one diverges,
since in the free case only the mode s2 = 1 should survive.
The attractive quadrupolar case is more interesting. In this
case, there is an overdamped mode in all the attractive regime
50.5 1.0 1.5 2.0
α2
-1.0
-0.5
0.5
1.0
1.5
2.0
ℜs2
(a)
0.5 1.0 1.5 2.0
α2
-1.0
-0.5
0.5
1.0
ℑs2
(b)
FIG. 1. Symmetric collective modes. Solutions of the equation
D+(s) = 0, with D+(s) given by Eq. (22). In panel 1(a) we plot
ℜ[s2(α2)] while in panel 1(b) we depict ℑ[s
2(α2)]. In both panels
we have fixed α0 = 1.
(0 < α2 < 1). We have,
s2 =


− 14 1√1−α2 for α2 <∼ 1
−α224 for α2 >∼ 0
(29)
In addition, for weak attraction, α2 <∼ 1, there are two stable
collective modes, well separated from the particle-hole con-
tinuum. They take the form,
s21 ∼ 1 +
19
4
(1− α2) +O
(
(1− α2)2
)
, (30)
s22 ∼
1
8
1√
1− α2 + O
(
(1− α2)−3/2
)
. (31)
s1 is the continuation of the quadrupolar zero sound observed
in the repulsive case to the weak attractive regime. On the
other hand, s2 is proper of attractive interactions and it has no
counterpart in the repulsive regime. For moderate attractions
both stable modesmeet each other, merging in a dampedmode
that remains in the strong attractive limit. Thus, we clearly see
two points where the dynamical regime changes abruptly. One
point is α2 = 1, the transition between the repulsive and at-
tractive regime. The other point, α2c ∼ 0.93, is when two real
poles transform in a double pole acquiring an imaginary part
for α2 < α2c. To the best of our knowledge, this is an un-
expected feature and is an example of an “exceptional point”,
studied in the literature of non-hermitian effective Hamiltoni-
ans26.
Repulsive isotropic interactions, α0 > 1, do not change
the root structure. Indeed, the only effect is to increase the
region with two stable modes. On the contrary, attractive in-
teractions, α0 < 1, reduce this region that eventually disap-
pears. These stable modes reappear for strong enough attrac-
tive isotropic interactions. This feature is depicted in Fig. (2).
Here, we show a dynamical phase diagram in the α2 − α0
plane. The white area represent the region where two real
roots separated from the particle-hole continuum are present.
The border lines of these regions indicate a sudden change in
the dynamical properties of the system signaling a dynamical
phase transition. Indeed, the transition line in the attractive
region has a double pole in the Green functions, producing
linear running out modes in real time.
FIG. 2. Dynamical phase diagram in the α2 − α0 plane, with α0 =
1 + F0 and α2 = 1 + F2. The central bold point α0 = α2 =
1 correspond to the Fermi Gas. α0,2 > 1 (α0,2 < 1) represent
repulsive (attractive) interactions. The white region is the one where
two stable collective modes are present. In the borders of this region
there is sharp change in the collective modes structure, signaling a
dynamical phase transition.
B. Antisymmetric modes
In order to look for antisymmetric modes, we need to solve
D−(s) = 0, whereD−(s) is given by Eq. (24). Note that this
expression is α0 independent. We find the solutions
s2 =
α2
4


1±
√
α2
α2−1 for α2 > 1
1± i
√
α2
1−α2 for α2 < 1
(32)
which are depicted in Fig. (3). For repulsive quadrupolar
interaction (α2 > 1), we have an overdamped and a stable
mode. These modes are not possible without higher angular
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FIG. 3. Antisymmetric collective modes. Solutions of the equation
D−(s) = 0 with D−(s) given by Eq. (24). In panel 3(a) we plot
ℜ[s2(α2)] while in panel 3(b) we depict ℑ[s
2(α2)]. In both panels
we have fixed α0 = 1.
momentum interactions. Note that both roots diverges in the
limit α2 → 1. In the attractive region, there is a damped mode
that runs all the way to the Pomeranchuk instability. In next
section, we study in detail this region.
C. Pomeranchuk regime
The model described so far is reliable provided α0 > 0 and
α2 > 0. Exactly at the values α0 = 0 or α2 = 0, the theory is
unstable and the harmonic approximation is no longer valid.
These instabilities are known as Pomeranchuk instabilities.
The α2 = 0 Pomeranchuk instability is associated with the
quantum critical isotropic-nematic phase transition2,7. There-
fore, in order to understand this transition it is useful to know
the structure of collective modes near α2 >∼ 0. In our formal-
ism, the instability is manifested by the appearance of a mode
s2 = 0 at α2 = 0. However, this is because we have chosen
a model with highly localized interactions. In fact, in Eq. (4),
we have considered FS,T (x−x′) ≡ FS,T δ2(x−x′). It leads
to constant parameters α0, α2. This model is not adequate
near a Pomeranchuk instability and we need to consider finite
ranged interactions. In this way, the parameters of the model
are momentum dependent, i.e., α0 ≡ α0(q) and α2 ≡ α2(q).
For short range interactions, it is possible to expand these cou-
plings in Taylor series,
α0(q) = α0 + κ0q
2 (33)
α2(q) = α0 + κ2q
2, (34)
where κ20 and κ
2
2 are typical short distance ranges for den-
sity and quadrupolar interactions, respectively. Deep in the
Fermi liquid phase, these momentum dependent functions are
irrelevant and it is sufficient to consider the zero momentum
constant Landau parameters. However, near Pomeranchuk in-
stabilities, the momentum dependent terms are important. Ex-
panding the symmetric as well as the antisymmetric collective
modes in powers of α2(q) >∼ 0 and setting the Pomeranchuk
condition α2 = 0, we find,
s2 ∼ α0
2
→ ω ∼
√
α0
2
vF q symmetric (35)
s2 ∼ −α
2
2(q)
4
→ ω ∼ i1
2
κ2vF q
3 symmetric (36)
s2 ∼ α2(q)
4
→ ω ∼ 1
2
√
κ2vF q
2 antisymmetric (37)
We see that we have a stable linear mode, Eq. (35), and
an overdamped cubic mode, Eq. (36), associated with the
symmetric collective modes. In addition, we have a stable
quadratic mode, Eq. (37), associated with antisymmetric col-
lective modes. The overdamped cubic mode was identified as
the most relevant to describe the isotropic-nematic phase tran-
sition, having its counterpart on the broken symmetry phase
as a Goldstone mode7.
VI. SPECTRAL FUNCTIONS
As already mentioned in the previous section, the Green
function for the symmetric sector diverges as s → 0. The
reason is the existence of a zero eigenvalue of the matrixM+
in Eq. (14). The existence of this zero mode does not de-
pend on interactions, it is present even in the Fermi gas case,
α0 = α2 = 1. To understand the physical meaning of this
mode, it is convenient to turn back to the original equation,
Eq. (6). For static deformations, in the free case, we have
(vS · q) δnS(q, t) = 0. If (vS · q) 6= 0 then, the only static
solution is δnS(q) = 0 for all S. However, if (vS · q) = 0,
then there is a nontrivial solution δnS(q) = constant, with
q ⊥ vS . In this way, constant displacements perpendicu-
lar to Fermi velocity in each patch are solutions of the equa-
tion of motion. However, tangential displacements do not de-
form the Fermi surface, they are just reparametrizations of
the same surface. It is instructive to understand this result
in the angular momentum basis. From Eq. (9), it is sim-
ple to see that in the free case, there are nontrivial static so-
lutions of the form mℓ−1 = −mℓ+1. This means, for in-
stance, that m0 = −m±2 = m±4 = −m±6, . . . are nontriv-
ial solutions of the equationM+m+ = 0. Thus, the vector
m+ = m0(1,−1, 1,−1, . . .) is an eigenvector ofMwith zero
eigenvalue. To understand the meaning of this eigenvector, we
7can replace it in Eq. (7). We find,
δnS(q) = m0
∞∑
ℓ=−∞
(−1)ℓei2ℓθS = m0δ
(
θS − π
2
)
. (38)
Thus, the zero mode represent particle-hole excitations with
momentum q perpendicular to the Fermi velocity in each
patch. It is simple to solve this problem in the angular mo-
mentum basis. The key observation is that, since the eigen-
vectors of the zero mode do not represent actual physical ex-
citations, the physical vector space is the orthogonal subspace
to the zero mode eigenvector. Thus, we need to compute the
modified Green functions by restricting the vector space. This
process is practically simple to implement. We need to expand
the Green function in partial fractions and define the modified
Green functions by simply subtracting the contribution from
the zero mode. Then, the modified Green function takes the
general form
GR(s, q) =
∑
j
Bj(s, q)
(s2 − s2j)
, (39)
where s2j 6= 0 are the nontrivial roots computed in the previ-
ous section and the weights Bj(s, q) are simply computed by
expanding the function in partial fractions.
We computed the normalized spectral functions as
A±(ω,q) = N−1 lim
ǫ→0+
ℑ[GR±(ω + iǫ, q)], (40)
where the normalization constant N−1 is chosen in such a
way that
∫ +∞
−∞ A(ω,q)dω = 1 for fixed ~q. In Figure 4,
we show A+22(s,q) for α0 = 1 and different values of the
quadrupolar coupling α2. In panel 4(a) we fixed α2 = 2, deep
in the repulsive region. In 4(b), we show the spectral function
for weak attraction α2 = 0.94, while the last panel 4(c) is in
the strong repulsive regime, near the Pomeranchuk nematic
instability, α2 = 0.1. In Fig. 4(a), we observe the quadrupolar
Landau zero sound as a sharp peak in the repulsive quadrupo-
lar regime. Moreover, we observe a continuum particle-hole
distribution for s < 1. This resonance moves to the left with
decreasing α2 and reaches the free mode s
2 = 1 for α2 = 1.
Figure 4(b) shows an unexpected result. In the attractive re-
gion, there are two resonances. The resonance near s >∼ 1
is the continuation of the zero sound to the attractive region.
However, there is a second mode, beginning at very high fre-
quency that moves to lower frequency for more attractive in-
teractions. This behavior can be clearly observed in Fig. 1.
Both resonances meet each other at a critical α2c ∼ 0.93,
where there is a second order pole in the Green function. The
location of this critical value depends on α0 and it is shown in
Fig. 2. For smaller values of α2, the mode becomes damped
and there is a huge transfer of spectral weight to the over-
damped cubic mode, very near the Pomeranchuk instability.
We have also plotted in Fig. 5, the spectral function for
the antisymmetric mode A−22(s, q). Usually, in a Fermi liq-
uid with isotropic interactions F0, there are no sharp anti-
symmetric modes. However, they are possible when higher
0.2 0.4 0.6 0.8 1.0 1.2 1.4
s
0.5
1.0
1.5
2.0
2.5
3.0
(A22)
+
(a)
0.2 0.4 0.6 0.8 1.0 1.2 1.4
s
0.5
1.0
1.5
2.0
2.5
3.0
(A22)
+
(b)
0.2 0.4 0.6 0.8 1.0 1.2 1.4
s
0.5
1.0
1.5
2.0
2.5
3.0
(A22)
+
(c)
FIG. 4. Normalized spectral function A+22 as a function of s =
ω/vF q, for q fixed. We have fixed α0 = 1, in such a way that
the roots coincide with those of Fig. 1. In 4(a) we have fixed α2 = 2,
deep in the repulsive region. 4(b) is in the weak attractive region
α2 = 0.94 (white region of Fig. 2), while in 4(c) we have fixed
α2 = 0.1 near the Pomeranchuk instability.
angular momentum interactions are considered. Antisymmet-
ric modes were computed for Fermi liquis with interactions
F0 and F1
27 and at the nematic Pomeranchuk instability7.
Here, we show that the same type of mode also appears with
quadrupolar interactions in all the interaction regime. How-
ever, for very strong repulsive interactions, the spectral weight
of the share mode is very small, compared with the contin-
uum particle-hole distribution, Fig. 5(a). For small repulsion
α2 = 1.5, this mode is sharply defined (see Fig. 5(b)) and is
well separated from the particle-hole continuum for very weak
repulsive interactions. For attractive interactions, this mode
becomes damped, and very near the Pomeranchuk instability,
this gets most of the spectral weight near s ∼ 0, producing a
well defined mode with a quadratic dispersion relation.
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FIG. 5. Normalized spectral function A−22 as a function of s =
ω/vF q, for q fixed. The roots coincide with those of Fig. 3. In
5(a) we have fixed α2 = 2,, deep in the repulsive region. Fig. 5(b) is
computed for weak repulsion α2 = 1.5, while in 4(c) we have fixed
α2 = 0.1 near the Pomeranchuk instability.
VII. SUMMARY AND DISCUSSIONS
We have presented a detailed study of collective modes of
a Fermi liquid model with density and quadrupolar interac-
tions. We have analyzed a wide range of interactions, from a
repulsive regime to a strong attractive region in both interac-
tion channels. We have used a bosonization approach to Fermi
liquids to deduce a semiclassical evolution equation for Fermi
surface fluctuations parametrized by an infinite set of angular
momentum modes. In this way, the system is mapped into
a one-dimensional chain of angular momentum modes with
first near neighbors interactions. Due to parity symmetry, lon-
gitudinal (symmetric) and transverse (antisymmetric) modes
are decoupled. Moreover, odd and even angular momentum
excitations are also decoupled. By means of a recurrent deci-
mation procedure, we have computed the relevant Green func-
tions. Exploring the analytic properties, we were able to study
collective modes and spectral functions for different values of
the interaction parameters α0 = 1 + F0 and α2 = 1 + F2.
In the repulsive region (α0 > 1, α2 > 1), we have found the
expected Landau zero sound excitations, modified by the pres-
ence of quadrupolar interactions. For antisymmetric (trans-
verse) modes, we have also find a stable mode, compatible
with a “share sound” recently reported in a similar related
system27. However, we found that the spectral weight of this
mode is highly suppressed for strong repulsion, having a clear
signature above the particle-hole continuum for very weak re-
pulsion, very near the Fermi gas region. It is important to
note, that antisymmetric modes are not possible in Fermi liq-
uids with only isotropic interactions α0.
When attractive interactions are present (α0 < 1 or/and
α2 < 1), the dynamical structure is more interesting. We
found that weak quadrupolar attraction (α0 = 1, α2 <∼ 1)
produces a sudden change in the symmetric modes dynam-
ics. In addition with the continuation of the zero sound ex-
citation, there is another stable mode at very high frequen-
cies which moves to lower frequencies when the attraction
growths. There is a critical value α2c, in which both sta-
ble modes meet together, melting in a single damped mode
for stronger attraction (α2 < α2c). Exactly at α2c, there is
a double pole in the Green function, producing a linear run-
ning out mode in real time. For stronger attraction, besides the
damped mode, an overdamped one gains spectral weight, be-
ing the dominant mode near the Pomeranchuk region α2 >∼ 0.
This behavior is sketched in Fig. (4). This general collective
modes structure remains the same in the presence of repulsive
isotropic interactions α0 > 1. The effect of this coupling is to
enlarge the intermediate region with two stable modes. How-
ever, attractive isotropic couplings α0 < 1 shrink this region
which eventually disappears. Interestingly, an equivalent be-
havior is observed in a dual region α0 < 1 with α2 > 1, and
remains unchanged up to the Pomeranchuk region α0 >∼ 0.
We have illustrated this behavior in a dynamical phase dia-
gram in Fig. 2. In this diagram, we show the lines where the
structure of collective modes changes abruptly, possibly sig-
naling a dynamical phase transition. The physics behind this
transition can be traced back to the fact that the model behaves
like a small quantum system, containing few degrees of free-
dom (an isotropic “breathing mode” and a quadrupolar ”ne-
matic” excitation), in contact with a non-trivial environment
composed by an infinite set of angular momentum excitations.
The coupling between the small effective system and the en-
vironment is governed by
√
α2. The effective Hamiltonian is
non-hermitian, signaling a dissipative behavior of the reduced
system. It is interesting to note that some small dissipative
quantum systems present, depending on the environment, dy-
namical phase transitions, characterized by crossing of energy
levels, where some properties of the eigen-functions such as
orthogonality and phase rigidity dramatically change26. The
term “dynamical phase transition” is also used in another con-
text to denote a lack of analyticity in some time-dependent
self-correlation functions. This point of view is usually ap-
9plied in the study of closed system, where the time evolution
is unitary. There should be a deep relation between these two
approaches. However, to the best of our knowledge, this issue
is not completely understood so far36.
Summarizing, the main novel features we present in this
paper are, in one hand, the observation of a sudden change in
the collective mode structure which appears when the system
mixes attractive and repulsive isotropic and quadrupolar inter-
actions. On the other hand, we show the existence of a sharp
antisymmetric mode, very well defined for weak quadrupolar
repulsion.
The discotinuos dynamical behavior described in the paper
will have an impact on the out-of-equilibirum Fermi surface
evolution in quantum quenches set ups.37. Although we have
presented a simple phenomenological model, we believe that
our results could also help to understand non-equilibrium re-
sponses of different systems that are being explored experi-
mentally, especially those in which quadrupolar interactions
seem to be relevant. Iron based superconductors are promis-
ing compounds38,39, which have clear evidences of electronic
nematic phases. Moreover, quantum Hall systems at par-
tially filled Landau levels also display spontaneous breakdown
of rotational symmetry5,40–42, signaling the relevance of the
quadrupolar interaction. Since much of the interesting fea-
tures of our model have signatures for weak interactions, we
expect that ultracold Fermionic atoms43,44 could also be an
arena to look for this phenomenology, due to the fact that
weak repulsive as well as attractive couplings can be manipu-
lated with great precision in these systems.
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Appendix A: Decimation procedure
In order to compute the Green functions, Eqs. (16) and (17),
we need to invert an infinite range matrix. The tridiagonal
form of these matrices greatly simplifies the calculation. In-
deed, the mathematical model described by these matrices are
completely analog to a linear chain of harmonic oscillators.
The angular momentum in our problem is playing the role of
the “lattice site” in a tight-binding atomic chain. The deci-
mation procedure is an effective algorithm to compute Green
functions, specially in a one-dimensional lattice. The method
can be summarized in the following way. The idea is to com-
pute the inverse of a truncated matrix to order n + 1, as a
function of the inverse of the truncated matrix of order n. Pro-
vided this is possible, the exact Green function is computed by
means of a recurrence relation in the limit of n→∞.
Consider, for instance, the matrix of Eq. (16). First, we
truncate the matrix to order n = 2. Then, we need to compute
(
s2 − α02
√
α0α2
2√
α0α2
4 s
2 − α22
)(
G+00(ω,q) G
+
02(ω,q)
G+20(ω,q) G
+
22(ω,q)
)
= I.
(A1)
Let us focus in one component of the matrix, say G+00. Invert-
ing the 2× 2 matrix, we easily find,
G
+(2)
00 =
1
s2 − α0
2
− α0α2
8
1
s2 − α2
2
(A2)
where the superscript (2)means that the matrix was truncated
to order 2. Repeating the same procedure for truncations to
order n = 3 and n = 4 we get, after direct calculation,
G
+(3)
00 =
1
s2 − α0
2
− α0α2
8
1
s2 − α2
2
− α2
16
1
s2 − 1
2
(A3)
G
+(4)
00 =
1
s2 − α0
2
− α0α2
8
1
s2 − α2
2
− α2
16
1
s2 − 1
2
− 1
16
1
s2 − 1
2
.
(A4)
By carefully analyzing the recursive structure of G
+(2)
00 ,
G
+(3)
00 , G
+(4)
00 , . . ., we can write the G
+(n)
00 in the following
way,
G
+(n)
00 =
1
s2 − α0
2
− α0α2
8
1
s2 − α2
2
− α2Π(n)(s)
(A5)
where Π(n)(s) is given by the recurrence relation
Π(n+1)(s) =
1
16
1
s2 − 1
2
−Π(n)(s)
(A6)
with the initial conditionΠ(2)(s) = 0.
The other components of the Green function,G+02,G
+
20 and
G±22 can be computed in the same way. We obtain for the
symmetric modes
G¯+(n)(s) =
1
D+(n)(s)
N+(n)(s), (A7)
10
where the numerator
N+(n) =

 s
2 − α2(12 +Π(n)(s))
√
α0α2
2
√
α0α2
4 s
2 − α02

 (A8)
and the denominator
D+(n) =
[
s2 − α2
(
1
2
+ Π(n)(s)
)](
s2 − α0
2
)
− α2α0
8
.
(A9)
Similarly, we obtain for the antisymmetric mode the Green
function
G
−(n)
22 (s) =
N−(n)(s)
D−(n)(s)
, (A10)
where
N−(n) = s2 − 1
2
−Π(n)(s) (A11)
and
D−(n) =
[
s2 − 1
2
−Π(n)(s)
] (
s2 − α2
2
)
− α2
16
. (A12)
Thus, we have inverted the matrices of Eqs. (16) and (17) by
truncating them at any finite order n. The explicit expression
for these matrices are given in terms of a recursion relation for
the function Π(n), given by Eq. (A6). To exactly compute the
Green functions, we need to take the n → ∞ limit. In that
limit, Π(n+1) = Π(n). Defining
Π(s) = lim
n→∞
Π(n)(s), (A13)
we find, from Eq. (A6),
Π(s) =
1
16
1
s2 − 12 −Π(s)
(A14)
which can be solved to get
Π(s) =
{
1
2
{
s2 − 12 ± |s|
√
s2 − 1} for s > 1
1
2
{
s2 − 12 ± i|s|
√
1− s2} for s < 1 (A15)
Replacing Π(n)(s) by Π(s) in Eqs. (A8), (A9), (A11)
and (A12), we find the exact Green functions presented in
Eqs. (20) to (25).
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