Some simple estimation theorems for singular values of a rectangnlar matrix A are given. They only use the elements of A itself, and in some cases they yield better results than does the Gerschgorin theorem applied to A*A. A bound for the condition number of A may be obtained from them. When A is square, a bound is derived which explains why scaling improves the performance of Gauss elimination when row or column norms differ widely in magnitude. Their application to perturbation theory of singular values is also discussed.
Furthermore, if k disks constitute a connected region but are disconnected fbm the other n -k disks, then exactly k eigenvalues lie in this region.
For singular values [4] of a rectangular matrix A, we can apply the Gerschgorin theorem to A*A to get estimates. However, there are two disadvantages: (1) it is a little complicated to use the elements of A*A; (2) the smallest singular value will be very badly conditioned in this process [l] . In many cases, we cannot use this process to give a nonzero lower bound for the smallest singular value.
In Section 2, we give an estimation theorem for the singular values of a rectangular matrix A. This estimation theorem uses only the elements of A itself. For a square matrix A = (aij), this theorem simply uses the n real intervals
to replace the n disks in Theorem 1, where and for a real member a, we denote a+* * = max(O, a).
A simple example shows that this theorem gives a sharper bound for the smallest singular values of A than the Gerschgorin theorem applied to A*A. In fact, it gives an upper bound for the condition number of A though the Gerschgoxin theorem does not work for this example. In Section 3, a sharper estimation theorem is given. A few square-root operations improve the results up to a factor of 2.
In Section 4, the scaling technique is discussed. In Section 5, another simple estimate for the largest and the smallest singular value is given. In Section 6, the diagonalization technique is discussed. They can be combined with the theorem in Sections 2 and 3 to improve the results.
In Section 5, we also use the estimate to explain the fact, observed in practice, that scaling improves the performance of the Gaussian elimination method for linear equations.
In Section 7, an application to perturbation theory of singular values is given. 
A GERSCHGORIN-TYPE THEOREM
In any case, we have
Since X > 0, we know X E Bi. This proves the first part' of the theorem.
Since singular values are the square roots of eigenvalues of A*A, therefore, they are also continuous functions of the elements of A [4, Since the condition number k(A) of A in the Euclidean norm is A, /A,, we get a lower bound for k(A) but no upper bound for k(A):
k(A)~[gg )
,+ cc = [2.120, + a). We see that Theorem 2 is not only simpler, especially for a large matrix, but also better in the above situations.
A SHARPER THEOREM
Theorem 2 is simple enough. However, we can get a sharper estimate by a few square-root operations.
THEOREMS.
Theorem2remuins~ifwereplaceBi,i=1,...,nby Varga and Levinger have discussed the minimal Gerschgorin set of a square matrix in [6] , [3] , [2] , [7] . 0 ne can hope that there will be a similar theory for the singular values.
AN ESTIMATE FOR THE LARGEST AND THE SMALLEST SINGULAR VALUES
In practice, the most important estimates are for the largest and the smallest singular values. The following simple theorem is useful as a supplement to the above theorems.
Letai.denotetheithrowofA,anda.jdenotethejthcolumnofA.The norm used here is always the Euclidean norm. Theorem 5 tells us that if the norms of the n columns and n rows differ greatly in magnitude, the condition number cannot be small. Therefore, it explains the phenomenon to some extent.
DIAGONALIZATION
Usually, A is not a diagonally dominant matrix. We can multiply A by several simple orthogonal matrices to reduce the sum of the squares of its offdiagonal elements, since such multiplications preserve the singular values.
To simplify the discussion, in this section we restrict A to be a real matrix. Suppose m > n (the argument is similar if m < n). Consider where we let aji = aij for i > n, j< n. We can repeat this process to diagonalize A, until we can apply Theorem 2, 3, 4, and 5 to get a satisfactory estimate for singular values of A. Notice that this process reduces the sum of the squares of off-diagonal elements geometrically by a factor less than 1 -l/(m -1)~ Another way to treat the singular-value problem is first to transform A into an upper triangular matrix by Householder transformations: B= P,,...PIA, i E Rnx", where P 1,. . . , P,, are Householder matrices [3] , and fi is upper triangular. Then we use the above technique to diagonalize fi. 
APPLICATION TO PERTURBATION THEORY

X=Xi+EpfB9(+O(&2).
P:9i
Proof.
PTB9j P*(A + EB)Q = D + EP*BQ = D + EPF9j
Applying Theorem 2 and Theorem 4 with k j = E for j * i, and 
