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SL(2,C) GROUP ACTION ON COHOMOLOGICAL FIELD THEORIES
ALEXEY BASALAEV
ABSTRACT. We introduce the SL(2,C) group action on a partition function of a Co-
homological field theory via a certain Givental’s action. Restricted to the small phase
space we describe the action via the explicit formulae on a CohFT genus g potential.
We prove that applied to the total ancestor potential of a simple elliptic singularity
the action introduced coincides with the transformation of Milanov–Ruan changing
the primitive form (cf. [17]).
1. INTRODUCTION
Cohomological field theories (CohFT for brevity) were introduced in the early 90s
in [14]. They appeared to play an important role in many different subjects of mathe-
matics — they are key objects in the mirror symmetry conjectures, integrable hierar-
chies by [9, 11] and geometry of themoduli space of curves [19]. An important tool to
work with CohFTs that is used in all the aspects listed is Givental’s action. However
in some cases (and in singularity theory in particular) it does not give any feeling of
the initial object geometry, where another — SL(2,C) action is defined naturally.
1.1. Cohomological Field Theories. Denote by Mg,k the moduli space of stable
genus g curves with k marked points. Let V be a n–dimensional C–vector space
with a non–degenerate scalar product η. A Cohomological field theory on the state
space (V, η) is a system of linear maps Λg,k : V
⊗k → H∗(Mg,k,C) for all g, k such
thatMg,k exists and is non–empty. It is required to satisfy certain axioms that arise
naturally from the geometry of the moduli space of curves.
By [12, 11, 22] there are two group actions on the Fock space of all partition func-
tions of the CohFTs. These two different actions are now known as the actions of the
upper–triangular and lower–triangular Givental groups or R– and S–actions respec-
tively.
The genus zero data of every CohFT with unit defines a Frobenius manifold. The
notion of Frobenius manifold was introduced by B. Dubrovin in 90s. It provides
a generalization of the flat structures of K. Saito introduced in the early 80s and is
crucial step for a total ancestor potential of a singularity.
Date: September 12, 2018.
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The structure of a Frobenius manifold M is defined by the so–called Frobenius
potential FM ∈ C[[t1, . . . , tn]] that is subject to the system of non–linear PDEs called
WDVV equation. It was observed already by [8] (cf. Exercise B.3) that there is an
affine group acting on the space of WDVV solutions, generated by translations and
inversion. In this paper we investigate this affine group action from the point of
view of Givental’s action and its applications to singularity theory.
1.2. Modularity of CohFTs and Frobeniusmanifolds. The following examples should
be considered as a motivation for our work.
Example 1 (Appendix C in [8]). Consider the 3–dimensional Frobenius manifold struc-
tures on C2 × H with the pairing ηi,j = δi+j,4, satisfying the quasi–homogeneity condition
E · FM = 2FM for E = t1 ∂∂t1 + 12t2 ∂∂t2 . The potential of such a Frobenius manifold reads:
FM(t) =
1
2
(t1)2t3 +
1
2
t1(t2)2 − (t
2)4
16
γ(t3).
The WDVV equation on FM is equivalent to the Chazy equation on γ. It reads: γ
′′′ =
6γγ′′−9(γ′)2. Every solution γ defines a Frobenius manifold potential. On the space of Chazy
equation solutions there is a transitive SL(2,C) group action. Hence there is a SL(2,C)
action on the space of 3–dimensional Frobenius manifolds satisfying the quasi–homogeneity
conditions as above.
One can also apply a Givental’s group element R to a Frobenius manifold M with the
Frobenius potential FM (t) giving in general some new Frobenius manifold that will be de-
noted by Rˆ ·M . However it’s not clear at all how the analytical action of this example should
be connected to the action of Givental.
Another important example comes from the Gromov–Witten theory.
Example 2. Let XN be the so–called elliptic orbifolds. X2 := P12,2,2,2, X3 := P13,3,3, X4 :=
P14,4,2 and X6 := P16,3,2. The explicit genus zero potentials FXN0 of the first two orbifolds were
found in [21] and of the second two by the author (available at [4]). All these potentials FXN0
can be written via the quasi–modular forms w.r.t the group Γ(N) :=
{
A ∈ SL(2,Z) | A ≡(
1 0
0 1
)
mod(N)
}
(see [17, 18, 23]). On a weight k quasi–modular form f(τ) one can act
with A =
(
a b
c d
)
∈ Γ(N) by f(τ) → 1
(cτ + d)k
f
(
aτ + b
cτ + d
)
. However after applying
this action to all quasi–modular forms, building up FXN0 we will get a function that is not
associated with any CohFT anymore (end even will not even be a solution to WDVV equa-
tion). One of the purposes of this paper is to define the action of A on a genus g potential of
a CohFT, s.t. the quasi–modular forms involved are transformed as above.
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Example 3. By [20] there is a Frobenius manifold structure on the base space S of a hyper-
surface singularity unfolding, that depends heavily on the additional choice of the so–called
primitive form ζ of Saito. It was later found that at a point s ∈ S one can associate the
CohFT partition function Aζ,s to a hypersurface singularity with the primitive form ζ fixed
(see [16] for the precise definition).
In case of simple–elliptic singularities using certain Givental’s action Milanov and Ruan
gave in [17] the formula connecting Aζ1,s and Aζ2,s′ with a two different primitive forms
ζ1,ζ2 of the same singularity and (in general) different points s, s
′ ∈ S.
In [6] the authors proposed particular SL(2,C) action on the space of 3–dimensional Frobe-
nius manifold as in Example 1 above to write down explicitly the effect of the primitive form
change on the Frobenius manifold potential. However this action is written in a completely
different form comparing to the formula of Milanov–Ruan and was not extended to the total
ancestor potential.
In this paper we show that the two approaches agree by developing SL(2,C)–action and
its Givental’s analog in the general setting (see Theorem 6).
1.3. Goals and results. Fix a CohFT Λg,k on V = 〈e1, . . . , en〉 with the pairing ηp,q :=
δp+q,n+1 and unit vector e1. LetZ = exp
(∑
g≥0 ~
g−1Fg
)
be the partition function of it.
The functions Fg, called genus g potentials, are function of the formal complex vari-
ables td,α for all 1 ≤ α ≤ n and d ∈ Z≥0. In particular, the variable t0,α is associated
with the insertions of vector eα without a psi–class (see Section 3 for details.)
Next to e1, the pairing fixed gives the other distinguished vector — en
1.
Let A ∈ SL(2,C) act on C by a linear–fractional transformation. Denote A · t0,n :=
at0,n + b
ct0,n + d
for A =
(
a b
c d
)
. In this paper we “quantize” this linear–fractional trans-
formation to the action Aˆ on the Fock space of all CohFT partition functions in the
following way.
The quantization conditions of SL(2,C)–action:
• The function Z˜ := Aˆ · Z is a CohFT partition function again,
• By the action Aˆ the variable t0,n of Z is transformed to t˜0,n := A · t0,n and Z˜ is
a function of t˜0,n.
We only provide the certain quantization satisfying the conditions above and leave
the question of uniqueness of such a quantization for the future work.
Being a partition function, Z˜ should also have an ~ expansion as Z does. For
F0 and F˜0 being the coefficients of ~−1 in Z and Z˜ above, one concludes that the
quantization condition above should hold in genus zero. Namely, these functions
1We will comment on the basis and pairing fixing later in the text.
4 ALEXEY BASALAEV
define certain Frobenius manifolds M , MA, and Aˆ should also act on the space of
Frobenius manifolds and WDVV solutions. The quantization Aˆ, we develop in this
paper, is marked by the following result.
Theorem 1 (cf. [2]). For N = 3, 4, 6 and any A ∈ Γ(N) the genus zero small phase space
Gromov–Witten potential of XN satisfies:(
FXN0
)A
= FXN0 .
Namely, the genus 0 small phase space potentials of XN have explicit expressions
via the quasi–modular forms w.r.t Γ(N) (recall Example 2), but these potentials by
their own are modular w.r.t. Γ(N) by the action Aˆ we introduce. In this text we show
this theorem on the example of the orbifold X2 (not covered by [2]).
Main results of this paper are theorems 3 and 6.
In part (a) of Theorem 3 we show the isomorphism between the Frobenius mani-
foldsMA and Rˆσ ·M for the particular Givental’s group element Rσ, depending on
A. By this we get the bridge between the Dubrovin affine group action on the space
of WDVV solutions and the particular Givental’s action on a CohFT. It’s important
to note that the first one is easy to write down in the closed formula, but it’s only
applicable in genus 0. The latter action is defined in all genera but hard to pack in a
closed formula.
In part (b) of Theorem 3 we extend the SL(2,C) action to the higher genera pro-
viding the particular formulae for the SL(2,C)–action on the genus g small phase
space potential of a CohFT. Its immediate corollary is that the Givental’s action ofRσ
mentioned above satisfies the quantization conditions of the SL(2,C)–action in full
genera. The explicit formulae of Theorem 3 show in particular that we get a group
action.
In terms of partition functions of the CohFT’s the SL(2,C)–action we introduce
appears to be equivalent to the composition of one R–action and two S–actions. This
is a surprising result by itself because the actions of the upper–triangular and lower–
triangular groups do not commute. We discuss this in Section 5.
Theorem 6 can be considered as a main theorem of this work. It shows that the
SL(2,C)–action introduced is equivalent to the primitive form change for simple–
elliptic singularities.
1.4. Applications in mirror symmetry. In the context of global mirror symmetry (cf.
[7]) a B–model is treated globally, so that one can take it “at the different phases”.
Two different phases of the same B–model can give two different mirror A–models.
It’s conjectured then that the partition functions of these two Amodels are connected
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by the certain Givental’s action. This conjecture is known under the name of CY/LG
correspondence conjecture.
It was proved in [5] and [3] that the SL(2,C)–action we introduce in this paper
gives indeed the desired CY/LG correspondence for the simple–elliptic singulari-
ties. Namely, the B–model is given by Aζ,s of a simple–elliptic singularity (with the
primitive form playing the role of the “phase”) and the A–models are given by the
Gromov–Witten theory of XN and the so–called FJRW theory of the same singularity
with a group action. It turns out that the analytic SL(2,C)–action is easy to compute
in these cases, and by Theorem 3 we get the particular Givental’s action correspond-
ing to it. This result was expected due to Theorem 6 and some ideas of the global
mirror symmetry.
1.5. Organization of the paper. In Section 2 we give an analytical approach to the
SL(2,C) action on the genus 0 part of the CohFT and show the modularity of the
GW–theory of P12,2,2,2 under this action. We recall basic facts about Givental’s action
in Section 3. In Section 4 we define Givental’s action analog of the analytical SL(2,C)
action. In Section 5 we write the SL(2,C) action in terms of Givental’s group action
only. We discuss singularity theory applications in Section 6.
1.6. Acknowledgement. The author is grateful to Sergey Shadrin for his help with
Givental’s action, Claus Hertling for many useful comments and to Davide Veniani
for the editorial help. The author is also very grateful to Maxim Kazarian for sharing
his unpublished notes and to the anonymous referees for many valuable comments.
2. ANALYTICAL QUANTIZATION OF SL(2,C) ACTION
In this sectionwe develop an analytical approach to the quantization of the SL(2,C)
action on the genus zero data of the CohFTs — Frobenius manifolds.
2.1. Frobeniusmanifolds. LetM be a connected complexmanifold. Assume its tan-
gent sheaf TM to be endowed with a non–degenerate OM–symmetric bilinear form η
and an associative and commutative OM–algebra structure. Let ◦ stand for the prod-
uct of this algebra and e for its unit vector field. In what follows we consider the
metric onM defined by η. Let∇ stand for its Levi–Civita connection.
Definition 2.1. The data (M, ◦, η, e) is called a Frobenius manifold if the following con-
ditions are satisfied. The metric η is flat, ∇e = 0, η and ◦ satisfy the Frobenius algebra
property: η(u ◦ v, w) = η(u, v ◦ w) for any u, v, w ∈ TM , the tensor field ∇z (η(u ◦ v, w))
for any u, v, w, z ∈ TM is symmetric in all four components.
Remark 2.1. Usually one requires also the product ◦ to satisfy some quasi–homogeneity
condition, introducing a special TM element, called Euler vector field. We do not raise such a
condition in this paper, assuming a larger class of Frobenius manifolds.
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Note that different points of a Frobenius manifold M have generally different al-
gebra structures on their tangent spaces. In many cases working with a Frobenius
manifolds one uses only a local data of it. Moreover in some situations only the
germ of a Frobenius manifold is defined naturally. However in the “good” special
cases (like for example in mirror symmetry) a Frobenius manifold appears to be de-
fined globally, so that it’s reasonable to consider the algebra structures at the different
points ofM .
In order to work with a Frobenius manifold locally consider the following data.
It follows from the definition of a Frobenius manifold that locally at every point
p ∈M there is a system of flat coordinates t1, . . . , tn, in which the metric η has constant
components. Associate a basis of TpM with the vectors ∂/∂t
i and consider ηij as
components of η in this basis. We also assume that ∂/∂t1 is the unit of ◦p : TpM ⊗
TpM → TpM .
It follows from the definitions of a Frobenius manifold that there is a function
F (t) = F (t1, . . . , tn), represented by a convergent power series in t1, . . . , tn, s.t. the
structure constants ckij of the product ◦p satisfy:
ckij(t) :=
n∑
p=1
∂3F
∂ti∂tj∂tp
ηpk, 1 ≤ i, j, k ≤ n,
where ηij :=
∑
p,q ηpqδ
piδqj . Because of the Frobenius algebra property and choice of
the coordinates we have ηij = c1ij := ∂t1∂ti∂tjF . From the associativity and commu-
tativity of the product one deduces that the function F (t) satisfies WDVV equation
— for every fixed 1 ≤ i, j, k, l ≤ n holds:∑
p,q
∂3F
∂ti∂tj∂tp
ηpq
∂3F
∂tq∂tk∂tl
=
∑
p,q
∂3F
∂ti∂tk∂tp
ηpq
∂3F
∂tq∂tj∂tl
,
The function F (t) is called potential2 of the Frobenius manifoldM .
Sometimes we are given first a function F satisfying WDVV equation without
any underlying manifold M and convergence property. In these occasions F could
anyway define a (germ of) a Frobenius manifold that is called formal. We will drop
this word assuming it to be clear from the context.
Definition 2.2. Two Frobenius manifoldsM1 andM2 are called (locally) isomorphic if there
is a diffeomorphism φ : M1 →M2 such that for some fixed t ∈ M1 and φ(t) ∈M2 holds:
• φ is linear conformal transformation of the metrics ofM1 andM2,
• the differential of φ is an isomorphism of the algebras TtM1 and Tφ(t)M2.
In this case we writeM1 |t ∼= M2 |φ(t).
2in some articles this function could be also called “prepotential”.
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We define now the SL(2,C)–action on the space of Frobenius manifolds. Let the
Frobenius manifold potential F (t) have the form
(1) F (t) = F (t1, . . . , tn) :=
1
2
(t1)2tn +
1
2
t1
n−1∑
k=2
tptn+1−k +H(t2, . . . , tn),
for some function H(t2, . . . , tn) not depending on t1. Potential F (t) defines a formal
Frobenius manifold with the metric ηi,j = δi+j,n+1 (note however that our results are
easily translated to a more general choice of η except when η1,1 6= 0).
Definition 2.3. For any A ∈ SL(2,C) define the function:
(2)
FA(t) :=
1
2
(t1)2tn +
1
2
t1
n−1∑
k=2
tktn+1−k +
c
8(ctn + d)
(
t2tn−1 + · · ·+ tn−1t2)2
+ (ctn + d)2H
(
t2
ctn + d
, . . . ,
tn−1
ctn + d
,
atn + b
ctn + d
)
.
Remark 2.2. In the definition above we have applied the change of the variables t → t˜ to
the function FA above, s.t. t˜n = A · tn. Such a special choice of the variable tn is made
because the corresponding vector ∂/∂tn satisfies η(∂/∂t1, ∂/∂tn) = 1. However we could
have picked any other vector v =
∑n
k=2 ak∂/∂t
k, not lying in the kernel of η(∂/∂t1, •) and
the corresponding variable. Then applying a linear change of the variables we would land in
the setting we used above.
It was observed by Dubrovin (cf. Appendix B in [8]) that there is a non–trivial
symmetry of WDVV equation, called “Inversion transformation” such that for F (t)
as above the function F I (ˆt) solves WDVV too:
Iˆ · F := F I (ˆt) = (tn)−2
[
F (t)− 1
2
t1
n∑
k=0
tktn+1−k
]
,
where tˆ1 :=
∑
k t
ktn+1−k/(2tn), tˆn := −1/tn and tˆα := tα/tn for all 1 < α < n.
In the definition above it’s clear that if c = 0, the function FA differs from the function
F just by a linear change of the variables, defining therefore an isomorphic Frobe-
nius manifold structure. In what follows we assume silently only such A ∈ SL(2,C),
that c 6= 0.
2.2. Analytical quantization via composition. Fix a matrix A ∈ SL(2,C). Let z be
a coordinate on C. For an arbitrary function of z, the change of the variables z →
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A · z := az+b
cz+d
can be written via the following composition.
A · z = az + b
cz + d
= T1 · Sc2 · I · T2 · z,
where T1(z) = z + a/c, Sc2(z) = c
2z, T2(z) = z + d/c and I(z) = −1/z. Our aim now
is to quantize these changes of the variables to the operators on the space of WDVV
equation solutions.
LetL(z) be a linear change of the variables. For aWDVV solution F = F (t1, . . . , tn)
let Lˆ · F := F (t1, . . . , tn−1, L(tn)). It’s clear that Lˆ · F is a solution to WDVV equation
too. Because T1, T2 and Sc2 are linear changes of the variables, we can immediately
quantize them to the operators Tˆ1, Tˆ2 and Sˆc2 acting on the space of WDVV equation
solutions. Finally, the operator I is quantized by the Inversion transformation Iˆ of
Eq.(2.1). Assuming A, T1, T2 and Sc2 to act on the domain of definition of the flat
coordinate tn we introduce the definition.
Definition 2.4. Define the action Aˆ on the space of WDVV solutions:
Aˆ := Tˆ1 · Sˆc · Iˆ · Sˆc−1 · Tˆ2.
Proposition 2.1. For the Aˆ as above we have:
• The action Aˆ satisfies the quantization condition in genus 0.
• The action Aˆ agrees with the formula (2) up to quadratic terms:
Aˆ · F = FA + quadratic terms.
In particular the function FA is a solution to WDVV equation.
Proof. The quantization presented coincides with the action of A on tn by the con-
struction and also Aˆ acts on the space of WDVV solution as the composition of op-
erators acting of the space of WDVV solutions.
For the second part note that applying Sˆc · Iˆ · Sˆc−1 to H(t2, . . . , tn) both Sc and Sc−1
add their factors to the cubic terms defining the pairing, but they cancel out. The rest
is an easy check. 
This approach to the affine group action on the space of WDVV equation solu-
tions was proposed already by [8] (cf. Exercise B.3) via certain special change of the
variables.
The following section shows that the SL(2,C)–action F → FA is important and
natural in the certain cases.
2.3. Example: Gromov–Witten theory of P12,2,2,2. Consider the so–called theta–constants
ϑ2(τ), ϑ3(τ), ϑ4(τ) that are the values at z = 0 of the Jacobi theta functions ϑk(z, τ).
SL(2,C) GROUP ACTION ON COHOMOLOGICAL FIELD THEORIES 9
Let X∞k (τ) be the logarithmic derivatives of the theta–constants:
X∞k (τ) := 2
∂
∂τ
log ϑk(τ)
Well–known fact is that the functions (ϑ2(τ))
2, (ϑ3(τ))
2, (ϑ4(τ))
2 are modular forms
of weight 1w.r.t. Γ(2) = {A ∈ SL(2,Z) | A ≡ Id mod 2}. In particular holds:
1
(cτ + d)
(
ϑk
(
aτ + b
cτ + d
))2
= (ϑk(τ))
2 for any
(
a b
c d
)
∈ Γ(2), k = 2, 3, 4.
It’s clear from the definition that the functions X∞k (τ) also satisfy certain corrected
— quasi–modularity property.
Frobenius manifold potential of the Gromov–Witten theory of the orbifold P12,2,2,2
was found in [21] to be3
F
P1
2,2,2,2
0 (t) =
1
2
t21t6 +
1
4
t1
(
5∑
i=2
t2i
)
+
1
8
(t2t3t4t5) (X
∞
3 −X∞4 )
− 1
192
(
5∑
i=2
t4i
)
(4X∞2 +X
∞
3 +X
∞
4 )−
1
32
( ∑
2≤i<j≤5
t2i t
2
j
)
(X∞3 +X
∞
4 ) ,
where we use X∞k := X
∞
k (t6). It’s straightforward to note that one can put this
potential to the form of Eq.(1) by applying the linear change of the variables t2, . . . , t5.
This allows us to use the formula (2).
Proposition 2.2. Let A ∈ Γ(2), consider the action of it by formula (2). Then we have:(
F
P1
2,2,2,2
0
)A
= F
P1
2,2,2,2
0 .
Namely, the additional summand and meromorphic factors of formula (2) are all adsorbed by
the quasi–modularity property of X∞k .
Proof. This is obtained by easy computations and the modularity formula above. 
It’s important to note that taking A ∈ SL(2,Z) such that A 6∈ Γ(2) the genus zero
potential of P12,2,2,2 is transformed differently. Taking A =
(
1 1
0 1
)
or A =
(
0 −1
1 0
)
we get (F
P1
2,2,2,2
0 (t))
A = F
P1
2,2,2,2
0 (˜t) for t˜ differing from t by the permutations of the
variables t2, . . . , t5. Hence the Frobenius manifold obtained by such an action is still
isomorphic to the initial one. We can not expect such a behavior for an arbitrary
A ∈ SL(2,C).
3Following the standard convention we use the lower case variables numbering tk in the explicit
example rather than tk used to the general formulae.
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2.4. Example: Hurwitz–Frobenius manifolds. Consider the space of meromorphic
functions λ : C → P1 on the compact genus g Riemann surface C. Fix the pole orders
of λ to be k := {k1, . . . , km}:
λ−1(∞) = {∞1, . . . ,∞m}, ∞p ∈ C,
so that locally at∞p we have λ(z) = zkp .
Such meromorphic function defines a ramified covering of P1 by C with the rami-
fication profile k over∞. Assume further that λ has only simple ramification points
at Pi ∈ P1\{0}. On the space of the pairs (C, λ), considered up to a certain equiva-
lence, B. Dubrovin introduced in [8, Lecture 6] a Frobenius manifold structure that
is now known under the name Hurwitz–Frobeniusmanifold and is denoted by Hg;k.
When g = 1 the ramified covering λ is written via the elliptic functions and one of
the parameters of it (and hence of the Hurwitz–Frobenius manifold) is τ ∈ H, that
stands for the modulus of an elliptic curve. For k = {2, 2, 2, 2} it has the following
form:
λ(z) =
4∑
i=1
(
℘(z − ai, τ)ui + 1
2
℘′(z − ai, τ)
℘(z − ai, τ) si
)
+ c,
where ℘(z, τ) is the Weierstrass function and ai,ui,si,c are complex parameters. The
corresponding Frobenius potential is alsowritten in terms of a certain quasi–modular
forms (see [1]). One can consider the Frobenius manifold structure on H1,k at differ-
ent points p1 and p2. Because one of the parameters of p1 and p2 is the modulus of the
corresponding elliptic curve, it’s natural for two to be connected by a certain SL(2,C)
action.
Given a Frobenius potential F1(t) encoding the algebra structure at p1 one can
consider F2(t) := F1(t + p2 − p1). However such a shift applied to the function f(z),
holomorphic in H (like for example the functions X∞k (τ)), reduces drastically the
domain of the holomorphicity. In order to keep the domain of holomorphicity big,
one should apply not the Taylor series shift, but the following action instead ([25]):
f(z)→ f
(
τ0 − τ¯0z
1− z
)
.
This action can be realized by the composition of the rescaling and the SL(2,C) action
developed above.
3. COHOMOLOGICAL FIELD THEORIES AND GIVENTAL’S ACTION
Webriefly recall some basic facts about the CohFTs and introduce Givental’s action
in the infinitesimal form computed in [15].
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3.1. Cohomological Field Theory axioms. Let (V, η) be a finite–dimensional vector
space with a non–degenerate bilinear form on it. Consider a system of linear maps
Λg,k : V
⊗k → H∗(Mg,k),
defined for all g, k such thatMg,k exists and is non–empty. It is called Cohomological
field theory on (V, η) if it satisfies the following axioms.
A1: Λg,k is equivariant w.r.t. the Sk–action permuting the factors in the tensor
product and the numbering of marked points inMg,k.
A2: For the gluing morphism ρ :Mg1,k1+1 ×Mg2,k2+1 →Mg1+g2,k1+k2 holds:
ρ∗Λg1+g2,k1+k2 = (Λg1,k1+1 · Λg2,k2+1, η−1),
where we contract with η−1 the factors of V that correspond to the node in the
preimage of ρ.
A3: For the gluing morphism σ :Mg,k+2 →Mg+1,k holds:
σ∗Λg+1,k = (Λg,k+2, η
−1),
where we contract with η−1 the factors of V that correspond to the node in the
preimage of σ.
In this paper we further assume that the CohFT Λg,k is unital — there is a fixed vector
1 ∈ V called unit such that the following axioms are satisfied.
U1: For every a, b ∈ V we have: η(a, b) = Λ0,3(1⊗ a⊗ b).
U2: Let π :Mg,k+1 →Mg,k be the map forgetting the last marking, then:
π∗Λg,k(a1 ⊗ · · · ⊗ ak) = Λg,k+1(a1 ⊗ · · · ⊗ ak ⊗ 1).
In what follows we will denote the CohFT just by Λ rather than Λg,k when there is
no ambiguity.
We associate to a CohFT certain generating function, called partition function of
a CohFT. To do this we have to fix a basis on V . Let e1, . . . , en be the basis vectors,
s.t. e1 coincides with the unit 1 above. Let ψl ∈ H2(Mg,k) for 1 ≤ l ≤ k be so–
called psi–classes (namely, ψl is the first Chern class of the line bundle, whose fiber
over a [C] ∈ Mg,k is the cotangent line to C at the l–th marked point). The genus g
correlators of the CohFT are the following numbers:
〈τd1(eα1) . . . τdk(eαk)〉g :=
∫
Mg,k
Λg,k(eα1 ⊗ · · · ⊗ eαk)ψd11 . . . ψdkk .
Whenever 2− 2g − l < 0 the correlators of a unital CohFT satisfy Dilaton equation:〈
τ1(e1)
l∏
k=1
τdk(eαk)
〉
g
= (2g − 2 + l)
〈
l∏
k=1
τdk(eαk)
〉
g
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and String equation:〈
τ0(e1)
l∏
k=1
τdk(eαk)
〉
g
=
l∑
m=1,dm 6=0
〈∏
k 6=m
τdk(eαk) · τdm−1(eim)
〉
g
Denote by Fg the generating function of the genus g correlators:
Fg :=
∞∑
k=1
∑
α,d
〈τd1(eα1) . . . τdk(eαk)〉g
Aut({α,d}) t
d1,α1 . . . tdk ,αk ,
where for all 1 ≤ l ≤ k each αl runs from 1 to n and each dl runs from 1 to∞with the
additional condition that the monomial td1,α1 . . . tdk,αk appears in the sum only once.
We will call Fg genus g potential of the CohFT. We also use the notation Fg(t) =
Fg(t
1, . . . , tn) := Fg |td,α=0 d≥1, tα:=t0,α , called small phase space potential. It is useful to
assemble the correlators into a generating function called partition function of the
CohFT:
Z := exp
(∑
g≥0
~g−1Fg
)
.
Remark 3.1. Because Λg,k is a system of linear maps, it’s clear that another choice of the
basis on V will give a genus g potential, differing from the previous one only by a linear
change of the variables. Due to this fact we will not refer to the different choice of the basis in
what follows.
It follows from the certain topological properties on M0,k that the function F0(t)
is solution of WDVV equation and defines a Frobenius manifold on the small neigh-
borhood of the origin in Cn. However in the particular examples this Frobenius
manifold structure can be extended to a larger domain when F0 turns out to have
big radius of convergence. This is best illustrated by the Gromov–Witten theory of
X2, defining the Frobenius manifold structure on C5 ×H.
3.2. Infinitesimal version of Givental’s action. Upper–triangular group consists of
all elements R = exp(
∑∞
l=1 rlz
l), where:
r(z) =
∑
l≥1
rlz
l ∈ Hom(V, V )⊗ C[z], r(z) + r(−z)∗ = 0.
Following Givental, for (rl)
α,β = (rl)
α
ση
σ,β we define:
r̂lzl :=− (rl)α1
∂
∂tl+1,α
+
∞∑
d=0
td,β(rl)
α
β
∂
∂td+l,α
+
~
2
∑
i+j=l−1
(−1)i+1(rl)α,β ∂
2
∂ti,αtj,β
for every l ≥ 1.
SL(2,C) GROUP ACTION ON COHOMOLOGICAL FIELD THEORIES 13
Lower–triangular group consists of all elements S = exp(
∑∞
l=1 slz
−l) where:
s(z) =
∑
l≥1
slz
−l ∈ Hom(V, V )⊗ C[z−1], s(z) + s(−z)∗ = 0.
Following Givental, we define:
∞∑
l=1
(slz
−l )̂ := −(s1)α1
∂
∂t0,α
+
1
~
∞∑
d=0
(sd+2)1,α t
d,α
+
∞∑
d=0
l=1
(sl)
α
β t
d+l,β ∂
∂td,α
+
1
2~
∑
d1,d2
α1,α2
(−1)d1(sd1+d2+1)α1,α2 td1,α1td2,α2 .
Note that S0 ∈ Hom(V, V ) does not belong to a lower–triangular group except when
S0 = Id. Later on we will make certain sense of the S0 action too treating it exclu-
sively.
Definition 3.1. The action of the differential operators Rˆ := exp(
∑∞
l=1 r̂lz
l) and Sˆ :=
exp(
∑∞
l=1(slz
−l )̂ ) on the partition function of the CohFT is called Givental’s R–action and
S–action respectively.
Our interest in Givental’s action comes from the following theorem.
Theorem 2 (cf. [12, 11, 22]). Let R = R(z) and S = S(z) be some elements of the upper–
and lower–triangular groups of Givental respectively. Then the operators Rˆ and Sˆ act on the
space of partition functions of the cohomological field theories.
Remark 3.2. The R– and S–actions form two different group actions, whose commutator is
in general non–trivial.
We can also consider the action of the Givental’s group elementR on the Frobenius
manifold M with the potential F (t). Doing this we act first on the CohFT partition
function Z and consider the restriction to the small phase space of the (new) genus
zero potential after applying the R–action.
Definition 3.2. LetM be a Frobenius manifold defined by a CohFT Λg,n with the partition
functionZ . LetR be a Givental’s group element. We denote by Rˆ ·M the Frobenius manifold
given by the Frobenius potential
Rˆ · F := [~−1] log
(
Rˆ · Z
)
|tk,α=0, k≥1 .
Remark 3.3. In this paper we work in the setting of cohomological field theories. Namely,
the potential F0 has by definition no quadratic terms becauseM0,k is only defined for k ≥ 3
and F1 has no constant term becauseM1,k is only defined for k ≥ 1. This “missing” data
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could be assumed too, packed in the so–called calibration of a CohFT. At the same time, it’s
clear that we don’t miss “to much” not taking the calibration into account. For example, the
Frobenius manifold structure is not affected by these quadratic terms discussed.
The calibration of a CohFT is affected by the S–action. It’s clear from the formula above
that the S–action can introduce the quadratic terms to F0. Because we only work in the
setting of cohomological field theories and not keep track of the calibration of them, we will
just forget about these additional quadratic terms, introduced by the S–action.
4. GIVENTAL’S ACTION FORM OF SL(2,C) ACTION
For any non–zero complex number σ consider the particular upper–triangular
group element Rσ(z) := exp (rσ(z)) fixed by
rσ(z) =
 0 . . . σ... 0 ...
0 . . . 0
 z.
For any function f(t)we denote by (f(t))p the expansion of it at the point t = p. This
section is devoted to the proof of the following theorem.
Theorem 3. Fix some A =
(
a b
c d
)
∈ SL(2,C), τ ∈ C and a CohFT with the partition
function Z = exp(∑g≥0 ~g−1Fg) and small phase space potentials Fg(t).
(a) LetF0(t) and F
A
0 (t) be convergent in some small neighborhoods of p1 := (0, . . . , 0, A·
τ) and of p2 := (0, . . . , 0, τ) respectively. Denote by M and M
A the Frobenius
manifolds defined by F0 and F
A
0 respectively. Then we have an isomorphism:
MA |t=p2 ∼= Rˆσ ·M |t=p1 ,
where σ := −c(cτ + d).
(b) Fix some g ≥ 1. Let Fg(t) be convergent in a small neighborhood of p1. Define the
function FAg :
(3)
FAg (t) := (ct
n + d)2−2gFg
(
t1
ctn + d
, . . . ,
tn−1
ctn + d
,
atn + b
ctn + d
)
+
δ1,g
2
log
(
ctn + d
cτ + d
)
.
If FAg is convergent in a small neighborhood of p2, then we have:
[~]g−1 log
(
Rˆσ · Zp1
)
(t˜) = (cτ + d)2−2g
(
FAg (t)
)
p2
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where t˜ = t˜(t) is given by t˜k,α = 0 for all k ≥ 1 and also:
t˜0,1 = t1, t˜0,α = (cτ + d) tk for 1 < k < n, t˜0,n = (cτ + d)2 tn.
Part (a) of this theorem should be considered as an extension of the result of [10],
where it was proved for one particular A, giving the Inversion transformation of
Dubrovin.
Part (b) of this theorem only assumes one fixed g. Namely, one doesn’t need the
convergence of g = 1 potential to make statement about the g = 2 potential. This is a
surprising fact, however it can also be very well seen if one applies Rˆσ by hands —
no genus g′ < g correlators of Z contribute to the genus g correlators of Rˆσ · Z except
when g = 1.
The parameter τ of the theorem above plays an important role due to the following
reasons. First of all for an arbitrary CohFT we can’t assume any clear domain of
holomorphicity (while in some particular examples it appears to be indeed large —
c.f. Section 2.3). Second reason is that the action of Givental deals with the correlators
— hence assumes the partition function to be represented by a power series.
To prove the theorem we first compute the R–action of Rσ := exp (rσ(z)) explicitly
considering σ as a free parameter.
Proposition 4.1. Let Fg(t) be a small phase space potentials of a unital CohFT on (V, η)
with ηij := δi+j,n+1. Let F
σ
g (t) be a genus g small phase potential of Rˆ
σ · Z(~, t). We have:
F σg (t) = (1− σtn)2−2gFg
(
t1
1− σtn , . . . ,
tn
1− σtn
)
+
δg,1
2
log(1− σtn)− δg,0 σ
8(1− σtn)
(
n∑
k=1
tktn+1−k
)2
.
Proof. Consider the partition function Zσ := Rˆσ ·Z . Considering σ as a parameter we
compute the derivative of Zσ w.r.t. it. Note that rσ(z) = σ r1(z). By the definition of
Rˆσ we have
∂Zσ
∂σ
=
∂
∂σ
(
exp(σ rˆ1) · Z) = rˆ1 · Zσ,
and we get a PDE on Zσ with the initial condition Zσ=0 = Z . Considering the
formal series expansion in ~ on the both sides we get a series of PDEs on F σg . By the
definition we have:
rˆ1 = −1
2
~
∂2
∂t0,1∂t0,1
+
∑
l≥0
tl,n
∂
∂tl+1,1
.
Consider the two summands of the differential operator written. Because the CohFT
is unital, we have ∂Fg/∂t
0,1 = 0 for g > 0 (by U2 axiom and degree observations).
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Because of this, on the small phase space the second order summand gives non–zero
contribution only applied to F0(t). We get:
∂σFσg |td,α=0,d≥1=
(∑
l≥0
tl,n
∂Fσg
∂tl+1,1
)
|td,α=0,d≥1 −
δg,0
2
(
∂F σ0
∂t0,1
)2
− δg,1
2
∂2F σ0
∂t0,1∂t0,1
= t0,n
(
(2g − 2)F σg +
n∑
k=1
t0,k
∂F σg
∂t0,k
− δg,1
2
)
− δg,01
8
(
n∑
k=1
t0,kt0,n+1−k
)2
,
where we apply Dilaton equation and use the explicit form of the pairing η on V . In
what follows to simplify the notation we use tk := t0,k for all 1 ≤ k ≤ n. For g ≥ 2
the PDE above is equivalent to:
∂σ logF
σ
g = t
n
(
(2g − 2) +
n∑
k=1
tk
∂
∂tk
logF σg
)
,
= tn
n∑
k=1
tk
∂
∂tk
(
logF σg + (2g − 2) log tn
)
.
This PDE can be solved using the method of characteristics. We get:
(tn)2g−2F σg
(
t1, . . . , tn
)
=
(
tn
1− σtn
)2g−2
Fg
(
t1
1− σtn , . . . ,
tn
1− σtn
)
.
For g = 1 the PDE above reads:
∂σF
σ
1 = t
n
n∑
k=1
tk
∂
∂tk
(
F σ1 −
1
2
log tn
)
.
Using the method of characteristics again we get:
F σ1 (t
1, . . . , tn)− 1
2
log tn = F1
(
t1
1− σtn , . . . ,
tn
1− σtn
)
− 1
2
log
(
tn
1− σtn
)
.
For g = 0 it’s easy to see by the direct differentiation that the function F σ0 satisfies the
PDE above with the initial condition F σ=00 = F0. This completes the proof. 
Remark 4.1. The first version of this proposition was proved via the graph counting tech-
nique introduced by [10]. The author is grateful to the anonymous referee for proposing this
short proof.
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Proof of Theorem 3. First note that the function F σ0 of Proposition 4.1 satisfies:
F σ0 = F
A
0 for A =
(
1 0
−σ 1
)
.
Consider the changes of the variables tˆn = (cτ + d)2tn and t˜n = tˆn + τ . We have:
tn
1 + c(cτ + d)tn
+
aτ + b
cτ + d
=
a(tˆn + τ) + b
c(tˆn + τ) + d
=
at˜n + b
ct˜n + d
.
By using Proposition 4.1 we get the isomorphism of the Frobenius manifolds of the
part (a). Part (b) follows immediately from Proposition 4.1 by applying the changes
of the variables given. 
5. COORDINATE–FREE FORM OF THE SL(2,C) ACTION
Part (b) of Theorem 3 makes use of the functions expanded at a certain points. It’s
natural to get rid of this special requirement. Let Sc = exp(sc1) and S
A
0 be Givental’s
S–actions for:
sc1 :=
0 . . . 0... 0 ...
c . . . 0
 z−1, SA0 :=
1 . . . 0... (cτ + d)In−2 ...
0 . . . (cτ + d)2
 for A = (a b
c d
)
.
where SA0 acts by (~, t)→ ((cτ + d)~, t˜) with t˜α =
(
SA0
)α
β
tβ . On the small phase space
Sˆc acts as a shift of the coordinate tn (recall that we restrict ourselves to the space of
cohomological field theories and only assume the S–action up to quadratic terms —
see Remark 3.3). Hence the statement of Theorem 3 rewrites as:
SˆA0 · Sˆτ · FAg = Rˆσ · SˆA·τ · Fg.
This equation suggests the following Givental analog of the SL(2,C)–action:
AˆτG := Sˆ
−τ
(
SˆA0
)−1
· Rˆσ · SˆA·τ .
It’s easy to check by hands that SL(2,C) action defined in the analytic form of Eq.(2)
and Eq.(3) is indeed a group action. This fact is not clear on the Givental’s side —
the upper–triangular and lower–triangular groups form two different groups, whose
elements do not commute, and AˆτG makes use of both of them.
Compared again to the analytic action of Eq.(2) and Eq.(3), the action AˆτG is prefer-
able if one works with the cohomological field theories and not just Frobenius man-
ifolds, in particular in mirror symmetry. Let’s illustrate this on the example.
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Example 4. For a given CohFT Λg,n with a partition function Z let Z = Rˆ′ · Z ′ for some
other CohFT partition function Z ′ and an upper–triangular group element R′. For a fixed
A ∈ SL(2,C) let τ ′ be s.t. A · τ ′ = 0. Then we have:
Aˆτ
′
G · Z = Sˆ−τ
′
(
SˆA0
)−1
· (RσR′)̂· Z ′,
where we used the fact that the upper–triangular group elements form indeed a group.
A big issue in the definition above is the composition Aˆτ0G · Bˆτ1G for some A,B ∈
SL(2,C) and τ0, τ1 ∈ C. In what follows we show that the set of all differential
operators AˆτG forms a groupoid. Recall the definition of it.
Definition 5.1. The set H is called groupoid if it’s equipped with the unary operation −1 :
H → H and a partial binary operation ∗ : H × H ⇀ H , s.t. the following conditions are
satisfied for all a, b, c ∈ H .
(1): a ∗ a−1 and a−1 ∗ a are defined for all a ∈ H ,
(2): a ∗ b is defined if and only if a−1 ∗ a = b ∗ b−1,
(3): if a ∗ b and b ∗ c are defined, then (a ∗ b) ∗ c and a ∗ (b ∗ c) are defined and equal,
(4): each of a−1 ∗ a ∗ b, b ∗ a−1 ∗ a, a ∗ a−1 ∗ b, and b ∗ a ∗ a−1 is equal to b if it is defined.
In what follows denote also by IˆdG the identity operator.
Proposition 5.1. The set SL(2,C)× C = {AˆτG | A ∈ SL(2,C), τ ∈ C} is a groupoid with
(i):
(
AˆτG
)−1
:= (̂A−1)
A·τ
G for all A ∈ SL(2,C) and τ ∈ C,
(ii): Aˆτ0G ∗Bˆτ1G := Aˆτ0G ·Bˆτ1G = (̂BA)
τ0
G for allA,B ∈ SL(2,C) and τ0, τ1, s.t. A ·τ0 = τ1.
Proof.We show the conditions (1)–(4) of the definition above.
Condition (1) is straightforward because for any AˆτG we have A
−1 · (A · τ) = τ .
In condition (2) we should consider Aˆτ0G ∗ Bˆτ1G . To show this condition consider the
following lemma.
Lemma 5.1. For any A ∈ SL(2,C) the following formula holds:
Aˆτ0G · (̂A−1)
A·τ0
G = Îd
τ0
G .
Proof. Let A =
(
a b
c d
)
∈ SL(2,C). Denote σA := −c(cτ0 + d) and σ′A := −c/(cτ0 + d).
Note that we have then (SˆA0 )
−1 · RˆσA = Rˆσ′A · (SˆA0 )−1. For τ1 = A · τ0. Then we have:
σA = −σ′A−1 , σ′A = −σA−1 , SA0 =
(
SA
−1
0
)−1
.
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The composition of Givental’s actions reads:
AˆG ·
(
A−1
)
Ĝ = Sˆ
−τ0
(
SˆA0
)−1
· RˆσA · SˆA·τ0 · Sˆ−τ1
(
SˆA
−1
0
)−1
· RˆσA−1 · SˆA−1·τ1
= Sˆ−τ0
(
SˆA0
)−1
· RˆσA · Rˆσ′A−1 ·
(
SˆA
−1
0
)−1
· Sˆτ0 = Id.

Hence the equality
(
Aˆτ0G
)−1
∗ Aˆτ0G = Bˆτ1G ∗
(
Bˆτ1G
)−1
is equivalent to Îd
A·τ0
G = Îd
τ1
G that
holds if and only if τ1 = A · τ0. This concludes Condition (2).
To show Condition (3) we start with the following lemma.
Lemma 5.2. Let A,B ∈ SL(2,C) and τ1 = A · τ0. Then Aˆτ0G · Bˆτ1G = Cˆτ0G for C = BA.
Proof. LetA =
(
a11 a21
a21 a22
)
,B =
(
b11 b21
b21 b22
)
. Then canceling out two S–actions we can
write:
AˆG · BˆG = Sˆ−τ0
(
SˆA0
)−1
RˆσA
(
SˆB0
)−1
RˆσB SˆBτ1 .
Commuting
(
SˆB0
)−1
with RˆσA as in the proof of the lemma above and observing that
SˆB0 Sˆ
A
0 = Sˆ
C
0 we get:
AˆG · BˆG = Sˆ−τ0
(
SˆC0
)−1
Rˆσ˜+σB SˆCτ0 ,
for σ˜ = σA(b21τ1 + b22)
2. Some easy but long computations give the needed equality
σ˜ + σB = σC . 
For any A,B,C ∈ SL(2,C) and τ0, τ1, τ2 ∈ C the products Aˆτ0G ∗ Bˆτ1G and Bˆτ1G ∗ Cτ2G
are defined if and only if τ1 = A ·τ0 and τ2 = B ·τ1. Then (Aˆτ0G ∗ Bˆτ1G )∗ Cˆτ2G = B̂A
τ0
g ∗ Cˆτ2G
is defined if and only if τ2 = BA · τ0 = B · (A · τ0) = B · τ1. This concludes Condition
(3).
Proof of Condition (4) is straightforward by using the two lemmas above. 
In order to consider the action of AˆτG on the space of partition functions of the
cohomological field theories one has to resolve the following problem. The S–action
applies the shift of the variables to an infinite series. This operation can produce
divergent power series and one can’t apply the consequentR–action then. Moreover
it could happen that for some A,B ∈ SL(2,C), τ0, τ1 ∈ C and a CohFT partition
function Z the action B̂Aτ0G ·Z is defined, but Bˆτ1G ·
(
Aˆτ0G · Z
)
—not (exactly due to the
convergence issues). Hence one could only consider the action of some subgroupoid
of all Aˆτ0G on the certain subset of the full Fock space of partition functions, satisfying
some convergence properties. This subject is beyond the purposes of this work and
we postpone it to the future.
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6. SL(2,C) ACTION IN SINGULARITY THEORY
This section is devoted to the connection of the SL(2,C) action developed above to
the action on the total ancestor potential of a simple–elliptic singularity, that changes
a primitive form.
6.1. Frobenius manifold Saito–Givental theory of a hypersurface singularity. Let
W (x) ∈ OCN ,0 define an isolated singularity at 0 ∈ CN and φi(x) ∈ OCN ,0 form a basis,
generating theMilnor algebra of the singularity: 〈φ1, . . . , φµ〉 = OCN ,0/ 〈∂x1W, . . . , ∂xNW 〉.
The unfolding of the singularity is the following function:
W (x, s) := W (x) +
µ∑
i=1
φi(x)s
i,
where µ is the Milnor number of W (x) and the coordinates s1, . . . , sµ belong to the
base space S of the unfolding. The sheaf TS can be endowedwith an algebra structure.
Fixing a volume form ω = f(x, s)dx1 . . . dxN one can introduce a non–degenerate
bilinear form η on TS — the residue pairing. Special choice of the volume form is
needed to make η flat and get the Frobenius manifold.
Theorem 4 ([20]). There is a choice of the volume form ω such that the pairing η is flat and
defines together with ckij(s) a structure of a Frobenius manifold on S.
Such volume form is called a primitive form of Saito and its existence is another
complicated question. Its choice is generally not unique.
By considering the asymptotic expansions of a certain oscillatory integrals near
some s ∈ S one can construct an upper–triangular group element Rs and also a
partition functionAs,ζ(~, t), called a total ancestor potential of the singularityW (x). This
data depends also on ζ and the choice of s ∈ S. Comparing to the case of the CohFTs
discussed in Section 3 here we get a family of partition functions, depending on this
data.
The function
Fs,ζ(t) :=
[
~−1
]
logAs,ζ(~, t)|td,p=0, d≥1
is then the Frobenius manifold potential of the theorem above. It defines a Frobenius
manifold structure on S in a neighborhood of the point s with the primitive form ζ .
We will denote it byMζ,s.
6.2. Choice of the primitive form. LetW (x) = Wσ(x) be one of the following poly-
nomials, depending also on a complex parameter σ:
x31 + x
3
2 + x
3
3 + σx1x2x3,
x21x3 + x1x
3
2 + x
2
3 + σx1x2x3,
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x31x3 + x
3
2 + x
2
3 + σx1x2x3.
These polynomials define the so–called simple–elliptic singularities. Their zero sets
in certain weighted projective spaces define the families of the elliptic curvesEσ. The
primitive form ζ for the simple–elliptic singularities was found by [20, Paragraph 3]:
ζ =
d3x
πA(σ)
,
where πA(σ) is a solution to the Picard-Fuchs equation of Eσ. Different solutions
πA(σ) give different primitive forms and (generally) different Frobenius manifold
structures.
This property was explored differently in [17] and [6] to consider different primi-
tive forms of the fixed simple elliptic singularity. In particular, the second approach
was to use the same SL(2,C)–action as we described above, but with a particular
matrix A(τ0,ω0) for all fixed τ0 ∈ H and ω0 ∈ C∗:
A(τ0,ω0) :=

√−1τ¯0
2ω0Im(τ0)
ω0τ0
√−1
2ω0Im(τ0)
ω0
 .
The SL(2,C)–action of such matrix on the space of Frobenius manifolds as in Exam-
ple 1 of Introduction can be considered as a model for the primitive form change (see
Section 2.5, [6]).
Remark 6.1. It was a GL(2,C) matrix, used there, however with a fixed determinant
1/(2π
√−1). We rescale the matrix here in order to get a SL(2,C)–action. This rescaling
is equivalent to the variable rescaling.
We are going to compare it with the completely different approach of Milanov–
Ruan.
6.2.1. Approach of Milanov–Ruan. From now on fix n := µ, the Milnor number of the
singularity. Let e1, . . . , en be the basis vectors of TsS at s = (s1, . . . , sn). For any
A ∈ SL(2,C) let the linear operator J : TsS → TsS be defined by:
J(e1) = e1, J(en) = (cs
n + d)2en, J(ep) = (cs
n + d)ep, 1 < p < n, A =
(
a b
c d
)
.
Let J act on t by: td,j → ∑ni=1 J ji td,i for all d ≥ 0. Consider Givental’s upper–
triangular group elementXs(z) defined by:
(Xs(z))
j
i = δ
j
i − z
c
csn + d
δi,nδ
j,1,
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Theorem 5 (Theorem 4.4 in [17]). Consider two total ancestor potentials of the same
simple–elliptic singularity 4 with the primitive forms ζ1 and ζ2. Then there is A ∈ SL(2,C)
such that the corresponding total ancestor potentials are connected by the following transfor-
mation5:
Aζ1,A·s(~, t) =
((
Xˆs
)−1
· Aζ2,s
)(
(cτ + d)2~, Jt
)
,
where s = (0, . . . , 0, τ) and A · s = (0, . . . , 0, A · τ).
In the theorem above it appears to be very hard to present particular SL(2,C)
matrix A.
6.3. Equivalence of the approaches. Comparing the total ancestor potential for-
mula of Milanov–Ruan with the SL(2,C) action developed in this paper we get the
theorem.
Theorem 6. Let the two total ancestor potentials Aζ1,s, Aζ2,s′ of the same simple–elliptic
singularity W (x) be connected by a symplectic transformation of Milanov–Ruan. Then the
potentials of the Frobenius manifolds Mζ1,s, Mζ2,s′ corresponding to these total ancestor po-
tentials are connected by the formula (2) for some A ∈ SL(2,C).
Proof. Consider particular pair of primitive forms ζ1 and ζ2 with the corresponding
SL(2,C)–matrix A as in Theorem 5. We show that the transformation of Milanov-
Ruan acts in the same way as Givental’s form of our SL(2,C) action.
Denote by Jˆ the rescaling action (~, t)→ ((cτ + d)2~, Jt). Note that its action is the
same as SA0 action of Section 5. RecallR
σ–action of Section 4. Because of its particular
form we have:
Rσ(z) = exp(rσz) = 1 + rσz.
We know that for σ := −c(cτ + d) the following equality holds:
Rˆσ · SˆA0 = Jˆ · Xˆs.
Hence the transformation of Milanov–Ruan is represented by the SL(2,C) action we
consider. We only have to compare the points of the Frobenius manifolds on both
sides. Using Theorem 5 and Theorem 3 we write:
Fζ1,A·τ =
(
Rˆσ
)−1
SˆA0 Fζ2,τ = Rˆ
−σSˆA0 Fζ2,τ = Sˆ
A
0
(
Xˆs
)−1
Fζ2,τ .
This completes proof of the theorem. 
4Only one particular case of simple elliptic singularity P8 was considered in [17]. However the
technique used is extended in a straightforward way to all other cases too.
5The statement of theorem of Milanov–Ruan has the operator Xˆs rather than the inverse of it,
however they also consider a bit different definition of the Givental’s action — the connection to our
is by taking the inverse R–action.
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Corollary 6.1. The approaches of [17] and [6] for the action changing the primitive form of
a simple–elliptic singularity coincide.
This result shows that taking all the possible primitive forms for a fixed simple–
elliptic singularity there are only two “geometrically” different Frobenius manifolds
— Fζ1 and Iˆ · Fζ1 . All the other Frobenius manifolds fixed by other choices of the
primitive forms are obtained from these two by taking linear changes of the vari-
ables.
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