The main results of this paper deal with the existence of (local) "integrating factors" for a linear differential form
(1) w = P(x, y)dx + Q(x, y)dy, that is, for the existence of functions P^O and w such that (2) o = Tdw, in the two cases: (i) P and Q are real-valued and (3) P2 + Q2 ^ 0;
(ii) P and Q are complex-valued and (4) Im (PQ) 9* 0.
In both cases, x and y are real variables, while T, w are real-valued in case (i) but complex-valued in (ii). In the real case (i), 1/P is what is usually called an integrating factor for co. The solution of the problem in this case depends on the theory of ordinary differential equations. Part I will deal with this case.
While the problem in the complex case (ii) has the same appearance as the problem in the real case, it is of a very different nature. Its solution depends on an elliptic system of partial differential equations. In fact, the problem is equivalent to the problem of conformalizing the Riemannian metric (5) ds2 = coco = \P \2dx2 + 2 Re (PQ)dxdy + | Q \2dy2.
The condition (4) implies that (5) is positive definite. (Any positive definite, binary ds2 can be factored, in more than one way, into coco, where (1) satisfies (4) .) The complex case (ii) will be considered in Part II. In both Parts I and II, it will be supposed that P and Q are continuous. Conditions will then be imposed on the set function (6) HE) = j Pdx + Qdy, where £ is a domain bounded by a rectifiable Jordan curve /. The appendix will consider a related problem on indefinite forms (5) in the theory of surfaces. In particular, this latter problem has applications in the theory of the introduction of asymptotic lines or lines of curvature as coordinate curves.
Part I 1. The main theorem (III) in this part will be to the effect that if P, Q are real-valued, continuous functions on x2+y2<l
satisfying (3) and if there exists a continuous function / satisfying the integral relation (7) f Pdx + Qdy = f f fdxdy J J J J E for every domain E bounded by a rectifiable Jordan curve I in x2+y2<l, then (1) has a continuous integrating factor 1/T(x, y) on a sufficiently small circle x2+y2<e2.
It will follow from (II) that the above mentioned conditions on P, Q are sufficient to assure the (local) existence of C-solutions of the Cauchy problem (8) Q(x, y)zx -P(x, y)zv = 0, Z(0, y) = z0(y), if z0(y) is a given C'-function. (This reduces to a standard assertion if Q = l and/= -Py exists and is continuous.) The proofs of (II) and (III) depend on a new uniqueness theorem (I) for ordinary initial value problems (9) dy/dx = -P(x, y)/Q(x, y), y(0) = 0.
In particular, (I) implies that the solution of (9) is unique if P, Q(^0) are continuous in a vicinity of the origin and satisfy uniform Lipschitz conditions with respect to y, x, respectively.
(This is, of course, a standard theorem if Q-l.) 2 . A simplified version of the arguments of [6] leads to the following uniqueness theorem (2) for ordinary differential equations:
(1) Let P(x, y), Q(x, y) be real-valued, continuous functions on x2+y2^l with the properties that (10) Q(x, y)*0
and that there exists a bounded measurable function f(x, y) in x2+y2gl such that (7) holds for every rectangle E with boundary J in x2+y2^l.
Then the (2) (Added in proof, February 11, 1958). Extensions of (I)-(III) to systems of ordinary differential equations and a converse of (II) in this case are given in the paper On exterior derivatives and solutions of ordinary differential equations to appear in these Transactions.
initial value problem (9) has a unique solution (for small \x\).
If the continuous functions P, Q satisfy uniform Lipschitz conditions with respect to y, x, respectively, so that P", Qx exist almost everywhere and are bounded, then (7) holds with f=Qx -P". Hence (I) implies the statement in §1 concerning (9) . In the still more particular case that P, Q are continuous and that Py, Qx exist and are continuous, the arguments used in [8, pp. 152-153] , show that (I) can be deduced from a standard uniqueness theorem by the C1 change of variables (x, y)-^(x, m), where m(x, y) =flQ(x, t)dt.
Proof of (I). Suppose that (I) is false and that (9) has two solutions, y=yi(x) and y = yi(x), on O^x^e and that yi(e)<y2(«). It can be supposed that yi(x) <yi(x) lor 0<x^e, for otherwise the interval O^x^e can be replaced by a sub-interval x0^x^e, where 0 5=xo<e and yi(xo) =yi(x0). For a fixed value of t, where 0<t^e, let E = Et denote the (x, y)-set O^x^t, yi(x)^y^yi(x). The assumptions of (I) imply that (7) is valid for E = Et, if J=Jt is the boundary of Et.
Since (9) implies that the line integral of Pdx + Qdy is 0 along the arcs y=yi(x) and/or y=y2(x), the relation (7) and Fubini's theorem show that
Hence, as <->+0, the continuity of Q implies that
if |/| 2= Const, almost everywhere. Let h>h> ■ ■ • be a decreasing sequence of x-values such that tn-»0 as re-><» and that yi{l) -yi{l) = max (y2(x) -yi(x)) if t = l".
Since y2(t) -yi(t)>0 for t>0, the last two formula lines give O;(0, 0) + o(l) g Const, t ii t = tn and re -> «>.
This leads to ^(0, 0) =0, which contradicts (10). This proves (I).
3. A refinement of the assumptions lead to a corresponding refinement of the assertion of (I):
(II) Let P, Qt^O, f be real-valued and continuous on x2Ary2^l with the property that (7) holds for all rectangles E in x2+y2^l.
Then there exists an e>0 such that the solution y=y(x, v) of (12) dy/dx = -P(x, y)/Q(x, y) and y(0, v) = v exists and is of class C1 for \x\ ^e, \v\ ^t. Proof of (II). It is clear from (I) that there exists an «>0 such that
The right side of this equation has a continuous derivative with respect to t, hence, the left side does also. A differentiation with respect to t gives It is clear that, as v2->Vi,
hold uniformly in t and Pi. The case / = 0 of (15i) is
as »2-n»i. The relations (14) and (15i) - (153) show that (y2(0 -yi(t))/(v2 -vi) tends to limit, as v2->vi, uniformly in t and Vi. Since the cases tf^O and/or v2<Vi can be treated similarly, it follows that yv(x, v) exists, is continuous and satisfies
This proves (II).
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 4. It can be mentioned that if the assumptions of (II) are relaxed to those (I) (that is, if /is measurable and bounded, instead of continuous), a considerable portion of (II) remains valid: (II') Under the conditions of (I), the function y=y(x, v), defined by (12) ore some sufficiently small square \x\ ge, |»| 5ae, has a continuous partial derivative yx, satisfies a uniform lower and upper Lipschitz condition with respect to v,
where -e^Vi<v2<e, and has a partial derivative yv satisfying (16) for \x\ ^e for almost all fixed v on \v\ ^ e.
The proof of (IF) depends on slight modifications of the proof of (II) and will be omitted.
5. An immediate consequence of (II) is the existence of a continuous, nontrivial integrating factor for Pdx-yQdy.
(Ill) Under the assumptions (and in the notation) of (II), the transformation x = u, y=y(u, v) is of class C1, has a nonvanishing Jacobian on \u\ ^e, \v\ ^e (if e>0 is sufficiently small) and transforms the differential form co = Pdx + Qdy into Part II 7 . The main theorem (IV) of this part will imply that if P, Q are complexvalued, continuous functions on x2+y2^l
satisfying (4) and if there exists a function f of class Ap(x2+y2<l), p>2, satisfying the integral relation (7) for every domain E bounded by a rectifiable Jordan curve J in x2+y2^l, then there exists a Cl-mapping
on some circle ui-\-vi<e2, satisfying somewhat more general conditions) will depend on the Holder continuity of quasi-conformal mappings and on some simple facts in potential theory. An analogue of the italicized assertions, at a higher level of differentiability, is the result of [4] to the effect that if a positive definite binary Riemannian ds2 is of class C1 and has a continuous curvature, then it can be conformalized by a mapping of class C2.
8. The relations (1) and (2) (28) xu + xv + y" + y, ^ ((1 + k )/k)(xuyv -x"y").
The inequality (28) The notation w = u+iv and z = x+iy will be used below; for example, (25) will sometimes be abbreviated as w = w(z), even though w is not an analytic function of z. Lemma 1. Let 0 <k^ 1 and let (21) be a one-to-one mapping of \w\ <e onto | z\ < e with the property that (22) holds and that x, y are of class C1 and satisfy (28) for \w\ <e. Then z = z(w) satisfies a uniform Holder condition of order k, that is, if Wi, w2 correspond to Z\, z2, then (29) | 2i -321 ^ M | wi -w21*.
Furthermore, the constant M depends only on k and e (and is otherwise independent of the mapping).
Since the first assertion of Lemma 1 implies that x, y are uniformly continuous on \w\ <e, these functions can be supposed to be defined and continuous on \w\ ^e. Lemma with an inequality more general than (28), does not seem so convenient, since the order of the Holder condition is only claimed to be k/(l +k2).
Since condition (28) of Lemma 1 can be replaced [l ] by the assumption that the maximal dilatation does not exceed 1/k, Lemma 1 implies that the mapping (25) inverse to (21) satisfies (30) | Wi -w21 g M | Zi -Z21*.
9. The following result in potential theory will be used in the proof of (IV), below. 
The proof of this fact depends on standard techniques in potential theory.
It will be clear from the proof that these standard arguments can be used to show that F is of class C1 and that the integrals in (40) are Vu, Vv, respectively; so that Lemma The inequalities (45), (46) and the relation 7 = /i+72 imply the statement concerning (39).
In view of the remarks at the beginning of the proof, this completes the proof of Lemma 2.
10. Lemmas 1 and 2 will now be used to obtain a priori estimates for degrees of continuity belonging to the partial derivatives of solutions of the system (23). if E is a domain bounded by a rectifiable lordan curve J in x2+y2 ^ «2. Finally, let (21) be a one-to-one mapping of \w\ <t onto \ z\ <e of class C1 satisfying (22) and transforming (1) into the normal form (2). Then, for every 5, where 0<5<e, there exists a constant M, depending on k, X, 5, the Const, in (48) and upper bounds for \P\, \Q\ and | Im (P<2)|-1 (but otherwise independent of P, Q and the solution (21)), such that the partial derivatives of (21) satisfy if max (| Wi\, \w2\)^b and p0(r) is a monotone majorant for the degrees of continuity of P and Q.
The condition on p0 means that p0(r) is a nondecreasing, non-negative function of r satisfying
In the proof of Lemma 3, it is clear that there is no loss of generality in supposing that P, Q are smooth (say, of class Cl). For otherwise, P, Q, \p can be approximated by the respective functions P", Qn, ^n obtained by convolving P, Q, yj/ with re2A(x/re, y/n), where K = K(x, y) is a smooth function for all (x, y), A^O, A = 0 if x2+y2fe 1 and JfKdxdy = 1. On the one hand, the conditions imposed on P, Q, \f/ hold for Pn, Qn, tyn with the same k, X, Const., Po(r) and upper bounds for \P"\, \Qn\', cf. the argument in [2, pp. 62-63]. On the other hand, the assertions will not be altered by a limit process; cf. the proof of (IV) below.
In the case that P and Q are smooth, \p(E) is the absolutely continuous function HE) = J J (Qx -Py)dxdy. •la J|{-|<r
The function (59), which is regular analytic for \w\ <a, is given by Choose w so that | w -w0\ =rj and \w\ ^5. Then the last inequality gives
Af" ^ (const.)-W"1'^"-*>/* -Mvx.
In view of (47), X>(1-k)/k. Hence, there exists a small tj =r/(5) >0 with the property that the expression on the right side of the last inequality is positive. Since |r"(w)| =Afo for \w\ ^8, the assertion concerning (51) follows from (61). This completes the proof of Lemma 3.
11. Lemma 3 leads at once to an existence theorem for the "conformal" normal form Tdw for PdxA-Qdy (or, equivalently, to an existence theorem for the linear elliptic system (24), (26)).
(IV) Let P, Q be complex-valued, continuous functions on x2+y2 ^ 1 satisfying Im (PQ) 7*0. Let there exist a completely additive set function \p(E) on x2+y2^l satisfyinq (48) if the set E is contained in a circle of radius r and satisfying the integral relation (49) if E is a domain bounded by a rectifiable Jordan curve J in x2+y2^l.
Then, for sufficiently small e>0, there exist oneto-one C1-mappings (21) of w2-f-i/2<e2 onto x2+y2<€2 transforming PdxA-Qdy into the normal form T(du-\-idv), where
It can also be assumed that 2(0, 0)=0, in which case, estimates for the degrees of continuity of the partial derivatives of x, y and of u, v are supplied by Lemma 3.
If/=/(x, y) is of class L" on x2+y2^l and p>l, then ff 1/1 dxdy ^( j f \f\pdxdy\ Vr2)1'* ^ Const. r2<\
provided that E is contained in a circle of radius r and l/p-\-l/q = l. It follows that the conditions (48) and (49) on \p are satisfied if there exists an / of class Lp, p>2, satisfying (7); in this case, HE) = ff fdxdy and l+X = 2/o>l.
Proof of (IV). If x, y are first subjected to an affine transformation, it can be supposed that P(0, 0) = 1, Q(0, 0) =i. Hence, if k is an arbitrary number on the range 0 < k < 1, it follows from (24) and continuity considerations that (27) holds for x2+y2^e2, provided that e = e(k)>0 is sufficiently small. If X satisfies (48), choose the number k so as to satisfy (47). Let e>0be fixed by the requirement that (25) holds for x2+y2^e2.
Let P, Q, \p be approximated by functions P", Qn, \pn described after the statement of Lemma 3. If P = P", Q = Qn, then there exist mappings x = xn(u, v), y=y"(u, v) of the type desired. It can also be supposed that x"(0, 0) =y"(0, 0) =0. Then Lemma 3 implies the uniform boundedness and equicontinuity of z = zn(u, v) and its first order partial derivatives on every circle re2+z;2^52<€2. Thus, it is possible to extract a subsequence of 3i, 22, • • • which, together with the first order partial derivatives, have uniform limits on every circle ul-\-v2^Lb2<e2.
The limit function z = z(u, v) is of class C1 on re2+i>2<e2. It is easy to see, from the estimates (29) and (30) for the mapping z = zn(u, v) and its inverse, that z = z(u, v) is a one-to-one mapping (29) of u2-{-v2<e2 onto x2A-y2<t2; [1, p. 14] .
Finally, the uniformity of the estimate (51), with respect to re, shows that d(x, y)/d(u, v)>0 on u2+v2<e2. This implies (73) and completes the proof of (IV). (74) is of the form ds2 = dx2-\-Gdy2, then a sufficient condition for the possibility of reducing ds2 to the form (75) is that G(x, y) satisfy a uniform Lipschitz condition with respect to x. For, in this case, ds2=cocb, where w = dx-r-iG1,2dy.
Ii ds2 is an orthogonal form ds2 = Edx2+Gdy2, so that ds2 = | EllHx+ iG^dyY, it is sufficient that E, G satisfy uniform Lipschitz conditions with respect to y, x, respectively. More generally, it is sufficient that there exists a positive, continuous function p. such that p2E, p2G satisfy uniform Lipschitz conditions with respect to y, x, respectively (since ds2 = p~2\ pEl/2dx-\-ipGll2dy\2). The general case (74) The remarks of this section answer in part questions raised by Wintner [15] . This is the analogue of the assertion of [4] in the elliptic case, where (2) and (4) are replaced by LN -M2>0 and a=T(u, v)(du2+dv2), respectively. In this elliptic case, every mapping (3) bringing a into the conformal normal form is of class C2; above, in the hyperbolic case, it is only stated that some mappings (3) achieving the normal form (4) are of class C2 (and, in fact, there are some of class C1 which are not of class C2).
If re = 1 in the assumption aEC", KECn~x and the assertion x, yECn+l of (*) is replaced by an re>l, then (*) becomes a theorem of Wintner [5, pp. 853-854] . Assertion (*) (with w = l) is conjectured to be true in [5] . As pointed out in [5] , corollaries of (*) are the following theorems: (**) If S is a (small piece of a) surface of class C3 of negative Gaussian curvature, then S has a parametrization of class C2 in which the parametric lines are asymptotic curves.
(***) If S is a (small piece of a) surface of class C3 without umbilical points, then S has a parametrization of class C2 in which the parametric lines are lines of curvature.
For analogues when SEC", re>3, cf. [5] . If SEC2 (instead of C3) and where coi = Pidx-yQidy, u2 = PidxArQ2dy are linear differential forms with realvalued coefficients of class C1; cf. §6 above. The exterior product coiAco2 is defined to be (PiQ2 -P2Qi)dxdy. The assumption (2) implies that coi, C02 are linearly independent, that is, that PiQi = PiQi^0.
If coi, co2 are real, linearly independent forms with exterior derivatives and continuous densities (as is the case above when Pi, Qu Pi, QiEC1), then there exists a unique, real, linear differential form CO12 = Pndx + Qudy with continuous coefficients satisfying (6) dwi = 0)12 a COl, do32 = UjA CO12.
Suppose that the form coi2 has an exterior derivative with a continuous density 5(coi2) relative to dxdy, then (1) or (5) This is equivalent to the standard definition of curvature of (1) It follows from (6) that the unique form coi2 is given by Ui2 = T-1((hT1i2)vw2-(Tii2/h)uai); hence, from (14) , by (15) coi2 = -(log (T"2lh))udu + (log (T"2h))vdv.
The relation (8) means that (16) f ooi2 = f \ KTdudv holds for every domain E bounded by a piecewise smooth Jordan curve J in |«| <€, |»| <€. Let E denote the rectangle with vertices (0, 0), (u, 0), (u, v), (0, i;), where \u\ <«, |t»| <e. Then (15) shows that the line integral in (16) becomes -log T(u, v) + log P(0, v) -log P(0, 0) + log T(u, 0).
The normalization (12) and (16) Remark. Note that T is not only of class C1 but has a continuous, second mixed derivative TUV = TVU and that, in (u, v)-coordinates, the curvature A can be calculated from the standard equation (log P)""-j-AP = 0.
