The objective of this article is to propose data processing from laser range finder that will provide simple, fast, and reliable object recognition including moving objects. The whole method is based on four steps: segmentation, simplification, correspondence between consequent measurements, and object classification. Segmentation uses raw data from laser range finder and it is significant in logical connection of related segments. The most important step is simplification which provides data reduction and acceleration of object classification. The output of simplification is an object represented by significant points. Correspondence between consequent measurements is based on kd-tree nearest neighborhood search. The object is then classified by its spatial changes. These changes are evaluated by position of correspondent significant points. Input of proposed procedure is a probabilistic model of laser range finder. In this article, versatile probabilistic model of Hokuyo URM-30 LX was used. The method was verified by simulations and by tests in real environment. The results show that proposed method is reliable and with small modifications (of parameters), it is usable with any other planar laser range finder.
Introduction
Common mobile robots work in environments, which are not separated from humans. This means they need to be able to detect not only static parts of environments but they also need to react to the moving obstacles, for example, different moving objects such as robots, humans, doors, and so on. That is why they need to scan this environment with powerful and reliable sensors, which can provide sufficient amount of data. 1 A laser range finder (LRF) is a commonly used example of such sensor. The development of LRFs begun at the end of the 60s, but their widespread use was only enabled by the fast integrated circuits. Due to continual decrease in price, they are already being used in hobby robotics or in domestic service robots. 2 Research in sensorial elements is focused on threedimensional (3-D) sensing of the environment. The first RedGreenBlue-Depth (RGB-D) cameras have already appeared on the market, which make them easily accessible for the wide public. 3 However, they lack the necessary parameters for the navigation of robots in a dynamically changing environment. On the contrary, the high price of 3-D LRFs puts severe limitations on the number and the type of applications it can be used in. 3-D LRF can be constructed as a rotating two-dimensional (2-D) version; however, this solution is limited by its mechanical speed and thus can effectively only be used for the mapping of environment in static positions of the robot. 4 For these reasons primarily, 2-D LRFs are used in the robot navigation in dynamically changing environment.
When working with LRF, it is necessary to know sensor's measurement principles and properties. They are as follows 5, 6 :
triangulation, time of flight, frequency modulation continuous wave, and phase shift measurement.
These measurement principles are well known and can be found and discussed in detail by Konolige et al. 2 or Nejad and Olyaee. 5 However, the measurements of each LRF type are corrupted by various errors. Therefore, models were devised for accurate data interpretation. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] Segmentation and feature detection in LRF data is used in various tasks, for example, detection of moving obstacles. Segmentation is the fundamental element of data processing. Its aim is to divide the measurements into parts, which represent a consistent segment of the measured space-that is, an object. As for LRF measurements, the majority of objects are described by several measurements (data points). Based on this, their shape can be estimated and the amount of recorded data may be reduced. The results of such algorithms are usually segments, which are composed of data points or characteristic features.
Often, segmentation is based on the distance between the data points. This segmentation compares two subsequent data points from the LRF measurements. If their distance is greater than the threshold, the measurement is divided into two segments at this border. 18 The threshold is usually determined as a constant or it is adapted to the measurements. 20 This adjustment of threshold can be based on the shape 18, 21 or on the orientation of the detected obstacles. 22 The segmentation of LRF data can also be based on the straight line searching. These algorithms are sequential and they evaluate whether a data point belongs to the previous segment or it is a new one. This evaluation is also based on the threshold. Each straight line is created from two points. If the evaluated point belongs to the previous segment, this point will be the new end point of the line segment. Otherwise, a new line segment is added. The advantage of this algorithm is that it is easily applicable in polar coordinates. 23, 24 Similar principle is used in the algorithm of line tracking. 25 This method can be used with other geometrical shapes, which can be described by the analytical geometry. 18 Segmentation based on lines can also be performed by recursive algorithms. 23, 24, 26 These algorithms search for the segments on the whole data set from LRF. If there is a point, which does not fulfill the criterion, the data set is divided into two subsets. The algorithm consequently performs the procedure on both subsets. This is done until all the points from the data set fulfill the criterion. Usually, the criterion is based on thresholds like in the previous algorithms. Norouzi et al. 27 proposed modification with Hough transformation. Hough transformation divided the data points into nearby segments-rough approximation of linear segments. Recursive algorithm is afterward applied on each nearby segment.
Split and merge algorithms divide the data points into individual lines. This first step may be performed by sequential algorithms, 25 recursive algorithms, 26, 28, 29 or by extended Kalman filtering (EKF). 30 The second step consists of line merging. Only lines with similar parameters are merged.
Significant shapes (segment) in the data points can be searched by Local Curvature Scale. 31 This algorithm determines the rate of curvature for each data point. Rate is expressed as neighborhood where the segment does not change the shape significantly. If the rate is higher, the segment can be considered as line segment. 32 Similar principle is used in the curvature function. In this method, the rate of curvature is determined from direction derivatives and it is expressed in degrees. Corners are then local maximums and straight segments are evaluated by values near to 0. This method also enables the detection of rounded objects. 33 LRF measures the distances in polar coordinates and the majority of mentioned methods work in Cartesian coordinates. 34 Therefore, it is often necessary to perform additional calculations. However, the measurements in polar coordinates can be considered as distance histogram, that is, one-dimensional (1-D) curve. Searching in such 1-D space significantly reduces the computational complexity. This is applied in gradient search algorithm in polar coordinates. 35 Basic assumption of this algorithm is that the significant features are located where there is a change of the measured distance. In these points, the gradient crosses zero.
The segmentation of data points from LRF measurements is the basic assumption of each algorithm used for the detection of moving obstacles. The identification of moving obstacle usually involves the pairing of segments from two consecutive data points and looking for the changes in the position of each segment with respect to the own robot's motion. Segments representing the objects in the environment can be described as follows: occupancy grid, [36] [37] [38] [39] geometrical shape, [40] [41] [42] significant features, 21, 41, 43, 44 and point cloud. 45, 46 Each of these representations has its own advantages and the correspondence searching (pairing of segments) is based on it. Generally, the majority of mentioned methods are based on some type of distance searching (Euclidean and Mahalanobis 36 ) or on the object similarity. The largest source of error is the coverage of moving objects, sudden changes in the shapes of objects between two consequent measurements, and the position error of the robot.
If the correspondence between two segments is found, then it is possible to determine whether the object is moving or static. For this purpose, it is possible to use simple regressive methods based on EKF 47 or particle filter. 48 Advanced methods work with the information about the object's type.
The detection of moving obstacles in the occupancy grid requires the modification of occupancy grid itself. One option is to create the new occupancy grid for each measurement and the detection of moving obstacles can be performed by image processing algorithms, such as optical flow. 37 The disadvantage of these algorithms is that they also process the places in the occupancy grid with no object present. Therefore, these methods require extensive computing power. Another option is the extension of occupancy grid with the information, when the cell was changed last time. This can help to determine, if the new measurement is a moving obstacle. 36 Another modification of occupancy grid divides it into two grids-static and dynamic. 38 Extending this algorithm onto several occupancy grids, each containing information about a single moving object, may lead to the acquisition of accurate information about individual objects. 45, 49 All objects measured by LRF can be represented by basic geometrical shapes. The advantage of this representation is the possibility to use analytical geometry to determine the distance and similarity between two objects. 41, 42 The disadvantage of these algorithms is the loss of information about the real shape of the objects, which is why the information about similarity of two objects has low information value. Objects can also be described by convex hull, which better reflects the shape of the object. 40 The detection of moving obstacles based on significant features requires at least one significant feature on each object. These features can be characterized as edges, 43 points, 21 or combined features as corners (two edges and one point). 41 The significant feature of an object can also be apparent, that is, it does not belong to any point of a real object. 21 Point clouds represent the object in the least distortive fashion. Point clouds can be easily extended with points from the follow-up measurements. 50 Correspondence searching on point clouds can be implemented by iterative algorithms. 51 The mobility of the object can be determined by the change in shape of the point cloud. 45 Moreover, point clouds can be classified to various type of objects. 46, 52 From knowledge of the algorithms and methods mentioned above, a simple segmentation algorithm was proposed. The goal was to propose such algorithm, which can be computed by cheap electronics (e.g. Raspberry PI, manufactured by element14) and the data may be obtained be not too expensive LRF. Therefore, the proposed methodology can be used in any robot (e.g. robotic vacuum cleaners as Roomba, manufactured by iRobot) and it will provide additional data in real time. Proposed algorithm uses standard thresholding and it also generates the connection of segments, which were disconnected by small objects (similar to split and merge algorithms). The algorithm is proposed for the probabilistic model of Hokuyo UTM-30LX, 53 but it is possible to modify it for any other LRF, especially the cheaper ones (e.g. RPLidar, manufactured by slamtec). Moreover, algorithm uses unique data simplification and the method of environment representation. Such method of segmentation allows a significant decrease of memory demands as well as computing demands on subsequent processing. The whole system is parametrized and it allows modifying the rate of simplification for the purposes of each application. This simplified representation of environment also allows simple significant points tracing. And based on this pairing of objects between two scans is performed and dynamic properties of each object are evaluated. Generally, the advantage of whole system is that it is not computationally demanding, while being easy to implement at the same time.
The article is organized as follows. "Segmentation of data points" section describes the principle of segmentation. "Moving obstacle detection" section introduces the proposed technique of moving obstacle detection. Finally, "Verification and experiments" section demonstrates the functionality of the proposed algorithms by practical verification and experiments.
Segmentation of data points
The basic task of segmentation is to segment the data into regions that have strong correlation with real environment properties. In the case of LRF measurements, these properties are characterized as objects in the environment. There are two main types of the data points segmentation measured by LRF. The first is characterized as complete segmentation. In this case, a single object is characterized by a single segment. The second type is described as partial segmentation and it means that one object can be characterized by two or more segments (e.g. chair legs). Because the LRF used in this study (Hokuyo UTM-30LX) measures only in one plane, the proposed segmentation is characterized as partial.
The algorithm of the proposed segmentation is based on standard thresholding, which is often used in image processing. 54 Basic principle can be seen in Figure 1 , and an example of such thresholding on real data points is shown in Figure 2 .
In many cases, large segments, such as walls, are interrupted by small gaps. This produces the larger number of segments than there are real objects. A small gap is defined as one that does not consist of more than three data points. Therefore, such gap is not considered to be an object. Such case is shown in Figure 3 , where small gap (black color) divides one large segment into two smaller segments. Hence, the algorithm was enhanced to account for such cases.
The enhancement of the algorithm involves the connection of two segments, which are separated by small gap. This connection can be done if two conditions are met.
The difference in measured distances of boundary points (points from the large segment, which are adjacent to the small gap) cannot exceed the threshold.
Both boundary points have to lie in specific surroundings ( Figure 4) .
The data point lies in the surrounding area of a boundary point, when its coordinates (x b , y b ) are located inside of an ellipsis created around the boundary point (x c , y c ) and its semiaxes are equal to a ¼ 1.5s y and b ¼ 1.5s x . This means that it has to meet this condition
The example of such enhanced segmentation can be seen in Figure 5 . Such segmentation is computationally undemanding. However, if the gap is longer than three data points, the algorithm is unable to connect two segments belonging to the same object.
From the previous examples, it is clear that some objects could be represented by smaller amounts of data. For example, a box in Figure 5 (green segment) is represented by 22 data points. The box consists of relatively flat surfaces and it can be represented by smaller amount of data. The basic idea of the proposed algorithm is to represent any shape by a set of line segments. The number and length of the line segments is directly dependent on the complexity of the measured shape and the required accuracy of representation. Given that the goal of the algorithm is to achieve the simplification of data, it is desirable that the object is represented by no more data than was necessary for its representation before the simplification. From the analytical geometry point of view, a line segment can be described by various forms. However, when working with objects, it Figure 1 . The principle of segmentation using threshold. Two segments are shown, the first one is marked by blue color and the second one is marked by red color. The distance between these segments is D. is suitable to describe them by coordinates of end points. Hereby, line segments are expressed as a sequence of points, where the end point of one line segment is the starting point of the following line segment. Hence, a simplified object, which consists of n points, can be described at most by n-1 line segments. The principle of this algorithm is shown in Figure 6 . The angle between the data points was chosen as a measure of whether it is possible to exclude any data point
where j-i is the angle between two consecutive measurements ( Figure 7 ).
Measurements are corrupted by noise. This noise could cause that some data points fail to represent a real object precisely. Therefore, a threshold was proposed. Thus, the accuracy of object's representation is affected by the threshold's value. The condition which determines whether the data point will represent a new object is defined as follows
where p is the threshold, k is the index of last point, which is considered as object, i-1-k,i is the angle pertaining to the data point l i-1-k , and i,iþ1 is the angle pertaining to the data point l i . If the condition is fulfilled, the data point is rejected from the representation of the object.
Consequently, the value k is increased by 1 and next point l iþ1 is evaluated. If the condition is not fulfilled, the data point is considered as the boundary point of the line segment and the value k is set to 0. In this case, the data point is marked as the starting point of a line segment, and from this point, the condition is evaluated for the following data points. This algorithm was implemented along with the enhanced segmentation described earlier and the result of such segmentation is shown in Figure 8 . In this case, the threshold p has the value 25 . It is clear that the threshold affects both the accuracy of object's representation as well as the number of skipped data points. The results for a simple object's segmentation with various threshold values are shown in Figure 9 .
There are some shapes of objects, that is, objects with rounded edges, where the threshold between two data points is not exceeded; however, there is a significant change of angle. The proposed segmentation will not represent this object correctly ( Figure 10 ). That is why two additional parameters were included. The first parameter describes the maximum number of data points that may be skipped in a row. The second parameter identifies the number of data points, from which the angle i,j is computed. While the first parameter improves the representation of the object's shape, the second parameter increases the number of skipped points. As can be seen in Figure 11 , the proposed algorithm now better represents the shape of the object in comparison with the results shown in Figure 10 .
The resulting algorithm has this form where M is the maximum number of skipped points, m is the number of data points, from which the angle i,j is computed, p is the threshold, and angle 0 i;j is computed as
F takes the zero value for a point that is skipped from an object's representation and value 1 for a point that remains in the representation. The results for various settings of both parameters are shown in Figures 12 and 13 .
The proposed algorithm allows reduction of the number of points needed to represent objects. It also reduces the amount of memory and computing power needed. The degree of an object's simplification can be set by various parameters. The first parameter is threshold, which determines the accuracy of the shape representation. The second parameter is the maximum number of skipped data points, which provides tracking of slowly changing shapes. The third parameter is the number of data points that serve in calculating the angle, which is used to evaluate whether the threshold was exceeded. With this parameter, it is possible to set the minimum amount of the object's shape simplification. The disadvantage of this algorithm is the fact that the resulting simplification will be slightly different from the original shape with repeated measurements. It follows that it is not possible to compare two objects described by this algorithm. Therefore, another algorithm was proposed. This algorithm determines only those points that uniquely characterize objects. Such significant points are, for example, corners ( Figure 14) or interruptions at the edges. These points represent extremes in measurements.
Since the LRF measurements are generated from one point, some objects are hidden by other objects and therefore some significant points are not recorded. Another consequence is the occurrence of apparent significant points-false extremes. These false extremes occur when the object in the foreground covers the object behind it. Consequently, the object in the background seems to be finished in the measurement (Figure 15 ). In reality, this is not true. False extremes are not stable in a time, because the object in the foreground may move or the LRF may move itself. This will also cause the movement of false extreme itself (Figure 16 ). Therefore, it is needed to distinguish whether it is apparent or real significant point.
Proposed algorithm works with simplified objects, as it was mentioned earlier. The aim of the algorithm is to find real as well as apparent significant points. Each object is created at least from two significant points. Usually these points are outline points. Besides these outline points, each object may contain any number of significant points. Each apparent significant point must be also apparent outline point. Therefore, the first step of algorithm is the evaluation of outline points. If the outline point is real significant point, then the following function takes the value 1
where the function H is the set of points l in the surroundings of the outline point l i . Since there is always object from the one side for the outline point, the set is different for both outline points. Set for the first outline point contains these members
And for the second outline point contains these members
Outline point is considered as apparent significant point if its whole surrounding is closer to LRF and therefore it exists probably another real significant point, which is covered by nearer object. Another step of algorithm searches for significant points in inner parts of objects. Significant points in inner parts of objects are defined as real points, in which the object significantly changes its shape. Such changes are detected by the mutual position of line segments inside the objects. Following function is defined as Figure 12 . Enhanced segmentation with threshold 25 and for the varying number of maximum skipped data points for a simple object. Figure 13 . Enhanced segmentation with threshold 25 and for the varying number of data points, from which the angle i,j is calculated. where
where mLen is minimal distance between points, d m and d M are lower and upper limit of angle g, g i,j is angle between two line segments, and i,j is angle between points l i and l j , which is computed by equation . As it can be seen, algorithm compares angles between the line segments with the length greater than parameter mLen. In the case if the point l i is too close to the previous point from simplified object, it will not be considered as significant point. If such point is not too close to the previous point from simplified object, and moreover the angle between the line segments is from the selected interval, this point will be evaluated as significant point. Special case may occur when the first point fulfills the distance condition, but the second point does not. In this case, the evaluation for the point l i is repeated with the following point. The output of the algorithm applied on the simplified objects can be seen in Figure 17 . Other experiments are shown in Figures 18 and 19 . As it can be seen, proposed algorithm finds the significant points on the objects, which have meaning change in their shape. However, there may be objects, which do not contain such changes, but from the global point of view, the change is significant. Such objects have usually rounded shape. Therefore, another step in algorithm was proposed. This step is characterized as test of object's eccentricity. If the object does not contain any inner significant point, the farthermost point from the object's borders is the input to the test. If the distance of this point is greater than threshold, it is marked as significant point (Figure 20) . The threshold is empirically stated and it is equal to 1/5 of distance between the border points of object.
Proposed algorithm enables the description of objects by significant points. This algorithm is based on simplified object, whose principle was described above. The output of the algorithm may be modified by several thresholds, for example, minimal distance between object's representation, minimal and maximal angle between the data points, or eccentricity of the object. The key aspect of the algorithm is distinguishing between real and apparent significant points. Such description of objects reduces memory demands without the loss of information. 
Moving obstacles detection
Mobile robots are used in environments, which are dynamically changing and containing a lot of moving objects, for example, humans or other robots. Therefore, successful control (SLAM, navigation, etc.) of robot needs to take into consideration such objects. The proposed algorithm is based on the segmentation described in the previous section. Algorithm itself may be divided into three steps: localization-formulated as a laser odometry based on the implementation of iterative closest point (ICP), 55 object matching-formulated as the correspondence searching of significant points based on kd-trees (Figure 21 ), and moving obstacles detection.
Moving obstacles detection is based on assumption that if the object moves, significant points of this object are moving too. Therefore, direction and distance of how far the object is moved are determined by the displacement of its significant points. The first step of the algorithm is looking for the correspondence between the significant points of particular objects in two consequent measurements. It is assumed that there is no notable change in the object's shape, and the correspondence is determined by these steps as follows: the construction of kd-tree from the significant points of the first measurement; finding the two closest points in the second measurement for each significant point from the first measurement; the arrangement of pairs of significant points by the shortest distance; and the removal of pair, in which one significant point is contained in pair with shorter distance. In the case that both significant points in pair are real, then the displacement of significant point in x-and y-axes is determined by the difference in coordinates
where v 1 and v 2 represent the significant points in pair and indexes x and y are the coordinates of these points. In the case that at least one point in the pair is apparent, the displacement is determined as a difference between apparent point and its perpendicular projection on the line. This connects the second significant point from the pair and adjacent significant point ( Figure 22 ). Then the displacement of significant point is defined as (12) where o represents the point situated on the line, which connects the second significant point from the pair and adjacent significant point. If v 1 is apparent significant point, then the coordinates of o are defined as
where v p is adjacent significant point and s is defined as 
Resultant displacement of the object is calculated as the average from every displacement of each significant point of the object
where n is the number of significant points. For the needs of mobile robots, it is needed to detect moving obstacles approximately with the same speed as the speed of the robot. Used robot is capable to achieve the speed up to 1 m/s. Commonly used LRFs are working with frequencies up to several dozen hertz. When the speed of the robot reaches 1 m/s, the difference between two consequent measurements may reach 50 mm. However, this difference can appear in the measurements of static objects. Therefore, it is not possible to distinguish if the object is static or it is moving. From this reason, the detection of moving obstacle is based on several consequent measurements. In the case of static obstacle, the displacement should be rated with zero mean variance of measurement. In the case of moving obstacle, this value should increase in time. The condition, moving obstacle is identified, is defined as
where dim represents the dimension of object O, that is, how many times it was measured. The value jjT ½x; yjj defines the overall displacement of the object and t represents threshold. If it is exceeded, the object is considered as moving. This threshold was determined experimentally and it is equal to 200 mm. As the resultant displacement of the object is calculated as the average from every displacement, one wrong calculation of displacement may impair the overall displacement. Therefore, the maximal consequent measurements taken into account were defined. This value was equal to 10.
Verification and experiments. Simulated environment with several types of objects (e.g. circular object) was chosen to verify proposed segmentation. LRF was placed into the origin of coordinate system. Selected parameters of the algorithm are shown in Table 1 . These parameters are derived on the basis of LRF's probabilistic model. Particular model of Hokuyo UTM-30LX was defined by Dekan et al. 53 All the parameters mentioned in Table 1 are determined on the basis of LRF's resolution and accuracy. And they are not dependent on the type of environment, which was proven by Dekan et al. As it was expected (Figure 23 ), simulated environment was divided into several objects. Mentioned object's boundary points represent apparent significant points. As it can be also seen, the points of simplified segments are tracing significant points. However, for better evaluation of such tracing, some numerical formulations have to be mentioned. For this purpose, root mean square error was chosen as
where k and m represent indexes of two consequent significant points from the simplified object and l i stands for ideal measurement in polar coordinates. Parameters a, b, and c represent parameters of the line obtained from significant points of simplified object k and m
Results are shown in Table 2 . As it can be seen, RMSE for simplified objects is comparable with RMSE for filtered measurements. Significant worse results emerged within circular object (Figure 24 ). Despite this, the level of data degradation is negligible for the needs of mobile robotics. The compression rate is 1:45 and therefore the data degradation for such type of objects is acceptable. In this case, the number of recorded points was reduced from 1080 points to 24 points.
Proposed algorithms enable significant simplification of data based on sensed environment. This simplification does not cause loss of information, such as corners of objects and so on. Proposed segmentation can also be used in cases where the high accuracy is required (SLAM, detection of moving obstacles, etc.).
Proposed detection of moving obstacles depends on the segmentation of data points, the detection of significant points, and the localization of mobile robot. The localization of mobile robot was proposed in the form of laser odometry with ICP implemented. 55 The accuracy of segmentation and the detection of significant points depend on the quality of data preprocessing. Therefore, it can be stated that the accuracy of object's correspondence between two consequent laser scans is depending on proposed algorithms. However, numeric expression of this accuracy is not possible to evaluate, because correspondence between the individual measurements vary in time. This is because the objects may be segmented in different ways due to the robot's motion. However, even if the object is segmented inappropriately, this can be later corrected and for example two wrong segmented objects may be correctly connected into the single one. This inaccuracy is proportional to the complexity of mapped environment. If the environment contains several bigger homogenous objects, the overall accuracy of proposed algorithms will be better than in the case with small and densely placed objects (e.g. chair legs). Moreover, the overall accuracy will be significantly changing under the influence of moving obstacles and the motion of robot itself. Namely, these motions will cause the change of objects' shape, because the mutual overlay of objects will change. Following four tests were made to demonstrate these claims:
static robot and static environment, moving robot and static environment, static robot and single moving obstacle, and moving robot and single moving obstacle.
All the tests were performed in laboratory with tables, chairs, paper boxes, and other nonhomogenous objects. Such environment is quite challenging and variable for data processing. Moreover, LRF was not fixed, whereby the systematic errors of odometry were simulated.
The result of the first test (static robot and static environment) is shown in Figure 25 . As it can be seen, despite the robot does not change its position, the number of objects vary in time. This is caused by noise, which causes different segmentation and identification of significant points. Consequently, correspondence between two consequent measurements contains some wrong paired objects. It can be also seen that the laser odometry partially suppresses these small variations, but it will also generate incorrect change in the robot's position.
The result of the second test (moving robot and static environment) is shown in Figure 26 . As it can be seen, there is a significant difference in the number of objects between usage of odometry and laser odometry. This was caused by not fixed position of LRF. Consequently, small shift of objects between measurements caused wrong objects' pairing. The number of objects was gently increased compared to the previous test. This was caused by the change in the position of apparent significant points introduced by the motion of the robot.
The tests with moving obstacles (Figure 27 ) showed growth in the number of objects in time. In the case of static robot, the growth compared to the first test is minimal, because moving obstacle affected only objects in its near surrounding. On the contrary, the motion of the robot is affecting the objects in the whole measuring range. However, it must be said that many of these incorrectly identified objects disappeared over several measurements and the number of steady detected objects was the same for each test.
The important aspect of proposed algorithms is ability to determine the object's motion. Figures 28 and 29 show the movement of objects between individual measurements in the case with moving obstacle. Significant difference can be seen in overall movements of objects (Figures 30 and 31) , where single object significantly exceeds the limit, which can be considered as a noise.
The next step is to determine which object is moving. Number of moving objects in the static environment is shown in Figure 32 , and the same parameter in environment with single moving obstacle is shown in Figure 33 . As it can be seen, in all the tests, except one, at least one object was evaluated as moving. In the case of environment with single moving obstacle, at least one moving obstacle was identified approximately in the same time, and it retained moving until the end of the test. Remaining incorrectly identified moving obstacles remained evaluated as moving only for a short time. It can be stated that the proposed algorithms worked very well for this type of environment. Worse results were obtained within the tests with no moving obstacles. The worst results were achieved in the case of moving robot, whose position was determined from odometry. This error was caused by loosely attached LRF, which caused apparent movement of objects in the environment. However, before the method will be declared as nonfunctional, it should be recognized what types of objects are identified as incorrect (Figure 34 , objects 21 and 49 highlighted in green). More or less, there are objects in the background with very unstable shape and they are influenced by many factors such as the occasional capture of the legs of chairs and reflections from shiny surfaces in the area. This incorrectly identified object does not create any constant movement, but it creates only oscillations around the mean value of its true position.
Conclusion
In the article, multiple algorithms for LRF data processing were proposed. First algorithm was segmentation, which considers small interruption in measured objects and thus suppresses over-segmentation. Simplification algorithm was then used on these segments. The advantage of this proposed algorithm is that it does not change the data structure of the measured space, yet it greatly reduces the amount of points needed for its representation. The precision of the algorithm can be adjusted per the needs of the application. Significant points were chosen from the simplified segments, and algorithm for distinction of apparent and real significant points was proposed. The significant points were used as object description for moving obstacle detection. Proposed detection of moving obstacles based on the LRF measurements was verified by the complex set of tests. Algorithm reliably identifies the moving objects. However, provided tests show that if the environment contains obstacles, with the shape at the limit of LRF resolution, some static objects may be identified as moving. Such incorrect identification can be suppressed by the additional processing of calculated movements. Generally, the proposed algorithm can be used in any type of robot and with cheap LRF already available in the market. Another advantage of proposed algorithm is simple implementation and overall low computational complexity. This algorithm makes it easy to use even in cheaper robots that have a wider application, for example, in households, such as those found in laboratories. In the future work, we intend to use proposed moving obstacle detection algorithm as part of the Vector Field Histogram with Time Dependent Tree (VFH*TDT) proposed by Babinec et al. 56 Moving obstacle detection algorithm will be implemented as a support algorithm for SLAM solutions in environment with dynamic objects. SLAM algorithms should benefit from moving obstacles refusal during the map creation especially in the case where the amount of such objects is significant and standard SLAM fails. 
