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Abstract
Bulk fluctuations of conserved charges measured by event-by-event analysis in relativistic heavy
ion collisions are observables which are believed to carry significant amount of information on the
hot medium created by the collisions. Active studies have been done recently experimentally,
theoretically, and on the lattice. In particular, non-Gaussianity of the fluctuations has acquired
much attention recently. In this review, we give a pedagogical introduction to these issues, and
survey recent developments in this field of research. Starting from the definition of cumulants,
basic concepts in fluctuation physics, such as thermal fluctuations in statistical mechanics and
time evolution of fluctuations in diffusive systems, are described. Phenomena which are expected
to occur in finite temperature and/or density QCD matter and their measurement by event-by-
event analyses are also elucidated.
1
1 Introduction
1.1 Background
The medium described by quantum chromodynamics (QCD) is expected to have various phase tran-
sitions with variations of external thermodynamic parameters such as temperature T . Although the
basic degrees of freedom of QCD, quarks and gluons, are confined into hadrons in the vacuum, they
are expected to be liberated at extremely high temperature and form a new state of the matter called
the quark-gluon plasma (QGP). It is also known that the chiral symmetry, which is spontaneously
broken in vacuum, is restored at extremely hot and/or dense environment. These phase transitions at
vanishing baryon chemical potential (µB) are investigated with lattice QCD Monte Carlo simulations.
The numerical analyses show that the phase transition is a smooth crossover [1, 2]. On the other hand,
various models predict that there exists a discontinuous first order phase transition at nonzero µB. The
existence of the endpoint of the first order transition, the QCD critical point [3], and possibly multiple
critical points [4], are anticipated in the phase diagram of QCD on T -µB plane [5, 6, 7].
After the advent of the relativistic heavy ion collisions, the quark-gluon plasma has come to be
created and investigated on the Earth. At the Relativistic Heavy Ion Collider (RHIC) [8] and the
Large Hadron Collider (LHC) [9], active experimental studies on the QGP have been being performed.
The discovery of the strongly-coupled property of the QGP near the crossover region [8, 9] is one of
the highlights of these experiments. With the top RHIC energy
√
sNN = 200 GeV and LHC energy√
sNN = 2.76 TeV, hot medium with almost vanishing µB is created [10, 11]. On the other hand, the
chemical freezeout picture for particle abundances [12] suggests that the net-baryon number density
and µB of the hot medium increase as
√
sNN is lowered down to
√
sNN ≃ 5 − 10 GeV [11, 13]. The
relativistic heavy ion collisions, therefore, can investigate various regions of the QCD phase diagram
on T -µB plane by changing the collision energy
√
sNN. Such an experimental program is now ongoing
at RHIC, which is called the beam-energy scan (BES) program [14]. The upgraded stage of the BES
called the BES-II is planned to start in 2019 [15]. The future experiments prepared at FAIR [16], NICA
[17] and J-PARC will also contribute to the study of the medium with large µB. The searches of the
QCD critical point [18] and the first-order phase transition are among the most interesting subjects in
this program.
In relativistic heavy ion collisions, after the formation of the QGP the medium undergoes confinement
transition before they arrive at the detector. During rescatterings in the hadronic stage, the signals
formed in the QGP tend to be blurred. In order to study the properties of QGP in these experiments,
therefore, it is important to choose observables which are sensitive to the medium property in the early
stage.
Recently, as unique hadronic observables which reflect thermal property of the primordial medium
created by relativistic heavy ion collisions, the bulk fluctuations have acquired much attentions [19].
Although these observables are hadronic ones, it is believed that they reflect the thermal property in the
early stage [20]. They are believed to be good observables in investigating the deconfinement transition
[21, 22, 23] and finding the location of the QCD critical point [18, 24, 25]. Active experimental studies
have been carried out [26, 27, 28, 29, 30, 31, 32, 33] as well as analyses on the numerical simulations on
the lattice [34, 35]. In particular, fluctuations of conserved charges and their higher order cumulants
representing non-Gaussianity [23, 36, 37] are actively studied recently. The purpose of this review is to
give a basic introduction to the physics of fluctuations in relativistic heavy ion collisions, and give an
overview of the recent experimental and theoretical progress in this field of research.
2
1.2 Fluctuations
Before starting the discussion of relativistic heavy ion collisions, we first give a general review on
fluctuations briefly. When one measures an observable in some system, the result of the measurements
would take different values for different measurements, even if the measurement is performed with an
ideal detector with an infinitesimal resolution. This distribution of the result of measurements is referred
to as fluctuations. In typical thermal systems, the fluctuations are predominantly attributed to thermal
effects, which can be calculated in statistical mechanics. Quantum effects also give rise to fluctuations.
In contrast to standard observables, fluctuations are sometimes regarded as the noise associated
with the measurement and thus are obstacles. As expressed by Landauer as “The noise is the signal”
[38], however, the fluctuations sometimes can become invaluable physical observables in spite of their
obstacle characters. Here, in order to spur the motivations of the readers we list three examples of the
physics in which fluctuations play a crucial role.
1. Brownian motion: The first example is a historical one on Brownian motion. As first discovered
by Brown in 1827, small objects, such as pollens, floating on water show a quick and random
motion. Due to this motion, the position of the pollen after several time duration fluctuates even
if the initial position is fixed. The origin of this motion was first revealed by Einstein. In his
historical paper in 1905 [39], Einstein pointed out that the Brownian motion is attributed to the
thermal motion of water molecules. This prediction was confirmed by Perrin, who calculated
the Avogadro constant based on this picture [40]. In this era, the existence of atoms had not
been confirmed, yet. These studies served as a piece of the earliest evidence for the existence
of molecules and atoms. In other words, human beings saw atoms for the first time behind
fluctuations.
This example tells us that fluctuations are powerful tools to diagnose microscopic physics. One
century after Einstein’s era, now that we know substructures of atoms, hadrons, and quarks and
gluons, it seems a natural idea to utilize fluctuations in relativistic heavy ion collisions in exploring
subnuclear physics. In this review, a Brownian particle model for diffusion of fluctuations will be
discussed in Sec. 5.4.
2. Cosmic microwave background: The second example is found in cosmology. As a remnant of
Big Bang and as a result of transparent to radiation, our Universe has 2.7 K thermal radiation
called cosmic microwave background (CMB) [41]. The temperature of this radiation is almost
uniform in all directions in the Universe, but has a tiny fluctuation at different angles. This
fluctuation is now considered as the remnant of quantum fluctuations in the primordial Universe.
With this picture the power spectrum of this fluctuation tells us various properties of our Universe
[42]; for example, our Universe has started with an inflational expansion 13.8 billion years ago. In
other words, we can see the hot primordial Universe behind the fluctuation of CMB.
This example tells us that fluctuations can be powerful tools to trace back the history of a system.
It thus seems a natural idea to utilize fluctuations to investigate the early stage of the “little
bang” created by relativistic heavy ion collisions. A common feature in the study of fluctuations
in CMB and heavy ion collisions is that the non-Gaussian fluctuations acquire attentions. In
fact, the non-Gaussianity of the CMB has been one of the hot topics in this community [43, 44],
although the Planck spacecraft has not succeeded in the measurement of statistically significant
non-Gaussianity thus far [45].
3. Shot noise: The final example is the fluctuations of the electric current in an electric circuit
called the shot noise. The electric current at a resistor R is generally fluctuating. Even without
an applied voltage, the current has thermal noise proportional to T/R, which is called the Johnson-
Nyquist noise [46, 47]. On the other hand, there is a contribution of the noise which takes place
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when a voltage is applied and is proportional to the average current 〈I〉. When a circuit has a
potential barrier, variance of such a noise tends to be proportional to e∗〈I〉, where e∗ is the electric
charge of the elementary degrees of freedom carrying electric current. (This proportionality comes
from the Poisson nature of the noise as will be clarified in Sec. 3.2.3.) This noise is called the
shot noise [48]. Because of this proportionality, this fluctuation can be used to investigate the
quasi-particle property. When the material undergoes the phase transition to superconductivity,
for example, electrons are “confined” into Cooper pairs and the electric charge carried by the
elementary degrees of freedom is doubled. This behavior is in fact observed in the measurement
of the shot noise [49]. More surprisingly, in the materials in which the fractional quantum Hall
effect is realized, the shot noise behaves as if there were excitations having fractional charges [50].
This example tells us that the fluctuations are powerful tools to investigate elementary degrees of
freedom in the system although they are macroscopic observables. It thus seems a natural idea to
utilize this property of fluctuations to explore the confinement/deconfinement property of quarks
in relativistic heavy ion collisions. In fact, this is a relatively old idea in heavy ion community
[21, 22, 23]. It is also notable that the non-Gaussianity of the shot noise has been observed in
mesoscopic systems [51].
1.3 Bulk fluctuations in relativistic heavy ion collisions
In this review, among various fluctuations we focus on the bulk fluctuations of conserved charges. When
one measures a charge in a phase space in some system, the amount of the charge, Q, fluctuates measure-
ment by measurement. We refer to the distribution of Q as the bulk fluctuation (or, simply fluctuation).
When we perform this measurement in a spatial volume in a thermal system, this fluctuation is called
the thermal fluctuation.
The bulk fluctuations are closely related to correlation functions. The total charge Q in a phase
space V is given by the integral of the density of the charge n(x) as
Q =
∫
V
dxn(x), (1)
where x is the coordinate in the phase space. The variance of Q thus is given by
〈δQ2〉V = 〈(Q− 〈Q〉V )2〉V =
∫
V
dx1dx2〈δn(x1)δn(x2)〉, (2)
where δn(x) = n(x)−〈n〉. In this equation, the left-hand side is the quantity that we call (second-order)
bulk fluctuation, while the integrand on the right-hand side is called correlation function. Equaiton (2)
shows that 〈δQ2〉V can be obtained from the correlation function by taking the integral. If one knows
the value of 〈δQ2〉V for all V the correlation function can also be constructed from 〈δQ2〉V . In this
sense, the correlation function carries the same physical information as the bulk fluctuation, and the
choice of observables, bulk fluctuation or correlation function, is a matter of taste for the second-
order fluctuation 〈δQ2〉V . (For higher orders, correlation functions contain more information than bulk
fluctuations.) Phenomenological studies on the correlation functions of conserved charges in relativistic
heavy ion collisions are widely performed, especially in terms of the so-called balance function [52].
The relation between the correlation functions and bulk fluctuations are also discussed in the literature
[53, 54, 55]. In this review, however, we basically stick to bulk fluctuations in our discussion.
In relativistic heavy ion collisions, the bulk fluctuations are observed by the event-by-event analy-
ses. In these analyses, the number of some charge or a species of particle observed by the detector is
counted event by event. The distribution of the numbers counted in this way is called event-by-event
fluctuation. As we will discuss in detail in Sec. 4, the fluctuations observed in this way are believed to
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Figure 1: Rapidity window (∆η) dependence of net-electric charge fluctuation measured by ALICE
collaboration at LHC [27]. The right vertical axis is the D-measure D, the magnitude of net-electric
charge fluctuation in a normalization that the value should become 3 ∼ 4 in an equilibrated hadronic
medium [22].
carry information on the thermal fluctuation in the primordial stage. The event-by-event fluctuations,
however, are not the thermal fluctuations themselves. The hot media created by collisions are dynam-
ical systems, and the detector can only measure their final states. Moreover, fluctuations other than
thermal fluctuations contribute to event-by-event fluctuations. Careful treatment and interpretation,
therefore, are required in comparing the event-by-event fluctuations with theoretical analysis on ther-
mal fluctuations. As will be discussed in Sec. 4, however, there are sufficient reasons to expect that
event-by-event fluctuations can be compared with thermal fluctuations with an appropriate treatment.
In Figs. 1 and 2, we show two examples of recent experimental results on event-by-event analyses
of bulk fluctuations. Figure 1 shows the experimental result obtained by ALICE Collaboration at LHC
[27]. This figure shows the variance of the net-electric charge; the right vertical axis shows the quantity
called D-measure, i.e. the variance normalized in such a way that the value in the equilibrated hadronic
medium becomes 3 ∼ 4 [22]. The horizontal axis is the rapidity window ∆η to count the particle
number. The figure shows that the experimental result has a nontrivial suppression, which cannot be
described by the equilibrated hadronic degrees of freedom. The result thus suggests that the net-electric
charge fluctuation at the LHC energy contains non-hadronic or non-thermal physics in the primordial
medium. The origin of the suppression in Fig. 1 will be discussed in Sec. 3.3. The experimental result
also shows that the fluctuation is more suppressed for larger ∆η. This behavior will be discussed in
detail in Sec. 5.2.
In Fig. 2, we show the experimental results on the non-Gaussian fluctuations measured by STAR
Collaboration at RHIC [28, 32]. The two panels show the same quantity, the ratios of the net-proton
number cumulants, as a function of the collision energy
√
sNN; since the baryon chemical potential µB
of the hot medium becomes smaller as
√
sNN increases [11, 13], these plots can be interpreted as the
µB dependence of the cumulants. The right panel [32] is the updated version of the left panel [28];
the quality of the experimental analysis is ever-improving in this field [32]. In the right panel, the
vertical axes are quantities which is expected to take unity in the equilibrated hadronic medium. The
panel shows that these quantities take values which are close to the hadronic one but have statistically-
significant deviation from those values. These deviations are believed to be important observables to
explore the QCD phase structure. In this review, we will elucidate the meanings of the vertical axes in
Fig. 2 and the reason why these quantities are widely discussed.
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The right panel [32] is the updated version of the left panel [28].
1.4 Contents of this review
In this review, we give a pedagogical introduction to the physics of fluctuations in relativistic heavy ion
collisions. In particular, one of the objectives of the introductory part is to understand the meanings
of Figs. 1 and 2. We aimed at answering, for example, the following questions in this review:
• What are the cumulants? Why should we focus on these quantities in the discussion of non-
Gaussian fluctuations? Why are the cumulants sometimes called susceptibility, and what are the
relation of cumulants with moments, skewness and kurtosis?
• Meanings of the vertical axes of Figs. 1 and 2. How to understand these experimental data?
• What happens in the fluctuation observables in heavy ion collisions if the hot medium undergoes
a phase transition to deconfinement transition, or passes near the QCD critical point?
• Why can the event-by-event fluctuation be compared with thermal fluctuations? Why should one
not directly compare the event-by-event fluctuations with thermal fluctuations?
• The concept of “equilibration of the fluctuation of conserved charges.” What is the difference of
this concept from the “local equilibration,” and why should we distinguish them?
In addition to the answers to these questions, we have tried to describe recent progress in this field of
research.
The outline of this review is as follows. In the next section, we give a pedagogical review on the
probability distribution function, which is a basic quantity describing fluctuations. The cumulants are
introduced here, and their properties, especially the extensive nature, are discussed. In Sec. 3, we
discuss the thermal fluctuations, i.e. the fluctuations in an equilibrated medium. The behaviors of
cumulants in the QCD phase diagram is also considered. Sections 4 – 6 are devoted to a review on
the event-by-event fluctuations in experimental analyses. In Sec. 4, we summarize general properties
of the event-by-event fluctuations. Various cautions in the interpretation of these quantities are given
in this section. In Sec. 5, we focus on the non-equilibrium property of the event-by-event fluctuations,
by describing the time evolution of fluctuations using stochastic formalisms. In Sec. 6, we consider a
model for probability distribution functions which treats the efficiency problem in the observation of
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fluctuations. The difference between net-baryon and net-proton number cumulants are also discussed
here. We then give a short summary in Sec. 7.
2 General introduction to probability distribution function
Because fluctuation is a distribution of some observable, it is mathematically represented by probability
distribution functions. For example, if one repeats a measurement of an observable in an equilibrated
medium many times, the result of the measurement would fluctuate measurement by measurement.
The distribution of the result of the measurement is represented by a histogram. After accumulating
the results of many measurements, the histogram with an appropriate normalization can be regarded as
the probability distribution function. This distribution is nothing other than the fluctuation. In many
contexts, the width of the distribution is particularly called fluctuations.
In this section, as preliminaries of later sections we give a pedagogical introduction to basic con-
cepts in probability. We introduce moments and cumulants as quantities characterizing probability
distribution functions. Advantages of cumulants, especially for the description of non-Gaussianity of
distribution functions, are elucidated. We also discuss properties of specific distribution functions,
Poisson, Skellam, binomial and Gauss distributions. The properties of these distribution functions
play important roles in later sections for interpreting fluctuation observables in relativistic heavy ion
collisions.
2.1 Moments and cumulants
We start from a probability distribution function P (m) satisfying
∑
m P (m) = 1 for an integer stochastic
variable m. One of the set of quantities which characterizes P (m) is the moments. The n-th order
moment is defined by
〈mn〉 =
∑
m
mnP (m), (3)
where the bracket on the left-hand side represents the statistical average with P (m). If the moments
for all n > 0 exists, they carry all information encoded in P (m). For a probability distribution function
P (x) for a continuous stochastic variable x, the moments are defined by
〈xn〉 =
∫
dxxnP (x), (4)
where the integral is taken over the range of x.
To calculate the moments for a given probability distribution P (m), it is convenient to introduce
the moment generating function,
G(θ) =
∑
m
emθP (m) = 〈emθ〉. (5)
Moments are then given by the derivatives of G(θ) as
〈mn〉 = d
n
dθn
G(θ)
∣∣∣∣
θ=0
. (6)
For the continuous case the generating function is defined by
G(θ) =
∫
dxexθP (x). (7)
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For many practical purposes, it is more convenient to use cumulants rather than moments for char-
acterizing a probability distribution. To define the cumulants, we start from the cumulant generating
function,
K(θ) = lnG(θ). (8)
The cumulants of P (m) are then defined by
〈mn〉c = d
n
dθn
K(θ)
∣∣∣∣
θ=0
. (9)
As we will see below, cumulants have several useful features for describing fluctuations, especially their
non-Gaussianity.
Before discussing the advantages of cumulants, let us clarify the relation between moments and
cumulants. These relations are obtained straightforwardly from their definitions Eqs. (6) and (9). For
example, to write cumulants in terms of moments, we calculate as follows:
〈m〉c = d
dθ
lnG(θ)
∣∣∣∣
θ=0
=
G(1)(0)
G(0)
= 〈m〉, (10)
〈m2〉c = d
2
dθ2
lnG(θ)
∣∣∣∣
θ=0
=
G(2)(0)
G(0)
− (G
(1)(0))2
(G(0))2
= 〈m2〉 − 〈m〉2 = 〈δm2〉, (11)
where G(n)(θ) represents the n-th derivative of G(θ) and we have used G(0) =
∑
m P (m) = 1. In the
last equality we defined δm = m − 〈m〉. By repeating a similar manipulation, one can extend the
relation to an arbitrary order. The results for third- and fourth-orders are given by
〈m3〉c = 〈δm3〉, (12)
〈m4〉c = 〈δm4〉 − 3〈δm2〉2. (13)
Note that the first-order cumulant is equal to the first-order moment, or the expectation value. The
second- and third-order cumulants are given by the central moments,
〈δmn〉 = 〈(m− 〈m〉)n〉. (14)
In particular, the second-order cumulant 〈δm2〉 corresponds to the variance. This quantity is sometimes
called simply fluctuation, because for many purposes the cumulants higher than the second-order are
not physically significant. The cumulants for n ≥ 4 are given by nontrivial combinations of central
moments with n-th and lower orders.
All cumulants except for the first-order one are represented by central moments and do not depend
on the average 〈m〉. To prove this statement, we consider a probability distribution function P ′(m) =
P (m−m0) in which the distribution is shifted by m0 compared with P (m). The cumulant generating
function of P ′(m) is calculated to be
K ′(θ) = ln
∑
m
emθP ′(m) = ln
∑
m
emθP (m−m0) = ln
∑
m
e(m+m0)θP (m)
= ln
∑
m
emθP (m) +m0θ = K(θ) +m0θ, (15)
where K(θ) is the cumulant generating function of P (m). Equation (15) shows that the difference
between K ′(θ) and K(θ) is a term m0θ. The derivatives of K
′(θ) and K(θ) higher than the first-order
thus are equivalent. Therefore, the cumulants higher than the first-order do not depend on 〈m〉, and
they are represented only by central moments.
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The expressions of moments in terms of cumulants are similarly obtained as follows:
〈m〉 = d
dθ
eK(θ)
∣∣∣∣
θ=0
= K(1)(0)eK(0) = 〈m〉c, (16)
〈m2〉 = d
2
dθ2
eK(θ)
∣∣∣∣
θ=0
= (K(2)(0) + (K(1)(0))2)eK(0) = 〈m2〉c + 〈m〉2c, (17)
and so forth. Up to the fourth-order, one obtains
〈m3〉 = 〈m3〉c + 3〈m2〉c〈m〉c + 〈m〉3c,
〈m4〉 = 〈m4〉c + 4〈m3〉c〈m〉c + 3〈m2〉2c + 6〈m2〉c〈m〉2c + 〈m〉4c. (18)
2.2 Sum of two stochastic variables
An important property of cumulants becomes apparent when one considers the sum of two stochastic
variables. Let us consider two integer stochastic variablesm1 andm2 which respectively obey probability
distribution functions P1(m1) and P2(m2) which are not correlated. Then, the probability distribution
of the sum of two stochastic variables, m = m1 +m2, is given by
P (m) =
∑
m1,m2
δm,m1+m2P (m1)P (m2). (19)
(To understand Eq. (19), one may, for example, imagine the probability distribution of the sum of the
numbers of two dices.) The moment and cumulant generating functions for P (m) are calculated to be
G(θ) =
∑
m
emθP (m) =
∑
m
emθ
∑
m1,m2
δm,m1+m2P1(m1)P2(m2)
=
∑
m1
em1θP1(m1)
∑
m2
em2θP2(m2) = G1(θ)G2(θ), (20)
K(θ) = lnG(θ) = K1(θ) +K2(θ), (21)
where Gi(θ) =
∑
m e
mθPi(m) and Ki(θ) = lnGi(θ) are the moment and cumulant generating functions
of Pi, respectively, for i = 1 and 2. By taking n derivatives of the both sides of Eq. (21), one finds
〈mn〉c = 〈mn1 〉c + 〈mn2 〉c. (22)
This result shows that the cumulants of the probability distribution for the sum of two independent
stochastic variables are simply given by the sum of the cumulants. (This is the reason why the cumulants
are called in this way.) Note that this result is obtained for two independent stochastic variables; when
the distributions of m1 and m2 are correlated, Eq. (22) no longer holds.
2.3 Cumulants in statistical mechanics
In statistical mechanics, results of measurement of observables in a volume V are fluctuating, and
one can define their cumulants from the distribution of the results. From Eq. (22) one can argue an
important property of the cumulants in statistical mechanics that the cumulants of extensive variables
in grand canonical ensemble are extensive variables.
To see this, let us consider the number N of a conserved charge in a volume V in grand canonical
ensemble. From the distribution of the result of measurements, one can define the cumulants 〈Nn〉c,V
of the charge. Next, let us consider the cumulants of the particle number in a twice larger volume,
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〈Nn〉c,2V . This system can be separated into two subsystems with an equal volume V . In statistical
mechanics, it is usually assumed that the subsystems are uncorrelated when the volume is sufficiently
large, and the property of the system does not depend on the shape of V . Therefore, the particle
number in the total system is regarded as the sum of the two independent particle numbers in the two
subsystems. From Eq. (22), 〈Nn〉c,2V thus are represented as
〈Nn〉c,2V = 2〈Nn〉c,V . (23)
By similar arguments one obtains,
〈Nn〉c,λV = λ〈Nn〉c,V (24)
for an arbitrary number λ. Equation (24) shows that the cumulants of N in statistical mechanics are
extensive variables. As special cases of this property, the average particle number 〈N〉 and the variance
〈δN2〉 in statistical mechanics are extensive variables.
From Eq. (24), the cumulants in volume V can be written as
〈Nn〉c,V = χnV. (25)
Here, χ1 is the density of the particle, and χ2 is the quantity which is referred to as susceptibility
because of the linear response relation discussed in Sec. 3.1.3. We call χn for n ≥ 3 as generalized
susceptibilities.
Remarks on the extensive nature of the cumulants are in order. First, the above argument is valid
only when the volume of the system is sufficiently large. When the spatial extent of the volume is
not large enough, the correlation between two adjacent volumes becomes non-negligible. This would
happen when the spatial extent of the volume is comparable with the microscopic correlation lengths.
Next, in the above argument we have implicitly assumed grand canonical ensemble in addition to the
equilibration. The argument, for example, is not applicable to subvolumes in canonical ensemble in
which the number of N in the total system is fixed. In this case, the fixed total number gives rise to
correlation between subvolumes; because the total number is fixed, if the particle number in a subvolume
is large the particle number in the other subvolume tends to be suppressed. This correlation violates
the assumption of independence between the particle numbers in subvolumes unless the subvolume is
small enough compared with the total volume.
2.4 Examples of distribution functions
Now, we see some specific distribution functions, which play important roles in relativistic heavy ion
collisions.
2.4.1 Binomial distribution
The binomial distribution function is defined by the number of “successes” of N independent trials,
each of which yields a success with probability p. The binomial distribution function is given by
Bp,N(m) = NCmp
m(1− p)N−m, (26)
where
NCm =
N !
m!(N −m)! (27)
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is the binomial coefficient. It is easy to show that
∑
mBp,N(m) = 1 using the binomial theorem. The
moment and cumulant generating functions of the binomial distribution are calculated to be
GB(θ) =
∑
m
emθBp,N(m) =
∑
m
NCm(e
θp)m(1− p)N−m
= (1− p+ eθp)N , (28)
KB(θ) = N ln(1− p+ eθp). (29)
From Eq. (29), the cumulants of the binomial distribution function are given by
〈mn〉c = ξnN (30)
with explicit forms of ξn up to the fourth-order
ξ1 = p, ξ2 = p(1− p), ξ3 = p(1− p)(1− 2p), ξ4 = p(1− p)(1− 6p+ 6p2). (31)
Equation (30) shows that the cumulants of the binomial distribution are proportional to N , which is a
reasonable result from the extensive nature of cumulants.
The sum of two stochastic variables obeying independent binomial distribution functions with an
equal probability p is again distributed with a binomial one. This can be shown by explicitly deriving
the identity,
Bp,N1+N2(m) =
∑
m1,m2
δm,m1+m2Bp,N1(m1)Bp,N2(m2). (32)
An alternative way to prove this statement is to use Eqs. (22) and (30). Suppose that m1 and m2
obey the binomial distribution Bp,N1(m1) and Bp,N2(m2), respectively. From Eq. (22), one finds that
the cumulants of the sum m = m1 +m2 are given by 〈mn〉c = ξn(N1 +N2), which are nothing but the
cumulants of the binomial distribution Bp,N1+N2(m). Because all cumulants are those of the binomial
distribution, the distribution of m1 +m2 is given by the binomial one.
2.4.2 Poisson distribution
The Poisson distribution function is defined by the number of successes of independent trials, each
of which yields a success with infinitesimal probability. The Poisson distribution is thus obtained by
taking the p→ 0 limit of the binomial distribution function with fixed λ = pN . Replacing the binomial
coefficients in Eq. (26) as NCm → Nm/m!, which is valid in this limit, and using the definition of
Napier’s number e = limp→0(1 + p)
1/p in Eq. (26), one obtains
Pλ(m) =
λm
m!
e−λ. (33)
The cumulant generating function of Eq. (33) is obtained as
Kλ(θ) = λ(e
θ − 1). (34)
By taking derivatives of Eq. (34), one finds that all the cumulants of the Poisson distribution are the
same,
〈mn〉c = λ (for any n ≥ 1). (35)
This property will be used frequently in later sections. This result also shows that the Poisson distribu-
tion is characterized by a single parameter λ, while the binomial distribution function is characterized
by the two parameters, p and N .
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The sum of two stochastic variables obeying two independent Poissonian obeys Poissonian,
Pλ1+λ2(m) =
∑
m1,m2
δm,m1+m2Pλ1(m1)Pλ2(m2), (36)
as one can explicitly show easily. Similarly to the case of the binomial distribution, however, a much
easier way to show this is to use Eqs. (22) and (35).
The Poisson distribution is one of the most fundamental distribution function, as it naturally appears
in various contexts. One interesting example among them is the classical ideal gas. One can show that
the distribution of the number of a classical free particles in a volume in grand canonical ensemble
obeys the Poisson distribution. To show this, the following intuitive argument suffices. First, consider
a canonical ensemble for a volume Vc with a fixed particle number Nc. The grand canonical ensemble
is defined by a subvolume V in this system in the limit r ≡ V/Vc → 0. Next, consider a particle in
this system. The probability that this particle exists in the subvolume V is given by r. Moreover,
because we consider classical free particles, the probability that each particle is in the subvolume is
uncorrelated. The probability distribution function of the particle number N in V thus is given by the
binomial distribution with probability r. Because the grand canonical ensemble is defined by r → 0
limit with fixed N = rNc = V Nc/Vc, the distribution in this limit obeys Poissonian. In Sec. 3.2 we will
explicitly calculate the cumulants in the classical ideal gas and show that they satisfy Eq. (35). When
the effect of quantum statistics, Bose-Einstein or Fermi-Dirac, shows up, this argument does not hold
owing to the quantum correlation even for ideal gas.
2.4.3 Skellam distribution
Although the sum of stochastic variables obeying independent Poisson distributions again obeys Pois-
sonian, the difference of two stochastic variables obeying independent Poisson distributions is not given
by a Poisson distribution. This is obvious from the fact that the difference can take a negative value,
while the Poisson distribution Pλ(m) take nonzero values only for positive m. The difference,
Sλ1,λ2(m) =
∑
m1,m2
δm,m1−m2Pλ1(m1)Pλ2(m2), (37)
is called the Skellam distribution. The generating functions of the Skellam distribution are calculated
to be
G(θ) =
∑
m
emθ
∑
m1,m2
δm,m1−m2Pλ1(m1)Pλ2(m2) (38)
=
∑
m1
em1θPλ1(m1)
∑
m2
e−m2θPλ2(m2) (39)
= Gλ1(θ)Gλ2(−θ), (40)
K(θ) = Kλ1(θ) +Kλ2(−θ), (41)
where generating functions Gλ(θ) and Kλ(θ) are those of Poisson distribution. By taking derivatives of
this result with Eq. (34), one obtains
〈mn〉c = 〈mn1 〉c + (−1)n〈mn2 〉c = λ1 + (−1)nλ2 (42)
for the Skellam distribution. This result shows that all even cumulants take a common value λ1 +
λ2, while the odd cumulants take λ1 − λ2. This result also shows that the Skellam distribution is
characterized by two parameters, λ1 and λ2, or alternatively odd and even cumulants.
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The explicit analytic form of S(m) is given by
Sλ1,λ2(m) = e
−(λ1+λ2)
(
λ1
λ2
)
Im
(
2
√
λ1λ2
)
, (43)
where Im(z) is the modified Bessel function of the first kind.
The Skellam distribution plays an important role in later sections, because they describe the distri-
bution of net particle number, i.e. the difference of the numbers of particles and anti-particles, in the
classical ideal gas. The fluctuation of net-baryon number in hadron resonance gas, for example, obeys
the Skellam distribution.
2.4.4 Gauss distribution
So far we have considered stochastic variables taking integer values. An example of a distribution with
a continuous stochastic variable is the Gauss distribution, which is defined by
PG(x) =
1
σ
√
2pi
exp
[
− (x− x0)
2
2σ2
]
. (44)
The normalization factor is required to satisfy
∫∞
−∞
dxPG(x) = 1. The generating functions are calcu-
lated to be
G(θ) =
∫
dxeθx
1
σ
√
2pi
exp
[
− (x− x0)
2
2σ2
]
= exp
[
x0θ +
1
2
σ2θ2
]
,
K(θ) = x0θ +
1
2
σ2θ2. (45)
We thus have
〈x〉 = x0, 〈x2〉c = σ2, (46)
and
〈xn〉c = 0 for n ≥ 3. (47)
The results in Eqs. (46) and (47) can, of course, also be obtained by explicitly calculating 〈x〉 =∫
dxxPG(x) and 〈x2〉c = 〈δx2〉 =
∫
dx(x− x0)2PG(x), and so forth.
Equations (46) and (47) show that the cumulants higher than the second-order vanish for the Gauss
distribution. In other words, nonzero higher order cumulants characterize deviations from the Gauss
distribution function. This is the reason why the cumulants are used as quantities representing non-
Gaussianity.
2.5 Variance, skewness and kurtosis
Till now, we have discussed cumulants as quantities characterizing distribution functions. When one
wants to describe the deviation from the Gauss distribution, it is sometimes convenient to use the
quantities called skewness S and kurtosis κ [56]. These quantities are defined as
S =
〈x3〉c
〈x2〉3/2c
=
〈x3〉c
σ3
, κ =
〈x4〉c
〈x2〉2c
=
〈x4〉c
σ4
, (48)
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Figure 3: Typical distribution functions having nonzero skewness (left) and kurtosis (right). The
average and variance are set to 〈x〉 = 0 and σ = 1.
where σ2 is the variance defined by σ2 = 〈x2〉c. The skewness and kurtosis are interpreted as the third-
and fourth-order cumulants of the renormalized stochastic variable x˜ = x/σ satisfying 〈x˜2〉c = 1,
S = 〈x˜3〉c, κ = 〈x˜4〉c. (49)
In Fig. 3, we show typical distribution functions having nonzero skewness and kurtosis. All dis-
tribution functions shown in the figure satisfy 〈x〉 = 0 and 〈x2〉c = 1. As shown in the left panel,
the skewness represents the asymmetry of the distribution function. The kurtosis, on the other hand,
typically describes the “sharpness” of the distribution compared with the Gaussian one as in the right
panel.
When the non-Gaussianity of a distribution function is discussed, the set of variables to be used, S
and κ, or the third and fourth-order cumulants, should be chosen depending on the problem. When the
distribution is expected to obey some specific one of which the cumulants are known, the cumulants
are much more convenient. For example, when the distribution is expected to obey the Poisson one
and the difference from this distribution is concerned, one may focus on the cumulants normalized
by the average, 〈mn〉c/〈m〉, which become unity in the Poisson distribution. The deviation from the
Poisson distribution is then characterized by the difference of the ratio from unity. As we will see in
Sec. 3, for example, the fluctuation of net-baryon number in the equilibrated hadronic medium is well
described by the Skellam distribution. If the fluctuation carries some physics which cannot be described
by hadronic degrees of freedom in equilibrium, it may deviate from the Skellam one. In order to find
this deviation, the best observable to be used is the ratios of cumulants between even or odd orders
[23], which become unity for the Skellam distribution as discussed in Sec. 2.4.3. Another example is the
distribution of the topological charge, Q, in QCD. A model called the dilute instanton gas model for
the topological sector in QCD predicts that the distribution of the topological charge is given by the
Skellam one with 〈Q〉 = 0 [57]. The proximity of the ratios of the even order cumulants to unity thus
is a useful measure to judge the validity of this model. Recently, the measurements of the topological
cumulants are actively performed on the lattice [58, 59, 60].
Contrary to the ratios of cumulants, the magnitudes of skewness and kurtosis in the Poisson distri-
bution depend on the average λ as
S = λ−1/2, κ = λ−1. (50)
These quantities become arbitrary small as λ becomes larger. This behavior is related to the central limit
theorem in statistics, which states that the sum of independent events approaches a Gauss distribution
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as the number of events to be summed is increased. Because the Poisson distribution can be interpreted
as the result of the sum of independent events, it approaches the Gauss distribution for large λ. The S
and κ, the quantities characterizing the deviation from the Gauss distribution, become arbitrarily small
in this limit. Similar tendency is also expected in the large volume limit of fluctuation observables in
statistical mechanics. Fluctuations in macroscopic systems are well described by Gauss distributions,
and S and κ become irrelevant in the large volume limit. On the other hand, the higher order cumulants
take nonzero values even in this limit. There, however, are practical difficulties in the measurement
of higher order cumulants in large systems. In addition to the difficulty in the exact measurement of
observables in large systems, there is a fundamental problem that the statistical error of higher order
cumulants grows as the volume increases, as discussed in the next subsection.
2.6 Error of the cumulants
Related to the above discussion on non-Gaussianity in large systems, we give some remarks on the
statistical error associated with the measurement of higher order cumulants.
The statistical error ∆Oˆ of an observable Oˆ is estimated as
(∆Oˆ)2 =
〈(Oˆ − 〈Oˆ〉)2〉
Nstat − 1 =
〈δOˆ2〉
Nstat − 1 , (51)
where Nstat is the number of statistics, i.e. the number of the measurements of Oˆ, and the expectation
value is taken over this statistical ensemble.
Let us consider an extensive observable N in statistical mechanics, such as particle number. As
discussed already, cumulants of N are extensive observables proportional to the volume V . Now, we
start from the first-order cumulant. Usually, the density ρ = N/V of this quantity is concerned rather
than N . By substituting ρ into Oˆ in Eq. (51), one obtains
(∆ρ)2 =
〈δN2〉
V 2Nstat
=
χ2
V Nstat
, (52)
where in the last equality we used the extensive nature of the second-order cumulant Eq. (25). We have
also assumed that Nstat ≫ 1 and used an approximation Nstat − 1 ≃ Nstat in the denominator. The
result Eq. (52) shows that the error of ρ is proportional to V −1/2, which is a well-known result. With a
fixed Nstat, the error of ρ becomes smaller as V becomes larger.
Next, we consider the statistical error of the second-order cumulant of N . By substituting δN2 in
Oˆ, the error is calculated to be
(∆(δN2))2 =
〈((δN2)− 〈δN2〉)2〉
Nstat
=
〈δN4〉 − 〈δN2〉2
Nstat
=
〈N4〉c + 2〈N2〉2c
Nstat
=
χ4V + 2(χ2V )
2
Nstat
. (53)
In this derivation, we have used the central moments as basic quantities rather than moments. This
choice suppresses the correlation between first- and second-order moments. The central moments are
converted to cumulants in the third equality. From Eq. (53), the error of the susceptibility χ2 is obtained
by dividing both sides by V 2 as
(∆χ2)
2 =
χ4V
−1 + 2χ22
Nstat
=
2χ22
Nstat
+O(V −1). (54)
This result shows that the error of χ2 does not have V dependence for sufficiently large V . Contrary
to the first-order case, the increase of V does not reduce the statistical error of χ2.
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Similarly, the error of the higher order cumulants can be estimated by substituting the definition of
the cumulants in Eq. (51). The higher order cumulants are represented by central moments in general
as shown in sec. 2.1. (To obtain the explicit forms, one may substitute G(1) = 0 in Eqs. (10)–(13) and
so forth.) It is therefore instructive to first see the error of the central moments. The n-th order central
moment is represented by the sum of the product of cumulants
〈mn1〉c〈mn2〉c · · · 〈mni〉c, (55)
with n = n1+n2+ · · ·+ni and ni ≥ 2. Moreover, one can easily show that the coefficients of all terms in
this decomposition are positive and nonvanishing. Now, because the cumulants are proportional to V ,
the term which is leading in V in large volume is the one containing the product of the largest number
of the cumulants. For even n, it is (〈N2〉c)n/2 and one obtains the behavior of the central moments in
large V as
〈(δN)n〉 ∼ (〈N2〉c)n/2(1 +O(V −1)) ∼ (χ2V )n/2 +O(V n/2−1). (56)
For odd n, one obtains 〈(δN)n〉 ∼ V (n−1)/2.
Using these dependences on V , the statistical error of the central moments is given by
(∆(δNn))2 =
〈δN2n〉 − 〈δNn〉2
Nstat
∼ (χ2V )
n
Nstat
, (57)
where in the last step we have used Eq. (56) and the fact that the terms proportional to V n never
cancel out between 〈δN2n〉 and 〈δNn〉2. Subleading terms in V −1 are neglected on the far right-hand
side. The error of the n-th order central moment thus is proportional to
√
V n/Nstat for large V and
Nstat.
Now, we come back to the statistical error of higher order cumulants. As discussed already, the
cumulants can be represented by the central moments. Substituting the cumulants in O into Eq. (51)
and representing them in terms of central moments, the error of the cumulants is given by the sum of
the product of the central moments. It is then concluded that the error of the cumulants in the leading
order in V should be same as Eq. (57) unless the highest order terms in V cancel out. The error of the
generalized susceptibility thus is expected to behave as
∆χn ∼
√
χn2V
n−2
Nstat
, (58)
for large V and Nstat. Eq. (58) shows that the error of χn for n ≥ 3 grows as V becomes larger and
the measurement of non-Gaussian cumulants becomes more and more difficult as the spatial volume
becomes larger. This V dependence is highly contrasted to the error of standard observables Eq. (52),
which becomes smaller as V becomes larger. The proportionality coefficients in Eq. (58) up to the
fourth-order are presented in Ref. [61].
In relativistic heavy ion collisions, non-Gaussian cumulants have been observed up to the fourth-
order. These measurements are possible because the size of the system observed by detectors is not
large; the particle number in each event is at most of order 103. The growth of the statistical error
of higher order cumulants is a well known feature, and discussed in various contexts; see for example
Refs. [62, 63, 64].
2.7 Cumulants for multiple variables
Next, we discuss probability distribution functions for multiple stochastic variables and their moments
and cumulants.
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Let us consider a probability distribution function P (m1, m2) for integer stochastic variables m1 and
m2. The moments of this distribution are defined by
〈mn11 mn22 〉 =
∑
m1,m2
mn11 m
n2
2 P (m1, m2). (59)
By defining the moment generating function as
G(θ1, θ2) =
∑
m1,m2
eθ1m1eθ2m2P (m1, m2) = 〈eθ1m1eθ2m2〉, (60)
the moments are given by
〈mn11 mn22 〉 =
∂n1
∂θn11
∂n2
∂θn22
G(θ1, θ2)
∣∣∣∣
θ1=θ2=0
(61)
similarly to the case of a single variable. The cumulants for P (m1, m2) are similarly defined with the
cumulant generating function K(θ1, θ2) = lnG(θ1, θ2) as
〈mn11 mn22 〉c =
∂n1
∂θn21
∂n2
∂θn22
K(θ1, θ2)
∣∣∣∣
θ1=θ2=0
. (62)
It is easy to extend the argument in Sec. 2.1 to relate the moments and cumulants to this case. The
relation of the cumulants with moments for n1 = 0 or n2 = 0 is equal to the previous case. For the
mixed cumulants, it is, for example, calculated to be
〈m1m2〉c = ∂
∂θ1
∂
∂θ2
lnG(θ1, θ2)
∣∣∣∣
θ1=θ2=0
=
∂
∂θ1
(
∂G(θ1, θ2)
∂θ2
G(θ1, θ2)
−1
)∣∣∣∣
θ1=θ2=0
=
(
G(θ1, θ2)
−1∂
2G(θ1, θ2)
∂θ1∂θ2
−G(θ1, θ2)−2∂G(θ1, θ2)
∂θ1
∂G(θ1, θ2)
∂θ2
)∣∣∣∣
θ1=θ2=0
= 〈δm1δm2〉 (63)
and so forth. Equation (63) shows that the mixed second-order cumulant is given by the mixed central
moment, or correlation.
For a probability distribution function for k stochastic variablesm1, · · · , mk, the generating functions
are defined by
G(θ1, · · · , θk) =
∑
m1,m2,··· ,mk
( k∏
i=1
eθimi
)
P (m1, · · · , mk), (64)
K(θ1, · · · , θk) = lnG(θ1, · · · , θk). (65)
With these generating functions, the moments and cumulants are defined similarly. From these defini-
tions, it is obvious that the cumulants for multi-variable distribution functions are extensive variables
in grand canonical ensembles.
2.8 Some advanced comments
2.8.1 Cumulant expansion
From the definition of cumulants Eq. (9), the cumulant generating function is expanded as
K(θ) =
∞∑
n=1
θn
n!
〈mn〉c. (66)
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By substituting θ = 1 in Eq. (8), one obtains
K(1) = ln〈em〉 = ln
∑
m
emP (m) =
∞∑
n=1
〈mn〉c
n!
. (67)
Equation (67) is called the cumulant expansion, and plays effective roles in obtaining various properties
of higher order cumulants; examples are found in Appendix A and Ref. [65].
A remark here is that the cumulant expansion Eq. (67) has the same structure as the linked cluster
theorem in field theory [66]. In fact, if one regards the “connected part” of correlation functions as the
cumulant, the theorem is completely equivalent with the cumulant expansion.
2.8.2 Factorial moments and factorial cumulants
Up to now we have discussed moments and cumulants as quantities characterizing probability distribu-
tion functions. One of other sets of such quantities is factorial moments and factorial cumulants. The
factorial moments are defined as
〈mn〉f = 〈m(m− 1) · · · (m− n+ 1)〉 = d
n
dsn
Gf(s)
∣∣∣∣
s=1
(68)
with the factorial moment generating function
Gf(s) =
∑
m
smP (m) = G(ln s). (69)
The factorial cumulants are then defined by the factorial cumulant generating function,
Kf(s) = lnGf(s) = K(ln s), (70)
as
〈mn〉fc = d
n
dsn
Kf(s). (71)
In the discussion of physical property of fluctuations, the standard moments and cumulants tend
to be more useful than the factorial moments and cumulants. For example, as we will see in the next
section the cumulants of conserved charges are directly related to the partition function and have more
apparent physical meanings owing to the linear response relation. For some analytic procedure and
theoretical purposes, however, the factorial moments and cumulants make analyses more concise; see,
for example, Refs. [67, 68, 69, 70].
To relate the moments and cumulants with factorial ones, one may use relations between the two
generating functions, such as K(θ) = Kf(e
θ) or Kf(s) = K(ln s): By taking derivatives with respect to
θ or s, their relations are obtained similarly to the procedure to obtain the relations between moments
and cumulants presented in Sec. 2.1.
3 Bulk fluctuations in equilibrium
In this section we consider the properties of thermal fluctuations, i.e. the fluctuations in equilibrated
medium. After describing a general property of fluctuations in quantum statistical mechanics, we
calculate the fluctuations in ideal gas. This simple analysis allows us to understand many interesting
properties of thermal fluctuations, such as the magnitude of cumulants in the hadronic medium [23].
We also review the linear response relations, which connect cumulants of conserved charges with the
18
corresponding susceptibilities, i.e. magnitude of the response of the system against external force. The
linear response relations for higher order cumulants enable us to introduce physical interpretation to the
behavior of cumulants in the QCD phase diagrams [37]. Thermal fluctuations in the hadron resonance
gas model and anomalous behavior of fluctuations expected to take place near the QCD critical point
are also reviewed. We also give a brief review on the recent progress in the study of fluctuations in
lattice QCD numerical simulations.
The anomalous behaviors of fluctuation observables in an equilibrated medium discussed in this
section serves as motivations of experimental analyses of fluctuations. It, however, should be remem-
bered that the fluctuations discussed in this section are not directly observed in relativistic heavy ion
collisions, as will be discussed in detail in Secs. 4, 5 and 6.
3.1 Cumulants in quantum statistical mechanics
In this subsection, we first take a look at general properties of fluctuations, in particular, the cumulants
of conserved charges, in quantum statistical mechanics.
3.1.1 Cumulants of conserved charges
We consider a system described by a Hamiltonian H in a volume V and assume that this system has
an observable Nˆ which is a conserved charge. Because Nˆ is conserved, Nˆ commutes with H ,
[H, Nˆ ] = 0. (72)
The grand canonical ensemble of this system with temperature T and chemical potential µ for Nˆ is
characterized by the density matrix
ρ =
1
Z
e−(H−µNˆ)/T , (73)
with the grand partition function
Z = tr[e−(H−µNˆ)/T ], (74)
where the trace is taken over all quantum states. The expectation value of an observable Oˆ is given by
〈Oˆ〉 = tr[Oˆρ]. (75)
As in the previous section, one can define the moments and cumulants of Oˆ in quantum statistical
mechanics. The moments 〈Oˆn〉 are simply given by the expectation values of powers of Oˆ. The cumulants
are then defined from the moments and the relations such as Eqs. (10) - (13), which relate moments
and cumulants.
We note that the moments and cumulants defined in this way are interpreted as those for the
distribution of the particle number in a volume V . To be more specific, imagine that you were able to
count the particle number in V in the equilibrated medium exactly at some time. The obtained particle
numbers then would fluctuate measurement by measurement around the average. The moments and
cumulants are those of this fluctuation.
The cumulants of the conserved charge Nˆ in quantum statistical mechanics are given by derivatives
of the grand potential Ω = −T lnZ with respect to µ/T . The first-order cumulant, i.e. the expectation
value, 〈N〉 is given by
∂(−Ω/T )
∂(µ/T )
=
1
Z
tr[Nˆe−(H−µNˆ)/T ] = 〈N〉. (76)
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The second derivative gives the second-order cumulant as
∂2(−Ω/T )
∂(µ/T )2
=
∂
∂(µ/T )
(
1
Z
tr[Nˆe−(H−µNˆ)/T ]
)
=
1
Z
tr[Nˆ2e−(H−µNˆ)/T ]−
(
1
Z
tr[Nˆe−(H−µNˆ)/T ]
)2
,
= 〈δNˆ2〉 = 〈Nˆ2〉c (77)
with δNˆ = Nˆ − 〈Nˆ〉. Similar manipulations lead to
〈Nˆn〉c = ∂
n(−Ω/T )
∂(µ/T )n
. (78)
To show this relation, one may use the fact that Z is the moment generating function Eq. (5) up to
normalization constant,
〈Nn〉 = 1
Z
tr[Nne−(H−µNˆ)/T ] =
1
Z
∂nZ
∂(µ/T )n
. (79)
The normalization of Eq. (5) affects the definition of the cumulant generating function in Eq. (8) only
by a constant. Since the constant does not alter derivatives, derivatives of the logarithm of Z give the
cumulants.
As already discussed in Sec. 2.3, the cumulants of Nˆ are extensive variables. This property can
easily be shown using the fact that the grand potential is an extensive variable, and thus can be written
using the grand potential per unit volume, ω, as
Ω = ωV. (80)
The cumulants are thus given by
〈Nˆn〉c = ∂
n(−ω/T )V
∂(µ/T )n
≡ χnV, (81)
where on the far right-hand side we introduced the cumulant per unit volume,
χn =
∂n(−ω/T )
∂(µ/T )n
. (82)
The quantities χn defined here is called susceptibilities, as the reason will be explained in Sec. 3.1.3.
The extensive property of cumulants Eq. (81) gives a constraint on the correlation function of particle
number density. The particle number Nˆ in a volume V is related to the particle density n(x) as
Nˆ =
∫
V
dxn(x). (83)
The extensive property Eq. (81) then implies that
〈n(x1)n(x2) · · ·n(xi)〉c = χiδ(x1 − x2)δ(x2 − x3) · · · δ(xi−1 − xi), (84)
because this is the only choice that is consistent with Eq. (81) for any choice of volume V . Equation (84)
shows that the particle densities at different positions in coordinate space have no correlations. This
result is consistent with Eq. (80) and the discussion in Sec. 2.3. For the validity of Eq. (80), the volume
V has to be large enough. When the volume is not large enough so that the microscopic correlation
length is not negligible, Eq. (80) is no longer valid. In such a case, Eqs. (81) or (84) is not satisfied,
either.
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3.1.2 Cumulants of non-conserved quantities
Here, it is worth emphasizing that the above discussion is applicable only for conserved charges, because
it makes full use of the commutation relation Eq. (72). To see this, let us consider the cumulants of
a non-conserved quantity Nˆ ′, which does not commute with H . Even for this case, one can define a
would-be grand partition function,
Z ′ = tr[e−(H−µ
′Nˆ ′)/T ], (85)
where µ′ would be interpreted as something like the chemical potential for Nˆ ′. With this definition,
however, Eq. (85) is not the moment generating function of Nˆ ′. In fact, derivatives of Z ′ with respect
to µ′/T are calculated to be
∂
∂(µ′/T )
Z ′ = tr[Nˆ ′e−(H−µ
′Nˆ ′)/T ] = Z ′〈Nˆ ′〉, (86)
∂2
∂(µ′/T )2
Z ′ =
∫ 1/T
0
dτtr[Nˆ ′e−(H−µ
′Nˆ ′)τ Nˆ ′e−(H−µ
′Nˆ ′)(1/T−τ)] 6= Z ′〈Nˆ ′2〉, (87)
where in Eqs. (86) and (87) we used the cyclic property of trace and a relation
d
dt
eM(t) =
∫ 1
0
dsesM
dM
dt
e(1−s)M (88)
for a linear operator M . Equation (87) shows that the second derivative of Z ′ does not give the second
moment. Similarly, higher derivatives of Z ′ do not give the moments 〈Nˆ ′n〉c. As shown in Eq. (86) only
the first derivative still gives the expectation value 〈Nˆ ′〉. Because Z ′ is no longer proportional to the
moment generating function, Ω′ = −T lnZ ′ is not the cumulant generating function any more, either.
Because the cumulants of conserved charges are determined from the partition function or the grand
potential by taking derivatives, the cumulants of the conserved charge are defined unambiguously once
the grand potential is given in a theory. This, however, is not true for non-conserved quantities.
When the construction of grand potential is difficult, one may use an alternative way to define
the cumulants. When the operator Oˆ for an observable is explicitly known in a theory, in principle
one can calculate the moments of Oˆ by calculating the expectation value 〈Oˆn〉. The cumulants are
then also determined using the relations in Sec. 2.1. This method is applicable to both conserved
and non-conserved quantities. To use this method, however, one has to have the explicit form of the
operator, as well as their powers, in the theory. The conserved charges are related to the symmetry of
the theory via Noether’s theorem and their operators can be usually defined as the Noether currents.
For non-conserved quantities, however, the corresponding operator is sometimes unclear. For example,
the operator for the “total pion number” in QCD is not known. This problem makes the concept
of cumulants of non-conserved quantities ambiguous. In lattice QCD Monte Carlo simulations, for
example, one can calculate the cumulants of net-electric charge, which is a conserved charge in QCD,
while the cumulants of total pion number, which is not conserved in QCD, cannot be determined. It is
also worthwhile to note that the powers of an operator, Oˆn, can be nontrivial in field theory because of
ultraviolet divergence, even when the operator Oˆ is known. In this case an appropriate regularization is
required to define them. In this sense, the definition of the cumulant using the grand potential Eq. (78)
is convenient because it only requires the grand potential. Analyses of the cumulants of conserved
charges in Lattice QCD, for example, make use of this definition [34].
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Figure 4: Dependences of various cumulants on µ.
3.1.3 Linear response relation
An important property of the cumulants of conserved charges in thermal medium is the linear response
relation. From Eq. (78) one obtains
χ2 =
〈Nˆ2〉c
V
=
∂
∂(µ/T )
〈Nˆ〉
V
. (89)
The right-hand side of Eq. (89) represents the magnitude of the variation of density 〈Nˆ〉/V induced by
the change of the corresponding external force, µ. In this sense, χ2 is called susceptibility. The relation
Eq. (89) shows that the susceptibility is equivalent to the fluctuation of Nˆ per unit volume. One can
generally derive similar relations between a susceptibility and fluctuation of conserved charges, which
are referred to as the linear response relations.
The linear response relation allows us to obtain a geometrical interpretation for the behavior of the
second order cumulant. Suppose that we know 〈Nˆ〉 as a function of µ for a given T . Then, Eq. (89)
tells us that 〈Nˆ2〉c is enhanced for µ at which 〈Nˆ〉 has a steep rise; see the left panel of Fig. 4. On
the other hand, if 〈Nˆ2〉c has a peak structure at some µ, it means that 〈Nˆ〉 has a steep rise around
this µ. As we will see in Sec. 3.3.3, this simple argument is quite useful in interpreting the behavior of
fluctuations near the QCD critical point.
The linear response relation can be extended to higher order cumulants. From Eq. (78) one also
obtains the relations for higher orders,
χn+1 =
〈Nˆn+1〉c
V
=
∂
∂(µ/T )
〈Nˆn〉c
V
=
∂χn
∂(µ/T )
. (90)
This relation shows that the (n + 1)-th order cumulant plays a role of the susceptibility of n-th order
one. In this sense it is reasonable to call Eq. (82) as (generalized) susceptibility. Moreover, because
the behavior of the (n+ 1)-th order cumulant is proportional to the µ derivative of the n-th order one,
similarly to the second-order case this relation introduces an geometric interpretation for the behaviors
of the higher order cumulants. For example, as shown in the right panel in Fig. 4, when the second-order
cumulant 〈Nˆ2〉c has a peak structure as a function of µ the third-order one 〈N3〉c changes the sign there
[37]. Note that 〈Nˆ2〉c is positive definite but the cumulants higher than second-order can take positive
and negative values. Because of the positivity of 〈Nˆ2〉c, 〈Nˆ〉 as a function of µ is concluded to be a
monotonically-increasing function, but the second and higher order cumulants are not.
We finally note that the relation like Eq. (89) is not valid for non-conserved quantities, because µ′
derivatives in Eq. (87) do not give the moment.
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3.1.4 Cumulants of energy
Similarly to conserved charges, it is possible to relate the cumulants of energy, which is also a conserved
charge, with the partition function Z [37]. To obtain the relations, one takes 1/T derivative of Z with
µ/T fixed. This can be done by introducing two independent variables
β = 1/T, α = µ/T, (91)
and take β derivative of Z. Because β derivative is given by
∂
∂β
=
∂(1/T )
∂β
∂
∂(1/T )
+
∂µ
∂β
∂
∂µ
=
∂
∂(1/T )
− Tµ ∂
∂µ
, (92)
the derivative is calculated to be
∂Z
∂(−1/T )
∣∣∣∣
µ/T
= − ∂
∂β
Z =
(
− ∂
∂(1/T )
+ Tµ
∂
∂µ
)
Z = tr[He−(H−µNˆ)/T ]
= Z〈H〉. (93)
Similarly, one can show
∂nZ
∂(−β)n = Z〈H
n〉. The cumulants of energy are then obtained as
〈Hn〉c = ∂
n lnZ
∂(−1/T )n
∣∣∣∣
µ/T
=
(
− ∂
∂(1/T )
+ Tµ
∂
∂µ
)n −Ω
T
. (94)
It is also possible to construct the mixed cumulants between energy and the conserved charge as
〈Nˆn1Hn2〉c = ∂
n1
∂(µ/T )n1
〈Hn2〉c. (95)
The linear response relation for this case is given by
∂〈H〉
∂T
∣∣∣∣
µ/T
=
〈H2〉c
T 2
. (96)
The left-hand side of this equation is the increase of the energy per unit T , i.e. the specific heat
with fixed µ/T . Equation (96) thus shows that the fluctuation of energy divided by the square of the
temperature is equal to specific heat.
3.2 Ideal gas
Next, let us consider the cumulants of a conserved charge in ideal gas. We start from ideal gas composed
of a single species of particles. Because the particles do not interact with each other, the particle number
N is automatically a conserved charge. The grand potential of the ideal gas per unit volume ω is given
by [71].
−ω
T
= g
∫
d3p
(2pi)3
ln(1∓ e−(E(p)−µ)/T )∓1, (97)
where g represents the degeneracy such as spin degrees of freedom. The minus and plus signs on the
right-hand side corresponds to bosons and fermions, respectively. E(p) is the energy dispersion of the
particle; for non-relativistic and relativistic cases with mass m, E(p) = p2/2m and E(p) =
√
m2 + p2,
respectively.
23
Cumulants of N per unit volume is given by taking µ derivatives of Eq. (97). For example, the
first-order cumulant gives the density ρ as
ρ =
〈N〉
V
=
∂(−ω/T )
∂(µ/T )
= g
∫
d3p
(2pi)3
1
e(E(p)−µ)/T ∓ 1 , (98)
which is the well-known Bose-Einstein and Fermi-Dirac distribution functions. The second-order cu-
mulant is similarly calculated as
χ2 =
〈N2〉c
V
=
∂2(−ω/T )
∂(µ/T )2
= g
∫
d3p
(2pi)3
e(E(p)−µ)/T
(e(E(p)−µ)/T ∓ 1)2 . (99)
Next, let us consider the dilute limit ρ/T 3 ≪ 1. From Eq. (98), this limit is realized when
e(E(p)−µ)/T ≫ 1, or equivalently
E(p)− µ≫ T, (100)
for all p. In this case, the integrand in Eq. (97) is approximated as ln(1∓ e−(E(p)−µ)/T )∓1 ≃ e−(E(p)−µ)/T
and Eq. (97) reduces to the grand potential of the free classical (Boltzmann) gas,
−ω
T
= g
∫
d3p
(2pi)3
e−(E(p)−µ)/T = geµ/T
∫
d3p
(2pi)3
e−E(p)/T . (101)
For the relativistic case with E(p) =
√
m2 + p2, Eq. (100) is satisfied for m− µ≫ T . In this case, the
integral in Eq. (101) is rewritten using the modified Bessel function of the second kind Kn(x) [72] as
ω = −gm
2T 2
2pi2
eµ/TK2
(m
T
)
. (102)
With Eq. (101), higher order susceptibilities are easily calculated to be
〈Nn〉c
V
=
∂n(−ω/T )
∂(µ/T )n
= −ω
T
, (103)
for all n ≥ 1. This result shows that all cumulants are identical. From this result and the discussion
in Sec. 2.4.2, the distribution of the particle number for the free Boltzmann gas is given by the Poisson
distribution. An intuitive explanation of this result is given in Sec. 2.4.2.
In relativistic quantum field theory, all charged particles are always accompanied by their antipar-
ticles carrying the opposite charge. For a particle with chemical potential µ, the chemical potential of
its antiparticle is −µ. The grand potential is thus given by
−ω
T
= g
∫
d3p
(2pi)3
[
ln(1∓ e−(E(p)−µ)/T )∓1 + ln(1∓ e−(E(p)+µ)/T )∓1] . (104)
For massless particles with E(p) = p, the integral in Eq. (104) can be carried out analytically. For
fermions, the result is
ω = −g
(
7pi2
360
T 4 +
1
12
T 2µ2 +
1
24pi2
µ4
)
. (105)
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3.2.1 Particles with non-unit charge
Next, we consider an ideal gas in which the charge carried by the particles is not unity in some unit.
Such a case is realized, for example, when two particles each of which carry a unit charge form a
molecule. If all particles are confined into molecules and the residual interaction between the molecules
is weak enough, the system can be regarded as free gas of doubly charged particles.
Let us consider free gas of particles with charge r that is a rational number. Because of the definition
of chemical potential, the chemical potential of the particle is rµ. If the system is dilute enough so that
it can be regarded as free Boltzmann gas, the grand potential is given by
−ω
T
= g
∫
d3p
(2pi)3
e−(E(p)−rµ)/T = gerµ/T
∫
d3p
(2pi)3
e−E(p)/T . (106)
The expectation value of the total charge Q is obtained by µ/T derivative of Eq. (106) as
〈Q〉
V
=
∂(−ω/T )
∂(µ/T )
= rgerµ/T
∫
d3p
(2pi)3
e−E(p)/T = rρ (107)
with ρ = 〈N〉/V being the particle density. Similarly, the cumulants of the total charge Q are obtained
by taking µ/T derivatives of Eq. (106) as
〈Qn〉c
V
=
∂n(−ω/T )
∂(µ/T )n
= rnρ. (108)
We thus obtain the relation between cumulants
〈Qn1〉c
〈Qn2〉c = r
n1−n2. (109)
This result shows that the magnitude of cumulants is drastically changed when the charge carried by
the effective degrees of freedom in the system changes. This property of cumulants leads to possibility
to diagnose the quasi-particle property of the system with cumulants.
In relativistic heavy ion collisions, the use of this property of cumulants as diagnostic tools for the
deconfinement transition, at which quarks carrying fractional charges are liberated, was first suggested
in Refs. [21, 22] for the second order cumulant. The idea is then extended to higher order ones in
Ref. [23]. We will discuss these studies in more detail later.
3.2.2 Mixture of differently charged particles and net particle number
Next, let us consider the ideal classical gas composed of several particle species with different charges.
To be specific, we consider a system composed of particles with charges r1, r2, · · · , rn. Using the
chemical potential µ of the charge, the grand potential per unit volume is given by
−ω
T
=
∑
i
gi
∫
d3p
(2pi)3
e−(E(p)−riµ)/T . (110)
By taking µ/T derivatives of Eq. (110), cumulants of the charge, Q, are obtained as
〈Qn〉c =
∑
i
rni ρi, (111)
with ρi = 〈Ni〉/V being the density of particles labeled by i. Note that uncharged particles do not
contribute to 〈Qn〉c.
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In QCD, conserved charges are given by the net-particle number, i.e. the difference between particle
and antiparticle numbers. From Eq. (111), the cumulants of the net-particle number Q are given by
〈Qn〉c = 〈N〉+ (−1)n〈N¯〉, (112)
where 〈N〉 and 〈N¯〉 are the numbers of particles and antiparticles, respectively. This result shows that
the distribution of the net-particle number is given by the Skellam one.
3.2.3 Shot noise
At this point, it is worthwhile to comment on an example of fluctuations in completely different physical
systems. We consider the shot noise, i.e. the fluctuation of electric currents in electric circuits with
a potential barrier. It is known that the magnitude of the shot noise is proportional to the charge of
the elementary excitation of the system. As we show in this subsection, this property comes from the
Poissonian nature of the electric current, and shares the same mathematics as we have discussed above.
The shot noise is the fluctuation of the electric current at a potential barrier that an electron can
pass through with a small probability per unit time. (In the original study of Schottky, fluctuation
in a vacuum tube was investigated [48].) In typical experiments, correlation between electrons is well
suppressed so that the probability of electrons to pass through the potential barrier can be regarded as
independent with one another. Then, the number of electrons which pass through the barrier in some
time interval is given by the Poisson distribution to a good approximation. The time evolution of the
number of electrons which go through the barrier is well described by the Poisson process [73]. In typical
experiments, the magnitude of the fluctuation of electric current is measured from the power spectrum
in frequency space assuming white noise. Here, however, for simplicity we focus on the amount of the
charge in a time interval and do not consider time evolution.
Because the number of electrons N which pass through the potential barrier in a time interval ∆t
is given by the Poisson distribution, the cumulants of N satisfy 〈Nn〉c = 〈N〉 for n ≥ 1. The amount
of charge Q which passes through the barrier in ∆t is related to N as Q = eN with the charge of the
electron, e. The second-order cumulant of Q is then given by
〈Q2〉c
〈Q〉 =
e2〈N2〉c
e〈N〉 = e, (113)
where in the second equality we have used the Poissonian nature of N . Equation (113) suggests that
the ratio 〈Q2〉c/〈Q〉 can be used to measure the charge of the electron [48].
In superconducting materials, electrons are “confined” into Cooper pairs, which are doubly charged,
when the material undergoes the phase transition to superconductor. The charge e in Eq. (113) then
should be replaced with the one of the Cooper pairs, 2e, and the ratio 〈Q2〉c/〈Q〉 should become twice
larger than that in the normal material. In fact, such a behavior is observed experimentally [49]. The
shot noise is also successfully applied to investigate the fractional quantum Hall effect, in which the
shot noise behaves as if the elementary charge became fractional [50]. While the shot noise is usually
measured up to the second-order, in some systems higher order cumulants are observed [51].
Finally, we remark that the physics considered here is completely different from thermal fluctuations;
the former is the fluctuations associated with nonequilibrium diffusion processes, while the latter is the
fluctuations in equilibrated media. Nevertheless, there is a common feature, proportionality between
the fluctuation and the elementary charge, owing to the common underlying mathematics.
3.3 Fluctuations in QCD
Now we turn to the thermal fluctuations in QCD. After a review on fluctuations in the hadron resonance
gas model, which well describes thermodynamics of QCD at low temperature and density, we consider
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the behaviors of fluctuations in the deconfined medium and near the QCD critical point. Recently,
the cumulants of conserved charges have been actively studied in lattice QCD numerical simulations
[23, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 91]; see for reviews Refs. [34, 35].
The established knowledge in this field is also summarized in the following.
3.3.1 Hadron resonance gas (HRG) model
We first consider the medium at low temperature and density. It is well known that the medium at
low T and chemical potentials is well described by hadronic degrees of freedom. When the condition
Eq. (100) is well satisfied for all hadrons and the interactions between hadrons can be neglected, the
contributions of individual hadrons on thermodynamics can be regarded as those in free Boltzmann
gas. In this case, the grand potential is given by
−ωHRG
T
=
∑
i
gi
∫
d3p
(2pi)3
e−(E(p)−q
(i)
B µB−q
(i)
Q µQ−q
(i)
S µS)/T , (114)
where i runs over all species of hadrons. Here, we have introduced three chemical potentials, µB,
µQ and µS, which are baryon, electric charge and strange chemical potentials, respectively. gi is the
degeneracy of the hadron labeled by i, and q
(i)
c with c = B, Q and S represents the baryon, electric
charge and strange numbers carried by the hadron i, respectively. The grand potential Eq. (114)
containing all known hadrons [92] as free particles is called the hadron resonance gas (HRG) model
[12]. From the chemical freezeout temperature and chemical potential determined in relativistic heavy
ion collisions [93], it is known that the condition Eq. (100) is well satisfied for the hot medium after
chemical freezeout for all hadrons except for pions with the mass mpi ≃ 140 MeV. It is known that the
HRG model well reproduces the thermodynamic quantities calculated on the lattice QCD below the
pseudo-critical temperature T . Tc ≃ 150 MeV for vanishing chemical potentials [34]. Although the
HRG model contains only free particles, there is an argument that by incorporating resonance states
the effects of interaction between hadrons is effectively taken into account [94, 95].
Now let us calculate the cumulants of conserved charges, net-baryon, net-electric charge and net-
strange numbers in the HRG model based on Eq. (114). We first consider the net-baryon number
cumulants, which are obtained by taking µB derivatives of Eq. (114). The baryon number carried by
baryons and anti-baryons are q
(i)
B = +1 and q
(i)
B = −1, respectively, while the mesonic degrees of freedom
do not carry the baryon number and do not contribute to the fluctuation of net-baryon number in the
HRG model. The net-baryon number cumulants thus are calculated to be
〈NnB,net〉c =
∂n(−ωHRG/T )
∂(µB/T )n
= −ωB
T
− (−1)nωB¯
T
= 〈NB〉+ (−1)n〈NB¯〉, (115)
where ωB and ωB¯ denote the contributions of all baryons and anti-baryons to the grand potential
ωHRG, respectively, and NB and NB¯ are the baryon and anti-baryon numbers, respectively. The result
Eq. (115) shows that the fluctuation of the net-baryon number in the HRG model is given by the
Skellam distribution and the ratios of cumulants between even or odd orders are unity [23],
〈Nn+2mB,net 〉c
〈NnB,net〉c
= 1, (116)
for integer n and m.
Next, we consider the net-electric charge. Contrary to the net-baryon number, there are hadronic
resonances having q
(i)
Q = ±2, such as ∆++(1232), in addition to q(i)Q = 0 and ±1 states. Due to these
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resonances, the fluctuation of net-electric charge is not given by the Skellam distribution. The cumulants
of net-electric charge is given by
〈NnQ,net〉c = 〈NqQ=1〉+ (−1)n〈NqQ=−1〉+ 2n−1
{〈NqQ=2〉+ (−1)n〈NqQ=−2〉} , (117)
with 〈NqQ=m〉 being the density of hadrons having the electric charge qQ = m. Owing to the qQ = ±2
states, higher order cumulants tend to become larger than the Skellam one. The same argument applies
to the net-strange number, while the contribution of qS = ±2 states is a little more suppressed because of
their heavy masses; the lightest of such baryons is Ξ0 and Ξ¯0 with the mass 1315 MeV. For net-electric
charge fluctuations, Bose-Einstein statistics of pions also gives rise to deviations from the Skellam
distribution, while the effect of Fermi-Dirac statistics of baryons on Eq. (116) is well suppressed in the
hadronic medium relevant to relativistic heavy ion collisions.
Next we consider the mixed cumulants in the HRG model. As an example, the correlation of
net-baryon and net-strange numbers is given by
〈NB,netNS,net〉c = ∂
2(ωHRG/T )
∂(µB/T )∂(µS/T )
=
∑
i
q
(i)
B q
(i)
S 〈Ni〉. (118)
Equation (118) shows that the contributions to 〈NB,netNS,net〉c come from hadrons with q(i)B 6= 0 and
q
(i)
S 6= 0. The lightest hadron having nonzero qB and qS is Λ(1115) and Λ¯(1115) with the massmΛ = 1115
MeV. Because the mass of the nucleon and the mass of the lightest strange meson, K±, are smaller
than mΛ, the density of Λ is suppressed compared with hadrons having only either q
(i)
B 6= 0 or q(i)S 6= 0.
Therefore, the magnitude of 〈NB,netNS,net〉c should be suppressed
〈NB,netNS,net〉c ≪ 〈NB,net〉〈NS,net〉c, (119)
in the HRG model with small µB and µS [96]. Various mixed cumulants in the HRG model can be
understood in a similar manner.
If the fluctuation observables in relativistic heavy ion collisions are well described by the hadronic
degrees of freedom in equilibrium, the cumulants of conserved charges should be consistent with those
in the HRG model. Conversely, if the fluctuations show deviation from those in the HRG model,
they serve as experimental signals of non-hadronic and/or non-thermal physics. In this sense, the
cumulants in the HRG model are usually compared with the experimental results as the “baseline”
[97]. In particular, because the ratios between cumulants take a simple form in the HRG model, they
are useful observables to investigate these nontrivial physics. In Fig. 2, the ratio of net-proton number
cumulants, κσ2 = 〈N4p,net〉c/〈N2p,net〉c and Sσ/(Skellam) = 〈N3p,net〉c/〈Np,net〉 are plotted1. The figure
shows that the ratios of the cumulants show statistically-significant deviations from the HRG baseline.
This experimental result clearly shows that the ratio carries information on physics which cannot be
described by the HRG model, such as the onset of the deconfined phase, existence of QCD critical point,
or some non-equilibrium phenomena.
3.3.2 Onset of deconfinement transition
Next, we focus on the deconfined medium. At extremely high temperature, the quarks can be regarded
as approximately free particles owing to asymptotic freedom. The cumulants of conserved charges thus
1In QCD, net-proton number is not a conserved charge, and the definition of its cumulants is ambiguous. In the HRG
model, on the other hand, the net-proton number is a conserved charge because protons and anti-protons in the HRG
model are free particles, and its cumulants are well defined. For the same reason as for net-baryon number, this model
gives 〈N4p,net〉c/〈N2p,net〉c = 〈N3p,net〉c/〈Np,net〉 = 1. However, they, of course, are not the net-baryon number in QCD
[98, 99]. Problems with the use of net-proton number as a proxy of net-baryon number will be discussed in Secs. 4 and 6.
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are given by those of ideal quark gas in this case. If Fermi-Dirac statistics were negligible there, the
cumulants of net-quark number would become the Skellam ones,
〈Nnq,net〉c = 〈Nq〉+ (−1)n〈Nq¯〉, (120)
with Nq (Nq¯) being the quark (anti-quark) number. By recalling that all quarks and anti-quarks carry
±1/3 baryon number, Eq. (120) is converted to net-baryon number cumulant as
〈NnB,net〉c =
1
3n
[〈Nq〉+ (−1)n〈Nq¯〉] , (121)
where we have used Nq,net = 3NB,net. From this result, the ratio of the net-baryon number is given by
〈Nn+2B,net〉c
〈NnB,net〉c
=
1
9
, (122)
i.e. compared with Eq. (116) the ratio is about one order suppressed when the deconfined medium is
realized [23]. This change of the ratio is reminiscent of the shot noise in the fractional quantum Hall
effect discussed in Sec. 3.2.3.
The above argument, however, is modified by the Fermi-Dirac statistics of quarks, because the
masses of quark quasi-particles mq would not satisfy mq/T ≫ 1 in the deconfined phase. For massless
quarks, the net-quark number cumulants can be calculated with Eq. (105). By taking µ/T derivatives
of Eq. (105), we have
〈N3q,net〉c
〈Nq,net〉c =
6
pi2
(
1 +
1
pi2
µ2
T 2
)−1
,
〈N4q,net〉c
〈N2q,net〉c
=
6
pi2
(
1 +
3
pi2
µ2
T 2
)−1
, (123)
while all cumulants 〈Nnq,net〉c for n ≥ 5 vanish. This result shows that for massless quarks the ratios of
cumulants are suppressed compared with the Skellam value, Eq. (122). The inclusion of Fermi-Dirac
statistics thus does not alter the suppression of higher order cumulants in the deconfined medium.
The electric charge qf carried by quarks are ±1/3 and ±2/3 depending on the flavor f . Assuming
the Boltzmann statistics we have
〈NnQ,net〉c =
∑
f
q2f
(〈Nf〉+ (−1)n〈Nf¯〉). (124)
Because of quarks with qf = ±2/3, especially up quarks, the suppression of higher order cumulants
compared with the HRG values is much milder compared with the net-baryon number in Eq. (121).
The baryon number cumulants thus are better observable to see the deconfinement phase transition.
The ratios of cumulants have been actively analyzed in lattice QCD numerical simulations. In
Fig. 5 we show an example of the recent analysis on the ratio of net-baryon number cumulants
〈N4B,net〉c/〈N2B,net〉c [83]. The figure shows that the ratio is consistent with the HRG value Eq. (116)
below the pseudo-critical temperature Tc ≃ 150 − 160 MeV, while the ratio suddenly drops above Tc
and approaches the free Fermi gas value at high T .
Recently, more sophisticated ways to investigate the medium properties near Tc using the higher
order and mixed cumulants have been studied in the lattice community. In Ref. [81], various (mixed) cu-
mulants are investigated in combinations which vanish in the HRG model. For example, from Eq. (116)
one finds that 〈N4B,net〉c − 〈N2B,net〉c = 0 in the HRG model. Similar combinations are found also by
considering mixed cumulants such as Eq. (118). In Fig. 6, three combinations of net-baryon and net-
strange number cumulants which vanish in the HRG model obtained on the lattice are plotted [81]. The
figure shows that these combinations are indeed consistent with zero for T . Tc, but suddenly becomes
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Figure 7: Plot of the baryon number susceptibility χB = 〈N2B,net〉/V as a function of T and µB obtained
in a chiral effective model [37].
nonzero above Tc. This result suggests that the medium is well described by the hadronic degrees of
freedom up to near Tc, but the non-hadronic physics shows up around Tc. Similar ideas are applied to
investigate the flavor hierarchy in the breakdown of the HRG model [81, 84, 87]. These studies suggest
that fluctuations are useful observables to understand quasi-particle properties in the medium although
they are static quantities.
Finally, we note that the cumulants at extremely high T and µB can be analyzed perturbatively
[100, 101, 102]. The comparisons between these perturbative analyses with lattice results have been
done [81].
3.3.3 QCD critical point
Around the boundary between the confined and deconfined phases, anomalous behaviors of fluctuation
observables associated with the phase transition are expected to occur. In particular, the QCD phase
diagram in the T–µB plane is expected to have the QCD critical point(s), which is the endpoint of the
first-order phase transition line [3, 4, 5]. (An example of the phase diagram is shown in the bottom
surface of Fig. 7.) Because the phase transition at this point is of second-order, various fluctuation
observables diverge there. It is known that this point belongs the same universality class as in the 3d
Z2 Ising model, which is the same universality class as the critical point in the phase diagram of water
belongs to, and the critical exponents are determined by the universality arguments2. The anomalous
behaviors associated with the critical point should become experimental observables to find this point
[18, 24, 25].
An order parameter to characterize the QCD critical point is the chiral condensate σ = 〈ψ¯ψ〉.
Associated with the softening of the effective potential, the correlation length and fluctuation of the
σ field diverge at the critical point. Owing to this divergence, fluctuations of fields which couple to σ
also diverges. Because the net-baryon number has a coupling with the σ field [106, 107, 103, 108] with
nonzero current quark mass and µB, the net-baryon number fluctuation diverges at the critical point.
From studies on the baryon number susceptibility [109] based on chiral effective models [106, 110, 111,
112, 113, 114, 37, 115, 116], it is known that the baryon number susceptibility has a ridge structure
along the crossover line [106] as illustrated in Fig. 7.
2 It is known [103, 104] that the dynamical universality class of this point belongs to that of the model H in the
classification of Hohenberg and Halperin [105].
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Near the QCD critical point, higher order cumulants of conserved charges also behave anomalously.
In Ref. [36], the higher order cumulants are calculated as a function of the correlation length of σ field
up to the fourth-order. It is pointed out that the higher order cumulants are more sensitive to the
correlation length. Another interesting property of higher order cumulants is that they change the sign
near the critical point [37, 117, 118]. As discussed in Sec. 3.1.3, the net-baryon number cumulants are
given by the µB derivative of the cumulant lower by one order as
〈Nn+1B,net〉c =
∂〈NnB,net〉c
∂(µB/T )
. (125)
From this relation and the ridge structure of the baryon number susceptibility χB2 = 〈N2B,net〉c/V along
the phase boundary as shown in Fig. 7, it is immediately concluded that χB3 = 〈N3B,net〉c/V changes
the sign at the phase boundary near the QCD critical point [37]. The same conclusion is also obtained
for mixed cumulants between net-baryon and energy E such as 〈N2B,netE〉c/V [37]. By taking one
more µB derivative, one can also conclude similarly that χ
B
4 = 〈N4B,net〉c/V becomes negative along the
phase boundary near the QCD critical point. This behavior can also be confirmed by the universality
argument of the 3d Z2 universality class [118].
For µB = 0, from the mapping of the scaling parameters in the QCD phase diagram, similar argument
is applicable to T derivatives of even order cumulants, which leads to χB2(n+1) ∼ ∂χB2n/∂T [115]. From
this relation it is pointed out that χB6 becomes negative near the phase boundary for small µB [117].
Besides the baryon number cumulants, those of electric charge and strangeness also behave anoma-
lously near the critical point. The anomalous behaviors in these quantities, however, are weaker than
those of the baryon number cumulants. The electric charge susceptibility χQ2 = 〈N2Q,net〉c/V , for exam-
ple, is obtained by µQ derivatives of ω. This derivative is rewritten in terms of the baryon and isospin
chemical potentials, µB and µI, as ∂/∂µQ = (∂/∂µB + ∂/∂µI)/2 [37]. The electric susceptibility thus is
given by
χQ2 =
∂2(−ω/T )
∂(µQ/T )2
=
1
4
(
∂
∂(µB/T )
+
∂
∂(µI/T )
)2 −ω
T
=
1
4
(χB2 + χ
I
2), (126)
where χI2 = (∂
2(−ω/T ))/(∂(µI/T )2) is the isospin susceptibility. In the last equality in Eq. (126) we
have neglected the cross term (∂2ω)/(∂µB∂µI) which vanishes in the isospin symmetric medium. The
isospin susceptibility does not have a divergence at the critical point in an isospin symmetric medium
[25]. Equation (126) shows that the effect of the divergence in χB2 is relatively suppressed in χ
Q
2 .
In order to compare the cumulants of conserved charges obtained in effective models or lattice
QCD numerical simulations with experimental data, the ratios of cumulants are calculated on the
chemical freezeout line [93] in the literature [119, 120, 121, 122, 63, 64, 123, 124, 125]. Recently, the
use of fluctuation observables for the determination of the freezeout temperature (of fluctuations) is
also proposed [126, 34, 91]. These analyses would be used as a qualitative guide to understand the
experimental results on the ratios of cumulants. As will be discussed in the next sections, however, the
event-by-event analyses in relativistic heavy ion collisions measure the fluctuations in the final state,
which are not the thermal fluctuation at some early stage in the time evolution of the hot medium.
Because of this difference, their direct comparison with theories may lead to wrong conclusions; while
the event-by-event fluctuations would carry information on early thermodynamics, this information
must be extracted by correcting various contributions associated with the experiment. This is the
subject which will be addressed in the following sections. We also note that the theoretical studies on
the net-baryon number cumulants are sometimes compared with the experimental results on net-proton
number cumulants, which are not the same quantities as the former; this problem will be discussed in
Sec. 6.
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Figure 8: Event-by-event histogram of net-proton number cumulants measured by STAR collaboration
at RHIC [26].
4 Event-by-event fluctuations
In Sec. 3, we have seen that the cumulants of conserved charges in an equilibrated medium behave
characteristically reflecting the onset of deconfinement or the existence of the critical point. The goal
of the measurement of fluctuations in relativistic heavy ion collisions is to find these behaviors in
fluctuation observables. In these experiments, fluctuations are observed by event-by-event analyses. In
this method, the numbers of particles of identified species are observed in some coverage of a detector in
each event. The distribution of the numbers for individual events is called event-by-event fluctuation.
It is believed that fluctuations observed in this way carry information on the thermal fluctuation in
early stage in the time evolution of the hot medium.
In this and succeeding two sections, we discuss event-by-event analysis. In particular, we take a
closer look at the relation between event-by-event and thermal fluctuations. In this section, we first
give an overview of event-by-event analysis, and discuss why, when and how event-by-event fluctuations
can be compared with thermal ones3. Two specific problems are discussed in later sections separately.
In Sec. 5, we address the effect of the diffusion of fluctuations in later stages. It will be discussed that
the rapidity window dependences of fluctuation observables can be used to understand this effect. We
then consider the problem of efficiency correction in event-by-event analysis in Sec. 6. The difference
between net-baryon and net-proton number cumulants will also be discussed there.
4.1 Event-by-event analysis
In event-by-event analysis of fluctuation observables in relativistic heavy ion collisions, some observables,
such as the numbers of specific particles, are observed in some coverage of a detector in each event. The
numbers then take different values for each event. As an example, in Fig. 8 we show the event-by-event
histogram of net-proton number observed by STAR collaboration [26]. Regarding the histogram as the
probability distribution function, one can construct the cumulants of the particle number from this
event-by-event distribution4.
3 The experimental setting of event-by-event analysis and associated problems is summarized nicely in a review
Ref. [20].
4 In actual experimental analyses, the procedure to obtain the cumulants is more complicated. For details, see
Refs. [61, 69].
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4.1.1 Conserved charges in heavy ion collisions
Among various fluctuation observables, those of conserved charges are believed to have suitable prop-
erties to investigate early thermodynamics. First, as we have discussed in Sec. 3.1, the cumulants of
conserved charges in thermal medium are well defined and can be obtained unambiguously in a given
theory. Moreover, through the linear response relations the cumulants of conserved charges are directly
related to the property of the medium. Second, as we will discuss in Sec. 5 in detail, the time evolution
of fluctuations is typically slow for conserved charges. The slow variation enables us to investigate
the medium property in the early stage from event-by-event analysis, although the measurement is
performed for the final state [21, 22].
In QCD, the net-flavor numbers are conserved charges besides energy, momentum and angular
momentum. In heavy ion collisions, the numbers of net-baryon, net-electric charge and net-strangeness,
which are given by the linear combinations of net-flavor numbers, are frequently used instead of the
net-flavor numbers. Among these three charges, the net-electric charge is most directly observable
in heavy ion collisions, because the detectors for heavy ion collisions can observe almost all charged
particles entering the detector with particle identification. Figure 1 is an example of the experimental
result of net-electric charge fluctuation [28]. Higher order cumulants of net-electric charge have been
also measured by STAR collaboration recently [30].
The measurement of net-baryon number is more difficult, because the typical detectors cannot
identify neutral baryons, in particular neutrons which account for about half of the total baryons.
Because of this problem, net-proton number cumulants are measured in experiments and used as a
proxy of net-baryon number; an example is shown in Fig. 2 [28]. It, however, should be remembered
that the net-proton number is not a conserved charge and different from net-baryon number [98, 99].
In fact, it is shown in Refs. [98, 99] that the net-proton and net-baryon number cumulants can take
significantly different values and thus the substitution of the former for the latter cannot be justified.
In this study it is also shown that the net-baryon number cumulants can be determined experimentally
without measuring of neutrons. We will discuss these issues in Sec. 6.
The experimental measurement of net-strange number has a difficulty at a more fundamental level.
The strange charges in heavy ion collisions are dominantly carried by kaons. Among them, charged
kaons K+ and K− carrying strange numbers s = ±1, respectively, can be measured by detectors. The
strange number is also carried by the neutral kaons, K0 and K¯0 having strange numbers s = ±1,
respectively. The decays of these neutral kaons undergo the weak interaction, in which K0L and K
0
S are
eigenstates but not eigenstates of strange number. Because of this mixing, the net-strangeness carried
by K0L and K
0
S can not be observable, even if the detectors measure these particles. Fluctuations of
net kaon number, the difference of the numbers of K− and K+, are often considered experimentally as
a proxy of net strangeness. One, however, should keep in mind that the substitution of the net-kaon
number for net-strangeness contains the same problem as that of net-proton number for net-baryon
number.
4.1.2 Coverage to count the particle number
In event-by-event analysis, the particle number arriving at some range of the detector is counted in
each event. In order to compare event-by-event fluctuations with thermal ones, it is desirable to choose
this range so that it corresponds to a spatial volume of the hot medium. The detectors in heavy ion
collisions, however, can only measure the momentum of particles in the final state.
The momentum range in the final state can be related to a spatial volume of the hot primordial
medium in coordinate space in some special cases such as the Bjorken scaling flow [71]. In the Bjorken
picture, which is well justified for large
√
sNN, the hot medium has boost invariance along the lon-
gitudinal direction. To describe such systems, it is convenient to introduce the rapidity y and the
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Figure 9: Width σ and kurtosis κ of the thermal distribution in rapidity space calculated in a blast
wave model with several values of radial velocity β [127, 128]. The horizontal axis shows w = m/Tkin
with the mass of particle m and the freezeout temperature Tkin.
coordinate-space rapidity Y ,
y =
1
2
ln
1 + β
1− β = tanh
−1 β, Y =
1
2
ln
t+ z
t− z , (127)
respectively. Here, β is the velocity along the longitudinal direction; for particles it is given by β =
pz/E with the longitudinal momentum pz and energy E. t and z represent the time and longitudinal
coordinate, respectively. Rapidities y and Y obey an additional law under the Lorentz boost; with the
boost of a system with velocity β0, rapidities are transformed as
y′ = y + β0, Y
′ = Y + β0. (128)
Because of the boost invariance, in the Bjorken picture the rapidity y of a fluid element is equal to
its coordinate-space rapidity Y . Therefore, up to the thermal motion of individual particles the rapidity
of particles at y is identical to the coordinate-space one, Y . Using this correspondence, one can count
the particle number in an (approximate) coordinate space interval from the momentum distribution in
the final state. In typical event-by-event analyses, the range to count the particle number is chosen to a
(pseudo-)rapidity interval ∆y, while the transverse momentum pT and the azimuthal angle are integrated
out. This range then can approximately be identified with the spatial volume in the corresponding
coordinate-space rapidity ∆Y = ∆y
It, however, should be remembered that the correspondence between y and Y is valid only for the
fluid element, and it does not hold for the rapidities of individual particles in the volume element,
because individual particles have nonzero velocity against the fluid element due to the thermal motion.
Because of the thermal motion, the correspondence between the particle distribution in Y space and
in y space is blurred. The use of y as a proxy of Y is valid only up to the resolution brought by this
thermal motion. The rapidity window ∆y to measure event-by-event particle distribution has to be
taken sufficiently large compared with the resolution width brought by the thermal motion in rapidity
space ∆ythermal in order to suppress the effect of the blurring; otherwise, the information of fluctuations
in a volume in ∆Y is lost. In the upper panel of Fig. 9, we plot the width of the thermal motion
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σ = ∆ythermal calculated in a simple blast wave model [127, 128]. The parameter w = m/Tkin is the
ratio between the particle mass m and the kinetic-freezeout temperature Tkin, while β is the radial
velocity. For central collisions at the top-RHIC and LHC energies, the blast wave fit to the transverse
momentum spectra gives β ≃ 0.6 and Tkin ≃ 100 MeV [129]. Assuming that particles are emitted from
the medium at the kinetic-freezeout surface with the thermal distribution and using these values of
β and Tkin, one obtains that the thermal width is ∆ythermal ≃ 0.5 for pions (w = m/Tkin ≃ 1.5) and
∆ythermal ≃ 0.25 for nucleons (w ≃ 9); see Fig. 9. On the other hand, the maximum rapidity window
of the STAR detector is ∆y = 1.0. For the analysis of net-electric charge fluctuation, this width is
comparable with ∆ythermal, and thus may not be large enough to suppress the effect of thermal motion
[127, 128]. More quantitative estimate of this effect on cumulants [127, 128, 70] will be discussed in
Sec. 5. In the lower panel of Fig. 9, the kurtosis of the thermal distribution in rapidity space is also
plotted. The panel suggests that the non-Gaussianity of the distribution is not large for the kinetic
freezeout parameters except for the case of pions. In fact, it is shown from an explicit calculation of
the cumulants that the effects of the non-Gaussianity are well suppressed in the cumulants [127, 128].
We emphasize that the above argument on the approximate corresponsence between y and Y is based
on the Bjorken picture for medium expansion. When the Bjorken picture breaks down for low energy
collisions, further subtle discussion is needed for the relation between y and Y , and the interpretation of
event-by-event fluctuations in a rapidity interval ∆y. This would particularly be the case for the BES
energy,
√
sNN ≃ 7.7− 20 GeV, at RHIC. In the interpretation of fluctuation observables in this energy
range (for example, Fig. 2), therefore, careful arguments on these issues, which should be carried out
with the aid of dynamical models and information of various observables, is required.
The other remark concerning the choice of ∆y is that the observed event-by-event fluctuations are
those in the final state in heavy ion collisions, and not those in some early stage, such as at chemical
freezeout time, in the time evolution. Even if clear signals in fluctuation observables are well developed
reflecting thermodynamics in some early time, they are modified during the time evolution in later stages
before the detection. Here, it is worth emphasizing that event-by-event fluctuations continue to change
until kinetic freezeout. This is contrasted with average particle abundances, which are almost frozen
at chemical freezeout time. The modification of event-by-event fluctuations after chemical freezeout is
easily understood from the fact that the particle number in a coordinate-space rapidity interval ∆Y in
a collision event is modified due to the motion of individual particles. When one compares event-by-
event fluctuations with thermal fluctuations in early stage, this effect has to be also taken into account.
In Sec. 5, we argue that the effects of the time evolution after chemical freezeout and the thermal
width ∆ythermal are simultaneously described as a diffusion process. It will also be discussed that the
magnitude of these effects can be examined experimentally from the ∆y dependences of the cumulants.
Finally, we note that in general the coverages in the pT and azimuthal direction of detectors are
not perfect, although the coverages are desirable to be taken as large as possible to measure the event-
by-event fluctuations in a volume in coordinate-space. The imperfect coverages also modify fluctuation
observables. In fact, in a recent analysis of net-proton number cumulants by STAR Collaboration
the dependence on the pT coverage is reported [32]; see the right panel in Fig. 2. It should also be
remembered that the azimuthal coverage of the PHENIX detector is significantly limited compared
with the STAR detector. The effect of finite acceptance is in part treated as an efficiency effect as
discussed in Sec. 6. The effects of the pT cut on event-by-event analysis are recently investigated, for
example, in Refs. [130, 131, 132].
4.1.3 Canceling spatial volume dependences
The cumulants of thermal fluctuations are proportional to the spatial volume of the system as discussed
in Sec. 3.1. In order to give a physical meaning to the magnitude of cumulants observed by the event-
by-event analyses, therefore, one has to know the spatial volume of the hot medium besides the value
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of the cumulants. Moreover, because the hot medium created in relativistic heavy ion collisions is an
expanding system, the spatial volume is changing with time evolution.
In order to eliminate the spatial volume dependence, in relativistic heavy ion collisions cumulants are
usually discussed in terms of the ratios between extensive observables. Here, the extensive observables
have to be taken as conserved quantities or their cumulants. By taking the ratio of these quantities
observed in a rapidity window ∆y, the effect of the spatial volume and its time evolution can be
canceled out under the Bjorken picture as follows. As discussed previously, the rapidity window ∆y
approximately corresponds to the one of coordinate-space rapidity ∆Y = ∆y. Although the spatial
volume of the medium in ∆Y changes during the time evolution in a nontrivial way, the amount of a
conserved quantity in ∆Y is conserved if we neglect the effect of diffusion, i.e. exchange of the quantity
with adjacent volume elements [21, 22]. The ratio of conserved quantities in ∆Y , therefore, does not
depend on the time evolution of spatial volume when the effect of diffusion is negligible.
Before the measurement of higher order cumulants has started, the magnitude of the second-order
cumulant was discussed in terms of the ratio with entropy density [21, 22], which is a conserved quantity
in non-dissipative hydrodynamic expansion. The use of a quantity called the D-measure,
D = 4
〈N2Q〉c
〈Ntot〉 , (129)
as an experimental observable with the net-electric charge NQ and the number of total charge Ntot, i.e.
the sum of the positively and negatively charged particle numbers, was suggested in Ref. [22]. Here,
Ntot is used as a proxy of the entropy density. It is estimated that the D-measure takes D = 3 ∼ 4 in
the HRG model while the value of D is about twice or more smaller if the deconfined medium is created
[22]. Figure 1 shows the D-measure measured by ALICE collaboration [27]. The experimental result
shows the suppression of this quantity compared with the hadronic value especially for large ∆η. This
result suggests the survival of the thermal fluctuation created in the deconfined medium. The origin
of the ∆η dependence in the figure will be discussed in Sec. 5. Later, the use of the ratio between
cumulants of conserved charges was proposed in Ref. [23]. This choice removes the ambiguity in the
relation between the entropy and Ntot in the definition of the D-measure. The top and bottom panels
in the right figure of Fig. 2, for example, show the ratio of net-proton number cumulants,
κσ2 =
〈N4p 〉c
〈N2p 〉c
,
Sσ
Skellam
=
〈N3p 〉c
〈Np〉c , (130)
respectively, where the skewness S and kurtosis κ are defined in Sec. 2.5. As discussed in Sec. 3, these
ratios become exactly unity in the HRG model. These ratios thus are suitable in exploring the existence
of physics which cannot be described by the HRG model. The experimental results in Fig. 2 show that
these ratios show statistically-significant deviation from unity. This result thus cannot be described
solely by the thermal fluctuation in the hadronic medium. Non-hadronic or non-thermal physics come
into play in these observables, which should be understood in future studies.
4.2 Global charge conservation
Above, we discussed that larger rapidity window ∆y has to be taken to suppress the burring effects due
to the thermal motion of individual particles. When ∆y becomes larger, however, another problem due
to the finiteness of the system, or global charge conservation, shows up.
The hot medium created by relativistic heavy ion collisions is a finite-size system. If one measures
a conserved charge in the total system, it is always fixed to the sum of those in the colliding nuclei
and does not fluctuate. This fact is called the global charge conservation. Conserved charges can have
event-by-event fluctuations when measurement is performed for subsystems. Even if measurement is
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performed for a subsystem, when the subsystem is not small enough compared with the total system
the global charge conservation affects event-by-event fluctuations.
The effect of the global charge conservation on fluctuation observables in an equilibrated medium
is investigated in Refs. [22, 133, 134, 135, 136]. These analyses suggest that the effect of global charge
conservation tends to reduce the magnitude of fluctuation observables. In Ref. [137], the effect of global
charge conservation is studied by incorporating non-equilibrium effects in the time evolution of the
hadronic medium. In this study it is argued that the effect of the global charge conservation tends to
be suppressed owing to non-equilibrium effects, which stem from the finiteness of the diffusion speed,
compared with those in Refs. [22, 133]. In particular, it is pointed out that the experimental result on
net-electric charge fluctuation at ALICE [27] is not affected by this effect [137].
As the collision energy
√
s
NN
is lowered, the length of the hot medium along the rapidity direction
becomes smaller, and the effect of the global charge conservation becomes more prominent with fixed
rapidity window ∆y. It is not a priori clear whether there exists a range of ∆y in which both the
effects of thermal blurring and global charge conservation are well suppressed in low energy collisions
as realized in the BES program, or not. The breakdown of the Bjorken picture would also modify
the justification of the use of ∆y in place of ∆Y . An answer to this question would be obtained by
experimental study of the ∆y dependences of various cumulants [68, 137, 70] and by theoretical study
of the transportation of conserved charges without assuming the Bjorken picture.
4.3 Non-thermal event-by-event fluctuations
Collision events in heavy ion collisions have various event-by-event fluctuations besides the thermal ones
discussed so far. For example, the energy per unit rapidity and shape of the initial state just after the
collision are fluctuating [138, 139], even with fixed collision energy and after a centrality selection. These
fluctuations give rise to additional event-by-event fluctuations besides the thermal ones. Production of
jets in high energy collisions will be another source of event-by-event fluctuations. When experimentally
observed event-by-event fluctuations are directly compared with thermal ones, it is implicitly assumed
that these non-thermal fluctuations are well suppressed compared with thermal fluctuations. This
assumption, however, has to be examined carefully. When the contribution of non-thermal fluctuations
is not small, they have to be eliminated in order to isolate the thermal fluctuations.
An example of non-thermal event-by-event fluctuations is that of the energy density in the initial
state. Even with fixed impact parameter, the energy density of the produced medium after the collision
is fluctuating event by event. Under the Bjorken picture, the event-by-event fluctuation of energy
density per unit rapidity is translated to that of spatial volume with a fixed temperature. Because
cumulants of thermal fluctuations are proportional to the spatial volume, the energy fluctuation in the
initial state directly affects the magnitude of event-by-event fluctuations [140, 141]. Similarly, the finite
size of the centrality bins also gives rise to event-by-event fluctuations of the volume. In experimental
analyses, in order to remove this fluctuation as much as possible analyses of cumulants are performed
with narrow centrality bins, and then summed up [61]. On the theoretical side, the effect of the volume
fluctuation on cumulants can be estimated by superposing the events with different spatial volumes. The
event-by-event cumulants are then represented by the cumulants of thermal and volume fluctuations;
see Appendix A. Another possibility to take account of the volume fluctuation is to employ so-called
strongly-intensive quantities [142, 143, 144], which are combinations of cumulants in which the spatial
volume fluctuations are canceled out. Although strongly-intensive quantities are usually defined for
non-conserved quantities [142, 143], if they were defined solely with conserved quantities their physical
meaning would become more apparent.
In high energy collisions, production of jets would also disturb fluctuation observables in a rapidity
window ∆y. The total conserved charges carried by jets are typically small, because the charges carried
by primary partons (gluon or quark) except energy, momentum, and angular momentum, are negligibly
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small. As a first approximation, therefore, the effects of jets on the conserved-charge fluctuations would
be well suppressed. They, however, give rise to fluctuation of energy density along the rapidity direction,
and would modify the cumulants in a rapidity window. To the best of the authors’ knowledge, these
effects have not been discussed in the literature.
A qualitative observation on these non-thermal event-by-event fluctuations is that they tend to
enhance the magnitude of fluctuations. In particular, for the second-order cumulant both thermal and
non-thermal fluctuations take positive values. Assuming that they are uncorrelated, the total cumulant
is simply given by their sum. In this sense, the suppression of the second-order cumulant of net-electric
charge observed by ALICE collaboration [27] in Fig. 1 is quite interesting; because all non-thermal
fluctuations tend to enhance event-by-event fluctuations, the suppression is most probably attributed
to the thermal fluctuation [19].
4.4 Other problems
Besides the above problems, there are various issues which should be considered in the interpretation
of the event-by-event fluctuations.
1. Fluctuations in the pre-equilibrium stage: For
√
sNN larger than the top RHIC energy, the
pre-equilibrium state is dominated by gluons. Because gluons do not carry conserved charges
except energy, momentum and angular momentum, with the absence of quarks the fluctuations
of conserved charges in the pre-equilibrium system should be small. Only after the pair creation
of quarks, which carry conserved charges, fluctuations of conserved charges start to increase. If
the equilibration of fluctuations is not established during the time evolution, the cumulants in the
final state would be suppressed as a remnant of the small fluctuation in the pre-equilibrium stage.
In low energy collisions, on the other hand, the magnitude of fluctuations in the pre-equilibrium
system would be determined by the fluctuation of baryon stopping.
2. Limitation of detector’s ability: The finite efficiency and acceptance of detectors modify the
result of event-by-event analysis [98, 99, 67]. These effects will be addressed in Sec. 6. The effect
of the particle misidentifications by detectors on event-by-event analysis has to be investigated
separately from efficiency problems [29, 145].
3. Final state hadronic interactions: The decays of resonance states modify event-by-event
fluctuation in a rapidity window [99, 146]. To the first approximation, the effect of the resonance
decays can be treated as a part of diffusion. In Ref. [145], the effect of secondary (knockout)
protons is investigated. The effect of deuteron formation is studied in Ref. [147].
5 Time evolution of fluctuations in diffusive processes
In Sec. 3 we have seen that the cumulants in equilibrated QCD medium show characteristic behaviors
when the medium undergoes phase transitions. The goal of the measurement of fluctuations in relativis-
tic heavy ion collisions is to find these behaviors in the cumulants measured by event-by-event analysis.
As we have already discussed in Sec. 4, however, fluctuations measured by event-by-event analysis are
not the same as the thermal fluctuations. In particular, it is to be remembered that the system created
by the collisions is a dynamical system, although all analyses discussed in Sec. 3 assumes equilibration.
Besides the caveats listed in Sec. 4, here we emphasize that in the comparison of thermal fluctuations
with event-by-event one, the following two assumptions are implicitly made:
1. The medium establishes a (near-)equilibration of fluctuations in the early stage.
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2. The signals developed in the early stage survive until the final state; although the fluctuations tend
to be shifted toward the equilibrated values by final state interactions in the hadronic medium
and thermal blurring, this effect is assumed to be well suppressed.
The purpose of this section is to consider these issues. To this end, we first introduce a simple stochastic
model to illustrate a diffusive process of fluctuations. We elucidate the concept of equilibration of fluctu-
ations of conserved charges. It will be shown that this concept can be different from local equilibration;
the time scale to establish the former can be significantly longer than that for the latter.
A characteristic feature of the time evolution of conserved-charge fluctuations compared with non-
conserved quantities is that the time evolution of the former is typically slow because their evolution
is governed by hydrodynamic equations. In particular, it can become arbitrary slow as the spatial
volume to define the fluctuation becomes larger. This property is highly contrasted with the one of
non-conserved quantities, whose typical time scales are typically short and insensitive to the spatial
volume.
In this section, we consider the stochastic diffusion equation (SDE), which is a stochastic version
of the diffusion equation with a Langevin-type stochastic term. This equation, which is a part of
theory of hydrodynamic fluctuations [95, 148], is suitable to describe the evolution of conserved-charge
fluctuations in diffusion processes for second order. By describing the non-equilibrium time evolution of
conserved-charge fluctuations in diffusive systems in this model, we illustrate key ingredients associated
with the time evolution of fluctuations. We also discuss that this formalism cannot describe the nonzero
non-Gaussian fluctuations in equilibrium in a straightforward manner, and thus is not suitable for the
description of the non-Gaussianity in relativistic heavy ion collisions. A model to describe the diffusion
of non-Gaussianity is introduced in Sec. 5.4.
5.1 Langevin equation for Brownian motion
Before starting the discussion of diffusive processes, however, for pedagogical purposes we first briefly
take a look at the Langevin equation for a single Brownian particle, which is a simple stochastic equation.
Readers who are familiar with the Langevin equation can skip this subsection.
Let us consider a heavy particle floating in a fluid. We call this particle the Brownian particle in
the following. For simplicity we consider the velocity v of this particle only along a one-dimensional
direction. When this particle moves with a nonzero velocity it receives a drag force proportional to v
from the fluid. The equation of motion of this particle is then given by
m
dv
dt
= −γv, (131)
where γ is the drag coefficient. The solution of this equation with an initial condition v = v0 at t = 0
is easily obtained as
v(t) = v0e
−γ′t, (132)
with γ′ = γ/m. This solution shows that the velocity of the particle becomes arbitrary slow as t becomes
large, and vanishes in equilibrium defined by t→∞.
On the other hand, statistical mechanics tells us that particles in an equilibrated medium have
thermal motion; from the equi-partition principle in classical statistical mechanics the expectation
value of the square of the velocity is given by 〈v2〉eq = T/m in equilibrium, where 〈·〉eq denotes the
thermal average. When one is concerned with the velocity of order v ≃√T/m, therefore, the solution
Eq. (132) is not satisfactory.
The thermal motion of Brownian particles comes from the interaction with atoms composing the
fluid [39]. Because the thermal motion of individual atoms is random and not controlled by macroscopic
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quantities, even if we start from initial conditions with the same macroscopic observables the motion
of the particles would fluctuate to result in different time evolutions of Brownian particles around the
solution Eq. (132). To incorporate such stochastic effects in Eq. (131), one may promote Eq. (131) to
a Langevin equation by adding a stochastic term ξ(t) as
dv
dt
= −γ′v + ξ(t). (133)
Because the average motion of Brownian particles should be well described by Eq. (131) even with ξ(t),
the effect of ξ(t) should vanish on average. We thus require
〈ξ(t)〉 = 0, (134)
where the expectation value is taken for different time evolutions.
Next, the correlation of the stochastic terms described by the two-point function 〈ξ(t1)ξ(t2)〉 can
take nonzero values. The correlation, however, would vanish when t1 and t2 are well separated, because
the stochastic terms which come from microscopic interactions should be uncorrelated for macroscopic
time separation. When the typical time scale for the variation of v is sufficiently long compared with
the one for ξ(t), the correlation function should be well approximated by the delta function,
〈ξ(t1)ξ(t2)〉 = Aδ(t1 − t2), (135)
with an unknown coefficient A, which will be determined later. The stochastic term obeying Eq. (135) is
called the white noise, because the Fourier transform of Eq. (135) is constant as a function of frequency.
The solution of Eq. (133) with an initial condition v(0) = v0 is given by
v(t) = v0e
−γ′t +
∫ t
0
dt′e−γ
′(t−t′)ξ(t′). (136)
The average of v(t) is obtained by taking the expectation values of both sides as
〈v(t)〉 = 〈v0〉e−γ′t, (137)
where the second term in Eq. (136) vanishes by Eq. (134). In Eq. (137) we assumed that the statistical
average is taken over both the stochastic effect and the fluctuation of the initial condition, and replaced
v0 by its average. The result Eq. (137) is equivalent with Eq. (132); the introduction of the stochastic
term does not modify the average of the velocity.
The characteristic of Eq. (133) is that its solution can fluctuate around the average Eq. (137). To
see the magnitude of the fluctuation, we take the average of the square of v(t),
〈(v(t))2〉 = 〈v20〉e−2γ
′t + 2e−γ
′t
∫ t
0
dt′e−γ
′(t−t′)〈v0ξ(t′)〉+
∫ t
0
dt1dt2e
−γ′(t−t1)e−γ
′(t−t2)〈ξ(t1)ξ(t2)〉. (138)
Since the stochastic term originates from microscopic effects, ξ(t) would be uncorrelated with the
fluctuation of the initial condition v0. Under this assumption, 〈v0ξ(t′)〉 in the second term on the right-
hand side vanishes. Substituting Eq. (135) into the last term, and subtracting the average Eq. (137),
one obtains
〈(δv(t))2〉 = 〈(v(t)− 〈v(t)〉)2〉 = 〈δv20〉e−2γ
′t +
A
2γ′
(1− e−2γ′t), (139)
where 〈δv20〉 = 〈v20〉 − 〈v0〉2 is the fluctuation in the initial condition. This result shows that the
fluctuation of v(t) relaxes from the initial value to the equilibrated one, A/2γ′, with the relaxation time
1/2γ′.
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The fluctuation in equilibrium is given by the equi-partition principle as 〈v2〉eq = T/m. Because
this condition should be satisfied in the t→∞ limit in Eq. (139), one obtains A/2γ′ = 〈v2〉eq = T/m,
or
〈ξ(t1)ξ(t2)〉 = 2γ′〈v2〉eqδ(t1 − t2) = 2γ
′T
m
δ(t1 − t2). (140)
This relation is known as the fluctuation dissipation relation (of first-kind), which relates the magnitude
of the microscopic random force with macroscopic observables [39].
Several comments are in order. First, the stochastic process described by the Langevin equation
Eq. (133) with a white noise is a Markov process. In fact, Eq. (133) can be converted to an equivalent
Fokker-Planck equation, which is a partial differential equation for a distribution function, which is
of the first-order in time derivative [73]. This means that the stochastic process is a Markov process.
Second, having obtained the fluctuation dissipation relation for Gaussian fluctuation, Eq. (140), it may
look possible to extend this relation to higher order cumulants, in such a way that the non-Gaussian
cumulants 〈vn〉c,eq would be related to higher order correlation 〈ξ(t1)ξ(t2) · · · ξ(tn)〉c. This idea, however,
results in failure. It is shown that the stochastic term should be of Gaussian and all correlations higher
than the second-order vanish
〈ξ(t1)ξ(t2) · · · ξ(tn)〉c = 0 (n ≥ 3), (141)
for Markov processes if the stochastic variable v(t) varies continuously [73]. With Eq. (141), it is easy
to check that all higher order cumulants of v vanish in the t → ∞ limit. For the third-order case, for
example, 〈v(t)3〉c is calculated to be
〈(v(t))3〉 =〈v30〉e−3γ
′t + 3
∫ t
0
dt′〈v20ξ(t′)〉e−2γ
′te−γ
′(t−t′)
+ 3
∫ t
0
dt1dt2〈v0ξ(t1)ξ(t2)〉e−γ′te−γ′(t−t1)e−γ′(t−t2)
+
∫ t
0
dt1dt2dt3〈ξ(t1)ξ(t2)ξ(t3)〉e−γ′(t−t1)e−γ′(t−t2)e−γ′(t−t3). (142)
In the large t limit the first three terms depending on the initial condition vanish owing to the e−γ
′t
factor, while the last term also vanishes because of Eq. (141). This result shows that the Langevin
equation Eq. (133) is not suitable for the description of the relaxation of non-Gaussian fluctuations
toward nonzero equilibrated values.
5.2 Stochastic diffusion equation
5.2.1 Formalism
Now, we have come to the main subject of this section, the stochastic process in diffusive systems.
To treat this problem, we introduce the stochastic diffusion equation (SDE). This formalism, which
can be regarded as a counterpart of the theory of hydrodynamic fluctuations [95, 148], serves as a
useful tool to describe the time evolution of fluctuations around the solution of the diffusion equation.
Although we limit our attention to one dimensional cases, the generalization to multi-dimensional ones
is straightforward.
The time evolution of a conserved charge n(x, t) is given by the equation of continuity,
∂
∂t
n(x, t) = − ∂
∂x
j(x, t), (143)
42
with the current j(x, t). It is phenomenologically known that j(x, t) in various systems well obeys the
constitutive equation called the Fick’s law,
j = −D ∂
∂x
n(x, t), (144)
where D is the diffusion constant. By combining Eqs. (143) and (144), one obtains the diffusion equation
∂
∂t
n(x, t) = D
∂2
∂x2
n(x, t). (145)
The solution of Eq. (145) is easily obtained in Fourier space. In the t→∞ limit, n(x, t) approaches a
uniform form n(x, t) = n0 without fluctuations.
In thermal systems, on the other hand, n(x, t) should be fluctuating. In fact, the integral of n(x, t)
in some spatial extent with length L,
QL(t) =
∫ L
0
dxn(x, t), (146)
is the number of the conserved charge in L, and as we have seen in Sec. 3 this quantity is fluctuating
in equilibrium. This means that n(x, t) is also fluctuating in equilibrium. When one considers the time
evolution of n(x, t) with a resolution that this thermal fluctuation is not negligible, the property of
Eq. (145) that n(x, t) becomes static in the t→∞ is not satisfactory.
To describe the approach of fluctuations toward the thermal one in diffusive systems, one may modify
Eq. (145) by introducing a stochastic term similarly to the procedure in Sec. 5.1. The stochastic term
should be introduced in the constitutive equation Eq. (144), because this is a phenomenological relation:
Although the current j(x, t) in a macroscopic scale should obey Eq. (144), microscopically j(x, t) should
be fluctuating around Eq. (144), because of the random thermal motions of the microscopic constituents
of the fluid. We thus modify Eq. (144) as
j(x, t) = −D ∂
∂x
n(x, t) + ξ(x, t), (147)
where ξ(x, t) represents the stochastic effect depending on x and t. The conservation law Eq. (143), on
the other hand, is an exact relation and should not be altered. Substituting Eq. (147) into Eq. (143),
one obtains
∂
∂t
n(x, t) = D
∂2
∂x2
n(x, t)− ∂
∂x
ξ(x, t). (148)
Because the stochastic term should not modify the average motion of n(x, t), the average of the
stochastic term should vanish,
〈ξ(x, t)〉 = 0, (149)
where the meaning of the statistical average is understood similarly to the one in the previous subsection.
The two-point correlation 〈ξ(x1, t1)ξ(x2, t2)〉, on the other hand, can take nonzero values. We require
that the correlation of the stochastic term is temporarily and spatially local, i.e.
〈ξ(x1, t1)ξ(x2, t2)〉 = Aδ(x1 − x2)δ(t1 − t2). (150)
This requirement will be justified if the length and temporal scales of the motion of n(x, t) described by
Eq. (148) is sufficiently large compared with the microscopic scales responsible for ξ(x, t). The overall
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coefficients A will be determined later. Equation (148) together with Eqs. (149) and (150) is referred
to as the SDE.
Equation (148) is solved in Fourier space similarly to Eq. (133) in the previous subsection. By
defining the Fourier transform of n(x, t) as
n(k, t) =
∫
dxe−ikxn(x, t), (151)
we obtain
∂
∂t
n(k, t) = −Dk2n(k, t) + ikξ(k, t). (152)
The solution of Eq. (152) with the initial condition n(k, 0) = n0(k) is given by
n(k, t) = n0(k)e
−Dk2t +
∫ t
0
dt′e−Dk
2(t−t′)ikξ(k). (153)
The Fourier transform of the stochastic term satisfies
〈ξ(k, t)〉 =
∫
dxe−ikx〈ξ(x, t)〉 = 0, (154)
〈ξ(k1, t1)ξ(k2, t2)〉 =
∫
dx1dx2e
−ik1x1−ik2x2〈ξ(x1, t1)ξ(x2, t2)〉
=
∫
dx1dx2e
−ik1x1−ik2x2Aδ(x1 − x2)δ(t1 − t2)
= 2piAδ(k1 + k2)δ(t1 − t2). (155)
By taking the expectation value of Eq. (153) and using Eq. (154), one obtains
〈n(k, t)〉 = 〈n0(k)〉e−Dk2t, (156)
which is equivalent with the solution of the diffusion equation. Next, by taking the average of the
product of Eq. (153) with Eq. (155), one obtains
〈n(k1, t)n(k2, t)〉 = 〈n0(k1)n0(k2)〉e−D(k21+k22)t + piA
D
δ(k1 + k2)(1− e−2Dk21t), (157)
where it has been assumed that the stochastic term is uncorrelated with the initial condition n0(k), i.e.
〈n0(k1)ξ(k2, t)〉 = 0. This result with Eq. (156) gives
〈δn(k1, t)δn(k2, t)〉 = 〈δn0(k1)δn0(k2)〉e−D(k21+k22)t + piA
D
δ(k1 + k2)(1− e−2Dk21t). (158)
Next, let us consider the large t limit of Eq. (158). In this limit, the fluctuation of n(x, t) should
approach the equilibrium one. The first term in Eq. (158) is suppressed in this limit owing to the
exponential factor; although the zero mode fluctuation 〈δn0(0)δn0(0)〉 in the initial condition is not
damped in this limit, this term has a negligible contribution unless the initial condition has a long
range correlation. One then obtains
lim
t→∞
〈δn(k1, t)δn(k2, t)〉 = piA
D
δ(k1 + k2). (159)
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The correlation function in spatial coordinate in this limit is given by
lim
t→∞
〈δn(x1, t)δn(x2, t)〉 = lim
t→∞
∫
dk1
2pi
dk2
2pi
eik1x1eik2x2〈δn(k1, t)δn(k2, t)〉
=
A
2D
δ(x1 − x2). (160)
This form of the correlation function is consistent with Eq. (84), which is the correlation function in an
equilibrated medium. The coefficient of this term is thus identified as the susceptibility,
A
2D
= χ2. (161)
With Eqs. (160) and (161), the fluctuation of QL in Eq. (146) is calculated to be
lim
t→∞
〈(δQL(t))2〉 = lim
t→∞
∫ L
0
dx1dx2〈δn(x1, t)δn(x2, t)〉 = χ2L. (162)
This result shows that the fluctuation of QL in equilibrium is proportional to L, which is the result
obtained in Sec. 3.1.1. Substituting Eq. (161) into Eq. (150), one obtains
〈ξ(x1, t1)ξ(x2, t2)〉 = 2Dχ2δ(x1 − x2)δ(t1 − t2). (163)
In Eq. (163), the property of the stochastic term is given through the macroscopic observables D and
χ2. This is the fluctuation dissipation relation in the SDE.
5.2.2 Time evolution in SDE
Next, we investigate the time evolution of fluctuation in the SDE. To simplify the problem, in this
article we limit our attention to the solution of the SDE for an initial condition satisfying
〈δn(x1, 0)δn(x2, 0)〉 = σ0δ(x1 − x2). (164)
In this initial condition we assume that the fluctuation is local similarly to the equilibrium case Eq. (84),
but the proportionality coefficient σ0 takes a different value from the susceptibility χ2. With Eq. (164),
the fluctuation of QL is an extensive variable, 〈(δQL)2〉 = σ0L in the initial condition. By substituting
Eq. (164) into Eq. (158), the solution in Fourier space for this initial condition is given by
〈δn(k1, t)δn(k2, t)〉 = pi
(
σ0e
−2Dk21t + χ2(1− e−2Dk21t)
)
δ(k1 + k2). (165)
The fluctuation of QL is obtained by performing the inverse Fourier transformation as
〈(δQL)2〉 = L(σ0F2(X) + χ2(1− F2(X))), (166)
where we have introduced a dimensionless variable X =
√
2Dt/L and
F2(X) =
∫
dz[IX(z/L)]
2, (167)
IX(ζ) =
∫ 1/2
−1/2
dξ
∫
dp
2pi
e−X
2p2/2eip(ξ+ζ) =
1
2
(
erf
(
ζ + 1/2√
2X
)
− erf
(
ζ − 1/2√
2X
))
, (168)
with the error function erf(x) = (2/
√
pi)
∫ x
0
dte−t
2
; see Ref. [70] for manipulations. The same result is
obtained in Ref. [149] using the Fokker-Planck equation. We remark that the solution depends on t
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Figure 10: Function F2(X) in Eq. (167).
and L only through X . Here,
√
2Dt is the diffusion distance of particles in the system described by
Eq. (145).
In Fig. 10, we plot F2(X) as functions of X and 1/X . The left panel can be interpreted as the√
t dependence of 〈(δQL)2〉 with a fixed L. Substituting this behavior of F2(X) into Eq. (166), one
sees that 〈(δQL)2〉 approaches the equilibrated value χ2 from the initial value σ0 as t becomes larger.
Because Eq. (166) depends on t only through X , the variation is slower for larger L. From the right
panel of Fig. 10, one can read off the L dependence of 〈(δQL)2〉 for a given t. The panel shows that the
value of 〈(δQL)2〉 with fixed t approaches the equilibrated (initial) value as L becomes smaller (larger).
The right panel of Fig. 10 with Eq. (166) also shows that 〈(δQL)2〉 is not proportional to L for finite
t > 0. This behavior is contrasted to the extensive nature of fluctuations in equilibrium. The L depen-
dence of 〈(δQL)2〉/L comes from the nonzero correlation 〈n(x1, t)n(x2, t)〉 at x1 6= x2, which vanishes in
the large t limit. Intuitively, the “memory” of the initial condition gives rise to this correlation. Only
when the particles composing the system completely forget the initial condition in the t → ∞ limit,
the equilibrium property Eq. (160) is realized.
An important comment here is that the local equilibration and the equilibration of conserved-charge
fluctuations are different concepts. In particular, the latter is not a necessary condition of the former.
To see this, we note that the SDE is reasonably obtained if one assumes the local equilibration of the
medium. In fact, the local equilibration well justifies the use of the modified Fick’s law Eq. (147) with
a diffusion constant. Moreover, the value of susceptibility in equilibrium is used in SDE through the
fluctuation dissipation relation, although the SDE is an equation to describe non-equilibrium density
profile n(x, t). A reasonable justification for the use of the equilibrium values would be to assume that
the microscopic time scales establishing the local equilibration is sufficiently shorter than the typical
one of n(x, t). The difference between the time scales comes from the conserving nature of the charge.
Because the charge is conserved, the variation of the local density n(x, t) is achieved only through
diffusion, i.e. transfer of charges. It, however, can become arbitrary slow as the length scale becomes
longer, as shown in the L dependence of Eq. (166). For non-conserving quantities, on the other hand,
the variation of the local density is typically insensitive to the length scale.
5.2.3 Discussions
Next, we comment on the description of non-Gaussian cumulants of QL or n(x, t) in the SDE. As in
the previous section, it is easy to show that the fluctuation of QL becomes of Gaussian in the t → ∞
limit; 〈QnL〉c = 0 for n ≥ 3 in this limit. When one wants to describe the time evolution of non-Gaussian
cumulants toward the nonzero equilibrated value, the SDE Eq. (148) with Eq. (163) is not suitable.
One may try to introduce higher order correlation of ξ(x, t) so that QL in the t → ∞ limit becomes
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non-Gaussian. However, similarly to the argument in Sec. 5.1 it is rigorously shown that the stochastic
term in the SDE must be of Gaussian and higher order correlations vanish [73]
〈ξ(x1, t1) · · · ξ(xn, tn)〉c = 0 for n ≥ 3. (169)
It is possible to introduce nonzero higher order correlation of ξ(x, t) by brute force ignoring the theorem.
This trial, however, results in failure with unphysical long-range correlations in higher order correlations
of ξ(x, t) [150]. Another way to make the distribution of QL in equilibrium non-Gaussian in the SDE
is to make the susceptibility n(x, t) dependent. With n(x, t) dependent χ2, QL in equilibrium becomes
non-Gaussian even with the Gaussian stochastic term. In this case, however, the SDE becomes nonlinear
and analytic treatment of the equation becomes difficult. In Sec. 5.4, we consider another model for
diffusion processes which can describe nonzero non-Gaussian fluctuations in equilibrium.
The fluctuation dissipation relation for the SDE discussed in this subsection can be generalized to
hydrodynamic equations in a similar manner [95]. Besides Eq. (143), the hydrodynamic equations are
constructed from the conservation law of energy-momentum tensor
∂µTµν = 0, (170)
and the constitutive equations for the elements of Tµν . In a usual dissipative hydrodynamic equations,
the constitutive equations are deterministic. With a motivation similar to that with which we have
introduced the SDE, it is possible to promote these equations to those with stochastic terms. Assuming
the locality of the stochastic terms, their magnitudes are determined by macroscopic observables in-
cluding viscosity via the fluctuation dissipation relation [95]. This procedure is extended to relativistic
systems in Ref. [148], in which an application of the stochastic equations to relativistic heavy ion colli-
sions is addressed. The stochastic equations constructed in this way are called theory of hydrodynamic
fluctuations or stochastic hydrodynamics. The SDE is regarded as a counterpart of this formalism.
5.3 Diffusion of fluctuations in heavy ion collisions
The purpose of event-by-event analysis in relativistic heavy ion collisions is to measure anomalous
behaviors in thermal fluctuations which occur in the early stage of the time evolution. As discussed
in Sec. 4 already, however, the experimental detectors can only measure the fluctuations in the final
state. Even if anomalous thermal fluctuations are well developed in the early stage, the fluctuations
are modified in the hadronic medium owing to diffusion. For conserved charges, this time evolution is
caused by diffusion process [21, 22, 149], and would be well described by the SDE.
Under the Bjorken expansion, the diffusion of conserved charges takes place in coordinate-space
rapidity space, and rapidity window ∆Y to count the particle number serves as the length L in Eq. (146).
It is thus expected that the magnitude of conserved-charge fluctuations is more QGP like as ∆Y becomes
wider, while the magnitude becomes more hadronic for narrower ∆Y . Assuming the correspondence
between ∆Y and the (momentum-space) rapidity interval ∆η, such a behavior is in fact observed
by ALICE collaboration in net-electric charge fluctuation as shown in Fig. 1 [27]. In the figure, the
right vertical axis represents the D-measure Eq. (129), a quantity proportional to net-electric charge
fluctuation 〈N2Q〉c/∆η. The figure shows that as ∆η becomes larger the magnitude of 〈N2Q〉c/∆η is
more suppressed. If the magnitude of 〈N2Q〉c is small in the early stage in the time evolution, this
∆η dependence is reasonably understood as a result of the diffusion process discussed in the previous
subsection.
In Sec. 4.1.2, we discussed that the experimental measurements are performed in a (pseudo-)rapidity
window, ∆η. On the other hand, thermal fluctuations are defined in a coordinate-space rapidity window
∆Y , and the diffusion process also takes place in coordinate space. As discussed in Sec. 4.1.2, there is
only an approximate correspondence between the rapidities Y and η even if the Bjorken picture holds
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Figure 11: System described by the diffusion master equation Eq. (171).
for the flow of the medium; the measurement in rapidity η is accompanied with a blurring arising from
the thermal motion of individual particles at kinetic freezeout. However, the effect of the blurring due
to the rapidity conversion can be regarded as if it were a part of the diffusion effects, because the
distribution of the thermal motion in y space is almost Gaussian as already discussed in Sec. 4.1.2.
Therefore, the above interpretation on the ∆η dependence of Fig. 1 hardly changes even after including
the effect of blurring, although in this case the value of diffusion length
√
2Dt has to be understood as
the one including the effects of blurring [127, 128].
The time evolution of fluctuations of conserved charges has also been investigated in molecular
dynamical models in Refs. [133, 151]. Extension of the SDE to include the memory effect by introducing
higher order time derivative(s) to the diffusion equation is discussed in Refs. [152, 153].
The D-measure has also been measured at RHIC [154, 155, 156]. Contrary to the ALICE result,
these results are consistent with the value in the hadronic medium (
√
s
NN
dependence of the D-measure
is nicely summarized in Fig. 4 in Ref. [27]). The maximum ∆η in these experiments, ∆η = 1.0,
determined by the structure of the detectors, however, is smaller than the one of the ALICE, ∆η = 1.6.
As is evident in Fig. 1, the narrower ∆η makes 〈N2Q〉c more hadronic. This difference in ∆η in these
experiments would be one of the origins of the contradiction.
When the hot medium passes through near the QCD critical point, besides the diffusion of conserved
charges, the dynamical time evolution of sigma field σ = 〈ψ¯ψ〉, which is the order parameter of the
chiral phase transition, has to be considered simultaneously. Although the fluctuation of σ diverges
at the critical point in equilibrium, in dynamical system the approach to the equilibrium value is
limited due to the critical slowing down. The growth of the fluctuation of σ is investigated in terms
of the correlation length of σ field in Refs. [157, 158]. These studies suggest that the growth of the
correlation length is limited to ξ ≃ 2 fm even if the system passes exactly on the critical point. The time
evolution of the third- and fourth-order cumulants of σ near the critical point is discussed in Ref. [159].
To describe the time evolution of conserved-charge fluctuations near the critical point, the coupling
of σ with the conserved charge [107, 108] should play a crucial role. Attempts to model the time
evolution of fluctuations incorporating both σ and conserved-charge fields in a stochastic formalism are
made in Refs. [160, 161, 162, 163]. When the hot medium undergoes a first-order phase transition, the
fluctuation would be enhanced owing to domain formation [163] and spinodal instabilities [164, 165, 166].
Understanding these highly dynamical processes, especially the growth of fluctuations and their effects
on experimental signals, is an interesting future subject.
5.4 ∆η dependence of higher order cumulants
In Sec. 5.2, we have seen that the SDE is suitable to describe the diffusion process of Gaussian fluc-
tuations. As discussed there, however, in this model it is difficult to describe nonzero non-Gaussian
fluctuations in equilibrium. Accordingly, this formalism is not suitable to describe the approach of non-
Gaussian cumulants toward nonzero equilibrated value, which would happen in heavy ion collisions.
For a description of the time evolution of non-Gaussian cumulants in diffusive systems, a model
called the diffusion master equation (DME) [73] is employed in Refs. [145, 137, 70]. A feature of
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these studies is that the discrete nature of particle number is explicitly treated. In the DME for
one dimensional problems, the coordinate is divided into discrete cells with an equal length a (see,
Fig. 11). We denote the number of particles in each cell, labeled by an integer m, as nm. We then
introduce the probability distribution function P (n, t) that each cell contains nm particles at time t
with n = (· · · , nm−1, nm, nm+1, · · · ). It is also assumed that each particle moves to adjacent cells with a
probability γ per unit time, as a result of microscopic interactions and random motion. The probability
P (n, t) then obeys the differential equation
∂τP (n, τ) =γ(t)
∑
m
[(nm + 1){P (n+ em − em+1, τ) + P (n+ em − em−1, τ)}
− 2nmP (n, τ)], (171)
where em is the vector that all components are zero except for the mth-one, which takes unity. Equation
(171) is referred to as the DME [73].
The time evolution of the cumulants and correlation functions of particle number described by the
DME, Eq. (171), can be solved analytically [68]. To obtain the solution for arbitrary initial conditions,
it is convenient to use the formula of superposition of probability distribution functions given in Ap-
pendix A [68, 70]. One then takes the continuum limit, a → 0, of this solution. It is shown that the
time evolution of average density 〈n(x, t)〉 after taking the continuum limit is consistent with the one
obtained with the diffusion equation Eq. (145) with the diffusion constant D(t) = γ(t)a2. Moreover,
the time evolution of the second-order cumulant with the DME is also consistent with that with the
SDE.
In the DME, motion of the individual particles composing the system is given by random walk
without correlations with one another. The time evolution of the particle distribution thus is given
by the superposition of these uncorrelated particles. In this sense, it is reasonable that the solution
of the DME is consistent with those in the diffusion equation and the SDE. In the t → ∞ limit, each
particle exists any position with an equal probability irrespective of the initial condition, and they are
uncorrelated with each other. The particle number QL in an interval L, therefore, is simply given by
the Poisson distribution in this limit when L is sufficiently smaller than the length of the system (see,
Sec. 2.4.2). The cumulants of QL in this limit thus are given by
〈QnL〉c = 〈QL〉 = ρL (172)
with the average density ρ.
The time evolution of the second-order cumulant in the DME agrees with that in the SDE with
χ2 = ρ. On the other hand, higher order cumulants in the DME take nonzero values in equilibrium as
shown in Eq. (172) contrary to the case of the SDE. Therefore, the DME is regarded as an extension
of the SDE to describe the approach of the higher order cumulants toward nonzero equilibrium values.
The DME can be extended to the system with multi-particle species. This allows us to define the
difference of two particle numbers. Because the distributions of two particle numbers in an interval L
become Poissonian in equilibrium, the difference of the particle numbers in the interval is given by the
the Skellam distribution in equilibrium. This property is suitable for the description of diffusion process
of net-baryon number in the hadronic medium in heavy ion collisions, because its fluctuations in the
HRG model are given by the Skellam distribution as discussed in Sec. 3.3.1.
Now we consider the time evolution in the DME. To compare the result with fluctuations in heavy
ion collisions, we call the spatial coordinate as rapidity η, and the difference of the particle numbers
as net-particle number. We also denote the net-particle number in a rapidity interval ∆η as Q(net).
Similarly to the case of the solution of SDE in Sec. 5.2, the time evolution of the cumulants 〈Qn(net)〉c
depends on ∆η and the proper time τ only through a combination X = d(τ)/∆η, where d(τ) is the
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Figure 12: Example of the solution of Eq. (171) [70]. Behaviors of the third- and fourth-order cumulants
as functions of rapidity window (∆η) for various initial conditions.
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Figure 13: Same as Fig. 12, but with initial condition with larger higher order cumulants.
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diffusion distance in rapidity space,
d(τ) =
√
2
∫ τ
τinitial
dτD(τ). (173)
As discussed in Sec. 5.3, one has to distinguish the coordinate- and momentum-space rapidities. Because
the effect of thermal blurring accompanied with the conversion of these rapidities can be regarded as a
part of diffusive process as discussed in Sec. 5.3, in this subsection we do not distinguish the rapidities.
We, however, have to reinterpret the meaning of d(τ) to include the effect of the blurring.
In Figs. 12 and 13, we show some examples of the ∆η dependences of third- (left) and fourth- (right)
order cumulants obtained in the DME [70]. In these figures, the cumulants are normalized by their
equilibrated values. These quantities thus become unity at ∆η = 0. The initial conditions are chosen so
as to satisfy the locality condition Eq. (84), with the coefficients in front of the delta-function, D2, D3,
D4, a, b and c, are treated as free parameters. Here, Dn is the nth-order susceptibility of the net charge
in the initial condition. Figure 12 shows the results for initial conditions with small susceptibilities D3
and D4, while in Fig. 13 D3 and D4 are taken large. The figures show that the ∆η dependences of
higher order cumulants are sensitive to the initial condition. In particular, it is interesting that the third-
and fourth-order cumulants can have non-monotonic dependences on ∆η. These ∆η dependences can
directly be compared with the experimental results [32, 167]. The comparison of the ∆η dependences
in these experiments with those in the DME in Figs. 12 and 13 will lead us to deeper understanding on
the fluctuation observables, such as the effects of diffusion in the hadronic stage and thermal blurring
accompanied with the rapidity conversion. It would also enable us to extract the initial values of
cumulants. Experimental measurement of the non-monotonic ∆η dependences in Figs. 12 and 13 is also
an interesting subject.
6 Binomial model
In this section, we address two problems associated with the experimental measurement of conserved-
charge fluctuations which are not covered in Secs. 4 and 5. One of them is concerned with the mea-
surement of net-baryon number cumulants. As discussed in Sec. 3, among the thermal fluctuations of
conserved charges that of net-baryon number shows the most clear signal of the phase transitions. The
present experimental detectors, however, are not capable of their measurement because the detectors
cannot count neutral baryons, in particular neutrons. As proxies of net-baryon number cumulants,
those of net-proton number are measured [26, 28, 32] and compared with theoretical studies on the
net-baryon number cumulants in the literature. The systematic error arising from this substitution has
to be estimated carefully [98, 99]. The second issue is the effect of the finite efficiency and acceptance
of detectors. The real detectors cannot observe all particles entering them, but lose some of them with
some nonzero probability. The probability to observe a particle is called efficiency 5 The detectors also
have limitation in acceptance. For example, some azimuthal angles are not covered by the detectors,
or hidden by materials in front of the detectors, and the particles arriving at such azimuthal angles
are not detected. The finite efficiency and acceptance modify the event-by-event fluctuation [99, 67].
These two problems are in fact understood simultaneously. In fact, the measurement of net-proton
number in place of the net-baryon number is regarded as 50% efficiency loss. In this section, in order to
describe these effects, we employ a model for probability distribution that we call the “binomial model”.
The binomial model is first introduced in Ref. [98] to discuss the similarity and difference between the
5This definition of efficiency is an ideal one and different from ones used in most of experiments, in which acceptance
and efficiency cannot be separated uniquely for various reasons such as the existence of magnetic field, non-zero probability
of simultaneous hits, and so forth.
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net-baryon and net-proton number cumulants, and then extended to investigate the effect of efficiency
correction [99, 67]. The purpose of this section is to review the binomial model and deal with these
problems.
6.1 A model for efficiency
For an illustration of the binomial model, let us first consider the following simple problem. We
consider a probability distribution function P (N) for an integer stochastic variable N . To be specific,
we suppose that N is the number of some particles in each “event” in some experiment. In order
to determine P (N) experimentally, one would repeat the measurements of the particle number for
individual events. If measurements of the particles are carried out exactly for each event without any
loss, one can determine the histogram corresponding to P (N) and the corresponding cumulants. By
increasing the number of measurements, the error of the cumulants can be suppressed arbitrarily.
Now, suppose that we are in a situation where our detector is not perfect, and can count particles
only with a probability less than unity. The particle number observed in each event, n, then would be
smaller than the actual number N . In this case, the histogram P˜ (n) for the detected particle number n
is of course different from P (N). Accordingly, the cumulants of P˜ (n), i.e. those constructed from the
experimental result, are not the same as the real cumulants of P (N), either. The question is how to
obtain the cumulants of P (N) in this incomplete experiment.
This problem can be solved completely when the probability to detect a particle is a constant for
all events and uncorrelated with one another for individual particles in an event. Let us denote the
probability p. Then, if the actual particle number in an event is N , the probability to find n particles in
this event is given by the binomial distribution function Bp,N(n) in Eq. (26). The distribution function
P˜ (n) is then given by
P˜ (n) =
∑
N
Bp,N(n)P (N). (174)
We refer to Eq. (174) as the binomial model.
When Eq. (174) is justified, the cumulants of P (N) can be written by using those of P˜ (n). To
understand the origin of such relations, we note that Eq. (174) is a linear relation connecting two
distribution functions. In fact, this equation can be rewritten using an infinite-dimensional matrix
M(n,N) as P˜ (n) =
∑
N M(n,N)P (N) with M(n,N) = Bp,N(n) [99]. Moreover, the matrix M(n,N)
is upper triangular in the sense that M(n,N) = 0 for n > N . The inverse of M(n,N) thus can be
constructed iteratively. Using the inverse matrix M(N, n)−1, P (N) can be represented as
P (N) =
∑
n
M(N, n)−1P˜ (n). (175)
Unfortunately, however, it is easily shown that M(N, n)−1 has a singular behavior, and the determi-
nation of the distribution function P (N) itself from Eq. (175) with the information on P˜ (n) is not
possible. Nevertheless, in the binomial model Eq. (174) the cumulants of P (N) can be represented by
those of P˜ (n), and vice versa. The results up to the fourth-order are given by [99, 65]
〈n〉 = ξ1〈N〉, (176)
〈n2〉c = ξ21〈N2〉c + ξ2〈N〉, (177)
〈n3〉c = ξ31〈N3〉c + 3ξ1ξ2〈N2〉c + ξ3〈N〉, (178)
〈n4〉c = ξ41〈N4〉c + 6ξ21ξ2〈N3〉c + (3ξ22 + 4ξ1ξ3)〈N2〉c + ξ4〈N〉, (179)
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and
〈N〉 = ξ−11 〈n〉, (180)
〈N2〉c = ξ−21 〈n2〉c − ξ2ξ−31 〈n〉, (181)
〈N3〉c = ξ−31 〈n3〉c − 3ξ2ξ−41 〈n2〉c + (3ξ22ξ−51 − ξ3ξ−41 )〈n〉, (182)
〈N4〉c = ξ−41 〈n4〉c − 6ξ2ξ−51 〈n3〉c + (15ξ22ξ−61 − 4ξ3ξ−51 )〈n2〉c − (15ξ32ξ−71 − 10ξ2ξ3ξ−61 + ξ4ξ−51 )〈n〉, (183)
where ξn are the coefficient of the cumulants of the binomial distribution function defined in Eqs. (30)
and (31). The derivation of these results is found in Ref. [65], which makes use of the relations of
cumulants summarized in Appendix. A. The equivalent result can be obtained on the basis of the
factorial moments [67]. Equations (180) – (183) show that the cumulants of P (N) can be reconstructed
from the incomplete information obtained in experiments.
To apply the binomial model to the analysis of net-particle number in relativistic heavy ion collisions,
the model has to be extended to probability distribution functions for at least two stochastic variables
representing particle and anti-particle numbers. Suppose that the probability that N particles and N¯
anti-particles arrive at the detector for each event is given by P (N, N¯). We then assume that the detector
finds these particles and anti-particles with probabilities p and p¯, respectively, which are independent
for individual particles. The distribution function P˜ (n, n¯) that n particles and n¯ anti-particles are found
by the detector in each event is then given by
P˜ (n, n¯) =
∑
N,N¯
Bp,N(n)Bp¯,N¯P (N, N¯). (184)
Assuming this factorization, the cumulants of N and N¯ can again be given by those of n and n¯ [99, 67].
The model can also be extended to multi variable cases [69, 168, 65]. In the analysis of fluctuations by
STAR collaboration, the efficiency correction is taken into account using the binomial model [28, 30, 32].
We note that a similar statistical model is also applied in [169, 170].
When one applies the binomial model, however, it has to be remembered that this model is justified
only when the efficiency to measure particles is independent for individual particles. It has been
recently pointed out that the violation of this assumption in real detectors can significantly modify the
reconstructed values of the cumulants especially for higher order ones [171].
6.2 Net-baryon vs net-proton number cumulants
Now, let us consider the relation between the net-baryon and net-proton number cumulants [98, 99]. In
this discussion, we use the fact that an (anti-)baryon arriving at the detector is an (anti-)proton with
some probability about 50%. If the probability that an (anti-)baryon is an (anti-)proton is uncorrelated
for individual (anti-)baryons, one thus can apply the binomial model to relate the (anti-)baryon and
(anti-)proton numbers. Similarly to the previous case, the probability G(Np, Np¯) to observe Np protons
and Np¯ anti-protons in an event is related to the probability F(NB, NB¯) that NB baryons and N¯B
antibaryons enters the detector in the event as
G(Np, Np¯) =
∑
NB,NB¯
P(Np, Np¯;NB, NB¯)
=
∑
NB,NB¯
Br,NB(Np)Br¯,NB¯(Np¯)F(NB, NB¯), (185)
where r (r¯) is the probability that a baryon (an anti-baryon) arriving at the detector is a proton (anti-
proton). Using Eq. (185), one can relate the net-proton number cumulants with those of net-baryons,
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and vice versa; explicit formulas are given in Ref. [99]. Using these formulas, it is possible to obtain the
net-baryon number cumulants experimentally by measuring only protons and anti-protons.
An important point of this argument is that in this case the assumption on the independence of the
probabilities required for the validity of the binomial model Eq. (185) can be justified from a microscopic
argument for sufficiently large
√
s
NN
[98, 99]. Therefore, the use of the binomial model is well justified
in this problem. The key ingredient for this discussion is Npi reactions in the hadronic stage mediated
by ∆(1232) resonances having the isospin I = 3/2. These reactions frequently take place even after
chemical freezeout in the hadronic medium during the time evolution of the fireballs, and in fact are the
most dominant reactions of nucleons in the hadronic medium. These reactions contain charge exchange
reactions, which alter the third component of the isospin of the nucleon, or the nucleon isospin for short,
in the reaction. The reactions of a proton to form ∆ are:
p+ pi+ → ∆++ → p+ pi+, (186)
p+ pi0 → ∆+ → p(n) + pi0(pi+), (187)
p+ pi− → ∆0 → p(n) + pi−(pi0). (188)
Among these reactions, Eqs. (187) and (188) are responsible for the change of the nucleon isospin. The
ratio of the cross sections of a proton to form ∆++, ∆+, and ∆0 is 3 : 1 : 2, which is determined by the
isospin SU(2) symmetry of the strong interaction. The isospin symmetry also tells us that the branching
ratios of ∆+ (∆0) decaying into the final state having a proton and a neutron are 1 : 2 (2 : 1). Using
these ratios, one obtains the ratio of the probabilities that a proton in the hadron gas forms ∆+ or ∆0
with a reaction with a thermal pion, and then decays into a proton and a neutron, respectively, Pp→p
and Pp→n, as
Pp→p : Pp→n = 5 : 4, (189)
provided that the hadronic medium is isospin symmetric and that the three isospin states of pions are
equally distributed in the medium. Because of the isospin symmetry of the strong interaction one also
obtains the same conclusion for neutron reactions:
Pn→n : Pn→p = 5 : 4. (190)
Similar results are also obtained for anti-nucleons. Equations (189) and (190) show that these reactions
act to randomize the isospin of nucleons during the hadronic stage. Moreover, the mean time of protons
to undergo the charge exchange reaction is 3 ∼ 4 fm for T = 150 ≃ 170 MeV in the hadronic gas
[99]. Because this mean time is shorter than the typical lifetime of the hadronic stage in heavy ion
collisions, all nucleons have chances to undergo the above reaction several times. Because of the charge
exchange reaction, the isospins of (anti-)baryons in the final state is randomized almost completely.
Although various effects on this conclusion is investigated in Ref. [99], this conclusion is not altered.
This is sufficient to justify the binomial model Eq. (185) for the relation between (anti-)baryon and
(anti-)proton number distributions.
7 Summary
In this article, we have reviewed physics of bulk fluctuations in relativistic heavy ion collisions. Now, let
us recall the experimental results in Figs. 1 and 2. After reading this review, the readers should be able
to understand how to interpret these experimental results. In the experimental result of the second-order
cumulant of net-electric charge fluctuation in Fig. 1, the second-order cumulant shows a suppression
compared with the hadronic value, and the suppression is more prominent for larger rapidity window
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∆η. As discussed in Sec. 3, the thermal fluctuations are suppressed when the medium undergoes a
deconfinement phase transition. The experimental result in Fig. 1 thus can be interpreted as the remnant
of the small fluctuations in the primordial stage. In Sec. 5, we have seen that the ∆η dependence in
this experimental result can also be understood reasonably in this picture. The readers should also
be able to understand the reason why the quantities plotted in Fig. 2, especially their deviations from
unity, contain important information. In Sec. 3, we have learned that these ratios should take unity
if the cumulants are well described by hadronic degrees of freedom in equilibrium. Interestingly, the
ratios of the cumulants in Fig. 2 show deviations compared to this “baseline” behavior. This deviation
clearly shows that the fluctuation carries information of non-hadronic and/or non-thermal physics in
relativistic heavy ion collisions. The origin of the deviations, however, is still in debate and is not settled
when this manuscript is written. As discussed in Secs. 4, 5 and 6, there are many subtle problems in
the comparison between event-by-event fluctuations with theoretical studies on thermal fluctuations.
These problems have to be revealed in the cooperation between experimental and theoretical researches
as well as numerical analysis in lattice QCD. The experimental analysis of rapidity window dependence
discussed in Sec. 5 and its theoretical description are one of the important subjects.
As these examples show, bulk fluctuations are important observables in heavy ion collisions, which
encode nontrivial physics on the early thermodynamics of the hot medium and diffusion processes in
later stages. The fluctuation observables are expected to become one of the most important quantities
in the study of the QCD phase structure in future experimental programs with intermediate collision
energies, 3 .
√
s
NN
. 20 GeV, such as the beam-energy scan II (BES-II) program [15] at RHIC,
and those planned in FAIR, NICA and J-PARC. Careful analyses of fluctuation observables in these
experiments will provide us plenty of information on the QCD phase structure.
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A Superposition of probability distribution functions
In this appendix, we consider cumulants of a probability distribution function which is given by a
superposition of probability distribution functions [99, 70].
Let us consider a probability distribution function P (x) for an integer stochastic variable x, and
assume that P (x) consists of the superposition of sub-probabilities as
P (x) =
∑
N
F (N)PN(x), (191)
where PN(x) are sub-probabilities labeled by integer N . Each sub-probability is summed with a weight
F (N) satisfying
∑
N F (N) = 1 , which is also regarded as a probability. The purpose of this appendix
is to represent the cumulants of P (x) using those of PN(x) and F (N). Although we write down the
results explicitly up to the fourth-order in this article, the result can be extended to higher orders
straightforwardly.
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We start from the cumulant generating function of Eq. (191),
K(θ) = log
∑
x
eθxP (x) = log
∑
N
F (N)
∑
x
eθxPN (x) (192)
= log
∑
N
F (N)
∑
x
eKN (θ) (193)
where KN(θ) = log
∑
x e
θxPN(x) is the cumulant generating function for PN(x). Using the cumulant
expansion Eq. (67), Eq. (193) is written as
K(θ) =
∑
m
1
m!
∑
F
[KN(θ)]
m
c (194)
=
∑
F
KN(θ) +
1
2
∑
F
(δKN(θ))
2 +
1
3!
∑
F
(δKN(θ))
3
+
1
4!
∑
F
[KN(θ)]
4
c + · · · , (195)
where
∑
F is a shorthand notation for
∑
N F (N), and
∑
F [KN(θ)]
m
c is the mth-order cumulant of KN
for the sum over F , whose explicit forms up to the fourth-order are given on the far right hand side
with
∑
F
(δKN(θ))
n =
∑
F
(
KN (θ)−
∑
F
KN(θ)
)n
, (196)
∑
F
[KN(θ)]
4
c =
∑
F
(δKN(θ))
4 − 3
(∑
F
(δKN(θ))
2
)2
. (197)
Cumulants of P (x) are given by derivatives of K(θ) as
〈xn〉c = ∂
n
∂θn
K(θ)
∣∣∣∣
θ
≡ K(n). (198)
All cumulants can be obtained with Eqs. (198) and (195). In order to calculate the cumulants explicitly,
we first note that the normalization condition
∑
x PN(x) = 1 yields KN(0) = 0. From this property,
it is immediately concluded that all KN(θ) in each term on the far right hand side of Eq. (195) must
receive at least one differentiation so that the term gives nonzero contribution to Eq. (198). This means
that the mth-order term in Eq. (195) can affect Eq. (198) only if m ≤ n. Keeping this rule in mind,
derivatives of Eq. (195) with θ = 0 is given by
K(1) =
∑
F
K
(1)
N , (199)
K(2) =
∑
F
K
(2)
N +
∑
F
(δK
(1)
N )
2, (200)
K(3) =
∑
F
K
(3)
N + 3
∑
F
δK
(1)
N δK
(2)
N +
∑
F
(δK
(1)
N )
3, (201)
K(4) =
∑
F
K
(4)
N + 4
∑
F
δK
(1)
N δK
(3)
N + 3
∑
F
(δK
(2)
N )
2 + 6
∑
F
(δK
(1)
N )
2δK
(2)
N
+
∑
F
(δK
(1)
N )
4
c , (202)
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with K
(n)
N =
∂nKN(θ)
∂θn
∣∣∣∣
θ=0
being the cumulants of the sub-probabilities PN(x). Equations (199) - (202)
relate the cumulants K(n) with K
(n)
N .
The above relations are further simplified when the cumulants of PN(x) are at most linear with
respect to N , i.e.
K
(n)
N = Nξ(n) + ζ(n), (203)
where ξ(n) and ζ(n) are constants which do not depend on N . Substituting Eq. (203) into Eqs. (199) -
(202) one obtains
K(1) =ζ(1) + ξ(1)〈N〉F , (204)
K(2) =ζ(2) + ξ(2)〈N〉F + ξ(1)2〈δN2〉F , (205)
K(3) =ζ(3) + ξ(3)〈N〉F + 3ξ(1)ξ(2)〈δN2〉F + ξ(1)3〈δN3〉F , (206)
K(4) =ζ(4) + ξ(4)〈N〉F + (4ξ(1)ξ(3) + 3ξ(2)2)〈δN2〉F + 6ξ(1)2ξ(2)〈δN3〉F
+ ξ(1)
4〈δN4〉c,F , (207)
where 〈O(N)〉F =
∑
N O(N)F (N) denotes the average over F (N); these averages in the above formulas
represent cumulants of the probability F (N).
Extension of these results to the case of multi variable distribution functions is addressed in Ref. [70].
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