with positive and continuous coefficients (e.g., see [2] and [12] ). With only occasional minor modifications the terminology of [10] , together with the fundamental properties of (1) established there, will be assumed throughout this paper. One point of departure is the distinction between "disconjugacy" and "non-oscillation" as the author has used them previously [2] for equation (2) in discussions which will be extended here to the fourth-order equation (1) . It will be said that equation (1) is (i) dίsconjugate if no nontrivial solution has more than 3 zeros on [α, oo) and, hence, no conjugate pairs exist on [α, oo) in the sense of Leighton and Nehari [10] , (ii) oscillatory if there is a nontrivial solution with infinitely many zeros on [α, oo).
(iii) nonoscillatory if every nontrivial solution has at most a finite number of zeros on [α, oo) .
Recently, W. J. Coles [5] has developed Wirtinger-type inequalities in relation to the higher order equation m=l, 2, 3, .) by use of his Riccati systems [4] and in this discussion are included various sets of two-point boundary conditions, one of which is analogous to the well-known focal-point conditions for the second order equation (1) (see [2] , [12] and [13] ).
Again following the second-order discussions [2], associate with (1) its "reciprocal" equation [10, p. 369] (1*) (V'ΊΦ))" -(VΦ))y = 0 as was done for (2) with
Note that y(x) is a solution of (1) if, and only if,
is a solution of (1*). Throughout this paper, the subscript "1" on a solution will stand for the leading coefficient times the second derivative of the solution.
In the first section known second-order definitions and theorems will be listed, which will be shown to be true almost verbatim for the fourth order case in the second section. The third section contains results following from Wirtinger-type inequalities, which are the fourth-order special cases of the above-mentioned results of Coles, and an extension of the eigenvalue discussion of Leighton and Nehari. The last section contains Coles' general theorem with minor modifications, as utilized in the preceding sections.
1. The second*order case. Consider equation (2) (2) is said to be disconjugate. DEFINITION 1.2 . If a nontrivial solution of (2) satisfies y(a)=y'(b)=0, a < 6, then the smallest such number b is designated by fJt^a) and it is said that a is the first (left) focal point of & = μ x (α). The first two theorems are almost trivial for (2) but their counterparts for (1) (b, oo) .
This theorem is due to Hille for r = 1 and was utilized by Nehari [12] . It is noted that disconjugacy of (2) implies the non-existence of μ λ (a), if Γ(l/r) = oo. Recall (e.g., [2] ) that if ί~(l/r) < oo then μ x {a) can exist even though rj^a) does not-in particular, when \ p -oo.
(1/r) = oo and \ p-co then η^a) exists and, in fact, equation (2) is oscillatory (for this result p(x) may change sign).
The well-known relation of the focal-point problem to quadratic functionals 4 was reiterated recently by W.T. Reid [13] , when he gave a concise, self-contained development with applications to new oscillation criteria of (2). 
The following conjugate point definition is that of Leighton and Nehari [10] .
DEFINITION 2.1. If a non-trivial solution of (1) satisfies the two-point boundary conditions ( 5 ) y
then the smallest such number 6 is designated by Vi( a ) an d * s called the first (right) conjugate point of α. Recall from [10] that such a number exists if (1) has a nontrivial solution which has double zeros at a and %(α), is non-zero on (α, ^i(α)) and any essentially different (linearly independent) solution of (1) (1) satisfies ( 6 ) y
then the smallest such number b is designated by ^(a). The solutions of (1) which are particularly useful in the following analysis are those whose Wronskian at x -a is In [10] the non-self-adjoint form of the following is established and utilized in establishing conjugate point (oscillation) theorems. (8) The present discussion will be concerned with relations between the last two solutions, u(x) and v(x), defined by (7), since every solution of (1) having a double zero at x = a can be expressed by
As in [10] , note that in order for any nontrivial solution of (1) to have both a double zero at x = a and at x -b (i.e., satisfy boundary conditions (5)) it is necessary and sufficient that
Observe further that in order for a nontrivial solution of (1) to satisfy the conditions (6) it is necessary and sufficient that Proof. Let Z(x) be a solution of (1) having double zeros at x = a and x = Ύ) x (a) and positive in (a, ^i(α)). There exist inflection points x λ < x 2 of y = Z{x) on (α, rj^a)) such that Z"{x λ ) = Z"(x 2 ) = 0 and Z"<0 on (x lf x 2 ). Recall that u(x) is the solution of (1) (1) and (1*) it is easily seen that the smallest such number x 2 is actually μΐ{a) and the theorem is proved. While Theorem 1.2 is not true for (1) a similar theorem does hold.
THEOREM 2.2. If μ λ {a) does not exist then there exists a solution y(x) such that y(a) = y'{a) = 0, y(x) > 0, y'(x) > 0 y x (x) > 0 and y[(x) < 0, on (α, oo).
The proof will be accomplished by two lemmas concerning the ratios involving the particular solutions u(x) and v(x) of (7). Note that x -a is not a singular point of the first equation of (8 X ).
The following useful relations are derived by routine calculations:
where (14) τ(x) -u% -t X = uv [ -vu Therefore, all of the differences (12) on (a, oo) .
Proof of lemma. Simple calculations yield
from which the result follows immediately.
To complete the proof of Theorem 2.2, let λ* be a positive number such that
An example of (1) Proof. In addition to the identities (12) , (13) and (14) note that
.
and that τ(x) satisfies the second order self-adjoint equation with positive coefficients:
(17) (-£-V+ 1-(U + gg-V = 0 on (α,oo).
Assume that the theorem is not true, i.e., (1) On the half-line (ί x , oo) equations (12), (14) and (15) yield
Because of the above monotonicity there exists a positive constant λ* such that on (t 19 oo), Let 2/(α;) = u(x) -λ*v(^), a solution of (1) . Then y(x) > 0, y'(x) < 0 and y"{x) < 0 (since y x < 0) on (ί^ oo), which is contradictory information. Therefore, τ(x) > 0 on (α, oo) and by Theorem 1.3, τ\x) > 0. Thus on the half-line (μ 19 oo): (a?) λj < 0, λj < 0, λ^ > 0, λ^ > 0 .
As above there exists a positive constant λ* between \ and λ 3 on (μ ly oo).
For
which is contradictory, using that I (1/r) = oo.
S oo poo
(1/r) -oo and \ pu\ -oo then rj^a) exists and, in fact, equation (1) is oscillatory.
The crucial point of the proof is the following which follows immediately by application of Theorem 1.3 to equation LEMMA 2.6. // I pul = oo then μ λ {a) exists.
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S CO pu\ -oo implies that μ x {a) exists which, to-(1/r) = oo and Theorem 2.3 gives that y]i(a) exists. Since for any a λ > α, ^(αj exists, then by [10] equation (1) is oscillatory.
Because of the monotonicity of u(x) and u λ (x) it follows that (1/r) = oo and I p = oo then (1) is oscίl-Further corollaries are obtained by a more careful examination of the properties of u(x) and its derivatives. Integration of (1) [10, Th. 6.6 and 6.7] that equation (1) is disconjugate on [α, oo) if, and only if, the least eigenvalue λ(6) of the ' "conjugate-point" problem Consider here the "focal-point" problem as for the second-order case in [2, 12] . By combining the above lemma with Theorem 2.3 it follows that (recall the special monotone solution u(x) of (1) 
