Abstract: The behaviour of Swedish stock returns over short and long run horizons is analysed. Using monthly data from 1919 to 1995 and, weekly and daily data for the 1980s and first part of the 1990s we hardly found any evidence of long run dependence. Using three different tests that are robust to short term dependence and conditional hetroskedasticity we found that the modified R/S (rescaled range) test and ARFIMA-GARCH tests provide no support for long run memory in Swedish stock returns. Only the fractional differencing test, GPH, gave a significant result in two cases: for nominal monthly stock returns for the full and the first half of sample at rather high frequency for the spectral analysis.
Introduction
There is an ongoing debate in the literature questioning the empirical implications from tests of the weak form of market efficiency for stock returns. Contrary to what the random walk hypothesis suggests several studies report positive autocorrelation for stock returns in the short run and negative autocorrelation in the long run. 1 The random walk hypothesis states, in plain language, that today's stock returns are independent of previous periods' stock returns and the deviations of returns from its long term level (the constant drift parameter) are strictly "white noise".
Negative autocorrelation means that stock prices are mean reverting and, if true, this will of course have important implications for modern financial economics. For example, optimal consumption/savings and portfolio decisions may become sensitive to the investment horizon if stock returns were long range dependent. The result is also important for macroeconomic theories such as the q investment theory that assumes that asset prices can be used to reflect the present value of the rents an asset will generate.
The mentioned studies report a small positive correlation between today's and yesterday's returns. In many cases the correlation is so small that the predicted return does not cover the transaction cost for the potential investor. If this is so some correlation could be observed between returns and the market can still be efficient. The evidence of positive correlation in the short run and negative in the long run on stock returns has given rise to Schiller's (1981) "fads hypothesis"; stock prices overreact to relevant news which leads to a positive correlation in the short run, followed later on by a correction of the prices. The correction means that a run of positive returns eventually tends to be followed by negative returns, indicating a negative autocorrelation over longer horizons. Different hypotheses have also been put forward in the literature to explain the positive correlation between today's and yesterday's returns; the hypotheses of infrequent trading and noise traders are two of them.
A renewed interest for testing the weak form of market efficiency with other types of test has occurred recently. Lo (1991) has modified the classical Hurst-Mandelbrot rescaled range (R/S) test for long memory in a time series to account for short range dependence under the null hypothesis. Lo's result from the modified R/S test indicates, contrary to previous reported results, no long run memory in monthly and daily stock returns for the US. Cheung & Lai (1995) have presented results from a modified R/S test for eighteen countries using both nominal and real monthly data from January 1970 to August 1992. The findings of Cheung & Lai indicate, except for one country, no evidence of long run memory for real stock returns.
In Cheung & Lai's study Sweden is included in the sample and the random walk hypothesis can not be rejected. This is quite the opposite to the result reported by Frennberg & Hansson (1993) . Using variance ratio analysis based on monthly data they present evidence of positive autocorrelation in returns over short horizons but negative autocorrelation over long horizons and thus rejecting the hypothesis of random walk. One difference between these studies is that Frennberg & In this paper we will analyse whether Frennberg & Hansson's results are still valid when modified R/S tests are applied on their data set. Lo discusses thoroughly the advantage of the modified R/S analysis versus methods based on autocorrelations, variance ratios and spectral decomposition. He also refers to the work of Mandelbrot who reports "the almost-sure convergence of the R/S statistics for stochastic processes with infinite variances, a distinct advantage over autocorrelations and vari-ance ratios which need not be well-defined for such processes" (Lo 1991 (Lo , p 1287 ).
We will also extend the analysis and use the fractional differencing test for long memory devised by Geweke & Porter-Hudak (1983) , GPH, and the ARFIMA(p,d,q)-GARCH(P,Q) model devised by Baillie et al (1996) . This latter model is an ARMA(p,q) model generalised to include a long memory component (fractionally integrated) and conditional heteroscedasticity of ARCH type in the error term. The fractional differencing in the GPH model involves differencing a time series by a fractional nonintegral exponent, d. The long run dependence in these two models is captured by this d-parameter: the fractional differencing parameter which describing the higher order correlation structure of the series.
In the empirical work we will also employ weekly and daily data from the Swedish stock exchange for the 1980s and the first half of the 1990s.
Running the same test on monthly, weekly and daily stock return data can give an indication if the data frequency is important when testing for resistance in returns.
DATA, stock returns
For the Stockholm Stock Exchange (SSE) we use three different data sets in our empirical work: monthly, weekly and daily data. For stock returns on monthly data we use a value-weighted Swedish stock index compiled by Frennberg & Hansson (1992) , hereafter called the "FH index". Frennberg & Hansson (1993, p 179) describes the data as: "The stock prices are bid-prices registered at the end of the last trading day in each month. Stock dividends are included in the return series and are assumed to be reinvested at the end of the month. The index is free from so called survivorship bias, i.e. it takes proper account of the effect when stocks are delisted due to mergers, bankruptcy or other reasons." As already mentioned, the authors use the data for testing the random walk hypothesis in a later paper, Frennberg & Hansson (1993) 
Descriptive statistics
Descriptive statistics for both nominal and real stock returns for the FH index and nominal returns for the AFGX and OMX indices are presented in Results for statistical test for Jarque-Bera and Ljung-Box statistic are given in the t able. The distribution of these statistics is χ 2 (n) under the null of normality or no serial correlation. None of them are statistically significant at the 1 % level except from those two marked with a "*". The rows for 'Q(n)' and 'Qsq(n)' give, respectively, the Ljung-Box statistic for return series and squared series up to nth order of serial correlation.
The Ljung-Box test statistic for serial correlation in levels and squares of the return series reveals the possibility of dependence in both the first and higher moments of the return distribution. The first test is an ordi-nary test for serial correlation while the test based on squared returns can give an indication about heteroskedasticity in data.
Stock returns show sign of serial correlation for both levels and for both monthly and daily data. Data are of different frequencies so for daily data we run the Ljung-Box test for levels and squares up to the 200 Splitting the sample for stock returns from the three indices changes the conclusion about short and long run serial correlation for levels only. For monthly data, real returns for both periods and nominal returns for the last period show no traces of serial correlation at the 5 per cent level, between approximately the 80 th to the 100 th order. The same is true for the order after the 5 th for weekly data while for daily data the order need to be higher than 150.
GARCH-modelling
We can thus conclude that the descriptive statistics for the three indices indicate that data is not normally distributed, which seems to be a common phenomenon world wide for stock returns, and autocorrelated in both levels -in various degrees of order -and squares of returns. Weekly data has the shortest order of autocorrelation for levels while the two other stock returns reveal higher orders which is an indication of long term dependency. More formal evidence on short term dependence and conditional heteroskedasticity is obtained by modelling the data directly in a time series framework. We use a GARCH (generalised conditional heteroskedasticity) model to test whether stock returns are short term dependent and/or the residual has constant variance. We have also tested whether the conditional standard deviation has any effect on the returns using a GARCH and TGARCH model, respectively. We found that an AR(1)-GARCH(1,1) model could fit the data best for our return series and that model is given by the following equations:
Equation (1), the mean equation, has the stock return as dependent variable and a constant, lagged value of the dependent variable, the AR (1) term, and a disturbance term as right hand side variables. The disturbance term in equation (1) is allowed to have a variable variance and it is modelled by equation (2). The variance is a function of the lagged value of itself and the lagged squared value of the disturbance term of equation
(1). Since σ 2 t is the one day ahead forecast variance based on past information, it is called the conditional variance.
When the TGARCH model (T for threshold) is used equation (2) is respecified to test if downward movements in the market (bad news) are followed by higher volatility then upward movements (good news) of the same magnitude. The equation can be written as:
where kt = 1 if εt < 0 and 0 otherwise.
It is often observed in stock returns that bad news have greater impact on the volatility then good news which indicates that we expect α2 > 0. 4 The threshold model, equation (1) and (2'), indicates that good news has an impact of α1 while bad news has an impact of α1 + α2.
Our results indicate ( Table 2 ) that returns is short term dependent in all models because the AR(1) term is significant. However, the short term dependency found in the stock return series is evidently small. The largest AR(1) coefficient obtained is for nominal monthly returns and the estimated value is some 0.14. 5 The implication of this estimate is that stock returns for the previous period needs to be at least 7 per cent (on a monthly basis) to predict a 1 per cent return today. Using this model to predict returns will thus normally not be profitable. The magnitude of estimate of the AR(1) term for the different frequencies of stock returns are thus so small that they do not contradict with the hypothesis of weak form of market efficiency.
We can also learn that according to the α-and β-parameter estimates,
significant evidence of conditional hetroskedasticity shows up in all models. The threshold model for all three stock also supports the hypothesis that bad news has greater impact on returns than good news.
The Jarque-Bera χ 2 statistics in the Jarque-Bera test is is χ 2 (n) under the null of ND residuals. The rows for 'Q( n)' and 'Qsq(n)' give, respectively, the prob-value for the Ljung-Box statistic for standardised residuals and squared standardised residuals up to nth order of serial correlation. The standardised residuals and squared standardised residuals are the standard residual and squared standard residual, respectively, divided by their one step ahead conditional standard deviation. The distribution of these statistics is χ 2 (n) under the null of no serial correl ation.
Nominal and real stock returns for monthly data show a prob-value between 0.15 and 0.2 for up to the 5 th order for levels. For higher orders than ten (up to the 200 th order) the prob-value is zero. For squared residuals for both nominal and real stock returns the lowest prob-value are those for the 20 th order reported in Table 2 . For orders above 40 the probvalue is never below 0.2. Repeating the analysis with splitting the sample for all three indices in the same manner as we did for the previous descriptive analysis does not change our conclusions.
Even when we allow for conditional heteroskedasticity in the stock returns we still find trace of long run serial autocorrelation for levels of standardised residuals for monthly data. The autocorrelation test for weekly and daily data is insignificant for both measures. For all three measures of stock returns short term dependence is revealed. Still, the residuals are not normally distributed for any of the stock returns. This is how the analysis with GARCH modelling can be summarised. In view of these results, it is desirable that tests of long memory should properly account for these stochastic properties in the return data otherwise reliable statistical inferences cannot be drawn. The modified R/S analysis is a vehicle for that test.
Modified R/S analysis
The R/S analysis can detect long run dependence in highly non-Gaussian time series with large skewness and kurtosis. 6 Thus, the test can be used on data, as our stock returns, that do not match the normal distribution assumption. The modified R/S test for long memory can be regarded as a robust non-parametric test and examines the null hypothesis even if the data generating process generates short term dependence and heteroskedasticity. The modified R/S statistic, QT, is given by the range of cumulative sums of deviations of the time series (with T observations) from its mean, rescaled by a consistent estimate of its standard deviation:
The ST(q) variable is a heteroskedasticity and autocorrelation consistent standard error estimator suggested by Andrews (1991) :
with the weighting function τj(q) = 1-j/zT and a truncation lag q determined by
where Int(zT), denotes the integer part of zT and ρ is the first-order autocorrelation coefficient of the data series.
The bracketed term in (3) is the range (i.e., the maximum minus the minimum over the T observation) of the sum of the first i and j observations, respectively, of the time series deviation from its sample mean.
This modified range statistic is scaled by dividing the range by the standard deviation estimated by equation (4) The null of short memory process is rejected at the 5 % level if the modified R/S statistics do not fall within the confidence interval 0.809 to 1.862 (see Lo 1991) . The lag parameter q used for the modified R/S test is determined by Andrew's (1991) data dependent rule.
Under the null of no long memory, the limiting distribution of the QT statistic standardised by the square root of the sample size can be established, i.e. QTT --½ . Critical values for the modified R/S test are supplied by Lo (1991) . 7 In Table 3 
Fractional differencing -ARFIMA-GARCH and GPH
We will conclude our test of Swedish stock returns using the methods of fractional differencing. Granger and Joyeux (1980) and Hosking (1981) introduced the model with long memory dynamics, the ARFIMA model. Following this approach, whether a data series displays long term de-pendency is conditional on a fractional differencing parameter that can be estimated. A general class of long memory processes is described by further developed this approach in proposing the sum of squares estimator for the ARFIMA model which is asymptotically equivalent to the maximum likelihood estimator. Baillie et al (1996) have extended Hosking's approach to incorporate ARCH errors for the white noise disturbance term. The ARFIMA (p,d,q)-GARCH(P,Q) process can be written as:
where µ is the mean of the process, Result of ARFIMA-GARCH and GPH estimation are displayed in Table 4 and 5. The first thing to mention is that the fractional differencing parameter d is not significant for any model in Table 4 . The other parameter estimates in the table are more or less the same as those reported in perimented with splitting the sample in the same manner as for the modified R/S analysis but the d parameter is never significant. ' and 'Qsq(n) ' give, respectively, the probvalue for the Ljung-Box statistic for standardised residuals and squared standardised residuals up to nth order of serial correlation. The standardised residuals and squared standardised residuals are the standard residual and squared standard residual, r espectively, divided by their one step ahead conditional standard deviation. The distribution of these statistics is χ 2 (n) under the null of no serial correlation.
Even when we use the GPH estimator, the fractional differencing parameter d is not significant given that the α-value is equal to 0.5. The effect of increasing the α to 0.55 is that d parameter for the nominal stock return for the FH index for the whole sample and the sub sample 1919:2-1954:12 are significant. For all other time series the d parameter still is insignificant. A higher α-value means that higher frequency and thus more short term influences is included in the analysis.
Result of ARFIMA-GARCH and GPH estimation are displayed in Table 4 and 5. The first thing to mention is that the fractional differencing parameter d is not significant for any model in Table 4 . The other parameter estimates in the table are more or less the same as those reported in table 2. The prob-values of the Ljung-Box statistics for levels and squares for the standardised residuals show the same pattern as for those in table 2. We have also repeated the estimation of the ARFIMA-ARCH models assuming the t-distribution instead of the normal distribution. This analysis did not change the reported empirical results. We have also experimented with splitting the sample in the same manner as for the modified R/S analysis but the d parameter is never significant. 
Conclusion
In this paper the behaviour of Swedish stock returns over short and long run horizons is analysed. Using monthly data from 1919 to 1995 and, weekly and daily data for the 1980s and first part of the 1990s we hardly found any evidence of long run dependence. Using three different tests that are robust to short term dependence and conditional hetroskedasticity we found that the modified R/S (rescaled range) test and ARFIMA-GARCH tests provide no support for long memory memory or that fractal structure is exhibited in Swedish stock returns. Only the fractional differencing test, GPH, gave a significant result in two cases: for nominal monthly stock returns for the full and the first half of sample at rather high frequency for the spectral analysis. Our empirical test indicates also that returns is short term dependent but the magnitude of this dependency is very small. The estimated autoregressive relationship between returns is so small that the predicted return from these models hardly will cover transaction costs.
