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Abstract 
 
Transcription  regulation  ensures  appropriate  gene  expression  allowing  cells  to  undergo 
cell differentiation. Gene expression is controlled at multiples levels: locally, through the 
binding  of  activating  (e.g.  RNA  Polymerases,  RNAPII)  or  repressive  (e.g.  Polycomb 
repressive complexes) proteins; at large‐scale levels where chromosomes occupy discrete 
territories with  implications on nuclear functions. Chromosome reorganisation has been 
implicated in disease and altered gene expression. 
 
In  this  thesis,  I explored two aspects of gene expression regulation.  In mouse ES cells,  I 
investigated  RNAPII  occupancy  genome‐wide  and  compared with  Lamin  B1  occupancy, 
reflecting  association  to  the  repressive  nuclear  lamina  compartment.  I  used  DamID 
mapping  to  determine  RNAPII  occupancy  independently  of  its  post‐translational 
modifications. Presence of RNAPII at promoter regions of Polycomb‐repressed genes was 
observed using DamID mapping of Polr2F subunit with the same levels as at active genes, 
although  overall  levels  of  enrichment  were  low.  Comparison  with  extent  of  Ser5 
phosphorylation at the two groups of genes, suggest that RNAPII at PRC‐repressed genes 
may be less phosphorylated than at active genes. ChIP experiments using newly available 
pan‐phospho RNAPII antibodies also suggest that phosphorylation levels at PRC‐repressed 
genes is lower than that found at active genes. 
 
In blood cells from Huntington’s disease (HD) patients and normal individuals, I 
investigated whether gene deregulation, identified across large genomic regions using 
Chromowave, is related with changes in chromosome structure. I selected four 
chromosomes (4, 5, 19 and 22) and performed cryoFISH to study their position, shape and 
volume. I found that chromosomes structure, especially chromosome 22, is altered in HD. 
I also selected and measured the expression of a novel set of genes located in genomic 
regions that have concerted changes in gene expression with HD. I showed that STAG2, 
encoding a cohesin component, is misexpressed in blood from HD, in both Early and 
Moderate stages, opening new avenues for HD research. 
Acknowledgments 
 
  3 
 
Acknowledgments 
 
I would firstly like to thank my supervisor Ana Pombo for her guidance, support and 
friendship. Thank you for sharing your knowledge with me and for standing by my side 
through the rough times of this PhD experience! 
 
A heartfelt thanks to Inês de Santiago, whom very early on my PhD became an integrative 
part of my life in and outside the laboratory! Glad that you came into my life! 
 
A special thanks to my PhD‐buddy, Kelly, my favourite cryo‐sectioner and friend, Sheila, 
my “dutch” mate, Claudia, and Carmelo for their friendship, endless support, humour and 
useful discussions. 
A big thanks to All Genome Function group members, João, Kedar, Mita, Liron, Emily, Rob 
and Andre that made this experience more enjoyable. 
Thanks to the people from the 5th floor for help with experiments and friendship (Ana, 
Sadaf, Nicola, JC, Selina, Joana, Margarida). 
 
Thanks to Nair, for listening to me everyday and night, sharing my foolish moments with 
me and for all her help crossing the finish line!  
Thanks to the boys, Samir and Antonio, for the lunches and coffees that kept me mentally 
healthy. Thanks to Joel for taking care of me the last couple of days! 
Thanks to my friends that, although not physically present throughout all these years, 
have always been there for me (Maria, Beatriz, Guida, Raquel, Soraia, Ana Rita, Joana, JD, 
Tania, Inês). Thanks to Miguel for his support. 
 
A big thanks to the people that made me what I am today, my Family. To my 
grandparents (Nazaré and Daniel), parents (Alina e Jorge) and my best friend and greatest 
pride, my sister Ana: thanks for being such an inspiration, believing in me and for all your 
love! A special thought to Avô João. 
List of Publications 
 
  4 
 
List of Publications 
 
 
van Wageningen S, Kemmeren P, Lijnzaad P, Margaritis T, Benschop JJ, de Castro  IJ, van 
Leenen D, Groot Koerkamp MJ, Ko CW, Miles AJ, Brabers N, Brok MO, Lenstra TL, Fiedler 
D, Fokkens L, Aldecoa R, Apweiler E, Taliadouros V, Sameith K, van de Pasch LA, van Hooff 
SR,  Bakker  LV,  Krogan  NJ,  Snel  B,  Holstege  FC.  Functional  overlap  and  regulatory  links 
shape  genetic  interactions  between  signalling  pathways.  Cell.  2010  Dec  10;143(6):991‐
1004. 
 
Filion GJ, van Bemmel JG, Braunschweig U, Talhout W, Kind J, Ward LD, Brugman W, de 
Castro IJ, Kerkhoven RM, Bussemaker HJ, van Steensel B. Systematic protein location 
mapping reveals five principal chromatin types in Drosophila cells. Cell. 2010 Oct 
15;143(2):212‐24.  
 
Ferrai C, de Castro IJ, Lavitas L, Chotalia M, Pombo A. Gene positioning. Cold Spring Harb 
Perspect Biol. 2010 Jun;2(6):a000588. Review 
 
 
 
Statement of originality 
 
  5 
 
 
Statement of originality 
 
 
 
I declare that the present thesis submitted for the degree of Doctor of Philosophy at 
Imperial College London, presents my own research work and effort. 
Collaborative research and discussions are properly acknowledged in the text. 
 
 
 
 
 
 
 
Copyright declaration 
 
  6 
 
Copyright declaration 
 
 
 
The copyright of this thesis rests with the author and is made available under a Creative 
Commons Attribution Non‐Commercial No Derivatives licence. Researchers are free to 
copy, distribute or transmit the thesis on the condition that they attribute it, that they do 
not use it for commercial purposes and that they do not alter, transform or build upon it. 
For any reuse or redistribution, researchers must make clear to others the licence terms 
of this work. 
 
 
 
Table of contents 
 
  7 
 
Table of Contents 
 
Abstract ......................................................................................................................................... 2 
Acknowledgments ..................................................................................................................... 3 
List of Publications .................................................................................................................... 4 
Statement of originality ........................................................................................................... 5 
Copyright declaration .............................................................................................................. 6 
Table of Contents ....................................................................................................................... 7 
Index of Figures and Tables ................................................................................................. 12 
Abbreviations ............................................................................................................................ 14 
1.  Introduction ....................................................................................................................... 18 
1.1  Gene regulation ...................................................................................................................... 18 1.1.1  Epigenetic modifications, chromatin remodelers and transcription factors ......... 18 1.1.2  Genomic Context ............................................................................................................................... 20 1.1.3  Chromosome Organisation and Nuclear Architecture ..................................................... 21 
1.2  RNAPII ........................................................................................................................................ 27 1.2.1  Subunits and structure .................................................................................................................. 27 1.2.2  CTD modification .............................................................................................................................. 28 1.2.3  CTD phosphorylations ................................................................................................................... 29 1.2.4  RNAPII modification during the transcription cycle ........................................................ 32 1.2.4.1  Active Transcription Cycle .................................................................................................................... 33 1.2.4.2  Promoter‐proximal pausing ................................................................................................................. 34 
1.3  Polycomb repression and RNAPII .................................................................................... 35 1.3.1  Polycomb‐repressive complexes ............................................................................................... 35 1.3.2  RNAPII and Polycomb‐repressed transcription cycle ...................................................... 36 1.3.3  Polycomb‐repression at the lamina ......................................................................................... 37 
1.4  Chromosome organization and nuclear architecture ............................................... 38 1.4.1  Chromosome positioning ............................................................................................................. 38 1.4.2  Chromosome shape and size ....................................................................................................... 39 
Table of contents 
 
  8 
1.4.3  Higher order organisation of the genome in disease and ageing ................................ 40 
1.5  Huntington’s Disease ............................................................................................................ 43 1.5.1  Genome‐wide dysregulation in HD (Chromowave) .......................................................... 44 
1.6  Aims ............................................................................................................................................ 45 
2. Materials and Methods ...................................................................................................... 47 
2.1   Cell culture .............................................................................................................................. 47 2.1.1   Mouse ES‐OS25 ................................................................................................................................ 47 2.1.2   Mouse NIH3T3 and human HEK 293T ................................................................................... 47 
2.2   Transfections and Infections ............................................................................................. 47 2.2.1   List of plasmids ................................................................................................................................ 47 2.2.2   Lipofectamine transfection of DamID plasmids in NIH3T3 for characterization 48 2.2.3   Transfection with PEI for virus production ......................................................................... 48 2.2.4   Virus transduction into ES cells ................................................................................................ 49 
2.3   DamID ....................................................................................................................................... 50 2.3.1   DamID – introduction .................................................................................................................... 50 2.3.2   Purification and digestion of gDNA ......................................................................................... 51 2.3.3   Ligation of Adaptors and DpnII digestion ............................................................................ 52 2.3.4   PCR and visualization of smear in a gel ................................................................................. 52 2.3.5   Sample labeling and microarray hybridization ................................................................. 53 2.3.6   DamID‐NGS library preparation ............................................................................................... 53 2.3.7   Data processing and analysis ..................................................................................................... 53 2.3.7.1   Microarray processing ........................................................................................................................... 54 2.3.7.2   TruSeq processing ................................................................................................................................... 54 
2.4   ChIP: Chromatin Immunoprecipitation ......................................................................... 55 2.4.1   Chromatin preparation ................................................................................................................. 57 2.4.2   Immunoprecipitation .................................................................................................................... 57 2.4.3   ChIP washes and elutions ............................................................................................................ 57 2.4.4   DNA purification, quantification and analysis .................................................................... 58 2.4.5   ChIP‐Seq library preparation ..................................................................................................... 61 
2.5   Western Blot ........................................................................................................................... 63 2.5.1   RNAPII western blots .................................................................................................................... 63 2.5.2   Alkaline phosphatase treatment .............................................................................................. 64 
2.6   Imaging ..................................................................................................................................... 64 2.6.1   Immunolabelling ............................................................................................................................. 64 2.6.2   Cryosections – introduction ....................................................................................................... 65 2.6.3   Blood samples processing, fixation and cryosectioning ................................................ 65 
Table of contents 
 
  9 
2.6.4   Whole chromosome paints and probe preparation for DNA‐cryoFISH .................. 66 2.6.5   Cryo‐FISH ........................................................................................................................................... 66 2.6.6   Immunolabelling of biotin whole chromosome paints ................................................... 67 2.6.7   Microscopy ......................................................................................................................................... 67 2.6.8   Image analysis and measurements ......................................................................................... 67 2.6.9   Brain fixation method ................................................................................................................... 69 
2.7   Gene expression measurements ...................................................................................... 70 2.7.1   Microarray datasets ....................................................................................................................... 70 2.7.2   Chromowave analysis of publically available blood and brain microarray data 70 2.7.3   Correlation analysis between Chromowave and gene expression ............................ 70 2.7.4   Blood RNA extraction and quantitative real‐time PCR ................................................... 71 
3.  Genome‐wide mapping of RNA polymerase II by DamID ................................... 74 
3.1  Introduction ............................................................................................................................. 74 3.1.1  Genome‐wide occupancy of total RNAPII in different organisms ............................... 75 3.1.2  RNAPII antibodies against CTD modifications measure the extent of phosphorylation ............................................................................................................................................... 75 3.1.3  DamID: antibody‐independent approach to study chromatin protein interactions    .................................................................................................................................................................. 76 
3.2  Aims ............................................................................................................................................ 78 
3.3  Results ....................................................................................................................................... 79 3.3.1  Correct protein size and cellular localization of Dam‐polr2F fusion protein in transfected NIH3T3 cells .............................................................................................................................. 79 3.3.2  Optimising lentiviral infection efficiency in mouse embryonic stem cells (ES‐OS25)   .................................................................................................................................................................. 81 3.3.3  Amplification of methylated DNA after expression of DamID‐fusion proteins in ES cells .................................................................................................................................................................. 84 3.3.4  DamID mapping of Lmnb1 and Polr2F in ES cells using microarray analyses ...... 86 
3.3.5  Analysis of DamID profiles for Lmnb1 and RNAPII by DamID‐NGS ................... 91 3.3.6  Characterization of Lmnb1 genes in the context of RNAPII and PRC regulation . 98 
3.4  Discussion ............................................................................................................................... 102 3.4.1  Mapping of Polr2F by DamID – Microarrays ..................................................................... 102 3.4.2  Characterization of RNAPII by DamID ‐ Sequencing ..................................................... 103 3.4.3  DamID mapping of Polr2F results in poor detection ..................................................... 105 3.4.4  Characterization of Lmnb1 chromatin interactions and interplay with RNAPII and polycomb ................................................................................................................................................. 107 
Table of contents 
 
  10 
4.  Genome‐wide mapping of total and phosphorylated forms of RNAPII in 
mouse ES cells using novel antibodies .......................................................................... 110 
4.1  Introduction ........................................................................................................................... 110 4.1.1  RNAPII modifications measure the extent of phosphorylation rather than total number of molecules ................................................................................................................................... 111 4.1.2  Antibodies against novel modifications of RNAPII ......................................................... 113 
4.2  Aims .......................................................................................................................................... 114 
4.3  Results ..................................................................................................................................... 115 4.3.1  Characterization of novel RNAPII antibodies ................................................................... 115 4.3.2  Characterization of novel RNAPII antibodies by ChIP .................................................. 118 4.3.3  Characterization of novel RNAPII antibodies by ChIP‐Seq genome‐wide ............ 122 
4.4  Discussion ............................................................................................................................... 124 
5.  Chromosome organization in Huntington’s disease ......................................... 127 
5.1  Introduction ........................................................................................................................... 127 5.1.1  Mutant huntingtin disrupts gene expression .................................................................... 127 5.1.2  Genome‐wide dysregulation of gene expression in HD (Chromowave analyses) ....    ............................................................................................................................................................... 128 
5.2  Aim ............................................................................................................................................ 129 
5.3  Results ..................................................................................................................................... 130 5.3.1  Chromosome selection ............................................................................................................... 130 5.3.2  Characteristics of subjects in this study .............................................................................. 131 5.3.3  Validating automated image analysis ................................................................................... 132 5.3.4  Nuclear area and shape in Huntington’s disease ............................................................ 138 5.3.5  Area, shape and radial distribution of chromosomes 22, 19, 5 and 4 in Huntington’s disease ................................................................................................................................... 140 5.3.6  Nuclear Architecture in brain samples ................................................................................ 145 
5.4  Discussion ............................................................................................................................... 147 
6.  Gene expression dysregulation in Huntington’s Disease ................................ 151 
6.1  Introduction ........................................................................................................................... 151 6.1.1  Biomarkers in Huntington’s disease ..................................................................................... 151 6.1.2  Chromowave: from chromosome organization to gene expression alterations 152 
6.2  Aim ............................................................................................................................................ 153 
6.3  Results ..................................................................................................................................... 154 6.3.1  Selection of genes with altered gene expression in blood samples from Huntington’s disease patients ................................................................................................................. 154 
Table of contents 
 
  11 
6.3.2  Normalizers ..................................................................................................................................... 156 6.3.3  Gene expression values of HD associated genes .............................................................. 158 
6.4  Discussion ............................................................................................................................... 161 6.4.1  Patient variability .......................................................................................................................... 164 
7.  Discussion and Summary ........................................................................................... 166 
7.1 Genome‐wide mapping of RNAPII ...................................................................................... 167 
7.2 Genome‐wide mapping of Dam‐Lmnb1 in ES‐OS25 cells ........................................... 169 
7.3 Huntington’s disease as a model system to study chromosome organisation .... 170 
7.4 Gene expression alterations Huntington’s disease ...................................................... 171 
7.5 Future research directions ................................................................................................... 172 
8.  References ....................................................................................................................... 173 
 
 
 
 
 
 
Index of Figures and Tables 
  12 
 
Index of Figures and Tables 
 
Chapter 1 FIGURE 1.1. NUCLEAR SUB‐COMPARTMENTS (ADAPTED FROM FERRAI ET AL. 2010A).. ...................................................... 22 FIGURE 1.2. RNAPII PUTATIVE ASSEMBLY.. .................................................................................................................................. 28 FIGURE 1.3. ACTIVE TRANSCRIPTION CYCLE OF RNAPII.. ........................................................................................................... 34 TABLE 1. 1 ‐ GENES WITH HD‐ASSOCIATED CHANGES IN EXPRESSION IN MORE THAN ONE TISSUE. ..................................... 44 
Chapter 2 FIGURE 2.1 – PRINCIPLES OF DAMID.. ............................................................................................................................................ 51 FIGURE 2.2 – RPB1 ANTIBODIES.. ................................................................................................................................................... 55 TABLE 2.1 – LIST OF ANTIBODIES FOR CHIP ANALYSIS ................................................................................................................ 56 TABLE 2.2 ‐ CHIP PRIMERS.SEQUENCES IN 5’ TO 3’ ORIENTATION ............................................................................................ 58 TABLE 2.3 ‐ ANTIBODIES USED FOR WESTERN ANALYSIS ................................................................................................................... 63 TABLE 2.4– LIST OF HD EXPRESSION PRIMERS. ............................................................................................................................ 72 
Chapter 3 FIGURE 3.1 – SCHEMATIC REPRESENTATION OF CHROMATIN IMMUNOPRECIPITATION PROFILES MEASURING RNAPII OCCUPANCY USING PHOSPHO‐SPECIFIC ANTIBODIES AT ACTIVE GENES.. ......................................................................... 76 FIGURE 3.2 ‐ FLOW‐CHART OF A TYPICAL DAMID EXPERIMENT.. ............................................................................................... 78 FIGURE 3.3 – PROTEIN SIZE AND LOCATION OF DAM FUSION PROTEINS IN MOUSE NIH‐3T3 AND HUMAN HEK29 CELLS ........ 81 FIGURE 3.4  – OPTIMIZATION OF LENTIVIRAL INFECTION. ........................................................................................................... 83 FIGURE 3.5 – AMPLIFICATION OF METHYLATED DNA FRAGMENTS. .......................................................................................... 85 TABLE 3.1 – SUMMARY OF DATASETS USED IN THIS STUDY.. ....................................................................................................... 85 FIGURE 3.6 ‐ MICROARRAY DATA OF DAMID MAPS FOR LMNB1 AND POLR2F CONSTRUCTS COVERING CHROMOSOMES 10 AND 11.. .................................................................................................................................................................................... 87 FIGURE 3.7 ‐ SINGLE GENE PROFILES OF DAMID MICROARRAYS.. .............................................................................................. 89 FIGURE 3.8 –AVERAGE PROFILES OF POLR2F‐DAM SIGNALS ...................................................................................................... 91 FIGURE 3.9 ‐ DAMID MAPPING OF LMNB1 AND POLR2F FUSED CONSTRUCTS ON CHROMOSOME 10 IN ES CELLS.. ......... 93 FIGURE 3.10 ‐ SINGLE GENE PROFILES OF DAMID‐SEQ. .............................................................................................................. 95 FIGURE 3.11 ‐ AVERAGE PROFILES OF POLR2F‐DAM SIGNALS. .................................................................................................. 96 FIGURE 3.12 ‐ GATC DENSITY ON 2KB WINDOWS AROUND THE TSS. ...................................................................................... 98 FIGURE 3.13 – COMPARISON BETWEEN GENE LOCALISATION IN LADS AND THEIR CLASSIFICATION BASED ON RNAPII MODIFICATION AND POLYCOMB OCCUPANCY. ................................................................................................................... 100 FIGURE 3.14‐ CHARACTERIZATION OF LAMINA ASSOCIATED ACTIVE, PRC‐REPRESSED AND INACTIVE GENES. ............. 101 FIGURE 3.15 ‐DAMID‐SEQ AND CHIP‐SEQ DATA FOR LMNB1 (RED), SER5P (PURPLE), H3K27ME3 (MIKKELSEN ET AL., DARK ORANGE) AND H2AUB (GREY). ........................................................................................................................ 108 
Chapter 4 
Index of Figures and Tables 
  13 
FIGURE 4.1 ‐ ANTIBODIES USED TO DETECT RNAPII MODIFICATIONS AND TOTAL RNAPII. ............................................ 113 TABLE 4.1‐ SUMMARY OF NOVEL CTD ANTIBODIES THEIR PROPERTIES ASSESSED IN THE KIMURA LABORATORY. ....... 115 FIGURE 4.2 – ELISA ANALYSES ON A NEW SET OF ANTIBODIES TO CTD PEPTIDES. ............................................................ 116 FIGURE 4.3 – CHARACTERIZATION OF ANTIBODIES TARGETING RNAPII CTD BY IMMUNOFLUORESCENCE AND WESTERN BLOT. ...................................................................................................................................................................................... 118 FIGURE 4.4 – CHARACTERIZATION OF NOVEL RNAPII ANTIBODIES BY CHIP IN MOUSE ES CELLS ACROSS A PANEL OF ACTIVE, PRC‐REPRESSED AND INACTIVE GENES.. ........................................................................................................... 120 FIGURE 4.5 – PROFILE OF RNAP II BINDING USING THE PD‐75 ANTIBODY ACROSS AN ACTIVE GENE, POLR2A, AND A PRC‐REPRESSED GENE, MSX1.. .......................................................................................................................................... 122 FIGURE 4.6 – GENOME‐WIDE RNAPII OCCUPANCY PROFILES USING PHOSPHOR‐INDEPENDENT RNAPII ANTIBODY.. . 123 
Chapter 5 FIGURE 5. 1 ‐ PATTERNS OF CORRELATED CHANGES IN GENE EXPRESSION ASSOCIATED WITH HD ACROSS CHROMOSOMES 10 AND 20 EXTRACTED BY CHROMOWAVE. ...................................................................................................................... 128 FIGURE 5. 2 ‐ PATTERN OF CHROMOSOMAL EXPRESSION ALTERED IN HD EXTRACTED BY CHROMOWAVE FOR BLOOD AND BRAIN MICROARRAY DATASETS ON THE FOUR CHROMOSOMES SELECTED FOR THIS STUDY (CHR 4, 5, 19 AND 22) ................... 130 TABLE 5. 1 – CLINICAL CHARACTERISTICS OF SUBJECTS INVOLVED IN THIS STUDY. ............................................................. 132 TABLE 5. 2 – SUMMARY OF SAMPLES USED ON CHROMOSOME ORGANISATION STUDIES. ..................................................... 133 FIGURE 5. 3 – NUCLEAR SEGMENTATION AND VOLUMES USING MACROS AVAILABLE IN THE LABORATORY (MANUAL) AND THE NEWLY AUTOMATED MACROS PRODUCED DEVELOPED IN DR. ANDRE KHALIL’S LABORATORY. ..................... 135 FIGURE 5. 4 – MEASUREMENTS OF CHROMOSOME VOLUMES USING MANUAL AND AUTOMATED IMAGE ANALYSIS MACRO ...... 135 FIGURE 5. 5 – MEASUREMENTS OF CHROMOSOME RADIAL DISTRIBUTION (TOP ROW) AND DISTANCE OF CENTRE OF CT TO NUCLEAR CENTRE (BOTTOM ROW). .............................................................................................................................. 137 FIGURE 5. 6 – MEASUREMENTS OF FILAMENT INDEX USING A SEMI‐MANUAL MACRO AVAILABLE IN THE LABORATORY AND AN AUTOMATED MACRO DEVELOPED IN DR. ANDRE KHALIL’S LABORATORY.. .................................................. 138 FIGURE 5. 7 – AREA AND SHAPE OF NUCLEI IN CONTROLS, EARLY AND MODERATE PBMCS. .............................................. 138 FIGURE 5. 8 – AREA, SHAPE AND RADIAL DISTRIBUTION OF CHROMOSOMES 22.. ................................................................. 140 FIGURE 5. 9 – AREA, SHAPE AND RADIAL DISTRIBUTION OF CHROMOSOMES 19. .................................................................. 142 FIGURE 5. 10 – AREA, SHAPE AND RADIAL DISTRIBUTION OF CHROMOSOMES 5. .................................................................. 143 FIGURE 5. 11 – AREA, SHAPE AND RADIAL DISTRIBUTION OF CHROMOSOMES 4.. ................................................................. 144 FIGURE 5. 12 – OPTIMISATION OF CRYOSECTIONING FROM FROZEN POST‐MORTEM HUMAN BRAIN SAMPLES. ................ 146 
Chapter 6 TABLE 6.1 HD‐ASSOCIATED TRANSCRIPTS IN BLOOD. ............................................................................................................... 156 FIGURE 6.1 – NORMALIZERS. ......................................................................................................................................................... 158 TABLE 6.2 – STATISTICALLY SIGNIFICANCE ANALYSES OF GENE EXPRESSION BETWEEN CONTROLS AND HD (ALL SAMPLES, EARLY OR MODERATE CASES) MEASURED BY THE MANN‐WHITNEY AND  STUDENT T TESTS. ................................ 159 FIGURE 6. 2 – NORMALISED EXPRESSION OF THE TOP 3 GENES THAT SHOWED STATISTICAL SIGNIFICANCE (P‐VALUE ≤ 0.05) DIFFERENCES BETWEEN CONTROL AND HD SAMPLES USING THE MANN‐WHITNEY TEST.. ......................... 161  
Abbreviations 
  14 
Abbreviations 
 
2D  two‐dimensional 
3C  chromosome conformation capture 
3D  three‐dimensional 
4C  circular 3C or 3C‐on‐chip 
A  adenosine 
ab  antibody 
ac  acetylation 
AP   alkaline phosphatase 
ATP  adenosine tri‐phosphate 
Bmi1  B lymphoma Mo‐MLV insertion region 1 
BRD   bromodomain protein 
BrdU  bromo‐deoxyuridin 
BSA  bovine serum albumin 
C  cytosine 
CAG   cytosine, adenine, guanosine 
CBC  cap binding complex 
CDK  cyclin dependent kinase 
cDNA  complementary DNA 
ChIP,  chromatin immunoprecipitation 
CT  chromosome territories 
CTCF  CCCTF‐binding factor 
CTD  C‐terminal domain 
DAM  DNA adenine methyltransferase 
DAPI  4',6‐diamidino‐2‐phenylindole dihydrochloride 
DIG  digoxigenin 
DMEM  Dulbecco's modified eagle's medium 
DNA   deoxyribonucleic acid 
DNase  deoxyribonuclease 
DNMT3B   DNA methyltransferase 3b 
DRB  5,6‐dichlorobenzimidazole 1‐β‐d‐ribofuranoside 
DSB  double strand break 
DSIF   DRB‐sensitivity inducing factor 
EDMD   Emery‐Dreifuss muscular dystrophy 
EDTA  ethylenediaminetetraacetic acid 
EGS  ethylene glycol‐bis(succinic acid n‐hydroxysuccinimide ester) 
EM   electron microscopy 
ERK   extracellular signal‐regulated kinase 
ES   embryonic stem 
ESCs   embryonic stem cells 
EtBr   ethidium bromide 
Ezh2  enhancer of zeste homolog 2 
Fab‐7   frontabdominal‐7 cis‐regulatory region 
FCS  fetal calf serum 
FISH   fluorescence in‐situ hybridization 
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FITC   fluorescein isothiocyanate 
FRAP   fluorescence recovery after photobleaching 
FSHD   facioscapulohumeral muscular dystrophy 
G  guanosine 
GATCs   guanosine, adenine, thiamine, cytosine  
gDNA   genomic DNA 
GFP  green fluorescent protein 
GTF   general transcription factor  
GTF  general transcription factors 
h  hour 
H  histone 
HD  Huntington’s disease 
HEPES   4‐(2‐hydroxyethyl)‐1‐piperazineethanesulfonic acid 
HGPS   Hutchinson‐Gilford progeria syndrome 
HMT  histone methyl transferase 
Hox  homeobox 
HP1  heterochromatin protein 1 
HRP   horseradish peroxidase 
Hsp  heat shock protein 
Htt  huntingtin 
ICF   instability facial anomalities 
IFN γ  interferon‐γ 
Ig  immunoglobulin 
IP   immunoprecipitation 
Jarid2   jumonji domain containing protein 
K  lysine 
kb   kilobase pair 
kDa  kilodalton 
Klf1   kruppel‐like factor 1 
LADs  lamina‐associated domains 
LiCl,   lithium chloride 
LIF  leukaemia inhibitory factor 
LINEs   long interspersed nuclear elements 
LM  light microscopy 
LMNA/B  lamina A/B  
Log10   logarithm base 10 
LPS  lipopolysaccharide 
m7G   7‐methyl guanosine 
me   methylation 
mHtt   mutant huntingtin 
miRNAs  micro RNA 
m  meter 
m  minute 
mRNAs  messenger RNA 
Na deoxycholate  sodium deoxycholate 
NaCl  sodium chloride 
NARs  nucleoporin‐associated regions 
ncRNAs   small non‐coding RNAs 
NELF   negative elongation factor 
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NGS  next generation sequencing 
NP40   nonyl phenoxypolyethoxylethano 
p  phosphorylation 
P  proline 
P‐TEFb   positive transcription elongation factor b 
PAGE  polyacrylamide gel electrophoresis 
PBMCs  peripheral blood mononuclear cells 
PBS  phosphate‐buffered saline 
PcG   polycomb group 
PCR   polymerase chain reaction 
PEI   polyethylenimine 
PenStrep  penicillin streptomycin 
PFA   paraformaldehyde 
PHA   phytohemagglutinin 
PIC   pre initiation complex 
Plk3   polo‐like kinase 3 
PML  promyelocytic leukemia 
PMSF  phenylmethyl‐sulphonyl fluoride 
Pol  RNA polymerase 
Polr2 a‐l  polymerase 2 subunits a‐l 
Poly A   multiple adenosine phosphates 
PRC   polycomb repressive complex 
PRCa   PRC‐active cluster 
PRCi   PRC ‐intermediate cluster 
PRCo   PRC ‐only cluster 
PRCr  PRC ‐repressed cluster 
PRE   polycomb response element 
PTM   post‐translational modification 
qRT‐PRC  quantitative reverse transcriptase PCR 
REST   re‐1 silencing transcription factor 
Ring  really interesting new gene 
RNA   ribonucleic acid 
RNAP   RNA polymerase  
RNAPII Ser2P   RNAPII phosphorylated on serine 2 residue  
RNAPII Ser5P  RNAPII phosphorylated on serine 5 residue  
RNAPII Ser7P  RNAPII phosphorylated on serine 7 residue  
RNAPII T4P   RNAPII phosphorylated on threonine 4 residue  
RNAPII Y1P   RNAPII phosphorylated on tyrosine 1 residue  
RNase   ribonuclease 
RPB1‐12  RNA polymerase b subunits 1‐12 
rRNA  ribosomal RNA 
RT  real‐time 
RTR1  regulator of transcription 1 
S  serine 
S phase  synthesis phase 
SC35  splicing component, 35kDa 
SCP  small ctd phosphatases 
SDS  sodium dodecyl sulfate 
SEM  standard error of the mean 
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Seq   sequencing 
Ser2P  RNAPII phosphorylated on serine 2 residues of the ctd 
Ser5P  RNAPII phosphorylated on serine 5 residues of the ctd 
Ser7P   RNAPII phosphorylated on serine 7 residues of the ctd 
Set  suppressor of variegation, enhancer of zeste and trithorax 1‐2 
SINE   short interspersed nuclear element 
snoRNA   snRNA and small nucleolar 
SNPs   small nucleotide polymorphisms 
snRNAs   small nuclear RNAs 
Sox2  sry (sex determining region y)‐box 2 
SSC  saline‐sodium citrate 
Ssu72   suppressors of sua7 protein 2 
ST DEV  standard deviation 
Suz12  suppressor of zeste 12 
T  thyamine 
T  threonine 
TAF7  transcription initiation factor TFIID subunit 7 
TBP   TATA‐box binding protein 
TE   Tris EDTA buffer 
TES  transcription end site 
TFIIB/F/E/H  transcription factor II subunits B/F/E/H 
Thr  threonine 
TSS  transcription starting site 
TTS  transcription termination site 
Tyr  tyrosine 
ub  ubiquitinyl 
UV  ultraviolet 
WB  western blot 
WCP   whole chromosome paint 
wt   wild‐type 
Y  tyrosine 
μm  micro meter 
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1.  Introduction 
 
The human genome is estimated to have ~25,000 protein coding genes, which are 
distributed among 23 chromosomes and comprising a total of ~2‐3m of DNA sequence 
(Consortium, 2004; Alberts, 2002). Tight regulation of gene expression ensures proper 
activation or repression of genes and is a pre‐requisite for appropriate cellular function. 
At the chromatin level, binding of transcription factors, RNA polymerase II (RNAPII) and 
histone modifiers control the expression of genes. Gene regulation occurs at multiple 
levels, involving contacts between far‐distant chromatin elements, wrapping of chromatin 
around nucleosomes and the spatial positioning of chromosomes in the three‐
dimensional (3D) nuclear space (Babu et al., 2008). Here I will review mechanisms of gene 
regulation at the local and large‐scale levels and how these mechanisms might be 
disrupted in disease. 
 
1.1  Gene regulation 
In multicellular organisms, the DNA in all cell types is identical. Regulation of gene 
expression ensures that specialized gene expression programs required for each 
differentiated cell type are maintained. Changes in expression also occur during cell cycle 
or adaptation to changes in the environment. Gene expression requires gene 
transcription, in which an RNA copy of the DNA sequence is produced, before translation 
into a functional protein molecule. Gene regulation mechanisms can occur either at the 
transcription, transport or translational levels (Halbeisen et al., 2008). 
 
1.1.1  Epigenetic modifications, chromatin remodelers and transcription factors 
The first step of transcription is the binding of the transcription machinery (transcription 
factors, RNA Polymerase, activators and repressors) to gene promoters. DNA is wrapped 
inside the nucleus around histone proteins, in structures called nucleosomes. A 
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nucleosome consists of ~145bp of DNA wrapped around the histone octamer, comprising 
two copies of histone H2A, H2B, H3 and H4. Histone tails protrude from the nucleosome 
structure and undergo extensive post‐translational modifications that regulate chromatin 
structure and function (Kouzarides, 2007). 
 
Chromatin modifiers change the chromatin structure to a more open or closed 
conformation by post‐translational modification of histone tails (e.g. methylation, 
acetylation, phosphorylation, ubiquitination). Some histone modifications are associated 
with transcription, and more ‘open’ chromatin, whereas other modifications are 
associated with repression and chromatin compaction. For example, methylation of 
histones gives rise to a more tightly bound chromatin whereas acetylation to a more 
loose chromatin conformation resulting in repression and transcription activation, 
respectively (Kouzarides, 2007). Histone modifications give rise to a regulatory “histone 
code” that is recognized by, and recruits, transcription machinery proteins, controlling 
gene expression states. Other chromatin remodelers (e.g. SWI/SNF complex) have been 
implicated in repositioning of nucleosomes along the chromatin fiber thereby regulating 
gene expression (Peterson, 2002). 
 
Open promoter regions enable the binding of transcription factors, which thereby 
facilitate the recruitment of RNA Polymerase II (RNAPII). In general, at TATA‐box 
containing promoters, TBP (TATA Binding Protein, component of TFIID) is the first 
transcription factor that binds DNA followed sequentially by other general transcription 
factors (TFIIB/F/E/H) and RNAPII, assembling a pre‐initiation complex (PIC) (Lee and 
Young, 2000). Bridging the general transcription factors and RNAPII is the Mediator, a 
large complex of more than 20 subunits that stabilizes the PIC and results in 
conformational changes to RNAPII (Cai et al., 2012). The mediator complex is also thought 
to facilitate RNAPII C‐terminal domain phosphorylation (Kim et al., 1994). At TATA‐less 
promoters, TBP binding is mediated by TBP‐Associated Factors, TAFs (Smale and 
Baltimore, 1989; Verrijzer et al., 1995). Moreover, gene‐specific activators or repressors 
are sequestered to promoter regions to regulate gene expression of specialized gene 
expression programs. 
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As well as histone modifications, the DNA sequence can also be directly modified, 
regulating gene expression. Methylation of cytosines in the DNA, typically in a CpG 
dinucleotide sequence, is the most understood DNA modification and is associated with 
gene silencing (Suzuki and Bird, 2008). Methylation is thought to prevent the binding of 
positive transcription machinery proteins and instead enhances the binding of chromatin 
remodelers that induce a compact chromatin conformation and hence, gene repression. 
 
1.1.2  Genomic Context 
At the local chromatin level, binding of the transcription machinery is ultimately the 
driving force for transcription to occur. Transcription machinery proteins are found not 
only at promoter regions but also at apparently naked DNA sequences away from gene 
promoters. Cross‐talk between distal DNA elements, for example, enhancers with 
promoters, is necessary in some instances to induce gene expression. Promoter 
interactions with distal elements adds additional layers of complexity to gene regulation 
where changes in 3D chromatin conformation can result in contact between elements 
separated by large linear distances along the DNA sequence allowing gene activation. 
DNA looping is thought to be the mechanism behind these interactions (Gibcus and 
Dekker, 2012). The PIC complex can also be formed at enhancers, together with RNAPII, 
and placed at promoters through interactions of both elements (Szutorisz et al., 2005). 
 
In addition to DNA interactions between regulatory elements and with transcription 
machinery, genomic location also influences the transcription state of a gene. Genes can 
be grouped according to their role (example, Hox genes Hurst et al., 2004), their 
expression levels (Spellman and Rubin, 2002; Versteeg et al., 2003), or their association 
with other nuclear landmarks (e.g., Lamina associated domains, Guelen et al., 2008). 
Interestingly, highly expressed genes cluster in gene‐rich regions in comparison to lowly 
expressed genes, suggesting shared mechanisms of regulation for active transcription 
(Versteeg et al., 2003). 
 
Expression of genes also seems to be correlated with information embedded within the 
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DNA sequence, such as number of introns, GC content or presence of repeat elements 
(mobile/transposable elements). Low GC content, long introns and LINEs (long 
interspersed nuclear elements) are usually associated with regions containing low 
expressed genes (Versteeg et al., 2003). Conversely, highly expressed regions contain high 
GC content, smaller introns and SINE (short interspersed nuclear element) repeats. 
Insertion or deletion of a transposable element around a gene will result in altered 
expression status (Han et al., 2004). 
 
Another marker of active transcription seems to be the methylation status of promoter 
regions abundant in CG dinucleotides. Active genes contain higher content of 
unmethylated CpG islands and are characterized by a more permissive chromatin (Weber 
et al., 2007), requiring the action of fewer chromatin remodelers to initiate the process of 
transcription (Ramirez‐Carrozzi et al., 2009).  
 
1.1.3  Chromosome Organisation and Nuclear Architecture 
At a chromatin level, the DNA sequence serves as a platform for the binding of 
transcription machinery. Interactions between DNA elements and other nuclear 
landmarks induce folding of chromatin, implicating the 3D nuclear landscape in 
transcription regulation. DNA interactions and chromatin‐protein interactions result in 
nuclear compartmentalisation of genes that influence their transcriptional status. An 
example is that of heterochromatin and euchromatin, where in general terms the first is 
attached at the nuclear lamina or nucleolar periphery (repressive compartments) and the 
latter occupies a more central position allowing efficient transcription. This pattern 
prevails in eukaryotic nuclei and was found to be inverted in the nuclei of nocturnal 
mouse rod photoreceptors (Solovei et al., 2009). 
 
Increasing evidence suggests that chromatin and nuclear compartments are non‐
randomly distributed in the nucleus, imposing features of self‐organisation that have 
implications in the transcriptional status of genes. Here I will discuss how transcriptional 
outcomes relate with localization of genes relative to specific nuclear subcompartments 
including chromosome territories, transcription factories, splicing speckles, polycomb , 
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PML (Promyelocytic Leukemia nuclear bodies) and Cajal bodies and lamina associations, 
(summarized in Figure 1.1; adapted from Ferrai et al., 2010a). 
 
 
Figure  1.1.  Nuclear  sub‐compartments  (Adapted  from  Ferrai  et  al.  2010a).  An  illustration  of  the 
mammalian cell nucleus showing nuclear domains and features of gene positioning (orange bar) that have 
been  identified  thus  far.  The  nuclear  positioning  of  genes  and  their  associations  with  different  nuclear 
landmarks are implicated in gene activation and gene repression as discussed in the text. DNA counterstain 
in  blue  where  applicable.  Splicing  speckles:  The  C3/C4  genomic  region  of  murine  chromosome  8  (red) 
associates with splicing speckles (green) in fetal liver cells (Noordermee et al. 2008). PcG bodies: Bxd gene 
(red) positioned at PcG bodies (green) in the posterior part of wild‐type stage 5‐8 hour Drosophila embryos 
examined  by  2D‐FISH  (Lanzuolo  et  al.,  2007).  Chromosome  intermingling:  Intermingling  between 
chromosomes 5  (green) and 7  (red)  in human  lymphocytes  (Branco et al. 2006). Chromosome territories: 
uPA locus (green) is positioned inside of its chromosome territory (CT; chromosome 10, red) in HepG2 cells 
(Ferrai et al. 2010). Nuclear  lamina:  Igh  locus  (green)  interaction with the nuclear  lamina (LMNB1, red)  in 
NIH3T3 (Reddy et al., 2008). PML bodies: MHCII  region (red)  is proximal  to PML bodies  (green)  in control 
fibroblasts  (Shiels  et  al.,  2001).  Cajal  bodies:  Simultaneous  hybridization  of  RNU1,  RNU2,  RNU3,  RNU7, 
RNU12, HIST1 and HIST2 loci show several simultaneous gene interactions with Cajal bodies (red) (Frey et 
al., 1999). RNAPII factories: Association of hCD2 transgenes with RNAPII‐S2p in T cells from hCD2 transgenic 
mouse line 1.3B (SQ Xie, R Festenstein, A Pombo, unpubl.).  
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Chromosome Territories 
Chromosomes occupy non‐random positions inside the nuclei, establishing discrete 
territories named chromosome territories (CTs). The preferential positioning of 
chromosomes is tissue specific and organized according to gene density in proliferating 
cells. Gene‐rich chromosomes occupy more central positions than gene‐poor 
chromosomes, usually more peripheral located. In non‐proliferative cells chromosomes 
are distributed according to their size, larger chromosomes at the periphery (Mehta et al., 
2007). However, CT distribution can undergo rearrangements. For example, they can 
dynamically reposition during cell cycle (Bridger et al., 2000) or differentiation (Casolari et 
al., 2005; Foster et al., 2005; Kim et al., 2004b; Kuroda et al., 2004; Panning and Gilbert, 
2005; Parada et al., 2004; Szczerbal et al., 2009). 
 
Mobility of sub‐chromosomal regions or single loci within the CT also correlates with 
changes in gene expression. Gene looping out of their own CT has been correlated with 
gene activation, for example in the case of MHCII (major histocompatibility complex 2), 
EDC (epidermal differenciation complex), Hox cluster or the uPa gene (urokinase‐type 
plasminogen activator) (Chambeyron and Bickmore, 2004; Ferrai et al., 2010b; Volpi et al., 
2000; Williams et al., 2006). However, looping is not necessary for activation and a 
number of genes are functionally active inside their own CT (Ferrai et al. 2010), correlated 
with the presence of active RNAPII throughout the volume of CTs (Abranches et al., 1998; 
Branco and Pombo, 2006; Verschure et al., 1999). The functional relevance of gene 
looping out of CTs is still not understood, but it may favour associations with other 
genomic regions or nuclear landmarks, such as transcription factories or the nuclear 
lamina. 
 
Transcription factories 
Transcription factories are areas with high concentration of active RNA polymerase II 
complexes and are thought to facilitate transcription of genes in specialized nuclear 
compartments. The nucleolus, for example, is a highly specialized nuclear domain where 
transcription of the multicopy 45S ribosomal RNA genes is mediated by RNA Polymerase I 
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(RNAPI). The nucleolus is highly organized and RNAPI foci are concentrated in fibrillar 
centres or RNAPI transcription factories, from which 45S nascent transcripts emanate 
(Cmarko et al., 2000; Raska et al., 2006). HeLa cells are estimated to have ~30 RNAPI 
factories, each with ~500 RNAPI molecules and ~4 active rRNA genes (Martin and Pombo, 
2003).  
 
The other RNA polymerases (RNAPII and III) are nucleoplasmic and accumulate in much 
smaller foci containing 5‐10 molecules (Martin and Pombo, 2003; Pombo et al., 1999). 
Transcription events in transcription factories are thought to occur through sliding of the 
DNA through the clustered polymerases whereas the polymerase stays transiently 
immobile (Cook, 1999). 
 
Labeling of nascent transcripts reveals a discrete pattern of distribution (Jackson et al., 
1993; Wansink et al., 1993), which frequently co‐localises with the active form of RNAPII, 
Ser2P (Grande et al., 1997; Pombo et al., 1999; Zeng et al., 1997). Moreover, the 
existence of specialized transcription factories has been suggested, which may play an 
important role in efficiently transcribing sub‐classes of genes with similar functions. For 
example, the transcription factor Klf1 is present at a subset of transcription factories 
where Klf1‐regulated genes were identified (Rajapakse and Groudine, 2011). 
 
Splicing speckles 
Splicing speckles are nucleoplasmic bodies of 0.5‐3 μm in diameter involved in splicing of 
pre‐mRNAs. They are enriched for components of the splicing machinery, polyA+ RNA and 
also other transcription‐related proteins (RNAPII and CDK9) (Hall et al., 2006; Herrmann 
and Mancini, 2001). Gene activity has been associated with splicing speckles as they are 
thought to facilitate mRNA processing, especially for genes with complex splicing 
reactions. For example, splicing speckles have been found associated with the highly 
active globin genes (Brown et al. 2008), and with R‐bands (gene‐rich regions) when 
compared to gene‐poor G bands (Shopland et al., 2003). 
In addition, splicing speckles are shared between muscle‐specific genes in human 
differentiated myotubes (myf‐4 and cMyHC; Moen et al., 2004) as well as human 
erythroid‐specific genes (α‐ and β‐globin, Eraf, Slc4a1 and Gata1 Brown et al., 2008). As in 
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transcription factories, co‐association of genes in the same speckle might facilitate mRNA 
production of genes with similar functions or those where expression is required within a 
given time frame. 
 
Polycomb bodies 
Polycomb‐group (PcG) proteins exert a repressive function on their target genes through 
post‐translational modifications of histone tails that lead to a more closed chromatin 
conformation. There are two major Polycomb protein complexes, Polycomb repressive 
complex 1 (PRC1) and Polycomb repressive complex 2 (PRC2), which have histone 
ubiquitination and methylation activities, respectively (Schwartz and Pirrotta, 2008). 
 
Polycomb‐mediated repression was discovered in Drosophila when the Hox gene cluster, 
important for body patterning during embryonic development, was found to be regulated 
by these proteins (Schuettengruber et al., 2007). The Drosophila Hox genes are organized 
in two clusters, the anterior (Antennapedia) and the posterior (Bithorax) clusters 
separated by 10Mb in the same chromosome arm. These genes share the same Polycomb 
body in tissues where they are co‐regulated (Bantignies et al., 2011; Grimaud et al., 2006; 
Lanzuolo et al., 2007). Genome‐wide studies have identified long‐range 
intrachromosomal contacts between PRC target genes suggesting that PcG proteins 
mediate silencing by sequestering genes to specific compartments (Bantignies et al., 
2011; Tolhuis et al., 2011). Moreover, there are fewer Polycomb foci than Polycomb 
regulated genes, suggesting that PRC genes come together to be regulated. The number 
of foci can range from ~100 small foci which are highly concentrated into two or three 
areas of the nucleus (human fetal lung fibroblast MRC‐5 cells) to two bigger foci (human 
sarcoma HT1080 cells) (Saurin et al., 1998). Although the number of polycomb bodies is 
not known in mouse ES cells, they have more than 4000 PRC‐target genes (Brookes et al., 
2012). Polycomb bodies are fewer and larger in embryonic stem cells becoming more 
numerous and dispersed upon differentiation (Ren et al., 2008). 
 
Nuclear lamina 
The nuclear lamina is an essential compartment for the assembly of the cell nuclei and 
defines nuclear shape and size. It includes type V intermediate filament proteins called 
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lamins (Lamin A and B), emerin, lamina associated proteins (eg LAP2β) and lamin B 
receptor that, through interactions with chromatin, are thought to play an essential role 
in nuclear organization (Gruenbaum et al., 2000). 
 
Chromatin associations with the lamina have been extensively demonstrated. Lamina‐
associated domains (LADs) are regions covering up to 10Mb of genomic sequence, usually 
populated by silent heterochromatin (reviewed in Kind and van Steensel, 2010). In human 
fibroblasts, around 1300 of these regions are found, covering a large percentage of the 
genome (Guelen et al., 2008). De novo tethering of genomic regions to the lamina results 
in the repression of some, but not all genes, suggesting that association with lamina in 
many instances is important but does not solely determine expression where other 
factors (eg. genomic context, regulatory sequences) may play a more deterministic role 
on the gene expression status of genes (Finlan et al., 2008; Kumaran and Spector, 2008; 
Reddy et al., 2008). The mechanism behind lamina repression is largely unknown but the 
presence of hypoacetylated histones, other negative histone markers (H3K9me2 and 
H3K27me3), and depletion of RNAPII and positive histone modifications is thought to be 
related (Kind and van Steensel). Methylated H3K9 is responsible for the recruitment of 
the HP1 protein, involved in heterochromatin formation and thereby transcription 
repression (Richards and Elgin, 2002). Indeed, nuclear envelope components interact 
directly with histone deacetylases, LAP2β and Emerin, and HP1 protein (LBR) suggesting a 
direct role for transcription repression at the lamina (Kind and van Steensel, 2010). 
 
Although, in general, nuclear lamina is a repressive compartment, nuclear pores have 
been suggested to positively regulate gene expression in order to facilitate mRNA 
transport. Nucleoporin‐associated regions (NARs) are enriched for the positive histone 
mark H4K16 acetylation and RNAPII (Vaquerizas et al., 2010). In drosophila, NARs span 
smaller chromatin regions than LADs, 10‐500 kb (Vaquerizas et al., 2010). The existence of 
actively transcribed regions at nuclear lamina could possibly explain the positive 
regulation of artificially tethered genes to the lamina. 
 
PML and Cajal bodies 
Cajal  bodies  are  nucleoplasmic  structures,  typically  1‐6  per  nucleus,  with  diameters  of 
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0.1‐1 µm, commonly associated with the nucleoli (Gall, 2003). They are primarily involved 
in  the  biogenesis  of  several  classes  of  spliceosomal  small  nuclear  ribonucleoprotein 
particles (snRNPs) and are enriched in RNAP subunits, specific basal transcription factors, 
and RNA processing factors.  
PML  bodies  are  nuclear  multiprotein  domains,  (5‐30  per  nucleus),  enriched  for  the 
promyelocytic leukemia (PML) protein, with diameters between 0.1‐1.0 µm that can vary 
in relation to the cell cycle stage and cell type (Bernardi and Pandolfi, 2007). PML bodies 
contain many proteins and have been  implicated  in multiple  regulatory pathways,  from 
the  control  of  cell  proliferation  to DNA  repair  or  apoptosis,  and  in  viral  infection.  PML 
bodies  are  thought  to  associate  with  genomic  regions  of  high  transcriptional  activity 
(Wang  et  al.,  2004b).  However,  detection  of  active  alleles  by  RNA‐FISH  revealed  that 
transcriptional  activity  is  independent  of  gene  association  with  PML  bodies,  and  PML 
knock‐down  does  not  alter  transcription  levels  (Wang  et  al.,  2004b),  suggesting  that 
expression does not require association with PML bodies. 
 
1.2  RNAPII 
In Eukaryotes, three nuclear RNA polymerases are responsible for transcribing specific 
classes of genes. RNAPI is found at the nucleolus and is responsible for the transcription 
of the 45S gene, which generates a single transcript encoding for the ribosomal RNAs 28S, 
18S and 5.5S. RNAPIII is nucleoplasmic and transcribes tRNAs, 5S rRNA, the spliceosomal 
U6 small nuclear RNA as well as other small RNAs. RNAPII is found at the nucleoplasm and 
transcribes protein‐coding genes and other types of small nuclear RNAs, long non‐coding 
RNAs, and microRNAs. RNAPI, II and III contain 14, 12 and 17 subunits, respectively, some 
shared between the three complexes. Chloroplasts and mitochondria also contain RNAP 
like proteins. 
 
1.2.1  Subunits and structure 
RNAPII contains 12 subunits (Rpb1‐12), the largest being Rpb1. Together with the second 
largest subunit, Rpb2, Rpb1 is at the centre of the RNAPII complex (Cramer et al., 2001; 
Wild and Cramer, 2012). Rpb5/6/8 bind to Rpb1 whereas Rpb9 binds to Rpb2. 
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Rpb3/10/11 and 12 form another subcomplex. Research suggests that RNAPII complex is 
formed in the cytoplasm with the assembly of the Rpb3 subcomplex followed by the Rpb2 
subcomplex and finally by the Rpb1, Figure 1.2 (Wild and Cramer, 2012). Rpb1/2/3/11 
and 6 are highly conserved between species and homologous to the polymerase subunits 
found in bacteria (β0, β, α, α and ϖ, respectively) (Vassylyev et al., 2002), Figure 1.2. In 
bacteria, RNAP assembly starts with the formation of the αα complex, which then 
interacts with the β and finally with the β0 and ϖ subunits, which functions as a complex 
stabilizer (Minakhin et al., 2001). 
 
 
 
Figure  1.2.  RNAPII  putative  assembly. Rpb3  subcomplex  is  firstly  assembled  followed by  the  association 
with the Rpb2 subcomplex and subsequently with the Rpb1 subcomplex. Fully assembled RNAPII is depicted 
on the last diagram. Colored subunits have homologs in bacteria RNAPII. Adapted from (Wild and Cramer, 
2012). 
 
 
1.2.2  CTD modification 
Regulation of RNAPII occurs through post‐translational modifications on the C‐terminal 
domain (CTD) of its largest subunit, Rpb1. The CTD consists of multiple tandem 
heptapeptide repeats of the consensus sequence Tyr1‐Ser2‐Pro3‐Thr4‐Ser5‐Pro6‐Ser7 . 
The number of repeats correlates with organism complexity. The mammalian CTD 
consists of 52 repeats, Drosophila has 44 and yeast 26‐27 (Chapman et al., 2008). CTD 
post‐translational modifications (PTM’s) serve as a platform for the recruitment of RNAPII 
mediated transcription machinery such as RNA processing machinery or chromatin 
remodelers (Brookes and Pombo, 2012). PTM’s identified on the CTD of RNAPII include 
phosphorylation, isomerization, glycosylation and methylation. In each step of the 
transcription cycle, which includes initiation, elongation and termination, PTM’s occurring 
at the CTD act as a code for the recruitment of proteins that integrate transcription with 
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productive mRNA synthesis. 
 
1.2.3  CTD phosphorylations 
CTD Serine 5 phosphorylation 
RNAPII is recruited to promoters in an unphosphorylated state. Upon PIC formation, it 
becomes phosphorylated on the Serine 5 residue. The kinase responsible for this 
modification is Cdk7, which is integrated in the TFIIH complex as a partner of Cyclin H (Lu 
et al., 1992). Consistently, TFIIH binding pattern on active genes resembles that of Serine 
5 (Komarnitsky et al., 2000). Phosphorylation of Serine 5 residues leads to the dissociation 
of the Mediator from the PIC and is accompanied by RNAPII release from the promoter 
into productive elongation (Sogaard and Svejstrup, 2007). After polymerization of a few 
nucleotides, transcription can be aborted due to instability of the RNAPII complex. 
Negative elongation factors can pause transcription by disrupting the transition from 
initiation to elongation. 
 
Phosphorylation of Serine 5 residues prior to PIC assembly has been associated with 
repression. CDK8, a kinase belonging to the mediator complex, has been proposed to 
phosphorylate the CTD of RNAPII and also cyclin H, inactivating the TFIIH complex 
(Akoulitchev et al., 2000). Under stress conditions, serine 5 can be phosphorylated by 
ERK‐type kinases, of which there are two major signalling kinases that respond to growth 
factors, cytokines, viral infection and have been implicated in cancer (Bonnet et al., 1999). 
 
Serine 5 phosphorylation is detected throughout the coding regions of genes, albeit at 
lower levels to those detected at promoters, with an increase at the TTS (Brookes et al., 
2012; Glover‐Cutter et al., 2009). This is consistent with the presence of TFIIH at the 3’ 
end of genes and recent roles of Cdk7 in transcription termination (Glover‐Cutter et al., 
2009). Fluctuations of serine 5 phosphorylation levels suggest the presence of 
phosphatases throughout the transcription cycle. Up to now two phosphatases have been 
shown to target Ser5P, Ssu72 and Rtr1, but their exact roles remain inconclusive (Mosley 
et al., 2009; Reyes‐Reyes and Hampsey, 2007). In addition, small CTD phosphatases 
(SCP1‐3) have been implicated as key regulators of REST‐target genes, suggesting that 
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other phosphatases may play more specific roles in different gene classes (Zhang et al., 
2006). 
 
CTD Serine 2 phosphorylation 
RNAPII elongation coincides with phosphorylation of Serine 2, downstream of the TSS. P‐
TEFb mediates phosphorylation of RNAPII Ser2 residues as well as of the negative 
elongation factors DSIF and NELF. Phosphorylation results in release of NELF from the 
RNAPII complex (Yamada et al., 2006).  
 
The P‐TEFb complex is composed of CDK9 and cyclin T1/T2 or K. The complex can be 
found in two forms, an active (associated with chromatin) and a repressive form. In the 
inactive form, P‐TEFb is sequestered to the 7SK snRNP/Hexim complex and its kinase and 
transcriptional activity are repressed (Chen et al., 2004; Yang et al., 2001; Yik et al., 2003). 
 
P‐TEFb recruitment depends on different factors. P‐TEFb preferentially binds to modified 
Serine 7 P residues (Czudnochowski et al., 2012). Transcription associated proteins, such 
as the transcription factor c‐Myc (Rahl et al., 2010) or the bromodomain protein Brd4 
have also been implicated in P‐TEFb recruitment (Yang et al., 2005). Brd4 is thought to 
recognize positive histone acetylation marks at gene promoters and associates with the 
Mediator complex resulting in P‐TEFb recruitment (Chiang, 2009). More recently, BRD4 
has been implicated as a Serine 2 kinase, suggesting a role as a regulator of transcription 
elongation (Devaiah et al., 2012). 
 
Serine 2 phosphorylation integrates transcription elongation with the recruitment of RNA 
processing factors, such as splicing factors and 3’ end processing proteins (Ahn et al., 
2004; Kornblihtt et al., 2004; Proudfoot et al., 2002). Furthermore, H3K36me3 a mark 
linked with Serine 2 phosphorylation, has also been implicated in positive regulation of 
mRNA processing, for example in the regulation of splicing events (Kolasinska‐Zwierz et 
al., 2009; Luco et al., 2010). 
 
Serine 2 phosphorylated RNAPII is detected at coding regions and 3’ end of genes. Its 
removal after the transcription termination site (TTS) requires the phosphatase FCP1, 
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ensuring dephosphorylation and recycling of RNAPII prior to re‐initiation of a new 
transcription cycle (Cho et al., 2001). 
 
CTD Serine 7 phosphorylation 
Phosphorylation of Serine 7 residues is one of the most recently identified modifications 
present on the RNAPII CTD. Its role is still not understood but is thought to mediate 
transition between transcription initiation (marked by the presence of Ser5P) and 
elongation (Ser2P). In support of a role in regulating elongation, the Ser2 kinase P‐TEFb 
preferentially binds to the RNAPII CTD when it is Ser7P (Czudnochowski et al., 2012). 
Ser7P primarily associates with promoters extending into coding regions and peaking 
after the 3’end of active genes in mouse and human ES cells (Brookes et al., 2012; 
Chapman et al., 2007).  
 
Similarly to Ser5P, Ser7P is mediated by Cdk7 (Akhtar et al., 2009; Glover‐Cutter et al., 
2009). This is consistent with its presence at gene promoters. P‐TEFb kinase, Cdk9 
(mammals) and Bur1 (yeast), is also able to phosphorylate Ser7 in vitro (Akhtar et al., 
2009; Glover‐Cutter et al., 2009). Ser7P has been implicated in 3’ processing of small 
nuclear RNAs (snRNAs), suggesting a role in the regulation of specific sets of genes (Egloff 
et al., 2010). In yeast, the presence of Ser7P at 5’ splice sites of active genes indicates a 
possible role in co‐transcriptional splicing (Kim et al., 2010). 
 
Additional CTD post‐translational modifications 
All CTD residues have the potential to be post‐translationally modified. Other CTD PTMs 
include phosphorylation, glycosylation, isomerisation and methylation, the latter in the 
CTD of some organisms, such as vertebrates, containing arginine or lysines. 
Phosphorylation of Tyr1 (Tyrosine 1) and Thr4 (Threonine 4), and methylation of Arginine 
have been described (Baskaran et al., 1993; Sims et al., 2011; Zhang and Corden, 1991). 
Although the functions of Tyr1P and Thr4P are yet to be explored, their presence at 
coding regions has suggested a role in transcription (Hintermair et al., 2012; Mayer et al., 
2012). Thr4 can be phosphorylated by Polo‐like kinase 3 (Plk3) in mammalian cells 
whereas Tyr1 is thought to be phosphorylated by CDK9 (Hintermair et al., 2012; Hsin et al., 
2011). 
    1. Introduction 
  32 
 
Glycosylation can occur at both serine and threonine residues of the CTD and can result in 
conformational changes in RNAPII (Comer and Hart, 2001; Kelly et al., 1993; Simanek, 
1998). In addition, the modification has been linked to RNAPII storage and negative 
regulation of RNAPII recruitment to promoters, raising the possibility for a repressive role 
in transcription (Comer and Hart, 2001; Kelly et al., 1993). 
 
Isomerisation of the proline residues can alter CTD folding and therefore obscure target 
residues for PTMs (Lu and Zhou, 2007). The isomerase Pin1 is responsible for the 
conversion of prolines from cis‐trans and is thought to regulate RNAPII phosphorylation 
with possible roles in RNA processing (Hani et al., 1999), termination of small non‐coding 
RNAs (ncRNAs , Singh et al., 2009) and transcription initiation (Krishnamurthy et al., 2009; 
Xu and Manley, 2007). 
 
Methylation of a single arginine residue, present at the non‐consensus region of the CTD, 
has been demonstrated in human cells (Sims et al., 2011). Arginine methylation is 
deposited by Carm1 and has implications in snRNA and small nucleolar (snoRNA) 
regulation. 
 
Ubiquitination in a non‐consensus lysine residue of the CTD by WWP2 has been shown to 
regulate Rpb1 levels in mouse pluripotent cells (Li et al., 2007). 
 
1.2.4  RNAPII modification during the transcription cycle 
RNAPII serves as a platform for the recruitment of mRNA processing through PTMs 
occurring at its CTD. The presence of combinations of RNAPII PTMs throughout the 
transcription cycle have given rise to the idea of an RNAPII ‘CTD code’ (Buratowsky 2003). 
Production of mRNA requires interplay between many transcription related proteins and 
is regulated throughout the transcription cycle. The transcription cycle includes three 
stages, initiation, elongation and termination. Checkpoints performed during these stages 
can induce RNAPII arrest and prevent productive elongation.  
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1.2.4.1 Active Transcription Cycle 
The recruitment of RNAPII requires general transcription factors and Mediator. RNAPII 
binds promoters in a hypophosphorylated state, forming the PIC complex. Initiation 
occurs with phosphorylation of Ser5 residues and escape of RNAPII from the promoter 
(Komarnitsky et al., 2000). As RNAPII moves along the first nucleotides (2‐10 nt), 
transcription can be aborted due to instability of the complex. RNAPII can stall further 
downstream, within the first 25‐50 nucleotides (Figure 1.3 A top cycle). RNAPII pausing is 
regulated by the negative factors, NELF and DSIF. 
 
Serine 5 phosphorylation induces the recruitment of the histone methyltransferase Set1, 
resulting in the trimethylation of H3K4, and of the capping enzyme (CE) that adds the 
m7G cap to the recently transcribed nascent transcript (Krogan et al., 2003). Hence, 
H3K4me3 profiles resemble that of Ser5P occupancy profiles (Figure 1.3 B). Association of 
P‐TEFb with RNAPII results in Serine 2 phosphorylation and RNAPII elongation (Figure 1.3 
A). P‐TEFb phosphorylates NELF, which induces its dissociation from the RNAPII complex, 
and DSIF, which is thought to accompany RNAPII through elongation (Yamada et al., 
2006). Serine 2 phosphorylation induces the recruitment of the histone methyltransferase 
Set2, which trimethylates histone H3K36, and splicing factors (Kornblihtt et al., 2004; 
Krogan et al., 2003) (Figure 1.3 B). As RNAPII transcribes along the gene, RNA is 
synthesized and RNA processing occurs co‐transcriptionally. Serine 5 is also found during 
RNAPII elongation, albeit at lower levels to those found at promoter regions (Brookes et 
al., 2012). 
 
After the termination site, there is an increase of Serine 5 and Serine 2 phosphorylation 
(Brookes et al., 2012), thought to help the recruitment of polyadenylated machinery that 
will protect the end of the transcript from degradation after release (Brookes et al., 2012; 
Kim et al., 2004a; Licatalosi et al., 2002). Termination is associated with dissociation of 
RNAPII from the DNA template, which could be due to CTD modifications or 
destabilization of the complex. Recycling of RNAPII requires the action of phosphatases to 
produce an unphosphorylated molecule for the start of a new transcription cycle (Cho et 
al., 2001). 
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Figure  1.3.  Active  transcription  cycle  of  RNAPII. A) RNAPII  is  recruited  in a hypophosphorylated state  to 
gene promoters where it becomes phosphorylated on Serine 5 by TFIIH. Within the first 5‐10 nucleotides, 
the  transcription  cycle  can  be  aborted.  Pausing  occurs  within  50bp  of  the  transcription  start  site  and 
involves  the  action  of  negative  factors.  Phosphorylation  of  Serine  2  coincides with  the  release  of  RNAPII 
from promoter regions  into elongation through coding regions. Termination results  in RNAPII dissociation 
from  the  DNA  template,  with  the  aid  of  phosphatases,  and  the  transcript  release.  Hypophosphorylated 
RNAPII is free to begin a new transcription cycle. B) Occupancy profiles for RNAPII, Ser5P (blue) and Ser2P 
(pink),  and  the  respectively  mediated  histone  markers,  H3K4me3  (yellow)  and  H3K36me3  (green).  TSS, 
transcription start site; TES, transcription end site. Adapted from (Brookes and Pombo, 2009). 
 
1.2.4.2  Promoter‐proximal pausing  
RNAPII accumulation can occur within the first 25‐50 nucleotides, where it is held in check 
prior to elongation, a phenomenon known as promoter‐proximal pausing. Pausing was 
discovered at heat shock genes in Drosophila, where heat shock releases RNAPII from 
pausing and inducing transcription (Gilmour and Lis, 1986). RNAPII is restrained by the 
action of negative factors NELF and DSIF (Yamada et al., 2006). P‐TEFb kinase activity is 
required for the release of RNAPII into productive elongation through phosphorylation of 
RNAPII Ser2 residues, NELF and DSIF. Upon phosphorylation, NELF dissociates from the 
DNA template, whereas DSIF stays with RNAPII, where it may act as an elongation factor. 
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More recently, genome‐wide studies broaden the spectrum of genes affected by pausing. 
Pausing has been associated with active and inactive genes in Drosophila (Muse et al., 
2007; Zeitlinger et al., 2007), mouse (Rahl et al., 2010) and human, pointing out a general 
mechanism of gene control (Guenther et al., 2007). 
 
1.3  Polycomb repression and RNAPII 
Polycomb group (PcG) proteins were first described in Drosophila as being critical in the 
silencing of Hox genes in developmental stages where their expression is not required 
(Breiling et al., 2001). Gene repression through PcG proteins has been extended to plants 
and mammals. In mammals, PcG proteins are found in two complexes, PRC1 and PRC2 
(polycomb repressive complexes 1 and 2), exerting roles in maintaining ES cell 
pluripotency and during early development (Boyer et al., 2006). Consistently, knockout of 
polycomb proteins in ES cells leads to differentiation through de‐repression of 
developmental regulator genes (Azuara et al., 2006; Endoh et al., 2008; Jorgensen et al., 
2006; Stock et al., 2007). PcG proteins have the opposite role in plants where they 
promote cell differentiation by suppressing embryonic development (Aichinger et al., 
2009). 
 
1.3.1  Polycomb‐repressive complexes 
Polycomb repressive complexes are thought to promote repression through modulation 
of chromatin structure. In mammals, each PRC complex contains a histone modifier 
enzyme. Ring1B, present in the PRC1 complex, is an ubiquitin E3 ligase that targets the 
lysine 119 on histone H2A (Wang et al., 2004a), whereas Ezh2, present at the PRC2 
complex, catalyzes di and tri‐methylation of the lysine 27 on histone H3 (Cao et al., 2002). 
Apart from Ring1B, the PRC1 complex contains approximately 10 other subunits, 
including several chromodomain containing proteins (CBX2,4,6,7,8), Ring1A and Bmi1. 
Among the core proteins that compose the PRC2 complex are the embryonic ectoderm 
development (Eed), suppressor of zeste 12 (Suz12) and, more recently identified, a 
Jumonji domain containing protein Jarid2 (Herz and Shilatifard, 2010). The PRC2 instigates 
modification on histone H3 lysine 27 by Ezh2, which is recognized by the PRC1 complex 
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that subsequently binds chromatin (Cao et al., 2002). Upon binding to chromatin, PRC1 
mediates ubiquitination of lysine 119 on histone H2A enhancing repression of polycomb‐
regulated genes (Cao et al., 2005). However, PRC1 can be recruited without the presence 
of PRC2. For example, during X inactivation of embryonic stem cells, PRC1 recruitment 
occurs independently of PRC2 (Schoeftner et al., 2006). On the other hand, the presence 
of PRC2 alone has been reported in ES cells (Ku et al., 2008) suggesting that regulation of 
polycomb recruitment is a complex process dependent on gene classes or other factors. 
 
1.3.2  RNAPII and Polycomb‐repressed transcription cycle 
PcG proteins were thought to prevent the binding of transcription machinery to 
promoters, inhibiting PIC formation. However, more recent data has shown that 
transcription machinery can be found at promoters and can extend through coding 
regions of Polycomb target genes (Stock et al., 2007) Brookes et al., 2012). RNAPII 
phosphorylated at Serine 5 can be found at PRC‐target genes (Brookes et al., 2012; Stock 
et al., 2007). This modification is present at promoters and extends through coding region 
of PRC‐target genes in the absence of Ser2P or any other active RNAPII mark. This novel 
form of RNAPII was termed ‘poised’. The mechanisms by which PRC promotes repression 
are still not known but the absence of Ser2P might suggest uncoupling of mRNA 
processing. Interestingly single gene analysis detects similar amounts of RNAPII Ser5P at 
promoters of some active and PRC‐repressed genes (Stock et al., 2007; Brookes et al., 
2012). 
 
‘Bivalent genes’ are characterized by the presence of positive histone marks, associated 
with RNAPII transcription (H3K4me3), and negative histone marks, associated with PRC 
repression (Azuara et al., 2006; Bernstein et al., 2006). A large proportion (50%) of 
bivalent genes are shared between mouse and human ES cells (Sharov and Ko, 2007). 
Bivalency is not restricted to ES cells, it was also found in differentiated systems including 
T cells, NPCs, MEFs, lung fibroblasts and neurons (Barski et al., 2007; Mikkelsen et al., 
2007; Mohn et al., 2008; Pan et al., 2007). Taken together this suggests that bivalency is 
conserved between species and is important in different developmental stages. Indeed, 
the presence of an unusual form of RNAPII at PRC repressed genes may prime them for 
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subsequent activation or repression upon external stimuli or differentiation cues. 
 
1.3.3  Polycomb‐repression at the lamina 
The H3K27me3 repressive histone mark is deposited by the polycomb protein, Ezh2 
(Kuzmichev et al., 2002). Polycomb proteins are thought to bind developmentally 
regulated genes in order to maintain their silent state. Although the PRC‐repressed state 
has also been associated with positive histone marks and RNAPII, maintaining genes in a 
“ready to go” state for activation during early developmental stages (Azuara et al., 2006; 
Bernstein et al., 2006; Brookes et al., 2012), it is not clear how this relates with the 
presence of H3K27me3‐marked chromatin at the lamina. 
 
Interestingly, H3K27me3 has been found largely enriched at the lamina. In human ESCs 
this PRC mediated histone marker is abundant at the lamina (Luo et al., 2009). Upon 
differentiation, H3K27me3 is lost from the periphery becoming similarly distributed to the 
positive histone markers, H3K4me3 and H3K36me3, at the nuclear interior (Luo et al., 
2009). This suggests that the lamina may play an important role in polycomb regulation 
during pluripotency. 
 
Lamina associated domains of H3K27me3 are also apparent in other organisms. As in 
Drosophila, Polycomb proteins regulate developmentally regulated genes in C. elegans. In 
general when transgenes are introduced onto C. elegans, it generates multi copies of 
semi‐stable DNA that concatenate into small chromosome structures. In embryonic nuclei 
of C. elegans, high copy number transgene arrays bind preferentially to the lamina and 
depletion of lamina affects the silencing of these arrays (Towbin et al., 2010). The 
transgene arrays are also characterized by the presence of the heterochromatic marks, 
H3K9me3 and H3K27me3, suggesting that silent chromatin binds the nuclear lamina in a 
Polycomb dependent manner. In addition, in larval tissues of Drosophila, the Fab‐7 
polycomb response element (PRE) from the Bithorax complex preferentially locates at the 
nuclear lamina (Fedorova et al., 2008). 
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1.4  Chromosome organization and nuclear architecture 
Organisation of chromosomes inside the three dimensional nucleus is thought to have 
functional implications. Chromosomes are compartmentalized into discrete territories 
that are cell‐type specific. Although territories are thought to be plastic structures they 
can dynamically reposition, for example during differentiation (Casolari et al., 2005; 
Foster et al., 2005; Kim et al., 2004b; Kuroda et al., 2004; Panning and Gilbert, 2005; 
Parada et al., 2004; Szczerbal et al., 2009), possibly to allow proper activation/repression 
of different gene expression programmes. Therefore, positioning of chromosome 
territories (CTs) towards certain nuclear landmarks (periphery, transcription factories, 
PML bodies) or other chromosome territories, for example for enhancer‐promoter 
interactions, has major implications in transcription. 
 
1.4.1  Chromosome positioning 
Non‐random distribution of chromosomes is often correlated with gene density, with 
gene‐rich chromosomes occupying more central positions than gene‐poor chromosomes. 
This was firstly described in chromosomes 18 and 19, which have similar sizes but 
different gene content, occupying positions in the nuclear accordant with their gene 
content (Croft et al., 1999). Gene‐rich chromosome 19 is centrally located whereas gene‐
poor chromosome 18 is peripherally located. This gene‐density based distribution of 
chromosomes was observed in different cell types and is possibly conserved through 
evolution since it has been shown in primates (Boyle et al., 2001; Tanabe et al., 2002; 
Tanabe et al., 2005). Interestingly, in senescent and quiescent fibroblasts, chromosomes 
are positioned according to their size (Bridger et al., 2000; Meaburn et al., 2007; Mehta et 
al., 2010; Mehta et al., 2007). Size dependent distribution of chromosomes has also been 
observed in other cell types, for example proliferating embryonic fibroblasts and non‐
proliferating neurons (Habermann et al., 2001).  
 
Establishment of chromosomes positions occurs during the early stages of G1, after cells 
undergo mitosis, and are largely maintained throughout cell cycle (Abney et al., 1997; 
Dimitrova and Gilbert, 1999; Thomson et al., 2004; Vazquez et al., 2001; Walter et al., 2003; 
Zink et al., 1998). As mentioned before, exception occurs when cells enter G0 or 
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senescence where chromosomes assume a size‐dependent distribution different from the 
gene‐density distribution observed in a proliferative state (Bridger et al., 2000). 
Quiescence is a state in the cell cycle where cells arrest during G1 phase, usually due to 
lack of nutrients a characteristic that can be artificially induced by serum starvation. 
Chromosome re‐distribution occurs within 15 min of quiescence induction in fibroblasts 
(Mehta et al., 2010). This movement is cell cycle independent, suggesting that the 
mechanisms behind chromosome repositioning during these non‐proliferative states are 
different to that occurring after mitosis. Such rapid movement appears dependent on 
nuclear motor proteins, like myosin and actin. Re‐distribution of chromosomes is 
abolished when actin and/or myosin polymerization and activity are suppressed (Mehta 
et al., 2010).  
 
1.4.2  Chromosome shape and size 
The field of chromosome organisation has focused primarily on the radial distribution of 
chromosomes and its implications in transcription, ageing and disease. However, 
morphology of chromosomes might also have a fundamental role in the regulation of 
gene expression. 
 
Interphase nuclei chromosomes were observed to fold differently depending on specific 
domains with possible impacts on transcription (Dietzel et al., 1998). Additionally, 
chromosome homologues can also assume different morphologies. The inactive and 
active X chromosomes of female human amniotic cells show similar volumes, although 
the active X chromosome has a bigger surface area, possibly to establish interactions with 
proximal nuclear landmarks (Eils et al., 1996). This suggests that active chromosomes 
might be more elongated than inactive chromosomes and that chromosome shape is 
associated with gene activity. Moreover, a study across five chromosomes in mouse B‐
lineage lymphocytes that have different linear sizes but are all gene‐rich show that they 
are highly non‐spherical (Khalil et al., 2007). Non‐spherical chromosomes might also favor 
chromosome intermingling as their surface area is bigger than that of a spherical 
chromosome. The volume of chromosomes also influences intermingling events. During 
PHA activation of lymphocytes there is change in chromosome volumes, which is 
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accompanied by alterations in interactions with neighboring CTs (Branco et al., 2008). 
Chromosome volumes have also been shown to be altered in some diseases, cancer for 
example, where gene expression alterations are a hallmark (Marella et al., 2009). 
 
Using cryoFISH our laboratory were able to show that ~20% of the nuclear volume 
contains intermingled chromatin from neighbouring chromosomes at a resolution of <200 
nm, and that a specific inducible locus, MHCII, can localise within other chromosome 
territories (Branco and Pombo, 2006). This could suggest that translocation events are 
more likely to happen between intermingling chromosomes.  
 
1.4.3  Higher order organisation of the genome in disease and ageing 
Nuclear architecture and chromatin structure are important features for the regulation of 
gene expression, and can be altered in several diseases. Unbalanced levels or mutations 
of lamin proteins or emerin, an integral protein of the nuclear envelope, are linked to a 
group of rare genetic disorders called nuclear envelopathies (Webster et al., 2009). Well 
known nuclear envelopathies such as Hutchinson‐Gilford progeria syndrome (HGPS; 
premature ageing) and Emery‐Dreifuss muscular dystrophy (EDMD) are associated with 
mutations of the lamin A/C or emerin genes and are often characterized by alterations in 
nuclear morphology that affect chromatin organization and which may compromise gene 
expression (Webster et al., 2009). 
 
Studies in primary fibroblasts of several nuclear envelopathies (including HGPS and 
EDMD) show repositioning of chromosomes 13 and 18 towards the nuclear interior 
(Meaburn et al., 2007). Repositioning of chromosome 18 to the nuclear interior and up‐
regulation of expression of genes within this chromosome are also observed after lamin 
B1 knockout in mouse embryonic fibroblasts (Malhas et al., 2007). Aberrant chromosome 
distribution in envelopathies can affect only specific tissues and specific cell lineages 
(Meaburn et al., 2007), as it is not observed in cell types such as cultured lymphoblastoid 
cells derived from patients with emerin and lamin A mutations (Boyle et al., 2001; 
Meaburn et al., 2005). In a patient suffering with dilated cardiomyopathy associated with 
a LMNA mutation, a re‐distribution of chromosome 13 towards the centre was observed 
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together with dysregulation of genes within this chromosome (Mewborn et al., 2010). 
 
Repositioning of genes, small chromatin regions or chromosome territories are also seen 
in other diseases, such as facioscapulohumeral muscular dystrophy (FSHD) (Masny et al., 
2004), immunodeficiency centromeric instability facial anomalities (ICF) (Matarazzo et al., 
2007), epilepsy (Borden and Manuelidis, 1988) or in male factor infertility (Finch et al., 
2008). ICF syndrome is caused by mutations in DNA methyltransferase 3B (DNMT3B) and 
is associated with DNA hypomethylation at specific genomic sites, such as the SYBL1 gene 
promoter which becomes derepressed. Interestingly, in ICF male and female patients, the 
SYBL1 inactive allele (on the Y and inactive X chromosomes, respectively) relocates 
outside of its respective CT, recapitulating the position of the active alleles (Figure 2C) 
(Matarazzo et al., 2007). In females, but not in males, both inactive SYBL1 and its silent 
neighbour SPRY3 loop out from the CT suggesting that the reorganization extends beyond 
the derepressed, hypomethylated gene (Matarazzo et al., 2007).  
 
Altered chromosome positioning has also been associated with numerous types of cancer 
in which altered gene expression patterns lead to malignant transformation of the cell. 
Chronic leukemias are associated with enlarged nuclei in lymphoid cells (Rozycka et al., 
1988). Abnormal relocation of chromosome 18 from the nuclear periphery to the interior 
has been documented in several types of tumor cell lines, including melanoma‐derived 
line, cervix carcinoma, colon carcinoma, Hodgkin‐derived cell line and colon carcinoma 
metastasis cells (Cremer et al., 2003). A radial shift of chromosome 8 and a significant 
change in its shape was observed in pancreatic neoplastic tissue, as well as a radial shift 
of centromeric regions of chromosome 17 and HER2 domains in tumor breast tissues 
(Wiech et al., 2005). Individual gene loci are also repositioned during early tumorigenesis. 
In vitro induction of tumorigenesis in early breast cancer showed altered positioning of a 
set of cancer‐associated genes such as AKT1, BCL2, ERB2 and VEGF loci, although no 
correlation was found between radial redistribution and gene activity level (Figure 2D) 
(Meaburn and Misteli, 2008). The altered positioning of genes has recently been analysed 
in invasive breast cancers towards devising prognosis markers of cancer. Eight genes 
(HES5, ERBB2, MYC, FOSL2, HSP90AA1, AKT1, TGFB3 and CSF1R) were robustly 
repositioned in breast cancer affected patients in comparison to normal tissues (Meaburn 
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et al., 2009).  
 
Changes in chromosome decondensation (or volume) have been observed during 
malignancy. Chromosomes 1, 4 and 16 are larger in malignant breast epithelial cells 
despite the nearly identical nuclear volumes in these two cell lines (Marella et al., 2009). 
 
Chromosomal aberrations are associated with cancer, and well known examples of 
translocations are the t(14;18) in follicular lymphoma, wherein the BCL2 gene on 
chromosome 18 comes under the regulation of the IgH enhancer on chromosome 14 
leading to its over‐expression restraining apoptosis, and the t(8;14) translocation of the c‐
MYC gene on chromosome 8 and the IgH loci on chromosome 14 in Burkitt’s lymphoma 
(Nambiar et al., 2008). The origin of chromosomal rearrangements has been thought as a 
random process, in which a DNA break in one chromosome stochastically rejoins with a 
DNA segment in another chromosome by defective DNA repair. However, recurrent 
translocation partners in specific types of cancer have hinted for a contribution of 
proximal nuclear positioning of the loci involved. First, the extent of intermingling 
between specific pairs of chromosomes correlates with the frequency of translocations 
between the same chromosomes (Branco and Pombo, 2006). Preferential spatial 
proximity of specific pairs of chromosomes which are more likely to translocate in specific 
cell types has also been observed (Roix et al., 2003). Second, close spatial proximity 
between genes from different chromosomes in cells where they are expressed also 
correlates with high frequency of translocation between those genomic loci (Branco and 
Pombo, 2006; Kuroda et al., 2004; Osborne et al., 2007; Roix et al., 2003). More recently, 
studies on anaplastic large cell lymphoma (often associated with t(2;5) translocations) 
and prostate cancer (with frequent translocations between TMPRSS2 and ERG or ETV1) 
have shown a direct correlation between increased gene proximity upon transcription 
induction and higher levels of translocation (Lin et al., 2009; Mani et al., 2009; Mathas et 
al., 2009). These observations strongly support the notion that physical proximity of 
genomic regions within the three‐dimensional nucleus plays a fundamental role in 
predisposing those regions for translocation, influenced by states of gene activity and cell 
type‐specific genome architecture. 
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1.5  Huntington’s Disease 
Huntington’s disease is a neurodegenerative disease caused by an autosomal dominant 
mutation on the Huntingtin (Htt) gene, on chromosome 4 (Butler and Bates, 2006; Myers, 
2004). The mutation consists of an expansion in the number of CAG repeats present on 
the first exon of the Htt gene, which in unaffected people can be as high as 35, and is 
translated into a corresponding polyglutamine stretch (polyQ) which is particularly toxic 
to neurons in the striatal region of the brain (Andres et al., 2008; Myers, 2004). The 
number of CAG repeats reflects on the severity of the disease and the age of onset of 
symptoms (Kehoe et al., 1999). Although the disease is usually asymptomatic until the 
age of 40, large numbers of trinucleotide repeats are associated with early onset (Juvenile 
HD if diagnosed before the 20’s). The symptoms include movement disorders (involuntary 
movements, poor coordination, etc.) but also affects the psychic (short/long term 
memory, dementia, etc.). Although it has low incidence in the average population 
(around 5000 people affected in the UK), it presents very devastating symptoms and no 
treatment has yet been found. 
 
Normal Htt is ubiquitously expressed in every tissue and shows a very widespread sub‐
cellular localisation (nucleus, endoplasmic reticulum, Golgi complex, mitochondria Zhang 
et al., 2008). It has been proposed to play a role in development, apoptosis, neuronal 
gene transcription, synaptic transmission, but the mechanisms behind normal Huntingtin 
function are far from understood (Cattaneo et al., 2005). When mutated, Huntingtin is 
though to exert a gain‐of‐function that is particularly toxic in spiny neurons of the 
striatum (Walker, 2007). In particular, the extended polyglutamine stretch is thought to 
interact with proteins forming aggregates inside the nucleus and impacting their normal 
functions (Sadri‐Vakili et al., 2006). For example, TATA binding protein, CBP (cAMP‐
response element binding protein – CREB binding protein) and Sin3A are transcription 
factors known to be sequestered by mutant Htt (mHtt) aggregates thus instigating 
transcription dysregulation (Boutell et al., 1999; Kazantsev and Hersch, 2007; Sadri‐Vakili 
and Cha, 2006). Studies in vitro using Drosophila as a model system have shown that mHtt 
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binds the acetyltransferase PCAF (P300/CBP‐associated factor) protein, resulting in 
abnormal histone acetylation (McFarland et al., 2012). 
 
1.5.1  Genome‐wide dysregulation in HD (Chromowave) 
Gene expression alterations are a hallmark of HD, either due to sequestering of 
transcription factors or deficits in histone acetylation. Although Huntington’s is a 
neurodegenerative disease, changes in gene expression have recently been observed in 
other tissues (blood, embryonic stem cells and neuronal stem cells Borovecki et al. 2005, 
Feyeux et al., 2012). Some genes found to be mis‐expressed in post‐mortem brain tissues 
or neuronal cells are also altered in blood and/or earlier developmental stages (Table 1.1), 
suggesting that ubiquitous expression of mHtt confers alterations in gene expression 
programs across several tissues. This raises the possibility of studying Huntington’s 
disease in blood samples and cell culture conditions, providing an easier and non‐invasive 
approach to study the disease. 
 
Table 1. 1 ‐ Genes with HD‐associated changes in expression in more than one tissue. 
 
 
The changes in gene expression associated with HD are not only constricted to genes but 
are spread across large genomic regions (Anderson et al., 2008). By using Chromowave, a 
mathematical approach that uses Haar wavelet transform on microarray data for the 
identification and visualisation of changes in gene expression of spatially related genes, 
on blood and brain samples of HD and control samples, the authors concluded that 1) 
changes in gene expression covers large contiguous genomic regions and spread to, in 
some cases, whole chromosomes, and 2) changes in gene expression are similar between 
blood and brain samples. In particular, gene expression alterations associated with 
chromosomes 4, 5, 8, 10, 12, 19 and 20 showed striking resemblances between blood and 
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post‐mortem brain samples. 
 
Large‐scale changes in gene expression in HD make it an ideal model system to study 
chromosome organisation. Positioning of chromosomes towards nuclear compartments is 
thought to influence transcription and therefore gene expression alterations might be 
related to re‐positioning of chromosomes in the nuclei of HD samples. In other diseases, 
such as cancer or laminopathies we observe re‐positioning of chromosomes and also 
gene expression alterations, although this relationship is not very well understood 
(Cremer et al., 2003; Meaburn et al., 2007). In this thesis I studied chromosome 
organisation in HD, using ex‐vivo blood samples from HD patients and matched controls, 
and I also measured expression of candidate genes that may have HD‐associated 
misexpression, with the aim of investigating patient variability and severity of disease. 
 
1.6  Aims 
In this thesis, I aimed to bring new insights into RNAPII regulation and to explore whether 
gene  dysregulation  observed  in Huntington’s  disease was  associated with  chromosome 
reorganisation.  
 
To investigate RNAPII regulation in mouse ES cells, I used two approaches to map RNAPII 
occupancy genome‐wide: DamID mapping of a smaller subunit of RNAPII, Polr2F or Rpb6 
(chapter 3), and ChIP mapping of the largest RNAPII subunit, Polr2A or Rpb1 using novel 
antibodies that bind independently of phosphorylation (chapter 4). 
 
RNAPII  occupancy  profiles  obtained  by  ChIP  using  phospho‐dependent  antibodies  have 
found  a  wide  range  of  RNAPII  modifications  at  active  genes  (Ser5,  Ser7  and  Ser2 
phosphorylation)  (Brookes  et  al.  2012).  These  modifications  positively  correlate  with 
expression  except  for  Ser5P,  which  is  present  at  silent  developmental  regulator  genes 
bound  by  PcG  proteins,  which  were  previously  thought  to  inhibit  RNAPII  recruitment 
(Stock et al. 2007; Stock et al. 2012). 
 
DamID  enables  the  detection  of  chromatin  binding  proteins  after  expression  of  the 
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chromatin protein of interest fused with a DNA adenine methyltransferase, Dam, that is 
introduced  into  the  cells.  In  Chapter  3,  in  collaboration with  the  group  of  Dr.  Bas  van 
Steensel  (NKI,  Amsterdam,  the  Netherlands),  I  have  aimed  at  targeting  a  small  RNAPII 
subunit to investigate genome‐wide binding maps of total RNAPII. In parallel, an antibody 
approach  using  pan‐phospho  antibodies  (in  collaboration  with  Hiroshi  Kimura,  Osaka 
University,  Japan)  was  used  to  measure  total  RNAPII  phospho  patterns  (Chapter  4). 
Together  results  would  enable  comparisons  between  total  abundance  of  RNAPII  and 
extent of phosphorylation amongst active and PRC‐repressed genes, possibly helping  in 
the understanding of RNAPII regulation at the latter class. 
 
I have also aimed to explore chromosome organisation using Huntington’s disease (HD) as 
a  model  system.  HD  is  a  neurodegenerative  disorder  marked  by  concerted  gene 
expression  alterations.  In  this  thesis,  I  have  explored  whether  chromosome  re‐
organisation  underlies  the  genome‐wide  changes  in  gene  expression  observed  in  HD 
(Chapter 5).  I  have  collected blood  samples  from HD patients and matched controls,  in 
collaboration with  clinicians  at HD  clinic  led by Dr.  Sarah Tabrizi  (UCL,  London)  and Dr. 
Angela  Hodges  (IoP,  Kings  College,  London)  and  applied  cryoFISH  to  measure  volume, 
shape and distribution of four chromosomes where gene expression is globally affected in 
HD.  Together  with  Dr.  Andre  Khalil’s  Laboratory  at  University  of Main  (USA),  we  have 
developed  an  high‐throughput  image  analysis  to  allow  for  time‐effective  analysis  of 
cryoFISH blood samples. 
 
I have aimed to understand whether the gene expression alterations observed in HD were 
correlated  with  misexpression  of  key  transcription  and  chromosome  organization 
regulators.  Together with  the  laboratory of Dr.  Federico Turkheimer  (IoP,  Kings College 
London) we have selected 19 genes, whose expression was measured by qRT‐PCR in the 
same set of blood samples analysed by cryoFISH, according to their roles in transcription 
regulation and/or chromosome organisation and on their HD associated changes in gene 
expression  that  were  consistent  with  those  observed  on  their  entire  chromosomes 
(measured by Chromowave). 
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2. Materials and Methods 
 
2.1   Cell culture 
All reagents were from Gibco (Invitrogen, Paisley, UK) or Sigma unless otherwise 
indicated. 
 
2.1.1   Mouse ES‐OS25 
Mouse ES‐OS25 cells (kindly donated by A. Smith) were grown on 0.1% gelatin‐coated 
surfaces in GMEM‐BHK21 supplemented with 10% fetal calf serum (FCS), 2 mM L‐
glutamine, 1% MEM non‐essential amino acids (NEAA), 1 mM sodium pyruvate, 50 μM 2‐
mercaptoethanol, 1000 U/ml of human recombinant leukaemia inhibitory factor (LIF; 
Chemicon, Millipore, Chandler’s Ford, UK) and 0.1 mg/ml Hygromycin (Roche) as 
described previously (Billon et al., 2002; Niwa et al., 2000). 
 
2.1.2   Mouse NIH3T3 and human HEK 293T 
Mouse NIH3T3 and human HEK 293T packaging cells were grown in DMEM medium 
supplemented with 10% heat‐inactivated FCS, 2 mM L‐glutamine and 1% antibiotic 
PenStrep (Penicillin Streptomycin, Invitrogen). 
 
2.2   Transfections and Infections 
Incubations were performed at room temperature, unless otherwise stated. 
 
2.2.1   List of plasmids 
A set of two Dam‐fused plasmids, targeting Polr2F and Lmnb1, were kindly provided by B. 
van Steensel, NKI, Amsterdam, The Netherlands (Figure 3.3 for plasmid maps). A tag (V5) 
intercalated the Dam and the fusion partner. This tag (V5 epitope) can be used to detect 
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the fused protein by western blot or immunofluorescence. Dam‐Lmnb1 plasmid was 
mapped in mouse cell lines previously (Peric‐Hupkes et al., 2010) and is used here as a 
positive control. A plasmid containing solely the Dam protein (Dam‐only) was also used as 
negative control to account for background methylation levels. 
 
Transfection efficiencies were assessed by GFP detection using a GFP plasmid under the 
control of a CMV promoter (B. van Steensel, Amsterdam, the Netherlands) or with FuGFP, 
containing a stronger UbC promoter (Addgene). The plasmid pMD.2G, encoding the 
broad‐range VSV‐G envelope, and the psPAX2 packaging plasmid were used for lentiviral 
production. 
 
2.2.2   Lipofectamine transfection of DamID plasmids in NIH3T3 for characterization 
Poly‐Lysine coated coverslips were added to 6‐well dishes, where 1x106 NIH3T3 cells were 
plated. After 24h, 3 μg of the expression plasmid was added to 250μL Opti‐MEM reduced 
serum media (GIBCO). In a separate tube, 5 μl Lipofectamine 2000 was added to 250μl 
Opti‐MEM. Both mixtures were incubated for 5 min. The two mixtures were pooled 
together and incubated for 18 minutes, before adding 1ml of NIH3T3 media. The 
lipofectamine mixture containing the expression plasmid was then overlaid in growing 
NIH3T3. Media was changed after 24 h. The percentage of GFP‐positive cells, that reflects 
the efficiency of the transduction with a GFP‐expressing vector, was determined by flow 
cytometry at 48h post‐transfection, using as a negative control untransfected cells. 
Coverslips from cells transfected with the expression plasmids were collected for 
immunolabelling and protein extracts were prepared for western blot analysis at the 
same time point. 
 
2.2.3   Transfection with PEI for virus production 
Packaging 293T cells were seeded the day before transfection in order to achieve 70‐80% 
confluence on the day of transfection. For each 10 cm plate, 1 ml of serum‐free DMEM 
containing 2.5μg of helper plasmid pMD‐G and 9μg of PAX2 (kindly donated by 
B.v.Steensel) were prepared with 20μg of expression plasmid (including a GFP plasmid to 
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control for infection efficiency) and 75μL of PEI (1mg/mL, Linear 25kDa polyethylenimine, 
Polysciences, UK) as transfection reagent. The mix was incubated for 30 min and added 
dropwise to each 293T cell plate. Transfection efficiency was monitored the day after 
transfection by the detection of GFP positive (FuGFP vector). For the infection of each 
OS25‐ES cells plate, three 10cm dishes of packaging cells containing the viruses were 
produced. 
 
2.2.4   Virus transduction into ES cells 
The media was replaced the day after transfection of packaging cells. On the same day, 
the target cells, ES‐OS25, were plated at a density of 2.5‐5x106 cells per 10cm plate. The 
virus‐containing supernatants were collected 48h post‐transfection. 
Three methods for viral infections were tested: 1) a plate of viral supernatant containing 
media was directly overlaid onto a ES‐OS25 plate; 2) the same as in (1) with the addition 
of a spinning step for 10min at 1500 rpm (to allow direct contact between viral particles 
and ES‐OS25 cells); 3) viral containing supernatants from three plates were concentrated 
by ultracentrifugation and, after ressuspension of viral particles with fresh ES‐OS25 media, 
were added onto a single ES‐OS25 dish. The ultracentrifugation was the standard method 
used for viral infection in this thesis. In detail, viral containing supernatant from three 
separate HEK 293T packaging cells were filtered through 0.25μm pore‐sized membrane 
(Nalgene, UK) and centrifuged for 2 h at 4°C and 20.000 rpm (SW28 swinging rotor for the 
Beckman Coulter Optima L‐80 XP ultracentrifuge). The pellets were ressuspended in 10mL 
of ES‐OS25 media containing 4μg/ml of polybrene. The polybrene‐supplemented media 
was then added to the ES‐OS25 plates. After 24h, the ES‐OS25 cells were subjected to 
another round of infection, as described previously, in order to increase infection 
efficiency. After 48h from the first round of infection the medium was replaced 
(10ml/plate) and, in the next day, the percentage of GFP‐positive cells was determined 
using flow cytometry. As negative control we used uninfected cells. Visual inspection of 
infected cells was performed under a bright field microscope containing a green filter. 
Cells infected with the expression plasmids were pelleted. DamID was performed on 
gDNA extracted from the Dam fusion plasmids (Dam‐Polr2F, Dam‐Lmnb1) as well as for 
the negative control, Dam‐only. 
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2.3   DamID 
DamID is an antibody‐independent approach used to map binding sites of chromatin 
interacting proteins. It has been extensively used to map transcription factors, nuclear 
envelope proteins and other chromatin associated proteins in many different cell types 
from plants to neuron differentiated mES cells (Germann and Gaudin, 2011; Orian et al., 
2009; Peric‐Hupkes et al., 2010). 
 
2.3.1   DamID – introduction 
DamID relies on the methyltransferase activity of Dam, an E.coli protein of 32 kDa that 
methylates the adenines in double‐stranded DNA within the GATC sequence, a 
modification that is not present in most eukaryotes (Vogel et al., 2007). As a first step, a 
DNA construct is created consisting of Dam fused to a chromatin protein of interest, 
intercalated by a tag (c‐Myc or V5 tag, which can be used to detect the fused protein by 
western blot or Immunofluorescence; Figure 3.3). Upon in‐vivo expression of the 
construct, Dam will methylate the GATC sites adjacent to the binding site of the protein of 
interest (Figure 2.1). The methylated sites, which tag the binding sites of the protein of 
interest, can be selected by the sequential use of methyl‐sensitive restriction 
endonucleases: first DpnI, which selectively recognizes GmATC sites; and, second DpnII, 
which recognizes unmethylated GATC sites (Vogel et al., 2007). Fragments containing 
unmethylated GATCs will be cut and will not be amplified on the subsequence 
amplification step. Methylated fragments are amplified by PCR and analysed by 
microarray (Vogel et al., 2007). 
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Figure 2.1 – Principles of DamID. Dam methyltransferase is fused to a chromatin protein intercalated by a 
tag (V5 or c‐myc tag can be used). When expressed and the chromatin protein  is binds  its target regions, 
Dam  methylates  the  adjacent  adenines  on  GATC  sequences.  The  methyl  fragments  can  be  selected, 
amplified and analyzed by microarray providing information on the location of the chromatin protein. 
 
As a downside, freely dispersed fused protein gives rise to background methylation of 
non‐target sites harboured in more open chromatin as Dam alone has DNA‐binding 
properties (Gottschling, 1992; Singh and Klar, 1992; Wines et al., 1996). Therefore, it is 
important to analyse in parallel an unfused Dam construct (Dam‐only) from which the 
data obtained with the dam fusion protein will be subtracted (Vogel et al., 2007). 
 
Dam is highly active when expressed at standard levels, leading to saturation of 
methylation in the genome and, therefore, minimizing signal/noise ratios (van Steensel 
and Henikoff, 2000). To avoid saturating methylation levels the expression levels of the 
Dam‐fusion proteins has to be kept low. Therefore, DamID fused constructs are 
engineered so that they can be used for transfections as conventional plasmids, where 
the strong viral promoter drives high expression of the Dam‐fusion proteins (useful to 
check by western blot and immunofluorescence if constructs have the correct size and 
localisation) and for transduction as lentiviruses, where the strong promoter is deleted 
upon integration of the virus, and expression of the Dam fusion is driven by the weak 
pIND‐derived heatshock promoter, avoiding random methylation events. 
 
2.3.2   Purification and digestion of gDNA 
Genomic DNA (gDNA) was isolated using the DNeasy kit from Qiagen as specified by the 
manufacturer and including the RNase A step. The elution step was repeated twice using 
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GATCxxxxxx
xx
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xxxxxxxxxxxxxxGA
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x
GATCxxxxxx
xx
GA
TC
xxxxxxxxxxxxxxGA
TC
x
!"#
!"#
    2. Materials and Methods 
 
  52 
100μl of AE buffer onto the same collection tube. Precipitation of gDNA was carried using 
2 volumes 100% ethanol to 0.1 volume of 3M sodium acetate (pH 5.5). The mix was 
incubated at ‐20°C for, at least, 30min and pelleted by centrifugation for 30 min at 4°C 
and 16.000xg. The pellet was washed with 1 volume of 70% ethanol and centrifuged 
briefly. After air‐drying the pellet for 10 min, it was dissolved in 15μl T10E0.1 (pH 7.5). 
For the DpnI digestion, 0.1μg or 2.5 μg of gDNA was added to 10 units of DpnI in NEB 
buffer 4 (final volume is 10 μl). The digestion was performed overnight at 37°C in the PCR 
thermocycler with a heated lid and heat‐inactivated for 20 min at 80°C. A control 
digestion was included without DpnI enzyme and a control digestion (with DpnI), used as 
a ligase negative control. 
 
2.3.3   Ligation of Adaptors and DpnII digestion 
A double‐stranded adaptor oligonucleotide was ligated to the cleaved DNA ends by 
adding 10x ligation buffer (Roche), 50μM of the Adaptor (AdR, sequence at (Vogel et al., 
2007) and T4 ligase (5U/μl, Roche) to the DpnI digested material (final volume 20μl). Here, 
a DpnI‐digested control sample omitting T4 ligase was included, which was taken along 
subsequent steps to control for the adapter specific amplification of methylated 
fragments. The material was ligated for 2 h at 16°C in a PCR thermocycler. Finally, the T4 
ligase was heat‐inactivated for 10 min at 65°C. 
The DNA was then treated with DpnII in the same tube, which cuts unmethylated GATC 
creating a double selection for methylated DNA fragments that can be subsequently 
amplified. The digestion was done for 1 h at 37°C by adding 10x DpnII buffer, DpnII 
enzyme (10U/μl) and water to a final volume of 50 μl. 
 
2.3.4   PCR and visualization of smear in a gel 
For PCR amplification of the methylated fragments a primer is used that is 
complementary to the adaptor sequence. The amplified fragments, which resulted from 
the DpnI digestion and survived DpnII digestion, would have had GATCs methylated in 
both ends. 
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The PCR was performed in all samples in parallel including a negative control without 
template. The digested material (0.5 μg) was added to 5ul 10x cDNA PCR reaction buffer 
(Clontech), 1.25 μl primer Adr‐PCR (50 μM, sequence at (Vogel et al., 2007), 4 μl dNTP’s 
(2.5 mM each), 1.6 μl PCR Advantage enzyme mix (50x, Clontech) and water for a final 
volume of 80 μl. 
 
After PCR amplification of the methylated fragments, the PCR‐products were analyzed on 
an agarose gel and purified with the Qiaquick PCR purification kit (Qiagen) and quantified 
in a Nanodrop. 
 
2.3.5   Sample labeling and microarray hybridization 
Labeling of DamID samples, microarray hybridization and normalization was performed in 
the Bas van Steensel’s Laboratory as described previously (Peric‐Hupkes et al. 2010). For 
array hybridizations 1.5 μg of amplified methylated DNA was labeled as per Nimblegens 
protocol for Klenow labeling of ChIP samples with either Cy5 or Cy3. Two‐color 
hybridizations (Dam‐LaminB1/Polr2F versus Dam only) were performed with 80 μg of 
DNA from each labeling reaction in 110 μl hybridization volume. Arrays were hybridized in 
a Tecan HS4800 hybridization station. 
 
2.3.6   DamID‐NGS library preparation 
DamID libraries were prepared for Illumina Next generation sequencing. A replicate of the 
methylated amplified DamID used for microarray analysis (1μg) was sheared for 40 s, 
according to TruSeq DNA Sample Preparation Kit (Illumina). The library size was analysed 
by Bioanalyser (Agilent) falling within the size distribution (250‐600 bp, including 
adapters) compatible with Illumina sequencing. The libraries were run by the Genomics 
Lab (CSC) in the HiSeq 2000 (Illumina). 
 
2.3.7   Data processing and analysis 
Bioinformatic analyses of DamID‐microarray and DamID‐seq datasets were carried out by 
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Wouter Meuleman (van Steensel Laboratory) and Ines de Santiago (our Laboratory), 
respectively. 
 
2.3.7.1   Microarray processing 
Two biologically independent replicates were performed for DamID microarray 
experiments. Nimblescan quantified data was first LOESS normalized, using the Ringo 
package for R. Dam‐only channel data was subtracted from the Dam fused channels after 
log2‐transformation (Peric‐Hupkes et al. 2010). 
Average profiles were performed using Perl scripts to align probes to TSS and TES 
(Braunschweig et al., 2009). 
 
2.3.7.2   TruSeq processing 
DamID sequencing data was generated for a single experiment. DamID DNA fragments 
were sequenced using read lengths of 100bp, where the first 42bp were removed 
bioinformatically from every read after sequencing, corresponding to the size of DamID 
adaptors and to ensure removal of repetitive sequences. 
 
Sequenced reads that passed the Illumina quality control filters were aligned to the most 
recent mouse genome annotation (assembly mm9, July 2007) allowing for a maximum of 
2 mismatches per read. This allows for sequencing error or the presence of small 
nucleotide polymorphisms (SNPs) that may not be annotated in the reference genome. 
 
Analyses of NGS sequencing 
Analysis of sequencing data was performed using a non‐redundant list of 18860 UCSC 
genes, and their corresponding RefSeq IDs (described in Brookes et al., 2012). Due to the 
complex arrangement of the genome, it is possible that when analyzing average profiles 
for groups of genes at the 5’ and 3’ end there may be overlapping windows from adjacent 
or overlapping genes. Genes with overlapping windows of interest were removed leaving 
15,404 RefSeq genes classified as non‐overlapping. 
Average profiles were generated by calculating read depth per nucleotide at 10 
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nucleotide intervals over regions of interest. 
 
Boxplots displaying the range of values, as well as the median, upper and lower quartiles 
were generated by calculating depth per nucleotide in windows of interest. Log10 
transformation was applied before plotting boxplots and correlations. Plots were 
generated using R software. 
 
2.4   ChIP: Chromatin Immunoprecipitation 
 
Antibodies used for chromatin immunoprecipitation (ChIP), including control and bridging 
antibodies, are presented in Table 2.1. Antibodies towards different epitopes of RPB1 are 
schematically represented in Fig. 2.2. 
 
Figure 2.2 – RPB1 antibodies. H224 binds outside of the RPB1 CTD and so recognizes both hypo‐ and hyper‐
phosphorylated  RPB1.  Clone  4H8  recognizes  Serine  5  P  residue.  Clone H5  recognizes  Serine  2  P  residue. 
Clone 4E12 detects Serine 7P and Pd‐75 binds recognizes pan‐phospho residues. 
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Table 2.1 – List of antibodies for ChIP analysis 
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2.4.1   Chromatin preparation 
Fixed chromatin was prepared as described previously (Stock et al., 2007). Briefly, cells 
were treated with 1% formaldehyde (37°C, 10 min) and the reaction was stopped by 
addition of glycine to a final concentration of 0.125 M. Cells were washed in ice‐cold PBS, 
before “swelling” buffer (25 mM HEPES pH 7.9, 1.5 mM MgCl2, 10 mM KCl and 0.1% 
NP40) was added to lyse the cells (4°C, 10 min). Cells were scraped from flasks, and nuclei 
isolated by Dounce homogenization (50 strokes, “Tight” pestle) and centrifugation. After 
re‐suspension in “sonication” buffer (50 mM HEPES pH 7.9, 140 mM NaCl, 1 mM EDTA, 
1% Triton X100, 0.1% sodium deoxycholate and 0.1% SDS), nuclei were sonicated to 
produce DNA fragments with a length of <1.6 kb (Stock et al., 2007) using a Diagenode 
Bioruptor (Liege, Belgium; full power; 1h: 30s ‘on’, 30s ‘off’; 4°C). The resulting material 
was centrifuged twice (4°C, 10 min) at 14,000 rpm to remove insoluble material. Swelling 
and sonication buffers were supplemented with phosphatase inhibitors 5 mM NaF, 2 mM 
Na3VO4, 1 mM PMSF, and protease inhibitor cocktail (Roche, Burgess Hill, UK). 
 
The concentration of the chromatin was obtained by measuring absorbance (280 nm) of 
alkaline‐lysed, crosslinked chromatin, and converting into arbitrary chromatin units using 
the conversion 50 mg/ml for 1 absorbance unit. 
 
2.4.2   Immunoprecipitation 
For mouse IgG and IgG antibodies, protein‐G‐magnetic beads (active Motif) were 
incubated with rabbit anti‐mouse (IgG+IgM) or anti‐IgM bridging antibodies, respectively 
(Jackson Immunoresearch; 10 μg per 50 μl beads) for 1h (4°C) and washed with sonication 
buffer. For rabbit antibodies, magnetic beads were just washed with sonication buffer. 
Fixed (700 μg) chromatin was immunoprecipitated (4°C, overnight) with 10‐50 μg 
antibody and 50 μl beads (with/without bridging antibody). 
 
2.4.3   ChIP washes and elutions 
Beads were washed (1x) with sonication buffer, (1x) sonication buffer containing 500 mM 
NaCl, (1x) 20 mM Tris pH 8.0, 1 mM EDTA, 250 mM LiCl, 0.5% NP40 and 0.5% Na 
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deoxycholate, and (2x) TE buffer (1 mM EDTA, 10 mM Tris‐HCl pH 8.0). 
 
After immunoprecipitations using IgM antibodies, beads were washed (2x) with 
sonication buffer, (1x) 2 mM Tris pH 8.0, 0.02 mM EDTA, 50 mM LiCl, 0.1% NP40 and 0.1% 
Na deoxycholate; and (1x) TE buffer. 
Immune complexes were eluted from beads (65°C, 5 min; and room temperature, 15 min) 
with 50 mM Tris pH 8.0, 1 mM EDTA and 1% SDS. The elution was repeated and eluates 
pooled. 
 
2.4.4   DNA purification, quantification and analysis 
Reverse cross‐linking was carried out (16h, 65°C) with addition of NaCl and RNase A to 
final concentrations 160 mM and 20 μg/ml, respectively. EDTA was increased to a final 
concentration of 5 mM and samples were incubated with 200 μg/ml proteinase K (50°C, 
2h). DNA was recovered by phenol‐chloroform extraction and ethanol precipitation. The 
final DNA concentration was determined by PicoGreen fluorimetry (Molecular Probes, 
Invitrogen) and samples were diluted to the same concentration (0.2 ng/μl). The same 
amount (0.5 ng) of immunoprecipitated and input DNA were analyzed by quantitative 
real‐time PCR (RT‐PCR). Amplifications (40 cycles) were performed using SensiMix NoRef 
(Quantace, London, UK) with DNA Engine Opticon 1/2 RTPCR system (BioRad, Hemel 
Hempstead, Hertfordshire, UK). Primers are shown in Table 2.2 (described in Stock et al., 
2007 with the exception of the Rpb1 locus primers). 
IP or control “cycle over threshold” (Ct) values from the quantitative PCR (IP) were 
subtracted from the input Ct values (Input Ct). This value was converted into the fold 
enrichment by 2(input Ct – IP Ct). 
 
Table 2.2 ‐ ChIP primers.Sequences in 5’ to 3’ orientation 
Active genes 
b‐actin promoter F  GCAGGCCTAGTAACCGAGACA 
b‐actin promoter R  AGTTTTGGCGATGGGTGCT 
b‐actin coding F  TCCTGGCCTCACTGTCCAC 
b‐actin coding R  GTCCGCCTAGAAGCACTTGC 
Oct4 promoter F  GGCTCTCCAGAGGATGGCTGAG 
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Oct4 promoter R  TCGGATGCCCCATCGCA 
Oct4 coding F  CCTGCAGAAGGAGCTAGAACA 
Oct4 coding R  TGTGGAGAAGCAGCTCCTAAG 
Sox2 promoter F  CCATCCACCCTTATGTATCCAAG 
Sox2 promoter R  CGAAGGAAGTGGGTAAACAGCAC 
Sox2 coding F  GGAGCAACGGCAGCTA  
Sox2 coding R  GTAGCGGTGCATCGGT  
PRC‐repressed genes    
Math1 promoter F  CCTTCTTTGACTGGGCAGAC 
Math1 promoter R  ACTCGGAGATCGCACACC 
Math1 coding F  CCAGTTGCCATTGCTTTAT 
Math1 coding R  AGGATACTAGATTTGCAACATTCTT 
Nkx2.2 promoter F  CAGGTTCGTGAGTGGAGCCC 
Nkx2.2 promoter R  GCGCGGCCTCAGTTTGTAAC 
Nkx2.2  coding F  AGAGCCCTCGGCTGACGAGT 
Nkx2.2  coding R  CGTGAGACGGATGAGGCTGG 
Msx1 promoter F  ACAGAAAGAAATAGCACAGACCATAAGA 
Msx1 promoter R  TTCTACCAAGTTCCAGAGGGACTTT 
Msx1 coding F  AGATGGCCGCGAAAC 
Msx1 coding R  CCAGAGGCACTGTAGAGTGA 
Msx1 (‐3.5kb) F  TTGGGTTGCGGGGTAAAGGCCACCA 
Msx1 (‐3.5kb) R  GCAGCCTGCTCGACTTTTCTCCCCT 
Msx1 (‐3kb) F  CCGTGAGATAACAGGCCCAGC 
Msx1 (‐3kb) R  GCCATGTGGCTCATTCCCGA 
Msx1 enh(‐4kb) F  ATTCGTAGGCAGCAAAGTGGT 
Msx1 enh(‐4kb) R  GGACTTGAGGGCGCACTT 
Msx1  (‐1kb) F  CGGTCTTCACCCAAGGCATCCAG  
Msx1 (‐1kb) R   GGTCCTGTTGGTTCTGTGGGTACGG 
Msx1 (5'UTR) F   CGCTGCCACGCTGGCCTTGCCTTAT 
Msx1 (5'UTR) R  TCTGCGAGCTCCTGGGTTCCTGGCC 
Msx1 (A) F  CTTCAGCGTGGAGGCCCTCA 
Msx1 (A) R   CTGAGAAATGGCCGAGAGGC 
Msx1 (B) F  TGGCGTGATGCTGAGGAACG 
Msx1 (B) R  CCAGGCCGCCCTAAAGAAGG 
Msx1 (C) F  GCTGGCTCTGGAGCGCAAGT 
Msx1 (C) R  AGCTCCGCCTCCTGCAGTCT 
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Msx1 (3'UTR) F   ATTGCTCTGAGGGGGCAGGGCGCAT 
Msx1 (3'UTR) R  GGGATGCTTGAGAGCCACGA 
Nkx2.9 promoter F  TGGCACCTTCCGGACTTG 
Nkx2.9 promoter R  AAGTGCGAGGCGCTCG 
Nkx2.9 coding F  AGCTCTGGTCTCCTGGAACT 
Nkx2.9 coding R  GTGTGTGTTTGCCGGTTAG 
Mash1 promoter F   CCAGGCTGGAGCAAGGGA 
Mash1 promoter R  CGGTTGGCTTCGGGAGC 
Mash1 coding F  CCAGAATGACTTCAGCACCA 
Mash1 coding R  AGGCAACCTATGGGAACCAA 
Cdx2 promoter F  GGACTCCGCGAGCCAA 
Cdx2 promoter R  CTCAGCCCACGGTGCTC 
Cdx2 coding F  CCAATGACTGATGGATTGTAGTT 
Cdx2 coding R  GCTCACTTTTCCTCCTGATG 
HoxA7 promoter F  GAGAGGTGGGCAAAGAGTGG 
HoxA7 promoter R  CCGACAACCTCATACCTATTCCTG 
HoxA7 coding F  CTGGACCTTGATGCTTCTAACT 
HoxA7 coding R  AGCCAGAGAAAGAGGGATTCTA  
Gata4 promoter F  AAGAGCGCTTGCGTCTCTA 
Gata4 promoter R  TTGCTAGCCTCAGATCTACGG 
Gata4 coding F  TTGCACATTAACACCACACGTATA 
Gata4 coding R  CCACCATTCAATTTTTAAGTCAAGTA 
Rpb1 (‐1kb) F  CCGTAAAGCTATTAGAGCACAGG 
Rpb1 (‐1kb) R  ATGCATAAGGCAGGCAAGAT 
Rpb1 (‐0.5kb) F  GTAACCTCTGCCGTTCAGGA 
Rpb1 (‐0.5kb) R  TTTCTCCCTTTCCGGAGATT 
Rpb1 1 F  CAGGCTTTTTGTAGCGAGGT 
Rpb1 1 R  GACTCAGGACTCCGAACTGC 
Rpb1 2 F  TGGGTCAGTGATGCTGATGT 
Rpb1 2 R  CTGGGGATCCACTTCCTGTA 
Rpb1 3 F  CAGAGGGCTCTTTGAATTGG 
Rpb1 3 R  GCATCAGATCCCCTTCATGT 
Rpb1 4 F  CCAAGTTCAACCAAGCCATT 
Rpb1 4 R  TCTTAACCGCTGAGCCATCT 
Rpb1 5 F  TCCCAACTATACCCCGACAT 
Rpb1 5 R  TGGTGAGCTTGGTGTGTAGG 
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Rpb1 6 F  TCTCCCACTTCTCCTGGCTA 
Rpb1 6 R  CCGAGGTTGTCTGACCCTAA 
Rpb1 (+0.6kb) F  TGCCCTTTTCTGGAGTGTCT 
Rpb1 (+0.6kb) R  GCCAGGACTACACAGGCATT 
Rpb1 (+2kb) F  GAGGGGCAGACACTACCAAA 
Rpb1 (+2kb) R  AAAAGGCCAAAGGCAAAGAT 
Rpb1 (+5kb) F  AATGCACAAACCCACACTCA 
Rpb1 (+5kb) R  CGCTGAGTGCATTCTTGGTA 
Silent genes    
Gata1 promoter F  AGAGGAGGGAGAAGGTGAGTG 
Gata1 promoter R  AGCCACCTTAGTGGTATGACG 
Gata1 coding F  TGGATTTTCCTGGTCTAGGG 
Gata1 coding R  GTAGGCCTCAGCTTCTCTGTAGTA 
Myf5 promoter F  GGAGATCCGTGCGTTAAGAATCC 
Myf5 promoter R  CGGTAGCAAGACATTAAAGTTCCGTA  
Myf5 coding F  GATTGCTTGTCCAGCATTGT 
Myf5 coding R  AGTGATCATCGGGAGAGAGTT 
 
2.4.5   ChIP‐Seq library preparation 
The ChIP‐Seq for the Pd‐75 antibody was prepared from 10 ng DNA (quantified by 
PicoGreen) according to NEBNext ChIP‐Seq Library Prep Master Mix Set for Illumina (New 
England Biolabs, E6240S) and Illumina multiplex protocols (Part #1005361 Rev B), with 
some modifications. 
 
Samples were PCR amplified prior to size selection on an agarose gel, enabling 
visualization with Ethidium Bromide of the amplified DNA fragments, and therefore more 
careful extraction of appropriate sized fragments. After purification by QIAgen Gel 
Extraction kit, libraries were quantified by QuBit (Invitrogen) and qPCR, and library size 
was analysed by Bioanalyser (Agilent). Fragment sizes of 200‐500 bp (including adapters) 
for all libraries were selected due to the distribution of these marks at promoters, where 
there is evidence that protection of DNA may occur (Ferrai et al., 2007). Libraries were 
made that incorporated multiplex tags within the adapter sequence to allow sample 
pooling in one sequencing lane. To this end, Illumina paired‐end adapters were ligated to 
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ChIP DNA instead of single‐end adapters. During the PCR amplification, a third primer was 
included that incorporates a 4 bp unique tag into the adapter sequence. By using 
different primers for separate libraries in the PCR enrichment, unique library tags can 
denote library identity on the sequencing flow cell. 
 
Libraries were de‐multiplexed post‐sequencing, so that unique tags, and therefore 
sequences, can be assigned to the respective ChIP‐seq libraries. Processing of HT 
sequencing libraries were performed as previously described in chapter 2.3.8.2 by Adam 
Geiss (Genomics Laboratory, CSC, London, UK) and Ines de Santiago (our Laboratory). 
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2.5   Western Blot 
Antibodies used for western blotting, including loading control antibodies, are presented 
in Table 2.3. 
 
Table 2.3 ‐ Antibodies used for Western analysis 
Antibody against  Clone 
Raised  in 
(isotype) 
Working  dilution 
for Westerns 
Origin 
RNAPII 
RNAPII S2p 
H5 
Mouse (IgM)  1:500  Covance 
(MMS‐129R) 
RNAPII S5p 
CTD4H8 
Mouse (IgG)  1:200,000  Covance 
(MMS‐128P) 
Non‐
phosphorylated  S2 
CTD residues 
8WG16  Mouse  (IgG, 
hybridoma) 
1:200  Covance 
(MMS‐126R) 
RNAPII S7P  4E12 
Rat  (IgG, 
hybridoma) 
1:10 
Kind  gift  from 
Dirk Eick 
pan‐phospho 
RNAPII 
Pd‐75 
Mouse  (IgG, 
hybridoma) 
1:10 
Kind  gift  from 
Hiroshi Kimura 
DamID             
Rpb6  Rpb6  Rabbit  1:2500 
Kind  gift  from 
Zhengxin Wang 
LaminB1 
C‐20  
Goat (IgG)  1:3000  Santa Cruz  
(sc‐6216) 
V5  V5 (R960‐25)  Mouse (IgG)  1:2500  Invitrogen 
 
2.5.1   RNAPII western blots 
Whole cell extracts were prepared by lysing cells in ice‐cold “lysis” buffer (Daniel and 
Carling, 2002), scrapping, and shearing DNA by passage through a 25G needle. Cell lysates 
(0.5 μg total protein for 4H8 antibody, 10 μg for 4E12, 25 μg for Dam‐fusion detection 
using the V5, Rpb6 or Lmnb1 antibodies – Table 2.3) were resolved on 7.5%, 15% Tris‐HCl 
or 3‐8% Tris‐acetate SDS‐PAGE gels. 
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Membranes were blocked overnight for V5, Rpb6 and Lmnb1 detection or for 1h for all 
other RNAPII antibodies, incubated (2h) with primary antibody, washed, and incubated 
(1h) with HRP‐conjugated secondary antibodies, all in blocking buffer (for V5, Rpb6 and 
Lmnb1 antibodies: 1x PBS, in 0.05% Tween and 5% non‐fat dry milk; for all other RNAPII 
antibodies: 10 mM Tris‐HCl, 150 mM NaCl, 0.1% Tween‐20, pH 8.0 and 5% non‐fat dry 
milk. Membranes were washed (30 min) in blocking buffer without milk and briefly in 
0.1% Tween‐20 in PBS. HRP‐conjugated antibodies were detected with ECL western 
blotting detection reagents (Amersham) according to the manufacturer’sinstructions. 
 
2.5.2   Alkaline phosphatase treatment 
To dephosphorylate RPB1 after electrophoresis and transfer, membranes were incubated 
(37°C, 1h) in 0.1 U/μl alkaline phosphatase (AP) in NEB buffer 3 (New England Biolabs, 
Hitchin, UK) prior to blocking. 
 
2.6   Imaging 
2.6.1   Immunolabelling 
Immunofluorescence was carried out essentially as described previously (Xie et al., 2006). 
For DamID experiments, cells were cultured on sterile coverslips (No. 1.5, Agar Scientific) 
to achieve ~70% confluence on the day of fixation. Coverslips were fixed in 4% PFA, 125 
mM HEPES pH 7.8 (4°C, 10 min) and 8% PFA, 125 mM HEPES pH 7.8 (4°C, 30 min). 
Coverslips were permeabilized in 0.5% Triton X100 in PBS (30 min), and then incubated 
with 20 mM glycine in PBS (30 min). Cells were blocked (1h), incubated 2h with primary 
antibody (V5, 1:50), washed (1h), incubated (1h) with FITC‐conjugated donkey anti‐mouse 
or anti‐rabbit Ig (1:100; Jackson Immunoresearch Laboratories), and washed (4°C, 
overnight); all in PBS+ (PBS supplemented with 0.1% casein, 1% BSA, 0.2% fish skin gelatin, 
pH 7.8). Coverslips were washed in 0.1% Tween‐20 in PBS, incubated with TOTO‐3 (2µM, 
invitrogen) in 0.1% Tween‐20 in PBS (1:500, 15 min), and washed in 0.1% Tween‐20 in PBS 
and then PBS. Coverslips were mounted in VectaShield (Vector Labs) before microscopy. 
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2.6.2   Cryosections – introduction 
Detection of proteins, chromosomes or genes by fluorescence in‐situ hybridization 
requires that probes access their targets in the heavily packed nucleus and enough spatial 
resolution to specifically detect their localisation. The use of harsh permeabilisation 
conditions or mild fixation compatible with FISH detection can often disturb the 
organisation of the chromatin (Guillot et al., 2004). 
FISH on ultrathin Tokuyasu cryosections of frozen fixed cells embedded in sucrose 
(Tokuyasu, 1973, 1980) is compatible with strong fixation and improves probe 
accessibility (Branco and Pombo, 2006), preserving the spatial organization of chromatin 
(Guillot et al., 2004). Imaging of thin (100‐200nm) sections improves resolution, 
increasing the possibility to resolve single transcription sites (Pombo et al. 1999) and 
quantitative measurements of chromosome volumes, radial distributions and intermingle 
(Branco and Pombo, 2006; Branco et al. 2008). 
 
2.6.3   Blood samples processing, fixation and cryosectioning 
Collection of blood samples was performed at the University College of London 
Huntington’s Disease clinic, ran by Professor Sarah Tabrizi. The blood was collected into 
the BD Vacutainer Sodium Heparin tubes (BD) that enables the separation of 
mononuclear cells from whole blood by centrifugation. Two hours after collection, the 
vacutainer tubes were spun for 20min at 1650xg and white blood cells were transferred 
to an Eppendorff tube and pelleted by centrifugation at 300xg for 10 min. For the 
preparation of frozen blocks for cryosectioning, cells were fixed in 4 and then 8% freshly 
depolymerised paraformaldehyde (PFA) in 250 mM HEPES pH 7.6 (10 min and 2h, 
respectively). They were incubated overnight in 1% PFA in PBS at 4°C. On the next day, 
cell pellets were embedded in 2.1 M sucrose in phosphate‐buffered saline (PBS) for 2 h, 
assembled on copper metal stubs and frozen in liquid nitrogen. Samples are stored 
indefinitely in liquid nitrogen. 
 
Cryosections (150‐250 nm in thickness, deduced from interference color) were cut using 
an UltraCut UCT 52 ultracryomicrotome (Leica, Milton Keynes, UK), captured on sucrose 
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drops, transferred to coverslips and stored at ‐20°C. 
 
2.6.4   Whole chromosome paints and probe preparation for DNA‐cryoFISH 
For detection of whole chromosomes, we use commercially available whole chromosome 
paint (WCP) probes directly labeled (Texas Red or FITC, Fluorescein isothiocyanate) or 
biotin labeled (Spectral Imaging, Israel) for posterior amplification using fluorochrome‐
labelled secondary antibodies (section 2.6.6). To improve specificity of hybridization, we 
supplement commercial WCP probes with Cot1 DNA. Cot1 DNA is precipitated and dried 
in a small Eppendorff tube before dissolving in WCP paint (5‐20µg Cot1 DNA is 
precipitated for 5ul commercial WCP probe). Probes are denatured at 70oC (10 min), and 
re‐annealled at 37oC (30 min) before hybridization. 
 
2.6.5   Cryo‐FISH 
Sucrose solution left after cryosectioning over cryosections on coverslips was washed off 
with PBS (3x, 30 min). Coverslips were washed (3x) in 2xSSC (20x saline‐sodium citrate), 
incubated with 250 μg/ml RNase A (Sigma) in 2xSSC for 2 h, at 37oC, then washed (3x) in 
2xSSC. Cryosections were permeabilised (10 min) with 0.2% Triton X‐100 in 2xSSC, and 
then washed (3x) in 2xSSC. Coverslips were incubated (10 min) with 0.1M HCl and washed 
(3x) in 2xSSC before dehydration with ethanol series (30 to 100%series) on ice (3min 
each). Coverslips were air dried at 37oC and DNA was denatured 8 min at 80oC in 
denaturation buffer, containing 70% deionized formamide, 2×SSC, 50 mM phosphate 
buffer (pH 7.0) using an Omnislide In Situ Hybridisation System (ThermoHybaid). 
Dehydration of coverslips in ethanol series was performed as previously described. 
Chromosome paint mixture (6µl) was applied to the coverslip, sealed with rubber cement 
(Qbiogene), and hybridization was carried (37oC, 40‐60 h) on the Omnislide In Situ 
Hybridisation System. Post‐hybridisation washes were as follows: 3x with 50% formamide 
in 2xSSC at 42oC for 25min (1x15min, 2x 5min); 3x in 0.1xSSC at 60oC for 20min (1x10min, 
2x 5min), and once in 0.1% Tween‐20 in 4xSSC at 42oC for 10 min. For directly labelled 
whole chromosome probes, coverslips were washed in 0.1% Tween‐20 in PBS (phosphate 
buffered saline), incubated with TOTO‐3 (2µM, invitrogen) in 0.1% Tween‐20 in PBS 
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(1:500, 15 min), and washed in 0.1% Tween‐20 in PBS and then PBS. Coverslips were 
mounted in VectaShield (Vector Labs) before microscopy. Biotin‐labelled probes were 
amplified using fluorochrome‐labelled secondary antibodies as in next section. 
 
2.6.6   Immunolabelling of biotin whole chromosome paints 
Coverslips were incubated in blocking solution (1% BSA, 0.05% casein, 0.2% fish skin 
gelatin, in PBS; pH 8.0) for 0.5‐1h, to reduce non‐specific antibody binding. Incubation 
with directly labelled Streptavidin (FITC or Texas Red, 1:100, Sigma‐Aldrich), diluted in 
blocking solution, occurred for 2h. Streptavidin was washed off with blocking buffer (5x 
over 1 h). Secondary antibody (biotinylated anti‐avidin antibody; Sigma Aldrich), diluted 
1:1000 in blocking buffer, was incubated for 1h and washed with blocking solution (3x). 
Incubation with directly labelled Streptavidin was repeated as previously mentioned for 
1h. Coverslips were washed with PBS (3x), and with PBS containing 0.05% Tween‐20 
before nuclei counterstaining with 2µM TOTO‐3 (Invitrogen) in the same buffer. After 
washing in PBS, coverslips were mounted in Vectashield for microscopy. 
 
2.6.7   Microscopy 
For confocal laser scanning microscopy, images were collected on a Leica TCS SP2 (100x 
PL APO 1.40 Oil objective) equipped with Argon (488 nm) and HeNe (543 nm; 633 nm) 
lasers; a Leica TCS SP1 (100x PL APO 1.35 Oil objective) equipped with a UV (351/364 nm), 
Argon (488 nm), Krypton (568 nm), and HeNe (633 nm) lasers; or a Leica TCS SP5 (63=x PL 
APO 1.40 Oil objective) equipped with a 405 diode, Argon (488 nm), DPSS (561 nm) and 
HeNe (594 nm; 633 nm) lasers.  
 
2.6.8   Image analysis and measurements 
Image  analysis  and  nuclei/chromosome  measurements  were  performed  as  described 
previously (Branco et al., 2008), using macros in Image J, R and MatLab kindly provided by 
Miguel R Branco. 
Images  from  separate  colour  channels  (TIFF  files)  were  automatically  merged  using  a  
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custom ImageJ (Wayne Rasband, NIH, Bethesda, MD, USA) macro, and saved as new TIFF 
files. 
Efforts  towards  the  development  of  more  automated  image  analysis  procedures  were 
made in the last stage of the work in collaboration with Dr. Andre Khalil and Brian Toner 
(University of Maine, USA). 
 
Nuclei and CT threshold 
In order to accurately detect the nuclei and properly separate closely positioned nuclei, 
an Haar classifier was used (machine learning). The process of segmentation uses several 
imaging processing  tools,  including  the  function detectMultiScale  (OpenCV)  that detects 
the  nuclei  at  multiple  scales  from  where  nuclei  are  filtered  and  thresholded  to  avoid 
interconnectivity between two nuclei. 
After nuclei are  successfully  segmented, we proceed onto  the segmentation of  red and 
green chromosome  images. Using  the segmented nuclei, as masks we  find the  levels of 
red  and  green  signals  inside  of  the  nuclear  profile  and  use  a  progressive  thresholding 
technique based on the area of the nuclei and a histogram of the signal intensity. 
 
CT measurements 
After  collecting  random  images  of  sections,  CT  volumes  were  calculated  according  to 
stereological methods (Weibel, 1979). A ratio, R, is calculated consisting of the division of 
the CT areas with the nuclear areas (Branco and Pombo, 2006). To obtain a measure of 
variation,  images were clustered  in four groups, and values of R and standard deviation 
were obtained within a single hybridization experiments. Averaged CT and nuclear areas 
for  those  4  groups  were  calculated  and  an  R  given  for  each  group.  The  average  and 
standard deviation for the R value was then calculated. 
 
Radial distribution 
Radial distribution was calculated using an algorithm (MatLab) as described in Branco et 
al. (2008). Nuclear profiles are assessed for their size and this informs about whether they 
are  equatorial  or  apical.  This  information, measure  in  each  specific  sample,  is  used  to 
divide  each  nuclear  profile  into  the  appropriate  number  of  concentric  shells,  and 
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chromosomes  intensities  are  measured  in  each  shell.  To  this  end,  the  macro  uses 
segmented  images  and  the  average 3D nuclear  radius  to  calculate  the  axial  position of 
each  section  and  the  area  that  each  shell  should  occupy.  To  calculate  the  average  3D 
nuclear  radius  from  the  radii  values of  the nuclear profiles we used a macro  (R  script), 
developed  by Miguel  Branco,  based  on  the  sequential  subtraction  method  by Weibel, 
1979. After sectioning the nucleus, we obtain nuclear profiles of different sizes, such that 
an equatorial  section can have  the  same size of a polar  section originated  from a  large 
nucleus.  The  sequential  subtraction  method  takes  into  account  only  the  equatorial 
sections, representing the size of the 3D nucleus for the average population, eliminating 
polar caps (Branco et al., 2008). 
 
Filament Index 
Filament  Index  measurements  were  developed  in  Dr.  Andre  Khalil’s  Laboratory 
(University of Maine). The radius and areas of nuclei or CTs were used to generate a value, 
F: 
  𝐹 = 𝑃𝐷4𝐴  
 
where P is the perimeter, D is the diameter and A the area. From this equation, a thin or 
elongated object  (nucleus or CT) will  have  a higher  filament  index  than  that of  a more 
circular one, for which F will be close to 1. 
 
2.6.9   Brain fixation method 
Frozen brain tissues were fixed in 4% PFA in acetone (dry‐ice, 2h). Tissue was transferred 
to  100%  acetone  and  rehydrated  in  acetone/sucrose  mixtures  (10%  to  70% 
sucrose:acetone,  10min  each).  Tissue  was  embedded  in  2.1  M  sucrose  in  phosphate‐
buffered  saline  (PBS)  overnight  at  4°C  assembled  on  copper metal  stubs  and  frozen  in 
liquid nitrogen. Samples are stored indefinitely in liquid nitrogen. 
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2.7   Gene expression measurements 
2.7.1   Microarray datasets 
Blood gene expression profiling datasets used for this study were extracted from 
(Borovecki et al., 2005), which included data for twelve Huntington’s disease 
symptomatic samples and fourteen controls using the Affymetrix GeneChip HG‐U133A 
platform. 
 
Publically available brain microarray data using Affymetrix GeneChip HG‐U133A and HG‐
U133B platforms from post‐mortem samples of the caudate nucleus from 15 HD and 14 
controls were also used (Hodges et al., 2006). Chromowave was applied to both datasets 
as described by (Anderson et al., 2008). 
 
2.7.2   Chromowave analysis of publically available blood and brain microarray data 
Chromowave software (written in MATLAB 6.5, the Mathworks Inc., Natick MA, USA) was 
applied to the publically available blood and microarray data for background 
normalisation. Expression values were log2 transformed and aligned to their 
chromosomal location. Chromowave applies the wavelet transform to identify cluster of 
genes with similar expression levels. It also allows the identification of genes with 
expression levels below the noise levels in case they belong to a cluster of similarly 
expressed genes. 
 
2.7.3   Correlation analysis between Chromowave and gene expression 
The analyses of Chromowave and gene expression data was performed by James 
Swingland (Institute of Psychiatry, King’s College London, UK). Correlation between the 
logarithm of the expression level of each microarray probe‐set (genomic sequences 
usually targeting genes) and Chromowave case loadings (represents individual’s 
Chromowave expression profile) was calculated using Pearson’s product moment 
correlation coefficient. To find out which probe‐sets showed a significant degree of 
correlation between the two variables, p‐values (the probability of finding this result if 
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the correlation coefficient was zero, null hypothesis) were calculated. To minimize the 
chances of false positives due to multiple testing, the p‐values were adjusted using 
Bonferroni and FDR corrections. The Bonferroni correction is widely known to be too 
conservative (reviewed in (Bender and Lange, 1999) and eliminates true results; FDR was 
applied to increase the power of the analysis). 
 
A small list of genes of interest to perform a power study and to explore the mechanisms 
of transcriptional dysregulation were selected according to several parameters: p‐value 
scores of correlation between sample gene expression value and Chromowave case 
loadings (best correlated genes correspond to the highest p‐value), gene expression levels 
(up‐ or down‐regulation), accuracy between different probe‐sets for the same gene, 
position in chromosomes of interest, and finally, their possible roles in transcription, 
chromosome organisation or other mechanisms that might be relevant for HD. 
 
2.7.4   Blood RNA extraction and quantitative real‐time PCR 
Blood was collected and extracted using the PAXgene Blood RNA Kit (Qiagen), according 
to the manufacturer’s instructions. RNA (400 ng) was retrotranscribed with 50 ng random 
primers and 10 U reverse transcriptase (Superscript II kit, Invitrogen) in a 20 μl reaction. 
The synthesized cDNA was diluted 1:5, and 2.5 μl were used for quantitative real‐time 
PCR in a 25 μl reaction using SensiMix SybrGreen (Bioline). Results are expressed relative 
to the appropriate housekeeping gene normalizer, β‐actin, HPRT1 and GNB2L1. Primers 
are shown in Table 2.4. Standard deviations correspond to relative expressions from two 
independent cDNA preparations from the same blood donor sample. 
Normalization was performed using the delta delta Ct method as described for the ChIP. 
Statistical analyses were performed using the Mann‐Whitney test 
(http://vassarstats.net/utest.html) or T‐Test (Excel), significance being p<0.05. 
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Table 2.4– List of HD expression primers.  
Primers  (A)  described  in  Borovecki  et  al.  2005  and  (B)  in  Marullo  et  al.  2010.  Sequences  in  5’  to  3’ 
orientation. 
 
HD expression primers    
SMC4 F  GCCCAAGTAGCAATCAAGACTGC 
SMC4 R  GCTCTGCTGTTAGGTCATCCAC 
LBR F  CTATGTGGTGGATGCTCTCTGG 
LBR R  CCACACCAAGTCTCCAAAAGCC 
FMR1 F  CAAAGGACAGCATCGCTAATGCC 
FMR1 R  GCTCCAATCTGTCGCAACTGCT 
MATR3 F  CAGCAGTCTACAAATCCAGCACC 
MATR3 R  CTGCATGTGTCTAGGTCCTTGC 
STAG2 F  GAGCCACTTAGTGGAGAGGAAG 
STAG2 R  GTAAGCACCCTTTTTCCTGTCCC 
SP3 F  TGTCCCAACTGTAAAGAAGGTGG 
SP3 R  CTCCAGAATGCCAACGCAGATG 
TAF7 F  CGGGAGAGTTTGTGAGTTGA 
TAF7 R  GCTAGGGAACAGGAAAGCA 
PPP1R12A F  GCAGGTGTTACACGTTCAGCTTC 
PPP1R12A R  GATGTACTGGCTAGTCGTCTTGG 
ACTN4 F  TGGCTGCTGAATGAGATCCGCA 
ACTN4 R  GGCTTTGATGTCCGATAGTGTGG 
SF3B1 F  GAGTGGGCCTCGATTCTACA 
SF3B1 R  ATCCTGGCTTCTTCTGACCA 
RBM25 F  TTTCCACCTCATTTGAATCGCC 
RBM25 R  AGTGGGTACTAAGACAGTTGGAG 
H2AFB3 F  CGTTTTCAGTGAGCCAGGTGGA 
H2AFB3 R  GTCAGGTACTCAATAACCGCAGC 
SMARCA5 F  TGCAGGTTGGATGGTCAGACAC 
SMARCA5 R  GTCGCAAGATTGATGCCAAGACC 
HMGB2 F  CCGGACTCTTCCGTCAATTTC 
HMGB2 R  GTCATAGCGAGCTTTGTCACT 
FAS F  GGACCCAGAATACCAAGTGCAG 
FAS R  GTTGCTGGTGAGTGTGCATTCC 
PTPRC F  CTTCAGTGGTCCCATTGTGGTG 
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PTPRC R  CCACTTTGTTCTCGGCTTCCAG 
DEK F  TGGGTCAGTTCAGTGGCTTTCC 
DEK R  CTCTCCAAATCAAGAACCTCACAG 
ASCC2 F  AAGGACCCGAAGACAGGAAAG 
ASCC2 R  GGAGCCAGTCGAGGTCATTG 
HTT F  AGCTCACCGCTGCTAAGGA 
HTT R  ACATCCGATCTCGATTCAGAGTC 
HD normalizers primers    
B‐ACTIN F   GATCAGCAAGCAGGAGTATGACG 
B‐ACTIN R  AAGGGTGTAACGCAACTAAGTCATAG 
HPRT1 F  ATGACCAGTCAACAGGGGACAT 
HPRT1 R  CAACACTTCGTGGGGTCCTTTTCA 
GNB2L1 F  GAGTGTGGCCTTCTCCTCTG 
GNB2L1 R  GCTTGCAGTTAGCCAGGTTCC 
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3. Genome‐wide mapping of RNA 
polymerase II by DamID 
 
3.1  Introduction 
The C‐terminal domain (CTD) of the largest subunit of RNAPII, Rpb1, is composed of many 
repeats (52 in mammals) with consensus sequence Tyr1‐Ser2‐Pro3‐Thr4‐Ser5‐Pro6‐Ser7, 
in which all canonical residues are candidates for post‐translational modifications. Known 
and putative CTD modifications include phosphorylation, hydroxylation, O‐glycosylation, 
as well as methylation or ubiquitylation at non‐canonical arginine or lysine residues. 
Phosphorylation of serine residues is known to be important to integrate the 
transcription process with the recruitment of chromatin and RNA modifiers for efficient 
co‐transcriptional processing of nascent RNAs. RNAPII phosphorylation on Ser5, Ser2 and 
Ser7 residues is associated with transcription initiation (Ser5P), elongation (Ser2P) and 
the transition between the two processes (Ser7P), respectively, shedding light into the 
intricate process of RNAPII regulation during the transcription cycle. It is clear with so 
many possible post‐translational modifications known and yet to identify that we are far 
from understanding the complexity of the RNAPII regulatory code (Brookes and Pombo, 
2009). 
 
The occupancy of RNAPII throughout the genome of mammalian cells has so far been 
studied by ChIP using antibodies raised against the CTD. In ES cells, genome‐wide ChIP 
with antibodies specific for Serine 5 phosphorylation has demonstrated that RNAPII is 
present at both active and Polycomb‐repressed genes (Brookes et al., 2012; Stock et al., 
2007). Although in Drosophila and yeast, RNAPII has been mapped using antibodies that 
detect RNAPII independently of the CTD, in mammals no genome‐wide maps have yet 
been produced that identify total RNAPII occupancy genome‐wide, independently of CTD 
modifications. 
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3.1.1  Genome‐wide occupancy of total RNAPII in different organisms  
Binding maps of RNAPII by ChIP have been generated using phosphorylation dependent 
antibodies against the most known CTD modifications, Ser5P, Ser2P and Ser7P. At active 
genes, Ser5P is enriched at promoter regions, whereas Ser2P is present through the 
coding region (Stock et al. 2007; Brookes et al. 2012). Ser7P, which is thought to be 
important in the transition between Ser5P and Ser2P, also peaks at TSS (Brookes et al. 
2012). Efforts have been made to map the genome‐wide occupancy of total RNAPII, 
towards understanding RNAPII dynamics through the transcription cycle and to interpret 
phosphorylation maps. Antibodies raised against the N‐terminus domains (H224, N20, 
ARNA3) or other RNAPII subunits (Rpb3) have been used to map total RNAPII and infer 
the extent of phosphorylation. Mapping Rpb3 in yeast cells that express HA‐tagged Rpb3 
using an HA antibody shows that RNAPII is uniformly associated with both promoter and 
coding regions at active genes (Komarnitsky et al., 2000; Schroeder et al., 2000). Studies 
in HeLa and LNCaP cells show a stronger association with promoter regions (Cheng and 
Sharp, 2003; Morris et al., 2005), suggesting promoter‐proximal pausing of RNAPII in 
mammals. Promoter proximal pausing has also been observed in Drosophila (Rougvie and 
Lis, 1990). Another tool to map chromatin‐protein interactions, DamID, has showed 
accumulation of RNAPII at the TSS of active genes in Drosophila (Braunschweig et al., 
2009). In DamID experiments, methyltransferase protein (Dam) was fused to a small 
subunit of RNAPII (RpII18, the homologous of Polr2F/Rpb6); genomic regions in the 
vicinity of the protein fusion binding sites become methylated and are selected and 
mapped. 
 
3.1.2  RNAPII antibodies against CTD modifications measure the extent of 
phosphorylation 
The CTD consists of heptadpeptide sequences repeated 52 times, in which all aminoacids 
are candidates for post‐translational modifications. Chromatin immunoprecipitation 
profiles obtained using antibodies to CTD modifications measure the extent of 
modification, but do not provide a measure of RNAPII occupancy. For example, Ser5 
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phosphorylation, on active genes, is more highly enriched at the 5’ ends of genes rather 
than throughout the coding regions (Brookes et al., 2012; Stock et al., 2007). The 
abundance of Ser5P can be interpreted as preferential occupancy of RNAPII at promoter 
regions, but it may alternatively occur if RNAPII is homogeneously distributed across the 
whole gene, but more highly phosphorylated at its many CTD repeats at promoter regions 
(Figure 3.1). 
 
Figure  3.1  –  Schematic  representation  of  chromatin  immunoprecipitation  profiles  measuring  RNAPII 
occupancy  using  phospho‐specific  antibodies  at  active  genes.  Interpretation  of  a  phospho‐RNAPII  ChIP 
profile  could  involve  (A) different numbers of RNAPII molecules, with  the  same  level of phosphorylation, 
throughout  the  gene  body,  more  concentrated  at  promoters  or  (B)  the  same  number  of  molecules 
throughout the gene but differently modified (more heavily phosphorylated at promoters). 
 
3.1.3  DamID: antibody‐independent approach to study chromatin protein interactions 
DamID has been extensively used to map transcription factors, nuclear envelope proteins 
and other chromatin associated proteins in many different cell types from plants to 
neuron differentiated mES cells (Germann and Gaudin, 2011; Orian et al., 2009; Peric‐
Hupkes et al., 2010). It relies on the properties of Dam, an E.coli methyltransferase that 
methylates adenines on GATC sites in the genome.  
 
DamID requires the construction of an expression vector for the fusion protein containing 
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the protein of interest, Dam and an additional tag (V5) (Figure 3.2). The fused protein is 
expressed in the cells of interest, and its expression and localisation validated by 
immunofluorescence and western blotting. If the Dam‐fusion protein of interest binds to 
chromatin, Dam will methylate the adenines in the closest GATC sequences. After DNA 
extraction, the DNA fragments containing methylation sequences can be identified after 
the sequential use of two restriction enzymes, DpnI and DpnII (see Materials and 
Methods). First, DpnI digestion cuts methylated GATC sites generating blunt ends, which 
are ligated with adaptor sequences. Next, DpnII is used to cut unmethylated GATC sites. 
PCR amplification using primers specific to the adaptor sequences will only work on 
fragments not cut by DpnII, which retain adaptor sequences at both ends, thereby 
ensuring amplification of methylated DNA fragments. The genome‐wide characterization 
of Dam‐ID fragments has, so far, only been done by microarray hybridization 
(Braunschweig et al., 2009; de Wit et al., 2008; Filion et al., 2010; Guelen et al., 2008; 
Peric‐Hupkes et al., 2010; van Bemmel et al., 2010; Vogel et al., 2009; Vogel et al., 2007). 
 
DamID stands as a promising alternative to ChIP, in particular when antibodies are not 
available; it can be particularly useful in studying the effects of a specific mutation 
without the need to generate antibodies for that mutation. It has also been suggested 
that DamID only requires a transient interaction between the fusion protein and DNA, as 
Dam can leave a permanent mark on the DNA after the fusion protein dissociates (Wolffe 
and Leblanc, 2000). DamID fails to detect post‐translational modifications, for which 
antibodies are the approach of choice, and Dam reactivity would also depend on the 
target protein conformation and complex formation. 
 
DamID has been applied in a wide range of tissues (mammalian cellular systems to plants 
or worms) to characterize histone modifiers, transcription factors, lamina associated 
proteins, nucleosome remodelers and insulator proteins (Orian et al., 2009). As previously 
mentioned, it was also used to map a small subunit of RNAPII (RbII18) in Drosophila 
(Braunschweig et al., 2009). 
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Figure 3.2  ‐ Flow‐chart of a  typical DamID experiment. The diagram depicts the steps from the fusion of 
the  Dam  protein  with  the  chromatin  protein  of  interest  to  the  characterization  of  the  binding  sites  by 
microarray or NGS.  
 
3.2  Aims 
Genome‐wide mapping of RNAPII by ChIP‐Seq in mouse ES cells has revealed the 
presence of RNAPII‐Ser5P at both active and Polycomb‐repressed genes (Brookes et al. 
2012). Due to the presence of many CTD repeats, it is currently unknown whether the 
detection of high levels of RNAPII‐Ser5P at Polycomb‐repressed chromatin is due to 
abundant CTD phosphorylation or RNAPII recruitment. Investigating the binding of total 
RNAPII would help understand the amount of RNAPII that is recruited to gene promoters, 
its extent of phosphorylation and dynamics of progression through coding regions.  
 
In ES cells mapping of total RNAPII using an antibody against the N‐terminus, H224, on 
single genes shows enrichment at active and PRC‐repressed genes (Stock et al. 2007). The 
enrichment is relatively similar at promoter regions of active and PRC‐repressed genes 
but lower at coding regions on the panel of PRC‐repressed genes tested in these 
experiments. However, more recent batches of this antibody are unable to bind to RNAPII 
at PRC genes, which is detected using Ser5P specific antibodies. Efforts to map RNAPII 
binding using other RNAPII subunits have so far been unsuccessful in the detection of 
RNAPII at PRC‐repressed genes. 
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I have aimed to establish an antibody independent approach to study the genome‐wide 
occupancy of total RNAPII, using DamID mapping of one of its subunits, Polr2F (Rpb6). 
The largest subunit, Polr2A (Rpb1), was also tested but was not efficiently expressed in ES 
cells. To characterize the binding sites of RNAPII through Polr2F subunit, I firstly used 
microarray hybridization using arrays containing probes for mouse chromosomes 10‐14. 
Subsequently, to increase depth of signal, I have established DamID‐Seq, an approach to 
map binding sites genome wide using the NGS (Next Generation Sequencing) Illumina 
sequencing platform. 
 
To investigate the interplay between silencing mechanisms related with lamina 
association and polycomb repression, I used DamID‐Lmnb1 constructs to map chromatin 
associations with the lamina in the same ES cell line where RNAPII modifications were 
mapped. 
 
The experimental work presented in this chapter was carried out in collaboration with the 
laboratory of B. van Steensel (NKI, the Netherlands; where constructs were generated 
and microarray hybridisation and analyses were carried out). Bioinformatic analyses of 
NGS data were carried out by Inês de Santiago (our laboratory). 
 
3.3  Results 
3.3.1  Correct protein size and cellular localization of Dam‐polr2F fusion protein in 
transfected NIH3T3 cells 
To generate the binding maps of total RNAPII genome‐wide by DamID, I have used a 
fused Dam‐Polr2F construct (kindly provided by B. van Steensel, Netherlands Cancer 
Institute, Amsterdam, The Netherlands). This construct encodes for a fusion protein of 
the Polr2F subunit of RNAPII (also known as Rpb6) and the E. coli DNA methyltransferase, 
Dam, with an epitope tag (V5) as a linker. A fusion protein consisting of the Polr2A 
subunit was also tested, although its expression did not drive correct protein size by 
western blot (data not shown). The construct was generated for transduction through 
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lentiviral infection; it contains two promoters, a stronger CMV (cytomegalovirus) 
promoter, which is deleted upon integration of the virus, and a weaker heat‐shock 
promoter, to allow low levels of expression and minimize random methylation. Dam 
fused to Lamin B1 (Dam‐Lmnb1) and Dam‐only (without a fusion partner) were used as 
positive and negative controls, respectively; both have been previously mapped in mouse 
ES cells (Peric‐Hupkes et al. 2010). All plasmids were verified by DNA sequencing.  
Firstly, I characterized the expression of the Dam fusion protein, Dam‐Polr2F, in terms of 
protein size and cellular localisation, along with the positive (Dam‐Lmnb1) and the 
negative (Dam‐only) constructs. The initial characterization was carried out using 
transfections with lipofectamine in mouse NIH‐3T3 and human HEK293T cells, as 
transfections in these cell types drive high expression of the Dam fusion proteins via the 
CMV promoter. This test was not performed in ES‐OS25 cells, due to reports of low 
activity of genes under the control of the CMV promoter in ES cells (Chung et al., 2002; 
Norrman et al., 2010) and low transfection efficiencies in ES‐OS25, which, together, might 
not permit detection of proteins at measurable levels. 
 
Dam‐Polr2F could be identified by western blotting at the expected molecular weight (45 
KDa) both using a V5 and a Polr2F antibody with the expected mass shift due to the 
Polr2F (15KDa) fusion with the Dam protein (30KDa, Figure 3.3A and B).  
The cellular localization of the Dam‐Polr2F fusion was assessed by IF using the V5 
antibody. It is distributed throughout the nucleoplasm, reflecting the distribution of 
endogenous RNAPII (Figure 3.3 C). Nucleolar staining is also observed, as expected, since 
polr2F/Rpb6 is shared with RNAPI, which transcribes 45S ribosomal genes in the nucleolus. 
Finally, the fusion protein is also detected in the cytoplasm, where the protein subunits 
are synthesized and possibly assembled (reviewed in Wild and Cramer, 2012).  
Dam‐Lmnb1 fusion protein was also shown to be expressed with the correct size and 
localisation (Figure 3.3 C), at the nuclear rim with some foci in the nucleus (Moir et al., 
1994). Dam‐only localises in the nucleus, (Figure 3.3 C). Transfections of fused proteins did 
not seem to interfere with cell morphology or viability (data not shown). 
 
  3. Genome‐wide mapping of RNApolymerase II by DamID 
 
  81 
 
Figure 3.3 – Protein size and location of Dam fusion proteins in mouse NIH‐3T3 and human HEK29 cells. A) 
Dam  fusion  constructs  of  Polr2F,  Lmnb1  and Dam‐only  (kindly  provided  by  B.  van  Steensel).  B) Western 
blots  of  whole  cell  extracts  from  HEK293T  and  NIH3T3  cells  showing  detection  of  fused  proteins  after 
lipofectamine transfection. Proteins are detected with a V5 antibody or antibodies against the endogenous 
proteins of  interest, Polr2F or  lamin B1. C)  Indirect  immunofluorescence of fusion Dam proteins  in mouse 
NIH3T3 using the V5 antibody. Inset shows DNA staining and arrows point to transfected cells. Bars, 10µm. 
 
3.3.2  Optimising lentiviral infection efficiency in mouse embryonic stem cells (ES‐
OS25) 
Lentiviral transduction conditions of DamID plasmids have not yet been described for 
OS25 ES cells. Previous mapping of LaminB1 in ES cells was performed in ES‐E14 cells. To 
optimize the lentiviral transduction conditions in mouse ES‐OS25 cells, I started by using 
lentiviruses encoding a GFP plasmid, under a CMV promoter (kind gift from B. van 
Steensel). 
 
Viruses containing the GFP plasmid or the DamID plasmids were produced in HEK293T 
cells, where after assembly, viruses are released to the cell culture media, and the 
supernatant can be used directly to infect cells. This work was done in collaboration with 
Dr. Ana Banito (Cell Proliferation Group, CSC). To control the efficiency of infection and 
Anti-Polr2F!
Dam-Polr2F 
Anti-V5!
"#$%&'()*(+!!!!!,!!!!!!-!!!!!!!,!!!!!!!-!!!!!!!!!!,!!!!!!!!-!!!!!!!!!!!!
./01"!!!!!!!!!!!!!!!,!!!!!!,!!!!!!!-!!!!!!-!!!!!!!!!!-!!!!!!!!-!!!!!!!!!!!!!
23451"1!!!!!!!!!-!!!!!-!!!!!!!,!!!!!!!,!!!!!!!!!!!,!!!!!!!!,!!!!!!!!!!!!
Anti-Lmnb1!
Dam-Lmnb1 
Anti-V5!
"#$%&'()*(+!!!!!,!!!!!!-!!!!!!!,!!!!!!!-!!!!!!!!!!,!!!!!!!!!!-!!!!!!!!!!!!
./01"!!!!!!!!!!!!!!!,!!!!!!,!!!!!!!-!!!!!!-!!!!!!!!!!-!!!!!!!!!!-!!!!!!!!!!!!!
23451"1!!!!!!!!!-!!!!!-!!!!!!!,!!!!!!!,!!!!!!!!!!!,!!!!!!!!!!!,!!!!!!!!!!!!
Lmnb1 WT 
Dam-only 
Anti-V5!
"#$%&'()*(+!!!!!,!!!!!!-!!!!!!!,!!!!!!!-!!!!!!!!!!!!!!!!
./01"!!!!!!!!!!!!!!!,!!!!!!,!!!!!!!-!!!!!!!-!!!!!!!!!!!!!!!!!!!
23451"1!!!!!!!!!-!!!!!-!!!!!!!,!!!!!!!!,!!!!!!!!!!!!!!!!!!
678#/9! :;!
<
=
>
6#727*(#!
?2%@A! :;!
<
=
>
67&BCD(!)7%*#78!
6#727*(#!
:;!
<
=
>
3(E$CD(!)7%*#78!
6#727*(#!
:;!:;!:;!
23451"1!!!!!!!!!!!!!!! 23451"1!
Polr2F WT 
23451"1!
=F!
GF!
HF!
  3. Genome‐wide mapping of RNApolymerase II by DamID 
 
  82 
production of viruses, I first used the HEK293T viral supernatant directly to infect ES‐OS25 
cells. This resulted in very low efficiency of infection as determined by FACS analyses of 
GFP expression (Figure 3.4A). To improve efficiency of infection, other methods were 
explored. Slow spinning of the cell culture dish, containing HEK293T viral supernatant 
over adherent ES‐OS25 cells, can enhance the contact between the viral particles and 
cells (spin‐infection, (O'Doherty et al., 2000). Alternatively, concentration of viruses by 
ultracentrifugation of HEK293T viral supernatant, prior to application over cells, can also 
be used to increase viral titre (Cepko, 2001). Both methods were tested and spin‐
infection improved the infection efficiency by 1.6 fold in comparison to HEK293T viral 
supernatant (Figure 3.4A). Ultracentrifugation proved to be the most efficient method to 
infect ES‐OS25, with 10% GFP‐positive cells infected detected by FACS after infection with 
concentrated viral supernatants, ~2.5 times greater in comparison to cells infected with 
HEK293T viral supernatant (Figure 3.4A).  
 
The GFP plasmid drives low GFP expression under the CMV promoter in ES‐OS25 cells, 
being incompatible with the direct imaging of GFP positive cells by microscopy. To allow 
for more convenient screening of infection efficiency, I tested a commercially available 
GFP plasmid (FuGFP, Addgene), which drives GFP expression under a strong promoter of 
ubiquitin C (UbC). The detection of GFP‐positive cells greatly increased when the FuGFP 
plasmid was used (Figure 3.4A). The percentage of GFP positive cells measured by FACS 
after infection with HEK293T viral supernatant or after spin‐infection now became 
comparable, 59 and 56%, respectively (Figure 3.4A). Ultracentrifugation of the viral 
supernatant prior to infection granted the highest percentage of infected cells (~86% by 
FACS) and permitted convenient monitoring the infection rates (Figure 3.4B and C). 
Additionally, ES‐OS25 cells infected with ultracentrifuged viral stocks looked healthy and 
displayed normal morphology and viability.  
 
Subsequent experiments, aimed at mapping Polr2F, Lmnb1 and Dam‐only, were 
conducted using ultracentrifugation of the HEK293T viral supernatant and the FuGFP 
plasmid was used to control infection efficiencies. The infections were performed twice 
allowing for a 24h interval between infections. The efficiency of infection was 
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investigated 48h after infection using GFP transduction and DamID labelled cells were 
collected and stored for isolation of genomic DNA (gDNA). 
 
 
Figure 3.4  – Optimization of lentiviral infection. A) Percentage of GFP cells measured by FACS using three 
viral infection methods (HEK293T supernatant, spin‐infection and supernatant ultracentrifugation) and two 
GFP plasmids (GFP under CMV promoter and FuGFP, under UbC promoter). B) FACS histograms comparing 
GFP  intensity  in  uninfected  ES‐OS25  cells  (left)  and  cells  infected  with  virus  concentrated  using 
ultracentrifugation  and  expressing  the  FuGFP  plasmid  (right).  C)  Direct  visualisation  of  green  cells  using 
bright  field microscopy of uninfected ES‐OS25 cells  (left)  and cells  infected with virus  concentrated using 
ultracentrifugation expressing the FuGFP plasmid (right). 
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3.3.3  Amplification of methylated DNA after expression of DamID‐fusion proteins in 
ES cells 
DamID relies on the successful selection and amplification of methylated DNA modified 
by the Dam‐fusion proteins. Methylation occurs on GATC sites neighbouring the binding 
sites of the protein of interest. The selection and amplification of the methylated DNA 
fragments is accomplished by, firstly, the use of DpnI, a restriction enzyme that cuts 
methylated GATC sites, generating blunt ends (Figure 3.5) (Vogel et al. 2007). After 
ligation of adapters to the DpnI‐generated blunt ends, a second round of digestion is 
performed with DpnII to cut non‐methylated GATC sites. DNA fragments containing 
unmethylated GATC sites will be cut and therefore will not be amplified on the 
subsequent PCR reaction using primers specific to the adapters ligated previously. Only 
intact DNA fragments containing adaptors at both ends will be amplified, thereby 
enriching for DNA fragments ending with methylated GATC sites. The amplified DNA 
products are run on an agarose gel to confirm amplification of the methyl‐fragments. The 
Dam‐fused proteins normally produce a smear of genomic fragments ranging from 0.2 to 
2Kb (Vogel et al., 2007).Control reactions produced in the absence of DpnI or adaptors do 
not show PCR amplification. A representative typical experiment is shown in Figure 3.5. 
DNA samples produced in this manner were firstly analysed by microarray hybridization 
using arrays covering chromosomes 10, 11, 12, 13 and 14 (Table 3.1). Subsequently, the 
DamID procedure was developed further to be compatible with Next Generation 
Sequencing (NGS) on the Illumina platform (Table 3.1). 
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Figure  3.5  – Amplification  of methylated DNA  fragments. Typical agarose gel of PCR products amplified 
using the DamID strategy (left)  from cells  infected with plasmids containing the DamID fusions of  interest 
Polr2F or Lmnb1  (lanes 2,4) or Dam‐only  (lane 3). The remaining  lanes contain control  reactions omitting 
DpnI (5‐7) or ligase (8‐10). 
 
Table 3.1 – Summary of datasets used in this study. Replicates I and II are biological replicates originated 
from two independent infection dates. Replicates A, B and C are technical replicates where gDNA from the 
same infection was used to perform DamID reactions. 
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3.3.4  DamID mapping of Lmnb1 and Polr2F in ES cells using microarray analyses 
Mapping of lamin B1 occupancy genome‐wide by DamID has shown that it occupies large 
genomic regions, or Lamina Associated Domains (LADs), ranging in size from 40Kb to 
15Mb (Peric‐Hupkes et al., 2010). The majority of LADs (~80%) are conserved from ESCs 
to lineage‐committed Neuronal Precursors cells (NPCs) and terminally differentiated 
Astrocytes. In my experiments, I have used the Dam‐Lmnb1 fusion construct as a positive 
control for DamID mapping in ESCs‐OS25. We firstly analysed the DamID sample using 
chip microarrays covering chromosomes 10 to 14. 
To test whether we could reproduce the published results, the new microarray dataset 
from ES‐OS25 cells was compared with the one previously published for the ES‐E14 cell 
line (Peric‐Hupkes et al., 2010). The distribution of Lamin B1 binding is remarkably similar 
between the two datasets (Figure 3.6). The dynamic range of both datasets (logarithmic 
fold change of the signal, Dam‐Lmnb1, over background, Dam‐only) is also comparable 
(Figure 3.6). This confirms the reproducibility of the DamID method and the conservation 
of Lamin B1 domains in different ES cell lines. 
 
Dam‐Polr2F shows a much lower dynamic range (~10 fold lower) than that observed for 
Dam‐Lmnb1 (Figure 3.6). Nevertheless, DamID Polr2F binding maps obtained by 
microarray suggest that Lamina‐associated domains may be largely depleted of Dam‐
Polr2F signal (Figure 3.6), which is consistent with previous observations that LADs are 
associated with silent genes (Shevelyov and Nurminsky, 2012). However, in some LADs it 
is possible to detect Dam‐Polr2F signal (Figure 3.6), albeit it is difficult to judge whether 
this signal is above noise. As DamID labelling is a population based method that captures 
the binding of the Dam‐fusion protein across 48h of expression, the observation that 
some genomic regions might be associated with both Lmnb1 and RNAPII could represent 
fluctuation between states of activity (away from the lamina) and repression (at the 
lamina) during the cell cycle, or alternatively could represent genes that are transcribed in 
association with the lamina (Kind and van Steensel, 2010). 
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Figure 3.6 ‐ Microarray data of DamID maps for Lmnb1 and Polr2F constructs covering chromosomes 10 
and  11.  Plots  represent  mouse  chromosomes  10  (A)  and  11  (B).  DamID  mapping  of  Lmnb1‐chromatin 
interactions in ES‐E14 cells are shown in yellow (Peric‐Hupkes et al., 2010), ES‐OS25 cells in red, and for ES‐
OS25 Polr2F in blue. Red boxes indicate regions positive for Lmnb1 and negative for Polr2F and green boxes 
indicate  positive  for  both  Lmnb1  and  Polr2F.  Microarray  analyses  were  kindly  performed  by  Wouter 
Meuleman (NKI, The Netherlands). 
 
Next, we explored Polr2F occupancy at single genes (Figure 3.7). RNAPII is recruited to 
gene promoters in a hypo‐phosphorylated state, where it becomes phosphorylated in the 
serine 5 residues of its CTD domain, resulting in an enrichment for Ser5P at gene 
transcription start sites (TSSs), as visualized by ChIP‐Seq read distribution (Brookes et al., 
2012). At active genes, the Ser5P phosphorylation extends throughout the coding region 
and peaks again after the TTS, which may reflect 3’end processing of the transcript 
(Brookes et al., 2012). In the transition between RNAPII initiation and productive 
transcript elongation, the CTD becomes phosphorylated on Serine 7 (Ser7P) and Serine 2 
residues (Ser2P). Ser7P is peaks at TSS and Ser2P signal increases throughout coding 
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regions and peaks immediately downstream of the 3’ end where it may have roles in co‐
transcriptional polyadenylation of transcripts (Brookes et al., 2012). 
 
At polycomb‐repressed genes, RNAPII is characterized by Ser5 phosphorylation at TSS and 
throughout coding regions, without accumulation after the TES (Brookes et al. 2012). 
RNAPII at Polycomb‐repressed genes shows an unusual configuration characterized by 
absence of Ser2P and Ser7P, which suggests that Polycomb silencing may be mediated by 
repression of co‐transcriptional processing mechanisms (Brookes et al., 2012; Brookes 
and Pombo, 2012). Ser5P, Ser7P and Ser2P are not detected at inactive genes. 
 
In contrast to ChIP‐seq mapping with phospho‐dependent antibodies (Figure 3.7 bottom 
panel), two of the most active genes in ES cells, Polr2A and Top2a, show very low Dam‐
Polr2F signal, without a marked difference in enrichment between TSS, coding regions 
and TTS (Figure 3.7 top panel). In Drosophila, the same subunit was mapped by DamID 
with a pronounced enrichment at the TSS (Braunschweig et al., 2009) however, in spite of 
successful expression, the signal was overall very low, which could be due to inefficient 
incorporation of the Dam‐Polr2F fusion protein into the RNAPII complex. Surprisingly, a 
zoomed view around the TSS of Polr2A and Top2A reveals complete depletion of signal 
(Figure 3.7 box). This could result from biased positioning of microarray probes across 
genomic regions, from depletion of GATC sequences around TSS or to poorer accessibility 
of the Polr2F‐Dam protein to DNA at the TSS. Polr2A and Top2A are not associated with 
LmnB1, consistent with their transcriptional activity. At two PRC‐repressed genes, Nr2e1 
and Nkx2.1 (Brookes et al., 2012), enrichment is also low but slightly more obvious 
around the TSS of Nkx2.1 but not Nr2e1 (Figure 3.7). DamID‐Polr2F signal is hardly 
detected at an inactive gene, Myf5 (Figure 3.7), whereas it is associated with Lmnb1, 
consistent with lamina being a repressive environment. In line with this, immuno‐
cryoFISH of Myf5 shows signal at the nuclear periphery in ES cells (Sheila Q. Xie; 
unpublished data). Overall RNAPII detection by DamID mapping of Polr2F in mouse ES 
cells gave very low signal (Figure 3.7). 
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Figure 3.7 ‐ Single gene profiles of DamID microarrays. DamID microarrays (top panel) and ChIP‐Seq (Ser5P, 
Ser2P, lower panel, (Brookes et al., 2012) across active (Polr2a, Top2a), PRC‐repressed (Nr2e.1, Nkx2.1) and 
inactive  (Myf5) genes. Dashed boxes show regions without signal around the TSS. DamID data processing 
analyses were performed by Wouter Meuleman (NKI, The Netherlands). ChIP‐Seq Ser5P and Ser2P data was 
previously published (Brookes et al. 2012). 
 
To investigate DamID mapping of Polr2F across the whole set of genes present in the 
microarray from chromosomes 10 to 14, we assembled three lists of RefSeq genes using 
previous genome‐wide classification based on ChIP‐Seq mapping of Polycomb and RNAPII 
modification across the OS25‐ES cells (Brookes et al., 2012). A cohort of 576 active genes 
on chromosomes 10‐14 was selected, which have FPKM>15 (FPKM, fragments per 
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kilobase of exon per million fragments mapped), corresponding to the FPKM of the top 
20% most expressed genes in the ES cell genome; FPKM was previously measured from 
RNA‐seq data produced for the same cells (Brookes et al. 2012). A list of 339 PRC‐
repressed genes was identified in these 5 chromosomes, according to the previous 
classification (Brookes et al., 2012). Finally, 564 Inactive genes were identified based on 
the previously published classification and having FPKM equal to zero.  
 
Average profiles of Polr2F DamID signal were plotted for these group of genes around the 
5’ and 3’ end regions of genes (± 20 Kb windows) (Figure 3.8). Low levels of enrichment 
are shown at 5’ ends of active and PRC‐repressed genes, but absent at Inactive genes. The 
enrichment covers ‐2 to +3 Kb around the 5’ end. No detection above noise is observed 
throughout coding regions or past the 3’ of active and PRC‐repressed genes, which can 
suggest that DamID mapping of Polr2F is not sensitive enough to detect RNAPII at these 
regions, for the reasons indicated above. Reassuringly, no DamID signal is detected at 
Inactive genes. 
 
In summary, the overall detection of RNAPII by DamID mapping of Polr2F in ES cells is 
constrained to 5’ end, both in active and PRC‐repressed genes, at very low levels. 
Detection of Polr2F signal at 5’ end of genes in average profiles suggests that the DamID 
mapping is specifically detecting RNAPII but with very low sensitivity. The analyses so far 
do not explain why little DamID signal is detected at promoters of single genes (Figure 
3.7) compared with average profiles (Figure 3.8), but would be consistent with a sub‐
population of genes having detectable signal. Although the microarray data could be 
mined further to explore Polr2F DamID mapping at single genes, we decided to attempt 
to perform the DamID mapping by Next Generation Sequencing before delving further in 
extracting information from microarray datasets. 
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Figure 3.8 –Average profiles of Polr2F‐Dam signal in a 40Kb region around the 5’ end and 3’ end of active 
(red),  PRC‐repressed  (blue),  and  Inactive  (green)  genes  across  chromosomes  10  to  14. DamID analyses 
were performed by Wouter Meuleman (NKI, The Netherlands). 
 
3.3.5  Analysis of DamID profiles for Lmnb1 and RNAPII by DamID‐NGS 
With the aim of increasing the level of detection of Polr2F mapping by DamID and to 
generate genome‐wide maps not limited to the analyses of a few chromosomes, we 
combined DamID with the Illumina library preparation approach for high‐throughput 
sequencing. NGS has increased sensitivity for ChIP experiments in comparison with 
microarray hybridization. For example, detection of STAT1 binding sites had up to 4 fold 
increment by ChIP‐Seq compared to ChIP‐on‐chip (Robertson et al., 2007). NGS also 
provides single nucleotide resolution offering increased genome coverage in comparison 
with microarrays (reviewed in Hurd and Nelson, 2009). DamID has not been previously 
adapted to the Illumina NGS platform.  
 
To produce a library compatible with Illumina sequencing, we prepared DamID PCR 
products as previously described (Figure 3.5), before amplification with the Illumina 
TruSeq DNA library preparation Kit. Due to the presence of DamID adaptors (40bp) at the 
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ends of DamID DNA fragments, we chose read lengths of 100bp, with the aim of 
bioinformatically removing the first 42bp, corresponding to DamID adaptors, from every 
read after sequencing. 
 
In microarray analyses, the DamID enrichment values represent a ratio between the 
intensity of DamID DNA produced from cells expressing the fusion proteins and DamID 
DNA produced from cells expressing Dam only. In the case of Illumina libraries, DamID 
signals for the Dam‐only and fused proteins are sequenced independently hence, the 
signal needs to be subtracted a posteriori. Novel procedures were put into place to 
normalized these DamID‐Seq results (work by Ines de Santiago, our laboratory). I started 
by analysing each DamID‐seq dataset for Dam‐only, Dam‐Polr2F and Dam‐Lmnb1, 
independently.  
 
The Dam‐only library shows background methylation levels, which can be associated with 
more accessible chromatin regions (Figure 3.9), confirming the need to subtract the Dam‐
only to the Dam‐protein fusions, to detect real Dam targets that result from chromatin 
binding of the fused protein (Vogel et al. 2007). Notably, the Lmnb1 raw signal already 
shows large domains of interactions between chromatin and lamina before background 
subtraction (Figure 3.9). 
 
Next, the Lmnb1 and Polr2F raw datasets were normalized, by subtracting the Dam‐only 
signal (Ines de Santiago).  
 
To further investigate whether DamID‐NGS approach works successfully, I started by 
comparing our subtracted NGS dataset with the microarray datasets discussed before 
(Figure 3.6). The Lmnb1 subtracted signal is very similar to the datasets obtained by 
microarray hybridization. Large lamina‐associated domains are found at similar sites 
(Figure 3.9). This shows that DamID can be combined with NGS to produce genome‐wide 
datasets, and help overcome limitations related with microarray analyses. 
 
In contrast with Lmnb1 DamID‐NGS raw profiles, Polr2F raw signal is very similar to that 
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of Dam‐only (Figure 3.9). This suggests that it may be more difficult to distinguish the 
Dam‐Polr2F from the Dam‐only signals as the preferred binding site of RNAPII is at active 
chromatin regions where free Dam protein is also more likely to act non‐specifically 
(Figure 3.9). Next, I analysed the normalized DamID‐NGS dataset for Polr2F mapping. I 
found positive enrichment for Dam‐Polr2F dispersed throughout the genome, unlike the 
demarked signal found for Dam‐Lmnb1 datasets (Figure 3.9). 
 
 
Figure  3.9  ‐  DamID  mapping  of  Lmnb1  and  Polr2F  fused  constructs  on  chromosome  10  in  ES  cells. 
Distribution of DamID mapping for (from top to bottom): Lmnb1 microarray in ES E14 cells (Peric‐Hupkes et 
al.,  2010)  yellow;  raw  NGS  data  for  the  Lmnb1‐Dam  (orange),  Dam‐only  (black)  and  Polr2F  (sky  blue); 
subtracted NGS data  for Lmnb1  (Lmnb1 minus Dam‐only,  red) and Polr2F  (Polr2F minus Dam‐only, blue). 
Ser5P and Ser2P ChIP seq profiles are also shown in purple and pink, respectively (Brookes et al., 2012). 
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To investigate the DamID‐NGS results for Polr2F, I produced single gene profiles in the 
UCSC Genome Browser (Figure 3.10). At two active genes, Polr2A and Oct4, Lmnb1 
subtracted data shows no association with the lamina, which is consistent with the 
microarray data and their active state (Figure 3.10). Disappointingly, the subtracted 
Polr2F signal shows no enrichment at the 5’ end of these active genes and very little 
enrichment throughout the coding region or around the 3’end. This suggests that indeed 
Dam‐Polr2F is either not appropriately incorporated into RNAPII complexes, or that when 
incorporated the Dam is not able to methylate DNA, either because of hindrance from 
other proteins, in particular at the initiation stage, or because of its distance to the DNA. 
These results also show that NGS analysis of DamID DNA does not improve detection of 
Polr2F genome‐wide occupancy above what was achieved with microarrays (Figure 3.10). 
During the DamID‐microarray analyses of the DamID datasets, promoter regions on single 
genes were often depleted of signal for the Dam‐Polr2F dataset (Figure 3.7), although 
enrichment could be detected in average profiles centred at the 5’ end of active and PRC‐
repressed genes. Careful inspection of single gene profiles at the DamID‐NGS Polr2F 
dataset shows depletion of reads in regions around the 5’ end of genes (Figure 3.10).  This 
is often true for the same regions across all the tracks (Figure 3.10), which suggests that 
Dam may not access these exact regions, if for example they are consistently kept not 
accessible, or if they are depleted for GATC sites. These gaps are not seen in every active 
gene, but may contribute to difficulties detecting Polr2F binding at genes 5’ ends. For 
example, at Top2a there is signal at the TSS as well as throughout the coding region of the 
gene at similar levels. In contrast, at the Polr2A and Oct4 genes there are gaps of ~2 Kb 
around the gene promoters. Therefore, RNAPII detection by DamID at gene promoters 
seems to vary and differences might underlie specific characteristics of the promoter 
regions (for example the existence of CpG islands).  
 
For the three PRC‐repressed genes, Nr2e1, Nkx2.1 and Hs6st3 (Figure 3.10), very little 
RNAPII is detected at TSS, especially in the case of Nr2e1 and Nkx2.1. RNAPII occupancy is 
detected by DamID through the coding region of Hs6st3 and past the 3’ end, similar to 
detection of Ser5P by ChIP‐Seq. Hs6st3 is associated with the lamina showing that 
polycomb‐target genes can be found at lamina and raising a possibility for a role of lamina 
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in polycomb repression. Concomitant with the microarray data, no detectable levels are 
observed at the Inactive gene, Myf5. 
 
Figure 3.10 ‐ Single gene profiles of DamID‐Seq (top rows in each panel) and ChIP‐Seq (Ser5,Ser2, bottom 
rows  in  each  panel,  (Brookes  et  al.,  2012)  across  active  (Polr2a,  Top2a,  Oct4),  PRC‐repressed  (Nr2e.1, 
Nkx2.1, Hs6st3) and  Inactive  (Myf5) genes. Dashed boxes show regions without DamID signal around the 
TSS. 
 
To investigate RNAPII occupancy genome‐wide, average profiles were produced at 5’ and 
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3’ end of active, PRC‐repressed and Inactive genes. Average profiles confirm the presence 
of RNAPII by DamID at TSS of active genes and at lower extent, PRC‐repressed genes, 
which could not have been appreciated before due to lower resolution of the microarray 
technique (Figure 3.11).RNAPII levels detected on average profiles of the most expressed 
genes are higher than those found at the least expressed genes in the ES cell population 
(Figure 3.11), albeit we fail to confidently detect RNAPII throughout coding regions or at 
TTS (Figure 3.11) . 
 
 
Figure  3.11  ‐  Average profiles  of  Polr2F‐Dam  signal  in  a  ±5Kb  region  around  the  TSS  and  TTS  of  active 
(green,  n=5707),  PRC‐repressed  (pink,  n=1632)  and  Inactive  (yellow,  n=5296)  genes  by  DamID‐NGS. 
DamID analyses were performed by Ines de Santiago. 
 
To investigate the gaps around the TSS of active and PRC‐repressed genes, the GATC 
density was mapped in 2Kb regions around the TSS (work by Ines de Santiago and Wouter 
Meuleman; Figure 3.12 A). GATC sites were firstly mapped genome‐wide. GATC 
sequences frequencies on genomic windows around the TSS of active, PRC‐repressed and 
Inactive genes were plotted (Figure 3.12 A). There is clearly a demarked decrease of GATC 
frequency at the promoter regions of active and PRC‐repressed genes compared to 
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Inactive genes, possibly explaining the lack of reads around this region (Figure 3.12 A). 
Although the frequency of GATC values does not drop to zero it may, at least in part, 
explain the difficulties in detecting RNAPII at 5’ ends of genes. Moreover, as active genes 
in ES cells have CpG rich promoters, the GATC distribution at these genes is overall lower 
but more demarked for the top 20% most CpG rich active genes (green, Figure 3.12 B). 
This may also explain why RNAPII could be mapped in Drosophila cells by DamID 
(depleted of CpG islands), although the authors did not show the distribution of Polr2F‐
DamID at single genes (Braunschweig et al., 2009). 
 
Overall, we conclude that RNAPII detection by mapping of Polr2F in mouse ES cells, did 
not allow to fully understand the abundance of RNAPII on chromatin. The early 
experiments by microarray suggest that, at TSS, the total number of RNAPII might be the 
same between active and PRC‐repressed genes (height of the peak; Figure 3.8), raising 
the possibility that the same number of molecules might be recruited to both classes. In 
this scenario, differences in the RNAPII forms found at active and PRC‐repressed genes 
might rely on the extent of phosphorylation events found at each gene class and is rather 
the extent of Ser5 phosphorylation the difference between active (more) and PRC (less) 
genes. This would suggest the existence of a threshold on Ser5 phosphorylation that 
allows RNAPII to transit to elongation, which is not reached at PRC genes. 
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Figure  3.12  ‐  GATC  density  on  2Kb  windows  around  the  TSS.  A)  Plots  represent  the  GATC  frequency 
distribution around the TSS of active (green), PRC‐repressed (pink) and inactive (grey) genes. B) active gene 
promoters were sub‐divided according to GATC frequencies. The top most CpG rich (green), bottom (red) 
and the average (grey) of active genes are shown. 
 
3.3.6  Characterization of Lmnb1 genes in the context of RNAPII and PRC regulation 
The laboratory has previously characterized the role of the polycomb group of proteins in 
the context of RNAPII activity in mouse ES cells (Brookes et al., 2012). Polycomb proteins 
bind to developmentally regulated genes to maintain their silent state in ES cells, avoiding 
the activation of gene expression programmes associated with differentiated tissues 
(Azuara et al., 2006; Bernstein et al., 2006). 
 
Along with positive histone marks (H3K4me3 and H3K9ac), RNAPII is found at Polycomb‐
repressed genes in an unusual configuration characterized by the presence of Ser5P at 
promoter and coding region of genes, in the absence of Ser2P and binding of antibody 
8WG16 raised to unmodified CTD (Stock et al., 2007). However, genome‐wide maps of 
polycomb repressive histone markers together with RNAPII modifications revealed that 
PRC target genes can actually be further categorized in four groups according to their 
RNAPII modification pattern and Polycomb instigated histone marks, H3K27me3 and 
H2Aub1 (Brookes et al., 2012). 
 
!"# $"#
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The four groups of PRC‐target genes comprise: PRC‐only (PRCo) genes, with H3K27me3 
and no RNAPII; PRC‐repressed (PRCr) genes, with PRC‐associated histone marks and 
Ser5P; PRC‐intermediate (PRCi) genes, with PRC, Ser5P, Ser7P and 8WG16; and PRC‐active 
(PRCa) with PRC, Ser5P, Ser7P, 8WG16 and Ser2P (Brookes et al., 2012). The levels of 
mRNA detected in ES cells increase from PRCo to PRCa genes as well as the levels of 
RNAPII modifications associated with gene activity (absent from PRCo and present at 
levels close to those of active genes in PRCa) (Brookes et al., 2012). The PRCr group of 
genes (~1632 genes) resembles the previously described bivalent genes (Stock et al., 
2007). This work has helped categorize in ES cells different group of genes according to 
RNAPII and PRC repression, but other features of gene regulation also play important 
roles in transcription regulation.  
 
Similarly to Polycomb‐mediated repression, association of genes with the nuclear lamina 
correlates to silent state (Shevelyov and Nurminsky, 2011). Interestingly, lamina 
association and Polycomb repression have been compared, with H3K27me3 being 
detected at the nuclear lamina, suggesting an interplay between polycomb and lamina 
repression (Luo et al., 2009). To explore the interplay between silencing of polycomb, 
lamina repression and gene expression, I have compared the previously classification of 
LAD associated genes in ES cells (Peric‐Hupkes et al., 2010) with the groups of genes 
classified according to RNAPII modifications and Polycomb marks (Brookes et al., 2012). 
We made use of the classifications present at (Peric‐Hupkes et al., 2010) to define LAD‐
positive and LAD‐negative genes. The majority of LAD‐associated genes belong to the 
Inactive group. Within this group, 60% of genes are not found associated with the lamina, 
suggesting other mechanisms of repression (e.g. conformation of chromatin, 
inside/outside CT) inside the nucleus (Figure 3.13). On the other hand, the majority of 
active genes (96%) are classified as LAD negative, consistent with the depletion of positive 
regulators of gene expression in the lamina (Figure 3.13). Similarly, very few PRCa genes 
are associated with the lamina, consistent with their active state (Figure 3.13). 
 
Gene expression at the lamina is a possible phenomenon that has been shown for a few 
genes (Finlan et al., 2008; Kumaran and Spector, 2008; Reddy et al., 2008). The 
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percentage of PRCi/r/o at LADs is 15, 20 and 23%, respectively, consistent with the 
presence of polycomb‐associated markers at this nuclear landmark (Figure 3.13). 
According to the previously published study  that showed a very high abundance of 
H3K27me3 at nuclear periphery compared to the center (Luo et al., 2009), the present 
results also suggest that ~60% of PRC genes are lamina associated. 
 
 
Figure  3.13  –  Comparison  between  gene  localisation  in  LADs  and  their  classification  based  on  RNAPII 
modification  and  polycomb  occupancy. Classification of  Lmnb1 associated  genes was  taken  from  (Peric‐
Hupkes et al., 2010). Percentage of Lmnb1 associated genes classified as active, PRCa, PRCi, PRCr, PRCo and 
Inactive  in  (Brookes et al., 2012). Representation of LAD‐associated genes  (red) and not associated  (grey) 
relative to the groups of genes classified in (Brookes et al., 2012) according to their association with RNAPII 
modifications and histone marks instigated by Polycomb.  
 
Next, we sought to inspect differences in gene size, occupancy by RNAPII phospho‐
isoforms and expression activity within the three classes of genes (active, PRC‐repressed 
and Inactive) between association, or not, with the lamina (Figure 3.14). In general, active 
and PRC‐repressed genes that are associated with LADs are longer than those not 
associated, a feature that is not true for Inactive genes, which are more likely to be 
lamina associated if they are shorter. The previous analyses of LADs in ES cells had 
already revealed a tendency for longer genes to be repressed at the lamina, and the 
present analyses show that this tendency appears more important for active and PRC‐
repressed genes, both of which are associated with RNAPII, in contrast with Inactive 
genes (Peric‐Hupkes et al. 2010). Consistent with its role as a repressor and the depletion 
of RNAPII at the nuclear lamina, LAD‐associated active and PRC‐repressed genes have less 
Ser5P and Ser2P than the ones not found at LADs. Consistently, active genes found at 
LADs have lower expression levels than those not associated with the lamina. Taken 
together these results re‐enforce the idea of lamina as a repressive compartment. Active 
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lamina‐associated genes have less RNAPII associated marks and produce lower levels of 
mRNA than those found at the nucleus. The same is seen for PRC genes suggesting that 
lamina association might add an accumulative effect to the repression of these genes. 
 
 
Figure  3.14‐  Characterization  of  Lamina  associated  active,  PRC‐repressed  and  Inactive  genes.  Lamina 
positive and negative genes were extracted from the classification published in (Peric‐Hupkes et al., 2010) 
for ES‐E14 cells. Verification of  lamina association  in the current DamID‐NGS dataset  in ES‐OS25 cells was 
performed  bioinformatically  by  Ines  de  Santiago.  Measurements  shown  were  performed  by  Ines  de 
Santiago. active LAD+ (195 genes), LAD‐(5465 genes); PRCr LAD+ (330 genes), LAD‐(1271 genes);    Inactive 
LAD+(2208 genes), LAD‐(3058 genes). 
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3.4  Discussion 
Characterization of RNAPII occupancy genome‐wide has advanced our understanding of 
its intricate mechanisms of regulation. A common approach to explore RNAPII occupancy 
includes the use of phosphorylation‐dependent antibodies to the C‐terminal domain of 
the largest subunit of RNAPII, Rpb1, which helps to differentiate between stages of 
transcription (e.g. initiation and elongation). However, up to now very little is known 
about total RNAPII abundance across the genome. Here, I have attempted to use DamID 
to map total levels of RNAPII in mouse ES cells and, together with the Lmnb1 binding 
maps, investigate the interplay between lamina, RNAPII and polycomb repression.  
 
Total RNAPII occupancy maps produced by DamID analysis on microarray show a peak of 
RNAPII around the TSS of active and PRC‐repressed genes, but not in Inactive genes 
(Figure 3.8). However, very little or no enrichment is found throughout the coding region 
or past the TTS of active genes, although Ser5P extends during RNAPII elongation and, 
contrary to the accumulation of Ser2P expected at these sites (Brookes et al., 2012). 
Similarly, no enrichment can be found past the TSS for PRC genes, contrary to what is 
observed by ChIP‐Seq experiments using the Ser5P antibody. DamID analysis by NGS also 
confirmed RNAPII detection at active and PRC‐repressed genes at gene promoters, but 
raised some concerns about the possibility of impaired detection of Polr2F by DamID at 
promoters (Figure 3.10 and 3.11). 
 
3.4.1  Mapping of Polr2F by DamID – Microarrays 
Mapping of Polr2F by DamID and microarray detects RNAPII at TSS of active and PRC‐
repressed genes even though signal‐to‐noise ratios were low (Figure 3.7 and 3.8). Dam‐
Polr2F enrichments are mostly concentrated at promoters. Gene promoter regions are 
the sites where the enrichment of RNAPII is found to be higher when antibody 
approaches are used towards Ser5P modified RNAPII (Brookes et al., 2012). DamID does 
not detect RNAPII recruitment at Inactive genes, consistent with results obtained with 
antibodies against phosphorylation markers and with the inactive transcriptional status of 
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these genes. 
 
Taking the microarray results at face value, the finding that Polr2F is found at active and 
PRC‐repressed genes at same levels would suggest that the number of RNAPII complexes 
recruited to both classes of genes is the same and is rather the number of phosphorylated 
residues that may differ (higher in active genes).  
 
3.4.2  Characterization of RNAPII by DamID ‐ Sequencing 
Microarrays have so far been the approach used to characterize the binding sites of Dam‐
fused proteins. Next generation sequencing allows lower background and better 
sensitivity, as well as higher resolution. In an effort to enhance the signal of the Polr2F‐
Dam mapping of total RNAPII binding sites we have applied, for the first time, next 
generation sequencing to DamID.  
 
I showed that DamID‐NGS can successfully reproduce the Lmnb1 DamID mapping 
observed by microarray (Figure 3.9), but it did not improve detection of Dam‐Polr2F 
construct in mouse ES cells. The higher resolution achieved with DamID‐NGS allowed us 
to identify significant gaps of signal around the TSS of active and PRC‐repressed genes, 
which raises issues about the use of DamID to map promoter proximal binding, in 
particular, in higher eukaryotes characterised by specific sequence enrichment at these 
regions (Figures 3.10 and 3.11).  
 
Investigation of GATC frequency confirms depletion of the quadruple repeat around TSS 
of active and PRC genes, which would bias the ability of Dam‐fusion proteins to tag these 
genomic regions (Figure 3.12). This was not the case for Inactive genes. Moreover, 
depletion of GATC at TSS seems to be correlated with CpG content. Active and PRC‐
repressed genes are characterized in ES cells by CpG rich promoters (Brookes et al., 2012; 
Mikkelsen et al., 2007), which has been independently associated with the recruitment of 
RNAPII and PRC2 (Rozenberg et al., 2008; Sandelin et al., 2007; Tanay et al., 2007). More 
specific analyses would be required to investigate further this possibility, such as 
measuring the % of CpG at all promoters and correlating with their respective GATC 
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density to test at the single gene level whether increased CpG correlates with decreased 
GATC. If this were true, genes with lower CpG should be more enriched for Dam‐Polr2F 
signal. 
 
DamID‐NGS failed to show an improvement on the signal detected at gene bodies or 
around the TTS, suggesting that: 1) Dam‐Polr2F may not associate with the RNAPII 
complex throughout elongation; 2) the levels of RNAPII at these sites are low or 
undetectable by DamID. However, photobleaching microscopy experiments have shown 
that most chromatin proteins have a high turnover rate on chromatin (Phair et al., 2004), 
and therefore, the long periods of exposure of cells (>24h) to the Dam‐Polr2F fusion 
should in principle allow binding and methylation of GATC sites neighbouring the target 
regions, unless the conformation of the chromatin prevents the event.  
 
An early study showed that methylation through the Dam‐fused protein can be detected 
even 5Kb away from the protein binding site which, together with the frequency of GATC 
sites in the mammalian genome (on average every 260bp), suggesting that DamID should 
be a robust technique to evaluate binding sites of most chromatin binding proteins (van 
Steensel and Henikoff, 2000). For example, Lmnb1 binding maps have been extensively 
produced using the DamID technique in several mouse cell lines (fibroblasts, neurons, 
ESCs) and in Drosophila (Peric‐Hupkes et al., 2010; Pickersgill et al., 2006). However our 
study on RNAPII detection in mouse ES cells by DamID concludes that tagging of the 
Polr2F subunit is unsatisfactory, suggesting that the Dam protein may not be successfully 
incorporated into functional RNAPII complexes, or if incorporated it may not act due to 
steric effects that makes it inaccessible to modify DNA. In this scenario, it would be 
worthwhile to attempt tagging other RNAPII subunits. 
 
In the future, to allow better comparisons between RNAPII occupancy detected by 
DamID‐NGS, and ChIP‐seq data of RNAPII phosphorylation forms, average profiles could 
be investigated for genes ranked according to their Dam‐Polr2F enrichments or GATC 
frequencies, since lower CpG should be more enriched for Dam‐Polr2F signal.  
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3.4.3  DamID mapping of Polr2F results in poor detection 
RNAPII detection through Polr2F mapping by DamID results in low signal to noise ratios 
and therefore poor signal detection. This could be indicative of very high methylation 
levels by the Dam‐only protein at regions occupied by Dam‐fused proteins. Indeed, 
promoters are thought to have a more open chromatin conformation possibly allowing 
the binding of Dam‐only to these sites, overlapping with the presence of Dam‐Polr2F. On 
the other hand, it could suggest deficiencies in the integration of the Dam‐Polr2F 
construct on the RNAPII complex.  
 
RNAPII has 12 subunits and is thought to assemble in the cytoplasm (Wild and Cramer, 
2012). Experiments in lower eukaryotes have shown that Polr2F (or Rpb6) directly bind 
the largest RNAPII subunit, Rpb1, to assemble and stabilize the RNAPII complex (Minakhin 
et al., 2001). The Dam‐Polr2F construct could give rise to an unstable RNAPII complex that, 
competing with the wild‐type complex, would bind at lower frequency than its wild‐type 
counterpart, giving rise to low levels of RNAPII detection by DamID. In microarrays, the 
binding of Polr2F‐Dam is mostly detected at the TSS with little or no signal detected past 
this site. This could also be indicative of abortive transcription from the Polr2F‐Dam 
RNAPII complex that is unsuited to travel along the gene and therefore incompatible with 
transcription elongation. Alternatively, this result could indicate that the amount of 
RNAPII on the coding region or past the TTS of genes is indeed lower to that of TSS and 
insensitive for detection by DamID. Total RNAPII density measured with an N‐terminus 
RNAPII antibody in single gene analysis also show higher detection near the promoter but 
lower throughout coding regions in human prostate cancer cell lines(Morris et al., 2005). 
Higher RNAPII detection at TSS is the case for the vast majority of active genes. The ratio 
between RNAPII through gene bodies and at TSS is thought to relate with transcription 
(Brannan et al., 2012). Piling up of RNAPII at TSS could provide a pool of engaged 
polymerases in a ‘ready‐to‐go’ state, to further allow a few to undergo elongation upon 
stimuli or after proper assembly of downstream processes (e.g. recruitment of capping 
machinery). Mapping of the homologous RNAPII subunit in Drosophila by DamID also 
detects a more prominent enrichment at the TSS (Braunschweig et al., 2009) than 
through the gene body, as seen on the average DamID profiles presented here. Although 
  3. Genome‐wide mapping of RNApolymerase II by DamID 
 
  106 
the dynamic range of the signal is slight higher in the Drosophila experiments (average 
profiles of active genes show a TSS peak of 0.5), it is still much lower than that of Lmnb1, 
pointing to difficulties in RNAPII detection by DamID. Albeit at low detection levels, 
Drosophila mapping of RNAPII by DamID showed RNAPII on gene bodies and a small peak 
past the TTS. Detection beyond TTS is not seen in ES‐OS25, which might be due to the 
complexity of the RNAPII and transcription machinery in mammalians compared to that 
of flies. Importantly, ChIP‐Seq profiles of RNAPII modifications at active genes detect 
RNAPII past the TTS, which could be critical for 3’ end processing of transcripts (Brookes 
et al., 2012). In addition, total RNAPII mapping in ES cells using an antibody against the N‐
terminus, H224, on single genes shows similar enrichment at promoters of active and 
PRC‐repressed genes (Stock et al., 2007), suggesting that the amount of RNAPII recruited 
to both gene classes is the same, as possibly suggested by the DamID data for the Polr2F 
results. At a small panel of PRC‐repressed genes, the total RNAPII antibody has a lower 
enrichment at coding regions when compared to promoters (Stock et al., 2007) as those 
observed here by DamID, suggesting, once again, for lower levels of total RNAPII 
molecules at coding regions. 
 
On the other hand, the possibility that RNAPII recruitment may be similar between active 
and PRC‐repressed genes suggests that RNAPII recruitment and accumulation at 
promoters occurs in the presence of PRC‐repression and improper mRNA production 
arises downstream of the TSS. Hypothetically, being the case that the number of RNAPII 
molecules is the same between active and PRC‐repressed genes, the fact that Serine 5 
phosphorylation is lower at PRC‐repressed genes could possibly suggest that inability of 
Serine 2 phosphorylation on PRC‐repressed genes occurs due to deficits in Serine 5 
phosphorylation. This could possibly mean that Serine 2 phosphorylation occurs, 
preferentially, at heavily modified Ser5 residues, which is consistent with the fact that 
Ser2P requires previous priming of the CTD with Ser5 phosphorylation (Egloff et al., 2012). 
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3.4.4  Characterization of Lmnb1 chromatin interactions and interplay with RNAPII and 
polycomb 
RNAPII plays a central role in regulating gene expression. However, association of genes 
to other nuclear landmarks have also been implicated in the control of gene expression. 
Polycomb group of proteins is mostly known for maintaining the silent state of 
developmentally regulated genes. Recently, it has been found that RNAPII is present at 
this class of genes in a novel conformation (RNAPII‐Ser5P), for a more rapid activation 
upon external cues. Lamina is also thought to be a repressive compartment and tethering 
experiments of some genes results in their repression (Shevelyov and Nurminsky, 2011). 
The polycomb instigated histone mark, H3K27me3, has been found enriched at the 
nuclear lamina of ES cells (Luo et al., 2009). Here, we integrated the datasets available in 
our laboratory for RNAPII, Polycomb histone markers or group of proteins and Lmnb1 
association to investigate the interplay between these three gene expression regulators. 
According to the study by Luo et al. (2009), 40% of the H3K27me3 signal is at the nuclear 
periphery, i.e., within 400nm of the Lmnb1 rim. Amongst the genes associated with 
polycomb in ES cells, ~60% are associated with the lamina. Interestingly, H2Aub and 
H3K27me3 are found at LADs (Figure 3.15, grey boxes) where some RNAPII‐Ser5P is 
present. As expected, both RNAPII and Polycomb marks are also found outside LADs 
(Figure 3.15 green boxes). 
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Figure 3.15 ‐DamID‐Seq and ChIP‐Seq data for Lmnb1 (red), Ser5P (purple), H3K27me3 (Mikkelsen et al., 
dark orange) and H2AUb  (grey). Green boxes  indicate regions depleted of Lmnb1 and positive for Ser5P. 
Grey boxes are enriched for the polycomb histone markers H2Aub and H3K27me3 and Lmnb1. 
 
We next sought to investigate the LAD positive PRC genes in terms of levels of RNAPII 
modifications, positive and negative histone marks, as well as other genomic features (GC 
context, CpG islands, gene size). Active genes associated with the lamina had less Ser5P 
and Ser2P, consistent with depletion of RNAPII at this nuclear landmark (Figure 3.13). 
Also in Drosophila, less Polr2F detected by DamID was found inside LADs (van Bemmel et 
al., 2010). Consistent with its role as repressors, LAD‐associated active genes were also 
relatively lower expressed in relation to the ones not found to be associated with the 
Lamina. Less Ser5P was also observed for PRC‐repressed lamina associated genes. 
Comparisons between DamID data from Dam‐Polr2F and Dam‐Lmnb1 in Drosophila show 
that lamina associated genes are, in general, expressed at low baseline levels compared 
to genes outside LADs (van Bemmel et al., 2010). 
 
Interestingly, active and PRC‐repressed are bigger in size than their nuclear associated 
counterpart, which could be consistent with the large size of chromatin domains 
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associated with the lamina (0.1‐10Mb, Figure 3.14). Despite differences in sizes of Lamina 
associated active genes, results have been shown that CTD phosphorylation patterns 
operate in a coordinated fashion independently of gene length, suggesting that bigger 
lamina associated genes have the potential of being as expressed as their nuclear 
counterparts (Bataille et al., 2012). The fact that gene expression levels of active genes 
are lower at the lamina might be indicative of other mechanisms, such as poor 
accessibility of transcription or splicing machinery. 
 
The work presented in this chapter suggests that the location of genes in LADs might play 
a role in the mechanism of regulation of active and PRC‐target genes. Although only a 
minority of active genes are lamina associated, this association might be important, for 
example, for cell cycle genes, where they could become rapidly repressed upon 
association with the lamina and, when required, active upon dissociation. On the other 
hand, lamina association of PRC repressed genes might add another layer of regulation 
into this group of genes but further analysis should be pursued. Interestingly, only 40% of 
inactive genes are associated with the lamina suggesting that the majority of Inactive 
genes are repressed through other mechanisms (inside the CT, methylation levels of 
promoters, etc.)  
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4. Genome‐wide mapping of total and 
phosphorylated forms of RNAPII in 
mouse ES cells using novel antibodies 
 
4.1  Introduction 
RNA polymerase II is regulated through post‐translational modifications occurring at its C‐
terminal domain, which comprises of multiple copies (52 in mammals) of the heptad 
consensus repeat sequence, Tyr1‐Ser2‐Pro3‐Thr4‐Ser5‐Pro6‐Ser7 (Buratowski, 2003; 
Dahmus, 1996; Saunders et al., 2006). Phosphorylation of Ser5 and Ser2 are associated 
with transcription initiation and elongation, respectively, and are involved in the 
recruitment of RNA 5’‐capping enzymes, splicing machinery, efficient 3’ processing or 
polyadenylation to ensure appropriate mRNA production (Brookes and Pombo, 2012; 
Egloff et al., 2012; Phatnani and Greenleaf, 2006). ChIP using antibodies raised against the 
most known CTD modifications, Ser5P and Ser2P, have helped unravel the transcription 
cycle of RNAPII from the TSS until the TTS at different classes of genes (Brookes et al. 
2012). 
 
Whereas active genes are characterized by the presence of both Ser5 and Ser2 
phosphorylation, Polycomb‐repressed genes are associated with Ser5P only, in the 
presence of Polycomb group of proteins and their respective histone marks, H3K27me3 
and H2Aub1 (Brookes et al., 2012). Genome‐wide analyses show lower levels of Ser5P 
enrichment at the promoters of PRC‐target genes in comparison to active genes. 
Although similar levels of RNAPII binding have been previously detected at promoters of a 
small number of active and PRC‐target genes using an RNAPII antibody against the N‐
terminus of RPB1 (Stock et al., 2007), recent stocks of the same rabbit polyclonal antibody 
used in our laboratory are not able to detect RNAPII at PRC‐repressed genes (or through 
coding regions of active genes), circumventing their use in genome‐wide analyses. 
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 4.1.1  RNAPII modifications measure the extent of phosphorylation rather than total 
number of molecules 
Ser5P and Ser2P are the best‐studied RNAPII modifications, which correlate with 
transcription initiation and elongation, respectively. Mapping of Ser5P and Ser2P 
occupancy in ES cells by ChIP and ChIP‐seq has been previously performed in our 
laboratory using antibodies 4H8 and H5, respectively (Stock et al. 2007; Brookes et al. 
2012). These antibodies have been extensively characterized in the literature (Ferrai et al., 
2010b; Stock et al., 2007; Xie et al., 2006). Both antibodies are sensitive to alkaline 
phosphatase treatment; the 4H8 antibody recognises the hyperphosphorylated band of 
RNAPII on western blots and intermediately phosphorylated bands, whereas the H5 
antibody only recognises the most hypophosphorylated form of RNAPII (Figure 4.1 A). 
Moreover, ELISA shows that 4H8 strongly recognizes peptides with Ser5P, irrespectively 
of the presence of Ser2P on the same or following repeat, whereas H5 recognizes Ser2P 
peptides with greater affinity when an adjacent Ser5 residue is phosphorylated (D.Eick, 
personal communication). Specificity of antibody H5 to Ser2P residues is further 
demonstrated by treating cells with flavopiridol (10µM), a drug that inhibits CDK9, the 
Ser2P kinase, abolishing Ser2P detection by H5 without interfering with Ser5P detection 
with 4H8 (Figure 4.1 B adapted from (Stock et al., 2007). 
 
Immunofluorescence with RNAPII antibodies detects discrete foci or transcription 
factories, which can be associated with both Ser5 and Ser2 phosphorylation (active 
transcription factories) or only with Ser5 phosphorylation (poised transcription factories) 
(Ferrai et al., 2010b; Iborra et al., 1996; Pombo et al., 1999; Xie et al., 2006).In HeLa cells, 
RNAPII transcription factories are estimated to have around 8 active molecules with an 
average size of 50nm (measured by electron microscopy) (Faro‐Trindade and Cook, 2006; 
Pombo et al., 1999). 
 
RNAPII can also be detected with an antibody, 8WG16, raised against unmodified CTD, 
with specificity for unphosphorylated Ser2 residues (Komarnitsky et al., 2000). 8WG16 
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strongly detects the hypophosphorylated RPB1 band on western blots (Stock et al., 2007). 
Detection of the hyperphosphorylated band is only achieved following alkaline 
phosphatase treatment, showing 8WG16 sensitivity to phosphorylation of the CTD (Figure 
4.1 A). Flavopiridol treatment has a minimal effect on 8WG16 detection of intermediate 
phosphorylated forms (Figure 4.1 B). ELISA confirms that 8WG16 binding is sensitive to 
Ser2 phosphorylation, and to some extent to Ser7 phosphorylation on the same peptide, 
but not by Ser5 or Thr4 phosphorylation, suggesting that it can bind unphosphorylated 
Ser2 even if other residues are phosphorylated (O'Brien et al., 1994). 
 
Apart from Ser5P and Ser2P, other CTD modifications have been recently explored. Ser7 
phosphorylation is important for small nuclear RNAs regulation and has been identified in 
promoter and coding regions of actively transcribed genes, mimicking the Ser5P profile at 
active genes (Brookes et al. 2012) and consistent with both Ser5 and Ser7 being 
phosphorylated by the same kinase, Cdk7 (Boeing et al., 2010). The Ser7P antibody (4E12) 
binds to the hyperphosphorylated RPB1 band and is erased upon AP treatment, 
demonstrating that the antibody’s binding is phosphorylation dependent (Figure 4.1 A). 
Flavopiridol treatment greatly reduces the detection of Ser7P by this antibody, suggesting 
that Ser7 is, at least partially, also phosphorylated by CDK9 (Figure 4.1 B). 
 
Although RNAPII has been mapped genome‐wide in lower organisms with antibodies to 
the N‐terminus of Rpb1 or to other RNAPII subunits, such mapping has not yet been 
successful in mammalian cells. Total RNAPII antibodies have been tested in our laboratory 
by previous lab members (Julie Stock and Emily Brookes). H224 and ARNA3 are rabbit 
polyclonal antibodies against the N‐terminus domain that detect both hypo and 
hyperphosphorylated RNAPII forms by western blot (H224 is shown as example on Figure 
4.1 A, Stock et al., 2007). As expected, they are not affected by AP treatment of western 
blots prior to antibody incubation (Figure 4.1 A). The H224 antibody positively identified 
RNAPII occupancy at active and Polycomb‐repressed genes by single gene ChIP analyses 
(Stock et al., 2007), but more recent batches of this antibody have so far not been able to 
detect RNAPII at PRC‐target genes. The intricacy of the RNAPII configuration at the 
Polycomb‐bound class of genes is reinforced by the fact that other antibodies against the 
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Rpb1 N‐terminus (F‐12, Santa Cruz; Pol3/3 (Chapman et al., 2004), the CTD (7G5, kind gift 
from Laszlo Tora, IGBMC, Strasburg, France; Euromedex), or to other RNAPII subunits 
(Rpb6, FL‐127 santa cruz) also have so far not enabled detection of RNAPII at PRC‐target 
genes. 
 
Figure 4.1  ‐  Antibodies used  to detect RNAPII modifications and  total RNAPII. A) Western blot analysis 
using antibodies against different phosphorylation forms of RNAPII and the N‐terminus domain in ES‐OS25 
whole‐cell extracts. A) IIo forms are detected by antibodies against S5P (4H8), S2P (H5), S7P (4E12) and N‐
terminus  (H224).  Upon  alkaline  phosphatase  (AP)  treatment,  binding  is  depleted  on  phosphorylation 
dependent antibodies (4H8, H5, 4E12). An antibody against unphosphorylated CTD, 8WG16, detects mainly 
IIa;  after  AP  treatment,  both  IIa  and  IIo  are  detected.  B) H5  binding  is  greatly  reduced  upon  flavopiridol 
treatment, together with 4E12, to a lower extent. 4H8 and 8WG16 show lower sensitivity to the treatment. 
Adapted from (Stock et al., 2007; Xie et al., 2006) and work from Emily Brookes in the laboratory. 
 
4.1.2  Antibodies against novel modifications of RNAPII 
Additional CTD modifications remain mostly uncharacterized. For example, Tyrosine 1 
(Y1) and Threonine 4 (T4) residues can be phosphorylated. Y1P has been postulated to 
have an active role in promoting elongation on transcription from the human 
immunodeficiency virus type 1 (HIV‐1) in Jurkat cells (Baskaran et al., 1999). More 
recently, Y1P and T4P have also been implicated in transcription elongation (Hintermair 
et al., 2012; Mayer et al., 2012). O‐GlcNAc modification of RNAPII has been reported 20 
years ago, but only recently shown to occur at Ser5 and Ser7 residues of the CTD 
(Ranuncolo et al., 2012) 
 
Modifications of the non‐consensus CTD domain can also contribute to the regulation of 
RNAPII. Methylation of a single Arginine residue at the mammalian CTD has been shown 
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in human cells (Sims et al., 2011). Non‐consensus Lysine (K) residues in the mammalian 
CTS have also been reported to be ubiquitinylated, in a process that impacts on the 
degradation of RNAPII (Li et al., 2007). Other modifications of this domain are to be 
explored. 
 
4.2  Aims 
RNAPII mapping in ES cells has been accomplished using antibodies against Ser5P, Ser7p, 
Ser2P, and 8WG16, which identified different RNAPII configurations at different gene 
classes (Brookes et al. 2012; Stock et al. 2007). The RNAPII initiation marker, Ser5P is a 
hallmark for both active and PRC‐repressed genes, but Ser7P, Ser2P and 8WG16 can only 
be found at active genes. PRC‐repressed genes are silent and the RNAPII conformation 
associated with them suggests that silencing co‐exists with RNAPII occupancy, in the 
absence of all active RNAPII marks, known to be important to couple transcription with 
co‐transcriptional chromatin modification and RNA processing.  
 
To investigate the abundance of RNAPII across the genome independently of CTD 
modification, and to study the differences in the extent of phosphorylation between 
active and PRC‐repressed genes, I have mapped RNAPII occupancy using novel RNAPII 
antibodies that recognize Rpb1 independently of phosphorylation. The novel Rpb1 
antibodies tested were developed by Dr. Hiroshi Kimura (Osaka University, Japan) or 
commercially available. Extensive characterisation of these antibodies was performed 
using ELISA (in Hiroshi Kimura’s lab, Osaka University). In our laboratory, 
immunofluorescence localisation was performed by Sheila Q. Xie. I performed western 
blotting, single gene ChIP analyses and ChIP‐seq. Only one of the tested antibodies could 
bind at active and PRC‐repressed genes and was therefore used for genome‐wide RNAPII 
mapping by ChIP‐seq. 
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4.3  Results 
4.3.1  Characterization of novel RNAPII antibodies  
Numerous antibodies have been raised against RNAPII to investigate the impact of 
phosphorylation events during transcription. With the aim of mapping total RNAPII 
accurately in ES cells, I investigated the use of new antibodies that recognize the CTD 
domain of RNAPII independently of phosphorylation. These antibodies were produced 
and initially screened in the Kimura laboratory by ELISA’s and western blots. Table 4.1 
summarises the information available about the novel antibodies at the onset of the work 
presented in this chapter.  
 
Table  4.1‐  Summary  of  novel  CTD  antibodies  their  properties  assessed  in  the  Kimura  laboratory.    a   
Western blot (WB) performed in Dr. Kimura’s Lab. 
 
 
More detailed information about the ELISA results using CTD peptides containing one or 
several modified CTD residues can be found in Figure 4.2. Some of the new antibodies 
have strong affinity to both unmodified CTD peptides and peptides containing 
phosphorylated residues (pan‐pol II antibodies: C‐72, Pf‐51, Pf‐7, Pf‐17, Pf‐38). Other 
antibodies bind to all phosphorylated peptides tested, except the unmodified peptide 
(pan‐phospho: Pd‐75; Figure 4.2). The pan‐phospho antibody, Pd75, has little affinity to 
unphosphorylated CTD but it binds to RNAPII irrespectively of CTD phosphorylation, even 
when adjacent residues are phosphorylated (Figure 4.2). Despite the fact that Pd75 binds 
to Ser5P, Ser2P, and Ser7P peptides, its affinity is reduced for peptides phosphorylated 
only on Ser2 or Ser7 residues; these forms have not so far been identified alone in vivo 
(e.g. Brookes et al. 2012). Moreover, two new antibodies were raised against Ser5P and 
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Ser2P, Pd‐76 and Pc‐26, respectively. The new Ser5P (Pd‐76) antibody recognizes the 
modification alone but also when adjacent Ser2 or Ser7 residues are phosphorylated 
(Figure 4.2), differing from the currently used 4H8 antibody that shows low affinity upon 
the presence of Ser7P on the same sequence (Martin Heidemann, Dirk Eick, Department 
of Molecular Epigenetics, Munich). The new Ser2P antibody, Pc‐26, shows strong affinity 
to Ser2P residues alone and in the presence of Ser5P or Ser7P (Figure 4.2). In contrast 
with the widely used Ser2P antibody, H5, Pc‐26 binds preferentially to Ser2P residues 
when an adjacent Ser5 is phosphorylated and less strongly to when Ser7P follows Ser2P 
(Martin Heidemann, Dirk Eick, Department of Molecular Epigenetics, Munich). 
 
 
Figure 4.2 – ELISA analyses on a new set of antibodies to CTD peptides. A) Relative absorbance levels of 
ELISA analyses performed on a set of CTD peptides for different RNAPII antibodies. B) Absolute absorbance 
levels on  titration of  antibody  sera  screened by ELISA against different peptides. Box  lists peptides used. 
Experiments were performed in Hiroshi Kimura’s laboratory (Osaka University, Japan). 
 
We started by further exploring the binding properties of these antibodies by western 
blotting. The pan‐polII antibodies C‐72 and Pf‐7 bind to both IIa and IIo RNAPII forms, 
whereas the others (Pf‐51, Pf‐17 and PF‐38) recognize only the hypophosphorylated band 
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(data not shown, Table 4.1). The pan‐polII antibody (Pd‐75) recognizes the 
hyperphosphorylated as well as some intermediate phosphorylated bands (Figure 4.3 B). 
AP treatment of the protein blots before detection with Pd‐75 drastically decreases the 
reactivity of this antibody, suggesting that its binding is phosphorylation‐dependent, 
confirming the preference for binding CTD phosphorylated residues in ELISA.  
 
To explore the sub‐cellular localization of these antibodies, we next performed 
immunofluorescence (Figure 4.3 A). The pan‐polII antibody C‐72 is localised in both 
nucleoplasm and cytoplasm, consistent with its ability to recognize un‐modified RNAPII, 
which will be synthesised in the cytoplasm before transport to the nucleus (Wild et al. 
2012). The distribution obtained with the C‐72 antibody resembles that of H224, a total 
RNAPII antibody that binds to the N‐terminus domain, which can be found both in the 
cytoplasm and in the nucleoplasm (Xie et al., 2006).  
 
The pan‐phospho antibody, Pd‐75, shows a nucleoplasmic distribution of discrete foci 
(Figure 4.3 A), characteristic of phosphorylated RNAPII (Xie et al., 2006). The new Ser5P 
antibody (Pd‐76) also shows a discrete nucleoplasmic distribution similar to that of the 
4H8 antibody. The new Ser2P antibody, Pc‐26, binds at the cytoplasm, instead of at the 
nucleus, where RNAPII‐Ser2P is known to localize (Xie et al., 2006). Pc‐26 was therefore 
not used on further tests. 
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Figure  4.3  –  Characterization  of  antibodies  targeting RNAPII  CTD by  Immunofluorescence  and Western 
Blot. A) RNAPII distribution determined in HeLa cells using commercially available RNAPII antibodies (AB): 
Total pol  II detection with H224 antibody,  Ser5P detection with 4H8 and Ser2P detection with H5.  Insets 
represent  DNA  staining  with  TOTO‐3  (adapted  from  Xie  et  al.,  2006).  Panels  below  show 
immunofluorescence  labelling  of mouse  ES  cells  using  novel  CTD  antibodies  produced  by Hiroshi  Kimura 
and Naohito Nozaki  (University of Osaka,  Japan): pan‐polII  (C‐72), pan‐phospho  (Pd‐75), Ser5  (Pd‐76) and 
Ser2 (Pc‐26). All pol II forms studied here are found in discrete sites outside nucleoli, with exception of Pc‐
76  that  is  mostly  cytoplasmic.  C‐72  exhibits  some  cytoplasmic  staining.  Bar,  2  μm.  Immunofluorescence 
experiments were performed by Dr. Sheila Xie. B) Western blot analysis of Pd‐75 with and without alkaline 
phosphatase (AP) treatment shows phosphorylation‐dependent binding of Pd‐75.  
 
4.3.2  Characterization of novel RNAPII antibodies by ChIP 
I have investigated the presence of total RNAPII at distinct transcriptional states in ES‐
OS25 using ChIP analysis on a panel of PRC‐target genes, as well as control active and 
silent non‐bivalent genes, previously characterized in detail (Stock et al 2007, Brookes et 
al. 2012). In this analysis, I used the previously described pan‐polII and pan‐phospho 
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antibodies kindly provided by Hiroshi Kimura and two commercially available antibodies 
thought to recognize total RNAPII, 7C2 and 7G5. The latest two antibodies are raised 
against the CTD domain of RNAPII and recognize both IIa and IIo bands by western blot, 
according to the commercial datasheet; information about AP sensitivity is not currently 
available. As a positive control for this ChIP experiment, I have used the Ser7P (4E12) 
antibody that binds to promoter and coding regions of active genes but not found at PRC‐
repressed genes (Brookes et al. 2012).  
 
The pan‐polII antibodies C‐72, Pf‐7, Pf‐17 and Pf‐38, and the commercially available 7C2 
and 7G5 antibodies, show very little detection at active genes and did not 
immunoprecipitate chromatin for the PRC‐repressed genes tested, both at promoter and 
coding regions (Figure 4.4). The pan‐polII antibody Pf‐51 immunoprecipitated promoter 
and coding regions of active genes at higher levels than found for the other pan‐polII 
antibodies; however, it does not detect RNAPII at PRC‐repressed genes (Figure 4.4). Not 
all antibodies detect RNAPII at active genes; this may be due to antibodies not working in 
ChIP due to protein conformation, or due to CTD modifications that occlude antibody 
binding. RNAPII antibody reactivity is complex due to the proximity between residues that 
can undergo modification within the CTD; therefore, it is important to understand also 
how modifications to the various CTD residues affected antibody binding. Several 
antibodies that detect RNAPII at active genes fail to detect RNAPII at PRC‐repressed, 
suggesting that the CTD at these genes has a specific conformation or may be masked by 
protein binding or specific modifications. Pd‐75 was the only antibody that was able to 
detect RNAPII at both active and PRC‐repressed genes, although the levels of enrichment 
detected at PRC‐repressed genes were much lower than at active genes (Figure 4.4). 
Higher enrichment is observed at promoter regions in comparison to coding regions, 
using Pd‐75. This is consistent with the binding found for total RNAPII using the N‐
terminus H224 antibody (Stock et al. 2007). Pd‐75 does not immunoprecipitate silent 
non‐PRC target genes (Figure 4.4). These data suggest that RNAPII at PRC‐target genes is 
less phosphorylated, and/or that the detection of RNAPII at PRC‐repressed genes is less 
efficient than at active genes, due to yet unknown modifications or conformation.  
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Figure 4.4 – Characterization of novel RNAPII antibodies by ChIP in mouse ES cells across a panel of active, 
PRC‐repressed  and  Inactive  genes.  Enrichment  levels  of  RNAPII  were  determined  with  novel  and 
commercially‐available RNAPII antibodies. Novel antibodies detect: pan‐polII (c‐72, pf‐51, pf‐7, pf‐17, pf‐38), 
pan‐phospho polII (pd‐75). The commercially‐available antibodies detect total pol II (7C2 and 7G5) or Ser7P 
(used  as  a  positive  control  at  active  genes  and  negative  control  at  PRC‐repressed  and  Silent  genes). 
Immunoprecipitated DNA was  amplified by qPCR using primers  that  amplify DNA  fragments  at  promoter 
(top) and coding regions (bottom). Promoter primers are positioned within ‐400 bp from transcription start 
sites,  except  for  Sox2  primers  which  are  positioned  at  ‐670  bp.  Coding  region  primers  are  positioned 
between +2 to 3 kb from transcription start sites, except for Sox2 and Nkx2.9 (with shorter coding regions; 
at +617 and +1184 bp, respectively). Mean and standard deviations are presented from 2‐3 experiments.   
  
To investigate the RNAPII occupancy mapped using the pan‐phospho antibody Pd‐75 in 
more detail across active and PRC‐repressed loci, I designed primers to analyse sites 
spanning the Rpb1 (active) and Msx1 (PRC‐repressed) loci in ES cells, using Oct4 and Myf5 
primers as positive and negative controls, respectively. Analysis of the Rpb1 locus shows 
highest ChIP enrichment with Pd‐75 around the promoter region in ES cells, which 
decreases throughout the coding region, but slightly increasing downstream of the TES 
(Rpb1_6) diminishing after 2Kb past the TES (Figure 4.5A).  Interestingly, the relative 
levels of Pd‐75 detection are very similar to those of Ser7P, used as positive control for 
this ChIP experiment. The Pd‐75 profile at this locus has a similar distribution to that of 
Ser5P (Kedar Natarajan, data not shown), which shows a prominent peak at promoter 
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region and also an increase in the detection levels around the TTS. 
 
Analysis of the Msx1 locus shows that Pd‐75 can detect RNAPII at PRC‐repressed 
chromatin, although the levels are lower than those detected at the active Rpb1 gene 
locus (Figure 4.5B). Interestingly, RNAPII is detected at the Msx1 regulatory regions 
upstream of the TSS at the same levels as at the TSS and coding regions (Figure 4.5B). The 
enrichment is lowest at the 3’UTR of the Msx1 gene (Figure 4.5B). This distribution closely 
parallels that detected by the Ser5P antibody (not shown; Stock et al., 2012). The Ser7P 
mark is not present at the PRC‐repressed gene, Msx1, as expected (Brookes et al., 2012). 
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Figure 4.5 – Profile of RNAP II binding using the Pd‐75 antibody across an active gene, Polr2A, and a PRC‐
repressed gene, Msx1. A) The occupancy of the Pd‐75 antibody was assessed across the active Rpb1 locus 
(map and primer locations are shown above), with Ser7P as a control. active (Oct4) and silent (Myf5) genes 
were  used  as  positive  and  negative  controls,  respectively.  B)  The  same  was  performed  for  the  PRC‐
repressed gene locus, Msx1. Enrichment is expressed relative to input DNA using the same amount of DNA 
in the PCR. Background levels determined by ChIP using an irrelevant antibody against Digoxigenin. Mean 
and standard deviations for Ser7P are presented from 2 experiments (A). Msx1 primers were designed by 
Emily Brookes. 
 
4.3.3  Characterization of novel RNAPII antibodies by ChIP‐Seq genome‐wide 
The lack of antibodies available that are able to recognize RNAPII at Polycomb‐repressed 
chromatin, and the interest in mapping RNAPII independently of modifications, prompted 
us to investigate RNAPII binding maps genome‐wide, with the Pd‐75 antibody. To this end, 
a ChIP‐Seq library was prepared and sequenced on an Illumina HiSeq sequencer. 
 
To understand general features of RNAPII binding at active and Polycomb‐repressed 
genes, average profiles were generated from the Pd‐75 ChIP‐seq dataset for these groups. 
Average profiles of the best‐studied RNAPII modifications (Ser5P, Ser2P and Ser7P) are 
included for comparison (published in Brookes et al., 2012). 
 
At active genes, RNAPII occupancy using the Pd‐75 antibody is mostly detected at gene 
promoters, showing a peak within ±1Kb regions around the TSS (Figure 4.6 A). A dramatic 
reduction of RNAPII is observed past the TSS. The enrichment of RNAPII measured with 
this antibody is low throughout the coding region of active genes, but higher than that 
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observed for Inactive genes. After the TES there is a slight increase in the enrichment of 
RNAPII measured with this antibody. The profile looks similar to that observed for Ser5P 
and Ser7P (Figure 4.6, right hand panels). 
 
RNAPII occupancy measured by Pd‐75 at Polycomb‐repressed gene shows overall low 
level detection (Figure 4.6 B). At gene promoters, a peak of RNAPII is detected above that 
seen at Inactive genes, with average enrichment extending through coding regions above 
what is observed at Inactive genes. This is an important result, as detection of RNAPII at 
PRC‐repressed genes, has only been achieved so far with a single antibody, 4H8. 
Therefore, Pd‐75 can be a valuable tool to further understand RNAPII occupancy genome‐
wide. Further bioinformatics analyses are necessary to mine further these datasets in the 
context of RNAPII occupancy at active and at PRC‐repressed genes.  
 
 
Figure  4.6  –  Genome‐wide  RNAPII  occupancy  profiles  using  phosphor‐independent  RNAPII  antibody. 
Distribution  of  RNAPII  using  the  Pd‐75  antibody was  assessed  alongside  S5p,  S2p  and  S7p modifications 
(right  hand  panel  from  Brookes  et  al.  2012)  at  (A)  active  (green,  n=5707)  and  (B)  PRC‐repressed  (pink, 
n=1632) genes, plotted together with silent (grey, n=5296) genes. Average depth of sequencing reads per 
nucleotide  was  analysed  in  the  regions  around  the  TSS  and  TES  (‐5  to  +5kb).  Bioinformatic  analyses 
performed by I. de Santiago. 
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4.4  Discussion 
RNAPII mediated transcription is regulated by post‐translational modifications occurring 
at the CTD domain of its largest subunit, Rpb1. While some modifications are associated 
with transcription initiation (Ser5P), others are thought to help during the transition 
(Ser7P) to the elongation phase (Ser2P). Other post‐translational modifications are 
currently being mapped (Serine 5 or Threonine 4 glycosylation, Tyrosine 1 
phosphorylation, among others), increasing our understanding of RNAPII regulation 
through its CTD throughout the transcription cycle.  
 
CTD modifications ensure the recruitment of transcription, splicing and mRNA maturation 
machinery required for the efficient production of mRNA (Brookes and Pombo 2012). 
Ser5P, Ser7P and Ser2P are RNAPII markers present at the different regions of active 
genes, whereas PRC‐repressed genes are defined only by the presence of Ser5P (Stock et 
al 2007; Brookes et al. 2012). Absence of mRNA production at PRC‐repressed genes could 
be associated with poor recruitment of mRNA processing machinery due to lack of Ser2P. 
Up to date, only one antibody has been able to detect RNAPII occupancy at PRC‐
repressed chromatin, 4H8. Efforts have been put in characterizing RNAPII occupancy at 
PRC‐repressed genes using antibody‐dependent approaches, namely with antibodies to 
the N‐terminus CTD or to other RNAPII subunits; both have failed so far, either because 
they fail to detect RNAPII at chromatin in the Polycomb‐repressed conformation. 
Antibody‐independent approaches, DamID (chapter 3), have also been tried with limited 
success; RNAPII could be detected at the promoters of PRC‐repressed genes in average 
profiles, to similar levels to those found at active genes, although the analyses of single 
genes was disappointing.  
 
In collaboration with Hiroshi Kimura, we have characterized novel RNAPII antibodies that 
were screened by ELISA using differently‐phosphorylated CTD peptides, based on their 
ability to bind the CTD independently of phosphorylation at adjacent Ser2, Ser5 or Ser7 
residues. Commercially available antibodies were also incorporated in this study. Out of 8 
antibodies tested, only one, Pd‐75, was able to bind RNAPII on a sub‐set of PRC‐repressed 
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genes (Figure 4.4 and 4.5), but others (Pf‐51 and 7G5), could detect RNAPII at active 
genes. The increased difficulty in detecting RNAPII at PRC‐repressed genes with specific 
antibodies suggests that specific properties of the chromatin or RNAPII present at these 
sites may limit antibody accessibility.  
 
The Pd‐75 antibody is a CTD phosphorylation dependent antibody that is able to 
recognize peptides containing Ser5P, Ser2P and Ser7P, alone or in combination, although 
to different extents (Figure 4.2). ELISA shows that 4H8 (the other RNAPII antibody that 
binds to PRC‐repressed genes), is mostly sensitive to Ser5P but also binds when Ser2P 
residues, but not Ser7P, residues are phosphorylated. In contrast, Pd‐75 detects a wider 
range of phosphorylation forms of RNAPII. Localisation of Pd‐75 is also consistent with 
that found for RNAPII phospho‐antibodies (Xie et al. 2006) (Figure 4.3). At single gene 
levels RNAPII abundance detected by the Pd‐75 antibody suggests that phosphorylation 
levels are lower at PRC‐repressed genes in comparison to that found at active genes. This 
is concomitant with average profiles of ChIP‐Seq data for Ser5P (4H8) antibody, where on 
average less Ser5P is detected at PRC‐repressed genes (Brookes et al., 2012) although at 
some single genes S5P can be as high as at active genes (Brookes et al., 2012, Stock et al. 
2007). In addition, since Ser7P is not found at PRC‐repressed genes, total phosphorylation 
levels measured by the Pd‐75 antibody could be reflecting this phenomenon. 
 
Interestingly, earlier analysis of total RNAPII occupancy at a panel of active and PRC‐
repressed genes with the N‐terminus antibody, H224, showed similar enrichments at 
promoter regions of both gene classes (Stock et al., 2007), but subsequent genome‐wide 
analyses by ChIP‐seq with the Ser5P antibody showed that, on average, PRC‐repressed 
genes are associated with less RNAPII‐Ser5P occupancy; preliminary DamID analysis 
showed similar average levels of enrichment (chapter 3). In summary this suggests that 
total RNAPII levels are similar at promoter regions of active and PRC‐repressed genes but 
total levels of phosphorylation are lower for PRC‐repressed genes. 
 
Phosphorylation decreases dramatically at coding regions (Figure 4. 4 and Figure 4.5). 
Lower levels of RNAPII at coding regions, compared to promoters, are characteristic of 
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active genes, and possibly also PRC‐repressed genes, as discussed in the previous chapter 
(section 3.4.3). Interestingly, taken together the DamID and the ChIP data presented here, 
not only RNAPII abundance might be lower at coding regions but the extent of 
phosphorylation might also decrease when compared to that of promoters. 
 
An increase of RNAPII after the TES is detected at the Rpb1 gene and in average gene 
profiles, consistent with increase of Ser5P, Ser2P and Ser7P occupancy at this gene region. 
The accumulation of RNAPII is not found at the PRC‐repressed gene, Msx1, or genome‐
wide, suggesting that accumulation of RNAPII beyond transcription termination, may help 
achieve reduced mRNA expression at PRC‐repressed genes.  
 
Genome‐wide mapping of RNAPII using the Pd‐75 antibody confirms higher 
phosphorylation levels at active genes compared to those found at PRC‐repressed genes. 
The levels of enrichment achieved with this library are lower than expected from the 
ChIP‐seq analyses of single genes; read numbers for this sequencing experiment were 
lower than usual, for as yet unknown reasons, resulting in low depth, and may require to 
be replicated.  
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5. Chromosome organization in 
Huntington’s disease 
 
5.1  Introduction 
Nuclear  architecture  plays  important  roles  in  the  regulation  of  gene  expression. 
Disruption  of  nuclear  architecture,  such  as  abnormal  nuclear  shape  and  chromosome 
repositioning,  has  been  reported  in  many  diseases  and  is  thought  to  impact  gene 
expression.  Huntington’s  disease  (HD)  is  a  neurodegenerative  disease  with  gene 
expression alterations affecting large chromosomal regions (Anderson et al., 2008). Here, 
I  investigated  nuclear  architecture  alterations  in  blood  samples  from  HD  patients  and 
matched controls. 
 
 5.1.1  Mutant huntingtin disrupts gene expression 
HD  is an  inherited and  fatal neurodegenerative disease caused by  the expansion of  the 
CAG repeat on the first exon of the huntingtin (Htt) gene in chromosome 4p (Butler and 
Bates, 2006). Although mutant huntingtin (mHtt) is ubiquitously expressed, repeat length 
larger than 36 bp  induces the formation of  insoluble aggregates  in neurons that  lead to 
their death (particularly in the striatal region), through mechanisms that are still unknown 
(Andres  et  al.,  2008).  In  HD,  several  pathways  are  impaired  and  changes  in  gene 
expression  are  seen  in  animal  models  and  human  neuronal  and  non‐neuronal  tissues 
(Benn  et  al.,  2008b;  Butler  and  Bates,  2006;  Kazantsev  and  Hersch,  2007).  Recently, 
misregulation  of  genes  has  been  detected  at  early  stages  of  development  in  human 
embryonic stem cells (Feyeux et al., 2012). 
 
Expression  of  mHtt  has  been  shown  to  alter  gene  expression,  by  sequestering 
components  of  the  transcription  machinery  to  mHtt  inclusions  within  the  nucleus, 
preventing their binding to chromatin. mHtt intranuclear aggregates have been shown to 
sequester  transcription factors such as p53, CBP, SP1, NF‐kB, TBP and REST, subunits of 
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RNAPII and histones H3 and H4 (Hazeki et al., 2002; Kazantsev and Hersch, 2007; Sadri‐
Vakili and Cha, 2006).  
Hypoacetylation of histones has also been reported in HD mouse models (Ferrante et al., 
2003),  a  state  that  correlates  with  chromatin  condensation  and  gene  repression. 
Furthermore, mHtt directly binds DNA and occupies gene promoters (Benn et al., 2008b). 
These  results  suggest  that  mutant  Htt  alters  gene  expression  through  abnormal 
interactions with genomic DNA, chromatin modulators and transcription factors. 
 
Efforts have been made to find novel Htt interactors with potential for drug development 
and to understand the etymology of the disease. More than 100 proteins were found to 
interact  with  Htt,  using  yeast  two‐hybrid  screening  and  tandem  affinity  purification, 
followed  by mass  spectrometric  analysis,  using  yeast  and Drosophila  as model  systems 
(Miller and Hughes, 2011). Importantly, a vast proportion of these proteins have roles in 
transcription regulation raising the influence of mHtt in gene expression. 
 
5.1.2  Genome‐wide dysregulation of gene expression in HD (Chromowave analyses) 
The  variety  of  gene  regulation  mechanisms  that  are  disturbed  by  mHtt  suggests  a 
widespread  disruption  of  gene  expression  in  HD.  Chromowave  is  a  recently  developed 
mathematical approach that applies wavelet transformation to detect correlated changes 
of expression of neighbouring genes (Turkheimer et al., 2006). In contrast with standard 
analyses  of  microarray  data,  which  detect  significant  changes  on  single  genes 
independently of changes  in the genomic region where they are  localised, Chromowave 
identifies  groups  of  genes  that  show  correlated  changes  along  the  genomic  sequence, 
even if individual differences in expression may be very small.  
 
Chromowave has been used  to  analyse publically  available microarray data  from blood 
and  brain  samples  from  HD  patients,  detecting  transcription  deregulated  across  large 
genomic  regions  covering,  in  some  cases, whole  chromosomes  (Anderson  et  al.,  2008). 
The  regions where  transcription  is dysregulated correlate with disease progression, and 
surprisingly  are  remarkably  similar  between  brain  and  blood  samples  for  some 
chromosomes, such as chromosomes 4, 5, 8, 10, 12, 19, 20 and 22 (Anderson et al., 2008) 
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(Figure 5.1).  Such global  changes  in  gene expression  suggest  a  genome‐wide disruption 
mechanism of RNA transcription in brain and periphery of HD patients. It also raises the 
possibility of further studies using blood samples as a non‐invasive strategy to investigate 
HD and therapies (Anderson et al., 2008).  
 
 
Figure 5. 1 ‐ Patterns of correlated changes in gene expression associated with HD across chromosomes 
10 and 20 extracted by Chromowave. X‐axis represents the genomic distance along each chromosome; y‐
axis represents the changes in gene expression between HD and control samples. Positive values depict up‐
regulation of mRNA expression in HD patients and down‐regulation in controls. Adapted from Anderson et 
al. 2008). 
 
5.2  Aim 
Huntington’s disease  is a  fatal neurodegenerative disorder caused by a mutation  in  the 
Htt  gene,  which  leads  to  neuronal  death  and  transcription  dysregulation.  In  HD,  gene 
expression is affected across large genomic regions with striking similarity between blood 
and  brain  tissues.  As  large‐scale  reorganisation  of  the  genome  has  been  implicated  in 
other diseases where transcription dysregulation is a hallmark (e.g. cancer), we sought to 
investigate by fluorescence in situ hybridization (FISH) whether large‐scale reorganisation 
of chromosomes within the nucleus was a feature of Huntington’s disease. We choose to 
work with  ex‐vivo blood  samples,  but  also made  efforts  to  develop  sample  processing 
methods compatible with FISH analyses of post‐mortem brain samples. 
 
I explored the radial positioning, volume and shape of human chromosomes 4, 5, 19 and 
22, in the nucleus of blood samples. Chromosome organisation was assessed using a high 
resolution  imaging  technique,  cryoFISH,  which  allows  quantitative  analyses  of 
chromosome  volume,  shape  and  positioning  with  optimal  preservation  of  nuclear 
architecture  (Pombo  and  Branco,  2007).  Image  analyses were  performed  initially  using 
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semi‐automated procedures, previously developed in the laboratory, but much effort was 
put  in  developing  a  fully  automated  pipeline  for  image  analyses,  that  would  be 
compatible with cryoFISH analyses of many samples. 
 
This  project  was  performed  in  close  collaboration  with  Dr.  Federico  Turkheimer  and 
James  Swingland  (MRC  Clinical  Sciences  Centre,  Imperial  College  School  of  Medicine, 
London;  currently  at  Institute  of  Psychiatry,  King’s  College  London,  UK)  and Dr.  Angela 
Hodges (Institute of Psychiatry, King’s College London, London, UK). Human samples were 
initially  collected  by  Dr.  Ed Wild  and  Dr.  Angela  Hodges  (Institute  of  Psychiatry,  King’s 
College London, UK) and subsequently by Dr. Aakta Patel and I, at the HD clinic led by Prof. 
Sarah  Tabrizi  (Institute  of Neurology, University  College  of  London, UK), whom has  the 
required ethically approved permissions for collection, transport and sharing of samples 
for the purpose of this project. Samples were transported and stored in accordance to the 
standard  operating  procedures  set  out  by  the  MRC‐CSC  Human  Tissue  Act  license. 
Development  of  automated  image  analyses  and  calculations  were  performed  in 
collaboration with Dr. Andre Khalil and Brian Toner (University of Maine, USA). 
 
5.3  Results 
5.3.1  Chromosome selection 
To test whether HD‐associated changes in expression detected by Chromowave correlate 
with  changes  in  the  structural  organisation  of  chromosomes,  I  first  choose  a  subset  of 
chromosomes with altered gene expression. 
Chromosomes 4  and 5 were  selected  according  to  their  up‐regulation  (more  striking  in 
chromosome  5),  whereas  chromosomes  19  and  22  showed  down‐regulation  of  gene 
expression  across  most  of  the  chromosome  (Figure  5.2;  from  Anderson  et  al.,  2008). 
Blood and brain chromosomal patterns are strikingly similar  for all  these chromosomes, 
but less markedly for chromosome 22. 
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Figure 5. 2 ‐ Pattern of chromosomal expression altered in HD extracted by Chromowave for blood and 
brain microarray datasets on the four chromosomes selected for this study (chr 4, 5, 19 and 22). X‐axis 
represents the genomic distance along each chromosome; y‐axis represents the changes in gene expression 
between HD and control samples. Positive values depict up‐regulation of mRNA expression in HD patients 
and down‐regulation in controls. Adapted from Anderson et al. (2008). 
 
5.3.2  Characteristics of subjects in this study 
Whole blood was collected  from the HD clinic  led by Professor Sarah Tabrizi  (University 
College  of  London,  UK)  from  19  symptomatic  HD  gene  carriers  (11  Early‐stage,  7 
Moderate‐stage  and 1  for which  the disease  score we have not  yet  obtained  from our 
collaborators) and 14 matched control subjects (Table 5.1). Disease stage was determined 
by clinicians, using the Unified Huntington’s Disease Rating Scale (UHDRS), a rating system 
that  quantifies  disease  stage  according  to  motor,  cognitive,  behavioral  and  functional 
tasks. 
 
Our cohort of samples includes samples from patients with >36 CAG repeats on the HTT 
gene. Although most of the HTT repeats  in HD patients do not extend beyond 50 CAGs, 
one of subjects in this study has a 52 CAG repeat, and disease score Moderate (Kehoe et 
al., 1999). Patients and controls are age‐matched. There are more Early than Moderate‐
stage samples in our cohort (14 compared with 7) and a higher proportion of female HD 
samples  (11 compared with 4). At  the  time of collection,  the stage of one of  the mHTT 
carriers was not yet known (Table 5.1; indicated as Early/Moderate?). 
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Table 5. 1 – Clinical characteristics of subjects involved in this study. *1 – Number of CAG repeats available 
for 7/11 subjects; *2 – Number of CAG repeats available for 4/7 subjects. 
 
 
5.3.3  Validating automated image analysis 
Chromosomes were labelled using the CryoFISH method in blood samples collected from 
HD patients and matched controls using fluorescently labelled whole chromosome probes. 
After  blood  collection,  white  blood  cells  were  purified  by  ultracentrifugation  of  BD 
sodium  heparin  Vacutainer  tubes  (BD,  Oxford,  UK),  enabling  the  separation  of 
mononuclear  cells  from  whole  blood.  Cells  are  fixed  in  a  formaldehyde  based  fixative 
strongly buffered in HEPES for optimal structural preservation (Guillot et al., 2004). After 
embedding  in  sucrose  solution,  a  cryoprotectant,  cells  are  frozen  and  stored  in  liquid 
nitrogen. Thin cryosections (≈150‐200nm thick) were collected and transferred on to glass 
coverlips.  Nuclear  profiles  are  labelled  with  a  general  DNA,  such  as  DAPI  or  TOTO‐3. 
Chromosomes were  painted using  commercially  available  probes,  and  images  collected 
by  confocal  microscopy.  Macros  for  image  analyses  previously  developed  in  our  lab 
enable the selection of masks for nuclei and CTs, making it possible to calculate nuclear 
volume,  CT  volumes  and  radial  distributions.  However,  these macros  require  extensive 
interaction  from  the  user,  in  particular  in  the  segmentation  process,  due  to  uniform 
threshold  that does not uniformly  recognize  the properties of  specific nuclei or  images. 
With the demands of analyzing cryoFISH data from a vast cohort of samples (summary of 
samples used for this study in Table 5.2), we have collaborated with Dr. Andre Khalil’s lab 
(University  of  Maine,  USA)  to  further  develop  and  automate  our  image  analysis 
procedures.  The  novel  pipeline  for  image  analysis  comprised  automated  image 
segmentation and measurements, including the area of nuclear and chromosomal masks, 
the volume and  radial distribution of  chromosomes and nuclei, as well as an additional 
measurement of  shape  (filament  index)  for both nuclei and chromosomes  (Khalil  et al., 
2007). 
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Table 5.  2 –  Summary of  samples used on  chromosome organisation  studies. Experiments marked with 
crosses were excluded from the analysis due to poor segmentation, poor signal detection, or unclassified 
HD  sample.  Experiments  consisted  of  simultaneous  FISH  to  visualise  chromosomes  19  and  4,  or 
chromosomes 22 and 5. 
 
 
Before analyzing the whole cohort of HD and control samples, we started by comparing 
the  image  segmentation  outputs  originated  by  the macros  available  in  our  laboratory, 
with  a  newly‐developed  automated  image  segmentation  pipeline  developed  by  Brian 
Toner and Andre Khalil (University of Maine, USA). For this purpose, we used two sets of 
images,  one  from  an  Early‐stage HD  sample  (code: UCL02)  and  another  from  a  control 
sample (code: UCL21). Both samples were simultaneously labeled with chromosomes 19 
and 4 in green and red, respectively, and with DAPI to identify nuclear profiles. 
 
After several rounds of improvement, it was possible to derive an automated macro that 
Sample Code Stage !"#$%$&$%'&()(*+,(-. !"#$%$&$%'&(/(*+,(00
UCL03 Control ! !
UCL04 Control " "
UCL08 Control " "
UCL21 Control " !
UCL22 Control " !
UCL24 Control " "
UCL25 Control ! "
UCL28 Control " "
UCL30 Control " "
UCL32 Control " "
UCL36 Control " !
UCL41 Control " "
UCL43 Control ! !
UCL47 Control ! !
UCL01 Early (2) " "
UCL02 Early (2) " !
UCL06 Early (2) " "
UCL26 Early (2) " "
UCL29 Early (2) " "
UCL31 Early (2) ! !
UCL33 Early (2) ! !
UCL35 Early (2) " "
UCL38 Early (2) ! "
UCL40 Early (2) " "
UCL45 Early (2) ! !
UCL05 Moderate " "
UCL34 Moderate ! "
UCL37 Moderate ! "
UCL39 Moderate " "
UCL42 Moderate " "
UCL44 Moderate ! "
UCL46 Moderate " "
UCL23 Early/Moderate (?) ! !
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gave  reasonably  good  segmentation  of  nuclei  and  chromosomes,  with  only  small 
apparent mismatch between the areas of nuclei and chromosomes determined using the 
semi‐automated  macro  previously  develop  in  the  lab  (Manual  macro;  Figure  5.3). 
Measurements of nuclear volumes were different depending on whether the Manual or 
Automated  macros  were  used  (~10%  differences),  but  in  the  two  samples  compared 
there was  no  particular  tendency;  for  sample UCL02  the  automated macro  gave  larger 
nuclear  volumes, whereas  for  UCL21  the  opposite  trend was  observed.  This  difference 
may  be  disease  related  as  empirical  observations  suggest  that  the  appearance  of  the 
nuclear profiles from disease after staining with DAPI was different. Further work will be 
invested in further optimising the segmentation of nuclear profiles. 
 
The masks covering chromosome territories (CTs) also depict the CT painting identified in 
the  raw  images  reasonably well,  although  the CT masks appear  in  general  smaller with 
the current version of the automated macro than with the manual macro. It was felt that 
in  a  comparative  analyses  of  HD  and  control  samples,  the  current  macros  were 
sufficiently good for presentation of the results  in this thesis, but further  improvements 
will be carried in the near future. 
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Figure 5. 3 – Nuclear segmentation and volumes using macros available in the laboratory (Manual) and 
the newly Automated macros produced developed in Dr. Andre Khalil’s laboratory. The original image and 
the correspondent nuclear and CT masks are shown for the two macros for two independent experiments 
(UCL02 – Early stage HD; UCL21 – Control) labelled with chromosomes 19 in green and 4 in red. 
 
To assess the proportion of nuclear volume occupied by each chromosome (a measure of 
a  chromosome’s  volume),  we  determined  the  area  occupied  by  chromosomes  in  the 
same datasets, using the Manual and Automated macros (Figure 5.4).  
 
Chromosomes  4  and  19  display  larger  and  smaller  chromosome  areas,  respectively,  as 
expected  from  their  genomic  size.  Preliminary  comparisons  between  Early‐stage  HD 
sample (UCL02) and the control sample (UCL21) show smaller differences  in size due to 
the macro used, between the two chromosomes in the HD sample (Figure 5.4).  
 
Chromosome areas were also expressed as a % of nucleus  imaged (this  is equivalent  to 
calculating chromosome volume as a percentage of nuclear volume; Branco and Pombo, 
2006).  In  these  calculations,  the  total  area  occupied  by  all  nuclear  profiles  imaged  is 
considered,  irrespectively  of whether  they  contain  signals  for  chromosome  of  interest; 
differences between Manual  and Automated macros  are now evident,  probably due  to 
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the  differences  in  nuclear  profile  segmentation  shown  in  Figure  5.3.  Differences  in 
chromosome  areas  between  control  and  HD  samples  are  no  longer  identified,  after 
normalizing chromosome area to the total nuclear area imaged.  
 
 
Figure 5. 4 – Measurements of chromosome volumes using Manual and Automated image analysis 
macros. UCL02 is an Early‐stage HD sample (UCL02) and UCL21 is a control sample (UCL21). Chromosome 
areas in the top row show that chromosome 4 occupies larger area than chromosome 19, as expected, in 
both control and early‐stage samples; chromosome areas are equivalent between Manual and Automated 
macros, but lower differences in area are seen for the early stage relative to the control sample. 
Chromosome areas were also calculated as a proportion of the nucleus imaged (total nuclear profiles 
irrespectively of whether they contain signals for chromosome of interest); differences between Manual 
and Automated macros are now evident, due from differences in nuclear profile segmentation shown in 
Figure 5.3. Normalizing chromosome areas to nuclear volumes, no longer identifies differences between 
control and HD sample. 
 
Next,  we  compared  the  radial  distribution  of  chromosomes  (Figure  5.5,  top)  and  the 
distance of the centre of mass of each chromosomal domain to the nuclear centre (Figure 
5.5, bottom) determined with Automated and Manual macros. Automated and Manual 
macros give identical radial distributions of chromosomes 4 and 19, with chromosome 4 
more peripheral and 19 more  internal, as expected  in human blood cells  (Branco et al., 
2008).  
 
The  relative  distances  of  chromosomes  4  and  19  to  the  centre  of  the  nucleus  are  also 
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proportionally  similar  between  UCL02  and  UCL21  (Figure  5.5),  but  show  differences 
between Manual and Automated approaches, with the Manual approach yielding  lower 
distances that nevertheless capture the relative behaviour of the two chromosomes. The 
distances to the centre are higher in the control UCL21 than the HD sample UCL02 (Figure 
5.5), which may be consistent with smaller nuclear volume in the Early‐stage HD sample 
UCL02. 
 
Figure 5. 5 – Measurements of chromosome radial distribution (top row) and distance of centre of CT to 
nuclear centre (bottom row). For the radial distribution, nuclei were divided in 10 concentric shells and 
chromosomes intensities were measured in each shell. For distance from the nuclear centre, distance of the 
CT to the radii of the nuclear profile section was measured. UCL02 is an Early‐stage HD sample (UCL02) and 
UCL21 is a control sample (UCL21). Radial distribution is shown for chromosomes 4 (red) and 19 (green). 
The distance from nuclear centre shows measurements using the automated macro (yellow) and manual 
(blue). 
 
A  new  measurement  for  chromosomes  shape,  filament  index,  was  included  in  the 
Automated macro. The filament index is the ratio between the long and short axes for a 
given object (nucleus or CT), and measures the circularity of an object (Khalil et al. 2007). 
A filament  index value of 1 corresponds to a circle and any value greater than 1 will be 
proportional  to  the  elongation  (the higher,  the more  elongated).  The  filament  index of 
chromosome 4 is higher than that for chromosome 19,  i.e., chromosome 4 seems to be 
more elongated than chromosome 19 (Figure 5.6). This is consistent between the control 
and Early HD sample. Notably, this parameter is similar between Manual and Automated 
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macro, suggesting that the Automated macro is a reliable and faster method to evaluate 
at least some parameters of chromosome organisation. 
 
Figure 5. 6 – Measurements of filament index using a semi‐Manual macro available in the laboratory and 
an Automated macro developed in Dr. Andre Khalil’s laboratory. UCL02 is an Early‐stage HD sample and 
UCL21 is a control sample. The filament index was measured using the Automated macro (yellow) and 
Manual (blue). 
 
5.3.4  Nuclear area and shape in Huntington’s disease 
Gene expression alterations can be accompanied by changes  in nuclear morphology. To 
begin investigating general morphological defects in the cell nucleus associated with HD, 
the  average  nuclear  volume  and  shape were measured  for  blood  samples  in  Table  5.2 
from  HD  and matched  control  donors.  The  average  radius  of  each  nuclear  profile  was 
determined using previously established procedures, which use stereological principles to 
estimate the distribution of the radii of nuclear profiles obtained by sectioning nuclei at a 
given  thickness  from  a  mixed  population  of  nuclear  sizes  (Branco  et  al.,  2008).  The 
average  nuclear  radius  was  estimated  for  each  sample  from  the  weighted  average  of 
nuclear radii, using an approximation that assumes nuclei are round, which is acceptable 
for  blood  cell  nuclei.  The  average  nuclear  radius  for  each  sample  was  then  used  to 
determine the average nuclear volume of that sample. 
 
The experimental design was to perform cryoFISH on samples specified in Table 5.2. In a 
first  set  of  experiments,  I  simultaneously  labelled  chromosomes  4  and  19,  and DNA  to 
reveal  nuclear  profiles.  In  a  second  set  of  experiments,  I  simultaneously  labelled 
chromosomes 5 and 22. Each combination of chromosomes was labelled either in red and 
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green but colours were inverted in about half of the total number of samples used for the 
analyses.  Images  are  collected  randomly,  and  include  all  kinds  of  nuclear  profiles  (with 
signal for both chromosomes, one chromosome or none), but all profiles are included in 
the  quantitative  image  analyses,  as  they  represent  the  ‘universe’  of  nuclear  space 
investigated (see Branco and Pombo, 2006). 
 
After  measuring  nuclear  volumes  for  each  sample,  we  grouped  Control,  Early  and 
Moderate  samples  (Table  5.2).  Interestingly,  the  average  nuclear  volumes  of  Early  and 
Moderate  PBMCs  are  larger  than  that  of  control  samples;  differences  are  statistical 
significant  for  the  latter  (Mann‐Whitney  test,  p‐value<0.05),  showing  that  HD  is 
associated with changes in nuclear volume in PBMCs (Figure 5.7 A). Nuclear enlargement 
has been associated with cancer and found in  lamina‐deficient mouse models (Arima et 
al., 1997; Pratt et al., 2011).  Increased RNA transcription  levels and cell sizes have been 
also been found to be correlated with nuclear size (Branco et al. 2008; Sato et al., 1994; 
Schmidt and Schibler, 1995), suggesting that HD PBMCs may have higher transcriptional 
levels.  
 
Abnormal  nuclear  shape  has  been  found  in  many  diseases,  especially  when  lamina 
mutations are underlying the diseases, but also in normal ageing and cancer (Brandt et al., 
2008; Haithcock et al., 2005; Scaffidi and Misteli, 2006; Zink et al., 2004). Alterations of 
nuclear shape are thought to re‐organise chromosome distribution inside the nucleus and 
thus  impact  gene  expression  (He  et  al.,  2008).  Here,  we  investigated  nuclear  shape  to 
understand  whether  alterations  could  be  underlying  possible  changes  in  chromosome 
distribution in Huntington’s blood samples. The shape of nuclei was measured, as before, 
through calculation of the filament index in accordance with Khalil et al. 2007. The shape 
of  the  nucleus  is  more  elongated  in  Early  and  Moderate  HD  samples  (Figure  5.7  B). 
Differences in nuclear shape are statistical significant (Mann‐Whitney test, p‐value<0.05) 
in Moderate samples and when Early and Moderate samples are collapsed together (All 
HD, Figure 5.7B). 
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Figure 5. 7 – Volume and shape of nuclei in control, early and moderate PBMCs. A) Nuclear volume is 
measured in micrometers cube, μm3. B) Filament index above 1 indicate ellipsoidal shapes. Statistical 
analyses were performed with Mann‐Whitney test (* p‐value <0.05 between control and early or control 
and moderate, or control and all HD samples – early and moderate cohorts together). 
 
5.3.5  Area, shape and radial distribution of chromosomes 22, 19, 5 and 4 in 
Huntington’s disease 
Decondensation of chromosomes and repositioning towards the centre of the nucleus are 
both related with increased transcriptional activity. The shape of chromosomes has also 
been  correlated with  gene activity;  for  example,  the  shape of X  chromosome has been 
measured in female cells, where one of the two chromosomes X is randomly inactivated. 
Although both  X  chromosomes  have  similar  volume,  the  active  X  chromosome  is more 
elongated  than  the  inactive  counterpart  (Eils  et  al.,  1996),  which  may  relate  with 
increased  accessibility  of  chromosome  sequences  to  other  chromosomes  or  nuclear 
compartments  to  favour  gene  expression.  Indeed,  at  early  stages  of  X  inactivation,  X‐
linked  genes  are  found  outside  the  repressive  Xist  compartment,  possibly  to  associate 
together  with  transcription  machinery  factors,  moving  towards  this  domain  as 
inactivation proceeds (Chaumeil et al., 2006).  
 
To  test  whether  transcription  deregulation  in  HD  is  associated  with  large‐scale 
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chromosomal  reorganisation,  I measured  the  volume of  chromosome  territories, which 
reflects  the  extent  of  their  compaction,  their  shape  and  their  radial  distribution.  I 
analysed four autosomes (chromosomes 4, 5, 19 and 22) using cryoFISH in blood samples 
from HD (early and moderate) patients and matched control individuals. Chromosomes 4 
and  5  are  large  and  relatively  gene‐poor  with  preferential  localisation  at  the  nuclear 
periphery in lymphocytes, whereas chromosomes 19 and 22 are small and gene‐rich and 
tend to be positioned towards the nuclear interior (Boyle et al., 2001; Branco et al., 2008). 
Chromowave  analyses  (Figure  5.2)  detect  increased  transcription  associated  with  HD 
through  chromosomes  4  and  5  (which  could  be  related  with  increases  in  volume, 
extension of CT shape or  repositioning to  the nuclear  interior), and detected decreased 
transcription through chromosomes 19 and 22 (that could relate with decreased volume, 
increased roundness or repositioning to the nuclear periphery).  
 
To assess  changes  in CT  compaction,  I measured CT volumes  in absolute units  (in µm3) 
and  relative  to  the  nuclear  volume  (as  %).  To  calculate  CT  volumes,  the  areas  of 
chromosome  paints  and  nuclear  profiles  were  computed  per  image.  CT  volumes  were 
calculated  according  to  stereological  methods  (Weibel,  1979),  where  the  areas  of 
chromosome  territories  are  divided  by  the  total  nuclear  areas,  giving  rise  to  a  ratio,  R 
(Branco et al. 2008), equivalent to the ratio of the respective average volumes, as shown 
here: 
  𝐴!"#𝐴!"# =   𝑡 × 𝐴!"#𝑡 × 𝐴!"# =   𝑉!"#𝑉!"# = 𝑅 
where  AROI  is  the  average  CT  area,  ANUC  the  average  nuclear  area,  VROI  and  VNUC  the 
corresponding average volumes, and t the section thickness. 
Averages and standard deviations were calculated from groups of images (≈10 per group) 
within the same experiment. 
Absolute measurements were calculated by multiplying the relative chromosome volume 
(equivalent to R) with the absolute volume of the nucleus (Figure 5.8‐5.11). The shape of 
chromosomes was assessed by calculating the filament index, where 1 corresponds to a 
sphere and higher filament indexes to ellipsoidal shapes (Figure 5.8‐5.11). To assess radial 
distribution,  the  proportion  of  CT  occupancy  was  measured  relative  to  ten  concentric 
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shells  in  the  nuclear  profiles  (with  equal  volumes),  for  each  given  chromosome.  The 
concentric  shells  are  drawn  taking  into  consideration  that  sections  originate  from non‐
equatorial cuts of nuclei, as previously described (Branco et al., 2008).  
 
 
Figure 5. 8 – Volume shape and radial distribution of chromosomes 22. The volume of chromosome 22 is 
represented as a percentage of the nuclear volume (relative), and in µm3 (absolute). Chromosome shape is 
represented as filament index (1 corresponds to sphere; >1 ellipsoid). Radial distribution was measured as a 
percentage  of  the  nuclear  radius  (0  –  centre;  100  –  nuclear  edge).  The  top  graph  shows  average  radial 
positions  between  samples  whereas  the  bottom  graph  shows  fluorescence  intensity  throughout  the 
normalized radial distance. Grey line (top graph) and dashed line (bottom graph) represent the average of 
the radial distribution of DNA content in controls. Green – control, Red – Early HD, Blue – Moderate HD and 
Grey – All, Early and Moderate HD samples. Statistical analyses were performed with a Mann‐Whitney test 
(* p‐value <0.05 between control vs early or control vs moderate or control vs all HD samples). 
 
 
Measurements of CT volume, shape and radial distribution show changes related with HD 
for  chromosome  22  (Figure  5.8).  The  volume  of  chromosome  22  is  lower  in Moderate 
samples of HD, both in relative and absolute measurements; this result is most striking as 
the  volume  of  nuclei  increases  with  disease.  Differences  in  CT  volume  are  statistical 
significant between control and moderate HD samples but also when all HD samples are 
considered  together.  The  filament  index  decreases  from  control  to moderate  samples, 
suggesting  that  chromosome  22  becomes  more  circular.  This  change  is  statistically 
significant.  The  decrease  in  chromosome  volume  observed  for  Early  and  Moderate 
samples could be indicative of a more concentrated chromosome, which, together with a 
more circular  shape are  indicative of gene  repression.  Indeed, down‐regulation of gene 
expression was observed  for  the  vast majority  of  chromosome 22  in HD  samples  using 
Chromowave analysis (Anderson et al. 2008). Radial distribution of chromosome 22 is also 
altered in HD. In Moderate samples, chromosome 22 occupies a more peripheral position 
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than  in  Early  and  Control  samples,  which  might  also  contribute  negatively  to  gene 
expression although differences do not seem to be statistically significant. Changes in the 
structure of chromosome 22 could potentially be used to track more advanced stages of 
the disease. 
 
 
 
Figure 5. 9 – Volume shape and radial distribution of chromosomes 19. The volume of chromosome 19 is 
represented as a percentage of the nuclear volume (relative), and in µm3 (absolute). Chromosome shape is 
represented as filament index (1 corresponds to sphere; >1 ellipsoid). Radial distribution was measured as a 
percentage of the nuclear radius (0 – centre; 100 – nuclear edge). The top graph shows average radial 
positions between samples whereas the bottom graph shows fluorescence intensity throughout the 
normalized radial distance. Grey line (top graph) and dashed line (bottom graph) represent the average of 
the radial distribution of DNA content in controls. Green – control, Red – Early HD, Blue – Moderate HD and 
Grey – All, Early and Moderate HD samples. Statistical analyses were performed with a Mann‐Whitney test 
(* p‐value <0.05 between control vs early or control vs moderate or control vs all HD samples). 
 
Architecture  of  chromosome  19 may  also  be    altered  in  HD,  considering  the  a  smaller 
number of moderate samples has been analysed so far. The volume of chromosome 19 
shows a  tendency  for decrease with  severity of disease,  albeit not  statistical  significant 
with  the  current  number  of  samples,  and  only  observed  when  considering  relative 
measurements  of  nuclear  volume.  The  shape  also  appears  more  circular  in  early  and 
moderate HD samples. Circularity of  chromosomes has been associated with decreased 
expression, as the one observed by Chromowave analysis for this chromosome (Anderson 
et al. 2008). However this change is not statistical significant with the current number of 
samples  analysed.  The  radial  distribution  of  chromosome  19  seems  to  be  maintained 
between all samples. 
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Figure 5. 10 – Volume shape and radial distribution of chromosomes 5. The volume of chromosome 5 is 
represented as a percentage of the nuclear volume (relative), and in µm3 (absolute). Chromosome shape is 
represented as filament index (1 corresponds to sphere; >1 ellipsoid). Radial distribution was measured as a 
percentage of the nuclear radius (0 – centre; 100 – nuclear edge). The top graph shows average radial 
positions between samples whereas the bottom graph shows fluorescence intensity throughout the 
normalized radial distance. Grey line (top graph) and dashed line (bottom graph) represent the average of 
the radial distribution of DNA content in controls. Green – control, Red – Early HD, Blue – Moderate HD and 
Grey – All, Early and Moderate HD samples. Statistical analyses were performed with a Mann‐Whitney test 
(* p‐value <0.05 between control vs early or control vs moderate or control vs all HD samples). 
 
In the case of chromosome 5, no statistical significant differences were observed for any 
of  the  measurements  across  the  different  samples  (Figure  5.10).  The  volume  of  the 
chromosomes slightly varies between control, early and moderate samples. The average 
of this measurement for controls and all HD samples is the same, suggesting that changes 
in the volume of chromosome 5 are not a hallmark of HD. Chromosome 5 is slightly more 
circular  in Moderate  samples  than  in  control  and  early  samples.  Chromosome  5  radial 
distribution  becomes  more  peripheral  in  moderate  compared  to  early  and  control 
samples. 
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Figure  5.  11  – Volume shape and  radial distribution of  chromosomes 4. The volume of  chromosome 4  is 
represented as a percentage of the nuclear volume (relative), and in µm3 (absolute). Chromosome shape is 
represented as filament index (1 corresponds to sphere; >1 ellipsoid). Radial distribution was measured as a 
percentage  of  the  nuclear  radius  (0  –  centre;  100  –  nuclear  edge).  The  top  graph  shows  average  radial 
positions  between  samples  whereas  the  bottom  graph  shows  fluorescence  intensity  throughout  the 
normalized radial distance. Grey line (top graph) and dashed line (bottom graph) represent the average of 
the radial distribution of DNA content in controls. Green – control, Red – Early HD, Blue – Moderate HD and 
Grey – All, Early and Moderate HD samples. Statistical analyses were performed with a Mann‐Whitney test 
(* p‐value <0.05 between control vs early or control vs moderate or control vs all HD samples). 
 
 
Chromosome  4  shows  changes  in  chromosome  shape,  but  retains  the  same  volume  of 
chromosomes  and  radial  positioning  (Figure  5.11).  Chromosome  4  filament  index 
measurements  suggest  increased  sphericity  in  moderate  samples.  Elongation  of  this 
chromosome  is consistent with  the up‐regulation of gene expression observed with  the 
Chromowave analysis (Anderson et al. 2008). Higher number of samples will be required 
to confirm the observed changes with the  larger chromosomes 4 and 5, and to achieve 
statistical significance. 
 
In general, chromosome shape and volumes are the most disease‐associated changes in 
HD with statistical significant differences detected between control and disease stages.  
 
Overall,  nuclear  organisation  of  this  small  subset  of  chromosomes  is  observed  in  HD 
consistent with  the  hypothesis  that  overall  changes  in  chromosomal  architecture  are  a 
feature of HD, and may reflect and have a possible impact in gene expression alterations. 
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5.3.6  Nuclear Architecture in brain samples 
Huntington’s disease is characterized by loss of neurons in the caudate region of the brain. 
A small collection of frozen brain tissue samples was kindly compiled by Dr. Angela 
Hodges from the London Brain Bank (4 controls and 4 HD samples).  
To begin exploring changes chromosome organisation in post‐mortem brain samples, I 
have optimized the preparation of frozen brain samples for cryosectioning in 
collaboration with Dr. Sheila Q. Xie, to allow studying chromosome structure by cryoFISH. 
 
The standard protocol used for the living cultures of blood samples or freshly collected 
tissues resulted in poor preservation of the nuclear structure, resulting if nuclear 
fragmentation and debris (Figure 5.12). Instead, additional incubation steps with acetone 
improved cryosectioning and nuclei structure preservation (Figure 5.12). Future work will 
attempt to hybridize probes against chromosomes 22, 19, 5 and 4 in brain tissues, 
although it may be difficult to detect changes with the current number of samples. We 
will take advantage of the current cryoFISH analyses in blood to revisit the calculation of a 
power study to determine how many samples are necessary to detect changes in 
chromosome organization. 
 
 
Figure 5. 12 – Optimisation of cryosectioning from frozen post‐mortem human brain samples. Sections 
from cryosectioned brain were prepared using a standard preparation protocol (the same used for the 
preparation of blood tissues blocks) and an improved protocol that includes an acetone step. Nucleic acids 
were counterstained with Toto‐3, before images were collected on the confocal microscope. Bars, 1 µm. 
!"#$
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5.4 Discussion 
 
Compartmentalization of  the cell nucleus  into sub‐compartments  is  thought to organise 
genome functions, such as RNA transcription or RNA processing. The spatial arrangement 
of  the  genome  has  implications  on  the  transcription  status  of  genes  by  influencing  its 
accessibility  towards  certain  nuclear  landmarks  or  regulatory  DNA  elements.  Thereby 
disruptions in nuclear architecture have the potential to globally affect gene expression. 
 
Gene  expression  is  dysregulated  in  a  widespread  fashion  in  brain  and  in  blood  of 
Huntington’s disease patients (Anderson et al. 2008). Despite being associated with brain 
degenerative  functions,  peripheral  tissues,  such  as  blood,  are  also  affected  in 
Huntington’s disease (Lovrecic et al., 2009; Runne et al., 2007). Since access to HD brain 
tissues is restricted to post‐mortem brain samples, the use of non‐invasive tissues to track 
the disease phenotype and investigate the biological mechanisms of the disease presents 
as a promising option to provide scientists with an easily and accessible approach to study 
the disease. 
 
In  this  chapter, we  aimed  to  uncover whether  chromosome  organisation  underlies  the 
genome‐wide mechanism of disruption of gene expression in blood HD patients. 
We  have  started  by  implementing  an  automated  image  analyses  system  together with 
Brian Toner and Dr. Andre Khalil at University of Maine (USA). Segmentation is one of the 
most  critical  and  time‐consuming  steps  of  the  imaging  processing  analysis.  Due  to 
heterogeneity of human samples, particularly upon the possibility of nuclear architecture 
alterations,  straightforward  segmentation  of  nuclear  shapes  might  be  compromised. 
Abnormal  heterochromatin  formation  has  been  associated  with  another  trinucleotide 
repeat,  Friedreich's  ataxia  (FRDA),  suggesting  for  an  irregular  chromosome  distribution 
pattern  which  might  affect  segmentation  (Hahn  et  al.,  2010).  In  this  chapter, 
segmentation was optimized so that comparisons between datasets could be performed. 
Unfortunately,  difficulties  in  segmentation  were  observed  for  some  samples  and  they 
were  discarded  from  the  analyses  (Table  5.2),  pointing  out  for  samples  variations. 
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Segmentation  of  nuclei  will  therefore  be  improved  in  the  future  and  datasets  will  be 
analysed adding up to the current analysis. 
 
Nuclear size and shape. 
 
Measurements of nuclear shape and volumes were firstly measured in HD versus control 
samples.  The  values  obtained  here  for  nuclear  volumes  are  proportional  to  those 
previously observed in (Branco et al., 2008). There is an increase on the volumes of nuclei 
in  Early  and  Moderate  HD  samples  when  compared  to  controls,  with  statistical 
significance only for the latter. Bigger sized nuclei are characteristic of some cancer cells, 
along with abnormal nuclei shapes, and these features are used for prognostic of some 
cancers (for example, the “Pap test” for cervical cancer) (Zink et al., 2004). The functional 
outcome  of  such  irregularities  is  far  from  understood  but  lead  to  rearrangement  of 
nuclear  architecture,  such  as  disruption  of  PML  bodies  or  appearance  of  novel  nuclear 
compartments,  like  the  perinucleolar  compartment  (PNC),  mostly  associated  with  the 
nucleolus  of  tumour  cells,  which  result  from  accumulation  of  RNAPIII  associated 
transcripts and other RNA binding proteins. In addiction, increased nuclear sizes might be 
positively correlated with RNA transcription levels, concomitant with alterations  in gene 
expression (Webster et al., 2009).  
 
Shape of the nucleus significantly impacts chromatin organisation. The nuclear envelope 
and the nuclear lamina build the shape of the nucleus, spatially organizing chromatin and 
conferring  its  rigidity.  Interaction  of  chromatin  with  the  nuclear  lamina  is  possibly 
responsible for the formation of heterochromatin at the nuclear lamina and displacement 
of lamina functions are directly associated with altered nuclei shapes and re‐organisation 
of heterochromatin. The nuclei shape is more elongated in HD samples than in controls, 
which  can  be  an  indicative  to  alteration  in  chromatin  organisation  and  possibly  gene 
expression. Nuclei  shape alterations are a  remarked characteristic of  laminopathies and 
cancers  leading  to  alterations  in  nuclear  morphology  affecting  chromatin  organization 
and  possibly  compromising  gene  expression  (Webster  et  al.,  2009;  Zink  et  al.,  2004). 
Therefore,  alterations  of  nuclei  size  in  HD  samples  might  possibly  underlie  nuclear 
  5. Chromosome organisation in Huntington’s disease 
 
  149 
architecture re‐organisation and gene expression alterations. 
 
Chromosome volume, shape and distribution. 
 
We next measured chromosome volumes,  shape and  radial distribution  in Huntington’s 
disease.  For  that  we  chose  to  study  four  chromosomes:  two  big  peripherally  located 
chromosomes (4 and 5) and two small centrally located chromosomes (19 and 22). Gene 
expression alterations measured by Chromowave across chromosomes 19 and 22 reveal 
genome‐wide  down‐regulation  of  gene  expression,  whereas  genes  harboured  in 
chromosome  5  are  mostly  up‐regulated.  Although  differences  in  gene  expression  are 
observed across chromosome 4, they are not as striking as those observed for the other 
three  chromosomes.  Chromosome  organisation  was  observed  in  Huntington’s  disease 
with  more  marked  differences  observed  for  the  smaller  chromosome  22  and  less 
appreciable alterations associated with the larger chromosome 4. 
 
Consistent with gene  repression observed with  the Chromowave analysis,  chromosome 
22  becomes  more  spherical,  condensed  and  shifted  towards  the  periphery  in 
Huntington’s  disease  samples.  Condensation  and  spericity  of  this  chromosome  might 
contribute  to  the  mechanisms  of  repression  since  1)  condensation  results  in  a  less 
accessible  chromatin  and  2)  sphericity  results  in  less  contact  surface  area  between 
chromatin and transcription machinery, two phenomena associated with repression (Eils 
et al., 1996). Due to unavailability of positive regulators of transcription and the presence 
of negative repression factors, peripheral location of chromatin is usually associated with 
repression. The radial  re‐distribution of  this chromosome might be the consequence on 
the territory centre of gravity given by alterations on the CT shape. Similar observations 
were found for chromosome 8 in tumour breast tissues (Wiech et al., 2005). In addition, 
re‐positioning  of  small  chromosomes  have  been  observed  in  other  diseases,  such  as 
cancer,  which  might  have  implications  on  translocation  probabilities  of  neighbouring 
chromatin  (Nambiar  et  al.,  2008).  Although  translocation  events  in  cancer  have  been 
extensively  reported, with  implications  on  the  transcription  status  of  the  chromosomal 
regions  participating  in  such  events,  this  does  not  seem  to  reciprocate  in  HD.  This 
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suggests  that  translocations  are  rare  events  in  HD  samples  and,  despite  possible 
chromosome re‐organisation, they do not result in chromosome aberrations or that such 
phenomena  are  yet  to  be  explored  in  this  disease.  Interestingly,  the  only  translocation 
event  reported  in  Huntington’s  disease  occurs  between  peripherally  located 
chromosomes 4 and 5 (Froster‐Iskenius et al., 1986). 
For  the  other  small  centrally  located  chromosome,  chromosome  19,  no  statistical 
significant  differences  are  so  far  observed  amongst  the measurements  of  chromosome 
volumes,  shape  and  radial  distribution. However,  this  chromosome appears  to  become 
more  circular  in moderate  samples  and  this might,  per  se,  regulate  gene  expression  in 
such  a manner  that  chromosome  volume or  radial  re‐distribution  roles  in  transcription 
repression are less determinant. 
For  the  bigger  chromosomes  4  and  5,  radial  distribution  does  not  seem  to  be  greatly 
altered  suggesting  that  small  chromosomes  are  more  likely  to  suffer  movement  re‐
arrangements  than  bigger  chromosomes.  The  same  re‐distribution  pattern  has  been 
reported previously in laminopathy cells (Meaburn et al. 2007). Changes in chromosome 
shape and volume are slightly affected in these bigger chromosomes.  
Taken  together  this  suggests  that  re‐organisation  is  observed  in  HD  with  small 
chromosome 22 being more affected than the others studied here.  
 
Importantly,  heterogeneity  between  human  samples  could mask  important  features  of 
chromosome  re‐organisation  in Huntington’s disease.  In  spite of  giving general  ideas of 
re‐organisation  of  chromosomes  in  HD,  one  could  extract  possible  patient  outliers  and 
look  for  patterns  of  re‐organisation  in  a  more  standardized  HD  population.  Although 
blood  samples might  be  significantly  affected  by  external  clues  other  than  the  disease 
itself (e.g. inflammations), this study suggests that HD associated alterations are observed 
in  peripheral  tissues  and  that  blood  is  an  easily  accessible  phenotypic  tool  to  study 
Huntington’s disease. 
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6. Gene expression dysregulation in 
Huntington’s Disease 
 
6.1  Introduction 
Huntington’s disease is an untreatable neurodegenerative disease that results from the 
expansion of a trinucleotide repeat harboured on the Htt gene (chromosome 4). HD is 
easily identified at birth by genetic testing, but biomarkers that track the progression of 
the disease with potential as therapeutic agents are most interesting in HD research.  
 
Although the roles for wild‐type Htt are not fully understood, mutant Htt interferes with 
gene expression in a widespread fashion (Benn et al., 2008a; Butler and Bates, 2006; 
Kazantsev and Hersch, 2007). Several studies have attempted to identify mis‐regulated 
expression of specific genes, and a panel of 12 genes have been identified as putative 
biomarkers in blood samples (Borovecki et al., 2005), although in a separate cohort no 
statistically significant differences were found between HD and control samples (Runne et 
al., 2007). In the previous chapter, I investigated whether gene expression dysregulation 
in Huntington’s disease could be associated with large‐scale reorganisation of 
chromosomes within the cell nucleus. In this chapter, I investigate changes in gene 
expression on single genes by qRT‐PCR using RNA extracted from the same blood samples. 
I analysed 19 genes, selected according to (a) their localisation in genomic regions that 
show changes in gene expression as detected by Chromowave, (b) genes known to be 
altered in HD, (c) genes with possible roles in transcription dysregulation and/or 
chromosome re‐organisation and (d) the Htt gene itself. 
 
 6.1.1  Biomarkers in Huntington’s disease 
Huntington’s disease affects the central nervous system in many ways, cognitively, 
behaviourally and by impairing movement. The previous chapter elucidated changes in 
chromosome organisation in HD. Whereas some differences could be observed at the 
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early disease stage, for example for chromosome 22 shape, other differences are only 
detected at later stages of the disease. Biomarkers that help pinpointing the disease 
stages and that could be used as therapeutic targets are therefore fundamental for 
Huntington’s disease research. 
Throughout the years, research has been focused on finding biomarkers that are altered 
in a reproducible manner between individuals and that could track the disease status 
with non‐invasive approaches using peripheral tissues, such as blood. Transcripts and 
protein levels have been assessed in blood and urine samples (Wild and Tabrizi, 2006). 
Although some genes have been identified as reliable tools to monitor the disease, (e.g. 
IL‐6, (Bjorkqvist et al., 2008), there is a still debate about the reliability of other markers 
across different sample cohorts (e.g. BDNF, Zuccato et al., 2011). 
 
Importantly, gene expression alterations in HD have been found in muscle, blood and 
urine raising the possibility of using these peripheral tissues to study the disease 
(Seredenina and Luthi‐Carter, 2012). This suggests that HD has more widespread effects, 
affecting tissues other than brain and opening new avenues for therapies.  
 
6.1.2  Chromowave: from chromosome organization to gene expression alterations 
Chromowave analysis of gene expression by microarray in HD blood and brain samples 
has revealed that transcription is globally dysregulated in HD (Anderson et al., 2008). In 
the previous chapter we have sought to investigate large‐scale reorganisation of 
chromosomes in HD blood samples, more specifically repositioning, shape and (de) 
condensation of chromosomes as means to understand the genome‐wide disruption of 
transcription. 
 
Although transcription disruption could be linked to chromosome re‐organisation, in this 
chapter I went back to the microarray data to identify disease‐specific genes that could be 
important and relevant for the disease itself, that could help us explain gene expression 
changes in HD and possibly distinguish between patients and different diseases statuses. 
To relate back to the chromosome organization, we have selected genes whose expression 
is embedded in genomic locations with altered expression as detected by Chromowave. It 
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is hypothesised that correlating changes in gene expression in single patients with their 
changes in chromosome organisation will aid our understanding of gene dysregulation 
and chromosome reorganisation in HD. 
 
6.2  Aim 
Huntington’s disease is a fatal neurodegenerative disorder caused by a mutation in the 
Htt gene, which leads to neuronal death and transcription dysregulation. In HD, gene 
expression is affected across large genomic regions with remarkable similarity between 
blood and brain tissues (Anderson et al., 2008).  
 
Here, we set out to study dysregulation of single genes across the cohort of blood 
samples from HD patients and matched healthy individuals used in the chromosome 
organisation studies. Microarray data was mined to identify a list of genes that had log2 
fold changes in the same direction as the changes detected by Chromowave (Borovecki et 
al., 2005; Hodges et al., 2006). I have selected 19 genes, including genes with roles in 
chromosome organisation or transcription, as I was particularly interested in discovering 
altered modulators of genome function and nuclear structure. The expression levels of 
the selected genes were investigated by quantitative RT‐PCR in blood samples. I aimed to 
identify a set of genes that would help track the disease status or explain putative 
reorganisation of chromatin and widespread gene expression alterations. 
 
This project is performed in close collaboration with Professor Federico Turkheimer and 
Dr James Swingland (MRC – Clinical Sciences Centre, Imperial College School of Medicine, 
London, UK; currently at Institute of Psychiatry, King’s College London, UK) and Dr. Angela 
Hodges (Institute of Psychiatry, King’s College London, UK). The human blood samples 
analysed here for mRNA expression are the same blood samples indicated in Chapter 5 
(Table 5.1).  
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6.3  Results 
6.3.1  Selection of genes with altered gene expression in blood samples from 
Huntington’s disease patients 
Broad changes in gene expression associated with HD have been identified at single genes 
by standard microarray analyses or across neighbouring regions by Chromowave. This 
analysis measured from average behaviours across many individuals.  In collaboration 
with James Swingland, I next analysed the publicly available microarray datasets from HD 
and control blood samples to detect genes whose HD‐associated changes in gene 
expression are correlated with Chromowave patterns around their genomic location. This 
allowed the identification of genes with significantly altered gene expression levels that 
are consistently correlated with the Chromowave patterns allowing for direct links with 
global changes in genome reorganisation detected by cryoFISH. 
 
To identify differentially expressed genes in HD, a systematic approach exploiting the 
correlation between Chromowave patterns of chromosomal expression and gene 
expression levels was adopted. This strategy is expected to increase the power of 
detection of disease‐associated changes in gene expression as it is less sensitive to noise 
of the microarray analyses. A correlation between the gene expression levels (logarithmic 
values; derived from the microarray data) and the case loadings (values attributed to the 
contribution of each sample array to the Chromowave pattern) for each individual sample 
was performed and a p‐value was attributed to each microarray probe‐set. The probe‐
sets with higher statistical significant correlations were selected. A more stringent p‐value 
was chosen to select the genes in blood samples (p<10‐5) than in brain (p<10‐4), where 
transcriptional changes are less pronounced, probably due to lower quality RNA in post‐
mortem samples. With these parameters I was able to compile a list with few hundred 
genes. To narrow down this list to a number compatible with single gene qRT‐PCR 
analysis, significantly altered genes were selected (up‐regulation for fold changes > 1.4 
and down‐regulation for fold change < ‐0.8) and empirical parameters were applied to 
determine possible candidates. To generate the final gene list, genes were further 
selected according to the following requirements: (a) genes should be represented on 
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different chromosomes, including the chromosomes of interest 4, 5, 19 and 22, (b) genes 
for which their different probesets showed similar expression levels, (c) genes previously 
associated with HD in the literature, (d) genes with roles in transcription regulation and 
chromosome organisation. 
 
A panel of 19 genes (Table 6.2) was chosen, including the Htt gene itself, 6 genes 
previously associated with HD‐related gene dysregulation (grey, (Ferrer et al., 2000), 
(Anderson et al., 2008; Borovecki et al., 2005), and 12 putative newly HD‐associated 
genes; three control genes were also analysed, BACT, GNBL, HPRT1 (Marullo et al., 2010). 
mRNA was extracted from the same blood samples collected and analysed on the 
previous chapter. mRNA levels were measured by qRT‐PCR. 
  
We also used these analyses to perform a power study on the number of blood samples 
necessary to detected HD‐associated changes in gene expression. The initial collection by 
Drs. Wild and Hodges consisted of 4 HD and 5 control samples, which was subsequently 
expanded in light of the results of the power study (not shown). Gene expression changes 
detected by microarray hybridization of blood mRNA in the cohort studied by Anderson 
et al. 2008 estimated that ~10 patient and ~10 control samples are required for studies of 
gene expression in blood; current sample size includes 14 controls and 19 HD samples’ 
above the numbers recommended by the power study (Table 5.1). The same approach 
was used for brain samples (not shown) and reproducibility was also found to be optimal 
if 10 patient and control samples were to be collected. The HD associated genes selected 
using the brain dataset did not overlap those selected using the blood dataset. Although 
the changes in gene expression detected by Chromowave are similar in both tissues, the 
possibility that different genes are misregulated in HD in the two tissues suggest the 
possibility that chromatin reorganisation in the nucleus may differentially affect gene 
dysregulation in blood and brain. 
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Table  6.1  HD‐associated  transcripts  in  blood.  Transcripts  that  have  already  been  associated with  HD  in 
other  studies  are  highlighted  in  grey  (see  references  below).  Asterisks  represent  genes  with  gene 
expression levels different (not changed or changed in opposite direction) in more than 4 HD samples (out 
of  12).  Fold‐change  (FC)  and  Log2(FC)  are  the  difference  and  the  logged  difference  of  expression  levels 
between patients and controls from the microarray data, respectively. p‐value measures the significance of 
the  correlation between gene expression values and case  loadings and  is  corrected using Bonferroni  and 
FDR multiple comparison  tests. Sample size  indicates  the minimum number of  samples  required  to  see a 
statistical significant difference in expression levels between controls and HD.  
 
a(Ferrer et al., 2000)  b(Anderson et al., 2008) c(Borovecki et al., 2005) 
6.3.2  Normalizers 
Many factors can influence gene expression in peripheral tissues, for example blood 
collection, storage and sample preparation (Marullo et al., 2010). To minimize some of 
these issues, a standardized blood collection and storage was performed making used of 
the commercially available PAXgene™ Blood RNA System (PreAnalytiX, QIAGEN, Hilden, 
Germany). The following challenge on providing reliable gene expression measurements 
is the selection of a normaliser. 
 
BDNF (brain‐derived neurotrophic factor) is a neurotrophic factor that has been 
implicated in HD. Its potential as an HD biomarker has led scientists to investigate its gene 
and protein levels in peripheral tissues, such as blood. However, BDNF mis‐expression has 
been reported by some researchers but not by others (Conforti et al., 2008; Zuccato et al., 
2011). BDNF expression levels were found to be highly dependent on the normaliser used 
in each study (Zuccato et al., 2011). Choosing a reliable and disease independent 
normaliser would ensure reproducibility between different cohorts.  
 
Gene Name 
Chromosome 
location 
Fold 
Change Log2(FC) 
Corrected 
p-value 
Sample 
Size Function 
DEK chr6p22.3 3.78 1.92 1.1E-11 7 regulation of transcription from RNA polymerase II promoter 
LBR* chr1q42.1 3.87 1.95 2.2E-09 3 mediation of interaction between chromatin and lamin B 
FASa,b chr10q24.1 3.05 1.61 4.3E-09 3 signal transduction 
FMR1 chrXq27.3 3.90 1.96 1.0E-09 3 central nervous system development 
RBM25 chr14q24.3 6.02 2.59 3.7E-06 7 regulation of transcription 
SF3B1*c chr2q33.1 2.96 1.57 3.1E-09 2 anterior/posterior pattern formation  
H2AFB3 / H2AFB1 chr3p41 0.56 -0.84 8.9E-07 11 nucleosome assembly  
HMGB2 chr4q31 4.09 2.03 1.3E-06 3 general transcriptional repressor activity 
MATR3 chr5q31.2 4.38 2.13 3.4E-08 4 RNA binding 
SP3c chr2q31 5.46 2.45 5.4E-07 6 transcription repressor activity  
TAF7c chr5q31 2.68 1.42 1.2E-06 4 specific transcriptional repressor activity 
PPP1R12Ac chr12q15-q21 5.07 2.34 5.1E-09 6 protein binding 
ACTN4 chr19q13 0.53 -0.91 5.0E-06 2 actin filament bundle formation  
ASCC2 chr22q12.1 0.41 -1.27 4.8E-06 4 regulation of transcription, DNA-dependent 
PTPRC*c chr1q31-q32 2.97 1.57 3.4E-11 4 cell growth, differentiation, mitotic cycle, and oncogenic transformation 
STAG2* chrXq25 3.01 1.59 1.9E-09 4 chromosome segregation, cell cycle 
SMARCA5 chr3p26 3.64 1.86 1.1E-07 9 regulation of transcription, DNA-dependent  
SMC4 chr3p40 2.84 1.51 2.9E-08 3 hromosome organization  
HTT chr4p16.3 0.51 -0.98 ? ? Huntingtin gene 
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Marullo et al. 2010 set out to investigate the most stable normaliser in blood samples 
from HD patients and matched controls. They found HPRT1 (hypoxanthine 
phosphoribosyltransferase 1) and GNB2L1 (guanine nucleotide binding protein G protein) 
the most stable normalisers in blood samples. 
 
I investigated the variance of HPRT1, GNB2L1 and the widely‐used normaliser, BACT 
(beta‐actin), in our cohort of samples. CTs (cycle threshold in qRT‐PCR) were the highest 
for HPRT1, showing that this transcript is lowly abundant, and lowest for the highly 
abundant BACT as expected for a highly expressed gene (Figure 6.1 A). The variation 
coefficient measures the dispersion of the data around the mean, being close to zero 
when diffusion is minimal/absent (in collaboration with statistician Dr. Francisco Ramirez, 
South Ruislip, Middlesex, United Kingdom). By comparison of the variation coefficient 
between the three normalizers, one concludes that HPRT1 is the most robust normaliser 
for this cohort, whereas GNB2L varied the most (Figure 6.1 B). 
 
 It is worthwhile noting that the CTs of the genes investigated in the present study were 
closer to the CTs of HPRT1 than GNB2L or BACT (Figure 6.1 C). The ΔΔCt method was used 
here to normalise expression. A prerequisite for the use of this method is that the 
normalizer and the gene of interest have very similar amplification efficiencies (Stamova 
et al., 2009). In accordance with this criteria and the lower coefficient of variation, HPRT1 
would be the best normaliser. Taken together all the results discussed above, 
normalisation of RT‐qPCR data was performed using HPRT1 gene. 
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Figure 6.1 – Normalizers. A) Average CTs (cycle threshold) for control and HD samples for HPRT1 (light and 
dark  blue,  respectively),  GNB2L  (light  and  dark  green,  respectively)  and  BACT  (yellow  and  orange, 
respectively). CTs are lower for highly abundant transcripts, and vice‐versa. CTs are the number of the PCR 
cycle at which the reporter fluorescence is greater than the threshold. B) Coefficient of variation for HPRT1 
(blue), GNB2L (green) and BACT (yellow) in percentage. This paremeter measures the dispersion of the data 
around the mean being highest for more diffused data. C) Box‐plot representation of the distribution of CTs 
for all genes (including the three normalizers tested here) for control (yellow) and HD (red) samples. 
 
6.3.3  Gene expression values of HD associated genes 
To assess the statistically significant difference in gene expression, we used the non‐
parametric Mann‐Whitney test as well as Student’s t‐test. Mann‐Whitney test is 
extensively used in gene expression analyses of human tissues since it is more robust in 
the presence of outliers, characteristic of heterogeneous populations like human samples. 
Only 3 (out of 19) genes showed statistical significant differences between control and HD 
at p ≤ 0.05 levels using the Mann‐Whitney test: STAG2 (stromal antigen 2), FAS (TNF 
receptor superfamily) and PPP1R12A (protein phosphatase 1, regulatory subunit 12A) 
(Figure 6. 2). These genes were significantly up‐regulated in HD when compared to 
control samples (Figure 6. 2). 
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Table 6.2 – Statistically significance analyses of gene expression between controls and HD (all  samples, 
early  or  moderate  cases)  measured  by  the  Mann‐Whitney  and    Student  T  tests.  Genes  were  ranked 
according to the lowest Mann‐Whitney p‐values of Control vs HD samples. STAG2, SF3B1, PTPRC, H2AFB3, 
SMARCA5  and  FAS  gene  expression  differences  between  control  and  HD  samples  reach  p‐values  ≤  0.05 
using the Mann‐Whitney test (in grey). P‐values were determined on the average of normalized expression 
values from two duplicates, with exception for 9 out of 34 samples where only one replicate was performed. 
qRT‐PCR duplicates were performed on two independent cDNA preparations from the same RNA sample. 
 
 
STAG2 (a component of the cohesin complex) showed statistically significant differences 
between early stages of the disease and control samples with the t test (Figure 6.2). 
These differences were even more significant between moderate and control samples by 
Mann‐Whitney and t tests, suggesting that this gene could be a potential biomarker to 
track HD progressivity (Figure 6.2). Possibly more sophisticated statistical analysis (e.g. 
ANOVA) could increase the power of STAG2 expression differences between control and 
HD samples. Interestingly, STAG2 has not yet been implicated in Huntington’s disease, nor 
have any of the other cohesin subunits. However, STAG2 deletions and mis‐expression 
have been associated to numerous types of cancers, e.g., glioblastoma, Ewing's sarcoma, 
melanoma and carcinomas (Kim et al., 2012; Solomon et al., 2011). Cohesin plays a major 
role in chromosomal segregation during cell division (Bose and Gerton, 2010). More 
recently, cohesins were found to be also involved in the regulation of transcription 
through the promotion of DNA interactions and organisation of chromatin (Bose and 
Gerton, 2010).  
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Significant gene expression differences were also found for FAS and PPP1R12A. FAS 
differential expression is statistical significant at later stages of the disease (Figure 6.2).  
Statistical significant differences were also seen for TAF7 and ASCC2 using the Mann‐
Whitney test. FAS and TAF7 gene expression dysregulation have already been associated 
with HD in previous studies (Ferrer et al., 2000) (Anderson et al., 2008; Borovecki et al., 
2005).  
 
The panel of 3 genes for which statistical significant differences (p ≤ 0.05) are observed 
between HD and control samples by the Mann‐Whitney test show up‐regulation of gene 
expression (Figure 6. 2). These genes were also found to be up‐regulated in the original 
microarray data (Anderson et al. 2008), from which the genes were selected. Surprisingly, 
differences in gene expression were much higher in the microarrays dataset (fold changes 
between 3‐5) than those found here by qRT‐PCR. It is important to remember that the 
samples used for the microarray analyses were different suggesting that variance of gene 
expression in blood samples might difficult the study of biomarkers in HD. 
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Figure 6. 2 – Normalised expression of the top 3 genes that showed statistical significance (P‐value ≤ 0.05) 
differences  between  control  and  HD  samples  using  the  Mann‐Whitney  test.  A)  STAG2  normalized 
expression,  using  HPRT1  as  normalizer,  is  shown  for  control  and  HD  samples  as  well  as  for  early  and 
moderate  samples  separately.  B) Normalized expression  for  FAS  and PPP1R12A.  Chromosome position  is 
indicated alongside p‐values using Mann‐Whitney and t tests. 
 
6.4  Discussion 
Huntington’s disease is a neurodegenerative disease without cure. The clinical HD stages 
are assessed using the United Huntington’s Disease Rating Scale, involving cognitive, 
psychiatric and motor tasks but tracking the biology behind disease progression is 
catching scientist’s attention. Efforts have been made in the identification of HD 
biomarkers that would assist in the process of tracking the disease stages (Bjorkqvist et al., 
2008; Lovrecic et al., 2009; Runne et al., 2007; Runne et al., 2008; Strand et al., 2005). In 
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parallel, biomarkers could also help understanding the disease mechanisms possibly 
providing new therapeutic targets. Monitoring of HD would require repeatedly testing of 
biomarkers (gene or protein levels) and therefore non‐invasive sampling of human tissues, 
such as blood or urine samples, would be of great importance. 
 
Here we set out to investigate gene expression alterations in a sub‐set of genes (19 
genes). These genes were selected according to their correlated changes on expression 
with the neighbouring genomic region, detected by Chromowave, and their role in 
transcription regulation and/or chromosome organization. We aimed to access the extent 
with which single genes are altered within our cohort of samples and simultaneously 
investigate putative HD biomarkers. This should help assess in more detail, and for single 
samples, the changes in chromosome organization reported in Chapter 5. 
 
Our cohort of 33 blood samples comprises 14 control and 19 Huntington’s disease 
samples. This sample size is consistent with others used in the literature for the 
investigation of HD biomarkers in blood (Borovecki et al., 2005; Runne et al., 2007). 
 
Normalizers and microarray data 
Biomarker research in Huntington’s disease is a disputable topic. Recently, Runne et al. 
2007 investigated 12 blood biomarkers suggested by other authors (Borovecki et al. 2005) 
and identified a new sub‐set of genes (19) as potential biomarkers in blood samples. Both 
the list of biomarkers identified in Runne et al. 2007 and previously in Borovecki et al. 
2005 were originated from microarray data and genes were selected according to their 
significant differential expression between HD and controls (Borovecki et al., 2005; Runne 
et al., 2007). In Runne et al. 2007, no statistical significance was found between HD and 
control samples in the 12 putative biomarkers in HD blood samples suggested by 
Borovecki et al. 2005. Zuccato et al. (2011) also investigated gene expression differences 
between 2 genes suggested by Borovecki et al. 2005 but, once again, no statistical 
significance was observed between controls and HD samples. In addition, from the new 
set of 19 genes suggested by the authors (Runne et al. 2007) as putative HD biomarkers 
only one (IER3 – immediate early response 3) showed statistically significant differential 
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expression between HD and controls. These data suggest that: (1) microarray data 
provides over‐estimation of differentially expressed genes; (2) qRT‐PCR methods could be 
standardized to allow a comprehensive understanding of the study of gene expression 
biomarkers in HD; (3) heterogeneity between different sample cohorts. Putative 
biomarkers suggested by microarrays might therefore produce small fold changes by qRT‐
PCR minimizing their potential to sensitively monitor the disease, particularly across 
different sample cohorts. For example, microarrays generated from blood samples of HD 
and control individuals pointed the early response gene, IER3, as a putative HD biomarker 
due to its robust differences in expression between control and HD samples (Fold change 
= 2.6). However, only a modest increase of expression (32%) was obtained by qRT‐PCR on 
a different sub‐set of HD and control samples, raising the question of the potential of this 
putative biomarkers in longitudinal HD patient samples (Runne et al. 2007). 
Consistently, the genes I studied also presented much higher fold changes in the 
microarray data (Borovecki et al. 2005) than by qRT‐PCR. Out of the 19 genes selected 
here as possible biomarkers, only one (STAG2) showed statistical significant differences 
on the early stages of the disease compared to controls (t test; p < 0.05). This difference 
was still observed between moderate and control samples with statistically significance (t 
and Mann‐Whitney tests; p ≤ 0.05). However, gene expression differences are much more 
striking in the original microarray dataset (Borovecki et al. 2005; fold changes ≈ 3) than 
those observed by qRT‐PCR. 
 
On the other hand, normalisation of gene expression data has been a subject of great 
debate with qRT‐PCR results being influenced by the choice of normalizer (Zuccato et al., 
2011). Human tissues harbour heterogeneous cell populations and hence it is important 
to ensure that the normaliser is reproducibly stable between different set of samples 
independently of disease, age, gender, etc. In Borovecki et al. 2005, BACT was used as 
normalizer of the 12 putative biomarkers suggested for blood samples. However, others 
have suggested that HPRT1 and GNB2L are more stably expressed in blood samples than 
BACT (Marullo et al. 2010) and therefore should be used as normalisers. In fact, 
disparities are observed in BDNF expression in blood samples of HD patients versus 
controls between different normalizers. This suggests that results are highly dependent 
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on the normaliser chosen and that heterogeneity of the human samples are integral part 
of this type of studies. 
In this cohort of samples, three normalizers were tested (BACT, HPRT1 and GNB2L) for 
stability among the all set of samples and HPRT1 was showed to be the least variable 
gene. 
 
STAG2 has putative HD biomarker 
STAG2 is one of the subunits of the cohesin complex. Cohesin is mainly known by its roles 
in cell division through the separation of sister chromatids and DNA repair (Bose and 
Gerton, 2010). More recently, roles in genome organization, control of gene expression 
and development were associated with the cohesins (Bose and Gerton, 2010). For 
example, cohesion is recruited to DNA sites known to bind by CTCF, an insulator protein, 
mediating long‐range DNA interactions and thereby regulating gene expression (Ribeiro 
de Almeida et al., 2012). 
 
STAG2 mutations and loss of protein have been reported in cancers, glioblastoma Ewing’s 
sarcoma and melanoma (Kim et al., 2012; Solomon et al., 2011). In the present study, we 
observe up‐regulation of STAG2 expression in HD with statistical significance for two 
different HD stages (early and moderate). Although up‐regulation of STAG2 mRNA level 
has not yet been reported in the literature, its inactivation in human glioblastoma cell 
lines lead to increased chromosome instability, aneuploidy but very little difference in 
expression profiles (Kim et al., 2012; Solomon et al., 2011). This suggests that 
dysregulation of STAG2 would rather affect chromosome organisation than global gene 
expression alterations, and may be important for example for the extent of chromosome 
compaction and shape seen in Chapter 5.  
 
6.4.1  Patient variability 
The blood gene expression data used here for the selection of genes and for the 
Chromowave analysis results from average behaviours across many individuals.  
It is not clear for each single gene with dysregulation associated with the disease, how 
often are specific patients affected. For example, the splicing factor SF3B1 (splicing factor 
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3b, subunit 1) has been reported as a potential biomarker for HD in blood samples due to 
its up‐regulation (Borovecki et al., 2005). However, by exploring the microarray dataset 
(not shown) I have observed that expression level of SF3B1 is not consistently altered 
among the 12 HD samples used in this study (statistical significant up‐regulation of SF3B1 
expression in HD is found in 7 out of 12 samples, not shown). This suggests that the genes 
with changes in expression associated with HD may not be altered in all patients, which 
will also be important to interpret the whole chromosome reorganisations seen in the 
cryoFISH analyses.  
 
Variability between individuals has been identified in patients with neurological disorders, 
such as Parkinson’s, Alzheimer’s and Huntington’s diseases (Burton et al., 2006; Delval et 
al., 2006; Joseph et al., 1999; Rao et al., 2008). Patient variability has been correlated with 
the severity and nature of the neurological impairment (Burton et al., 2006). Research to 
date also indicates gender as factor in some of these neurological diseases and gender‐
specific genetic programmes seem to be associated with gender variability (Pilcher, 2006). 
Moreover, patient variability is also found in expression profiling assays, either due to 
tissue heterogeneity or genetic variability (gene mutations or SNPs); averaging between 
datasets or mixing different populations before expression profiling reduces variability 
(Bakay et al., 2002). 
 
As genetic differences are important for treatment responses and survival rates (Moller‐
Levet et al., 2007), exploiting variability is of great interest to categorize diseases and 
personalise treatments. In cancer, different gene expression profiling strategies have 
been applied to identify biomarkers of disease prognosis and predict clinical outcomes 
(Chen and Wang, 2009; Moller‐Levet et al., 2009) and research is now moving forwards 
with the identification of individualized genetic factors underlying the disease. 
 
Therefore, understanding the variability in gene expression across the sample cohort 
present in this study would help to identify outliers or patients with more acute 
phenotypes perhaps making possible more directed investigations on the study of 
chromosome organisation in HD. 
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7. Discussion and Summary 
 
Gene expression is a tight regulated mechanism that ensures proper management of 
gene expression programmes, activating and repressing genes at specific times of the cell 
cycle, differentiation pathways and responses to external cues. At the chromatin level, 
gene expression can be controlled through the assembly of the PIC complex at gene 
promoters, binding of RNAPII, modification of histone proteins, and subsequent steps 
that involve the production of RNA molecules and their co‐transcriptional processing, 
before transport through nuclear pores for translation in the cytoplasm. At the large‐scale 
level, the distribution of chromatin inside the 3D space of the nucleus influences 
chromatin proximity relative to specific nuclear landmarks and the interactions between 
DNA elements. 
 
In this thesis, I have aimed to investigate gene expression regulation through RNAPII 
(chapters 2 and 3), and chromosome organisation and gene expression dysregulation 
using Huntington’s disease as a model system (chapters 4 and 5).  
 
Genome‐wide maps of RNAPII occupancy have been accomplished using phospho‐
dependent antibodies against modifications occurring at the CTD domain of this protein. 
RNAPII is found at active and, with a different conformation at Polycomb‐repressed genes, 
although identification of RNAPII at PRC‐target genes has only been achieved so far using 
a specific Ser5P antibody (Stock et al., 2007; Brookes et al., 2012). Here, I have confirmed, 
through an antibody independent approach (DamID), the presence of RNAPII at 
Polycomb‐repressed genes (chapter 3). However, the sensitivity of DamID detection using 
a Dam‐Polr2F fusion protein did not provide enough depth to clearly assess total RNAPII 
abundance at all genomic features. To detect RNAPII at PRC‐repressed genes using an 
independent approach, I took advantage of a panel of novel RNAPII antibodies (chapter 4). 
I identified one antibody that recognizes RNAPII at PRC‐repressive genes, although more 
efforts are required to characterize its genome‐wide occupancy. 
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All together my efforts suggest that RNAPII is an intricate complex and that mapping of 
total RNAPII at PRC‐repressed chromatin through DamID or ChIP requires novel 
approaches. 
 
Genome‐wide gene expression alterations are a hallmark of Huntington’s disease, as 
described when Chromowave is applied to gene expression datasets from blood HD 
samples obtained by microarray hybridization (Anderson et al., 2008). We have 
hypothesised that large scale re‐organisation of chromosomes might underlie the gene 
expression dysregulation observed in HD. I have shown that chromosome re‐organisation 
is associated with HD in blood samples, more particularly in one of the four chromosomes 
selected for this study (chromosome 22; chapter 5).  
 
I next set out to discover whether genes with potential as chromosome organisers, 
transcription regulators and with gene expression changes correlated with the 
Chromowave pattern were misregulated in our set of samples (chapter 6). STAG2 was the 
only gene found, in a panel of 19, significantly altered in HD. This shows that gene 
expression analysis in HD peripheral tissues are possible although heterogeneity of blood 
samples might mask longitudinal reproducibility. 
 
7.1 Genome‐wide mapping of RNAPII 
At active gene, modifications occurring at the CTD domain of RNAPII help the recruitment 
of chromatin modifiers and RNA processing machinery ensuring that RNA production 
occurs efficiently and co‐transcriptionally (Brookes and Pombo, 2009). Intriguingly, RNAPII 
was found present at Polycomb‐repressed genes and phosphorylated at Ser5 residues, a 
mark associated with transcription initiation (Stock et al., 2007). However, the 
characteristic RNAPII marks found at active genes, Ser2P and Ser7P, are absent from PRC‐
repressed chromatin although RNAPII phosphorylated on Ser5 extends into coding 
regions, suggesting that Polycomb repression is associated with transcription in the 
absence of productive mRNA synthesis (Stock et al., 2007, Brookes et al., 2012). Genome‐
wide maps of RNAPII occupancy independently of phosphorylation were produced by 
DamID to discover how the extent of phosphorylation compared with the total 
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abundance of RNAPII relates with transcription and productive mRNA maturation at 
active and PRC‐repressed genes.  
 
DamID mapping of RNAPII in ES cells after expression of a Dam‐Polr2F fusion protein was 
performed by microarray and NGS. In both cases, the positive control mapping of Lamin 
B1 gave results with optimal quality, but mapping of Dam‐Polr2f by microarray or NGS 
gave consistently low levels of enrichment. The enrichment was mostly concentrated at 
TSS, as expected for RNAPII; DamID of Polr2F in Drosophila also detected RNAPII 
accumulation at TSS regions (Braunschweig et al., 2009). DamID mapping, although with 
low sensitivity, suggests that the extent of RNAPII occupancy at active and PRC‐genes is 
similar (Figure 3.8 and 3.11). Lower levels of enrichment of Ser5P are detected by ChIP‐
Seq at PRC‐repressed genes compared to active genes (Brookes et al., 2012). Although 
with this antibody it is not possible to differentiate whether lower enrichment is due to 
fewer RNAPII molecules heavily phosphorylated on Ser5 or the to lower abundance of 
RNAPII with the same extent of modification, the DamID result suggests that on average 
the number of RNAPII molecules might be the same in active and PRC‐repressed genes 
and therefore recruitment of RNAPII is not the limiting step for unproductive elongation 
at PRC‐repressed genes. In line with this, investigating abnormal activity or poor 
recruitment of the Ser5 kinase, CDK7, or the presence of phosphatases that would ensure 
the removal of newly added Serine 5 phospho marks at promoter regions of PRC‐
repressed genes might be interesting to understand lower Serine 5 phosphorylation levels 
at these genes and its implications in RNAPII regulation. 
 
As the majority of RNAPII occupancy detected by ChIP is concentrated at promoter 
regions, it suggests that there is an accumulation of RNAPII at these sites and that 
possibly DamID is not sensitive enough to detect the lower levels of RNAPII present at 
gene bodies (Figure 3.8 and 3.11). The accumulation of RNAPII at promoter regions is 
related with pausing, an intrinsic process to both active and PRC‐repressed states. ChIP‐
Seq analysis in mouse ES cells indicate that the relative ratio of RNAPII density at 
promoter is much higher than in transcribing regions (Rahl et al., 2010) in 91% of RNAPII‐
bound genes.  The ratio between stalled and elongating RNAPII also correlates with 
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chromatin modifications around the TSS, more particularly, H3K27ac, which has been 
pointed out as a good predictor of stalling index (Chen et al., 2011). 
 
In light of the difficulties in detecting RNAPII with DamID, I next tried to identify novel 
antibodies with the ability to recognise RNAPII at Polycomb‐repressed genes (Chapter 4). I 
found a novel pan‐phospho antibody (Pd‐75) that does not bind to unmodified CTD 
peptides and detects CTD repeats independently of phosphorylated Serine residues. ChIP 
analyses with Pd‐75 revealed an accumulation on RNAPII at promoter regions of active 
and PRC‐repressed genes (Figure 4.4 and 4.6). Pd‐75 detects RNAPII at PRC‐repressed 
genes with low enrichment, confirming that they are likely to be associated with lower 
phosphorylation levels at PRC‐repressed states. 
 
Difficulties in finding antibodies that are able to detect RNAPII at PRC‐repressed genes 
have been experience throughout the years as antibodies against N‐terminus or other 
RNAPII subunits or pan‐phospho are not always visible at PRC‐target genes, which may 
reflect obstruction to antibody binding at these sites. 
 
7.2 Genome‐wide mapping of Dam‐Lmnb1 in ES‐OS25 cells 
Detection by DamID of lower levels of RNAPII at promoters and through coding regions of 
active and PRC repressed genes suggest that the fused Dam‐Polr2F protein may not 
incorporate efficiently into functional RNAPII complexes. It is possible that DamID works 
best for proteins that are not integrated in larger complexes, as in the case of Lmnb1. We 
took advantage of the Dam‐Lmnb1 construct, used here as a positive control, to 
characterize the interplay between Lamina, RNAPII and Polycomb.  We found that 40% of 
genes classified as Inactive (i.e. genes that are not associated with RNAPII nor Polycomb) 
are found within LADs; this number increases to ~60% for Polycomb‐target genes (Figure 
3.13). Consistently, a large proportion of H3K27me3 signal, one of the two Polycomb 
instigated histone marks, is found mostly concentrated at the nuclear periphery in ES cells 
(Luo et al., 2009), suggesting an interplay between Polycomb and Lamina in the 
regulation of gene expression. Interestingly, lamina associated active and PRC‐repressed 
genes are larger in size than their non‐associated counterparts, which is not the case for 
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Inactive genes (Figure 3.14). This might be because chromatin associates with lamina in 
large domains (Peric‐Hupkes et al. 2010) and therefore genes present at those clusters 
might have bigger sizes than those found anywhere else in the nucleus, however more 
sophisticated analysis could be performed to investigate this further.   
 
7.3 Huntington’s disease as a model system to study chromosome organisation 
In Chapter 5, I have investigated chromosome re‐organisation using Huntington’s disease 
(HD) as a model system. For the first time, chromosome organisation was studied in this 
neurodegenerative disorder. Results suggest an effect in re‐organisation of chromosomes, 
in particular for chromo  some 22. Altered shape and radial distribution are associated 
with chromosome 22 in blood samples of HD patients compared with matched controls. 
Radial shift of bigger chromosomes 4 and 5 is not that evident as observed in laminopathy 
cell lines (Meaburn et al., 2007). Laminopathies are the ultimate example of a nuclear 
architecture disruptive model where the nuclear shape is abruptly disrupted due to 
mutations in lamina or nuclear envelope associated proteins (Nagano and Arahata, 2000). 
The implications of repositioning events in disease are far from understood but they 
might have implications in nuclear functions since repositioning of various genes to 
certain nuclear landmarks are though to regulate gene expression, imprinting and 
chromosome X inactivation (Osborne et al., 2004, Fraser and Bickmore, 2007). 
Moreover, chromosome re‐distribution and enlargement have also been implicated in 
cancer (Cremer et al., 2003; Marella et al., 2009) , where transcription dysregulation is an 
hallmark, suggesting that condensation/de‐condensation events of chromosomes might 
have implications on gene expression status of genes. 
 
Re‐distribution of chromosomes in human dermal fibroblasts when they exit proliferation, 
through induction of quiescent states by serum removal, occurs within 15 min and was 
found to be dependent on a nuclear myosin (nuclear myosin 1 β, NM1β) (Mehta et al., 
2010; Mehta et al., 2007). In HGPS, distribution of NM1β was found to be altered which 
could be the mechanism underlying chromosome repositioning in this disease (Mehta et 
al., 2010; Mehta et al., 2011). It remains to be tested whether NM1β is affected in HD. 
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Interestingly, chromosome organisation in an interphase nucleus may be dependent on 
DNA modifications such as acetylation (Strasak et al., 2009), a modification that is 
affected in HD. As hypo‐acetylation of histones has been associated with HD, it would be 
interesting to investigate if HDAC inhibitors restore the original distribution of the 
chromatin in blood HD samples, the same way they correct RNA abnormalities (Sadri‐
Vakili et al., 2007). 
 
It remains to be answered whether chromosome re‐organisation underlies the gene 
expression alterations observed in HD or whether misregulation of genes, with roles in 
chromosome organisation for example, are driving re‐organisation of chromosomes. 
 
Finally, chromosome organisation in blood samples of HD opens up the possibility of 
studying a neurodegenerative disease in a non‐invasive tissue, blood, and stimulates 
research of chromosome organisation in other diseases where transcription disruption is 
a clear outcome. 
 
7.4 Gene expression alterations Huntington’s disease 
In Chapter 6, I focused on a sub‐set of genes localised to different chromosomes to 
investigate whether their expression changes were associated with HD. Only one gene, 
STAG2, showed statistically significant differences in expression between control and HD 
samples, suggesting that the relationship between spatial organisation and gene 
expression is not as straightforward and that gene regulation may be affected by other 
mechanisms, such as associations with lamina, transcription factories or other nuclear 
domains. Interestingly, STAG2 is a gene involved in chromosome organisation as part of 
the cohesin complex (Bose and Gerton, 2010). Gene expression analysis could have the 
potential to shed light into possible outliers (patients whose gene expression is not 
altered) and thereby help refine the study of chromosome organisation. Detailed analysis 
of the combinatorial factors that might contribute to gene expression alterations, apart 
from chromosome re‐organisation, might be of relevance to better understand the 
widespread disruptions of gene expression. For example, 3C‐related methods 
(chromosome conformation capture) might provide interesting hints on potential HD‐
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associated disrupted interactions, which could open up new avenues as therapeutic 
agents in HD. 
 
7.5 Future research directions 
Genome‐wide mapping of molecules has gone through great advances with the 
appearance of NGS sequencing and powerful bioinformatics analysis. The challenge poses 
in analysing the massive amount of data and extract meaningful information that would 
answer important biological questions (e.g. how is transcription regulated?). Integration 
of chromatin protein binding maps (ChIP and DamID), would allow the categorization of 
genomic features giving direct inputs on the different types of regulation and players 
involved in transcription. At the ultimate level, interaction maps (given by 3C and other 
3C‐like techniques) would add an extra‐layer of information spatially contextualizing 
common genomic features. Spatial organisation of the nucleus has implications on 
genomic functions and bridging the information of the 2D regulatory mechanisms (at the 
DNA level through binding of transcription machinery) to the 3D regulation (interaction 
between DNA elements, proximity towards certain nuclear landmarks, CT radial 
distribution) would allow for a more comprehensive understanding of gene expression 
regulation and its misregulation in diseases. 
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