Fluid flowing down an inclined plane commonly exhibits a fingering instability in which the contact line corrugates. We show that below a critical inclination angle the base state before the instability is linearly stable. Several recent experiments explore inclination angles below this critical angle, yet all clearly show the fingering instability. We explain this paradox by showing that regardless of the long time linear stability of the front, microscopic scale perturbations at the contact line grow on a transient time scale to a size comparable with the macroscopic structure of the front. This amplification is sufficient to excite nonlinearities and thus initiate finger formation. The amplification is a result of the well-known singular dependence of the macroscopic profiles on the microscopic length scale near the contact line. Implications for other types of forced contact lines are discussed.
I. INTRODUCTION
Spreading viscous films have applications ranging from microchip fabrication to tertiary oil recovery. In the absence of forces, it is well known that the flow is perfectly stable. [1] [2] [3] [4] [5] However, as first appreciated by Huppert, 6 when a liquid film is driven by a constant force, the interface breaks into fingers. Since Huppert's initial experiments on fluid dripping down an inclined plane, studies have focused on more features of the inclined plane [7] [8] [9] as well as other experimental configurations, such as spin coating 10, 11 and Marangoni forcing. 12, 13 The mechanism for the instability involves a subtle interplay between the fluid far from the front, where surface tension is irrelevant, and the fluid near the contact line, where surface tension dominates. In his original work, 6 Huppert characterized the flow far from the front. Troian et al. 14 and Hocking 15 first described the surface tension dominated region; Moriarty, Schwartz, and Tuck 16 and Goodwin and Homsy 17 provided more detailed descriptions. Numerical simulations by Schwartz revealed the fact that surface tension effects control the instability. 18 Troian et al. 14 presented a theoretical mechanism for the instability. They pointed out that the base state before the instability has, near the contact line, a thick ''bump'' that is responsible for the linear instability. By performing an analysis of the base state for fluid dripping down a vertical wall, they found a finite-wavelength most unstable mode and corresponding growth rate. The most unstable mode has a wavelength that is approximately three times the width W of the bump. Hocking and Miksis made similar calculations for the stability of a ridge. 19 Spaid and Homsy recently analyzed the mechanism for the instability, 20 and demonstrated that the dominant effect is that, under the action of a constant body force, thicker films have less resistance than thinner films.
All of the aforementioned experimental configurations have been compared with linear theory. Photographs of the experiment easily yield the finger wavelength while measurements of the finger length as a function of time give the growth rate. 9, 13 For fluid dripping down an inclined plane, de Bruyn 9 finds qualitative agreement with the theoretical predictions. When his data for finger length as a function of time are scaled by the characteristic length scales of the base state proposed by Troian et al., 14 the finger length grows exponentially in time, although the growth rate is about one fifth the predicted value. Furthermore, the average wavelength of the patterns is roughly 50 percent smaller than the predicted most unstable mode. Another complication is that the experiments often show an irregular fingering pattern, with the wavelengths of successive fingers differing by as much as 25 percent across the pattern. Frayasse and Homsy 11 compared data from centrifugal spreading with the theory, with better agreement: both the growth rates of the fingers and the average wavelength agree with theoretical predictions quite well. Finally, for thermally forced fingers Brzoska, Brochard-Wyart, and Rondelez 13 found good agreement.
We present several reasons for the discrepancy between the theoretical predictions and the experiment for flow down an inclined plane. First, when the plane is inclined to the vertical there is a component of gravity perpendicular to the incline plane. Our calculations show that this additional force has significant consequences for the shape and stability of the front. Below a critical inclination angle ␣*, the bump in the profile completely vanishes, and the front is linearly stable. The critical inclination angle ␣* is above the smallest values used in de Bruyn's experiments and also in the initial experiments of Huppert. Thus instability and finger growth seem to occur in experiments even though the front is linearly stable. This additional force stabilizing the front is not important in centrifugal spreading at the high rotation rates typically used in experiments, and also is not present in the thermally forced experiments of Brzoska. For centrifugal spreading, there is a critical rotation rate below which centrifugal spreading is also linearly stable. Experiments on ina͒ Electronic mail: bertozzi@math.duke.edu b͒ Electronic mail: brenner@math.mit.edu clined planes show instability even for very small inclination angles.
The second important factor is that regardless of whether the front is linearly stable, there is significant transient growth over the typical time of the experiment. The mechanism for transient growth stems from the singular dependence of the base state on the microscopic length scale at the contact line. The amount of transient growth depends inversely on the microscopic scale ͑typically 10 Ϫ3 -10 Ϫ4 times the macroscopic thickness of the film͒ at the contact line, so that perturbations of all wave numbers can grow by a factor of 10 3 Ϫ10 4 during an experimental time scale. Transient amplification of small perturbations near the contact line occurs both above and below the critical inclination angle for linear stability.
A final feature is that both the linear instability at large inclination angles and the transient growth modulate the thickness of the front without corrugating the contact line. In order to cause finger growth, nonlinearities are necessary; 21 this requires that the time scale of nonlinear effects is less than the time scale for modulating the thickness of the front. Applying this criterion leads to the result that there is a second critical inclination angle depending on the contact angle of the fluid below which the profile is both linearly stable and the nonlinear finger formation mechanism does not occur on a time scale that is fast enough to amplify transient growth. In this regime, no fingering occurs.
The organization of this paper is as follows. Section II reviews the dynamic equations describing fluid flow down an inclined plane ͑following Troian et al.
14 ͒ and shows how the inclination angle modifies the shape of these traveling waves. Section III considers the linear stability analysis of these traveling wave solutions as a function of inclination angle. As expected, when the bump in the profile vanishes, the profiles are linearly stable. Section IV discusses transient growth. Section V reviews conclusions and predictions.
II. MATHEMATICAL FORMULATION
We study the evolution of fluid, released at the top of an inclined plane, as it drips down the incline. The fluid/air/ solid contact line is initially straight, but may form fingers as the interface evolves. First we discuss the lubrication approximation for such a setup, including the different regions of interest and their length and time scales. Then we discuss the particular contact line model chosen here, the ''traveling wave solutions'' in this model and a comparison of the parameters in the model with actual experiments.
A. The lubrication approximation
The standard mathematical formulation for such wetting flows is the lubrication approximation:
22 by depth averaging the velocity field of the liquid over the thickness of the film, the Stokes equations reduce to a more tractable partial differential equation for the thickness of the film.
If the film thickness is h(x,y,t), the velocity V(x,t) is 3V͑x,y,t͒ϭϪh
where is the viscosity, p the internal pressure, the fluid density, and g the gravitational acceleration. The pressure is
where ␥ is the liquid surface tension. Conservation of mass then gives an evolution equation for the thin film height,
After the flow begins, the height profile develops two regions ͑see Fig. 1͒ . Near x N , the edge of the outer region, the profile is smoothed by surface tension. Troian et al. 14 proposed a quasi-steady approximation in which the outer solution provides boundary conditions for the flow in this inner region. Troian et al. 14 and Hocking 15 use these boundary conditions to set the scale for the flow near the contact line. The appropriate scalings are
Here, l ϭH N /(3Ca) 1/3 , where CaϭU/␥ is the capillary number. When expressed in terms of these units, the height and width of the base profile remain nearly constant in time. With these rescalings ͑dropping the bars͒, Eq. ͑3͒ becomes
In the forthcoming analysis, we define D(␣)ϭcot(␣) ϫ(3Ca) 1/3 . The importance of this quantity was noted by Goodwin and Homsy 17 who considered the distinguished limit Ca→0, D→1. It is useful to estimate the capillary number of the flow as a function of the inclination angle. The flow field away from the contact line determines the characteristic velocity scale. If L is the characteristic span-wise variation of the film, then the characteristic time scale of the flow in the outer region is
so that the velocity UϳL/, and the capillary number is approximately
where l cap ϭͱ␥/(gcos(␣)) is the capillary length. Note that the capillary number is weakly time dependent due to the time dependence of H N .
B. Contact line model
The analysis in this paper addresses the case of completely wetting fluids. Even in this case, the boundary condition at the contact line is a subject of debate. 23, 24, 2 In this paper we use the model proposed by Troian et al. 14 To avoid confusion we briefly justify the model and point out its limitations. For completely wetting fluids ͑with zero equilibrium contact angle͒, the only dependence of the profile far from the contact line on the microscopic physics near the contact line is a logarithmic dependence on the microscopic length scale. 25, 26, 2 No other microscopic parameter appears in the outer flow field. This result was first established by Dussan 26 and later discussed through general scaling arguments by de Gennes. 2 The logarithmic dependence on the microscopic scale arises in relating the velocity U of the front to the macroscopic contact angle , through Tanner's law
where b is the ratio of the microscopic to macroscopic length scales. This formula represents the balance between surface energy and energy dissipation in a moving wedge. The logarithm arises from the divergence of the energy dissipation at the contact line. 26 Realistically modeling the contact line is extremely difficult. The fact that the macroscopic flow depends on contact-line physics only through Eq. ͑8͒ allows an enormous simplification: it is legitimate to use any model of the microscopic physics near the contact line as long as it leads to the macroscopic spreading law Eq. 
C. Traveling wave solutions
The base state before the instability 14, 15 is a traveling wave solution h(x,y,t)ϭh 0 (xϪUt) of ͑6͒. The function h 0 (x) satisfies
where d is a constant of integration, and
.
͑10͒
Matching the front onto the rest of the solution specifies the integration constant d and the velocity U of the traveling wave. 16 As x→Ϫϱ, the front matches onto h 0 →1. As x→ϱ, the front must match onto the contact line. These two matching conditions fix both U and d to be 14 These profiles all have a distinct bump at the contact line. As mentioned above, the length scale of the linear instability is given by the characteristic width of this bump. The second graph in Fig. 3 shows profiles when Dϭ2.5. Here the situation is different: For all profiles, the size of the bump is substantially diminished. At bϭ0.1, it has essentially disappeared. Increasing D slightly higher further diminishes the size of the bump. As the last graph ͑lower left͒ in Fig. 3 shows, for Dϭ5, the bump for bϭ0.01 has completely disappeared. A slight bump remains for bϭ0.001.
The height of the bump is a strong function of D and b. Since the bump height is the crucial parameter for determining whether the profile is stable or unstable, we show in Fig. 4 the height of the bump as a function of these parameters. For each value of b there is a critical value of D for which the bump completely disappears. We verify below that when the bump disappears, the front is linearly stable.
The traveling wave solutions have a characteristic scale W in the x direction over which the thickness of the film decays. The scale W depends strongly the inclination angle.
For ␣ near 90 degrees, W is of order l , independent of ␣ when expressed in the units of Eq. ͑5͒. When the gravitational flattening term is important the characteristic width of the profile is not given by the scalings of Eq. ͑5͒, but instead by
At high D the decay of the front is much more gradual than at Dϭ0. However, it is important to note that close enough to the edge there is always a region of size l where surface tension is important.
By solving the full Stokes equations, Goodwin and Homsy 17 made extensive calculations of the profiles at small inclination angles. Their calculations demonstrate that the size of the bump decreases with decreasing inclination angle. They also discuss the dependence of the size of the bump on the contact angle boundary condition. The latter dependence is outside the focus of this paper, since we consider only completely wetting fluids.
D. Comparison with experiments
Given the strong dependence of the shape of the profile on the value of D, it is of interest to know the value of D in the experiments. Combining formulas ͑7͒ and ͑10͒ shows that at small angles, D(␣)ϳ␣ Ϫ2/3 . The fact that D(␣) becomes large at low inclination angles was emphasized by de Bruyn. 9 By measuring the thickness H N of the film before the instability sets in, he deduced D and showed that D diverges at low inclination angles; 27 even at the highest inclination angles D is still order one.
For each value of b, there is a critical value of D in ͑9͒ above which the bump in the profile completely disappears. Using the parameters given for de Bruyn's experiments In an actual experiment D is time dependent; in the above analysis, the quasi-steady approximation assumes it is constant. We discuss the consequences of this assumption at the end of Sec. III.
III. LINEAR STABILITY ANALYSIS
The traditional approach to hydrodynamic stability is via a linearization of the equation about a steady solution followed by an eigenvalue analysis of the linearized problem. In this section we compute the largest eigenvalue associated with the linearization of ͑6͒ about the traveling wave solution h 0 to ͑9͒ and discuss the role of the gravitational force normal to the inclined plane. We show that there is a discrepancy between experimental results and stability predictions via eigenvalue analysis. In the next section we show that an eigenvalue analysis does not accurately capture the relevant dynamics of the linearization.
Following Troian et al., 14 we use a reference frame traveling with the speed of the traveling wave Uϭ1ϩbϩb 2 . Consider a perturbation, ⑀g(x,y,t), to the front h 0 . We think of g as O(1) and ⑀Ӷ1. Later we discuss the relevant size of ⑀ for physical experiments. Plugging hϭh 0 ϩ⑀g(x,y,t) into ͑6͒ and saving only those terms that are O(⑀), to first order in ⑀ the equation for the perturbation profile g is
The eigenfunctions and eigenvalues of solutions to ͑11͒ determine the classical linear stability. Since the steady solution, h 0 , does not depend on the transverse variable y, Eq. ͑11͒ can be Fourier transformed in y 
This equation holds even when D is nonzero.
The most important feature of Eq. ͑13͒ is that if h 0 Ͻ1, then ␤(q)Ͻ0 at long wavelengths. For ␤ to be positive, h 0 must be greater than one in a large enough region that the positive portion of the above integral cancels out the negative portion. Thus, for the profile to be linearly unstable the bump must have a finite size. Now we determine the eigenvalues ␤(q) as a function of q by solving the full linear PDE ͑12͒ numerically on a suitably large domain. For each q, we start with a generic initial condition, examine the long time behavior of the solutions to Eq. ͑12͒, and extract the exponential growth ͑decay͒ rate. The numerical scheme is a standard implicit finite-difference scheme ͑see e.g., Ref. 28͒; the only complication is that for small b, it is necessary to use a nonuniform mesh with refinement at the apparent contact line in order to completely resolve the unperturbed profile h 0 . The growth rate curve shown in Fig. 6 for Dϭ0 agrees with the computations of Troian et al. 14 However, a moderate value of D(␣) modifies the growth rate considerably; the profile is linearly stable when b is larger than a critical value b*(␣) depending on the inclination angle. As suggested by both intuitive reasoning and the long wavelength calculation discussed above, linear stability corresponds to the disappearance of the bump in the profiles.
The linear growth rates in Fig. 6 suggest a paradox: the bump responsible for the linear instability disappears at the small inclination angles of the experiment, but the experiment still shows that the interface destabilizes. What could be the reason for this discrepancy? We describe below three different possibilities, the last of which we believe to be the most relevant. We elaborate on this point in subsequent sections.
One scenario 29, 18 uses the breakdown of the quasi-static approximation to explain the change in stability: at early times D may be of significant size, however the thinning of the film described in ͑4͒ causes D to decrease over time. In this picture the instability occurs as soon as D is small enough so that the profile is linearly unstable. At small inclination angles, the condition Dϳ1 is equivalent to the film thickness satisfying H N ϳ␣l cap . The capillary length is typically a few millimeters; thus when ␣ϭ3 degrees, ͑the smallest angle in de Bruyn's experiments͒, the film thickness would have to be smaller than Ϸ0.1 mm for D to be in the unstable regime. The measured thickness in de Bruyn's experiments, 9 are 0.3 cm, about a factor of ten larger than this threshold. Thus, the hypothesis that D decreases until the film becomes linearly unstable seems insufficient to explain the instability in de Bruyn's experiments; however, a different experimental setup might attain Dϳ1 at very low inclination angles by using extremely thin films.
Two other scenarios are motivated by similar problems arising in the transition to turbulence in shear flows. In this situation, an instability is observed at a Reynolds numbers where the base state is linearly stable. One explanation, due to Landau, 30 describes the instability as weakly nonlinear and represents a finite amplitude instability to a nearby nonlinear state. Another explanation involves transient growth, in solutions to the linearized equations, that triggers the nonlinear instability.
31-37
Below, we demonstrate that there is in fact significant transient growth in Eq. ͑12͒ due to the singular dependence of the solution on the microscopic length scale b at the contact line. The transient growth occurs regardless of whether there is bump in the profile. We argue that this last scenario is the most natural to explain the discrepancy between the growth rates in Fig. 6 and experiments.
IV. TRANSIENT GROWTH
In the previous section we performed a classical hydrodynamic stability analysis, namely linearization of the equation and computation of most unstable eigenvalues. Recently, it has been pointed out that for certain problems this approach can give results that do not correlate with experiments, not because of the failure of the linearization, but because of the failure of the eigenvalue analysis. [31] [32] [33] [34] [35] [36] Indeed, the eigenvalues predict the long time state of the linearized system. And, when the associated eigenfunctions are all orthogonal the eigenvalues accurately capture the short time effects as well. However, in the case of a strongly nonnormal system, in which eigenfunctions are closely aligned, transient effects can occur that mask, on an intermediate time scale, the behavior predicted by the eigenvalues. The linearized equation accurately approximates the evolution of a perturbation of the steady state as long as it remains small. In the case of nonnormal operators, a solution to the linearized equation may grow by orders of magnitude on a transient time scale, even though all the underlying eigenvalues predict stability. This kind of growth may cause an initially small perturbation to reach an order one size on a transient time scale, exciting nonlinearities and causing an observable instability.
The goal of this section is to illustrate that regardless of the size of the bump in the front h 0 ͑hence regardless of the eigenvalues of the linearization͒, solutions of ͑12͒ grow by a factor of 1/b on a transient timescale, that is by a factor that scales inversely with the microscopic length scale. Since in experiments b typically is of order 10 Ϫ3 Ϫ10 Ϫ4 , this effect is considerable. It is sufficient to explain instability where eigenvalue analysis fails, if it causes a perturbation to grow to size O (1) , that is if the initial perturbation size ⑀ satisfies ⑀ϭO(b) where bӶ1. This situation is in fact expected, e.g., in the case of surface roughness, the size of the roughness determines both the microscopic scale for the model and the size of the noise. We also note that, as shown in Ref. 34 , transient growth of a smaller magnitude than the inverse of the characteristic size of the noise can sometimes still ultimately lead to O(1) effects via a ''bootstrapping'' mechanism involving the nonlinearity.
Before presenting the numerical results showing transient amplification of solutions to the linearized equation ͑12͒, we present a heuristic argument, based on the shape of the capillary profile, for why we might expect a 1/b scaling for the amplification factor.
A. Contact lines are amplifiers
We give a general argument that demonstrates that contact lines are amplifiers: namely, small perturbations to the interface in the vicinity of a contact line cause much larger perturbations to the outer flow field.
Consider a perturbation of size ⑀ in the microscopic region near the contact line. The response of the outer flow field to this perturbation can be considered within our simplified model of the contact line, by studying a perturbation of size ⑀ to the thin film region ahead of the front. The major effect of this perturbation will be to change the local microscopic length scale from b→bϩ⑀. In an experiment, ⑀ will be on the order of b, since it typically represents fluctuations in the microstructure. As argued above in section II, the leading order dependence of the outer flow field on the microscopic length scale is exactly captured by the simplified contact line model; hence, the response of the outer flow field to the perturbation will be captured by our model. Figure 7 shows a sketch of such a perturbation to the model.
The crucial point in considering how this perturbation effects the outer flow field is that the maximum height of the thick film depends in a singular way on microscopic scale. This logarithmic dependence is demonstrated in Fig. 3 : the profile away from the contact line ͑e.g., the maximum thickness of the film͒ is a logarithmic function of b. The reason for this logarithmic dependence was given by Dussan and Davis, 25 Dussan, 26 and de Gennes, 2 who showed that it generically arises from matching the behavior near the contact line ͑where hϳx(log(x/b)) 1/3 ) to the thick film. Placing a perturbation of size ⑀ on the thin film changes the front height from b→bϩ⑀. This causes the outer solution ͑for example, the maximum height of the film͒ to become
Thus, the contact line amplifies the perturbation by a factor
For experiments with bϭ10 Ϫ3 -10 Ϫ4 , growth by a factor of 10 3 -10 4 can occur. Since we expect the scale of perturbations to be on the order of size of the microstructure ͑that is the size of b), this means that they will amplify to cause order one changes in the front. The time scale of this amplification is the amount of time it takes for the traveling wave to pass over the perturbation. Note that this same argument holds if the perturbation at the contact line varies with wavelength much larger than W. Now we verify the existence of transient growth in Eq. ͑12͒ by explicit computation. We consider bϭ0.1 and D(␣)ϭ0, with an initial perturbation g ϭ G(y) (x)sin(x/3), where is a cutoff function localized around the downslope of the front and contact line. We compute the solution of the linearized Eq. ͑12͒ for different values of q. Figure 8 
depicts the ratio
R͑t ͒ϭmax x ͉g͑x,t ͉͒/max x ͉g͑x,0͉͒
as t varies. The data shown have Dϭ5 and bϭ10 Ϫ3 . We show several different values of q. Note the huge amplification of the solution for early times. Mathematically the transient growth results from the fact that the linear operator in Eq. ͑11͒ is not self-adjoint. 34 One can observe this kind of behavior in other hydrodynamic systems, see e.g., Ref. 33 .
A useful way to focus on the early time transient is to factor out the exponential behavior as t→ϱ. Therefore, for each q, it is useful to examine R(t) divided by e ␤(q)t , where ␤(q) is the corresponding eigenvalue ͑as plotted on the right in Fig. 6͒ . This quantity is shown in Fig. 9 for qϭ0 and 0.6. For linear systems with self-adjoint operators, this ratio decays over time and approaches a constant as t→ϱ. However, for non-self-adjoint systems, this ratio could grow by orders of magnitude before saturating. Here there is amplification by a factor of 200 for qϭ0 and 800 for qϭ0. 6 . Figure 10 shows how transient growth alone can affect the front. We consider the case Dϭ5 and bϭ0.01, for which there is no bump in the profile and hence all growth rates ␤(q)р0. Nevertheless, transient growth causes perturbations to grow by as much as a factor of 25 on an order one time scale. Consider a perturbation of size ⑀ϭ0.01ϳb. The figure shows the transient growth of a perturbation with wave number qϭ0.12. The top figure shows a contour plot of the front plus perturbation at tϭ0, the bottom graph shows the affect of transient growth alone at tϭ4, when the perturbation has grown to about 0.25. Such amplifications are enough to incite nonlinear effects that can produce finger formation. 21 To verify that the amount of amplification varies inversely with b, we show in Fig. 11 
Shown is R(t)e
Ϫ␤t for qϭ0 and qϭ0. 6. We emphasize that for experiments amplification of order b
Ϫ1 is precisely what is needed to guarantee instability for spreading on a rough surface. In reality, b is a local quantity representing the microscopic length scale at a given point. On a rough surface b fluctuates as a function of position. The characteristic amplitude of the fluctuations is also of order b. The surface roughness therefore plays the dual role of both setting the microscopic length scale b and providing a natural noise source, with perturbations of order b. Thus, amplification factors of size b Ϫ1 suffice to amplify these disturbances to be order 1, thereby exciting nonlinearities. A spreading drop on a horizontal surface also experiences amplification of fluctuations on the microscopic scale; however, in this situation there are no nonlinear convective instabilities.
B. Experimental consequences
In order for transient modulations of the front of the type shown in Fig. 10 to evolve into fingers, nonlinear effects must cause these corrugations to grow. The predominant nonlinear effect 21, 20 is the gravitational forcing in the direction parallel to the inclined plane, given by the gsin(␣) ϫ(h 3 ) x term in Eq. ͑3͒. This force causes thicker regions to be convected faster than thin regions, leading to fingers.
The determining factor for finger formation is the time scale of the nonlinear effects compared to the time scale of the linear corrugation ͑either through transients or modal growth͒. The latter time scale is
where L is a characteristic length of the front and U front is the front velocity. The time scale for the nonlinear effect follows directly from the convective term in Eq. ͑3͒, gsin(␣)(h
where h 0 is the characteristic height of the front. When the incline is nearly vertical ␣Ϸ90°, then LϭW and h 0 ϭH N as defined above. In this case, the nonlinear time scale is of order the transient time scale since all time scales are of the same order in Eq. ͑6͒. When D is large, the situation is more subtle: The transient growth occurs in the region away from the contact line where hϳx(log(x/b)) 1/3 . At large D this regime ends a distance of order l cap ϭͱ␥/(gcos(␣)) away from the contact line. Thus, the length scale Lϳl cap . The characteristic height h 0 ϳl cap , where is the macroscopic contact angle.
In order for the nonlinearities to initiate instabilities, it is necessary that trans Ͼ nonlinear . In the D→ϱ limit, the above estimates imply U front Ͻ␥ 2 tan(␣)/. The velocity of the front is given by Tanner's law ͑8͒. The condition for an instability is therefore Ͻtan␣log͑1/b͒Ϸ␣log͑1/b͒ as D→ϱ. ͑14͒
In order for the fingers to form at very low inclination angles, the macroscopic contact angle must be smaller than a constant multiple of the inclination angle. Therefore, there is a lower critical inclination angle ͑depending on the drop shape͒ below which the spreading is perfectly stable: the nonlinearities are insufficient to form fingers from the transient modulations of the front. On the other hand, as long as the macroscopic angle is above this lower critical angle, fingers will form.
V. CONCLUSIONS
This paper revisits the fingering instability of fluid dripping down an inclined plane, first discussed by Huppert. 6 The first part of the paper shows that the fingering instability sometimes happens in experiments even when the base profile is linearly stable. There is a critical inclination angle ␣* below which there is linear stability.
We present a solution to this paradox by pointing out that even when the profile is linearly stable, there is always significant transient growth in which small perturbations near the contact line can grow by a factor of 10 3 -10 4 . The transient growth is a result of the singular dependence of the outer flow on the microscopic scale at the contact line. For example, as the fluid flows across a rough surface, fluctuations in the microscopic scale translate into large fluctuations in the outer flow. This transient growth triggers nonlinearities that result in a fingering instability. The wavelength of the instability is set by the width W of the steady profile. At low inclination angles, this width is significantly larger than for vertical walls. We also reemphasize that regardless of whether the angle is above or below the critical angle for linear instability, transient growth always occurs with amplification inversely proportional to the microscopic length scale at the contact line. There is a second critical inclination angle below which the nonlinearities are not strong enough to trigger finger formation from the transients. Below this inclination angle ͑which depends on the macroscopic contact angle of the fluid͒ no fingering occurs.
At inclination angles where the front is linearly stable but fingering still occurs, transient growth causes corrugations of the front. Experiments of de Bruyn clearly show that after an initial transient time period ͑roughly tϭ25 in dimensionless units͒ finger growth actually becomes exponential in time. 9 This exponential growth is due to a nonlinear effect, explained through a simple geometric argument in Ref. 21 .
Analogues of the critical inclination angle can be extended to other coating processes, such as fluid driven by centrifugal forcing. The parameter range explored in published centrifugal experiments is outside the range where our analysis predicts linear stability with transient growth. However, repeating the same arguments as above shows that when the rotation rate is small enough that the ''gravitational flattening'' term is the same order of magnitude as the centrifugal force, stabilization of the profile results. The characteristic rotation rate for this stable regime is ͱgh 0 /R 0 2 , where R 0 is the radial extent of the drop, h 0 is the characteristic height, and g is the gravitational acceleration. For typical experimental parameters, the critical frequency is of order 1 Hz, which has not been systematically explored. Melo, Joanny, and Fauve 10 note, however, that when the solid substrate is coated with a thick enough film of liquid, the instability is suppressed.
Finally, contact line amplification suggests a natural explanation for irregularity observed in fingering, in which wavelengths of successive fingers vary by as much as 25 percent. This mechanism operates with comparable strength for all wavelengths near the characteristic width W of the profile. For a transient time ͑of order the experimental time scale͒ perturbations with wavelength larger than W all amplify at similar rates. Nonlinearities then dictate the wavelength distribution of the experiments. This idea can be tested experimentally: Varying b ͑the ratio of the outer scale to the inner one͒ changes the importance of transient effects: Preliminary experiments by Cazabat show for thermal forcing ͑where a linear instability exists͒ the distribution of wavelengths broadens as b decreases. 38 For the inclined plane, the distribution of wavelengths should become broader at small inclination angles: this trend has been noted in experiments of Silvi and Dussan, 7 and is also apparent in de Bruyn's data.
The most vexing theoretical problem remaining is to predict the distribution of finger wavelengths as a function of b and the inclination angle. In experiments, the microscopic length scale b is not constant, but fluctuates as a function of position: b(x,y)ϭbϩ(x,y), where b is the average microscopic scale and is a Gaussian noise source. For a particular noise source, what is the distribution of finger wavelengths? For industrial applications, it would be interesting to know whether a function b(x,y) exists for which the fingering instability is actually suppressed. In such a situation, the surface could be ''primed'' to suppress instabilities in a driven coating process.
