Introduction
Let S be a nonempty semigroup, endowed with a binary associative operation * on S, and denote by E(S) the set of idempotents of S, where x ∈ S is said to be an idempotent if x * x = x.
P. Erdős posed a question on idempotent to D.A. Burgess as follows.
"If S is a finite nonempty semigroup of order n, does any S-valued sequence T of length n contain a nonempty subsequence the product of whose terms, in some order, is an idempotent?"
In 1969, Burgess [1] Theorem A. ( [2] ) Let S be a finite nonempty semigroup. Any S-valued sequence of length |S| − |E(S)| + 1 contains one or more terms whose product (in the order induced from the sequence T ) is an idempotent; In addition, the bound |S| − |E(S)| + 1 is optimal.
G.Q. Wang [6] generalized the result in the context of arbitrary semigroups (including both finite and infinite semigroups).
Theorem B. ( [6] , Theorem 1.1) Let S be a nonempty semigroup such that |S \ E(S)| is finite. Any sequence T of terms from S of length |T | ≥ |S \ E(S)| + 1 contains one or more terms whose product (in the order induced from the sequence T ) is an idempotent.
Moreover, Wang [6] characterized the structure of extremal sequences of length |S \ E(S)| and remarked that although the bound |S \ E(S)| + 1 is optimal for general semigroups S, the better bound can be obtained for specific classes of semigroups. Hence, Wang proposed two combinatorial additive constants associated with idempotents.
Definition C. ( [6] , Definition 4.1) Let S be a nonempty semigroup and T a sequence of terms from S. We say that T is an idempotent-product sequence if its terms can be ordered so that their product is an idempotent element of S. We call T (weakly) idempotent-product free if T contains no nonempty idempotent-product subsequence, and we call T strongly idempotentproduct free if T contains no nonempty subsequence the product whose terms, in the order induced from the sequence T , is an idempotent. We define I(S), which is called the Erdős-Burgess constant of the semigroup S, to be the least ℓ ∈ N ∪ {∞} such that every sequence T of terms from S of length at least ℓ is not (weakly) idempotent-product free, and we define SI(S), which is called the strong Erdős-Burgess constant of the semigroup S, to be the least ℓ ∈ N ∪ {∞} such that every sequence T of terms from S of length at least ℓ is not strongly idempotent-product free. Formally, one can also define I(S) = sup {|T | + 1 : T takes all idempotent-product free sequences of terms from S} and SI(S) = sup {|T |+1 : T takes every strongly idempotent-product free sequences of terms from S}.
Very recently, Wang [7] made a comprehensive study of the Erdős-Burgess constant for the direct product of arbitrarily many of cyclic semigroups. As pointed out in [6] , the Erdős-Burgess constant reduces to be the famous Davenport constant in the case when the underlying semigroup happens to be a finite abelian group. So we need to introduce the definition of Davenport constant below.
Let G be an additive finite abelian group. A sequence T of terms from G is called a zerosum sequence if the sum of all terms of T equals to zero, the identity element of G. We call T a zero-sum free sequence if T contains no nonempty zero-sum subsequence. The Davenport constant D(G) of G is defined to be the smallest positive integer ℓ such that, every sequence T of terms from G and of length at least ℓ is not zero-sum free.
In 2008, Wang and Gao [8] extended the definition of the Davenport constant to commutative semigroups as follows.
Definition D. Let S be a finite commutative semigroup. Let T be a sequence of terms from the semigroup S. We call T reducible if T contains a proper subsequence T ′ (T ′ T ) such that the sum of all terms of T ′ equals the sum of all terms of T . Define the Davenport constant of the semigroup S, denoted D(S), to be the smallest ℓ ∈ N ∪ {∞} such that every sequence T of length at least ℓ of terms from S is reducible.
Several related additive results on Davenport constant for semigroups were obtained (see [4] , [5] , [9] , [10] ). For any commutative ring R, we denote S R to be the multiplicative semigroup of the ring R and U(S R ) to be the group of units of the semigroup S R . With respect to the Davenport constant for the multiplicative semigroup associated with polynomial rings
Wang obtained the following result.
Theorem E. ([4]
) Let q > 2 be a prime power, and let F q [x] be the ring of polynomials over the finite field F q . Let R be a quotient ring of
G.Q. Wang [4] proposed to determine D(S R ) − D(U(S R )) for the remaining case that R is a quotient ring of 
Motivated by the above additive research on semigroups, in this manuscript we make a study of the Erdős-Burgess constant on the multiplicative semigroups of the quotient rings of the polynomial rings F q [x] and obtain the following result.
Theorem 1.1. Let q be a prime power, and let F q [x] be the ring of polynomials over the finite
where Ω(K) is the number of the prime ideals (repetitions are counted) and ω(K) the number of distinct prime ideals in the factorization when K is factored into a product of prime ideals.
Moreover, the equality holds for the case when K is factored into either a power of some prime ideal or a product of some pairwise distinct prime ideals in F q [x].
Notation
Let S be a finite commutative semigroup. The operation on S will be denoted by + instead of * . The identity element of S, denoted 0 S (if exists), is the unique element e of S such that e + a = a for every a ∈ S. If S has an identity element 0 S , let U(S) = {a ∈ S : a + a ′ = 0 S for some a ′ ∈ S} be the group of units of S. The sequence T of terms from the semigroups S is denoted by
where v a (T ) denotes the multiplicity of the element a occurring in the sequence T . By · we denote the operation to join sequences. Let T 1 , T 2 be two sequences of terms from the semigroups S. We call T 2 a subsequence of
for every element a ∈ S, denoted by
In particular, if T 2 T 1 , we call T 2 a proper subsequence of T 1 , and write
to mean the unique subsequence of T 1 with T 2 · T 3 = T 1 . Let
be the sum of all terms in the sequence T .
Let q be a prime power, and let F q [x] be the ring of polynomials over the finite field F q . Let
K be the quotient ring of F q [x] modulo the ideal K, and let S R be the multiplicative semigroup of the ring R. Take an arbitrary element a ∈ S R . Let θ a ∈ F q [x] be the unique polynomial corresponding to the element a with the least degree, thus, θ a = θ a + K is the corresponding form of a in the quotient ring R.
• In what follows, since we deal with only the multiplicative semigroup S R which happens to be commutative, we shall use the terminology idempotent-sum and idempotent-sum free in place of idempotent-product and idempotent-product free, respectively.
3 Proof of Theorem 1.1 Lemma 3.1. Let q be a prime power, and let F q [x] be the ring of polynomials over the finite field r , where r ≥ 1, n 1 , n 2 , . . . , n r ≥ 1, and p 1 , p 2 , . . . , p r are pairwise non-associate irreducible polynomials in
be the quotient ring of F q [x] modulo the ideal ( f ). Let a be an element in the semigroup of S R . Then a is idempotent if and only if θ a ≡ 0 F q (mod p
Proof. Suppose that a is idempotent. Then θ a θ a ≡ θ a (mod f ), which implies that
Then the necessity holds. The sufficiency holds similarly.
We remark that in Theorem 1.1, if K = F q [x], then R is a trivial zero ring and I(S R ) = D(S R ) = 1 and Ω(K) = ω(K) = 0, and if K is the zero ideal then R = F q [x] and I(S R ) is infinite since any sequence T of any length such that θ a is a nonconstant polynomial for all terms a of T is an idempotent-sum free sequence, and thus, the conclusion holds trivially for both cases. Hence, we shall only consider the case that K is nonzero proper ideal of F q [x] in what follows.
Proof of Theorem 1.1. Note that F q [x] is a principal ideal domain. Say
is the principal ideal generated by a polynomial f ∈ F q [x], where
where p 1 , p 2 , . . . , p r are pairwise non-associate irreducible polynomials of F q [x] and n i ≥ 1 for all i ∈ [1, r], equivalently,
is the factorization of the ideal K into the product of the powers of distinct prime ideals P 1 = (p 1 ), P 2 = (p 2 ), . . . , P r = (p r ). Observe that
and
Take a zero-sum free sequence V of terms from the group U(S R ) of length D(U(S R )) − 1.
is an idempotent-sum free sequence in S R . Suppose to the contrary that V · 
It follows that
If r i=1 β i = 0, then W = V ′ is a nonempty subsequence of V. Since V is zero-sum free in the group of U(S R ), we derive that σ(W) is a nonidentity element of the group U(S R ), and thus, σ(W) is not idempotent, a contradiction. Otherwise, β j > 0 for some j ∈ [1, r], say
Since gcd(θ σ(V ′ ) , p 1 ) = 1 F q , it follows from (5) that gcd(θ σ(W) , p (3) and (4), we have that
Now we assume that K is factored into either a power of some prime ideal or a product of some pairwise distinct prime ideals in F q [x], i.e., either r = 1 or n 1 = · · · = n r = 1 in (2).
It remains to show the equality I(S R ) = D(U(S R )) + Ω(K) − ω(K) holds. We distinguish two cases.
Case 1. r = 1 in (2), i.e., f = p n 1
.
Take an arbitrary sequence T of length
a and T 2 = T T −1
1 . Note that all terms of T 2 are from U(S R ). By the Pigeonhole Principle, we see that either |T 1 | ≥ n 1 or |T 2 | ≥ D(U(S R )). It follows that either
is the identity element of the group U(S R ). By Lemma 3.1, the sequence T is not idempotent-sum free, which implies that I(S R ) ≤ D(U(S R )) + Ω(K) − ω(K). Combined with (7), we have that
Then
Take an arbitrary sequence T of length |T | = D(U(S R )). For any term a of T , let a ∈ S R be such that for each i ∈ [1, r],
θ a (mod p i ) otherwise.
Note that a ∈ U(S R ).
Let T = We close this paper with the following conjecture. 
