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Abstract: Acquisition of labeled data for supervised Hyperspectral Image (HSI) classification is
expensive in terms of both time and costs. Moreover, manual selection and labeling are often subjective
and tend to induce redundancy into the classifier. Active learning (AL) can be a suitable approach for
HSI classification as it integrates data acquisition to the classifier design by ranking the unlabeled
data to provide advice for the next query that has the highest training utility. However, multiclass AL
techniques tend to include redundant samples into the classifier to some extent. This paper addresses
such a problem by introducing an AL pipeline which preserves the most representative and spatially
heterogeneous samples. The adopted strategy for sample selection utilizes fuzziness to assess the
mapping between actual output and the approximated a-posteriori probabilities, computed by
a marginal probability distribution based on discriminative random fields. The samples selected in
each iteration are then provided to the spectral angle mapper-based objective function to reduce the
inter-class redundancy. Experiments on five HSI benchmark datasets confirmed that the proposed
Fuzziness and Spectral Angle Mapper (FSAM)-AL pipeline presents competitive results compared to
the state-of-the-art sample selection techniques, leading to lower computational requirements.
Keywords: hyperspectral imaging; active learning; fuzziness; spectral angle mapper; soft threshold
1. Introduction
Hyperspectral Imaging (HSI) is a technological tool which takes into account a wide spectrum of
light instead of just primary colors such as red, green, and blue to characterize a pixel [1,2]. The light
striking a pixel, indeed, is divided into many different spectral bands to provide more information
on what is imaged. HSI has been adopted in a wide range of real-world applications including
biomedical imaging, geosciences, and surveillance to mention a few [3]. One of the main challenges in
the HSI domain is the management of the data, which typically yields hundreds of contiguous and
narrow spectral bands with very high spatial resolution throughout the electromagnetic spectrum [2,4].
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Therefore, HSI classification is complex and can be dominated by a multitude of urban classes and
nested regions, than the traditional monochrome or RGB images [5].
Supervised classification methods are widely adopted in the analysis of HSI datasets.
These methods include, for example, multinomial logistic regression [6], random forests [7],
ensemble learning [8], deep learning [9], support vector machine (SVM) [10], and k-nearest neighbors
(KNN) [11]. However, supervised classifiers often under-perform due to the Hughes phenomenon [12],
also known as the issue of dimensionality, which occurs whenever the number of available labeled
training samples is considerably lower than the number of spectral bands required by the classifier [11].
Figure 1 (Loss of accuracy in terms of ground maps) and Table 1 (Loss of accuracy in terms of overall
and kappa (κ) for different number of labeled training samples i.e., 1% and 10% respectively) illustrates
the loss in predictive performance of such classification methods for a particular ground image
(Pavia University) when using two different sample size.
(a) Pavia Image (b) True Ground Truths (c) SVM (1% Training) (d) SVM (10% Training)
(e) KNN (1% Training) (f) KNN (10% Training) (g) LB (1% Training) (h) LB (10% Training)
Figure 1. (a) Pavia University image; (b) True ground truths differentiate nine different classes; (c) SVM
trained with 1% randomly selected training samples; (d) SVM trained with 10% randomly selected
training samples; (e) KNN trained with 1% randomly selected training samples; (f) KNN trained with
10% randomly selected training samples; (g) Logistic boost (LB) trained with 1% randomly selected
training samples; (h) LB trained with 10% randomly selected training samples.
Table 1. Classification accuracies in-terms of overall and kappa (κ) obtained by three different classifiers
with two different number of randomly selected labeled training samples, i.e., 1% and 10% respectively.
All these classifiers are trained and tested using 5-fold cross validation, and from results one can
conclude that SVM produce better results when trained with 10% randomly selected training samples.
However, the obtained results are not good enough to identify the ground materials accurately,
therefore, further investigations are required.
Classifiers
1% Training Samples 10% Training Samples
kappa (κ) Overall kappa (κ) Overall
SVM 0.5853% 0.6818% 0.7804% 0.8365%
KNN 0.4897% 0.6488% 0.6791% 0.7691%
LB 0.5216% 0.6488% 0.7531% 0.8365%
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The limited availability of labelled training data in the HSI-domain is one of the motivations
for the utilization of semi-supervised learning [13]. Examples of such methods include kernel
techniques [14] such as SVM, Tri-training [15] algorithms which generates three classifiers from the
original labeled samples, then these classifiers are refined using unlabeled samples in the tri-training
process, and Graph-based learning [16,17]. A major limitation of such approaches, however, is the low
predictive performance when utilizing a small number of training samples within high dimensionality,
as commonly observed in HSI classification [18,19] as shown in Figure 1 and Table 1.
Active learning (AL) is a class of semi-supervised learning method which tackles the limitations
as mentioned earlier [20,21]. The main component of an AL method is the iterative utilization of
the training model to acquire new training samples to be entered to the training set for the next
iteration [22]. AL methods can be pool-based or stream-based depending on how they enter new
data to the training set, and employ measures like uncertainty, representativeness, inconsistency,
variance, and error to rank and select new samples [23]. Despite the gained success, there are still
particular characteristics which can cause AL to present inflated false discovery rate and low statistical
power [11]. These characteristics include: (i) sample selection bias; (ii) high correlation among the
bands; and (iii) non-stationary behavior of unlabeled samples.
This study introduces a customized AL pipeline for HSI to reduce sample selection bias whilst
maintaining the data stability in the spatial domain. The presented pipeline distinguishes from
standard AL methods in three relevant aspects. First, instead of simply using the uncertainty of
samples to select new samples, it utilizes the fuzziness measure associated with the confidence of the
training model in classifying those samples correctly. Second, it couples samples’ fuzziness with their
diversity to select new training samples which simultaneously minimize the error among the training
samples while maximizing the spectral angle between the selected sample and the existing training
samples. In our current work, instead of measuring angle-based distances among all new samples
and all existing training samples, a reference sample is selected from within the training set against
which the diversity of the new samples is measured. This achieves the same goal while reducing the
computational overhead as the size of training set is always much smaller than the validation set which
is the source of new samples. Thirdly, the proposed Fuzziness and Spectral Angle Mapper (FSAM)
method keeps the pool of new samples balanced, giving equal representation to all classes, which is
achieved via softening the thresholds at run time. Experimental results on five benchmark datasets
demonstrate that the customized spatial AL pipeline leads to an increased predictive power regarding
kappa (κ) coefficient and overall accuracy, precision, recall, and F1-Score.
The remainder of the paper is structured as follows. Section 2 reviews related work on learning
methods applied to HSI. Section 3 presents the theoretical aspects of the proposed FSAM-AL pipeline
followed by a theoretical explanation of the implemented objective function. Section 4 discusses
the experimental dataset and experimental settings. Section 5 presents the experimental results and
intensive discussion on obtained results. Section 6 compare the experimental results with the state of
the art sample selection methods used in AL frameworks in the recent most years. Finally, Section 7
summarizes the contributions and future research directions.
2. Related Work
The HSI technology has been employed in several real-world applications including object
detection and recognition, change detection (The process of identifying the changes occurred over
the time on the earth surface), human-made material identification, semantic annotation, unmixing,
and classification [2,16]. However, some challenges can arise from typical characteristics of HSI data,
notably the limited availability of labeled data which can lead to inflated false discovery rate and low
statistical power [22]. This aspect results in a relatively poor predictive performance of supervised [24]
and semi-supervised [25] learning methods when addressing HSI classification, as shown in Figure 1.
AL poses as an alternative for coping with the limited amount of labeled data by iteratively
selecting informative samples for the training set [11]. Alternatives of sample selection method utilized
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in AL and corresponding references to the literature are shown in Table 2. Table 2 classifies the
references in the literature according to the information utilized by the sample selection methods,
being either spectral (consider only the wavelength of the pixel) or spectral–spatial (pixel location
in addition to the wavelength). The latter class is particularly relevant in the HSI-domain as the
acquisition of training samples depends on a large degree on the spatial distribution of the queried
samples. However, only a few studies have integrated spatial constraints into AL methods [26,27].
In the Table 2 we have provided a unified summary of existing sample selection methods and the
information they use along with references to their respective papers.
Table 2. Different sample selection methods used in Active Learning frameworks for hyperspectral
image classification in the recent years.
Sample Selection Methods References
Spectral Spectral–Spatial
Random selection [11,20,28] [29]
Mutual information [30,31] [32]
Breaking ties [33] [34,35]
Modified breaking ties [34] [34,35]
Uncertain sampling [36,37] [38–40]
Fisher information ratio [41] [42]
Fuzziness information [11] ——-
Query by committee [43] ——-
Tuia et al. [28] presented a detailed survey on AL methods addressing HSI analysis and contrasted
non-probabilistic methods, which assume that all query classes are known before to the initialization,
to probabilistic approaches that allow the discovery of new classes. The latter class was also pointed as
more suitable for cases when the prior assumption is no longer fulfilled [44]. In addition to probabilistic
and non-probabilistic AL methods, large margin heuristics have been utilized as the base learner to
combine the benefits of HSI analysis and AL [28,45]. A particular approach for selecting samples that
have achieved remarkable results for several applications is query by committee (QBC) [46]. Contrarily
from previous methods, QBC selects samples based on the maximum disagreement of an ensemble of
classifiers. Overall, these sampling methods suffer from high computational complexity due to the
iterative training of the classifier for each sample [28].
Pool-based AL, also known as batch-mode AL, addresses the high computational
complexity observed in the aforementioned methods by concomitantly considering the uncertainty
(spectral information) and diversity (spatial information) of the selected samples [36]. A seminal work
was presented by Munoz-Mari et al. [47], which highlighted the benefits of integrating spatio-contextual
information to AL even when the distribution of queried samples in the spatial space is ignored.
This method was later expanded to include the position of selected samples in the feature space [32].
One of the outcomes from such a transformation is the point-wise dispersed distribution in the spatial
domain, which incurs the risk of revisiting the same geographical location several times, especially in
the HSI-domain [32].
A considerable amount of research has been conducted on AL in the recent years, often analyzing
only spectral properties, whilst ignoring spatial information that plays a vital role in HSI classification
as shown in [32,48]. Spatial and spectral HSI classification can achieve higher performance than
its pixel-wise counterpart as it utilizes not only information of spectral signature but also from
spatial domain [48]. Thus, the combination of spatial and spectral information for AL represents
a novel and promising contribution yet to be explored in the HSI-domain. This study proposes a
customized pool-based AL pipeline which exploits both spatial and spectral information in the context
of HSI classification.
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3. Methodology
We address the small sample problem when classifying high dimensional HSI data by defining
an AL scheme selecting a pool of diverse samples by taking into account two main criteria. The first
is the fuzziness of samples, which is associated with the confidence of the trained model in properly
classifying the unseen samples. The second is the diversity of the samples, thus reducing the
redundancy among the selected samples. The combination of two criteria results in the selection
of a pool of potentially most informative and diverse samples in each iteration.
Although there have been lots of different sampling methods (few mentioned in Table 2),
uncertainty remains one of the most popular method that can be used to select the informative
samples [11,49]. Usually, the most uncertain samples have similar posterior probabilities for two most
possible classes [49]. Thus, probabilistic model could be directly used to evaluate the uncertainty of
unlabeled sample [49].
However, assessing the uncertainty of a sample is not as straight-forward when one is using
non-probabilistic (NP) classifiers because their output does not exist in the form of posteriori
probabilities [23,49]. The output of such classifiers can be manipulated to obtain an approximation of
posteriori probability functions for the classes being trained [23].
Suppose X = [x1, x2, x3, . . . , xL]T ∈ RL×(M×N) is an HSI cube which is composed of L spectral
bands and (M× N) samples per band belonging to C classes where xi = [x1,i, x2,i, x3,i, . . . , xL,i]T is
the ith sample in the cube. Let us assume (xi, yi) ∈ R(M×N) ×RC, where yi is the class label of the ith
sample. Let us further assume that n finite (limited) number of labeled training samples are selected
from X to create the training set DT = {(xi, yi)}ni=1. The rest of the samples form the validation set
DV = {(xi, yi)}mi=1. Please note that n m, and (DT ∩ DV) = ∅.
An NP classifier trained on DT when tested on DV would produce an output matrix µ of m× C
dimensions containing NP outputs of the classifier. Let µij be the jth output (membership for the
jth class) for ith sample. There are several methods proposed in the literature to transform such
NP outputs into the posteriori probabilities [23,49]. Such methods are computationally complex in
two folds. First these methods need to compute the Bayesian decision for each samples xi choosing the
category yj having the largest discriminant function f j(xi) = p(µj|xi). Secondly, these methods assume
that the training outputs are restricted as {0, 1}. However, these methods also consider to manipulate
each Bayes rule using Jacobin’s derivation over the limit theorem on infinite number samples to
approximate the posterior probabilities in a least squares sense, i.e., f (xi, µj) = p(µj, xi) [49].
In order to overcome the above mentioned difficulties, in this work, we used marginal probability
distribution [32] which is obtained form the DV information in the HSI data, serves as an engine in
which our AL pipeline can exploit both the spatial and spectral information in the data. The posteriori
class probabilities are modeled with the discriminative random field [32,50] in which the association
potential is linked with discriminative, generative, ensemble and signal hidden layer feed forward
neural network based classifiers. Thus, the posteriori probabilities are computed as similar to the
work [32]. From these posteriori probabilities we obtained the membership matrix which should
satisfy the following properties [11]:
C
∑
j=1
µij = 1 and 0 <
N
∑
i=1
µij < 1 (1)
In Equation (1), µij ∈ [0, 1] and µij = µj(xi) is a function that represents the membership of ith
sample xi to the jth class [11]. For the true class, the posteriori probability would be approximated as
close to 1, whereas, if the output is small (wrong class), the probability would be approximated as
close to 0. However, AL methods do not require accurate probabilities, but only need a ranking of the
samples according to their posteriori probabilities which would help to estimate the fuzziness [49] and
the output of the sample.
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The fuzziness (E(µ)) upon (M× N) samples for C classes from the membership matrix (µij) can
then be defined as expressed in Equation (2) which must satisfy the properties defined in [51,52].
E(µ) =
−1
N × C
N
∑
i=1
C
∑
j=1
[
µijlog(µij) + (1− µij)log(1− µij)
]
(2)
Then, we first associate E(µ), predicted class labels, and actual class labels with DV and then sort
the DV in descending order based on the fuzziness values. We then heuristically select the mˆ number
of misclassified samples which have higher fuzziness, where mˆ  m. The proposed strategy keeps
the pool of mˆ new samples balanced, giving equal representation to all classes, which is achieved via
softening the thresholds at run time.
Next, the spectral angular mapper (SAM) (More information about spectral angle mapper (SAM)
function can be found in the following papers [53–55]) function is used to discriminate the samples
within the same class to minimize the redundancy among the pool of mˆ selected samples. SAM is an
automated method for directly comparing sample spectra to a known spectra. It treats both spectra as
vectors and calculates the spectral angle between them. It is insensitive to illumination since it uses
only the vector direction and not the vector length [56]. The output of SAM is an image showing the
best match of each pixel at each spatial location [57]. This approach is typically used as a first cut for
determining the mineralogy and works well in area of homogeneous regions.
In this work, SAM takes the arc-cosine-based dot product between the test spectrum which have
higher fuzziness DHV = {((xlij), yj)}mˆi=1 to a reference (training samples) spectrum DT = {(xlpj, yj)}np=1,
where j ∈ {1, 2, 3, . . . , C} and l ∈ {1, 2, 3, . . . , L} where L is the total number of bands in HSI dataset,
with the following objective functions:
∠(αj) = minp∈n
(
cos−1
∑Ll=1 x
l
pj · xlpj√
∑Ll=1(x
l
pj)
2
√
∑Ll=1(x
l
pj)
2
)
(3)
Equation (3) aims to compute the spectral difference among all the training samples for C classes,
respectively. We then select one reference spectrum from each class which minimizes the angular
distance among others within same class, i.e., the sample which is more similar to others in the given
class. This process will return the number of reference spectrum’s up to the number of classes in HSI.
We then pick one reference spectrum from ∠(αj) to compare with all the selected test spectrum for the
same class and account the angular distance among them in ∠(βij) as shown in Equation (4).
∠(βij) =
C
∑
j=1
mˆ
∑
i=1
(
cos−1
∑Ll=1
(
∠(αj)
) · xlij√
∑Ll=1(∠(αj))2
√
∑Ll=1(x
l
ij)
2
)
(4)
Ind(DHV ) = argmax
i∈(DHV )|X
(
φ
(
∠(βij)
))
(5)
where Ind(DHV ) denotes the induces of samples which have higher fuzziness, D
H
V |X represents the
index of samples of DHV that are not contained in X , φ provides the trade-off between diversity, and X
denotes the index of the unlabeled sample that will be included in the pool. Please note that here we
used a soft threshing scheme to balance the number of classes in both training and selected samples.
The proposed pipeline systematically select the (h/(number o f classes)) higher fuzziness samples
from DHV for each class, if one or more classes missed in the pool of selected samples. This process is
repeated until the cardinality of X is equal to h, i.e., |X | = h, where h is the size of pool. This technique
guarantees that the selected samples in X are diverse regarding to their angles to all the others in
(∠(βij)). Since the initial size of X is zero, thus, the first sample included in X is always the higher
fuzziness sample from E(µ).
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There are several advantages of using fuzziness information carried out through SAM as query
function: (i) easy to implement; (ii) robust in mapping the spectral similarity for reference to higher
fuzziness test spectrum only; (iii) powerful because it represents the influence of shading effects to
accentuate the selected test reflectance characteristics [55]. On the other hand, the main drawback of
SAM is spectral mixture problems, i.e., SAM assumes that the reference spectrum chosen to classify
the HSI represents the pure spectrum which is not the case in our problem. Such problems occur when
the HSI is in low or medium spatial resolution. Furthermore, as we know, the surface of the earth
is heterogeneous and complex in many ways, thus, containing many mixed samples. The spectral
confusion in samples can lead to overestimation or underestimation errors for a spectral signatures.
This is not the case of the proposed solution, since we iteratively select the reference spectrum from
each class using Equation (3) as a pure spectrum and comparing this with selected test spectrum
respectively using Equation (4) with the help of whiting parameter to minimize the redundancy among
the selected samples. The complete work-flow of our proposed pipeline is described in Algorithm 1
and Figure 2.
Algorithm 1: Pseudo-code of our Proposed FSAM Algorithm.
Data: DT , DV training and test set, respectively.
1 Initialization: X ; mˆ = number of samples to select; φ; h;
2 while |DT | ≤ Threshold do
3 Train and Test ELM, SVM, kNN and EL;
4 µij ← Compute the membership matrix;
5 E(µ)← Compute the fuzziness;
6 DHV ← Associate the fuzziness, actual and predicted class and spatial information with DV and sort in descending
order;
7 Select mˆ misclassified samples from DHV ;
8 ∠(αj)← Compute the spectral angle between training samples;
9 while |X | ≤ h do
10 ∠(βij)← Compute the spectral angle between reference spectrum and mˆ selected samples;
11 IndDHV
← Pick the index of most diverse samples.;
12 X ← index of selected samples;
13 end
14 Pick X samples from DV , add them to DT , and remove from DV ;
15 end
Figure 2. Proposed FSAM-AL Pipeline in which red labeled boxes represent where we contribute.
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4. Experimental Datasets and Settings
The performance of our proposed FSAM-AL pipeline is validated on five benchmark HSI datasets
acquired by two different sensors, e.g., Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) and
Reflective Optics System Imaging Spectrometer (ROSIS). These datasets include, Salinas-A, Salinas full
scene, Kennedy Space Center (KSC), Pavia University (PU), and Pavia Center (PC) (Further information
about these datasets can be found in [58]).
We evaluated the FSAM pipeline against four different classifiers: extreme learning machine
(ELM) [59], support vector machine (SVM), k-nearest neighbor (kNN), and ensemble learning (EL).
These classifiers are chosen because they have been extensively studied in the literature for HSI
classification and rigorously utilized for comparison purposes. Furthermore, our goal is to show that
the proposed method can work well with a diverse set of classifiers. The performance of aforementioned
classifiers is measured using two well know metrics: overall accuracy and kappa (κ) coefficient [11].
Furthermore, F1-score, precision, and recall rates are also compared. To further validate the real time
applicability of FSAM, we compared it against four benchmark sample selection methods, namely:
random sampling (RS), mutual information (MI), breaking ties (BT), and modified breaking ties (MBT).
1. Random Sampling (RS) [11,28] method relies on the random selection of the samples without
considering any specific conditions.
2. Mutual Information (MI) [32] of two samples is a measure of the mutual dependence between
the two samples.
3. Breaking Ties (BT) [33] relies on the smallest difference of the posterior probabilities for each
sample. In a multiclass settings, BT can be applied by calculating the difference between two
highest probabilities. As a result, BT finds the samples minimizing the distance between the first
two most probable classes. The BT method generally focuses on the boundaries comprising many
samples, possibly disregarding boundaries with fewer samples.
4. Modified Breaking Ties (MBT) [34,35] includes more diversity in the sampling process as
compared to BT. The samples are selected by maximizing the probability of the largest class
for each individual class. MBT takes into account all the class boundaries by conducting the
sampling in cyclic fashion, making sure that the MBT does not get trapped in any class whereas
BT could be trapped in a single boundary.
In all experiments, the initial training size is set as 100 samples from an entire HSI data. In each
iteration the size of training set increases with h = 1% actively selected samples by FSAM pipeline.
The best part of FSAM is that there is no hyper-parameters need to be tuned except classification
methods. In ELM, the hidden neurons are systematically selected from the range of [1− 500]. Similarly,
in kNN, the nearest neighbors are set to k = [2− 20], SVM is tested with polynomial kernel function,
and ensemble learning classifiers are trained using tree-based model with [1− 100] number of trees.
All such parameters are carefully tuned and optimized during the experimental setup. All these
experiments are carried out using MATLAB (2014b) on an Intel Core i5 3.20 GHz CPU with 12 GB
of RAM.
5. Experimental Results
In this section, we performed a set of experiments to evaluate our proposed FSAM pipeline
using both ROSIS and AVIRIS sensors datasets. Evaluating ROSIS sensor datasets is more challenging
classification problem dominated by complex urban classes and nested regions then AVIRIS. Here we
evaluate the influence of the number labeled samples on the classification performance achieved by
several classifiers. Figures 3 and 4 shows the overall and kappa (κ) accuracy as a function of the
number of labeled samples obtained by FSAM, i.e., fuzziness and SAM diversity-based active selection
of most informative and diverse samples in each iteration. These labeled samples were selected by
machine–machine interaction which significantly reduces the cost in terms of labeled collection through
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human supervisor which is the key aspects of automatic AL methods. The plots are shown in Figures 3
and 4 and generated based on only selected samples in contrast to the entire population which reveals
clear advantages of using fewer labeled samples for FSAM pipeline.
2 4 6 8 10
0.8
0.9
1
Training Samples (%)
O
ve
ra
ll
A
cc
ur
ac
y
Salinas-A
ELM
KNN
GB
LB
SVM
2 4 6 8 10
0.85
0.9
0.95
Training Samples (%)
Salinas
2 4 6 8 10
0.6
0.7
0.8
0.9
Training Samples (%)
Kennedy Space Center
2 4 6 8 10
0.75
0.8
0.85
0.9
0.95
Training Samples (%)
Pavia University
2 4 6 8 10
0.96
0.98
Training Samples (%)
Pavia Center
Figure 3. Overall accuracy with different number of training samples (%) selected in each iteration
from different datasets. It is perceived from the above figure that by including the samples back to the
training set, the classification results are significantly improved for all the classifiers. Moreover, it can
be seen that SVM and ELM classifiers are more robust. For examples, with 2% actively selected samples
in ELM classifier case, only 2% difference in the classification with a different number of samples can
be observed, however, for the KNN and SVM classifiers, the difference is quite high.
From Figures 3 and 4, it can be observed that FSAM greatly improved the accuracy. The results
also reveal that SVM and LB outperformed other classifiers in most cases, whereas, as expected,
KNN provides lower classification accuracy than SVM and LB, since the candidates are more relevant
when the samples are acquired from the class boundaries. Furthermore, it can also be observed that
SVM always performed better than KNN, ELM, and ensemble learning classifiers. ELM could perform
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better with more number of hidden neurons on more powerful machines. For instance, when the
2% of labeled samples were used, the performance has been significantly increased in contrast to
the 1% of actively selected samples. These observations confirm that FSAM can greatly improve
the results obtained by different classifiers based on a small portion from the entire population,
i.e., the classifiers trained using a limited number of selected labeled samples can produce better
generalization performance rather than selecting the bulk amount of label training samples.
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Figure 4. Kappa (κ) accuracy with different number of training samples (%) selected in each
iteration from Salinas-A, Salinas, Kennedy Space Center, Pavia University, and Pavia Center datasets
respectively. It is perceived from the above figure that by including the samples back to the training set,
the classification results in terms of kappa κ are significantly improved for all the classifiers. Moreover,
it can be seen that SVM and ELM classifiers are more robust then ensemble and KNN classifiers.
For examples, with 2% actively selected samples in ELM classifier case, only 2% difference in the
classification with a different number of samples can be observed, however, for the KNN and SVM
classifiers, the difference is quite high. Similar observations can be made for ensemble learning models.
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It is perceived form Figures 3 and 4 that by including the samples back to the training set,
the classification results are significantly improved for all the classifiers. Moreover, it can be seen that
SVM and ELM classifiers are more robust then ensemble and KNN classifiers. For examples, with 1%
actively selected samples in ELM classifier case, only 2% difference in classification with different
number of samples can be observed, however, for the KNN and SVM classifiers, the difference is quite
high. Similar observations can be made for ensemble models.
In order to present the classification results in geographical fashioned for both ROSIS and AVIRIS
sensors datasets, Figures 5–9 shows ground truths segmentation of all experimental datasets used in
this work. These ground truths are generated using 2% of actively selected samples by FSAM pipeline.
In all the experiments, we provide the quantity of labeled training samples and the test samples which
provide an indication of the number of true versus estimated labels used in the experiments. It can be
observed from listed results, that our proposed fuzziness and diversity-based active labeled sample
selection pipeline is quite robust as it achieved higher classification results which are way better or at
least comparable with several state-of-the-art AL methods.
(a) Band (b) GT (c) Train (d) Test (e) SVM (f) KNN (g) GB (h) LB (i) ELM
Figure 5. Salinas-A: (a): Ground Band, (b): True Ground Truths, (c): Training Ground Truths, (d): Test
Ground Truths, and ground truths predicted by (e): SVM, (f): KNN, (g): GB, (h): LB, and (i): ELM
classifier with 2% of selected training samples.
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Figure 6. Salinas: (a) Ground Band, (b): True Ground Truths, (c): Training Ground Truths, (d): Test
Ground Truths, and ground truths predicted by (e): SVM, (f): KNN, (g): GB, (h): LB, and (i): ELM
classifier with 2% of selected training samples.
(a) Band (b) GT (c) Train (d) Test (e) SVM (f) KNN (g) GB (h) LB (i) ELM
Figure 7. Kennedy Space Center: (a) Ground Band, (b): True Ground Truths, (c): Training Ground
Truths, (d): Test Ground Truths, and ground truths predicted by (e): SVM, (f): KNN, (g): GB, (h): LB,
and (i): ELM classifiers with 2% of selected training samples.
To better analyze the performance of FSAM on ROSIS and AVIRIS datasets, Table 3 shows the
statistical significance in terms of recall, precision, and F1-score tests. The experiments shown in
Table 3 are performed with 2% of actively selected labeled samples from each class for all experimental
datasets. Table 3 is produced to support the results shown in Figures 3–9 for both AVIRIS and ROSIS
sensor datasets. The global recall, precision, and F1-score for each classifier of these results are obtained
using 5 Monte Carlo runs. Furthermore, these Tables shows the statistical significance of FSAM in
terms of recall, precision, and F1-score with the 99% confidence interval. The obtained values indicate
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the ability of FSAM to correctly identify the unseen samples in which each classifier was trained on a
very small amount of labeled training samples. For any good model, precision, recall, and F1-score
values should be greater than 80% in average, and in our case, these values are almost above 80% for
all experimental datasets and for all classifiers, demonstrating that the proposed FSAM-AL pipeline is
not classifier sensitive.
(a) Band (b) GT (c) Train (d) Test (e) SVM (f) KNN (g) GB (h) LB (i) ELM
Figure 8. Pavia University: (a) Ground Band, (b): True Ground Truths, (c): Training Ground Truths,
(d): Test Ground Truths, and ground truths predicted by (e): SVM, (f): KNN, (g): GB, (h): LB, and (i):
ELM classifier with 2% of selected training samples.
(a) Band (b) GT (c) Train (d) Test
(e) SVM (f) KNN (g) GB (h) LB (i) ELM
Figure 9. Pavia Center: (a) Ground Band, (b): True Ground Truths, (c): Training Ground Truths, (d):
Test Ground Truths, and ground truths predicted by (e): SVM, (f): KNN, (g): GB, (h): LB, and (i): ELM
classifier with 2% of selected training samples.
Table 3. Statistical applicability of our proposed FSAM samples selection method. Each classifier is
trained with 2% of actively selected training samples.
Tests ELM KNN GB LB SVM
Salinas-A Dataset.
Recall 0.9852 ± 0.0037 0.9489 ± 0.0528 0.9644 ± 0.0281 0.9650 ± 0.0315 0.9855 ± 0.0092
Precision 0.9903 ± 0.0029 0.9567 ± 0.0352 0.9649 ± 0.0275 0.9672 ± 0.0287 0.9885 ± 0.0071
F1 Score 0.9875 ± 0.0031 0.9459 ± 0.0609 0.9639 ± 0.0270 0.9654 ± 0.0300 0.9867 ± 0.0076
Salinas Dataset.
Recall 0.9544 ± 0.0032 0.9247 ± 0.0162 0.9551 ± 0.0153 0.9580 ± 0.0135 0.9583 ± 0.0115
Precision 0.9584 ± 0.0030 0.9189 ± 0.0117 0.9596 ± 0.0127 0.9603 ± 0.0117 0.9642 ± 0.0091
F1 Score 0.9552 ± 0.0026 0.9225 ± 0.0129 0.9570 ± 0.0138 0.9588 ± 0.0124 0.9611 ± 0.0101
Kennedy Space Center Dataset.
Recall 0.8220 ± 0.0518 0.7513 ± 0.0739 0.8158 ± 0.0839 0.8159 ± 0.0790 0.8546 ± 0.0579
Precision 0.8445 ± 0.0423 0.8375 ± 0.0638 0.8315 ± 0.0751 0.8344 ± 0.0683 0.8596 ± 0.0509
F1 Score 0.8260 ± 0.0469 0.7491 ± 0.0760 0.8183 ± 0.0815 0.8195 ± 0.0775 0.8542 ± 0.0533
Pavia University Dataset.
Recall 0.7782 ± 0.0283 0.7954 ± 0.0346 0.8838 ± 0.0391 0.8856 ± 0.0376 0.8858 ± 0.0287
Precision 0.8708 ± 0.0229 0.9508 ± 0.0090 0.9165 ± 0.0247 0.9146 ± 0.0252 0.8929 ± 0.0203
F1 Score 0.8107 ± 0.0255 0.8122 ± 0.0316 0.8973 ± 0.0336 0.8976 ± 0.0327 0.8886 ± 0.0241
Pavia Center Dataset.
Recall 0.8913 ± 0.0073 0.9281 ± 0.0151 0.9493 ± 0.0124 0.9509 ± 0.0120 0.9568 ± 0.0115
Precision 0.9187 ± 0.0066 0.9125 ± 0.0136 0.9469 ± 0.0112 0.9489 ± 0.0107 0.9572 ± 0.0119
F1 Score 0.8999 ± 0.0064 0.9248 ± 0.0129 0.9480 ± 0.0116 0.9498 ± 0.0112 0.9568 ± 0.0117
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6. Comparison and Discussion
The most advanced developments in AL are single pass context and hybrid AL. These techniques
combine the concepts of incremental and adaptive learning from the field of online and traditional
machine learning. These advancements have resulted in a substantial number of AL methods. The most
classical and well studied AL methods include, for example, the works [60,61] focused on online
learning. These works specifically designed for on-line single-pass setting in which the data stream
samples arrive continuously, thus, does not allow classifier re-training. Furthermore, these works
focused on close concepts of conflict and ignorance. Conflict models how close a query point is to the
actual class boundary and ignorance represents the distance between already seen training samples
and a new sample.
Similar works proposed in [62,63] focused only on early AL strategies such as early-stage
experimental design problems. The TED method was proposed to select the samples using robust
AL method incorporated with structured sparsity-inducing norms to relax the NP-hard objective
of the convex formulation. Thus, these works only focused on selecting an optimal set of initial
samples to kick-start the AL. However, the superiority of our proposed FSAM pipeline is that it shows
state-of-the-art performance independent of how the initial labeled training samples are selected.
Such methods can easily be integrated into the works which utilize the decision boundary based
sample selection methods.
A novel tri-training semi-supervised hyperspectral image classification method based on
regularized local discriminant embedding feature extraction (RLDE) was proposed in [64]. In this
work, the RLDE process is used for optimal number of feature extraction to overcome the limitation of
singular values and over-fitting of local Fisher discriminant analysis and local discriminant embedding.
At a later stage, active learning method is used to select the informative samples from the candidate
set. This work solves the singularity issues of LDA, however, this may include the redundant samples
back to the training set which do not provide any new information to the classifier.
Spatial–spectral multiview 3D Gabor inspired active learning for hyperspectral image
classification method was proposed in [65]. Trivial multiview active learning methods can make
a comprehensive analysis of both sample selection and object characterization in active learning by
using several features of multiple views. However, multiview cannot effectively exploit spatial–spectral
information by respecting the 3D nature of hyperspectral imaging, therefore, the sample selection
method in multiview is only based on the disagreement of multiple views. To overcome such problems,
J. Hu, et al. [65] proposed a two-step 3D Gabor inspired multiview method for hyperspectral image
classification. The first step consists of the view generation step, in which a 3D Gabor filter was used
to generate multiple cubes with limited bands and utilize the features assessment strategies to select
cubes for constructing views. On a second stage, an active learning method was presented which used
both external and internal uncertainty estimation of views. More specifically, posterior probability
distribution was used to learn the internal uncertainty of each individual independent view and
external uncertainty was computed using inconsistency between the views.
Of course, the frameworks proposed in the above papers can be easily integrated with our
proposed FSAM sample selection method instead of selecting the samples based on uncertainty or
tri-training methods. We initialize our active learning method from 100 number of randomly selected
labeled training samples and we experimentally demonstrate that randomly increasing the size of
the training set slightly increases the accuracy nevertheless the classifiers become computationally
complex. Therefore, at the first step, we decided to separate the set of misclassified samples which
have higher fuzziness values (samples fuzziness magnitude between 0.7–1.0). We then select a specific
percentage of misclassified samples which have higher fuzziness to compute the spectral angle among
the reference training samples. We then fused a specific percentage of selected samples with the
original training set to retrain the classifier from scratch for better generalization and classification
performance on those samples which were initially misclassified by the same classifier.
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More specifically, the proposed solution has been rigorously investigated through comparison
against some significant works recently published in the HSI classification area, adopting different
sample selection methods such as random sampling (RS), mutual information (MI), breaking ties (BT),
modified breaking ties (MBT), uncertainty, and fuzziness as introduced in Section 4. This comparison
is based on the Botswana hyperspectral dataset acquired by the NASA EO-1 Satellite Hyperion
sensor [58,66]. The experiments are based on five Monte Carlo runs with 100 initial training samples
selected from this dataset. In each iteration, the training set size has been increased of 50 samples
selected by a specific method among the ones to be compared. The results thus obtained are presented
in the Tables 4–8. Based on such results, we can argue that the FSAM pipeline outperforms the other
solutions taken into account in these experiments. This is due to the dual soft thresholding method
for selection of the most informative as well as spatially heterogeneous labeled training samples.
Furthermore, another benefit of the proposed FSAM solution is that it systematically selects the most
informative but least redundant labeled training samples by machine–machine interaction without
involving any supervisor, automatically, while the other AL frameworks need that a supervisor selects
the samples at each iteration, manually.
Table 4. Kappa (κ) accuracy obtained by SVM Classifier with different number of training samples
selected in each iteration from Botswana dataset with different sample selection methods from literature.
Sample Selection Method
Number of Training Samples
50 100 150 200 250 300 350 400 450 500
Kappa Accuracy
Random Sampling [28] 0.8156 0.8483 0.8738 0.8886 0.9005 0.9101 0.9170 0.9151 0.9163 0.9221
Mutual Information [30–32] 0.8149 0.8437 0.8602 0.8798 0.8863 0.9002 0.9108 0.9217 0.9195 0.9302
Breaking Ties [33] 0.8163 0.8316 0.8401 0.8561 0.8778 0.8919 0.9008 0.9014 0.9087 0.9128
Modified Breaking Ties [34,35] 0.8156 0.8522 0.8563 0.8893 0.9007 0.9040 0.9068 0.9136 0.9138 0.9103
Fuzziness [11] 0.8174 0.8129 0.8422 0.8648 0.8755 0.8934 0.8989 0.8986 0.9156 0.9119
FSAM 0.8167 0.8749 0.9027 0.9091 0.9493 0.9556 0.9668 0.9788 0.9928 0.9984
Table 5. Kappa (κ) accuracy obtained by ELM Classifier with different number of training samples
selected in each iteration from Botswana dataset with different sample selection methods from literature.
Sample Selection Method
Number of Training Samples
50 100 150 200 250 300 350 400 450 500
Kappa Accuracy
Random Sampling [28] 0.8094 0.8253 0.8364 0.8564 0.8648 0.8730 0.8919 0.8958 0.9063 0.9140
Mutual Information [30–32] 0.8051 0.8246 0.8430 0.8538 0.8699 0.8772 0.8881 0.8962 0.8983 0.9070
Breaking Ties [33] 0.8051 0.8174 0.8392 0.8607 0.8680 0.8744 0.8819 0.8963 0.8927 0.9022
Modified Breaking Ties [34,35] 0.7961 0.8216 0.8563 0.8654 0.8718 0.8769 0.8896 0.9012 0.9081 0.9149
Fuzziness [11] 0.7958 0.8224 0.8463 0.8513 0.8606 0.8733 0.8780 0.8841 0.9008 0.9083
FSAM 0.8021 0.8385 0.8544 0.8846 0.8923 0.8968 0.9213 0.9355 0.9492 0.9551
Table 6. Kappa (κ) accuracy obtained by KNN Classifier with different number of training samples
selected in each iteration from Botswana dataset with different sample selection methods from literature.
Sample Selection Method
Number of Training Samples
50 100 150 200 250 300 350 400 450 500
Kappa Accuracy
Random Sampling [28] 0.7854 0.8145 0.8158 0.8428 0.8547 0.8556 0.8603 0.8640 0.8695 0.8757
Mutual Information [30–32] 0.7854 0.8029 0.8154 0.8342 0.8485 0.8519 0.8592 0.8653 0.8727 0.8814
Breaking Ties [33] 0.7854 0.8205 0.8330 0.8466 0.8469 0.8541 0.8626 0.8731 0.8760 0.8757
Modified Breaking Ties [34,35] 0.7854 0.8396 0.8463 0.8474 0.8584 0.8635 0.8685 0.8749 0.8813 0.8841
Fuzziness [11] 0.7854 0.8248 0.8298 0.8445 0.8529 0.8584 0.8628 0.8678 0.8702 0.8771
FSAM 0.7854 0.8369 0.8512 0.8842 0.8919 0.9189 0.9236 0.9469 0.9584 0.9625
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Table 7. Kappa (κ) accuracy obtained by GB Classifier with different number of training samples
selected in each iteration from Botswana dataset with different sample selection methods from literature.
Sample Selection Method
Number of Training Samples
50 100 150 200 250 300 350 400 450 500
Kappa Accuracy
Random Sampling [28] 0.8140 0.8272 0.8342 0.8358 0.8479 0.8597 0.8649 0.8703 0.8675 0.8717
Mutual Information [30–32] 0.8139 0.7941 0.8118 0.8406 0.8620 0.8608 0.8687 0.8750 0.8787 0.8712
Breaking Ties [33] 0.8139 0.7875 0.8318 0.8355 0.8625 0.8691 0.8795 0.8895 0.8935 0.8928
Modified Breaking Ties [34,35] 0.8139 0.8067 0.8404 0.852 0.8570 0.8612 0.8711 0.8772 0.8750 0.8795
Fuzziness [11] 0.8139 0.8470 0.8488 0.8524 0.8559 0.8658 0.8692 0.8755 0.8782 0.8853
FSAM 0.8140 0.8054 0.8605 0.8852 0.9060 0.9268 0.9247 0.9280 0.9455 0.9592
Table 8. Kappa (κ) accuracy obtained by LB Classifier with different number of training samples
selected in each iteration from Botswana dataset with different sample selection methods from literature.
Sample Selection Method
Number of Training Samples
50 100 150 200 250 300 350 400 450 500
Kappa Accuracy
Random Sampling [28] 0.8074 0.8105 0.8275 0.8359 0.8419 0.8429 0.8482 0.8620 0.8699 0.8768
Mutual Information [30–32] 0.8073 0.8212 0.83151 0.8366 0.8409 0.8442 0.8564 0.854 0.8571 0.8565
Breaking Ties [33] 0.8074 0.8155 0.8300 0.8293 0.8337 0.8467 0.8513 0.8490 0.8582 0.8679
Modified Breaking Ties [34,35] 0.8074 0.8303 0.8402 0.8422 0.8484 0.8649 0.8704 0.8813 0.8816 0.8794
Fuzziness [11] 0.8073 0.8126 0.8236 0.8411 0.8447 0.8586 0.8626 0.8684 0.8669 0.8709
FSAM 0.8073 0.8118 0.8226 0.8779 0.8993 0.9094 0.9216 0.9402 0.9475 0.9588
By the Botswana dataset we experimentally demonstrated that FSAM outperforms all other
sample selection methods, i.e., random selection, mutual information, breaking ties, modified breaking
ties, and fuzziness in terms of accuracy, starting from the same classifiers and the same number of
labeled training samples as shown in Tables 4–8. Furthermore, all these sample selection methods are
more often subjective and tends to bring redundancy into the classifiers. reducing the generalization
performance of the classifiers. More specifically, the number of samples required to learn a model
in FSAM can be much lower than the number of selected samples. In such scenarios, there is a risk,
however, that the learning model may get overwhelmed because of the uninformative or spatially
miscellaneous samples selected by query function.
7. Conclusions
The classification of multiclass spatial–spectral HSI with a small labeled training sample size is a
challenging task. To overcome this problem, this paper introduces a customized AL pipeline for HSI to
reduce the sample selection bias while maintaining the data stability in the spatial domain.
The proposed FSAM pipeline differs from traditional AL methods in three relevant aspects.
First, instead of simply using the uncertainty of samples to select new samples, it utilizes the fuzziness
measure associated with the confidence of the training model in classifying those samples correctly.
Second, it couples the samples’ fuzziness with their diversity to select new training samples which
simultaneously minimize the error among the training samples while maximizing the spectral angle
between the selected sample and the existing training samples. In our work, instead of measuring
angle-based distances among all new samples and all existing training samples, a reference sample
is selected from within the training set against which the diversity of the new samples is measured.
This achieves the same goal while reducing the computational overhead as the size of training set is
always much smaller than the validation set which is the source of new samples. Thirdly, the FSAM
keeps the pool of new samples balanced, giving equal representation to all classes, which is achieved
via softening the thresholds at run time.
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Experimental results on five benchmark datasets demonstrate that the proposed FSAM leads to
an increased predictive power regarding kappa (κ) and overall accuracy, precision, recall, and F1-Score
parameters. A comparison of FSAM with state-of-the-art sample selection method is performed,
confirming that the FSAM is effective in terms of overall accuracy and κ, also with few training samples.
However, the main drawback of SAM is spectral mixture problems, i.e., SAM assumes that the
reference spectra chosen to classify the HSI represents the pure spectra. Such problem occurs when the
HSI is in low or medium spatial resolution. Furthermore, as we know, the surface of the earth is widely
heterogeneous and complex, thus containing many mixed samples. The spectral confusion in samples
can lead to overestimation or underestimation errors for a spectral signatures. Our future research
direction aims to address such limitations to classify low or mid spatial resolution hyperspectral images
in a computationally efficient way. Further work will be directed toward testing the FSAM pipeline in
different analysis scenarios dominated by the limited availability of training samples a priori.
Author Contributions: Conceptualization, M.A.; methodology, M.A.; validation, M.A.; formal analysis, M.A.,
A.M.K.; investigation, M.A.; writing—original draft preparation, M.A.; writing—review and editing, M.A., A.K.,
A.M.K., M.M., S.D., A.S. and O.N.; visualization, M.A.; supervision, A.M.K.
Funding: This research work was partially funded by Innopolis University.
Conflicts of Interest: The authors declare no conflict of interest.
Abbreviations
The following abbreviations are used in this manuscript:
HSI Hyperspectral Imaging
AL Active Learning
SAM Spectral Angle Mapper
FSAM Fuzziness and Spectral Angle Mapper (SAM)-based Active Sample Selection
DT Training Samples
DV Test Samples
DHV High Fuzziness Samples from Test Set
SVM Support Vector Machine
KNN K Nearest Neighbours
LB Logistic Boost
ELM Extreme Learning Machine
QBC Query by Committee
RS Random Sampling
MI Mutual Information
BT Breaking Ties
MBT Modified Breaking Ties
κ kappa
OA Overall Accuracy
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