This paper investigates the problem of image-caption retrieval using joint visualsemantic embeddings. We introduce a very simple change to the loss function used in the original formulation by Kiros et al. (2014) , which leads to drastic improvements in the retrieval performance. In particular, the original paper uses the rank loss which computes the sum of violations across the negative training examples. Instead, we penalize the model according to the hardest negative examples. We then make several additional modifications according to the current best practices in image-caption retrieval. We showcase our model on the MS-COCO and Flickr30K datasets through comparisons and ablation studies. On MS-COCO, we improve caption retrieval by 21% in R@1 with respect to the original formulation. Our results outperform the state-of-the-art results by 8.8% in caption retrieval and 11.3% in image retrieval at R@1. On Flickr30K, we more than double R@1 as reported by Kiros et al. (2014) in both image and caption retrieval, and achieve near state-of-the-art performance. We further show that similar improvements also apply to the Order-embeddings by Vendrov et al. (2015) which builds on a similar loss function.
INTRODUCTION
The problem of image-caption retrieval has received significant attention over the past few years, quickly gearing towards more semantic search engines. Several different approaches have been proposed, most sharing the core idea of embedding images and language in a common space. This allows us to easily search for semantically meaningful neighbors in either modality. Learning such embeddings using powerful neural networks has led to significant advancements in image-caption retrieval and generation Kiros et al. (2014) ; Karpathy & Fei-Fei (2015) , video-to-text alignment Zhu et al. (2015) , and question-answering Malinowski et al. (2015) . This paper investigates the visual-semantic embeddings (VSE) of Kiros et al. (2014) for imagecaption retrieval. We propose a set of simple modifications to the original formulation that prove to be extremely effective. In particular, we change the rank loss used in the original formulation to penalize the model according to the hardest negative training exemplars instead of averaging the individual violations across the negatives. This is a sensible modification because it is the hardest negative that affects nearest neighbor recall. We refer to this model as VSE++. We achieve further improvements by fine-tuning a more powerful network, exploiting more data, and employing a multi-crop trick from Klein et al. (2015) . Our results on MS-COCO show a dramatic increase in caption retrieval performance over VSE. The new loss function alone outperforms the original model by 8.6%. With all introduced changes, VSE++ achieves an absolute improvement of 21% in R@1, which corresponds to a 49% relative improvement. We outperform the best reported result on MS-COCO by almost 9%. To ensure reproducibility, our code is publicly available 1 .
RELATED WORK
The task of image-caption retrieval is considered as a benchmark for image and language understanding (Hodosh et al. (2013) ). The most common approach to the retrieval task is to use joint embedding spaces. In such an approach, we learn two mappings, one for images and another for captions, that embed the two modalities in a joint space. Given a similarity measure in this space, the task of image retrieval can be formulated as a nearest neighbor search problem.
Works such as Kiros et al. (2014) , Karpathy & Fei-Fei (2015) , Zhu et al. (2015) , Socher et al. (2014) use a rank loss to learn the joint visual-semantic embedding. Klein et al. (2015) and Eisenschtat & Wolf (2016) use Canonical Correlation Analysis (CCA) to compute a linear projection for two views to a common space where the correlation of the transformed views is maximized. Older work (Lin et al. (2014a) ) performed matching between words and objects based on classification scores.
Recent methods that learn visual-semantic embeddings propose new model architectures for computing the embedding vectors or computing the similarity score between the embedding vectors. Wang et al. (2017) propose an embedding network to fully replace the similarity measure used for the rank loss. An attention mechanism on both image and caption is used by Nam et al. (2016) , where the authors sequentially and selectively focus on a subset of words and image regions to compute the similarity. In Huang et al. (2016) , the authors use a multi-modal context-modulated attention mechanism to compute the matching score between an image and a caption.
Our work builds upon the work by Kiros et al. (2014) , in which the authors use a rank loss to optimize the embedding. Works such as Karpathy & Fei-Fei (2015) , Socher et al. (2014) , Vendrov et al. (2015) , Wang et al. (2017) , Huang et al. (2016) , Nam et al. (2016) use a similar loss to optimize more sophisticated models. Our modifications are orthogonal to most of their approaches and can potentially lead to improvements of these models as well.
IMPROVING VISUAL-SEMANTIC EMBEDDINGS
Our work builds on Visual-Semantic Embeddings Kiros et al. (2014) . In what follows, we first define the task of image-caption retrieval and summarize the original model and its loss function. Then we introduce our new loss.
IMAGE-CAPTION RETRIEVAL
We focus on the image-caption retrieval task where one is given either a caption as a query and the goal is to retrieve the most relevant image(s) from a database, or similarly the query is an image and we need to retrieve relevant captions. For this task, we typically aim to maximize recall (the most relevant item is ranked among the top K items), which is the conventional performance measure. Let S = {(i n , c n )} N n=1 denote a training set of images and their captions. We refer to (i n , c n ) as positive pairs and (i n , c m =n ) as negative pairs. We define a scoring function s(i, c) ∈ R (where i denotes an image and c a caption) which aims to score the positive pairs higher than the negative pairs. In caption retrieval, we consider images as queries and rank a database of captions with respect to each query according to the scoring function. Recall at K (R@K) is the percentage of queries for which their corresponding positive caption is ranked in the top K highest scored captions.
VISUAL-SEMANTIC EMBEDDING
We define the similarity measure s(i, c) in the joint embedding space following Kiros et al. (2014) . Let φ(i; θ φ ) ∈ R D φ be the representation of the image (e.g. the representation before logits in VGG19 Simonyan & Zisserman (2014) or ResNet152 He et al. (2016) ). Similarly, let ψ(c; θ ψ ) ∈ R D ψ be the embedding of a caption c in a caption embedding space (e.g. a GRU-based text encoder). Here θ φ , θ ψ denote the model parameters of the image and caption representations.
The mappings of each modality into the joint embedding space are defined as follows:
Here W f ∈ R D φ ×D , W g ∈ R D ψ ×D represent the two mappings. We further normalize φ(i), f (i; W f , θ φ ), and g(c; W g , θ ψ ), so that they lie on a unit hypersphere. Finally, the similarity measure is defined as s(i, c) = f (i; W f , θ φ ) · g(c; W g , θ ψ ).
Let θ = {W f , W g , θ ψ } be the model parameters. We will include θ φ in θ when the aim is also to fine-tune the image encoder. We define e(θ, S) = 1 N N n=1 (i n , c n ) to be the empirical loss of the model, parametrized by θ, over the training samples S = {(i n , c n )} N n=1 , where (i n , c n ) is a loss of a single example.
The rank loss used in Kiros et al. (2014) , Socher et al. (2014) , and Karpathy & Fei-Fei (2015) is defined as follows:
where α represents the margin,ĉ denotes a negative caption for the query image i, andî a negative image for the query caption c. Here, we used a shorthand notation [x] + ≡ max(x, 0). This loss is composed of two symmetric terms, by considering i and c as individual queries. In each term, the loss is defined by the sum of the violations for each negative sample.
LOSS FUNCTION: MAXIMUM VIOLATION
We now introduce our new loss function, and discuss the relation with respect to the original rank loss in the following subsection.
Given an embedding pair (i, c), we denote the hardest negative samples by i and c , where i = arg max j =i s(j, c) (i.e. i is the most similar negative image sample to c), and c = arg max d =c s(i, d) (i.e. c is the most similar negative caption sample to i). We define our loss function on a single pair (i, c) as
Similar to Eq. 3, we have two symmetric terms, by considering i and c as individual queries. In the first term, taking i as the query and c its correct caption, the loss is defined by finding c as the maximum violating caption. The loss is zero if c is more similar to i than c by α or more. The second term is a similar loss where each c is considered as the query.
Our loss in Eq. 4 is a triplet rank loss. We could define a pairwise loss by incurring a loss for all positive pairs that have a distance more than a margin α 1 and another loss for all negative pairs that have a distance less than a margin α 2 , where α 1 < α 2 . This is a stronger loss that restraints the model by pairwise distances. However, we only care about the rank of the points with respect to a query rather than their exact distance. Therefore, compared to a pairwise loss, this triplet loss gives us more flexibility in the embedding and can be easier to optimize.
MAXIMUM VIOLATION INSTEAD OF SUM OF VIOLATIONS
This loss function differs from Eq. (3) in an important way. In Eq. (4), we use a max operation instead of a sum over the negative examples. The main difference between the two formulations is thus the number of negative triplets that affect the loss at each step of stochastic gradient descent (SGD). In Eq.
(3), the loss sums the violations across all negatives, while our loss function only considers the penalty incurred by the hardest negative.
One way to compare Eq. 3 and Eq. 4 is to consider how they prioritize two typical training examples. Fig. 1 shows two illustrations for typical examples. The positive pair is at the same location in both examples, while the negative samples are at different distances. This illustration shows that while only the hardest negative c is important to R@1, the sum loss focuses on moving all the violating negative samples at the same time.
Note that since we use SGD to learn our parameters, we take the max over each mini-batch (this is similar to Kiros et al. (2014) , while empty circles are negative samples for the query i. The dashed circles on the two sides are drawn at the same radii. The example on the left has a higher loss with the sum loss compared to the example on the right. The max loss assigns a higher loss to the example on the right. Notice that the hardest negative example c is closer to i in the right example.
give us the hardest negative example in the entire training set but it is effective as long as we get enough violating triplets with non-zero loss.
Using sum, there are potentially 2M (M − 1) non-negative terms in the loss, where M is the size of the mini-batch. With max, there will be at most 2M non-negative terms. Note that the set of terms in the sum formulation is always a superset of the set in max.
Let us interpret the rank loss in Eq.
(3) and compare it with our loss function. Consider a positive pair (i, c) and the setĉ m of all negative samples where i is given as the query. Suppose that the values α + s
where p is the probability of a negative sample not incurring any penalty. Sampling M − 1 negative samples from this distribution is expected to give us (M − 1)(1 − p) non-negative penalty terms. A generalization of the central limit theorem to the truncated normal distributions (Johnson et al. (1970) ) tells us that if there are enough samples, the distribution of the sum of the random variables will be normal.
Thus, the sum loss is actually minimizing the mean of the non-negative terms. In doing so, it is aggregating the subtle gradient signal from many samples. Thus the gradient updates are no longer noisy and SGD may not be capable of jumping out of local minima. A similar difficulty is observed when large mini-batches are used for SGD (Goyal et al. (2017) ). The max loss reduces the contributing terms and considers only the hardest negatives. While this potentially makes our model more prone to outliers in the training data, we experimentally show that this loss is much more effective on the image-captioning datasets.
EXPERIMENTS
We perform experiments with our VSE++ and compare it to the original formulation of Kiros et al. (2014) (referred to as VSE), as well as state-of-the-art approaches. We re-implemented VSE with the help of the authors' open-source code 2 . For comparison, we present both results and refer to our re-implementation (which improves over the original VSE implementation) as VSE0.
We experiment with two image encoders: VGG19 by Simonyan & Zisserman (2014) and ResNet152 by He et al. (2016) . Previous works have extracted the image features mostly by pre-computing the FC7 features (the penultimate fully connected layer) of VGG19. We thus explicitly indicate methods that use ResNet152. The dimensionality of the image embedding, D φ , is 4096 for VGG19 and 2048 for ResNet152.
The image features are extracted by first resizing the image to 256 × 256, then using either a single center crop of size 224 × 224 or the mean of feature vectors for 10 crops of similar size as used by Klein et al. (2015) and Vendrov et al. (2015) . We refer to training with one center crop as 1C and training with 10 crops as 10C. We also try training using random crops which we denote by RC.
For RC, we have the full VGG19 model and extract features over a single randomly chosen cropped patch on the fly as opposed to pre-computing the image features once and reusing them. For the caption encoder, we use a GRU similar to the one used in Kiros et al. (2014) . We set the dimensionality of the GRU, D ψ , and the joint embedding space, D, to 1024. The dimensionality of the word embeddings that are input to the GRU is set to 300.
We further note that in Kiros et al. (2014) , the caption embedding is normalized, while the image embedding is not. The normalization of both vectors ensures that the similarity measure is cosine similarity. In VSE++ we normalize both vectors. Not normalizing the image embedding changes the importance of samples and so can be helpful or harmful. In our experiments, not normalizing the image embedding helped the original VSE formulation find a better solution. However, VSE++ is not significantly affected by this normalization.
DATASETS
We evaluate our method on the Microsoft COCO dataset (Lin et al. (2014b) ) and the Flickr30K dataset (Young et al. (2014) ). Flickr30K has a standard 30, 000 images for training. Following Karpathy & Fei-Fei (2015) , we use 1000 images for validation and 1000 images for testing. We also use the splits of Karpathy & Fei-Fei (2015) for MS-COCO. In this split, the training set contains 82, 783 images, 5000 validation and 5000 test images. However, there are also 30, 504 images that were originally in the validation set of MS-COCO but have been left out in this split. We refer to this set as rV. 
DETAILS OF TRAINING
We use the Adam optimizer Kingma & Ba (2014) to train the models. We train most of the models by running 15 epochs with learning rate 0.0002 and then 15 epochs with 0.00002. The fine-tuned models are trained by taking a model that is trained for 30 epochs with a fixed image encoder and then training it for 15 epochs with a learning rate of 0.00002. We set the margin to 0.2 for most of the experiments. We use a mini-batch size of 128 in all our experiments.
We do early stopping based on a sum of the recalls on the validation set. We did not see a difference in the performance by changing the mini-batch size if we run for the full 30 epochs. Notice that since the size of the training set for different models is different, the actual number of iterations in each epoch can vary.
RESULTS ON MS-COCO
The results on the MS-COCO dataset are presented in Table 1 . To ensure transparency with respect to all additional modifications, we report an ablation study for the baseline VSE including these modifications in Table 2 . Our best result is achieved by using ResNet152 and fine-tuning the image encoder (row 1.11), where we see 21.2% improvement in R@1 for caption retrieval and 21% improvement in R@1 for image retrieval compared to the original VSE results (row 1.1). Notice that using ResNet152 and fine-tuning can only lead to 12.6% improvement using the original formulation (row 2.6), while our introduced loss function brings a significant gain of 8.6%.
Comparing VSE++ (ResNet152, fine-tuned) to the current state-of-the-art on MS-COCO, 2WayNet (row 1.5), we see approximately 8.8% improvement in R@1 for caption retrieval and compared to sm-LSTM (row 1.4), 11.3% improvement in image retrieval. We also report results on the full 5K test set of MS-COCO in row 1.13 and row 1.14.
Effect of the training set. We compare VSE and VSE++ by incrementally improving the training data. Comparing the models trained on 1C (row 1.1 and row 1.6), we only see 2.7% improvement in R@1 for image retrieval but no improvement in caption retrieval performance. However, when we train using RC (row 1.7 and row 2.2) or RC+rV (row 1.8 and row 2.3), we see that VSE++ gains an improvement of 5.9% and 5.1%, respectively, in R@1 for caption retrieval compared to VSE0. This shows that VSE++ can better exploit the additional data.
Effect of a better image encoding. We also investigate the effect of a better image encoder on the models. Row 1.9 and row 2.4 show the effect of fine-tuning the VGG19 image encoder. We see that the gap between VSE0 and VSE++ increases to 6.1%. If we use ResNet152 instead of VGG19 (row 1.10 and row 2.5), the gap is 5.6%. As for our best result, if we use ResNet152 and also fine-tune the image encoder (row 1.11 and row 2.6) the gap becomes 8.6%. The increase in the performance gap shows that the improved loss of VSE++ can better guide the optimization when a more powerful image encoder is used.
IMPROVING ORDER EMBEDDINGS
The formulation of Order-embeddings Vendrov et al. (2015) , is very similar to VSE with a difference in the similarity measure. Order-embeddings use the asymmetric similarity measure s(i, c) = − max(0, g(c; W g , θ ψ ) − f (i; W f , θ φ )) 2 .
Note that, similar to the reported results of order-embeddings, we report the results on the training set 10C+rV. We use the hyper-parameters reported by Order0 to reproduce their results and we get slightly better results (row 3.1 and row 3.3). We use a learning rate of 0.001 for 15 epochs and 0.0001 for another 15 epochs. The margin is set to 0.05. Additionally, Vendrov et al. (2015) takes the absolute value of embeddings before computing the similarity measure. We do not do this in Order++, and stick with our original embedding. We use the same learning schedule and margin as our other experiments.
In Table 3 , we report the results when replacing the sum loss used in Order-embeddings to our max loss. We can again see that our loss leads to increased performance. We observe 4.5% improvement from Order0 to Order++ in R@1 for caption retrieval (row 3.3 and row 3.5). Compared to the improvement from VSE0 to VSE++, where the improvement on the 10C+rV training set is 1.8%, we gain an even higher improvement here. This shows that our modification can help different methods that use a similar loss function to Eq. (3).
INVESTIGATE THE BEHAVIOR OF THE LOSS FUNCTIONS
We investigate the behavior incurred by our loss during training in Figure 2 . In particular, we show results during training the VSE and VSE++ with ResNet152 and Order-embeddings using 10C+rV.
We notice that our max loss can take a couple of epochs to warm-up. Observe that initially, sum starts off faster, but after approximately 2 epochs max surpasses sum. In order to explain this, notice that the max loss only depends on triplets, rather than a larger set in the case of sum. Since we randomly initialize the parameters, there can be more than one hard negative. However, the gradient of the max loss, will only be influenced by one of them. As such, it can take longer to train a better model than when using the sum loss. Figure 2 : Comparison between the recall performance on the validation set of MS-COCO for the max loss and the sum loss. The left plot compares VSE and VSE++ with ResNet152 as the image encoder with/without fine-tuning (Table 1 , row 1.10 and row 1.11 compared to Table 2 , row 2.5 and row 2.6). The right plot compares the two formulations for Order-embeddings (Table 3 , row 3.3 and row 3.5). Notice that for Order-embeddings, in the first 2 epochs the original loss function achieves a better performance, however, from there-on our loss function leads to much higher recall rates.
RESULTS ON FLICKR30K
We report the results on the Flickr30K dataset in Tables 4.1 and 4.13. Here, we obtain 23.1% improvement in R@1 for caption retrieval and 17.6% improvement in R@1 for image retrieval (row 4.1 and row 4.13). Since the size of the Flickr30K training data is small, we observed that VSE++ overfits when the pre-computed features of a single center crop is used. We do early stopping to stop before over-fitting happens. We run for a fixed number of epochs and save checkpoints at the end of each epoch. The checkpoint with the maximum sum of the recalls on the validation set is taken as the best model for comparison to other models. The over-fitting is resolved when the model is trained using RC.
Our results show that the improvements incurred by our simple modification to the loss function persists across datasets, as well as across models. These are drastic improvements, and we hope to see similar behavior on other tasks in the future. Figure 3 : Examples of test images and the top 1 retrieved captions for VSE0 and VSE++ (ResNet)finetune. The value in brackets is the rank of the highest ranked ground-truth caption.
CONCLUSION
In this paper, we focused on the task of image-caption retrieval and investigated visual-semantic embeddings. We have shown that a new loss function that uses only violation incurred by hard negatives drastically improves performance over the typical loss that sums the violations across the negatives, typically used in previous work (Kiros et al. (2014) ; Vendrov et al. (2015) ). We performed experiments on the MS-COCO and Flickr30K datasets. We observed that the improved loss can better guide a more powerful image encoder, ResNet152, and also guide better when fine-tuning an image encoder. With all modifications, our VSE++ model achieves state-of-the-art performance on the MS-COCO dataset, and is slightly below the best recent model on the Flickr30K dataset. Our proposed improvement can be used to train more sophisticated models that have been using a similar rank loss for training.
