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Abstract
Voltage gated sodium ion channels are implicated in cardiac diseases, seizures, etc., and they
play a role in maintaining ionic homeostasis in cells. Computational studies use prokaryotic
model because they are simpler but function similarly to human voltage gated sodium ion
channels. This study uses molecular dynamics (MD) to study three specific questions regarding
voltage gated sodium ion channels of Magnetococcus Marinus. The first question in this study is
how the free energy of sodium diffusion compares to that of calcium ion diffusion. We were not
able to find any physically significant information due to poor sampling and a lack of ion
diffusion. We also examined the role of the hydration shell and protonation state in conferring
selectivity to the voltage gated sodium ion channel. This study does not find evidence that the
size of the hydration shell or protonation state of the glutamate ring in the selectivity filter
contributes to selectivity against calcium ions. Additionally, the water itself has no significant
interactions with the amino acid residues. A key conclusion from this study is that approximating
the location of the uncrystallized residues using the GalaxyFill algorithm does not accurately
represent experimental voltage gated ion channels because it occasionally predicts non-physical
conformations that result in the interlocking of rings of the residues with other residues and may
be biased towards the formation of loops in the system.

7

Background
The cell membrane is selectively permeable to substances. A ‘selectively permeable’
membrane means that the membrane only allows certain substances to diffuse through it. Small,
nonpolar substances such as oxygen and carbon dioxide can pass through the membrane without
any intervention in a process called passive diffusion.1 Charged particles such as sodium,
calcium and potassium ions need to undergo facilitated diffusion.2 Ion channels that facilitate the
diffusion of sodium are known as sodium ion channels. These channels are dependent on the
membrane potential of the cell, and, therefore, are called voltage gated ion channels. Voltage
gated channels are regulated by the membrane potential.3 The membrane potential is represented
by a modified version of the Nernst Equation:

𝑉𝑒𝑞 =

𝑅𝑇
𝑧𝐹

𝑙𝑛

+
[𝑁𝑎𝑒𝑥𝑡𝑟𝑎𝑐𝑒𝑙𝑙𝑢𝑙𝑎𝑟
]
+
[𝑁𝑎𝑖𝑛𝑡𝑟𝑎𝑐𝑒𝑙𝑙𝑢𝑙𝑎𝑟
]

(1)

where 𝑉𝑒𝑞 is the membrane potential of the cell, R is the gas constant, T is the temperature, z is
the ion charge which is +1 in the case of sodium ions, and F is the Faraday’s constant. As seen in
this equation, the membrane potential is logarithmically related to the concentration of the
sodium ions inside and outside the cell membrane.
Depending on the membrane potential, the ion channels can either be in an open or closed
configuration. Traditional models suggest that in an open configuration, the ions can pass
through the channel, and in a closed configuration, they cannot. However, some studies suggest
that even in a closed configuration, ions are capable of entering the protein.4 Thus, the
conventional categorization of proteins as either open or closed can be misleading and does not
capture the complexity of ion transport through the membrane.
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Prokaryotic cells are used as models to study human voltage gated sodium ion channels
because of similarities in their structure and function.13 In prokaryotic cells, the voltage gated
sodium channel has two regions: the pore domain and voltage sensor domain. The pore domain
is a transmembrane region of the protein through which the ions traverse while the voltage
sensor domain is a transmembrane region of the protein that mediates opening and closing of the
ion channel to allow for ion passage through the protein. A functional voltage gated sodium
channel would fluctuate between an open and closed configuration dependent on the movement
of the voltage sensor domains. Prokaryotic voltage gated channels are homotetrameric, with each
monomer contributing to both the pore domain (S1-S4) and the voltage sensing domain (S5 and
S6, and the P1 and P2 helices).
The membrane potential that triggers the open and closed conformations is species
dependent. For example, in a human cell, when the ion channel is deactivated and closed, the
membrane potential is -70 mV.4 When the ion channel is open, the membrane potential is
between -55 mV and +40 mV. When the ion channel is in its refractory period (when it is closed
and cannot open for a while), the membrane potential is between +40 mV and -70 mV.5 For E.
coli, the resting membrane potential is around -135 mV, and alters to about -24 mV, depending
on the study.6
Selectivity is the property of ion channels that allow for certain ions to pass through and
not others. Ion channels have a region in the protein structure, called a selectivity filter, that have
amino acid residues contributing to the protein’s selectivity.7 The amino acid residues are species
dependent; selectivity is conferred through a combination of the amino acid residues involved
and the size of the selectivity filter. For example, potassium ion channels are known for their
highly conserved selectivity filter sequence, TXXTXGYG, and a small selectivity filter.8 Ions
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are solvated in water when they enter the ion channel; the water structure in which the ion is
solvated is called a hydration shell. In a potassium ion channel, the ions “shed” their hydration
shell in the selectivity filter.9 When sodium ions enter a voltage gated potassium ion channel,
they have a higher energy barrier for dehydration in comparison to potassium ions.10
Consequently, it is less energetically favorable for sodium ions to traverse the protein channel. In
other words, the potassium ion channel is selective against sodium ions. As detailed in the next
section, the converse is also true: voltage gated sodium ion channels select for sodium, and
against potassium.

Selectivity and Mechanisms of Diffusion in Voltage Gated Sodium Ion Channels.
Voltage gated sodium ion channels, as their name suggests, are selective for sodium ion
diffusion. In general, the pore of the selectivity filter of voltage gated sodium ion channels is
larger than that of the potassium voltage gated ion channel.11 Corresponding to this increase in
size, is the presence of a hydration shell as the sodium ion traverses through the ion channel.9,11,12
Depending on the species, there are different recognized amino acid residues that the hydration
shell and/or the sodium ion interacts with, known as binding sites. There is limited understanding
of the structures of the voltage gated ion channel in its open configuration across species. In
computational studies of ion channels, bacterial voltage gated sodium ion channels have
generally been used as a model to further understand the role of voltage gated sodium ion
channels. Bacterial sodium channels are structurally simpler to model than human sodium ion
channels, and thus, require less computational power and time.13 This study will focus on the ion
diffusion and permeation of sodium ions in Magnetococcus marinus (NavMs). Specifically, this
study will focus on the free energy of ion diffusion and permeation, as it traverses through these
channels.
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Bacteria do not have sodium-potassium pumps, and therefore, any transmission of ions
through the channels would not be able to return to the resting membrane potential. Thus, the
function of voltage gated ion channels in prokaryotes is less certain.14 Some studies suggest that
sodium ion channels play a more protective role in bacteria, where ion channels prevent osmotic
shock when placed in extreme environments.15 Five binding sites have been identified in the
selectivity filter of Nav Ms, called S0-S4.16 Of the five binding sites, S1 is the dominant binding
site with a negatively charged amino acid residue (Glu) in the EEEE ring.16 The positively
charged sodium ion has attractive interactions with this binding site; as a result, in this binding
site, the ion sheds its hydration shell partially.16 The S0, S2-S4, are binding sites that interact
with the whole hydration shell.16
The selectivity of NavMs can be understood thermodynamically using free energy. The
free energy changes of the system as the particle traverses the channel indicates the relative
stability of the particle as a function of its location and gives insight into why sodium ions can
pass through the ion channel, but other ions cannot. Thus, free energy profiles are useful for
identifying energy barriers and regions of favorable interactions such as binding sites.

Research Questions
This study will focus on the energetics of diffusion of different particles in NavMs. There
are four unknown factors that this study will focus on. Prior to answering any questions
regarding energetics of ion diffusion through the channel, it is imperative to construct a system
that contains an experimentally relevant model of the protein. For this study, we are using an
open configuration of the NavMs channel (PDB: 4F4L). As mentioned earlier, prokaryotic cells
have two primary regions: the pore and the voltage sensing region. The crystal structure that this
study uses has been engineered to have a pore only region (i.e., a truncated voltage sensing
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region). This means that the protein will not be sensitive to the membrane potential, and thus, the
charge of the ions in the system should not affect whether the protein is open or closed. NavMs is
stable without the voltage sensing region and continues to conduct ions. This structure also
contains a disordered region near the C-terminus that has been hypothesized to play a role in
stabilizing the tetrameric NavMs structure. The 4F4L structure does not have high resolution
locations for the disordered region due to stacking in the region; however, the residues present in
this location are known and documented in the Protein Data Bank. When studying this protein to
answer questions related to energetics and selectivity, prior groups have excluded the disordered
regions from their studies and only included residues 8-94. In this study, we approximate the
location of the residues, and include them in the study. In doing so, a question that arose was
whether these approximations were reasonable, and how these approximations affect ion
diffusion. Additionally, Ulmschneider et al. applied harmonic restraints to the protein to force the
channel to remain open.16 In this study, we are interested in how the presence of the tails affect
ion diffusion even without the harmonic restraints.
Under these conditions, this study will focus on the selectivity of the ion channel;
specifically, we will examine how the protein confers selectivity against calcium in comparison
to sodium. The free energy profiles of sodium ions in NavMs show that at either entrance of the
channel, Na+ and K+ have a change in free energy of zero.16 However, at locations within the
proteins, specifically corresponding to the binding site, the sodium ions have lower energy
barriers while traveling through the ion channel. Both sodium and potassium are ions that cross
the membrane using voltage gated ion channels.16,17 Voltage gated ion channels specific to
calcium ions (Ca2+) also exist. Furthermore, bacterial voltage gated sodium ion channels are
evolutionarily closer to calcium ion channels.13,18 Accordingly, this study aims to address how
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the energetics of calcium ions compare to that of sodium ions. Given that the calcium ion is more
positive in charge, we expect the calcium ion to have a larger hydration shell. Consequently, we
hypothesize that the large hydration shell plays a role in conferring selectivity against the
calcium ions.
To gain a clearer picture of ion diffusion, it would also be useful to examine ion
hydration during traversal within the protein. While it is known that water hydrates the sodium
ion to facilitate transportation, there are open questions about the free energy of water as it
moves through the sodium ion channel.12,16 Water has a net diffusion rate of zero in the ion
channel.16 Yet, the hydration shell is hypothesized to interact with amino acid residues in the
channel. We are interested in determining a free energy profile of water to see if there are any
such interactions. By examining the free energy of the water as it moves through the ion channel,
we can examine the role that water plays in selectivity and ion transport.
Another factor that needs to be considered is the protonation state of ionizable amino acid
residues in NavMs. For NavMs, the selectivity filter has an EEEE ring whose protonation state is
of interest because of its effect on ion conductance. This ring, as the name suggests, has one
glutamate residue on each of the four chains that face inwards towards each other when none of
the residues are protonated (Figure 1). At a physiological pH of 7.4, the glutamate residue can
exist in 3 different states: singly protonated, doubly protonated, and fully deprotonated.
However, depending on the protonation state, the conductance of ions through the protein
varies.19 In other words, the rate of diffusion of ions is related to the protonation states of the
EEEE ring structure. A fully deprotonated state is correlated to faster diffusion with a decrease in
the rate of diffusion with each additional proton. Thus, this study will also examine the effects

13
of protonation state on the selectivity of the protein against other ions, and the role of water in
this process.
Finally, in a biological environment such as a cell or organism the protein is also exposed
to other ions and substances. However, many computational studies assume a homogeneous
environment with only the ion of interest. We are interested in seeing how having both sodium
and potassium in a system affects the free energy profile of the ions as they diffuse through the
channel.

Molecular Dynamics
Computational models are necessary to further understand the energetics of ion transport
in a channel because an analysis of the first two questions require an atomistic interaction. To
answer any of the proposed questions will require an analysis of the free energy as a function of
location. Location over time can be determined by analyzing the trajectory of a particle in a
system. Molecular Dynamics (MD) is a computational algorithm that allows for the simulation of
molecular and atomic motion.
MD is useful in simulating large systems of atoms, such as proteins. MD has been used to
simulate human glucose transporter 3 (GLUT 3), a central protein in nervous system metabolism,
and tyrosine kinase receptors.20,21 When simulating these proteins, MD is used to study the
dynamics of the proteins and can answer various questions regarding how amino acid residues
move, what the free energy of a particle is, the Michaelis-Menten constant, etc. Visual Molecular
Dynamics (VMD) is a computer program that allows users to visualize and analyze the results of
a MD simulation.22 Molecular visualization is a valuable tool in gaining qualitative observations
regarding how amino acid residues and ions move within a channel. This data can be used in
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tandem with any quantitative data to glean a comprehensive understanding of the protein in
question.
This study will use Nanoscale Molecular Dynamics (NAMD) which is a computer
program incorporating MD that can be used to study millions of atoms. NAMD uses a Charm++
parallel programming that can be linked to VMD.23 By simulating voltage gated sodium ion
channels in NAMD, not only will this study be able to simulate a system as large as a protein,
but we will also be able to visualize what happens as different ions traverse through the voltage
gated sodium ion channel.

Theoretical Justification for MD
For MD simulations, the user sets up a simulation box within which all particles reside; in
this case, the box would have to be large enough to accommodate the proteins and the ion, but
small enough to minimize computational costs in term of time and memory.24 Setting up a
simulation box is the equivalent of setting up an ensemble. An ensemble is a set up when a
system has certain variables of state set to a constant value.25 There are various categories of
ensembles: microcanonical, canonical, isothermal-isobaric, and grand canonical ensemble. This
study will be using the isothermal-isobaric which is dependent on the following constant
thermodynamic variables of states: number of particles, pressure and temperature.25 Ensemble
systems are a simplified statistical model that can be used to derive thermodynamic properties of
systems from quantum mechanical properties.26
In MD, each particle is simulated as a point charge. Point charges are used to find
intermolecular Coulombic potentials. By taking the derivative of the intermolecular Coulombic
potential as a function of its position, the force acting on each particle can be determined. This
relationship will further be detailed below in the ‘CHARMM Forcefield’ section. MD uses
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classical mechanics to model the motion of particles. Thus, the force (F) on each particle can be
computed using the following equation:
𝐹 = 𝑚𝑎

(2)

where m is the mass of the particle, and a is the acceleration of the particle. The motions are
studied as a function of time, in femtoseconds (fs). Since the increments of time (∆t) are so
small, the acceleration of each particle can be regarded as constant over that time step.27
Consequently, the kinematic equations can be used to determine the position and velocity of each
particle (Equation 3 and 4).
1

𝑥1 = 𝑥0 + 𝑣0 𝛥𝑡 + 2 𝑎(𝛥𝑡)2

(3)

𝑣1 = 𝑣0 + 𝑎𝛥𝑡

(4)

where 𝑥0 and 𝑣0 is the initial position and velocity. Once these positions have been determined,
they act as the new initial position and velocity of the particle. Since acceleration is constant, at
an infinitesimal time increment, the new positions of the particles can be calculated. Each time a
position is calculated, based on increments of time, it is called an iteration. Each increment of
time is known as a timestep. To calculate the motion of particles, called trajectories, over an
extended period, we repeat these iterations for many timesteps.

CHARMM Forcefield
To calculate acceleration, we need a model that can calculate the forces that each particle
experiences. Forcefields are a set of parameters and equations that are used to model the
geometry and forces of a molecule. The Chemistry at Harvard Macromolecular Mechanics
(CHARMM) is a commonly used forcefield in molecular dynamics and simulations. CHARMM
accounts both for intermolecular and intramolecular interactions.28 Intramolecular interactions
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that are accounted for include the forces and parameters that comprise the structure of the
molecule such as bond lengths, bond angles, dihedral angles, etc. The intramolecular vibrational
motion of atoms is modeled using the classical spring model, or the harmonic model. The
harmonic model has the general equation:
𝑈 =

1
2

𝑘𝑥 2

(5)

where U is the potential energy, k is the spring constant, and x is the location of the particle. The
CHARMM equation for potential energy has the form:
𝑉 = ∑ 𝑘𝑏 (𝑏 − 𝑏𝑜 )2 + ∑ 𝑘𝜃 (𝜃 − 𝜃0 )2 +
𝑏𝑜𝑛𝑑𝑠

𝑎𝑛𝑔𝑙𝑒𝑠

∑

𝑘𝜙 [1 + 𝑐𝑜𝑠(𝑛𝜙 − 𝛿)]

𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠

+ ∑𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠 𝑘𝜔 (𝜔 − 𝜔0 )2 + ∑𝑈𝑟𝑒𝑦−𝐵𝑟𝑎𝑑𝑙𝑒𝑦 𝑘𝑢 (𝑢 − 𝑢0 )2
+ ∑𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑(𝜖[(

𝑅𝑚𝑖𝑛,𝑖𝑗 12
)
𝑟𝑖𝑗

−(

𝑅𝑚𝑖𝑛,𝑖𝑗 6
) ]
𝑟𝑖𝑗

𝑞𝑞

+ 𝜖𝑟𝑖 𝑗)

(6)

𝑖𝑗

where 𝑘𝑏 , 𝑘𝜃 , 𝑘𝜙 , 𝑘𝜔 , and 𝑘𝑢 are the bonds, angle, dihedral angle, improper dihedral angle force,
and Urey-Bradley constants, respectively; b, 𝜃, 𝜙, 𝜔, and u are the bond length, angle, dihedral
angle, improper torsion angle, and Urey-Bradley 1,3-distance, respectively.29 Here, a zero in the
subscript indicates an equilibrium value for the individual terms. The Urey-Bradley cross term
accounts for 1,3-nonbonded interactions. The CHARMM forcefield accounts for the harmonic
potential model in the bonds, angles, improper torsion angle, and Urey-Bradley term, as seen in
the general form of the equations.
The CHARMM forcefield accounts for external nonbonded interactions such as van der
Waals forces. It does so using the Lennard-Jones model (12-6 model) which emulates the
attractive and repulsive forces of particles. The Lennard-Jones model for potential forces (𝑉𝐿𝐽 )
follows the form:
𝜎

𝜎

𝑉𝐿𝐽 (𝑟) = 4𝜀[( 𝑟 )12 − ( 𝑟 )6 ]

(7)
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where r is the distance between the two interacting particles; 𝜀 is the depth of the well potential,
and a measure how strongly two particles are attracted to each other; and 𝜎 is the distance at
which the intermolecular forces between the two particles is zero. The Lennard-Jones model
shows potential energy as a function of the distance between two particles. The model suggests
that as r approaches infinity, i.e., as the particles are infinitely far apart, the potential energy
approaches zero because it is unlikely that they will interact with each other. As they come closer
to each other, the particles start to decrease in potential energy because they are attracted to each
other. At a certain distance, the potential energy reaches a minimum, after which any decrease in
distance between the two particles increases the potential energy of the system.
When 𝜎 and 𝜀 values are reported in the literature, the values indicate interactions of a
pure substance. For example, the 𝜎 of oxygen in the TIP3P forcefield of water, which is used in
CHARMM (described below), is 3.151 Å, and 𝜀 of water is 0.152 kcal/mol.30 This indicates that
at 3.151 Å, the intermolecular forces between two oxygen molecules is zero, and that the energy
well’s depth is 0.152 kcal/mol. However, proteins are not a pure system, and therefore, require a
method to determine Lennard-Jones parameters between two different atoms.
Combining rules are equations that calculate the interactions between two different
atoms. There are different models of combination rules; Lorentz-Berthelot is used in molecular
dynamics to analyze hard sphere systems. Hard-sphere molecules are those that follow the
following rule:
𝑉(𝑟1 , 𝑟2 ) = {

0 𝑖𝑓 |𝑟1 − 𝑟2 | ≥ 𝜎
∞ 𝑖𝑓 |𝑟1 − 𝑟2 | < 𝜎

(8)

where V is the potential energy as a function of location, 𝑟1 and 𝑟2 are the position of the two
particles, and 𝜎 is the diameter of the particles. The Lorentz-Berthelot equations for the LennardJones parameters are as follows:
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𝜎𝑖𝑗 =

𝜎𝑖𝑖 +𝜎𝑗𝑗

(9)

2

𝜖𝑖𝑗 = √𝜖𝑖𝑗 𝜖𝑗𝑗

(10)

Where epsilon or sigma for ii and jj represent the parameters of two different particles, i and j,
that interact with itself. While it does have its shortcomings, the Lorentz-Berthelot rules are still
used widely in computational simulations to calculate the parameters for the Lennard-Jones
model for interactions of different molecules.31,32
CHARMM also accounts for external interactions from electrostatic interactions. This takes the
form:
𝑞𝑖 𝑞𝑗

1

U= - 4𝜋𝜀

0

(11)

𝑟𝑖𝑗

Where U is electrostatic potential energy, 𝜀0 is the vacuum electric permittivity (or electric
constant), 𝑞𝑖 is the charge of a particle, i, and 𝑞𝑗 is the charge of particle j, and 𝑟𝑖𝑗 is the distance
between the two particles. The electrostatic model mathematically shows how particles attract
each other when they are opposite in charges and repel each other when the particles have the
same charge.
The CHARMM equation yields potential energy which can be related to force using the
following equation:

𝐹(𝑥) = −

𝑑𝑈

where F(x) is force as a function of location, and
function of location.

(12)

𝑑𝑥
𝑑𝑈
𝑑𝑥

is the derivative of potential energy as a
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Adaptive Bias Force (ABF)
One of the objectives of this study is to determine what happens when ions enter a voltage gated
sodium ion channel. However, given the constraints of time, in many of the systems the
simulation may not be long enough to allow for an ion to sample the entire length of the channel.
Alternatively, in some cases such as the calcium ion, it is also plausible that the ion does not pass
the EEEE binding site, because there is not enough force to surmount the energy barrier of
calcium ions and amino acid residue interactions. ABF is a force method that allows the system
to escape any “kinetic traps” that the simulation would otherwise be stuck in till the time steps
run out.33 In doing so, ABF is a powerful and versatile tool that allows users to increase sampling
even in a limited timescale. It does so by applying a specified force along a transition
coordinate, thereby reducing the overall energy needed for calcium to enter the voltage gated
sodium ion channels.

Computing Free Energy from Positions
The simulation will yield the location of the particle as a function of time. The CHARMM
forcefield, through Lennard Jones and other force models, account for the enthalpic properties of
the system. To analyze free energy, there also needs to be an entropic component analyzed. The
output files can be used to convert position as function of time into probability as a function of
time. The probability accounts for the entropy, or disorder, of the system. The equation for free
energy is
𝐺 = −𝑅𝑇 𝑙𝑛 (𝑝(𝑥))

(13)

where G is Gibbs free energy, R is the gas constant, T is the temperature, and p is the probability
that a particle will be at a certain location, x.27 Considering that the output files yield position as
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a function of time, the probability can be derived by determining the ratio frequency of a particle
being at a location for the iterations of the simulation. Thus, by plotting the free energy of the
system, as a function of location, this study will be able to gain further insight into the selectivity
of ion diffusion in voltage gated sodium ion channels.
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Methods
Molecular Dynamics of Biological Systems.
The purpose of this study is to further understand the energetics of diffusion in voltage
gated sodium ion channels in Magnetococcus Marinus (NavMs). Specifically, this study aims to
glean further information about the protein’s selectivity against calcium ions, and the role of
water as it traverses through the ion channel. To answer these questions, we will use molecular
dynamics (MD). MD is a computational algorithm that can model the motion of particles in a
system based on predetermined attractive and repulsive forces and Newtonian mechanics. By
using MD, we can attain an atomistic and dynamic understanding of diffusion through NavMs.
This study will be using Nanoscale Molecular Dynamics (NAMD), an MD software that
allows users to study larger systems of particles such as proteins. The two crucial pieces of
information necessary to use NAMD is knowing where the particles are located, and how those
particles interact with each other. These aspects are accounted for in the Protein Data Bank
(PDB) and Protein Structure files (PSF) which will be examined in the section titled “Creating
PDB Files” and “Capturing Interactions of Particles.” These sections will further expand on how
the location of each particle in a NavMs system is recorded, and how attractive and repulsive
forces are modeled in a system. Furthermore, these sections will provide additional details about
how the protein is placed in a bilayer lipid membrane, justifications for the lipid type, and the
protonation state of ionizable residues.
When the protein is crystalized, the lipid bilayer membrane is not in the system. Instead,
the membrane was added using CHARMM-GUI as described in the ‘Creating PDB Files’
section.34 This can lead to the lipids and amino acids in the protein starting in unnatural
positions. As a result, the initial protein-membrane system is not necessarily the most
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energetically stable configuration of the system. To push the system into an energy minimum,
the system needs to be minimized and equilibrated before running simulations that produce
analyzable data. The process of minimization, equilibration and collecting data runs through a
process called production runs will be detailed in the respective subsections of the section titled
“Running a NAMD Simulation.” Given that the ions do not always traverse through the channel
during the simulation, additional force was applied to allow this to occur, as explained in the
section titled “Adaptive Biasing Force (ABF).”

Creating PDB Files
NAMD is a computational software that implements MD with capabilities to handle
memory and processing requirements for larger systems of molecules, thus, making it useful for
simulating proteins. A set of coordinates of the system in question is necessary to run a NAMD
simulation. For an MD simulation, these coordinates are stored in a PDB file. In the context of
this project, PDB refers to files downloaded from the Protein Data Bank in a specific format.35
Other than the coordinates, the PDB file contains information about the name of the protein,
scientists who determined the structure, species from which the protein came, amino acid
sequence, how the protein structure was determined, the location of secondary structures, and so
on. The PDB file of proteins are based on experimental results from NMR or X-ray
crystallography. Thus, the input file contains the coordinates of any particle that has also been
crystallized including ions and water. Since X-ray crystallography cannot resolve hydrogen atom
structures, any hydrogen atoms present in the PDB file are added from theoretical models and
NMR analysis. The files can also include heterogeneous atoms that are used in the process of
crystallization or any drugs that are bound to the protein. The PDB file also includes a list of
“missing” residues; this means that the identity of the amino acid residue in the protein structure
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could not be resolved during X-ray diffraction. They can be approximated in the system,
however, as explained later. The coordinate files used in this study are the crystallized open
conformation of the voltage gated sodium ion channels in Magnetococcus marinus [PDB code:
4F4L]. The crystallized NavMs had extra water molecules that were excluded in this study using
CHARMM GUI, a graphical user interface that allows users to build complex systems.34 Using
the CHARMM GUI input generator, the location of the missing residues that are listed in the
PDB file are also approximated using an algorithm known as GalaxyFill.34,36
The proteins are placed in a 1-palmitoyl-2-oleoyl-glycero-3-phosphocholine (POPC)
membrane. POPC has been used to model the membrane environment in which voltage gated
sodium ions exist, yielding computational results comparable to experimental results.16 This is a
simplistic model of the cell membrane that does not account for any interactions by glycolipids,
cholesterols, etc. While there are some studies that suggest that the lipid constituents and
elasticity affect proteins, these are not accounted for in this study and can be focused on in future
studies by using CHARMM-GUI.37 To account for appropriate orientation of the protein in the
membrane, this study uses crystallized protein structures from the Orientation of Proteins in
Membranes (OPM) database. Proteins in this database are aligned spatially with the membrane
normal, which is defined as the z-axis. The POPC membrane is added using the CHARMM GUI
membrane bilayer input generator using the replacement technique. The replacement technique
packs proteins with lipid-like spheres which are then replaced with POPC. There is a mismatch
in the number of lipids in the outer and inner leaflet of the bilayer due to the shape of the protein
(Table 1).
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Table 1: Number of lipids in the outer and inner leaflets. There is a mismatch between the upper
and lower leaflets of a maximum of 14 lipids due to the shape of the protein.
Protonation State

Upper Leaflets

Lower Leaflets

Deprotonated

60

71

Doubly Protonated

60

71

Deprotonated

68

74

Doubly Protonated

60

67

Calcium Ions

Sodium Ions

The protonation states and any disulfide bonds can also be modified. There are no
cysteine residues in the NavMs structure that are close enough to form a disulfide bond.
However, the protonation states needed to be modified. The input generator assumes the neutral
charge of the residues unless stated otherwise. As aforementioned in NavMs, the selectivity pore
has an EEEE ring whose protonation state can change. This ring has one glutamate residue on
each of the four chains that face inwards towards each other when none of the residues are
protonated (Figure 1).19,38 At a physiological pH of 7.4, the glutamate residue can exist in 3
different states: singly protonated, doubly protonated and fully deprotonated. The conductance of
the ion channel depends on the protonation state.19 In other words, the rate of diffusion of ions is
related to the protonation states of the EEEE ring structure. A fully deprotonated state is
correlated to faster diffusion with a decrease in the rate of diffusion with each additional proton.
This study aims to further understand the effects of the protonation states on the free energy of
ion diffusion by modeling the doubly protonated and deprotonated states at a concentration of
0.15 M Na+ or Ca2+.
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Figure 1: Looking down the NavMs channel (green), the EEEE ring faces inwards towards the
pore opening (shown using a VDW configuration) and is emphasized with atomistic detail. The
image was generated using VMD and represents the equilibrated structure.22

Capturing Interactions of Particles
In addition to a file documenting the location of each atom in the system, NAMD also
requires an input file that contains information about the force field that is to be applied on each
particle in the system; this file is called a protein structure file, or a PSF file. The PSF file is
generated from the PDB file and a force field topology file. In this study, we use the
CHARMM36 force field for proteins and lipids, and TIP3P water model (Equation 6).39
In a computational simulation, the CHARMM force field is integrated through two files:
parameter files and topology files. The parameter files contain information about bonded and
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nonbonded interactions between the atoms described in the topology files. Specifically, they
contain the parameters, which are numerical constants, necessary for the CHARMM force field.
These include the Lennard-Jones parameters, 𝑘𝑏 , 𝑘𝜃 , 𝑘𝜙 , 𝑘𝜔 , and 𝑘𝑢 . By using Equation 6, these
constants can be used to calculate the forces and energies acting on the particles. The topology
files contain information regarding the name, type, mass, and partial charge about ions and every
atom in amino acid residues, lipids, and water. The topology files also identify which atoms are
connected to each other, the angles of the atoms, and so on. In essence, the topology files contain
all the connectivity information about bonds which complements the potential energy functions
in the parameter file. By identifying the residues unique to NavMs and Nav in the PDB file, a
PSF file is generated to describe the partial charges, mass, and connectivity of each atom in the
system.
It is important to note that while the CHARMM force field typically uses the LennardJones model to simulate nonbonded interactions, some non-bonded interactions are inaccurate
when modeled using the Lennard-Jones model and can exaggerate the attractive forces. For
example, the attraction between charged and hydrophobic groups are exaggerated in comparison
to experimental models.40 The force fields of these interactions have been corrected using the
Non-Bonded Fix (NBFIX) parameters to account for the interaction between the ions in the
system and the carbonyl atoms. This is done to better capture the bulk properties of ion
interactions which is essential for this study in due to the focus on ion diffusion.

Running NAMD Simulations
Once the system has been set up with all necessary components to run the NAMD
simulations, a final file called the configuration needs to be created. The configuration file is
written using Tcl scripting language, and it contains all information needed to run an MD
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simulation. This includes information such as the location of the PDB files, the PSF files, the
location of the parameter files, and any other files that it needs to refer to. To answer the
questions that pertain to this study, twelve different configuration files have been created, each of
which is a different combination of species (NavMs), Glu53 protonation state (singly, doubly, or
deprotonated), and ion type (calcium or sodium ions).
In addition to the files that are read into the system, the configuration files also detail any
information that is needed to model a system that approximates thermodynamically relevant
conditions. In this study, we use periodic boundary conditions which means that the system that
is created acts as a unit cell that is a part of an infinitely large system extending in the x, y and z
direction. In this system, the boundaries are rectangular in shape. The center and size of each
side of the box was determined from VMD using the TkConsole system. In this study, the system
had the coordinates for all particles, including water, wrapped around the periodic boundary
conditions. This means that if a particle crosses the periodic boundary in any vector direction, the
particle is translated to the other side of the cell. This ensures that the number of the particles in
the system stays constant.
The pressure and temperature of the system also stay constant in this system. The
temperature is set to a constant of 310 K using Langevin dynamics. Langevin dynamics is an
approach to modeling macromolecular systems that accounts for a frictional and stochastic term,
thereby modeling particle dynamics more accurately.41,42 This temperature is chosen because it is
around physiological temperature, and therefore has biological relevance. The pressure is held
constant by turning on the Langevin Piston at a constant pressure of 1.01325 bar. The pressure
corresponds to atmospheric pressure. Keeping the number of particles in the system, the pressure
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and the temperature of the system constant means that the system is set to align with the
isothermal-isobaric ensemble (also called the NPT ensemble).
The vibrational energy of water is not accounted for in this study. The bonds of the water
are kept rigid rather than allowing for harmonic vibrational motion. Thus, this study does not
account for any energetic fluctuation caused by the vibrational motion of water; however, as the
magnitude of this energy is significantly smaller than that caused by translational motion, we do
not anticipate any significant deviations. Furthermore, the CHARMM force field has
parameterized water in its rigid conformation.
The configuration file also contains information about the distance that forces can be felt.
The cutoff value is 12 Å, beyond which the electrostatic and van der Waals forces between
particles are neglected. The switching function is turned on at 10 Å for this study. This function
ensures that the van der Waals and electrostatic forces are decreased gradually, rather than an
abrupt truncation of the forces at 12 Å.
Once these conditions have been set, four simulation types are run sequentially using the
simulation parameters described above: minimization, equilibration, production, and adaptive
bias forcing.

Minimization
The initial structure read in from the PDB file does not necessarily have the most stable
configuration of the protein. To find a stable configuration of the system, it needs to undergo a
process known as minimization. This process pushes each particle to a local energy minimum by
calculating the energy associated with various positions of each atom. Equilibrating a system
without minimizing it might lead to structures that do not align with reality. In this study, the
system was minimized for 6 picoseconds in a series of 2 minimization steps. First, the structure
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is minimized by holding everything, but the tails fixed without motion (5 picosecond). Then,
everything, but the protein was released and minimized for (1 picosecond), thus accounting for
the solvent which is water.

Equilibration
Once a local minimum is discovered, the system is equilibrated. Equilibration is different
from minimization because it is an attempt to attain equilibrium using molecular dynamics. As
mentioned in the ‘Introduction,’ the CHARMM potential can be related to force using the
following equation:

𝐹(𝑥) = −

𝑑𝑈

(12)

𝑑𝑥

where F(x) is force as a function of location, and

𝑑𝑈
𝑑𝑥

is the derivative of potential energy as a

function of location. Given force, the acceleration of each particle can be solved using Newton’s
law of motion:
𝐹 = 𝑚𝑎,

(2)

where m is the mass of the particle, and a is the acceleration of the particle. Now, solving the
kinematic equations (Equations 3 and 4), the distance traveled by each atom can be calculated.
Equilibration is conducted in an NPT ensemble in 3 steps, as detailed below.
For this study, the system is equilibrated sequentially in three parts under NPT
conditions. The equilibration is done in three parts so that the simulation does not crash. First,
everything else but the lipid tails are held constant, and equilibrated for 25,000 fs. Then,
everything else but the protein is equilibrated for 2,500 fs. Here, the first time step is the last time
step of the first equilibration procedure. Finally, everything in the system is released, and
equilibrated for 250,000 fs. The timesteps for every equilibration is 1fs/step. The achievement of

30
equilibration is measured by ensuring that energy of the system as a function of time has no
significant slope. A slope of zero indicates that the energy of the system has no significant
fluctuations.

Production Runs
Once the system has been equilibrated, the system is ready for production runs. When the
simulation is run to produce analyzable results, it is called a production run. This differs from the
equilibration process in two ways. First, the equilibration process is shorter than the production
run. Second, the equilibration process is run to reach an energy equilibrium, so that the system
that is being analyzed does not have widely fluctuating energies. The production run is set for 2.5
million fs under the same conditions that the equilibration is conducted. A summary of the
simulation conditions is listed in Table 2. Simulation run times for all systems are listed in Table
3.
Table 2: Simulation conditions for Equilibration and Production Run Conditions.
Ensemble

Isothermal-Isobaric (NPT)

Pressure (bar)

1.01325

Temperature (K)

310

Cutoff (Å)

12

Timestep (fs/step)

1

Table 3: Simulation run times for the production and equilibration of different systems.
Timestep (ns)
Protonation State

Equilibration

Production

Deprotonated

0.3

15

Doubly Protonated

0.3

25

Sodium Ions
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Calcium Ions
Deprotonated

0.3

5

Doubly Protonated

0.3

5
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Results and Discussion
Structure of the Protein
The voltage gated sodium ion channel ion consists of two regions: the pore domain and
voltage sensor domain. The pore domain is the region that allows for ion passage while the
voltage sensor domain is the region of the protein that allows for the voltage-gated mediation of
ion transfer through the protein. A functional voltage gated sodium channel would fluctuate
between an open and closed configuration dependent on the movement of the voltage sensor
domains. This study is modeling voltage gated sodium channels in Magnetococcus Marinus, a
prokaryotic organism. In prokaryotic organisms, the voltage gated channels are homotetrameric,
with each monomer contributing to both the pore domain (S1-S4) and the voltage sensing
domain (S5 and S6, and the P1 and P2 helices).19
McCusker et al., created and crystallized a structure without the voltage-sensing region.43
The C-terminal domain of their structure has a disordered region whose residues were identified
but the residual locations have not been due to stacking. Consequently, most studies that use the
4F4L structure exclude this region in their studies. However, this region is hypothesized to play a
stabilizing role for the tetrameric structure.43 We included this region in our study using
GalaxyFill, an algorithm in CHARMM-GUI, that can approximate the location of missing
residues. Our structure was placed in a homogenous POPC membrane bilayer, as detailed in the
‘Methods’ section. The resulting structure has long tail-like ends at the end of the protein, which
should open up to allow for ion diffusion (Figure 2; Table 4). However, the algorithm seems to
bias the formation of loop structures, which resulted in one of the disordered regions looping
back on itself into the protein. Thus, ions were blocked and did not diffuse through the channel
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in the course of this study. The extracellular region of the protein is above Region A and the
intracellular side of the protein is below Region D, as shown in Figure 2.

Figure 2. A voltage gated sodium ion channel (new ribbon configuration in green) placed in a
POPC membrane (CPK configuration with polar heads shown in red and dark blue) after
equilibration. The purple region in the protein corresponds to the disordered ends of the Cterminal. Locations are dependent on the systems and are recorded in Table 4. Region A
corresponds to the top of the protein on the extracellular side of the membrane. Region B
corresponds to the center of mass of the EEEE ring. Region C corresponds to the start of the
disordered region, and Region D corresponds to the end of the disordered region which is also
the end of the protein on the intracellular side.
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Table 4: The z-coordinates of various regions in the system shown in Figure 2.
Location (Å)
System

Region A

Region B

Region C

Region D

Deprotonated

26.9

11.9

4.14

-54.6

Doubly Protonated

25.4

11.5

-5.0

-38.0

Deprotonated

26.4

13.2

-4.6

-51.2

Doubly Protonated

27.1

12.4

-6.1

-39.4

27.1

13.5

-0.6

-41.2

Sodium Ions

Calcium Ions

Sodium and Potassium
Deprotonated

Free energy profiles of ions in the protein channel
The second area of focus in this study is how the free energy of sodium ions and calcium ions
compare to each other. Given that the EEEE ring in NavMs can exist in three different
protonation states, this study focuses on the two most extreme protonation states when it comes
to ion conductance: deprotonated and doubly protonated.19 Since significant sampling was not
observed from just a production run, an adaptive biasing force (ABF) of 20 kcal/Å was applied
to select ions in all systems along the z-axis in a radial sampling fashion (Supplemental
Information).
Sodium and Calcium Ions in Deprotonated NavMs
The free energy of sodium and calcium ions was plotted as a function of where they are
on the z-coordinate (Figure 3). The profile displays ions as they move from right to left, with the
regions between 50 and 20 Å being the extracellular region, and -20 to -60 Å being the
extracellular region. For both calcium and sodium, these regions are relatively flat with minor
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fluctuations. As described in the “Hydration shells of ions” section, this is due to the energetic
favorability of the hydration shell and solvation of ions in water. When the ions move closer to
the protein, we see a dip in the free energy profile for both calcium and sodium at around 18 Å.
Visually, this location corresponds to the EEEE binding site in the NavMs. The calcium ions do
not sample the channel in the given production run time (5.3 ns) whereas the sodium ions do
(15.3 ns). However, given the difference in simulation time, it is unclear as to whether this is a
result of the sodium ions having a longer production time. The sampling events (and lack
thereof) were confirmed using VMD. This is why we see a non-physical plateau for the calcium
ions within the channel (Figure 3). In the free energy profile, it appears that there is a lower free
energy of binding by the calcium ions to the EEEE ring. However, when this system is visually
examined, the calcium ions never bind to the ring, and instead interact with the polar heads of the
membrane at the same z-coordinate (Figure 4). This interaction points towards a limitation of
using the z-coordinate as a coordinate for ion diffusion that will further be expanded on in the
section titled “Limitations of this Study.”
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Figure 3. Free energy profile of production runs of deprotonated EEEE ring of homogenous 0.15
M Ca2+ and Na+ systems.
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Figure 4. Calcium ions (yellow) interact with the polar heads of the membrane on the
extracellular and intracellular side (shown in a Lines configuration with red and blue).
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When it comes to the sampling of sodium ions in the channel, there are multiple dips in
the free energy within the channel at around 0 Å and 10 Å. VMD is used to examine the events
in the channel visually that may correspond to these dips and peaks. The dip at around 4 Å
corresponds to the ion beginning of the disordered region of the C-terminal. When the system is
examined visually using VMD, the disordered region seems to act as a plug that prevents the
ions from diffusing to the other side of the protein. We see that the tails have a stabilizing effect
on the ions and impact the hydration shell as delineated in the section titled “Hydration Shells of
Ions.” Additionally, that section will also show why the deprotonated system contains nonphysical bonds that mar the experimental predictability of this model.
There is also an observable peak at around 10 Å in the sodium free energy curve. The
center of mass of the EEEE ring is at 11.9 Å. Thus, the peak corresponds to the energy barrier
that the sodium ion surmounts to pass the selectivity filter (SF) into the pore. Of note is that the
free energy of binding for sodium ions is larger than that of the calcium’s. However, this might
be a result of the lack of sampling within the channel that biases the region to look like it has a
lower free energy. When the channel was visually examined, it was interesting to note that there
were three ions in the channel at once (Figure 5).
The presence of another ion in the channel does not seem to affect ions, and it is plausible
that the presence of an ion plays a role in pushing the ion out of the channel. During the
simulation, it appeared that even as the ion closest to the disordered region moved away from
this region, it was repelled by the sodium ion right above it. However, this hypothesis requires
further testing as the probability graph shows low sampling in regions where the ions move
closer to each other (Figure 6). The simulation needs to be run longer to get more sampling in
these locations.
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We also see a dip in the free energy profile at around -10 Å. This region corresponds to
the intracellular polar heads of the bilayer membrane and some parts of the disordered Cterminal region. The dip in the free energy profile indicates a stabilization by the polar heads of
the POPC membrane, and the tails. This is confirmed visually using VMD where we are seeing
the ion interact with the membrane and residues on the disordered region of the protein as
opposed to inside the channel. The tails and the POPC bilayers act as a more stabilizing force in
the deprotonated system with sodium ions than the EEEE binding site, as the free energy is lower
in this region.
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Figure 5. A VMD generated image of three sodium ions (orange) within a deprotonated NavMs
(green) during the production run.
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Figure 6. Probability of calcium and sodium ions being present at various locations along the zcoordinate.
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Sodium and Calcium Ions in Doubly Protonated NavMs

Figure 7. Free energy profile of production runs when the EEEE is doubly protonated in either a
homogenous 0.15 M Ca2+ or Na+ system.
In a doubly protonated system, the ions don’t sample the channel (Figure 7). The sodium
and calcium ions both have a plateau in the region of the channel which is a non-physical
value/profile of the free energy in the channel that look like each other. The similarity in the free
energy profile points to the role of the EEEE ring as a funnel for the sodium ion.

Hydration Shells of Ions
As ions traverse the voltage gated ion channel, they are solvated in a layer of water known as the
hydration shell. We used VMD to visualize the interaction between the ion and the water shell,
and the water shell and amino-acid residues. In this study, we set a cutoff of 4.0 Å away from the
sodium ion as a cutoff for the hydration shell. This value was chosen because prior studies have

43
determined that the radius of the hydration shell is 2.9 Å, and that there are 5-6 water molecules
in the first layer of the hydration shell.44,45 Using VMD, we were able to count about 5 to 7
molecules of water surrounding the sodium ions at the EEEE binding site at 4.0Å (Figure 8). For
standardization purposes, we used the 4.0 Å cutoff for the calcium ions, as well. In a
deprotonated EEEE ring, there is no visible shedding of the hydration shell when the sodium ion
is in the binding site. The hydration shell seems to be larger in the EEEE ring than it does in the
channel, especially during the partial shedding event near the tails.

Figure 8. Sodium ion (orange) surrounded by 5 water molecules at 4.0 Å away from the ion. The
ion is in the EEEE ring (shown with a VDW configuration) at the entrance of the channel. The
protein is not shown here for visualization purposes.
We notice that there is a partial shedding event that occurs when the ion gets to the
intracellular end of the protein near the disordered regions (Figure 9).16,46 During the production
runs, we see that there are more interactions with leucine and tryptophan, an aromatic amino acid
when the ions move near the disordered region (Figure 10). There is an amino-acid ring
penetration occurring (a GLU residue through a PHE ring) meaning that the result from this
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system is non-physical. Prior computational calculation of phenylalanine interactions with water
show that the carboxylic and amine region of the amino acid residue serve as sites for favorable
interactions; however, given that the rings are surrounding the ion, it seems more likely that the
steric hindrance is preventing the presence of many particles in the region.47

Figure 9. Sodium ion (orange) surrounded by waters within 4.0Å of the ion in a deprotonated ion
channel during a production run. One side of the ion does not have water. The proteins are
shown in green, in a ribbon style,
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Figure 10: Sodium ion (orange) surrounded by waters within 4.0 Å of the ion in a deprotonated
ion channel during a production run without ABF applied. One side of the ion does not have
water. The amino acid residues that are less than 6.0 Å away from the ion are shown in a CPK
style. These include tryptophan and leucine. Ring penetration occurs here.
We computed the free energy profile of all the sodium in the system and all the water
molecules in the system from a production run (15 ns) with no forces applied to the system and
plotted it as a function of z-coordinate (Figure 11). The energy in the extracellular region and the
intracellular region plateaus. This makes sense given that in the extracellular region and
intracellular region is filled with water. The water is modeled with a rigid TIP3P model which
places a partial negative charge on the oxygen and partial positive charges on the hydrogen, to
mimic the charge distribution in real water. The Coulombic interactions between the partial
negative charge on the oxygen with the positive charge of the sodium cation are stabilizing, and
consequently, are relatively lower in free energy. As sodium moves closer to the protein, we see
an increase in the free energy. The noise in the figure is likely a result of poor sampling at those
locations. We see a dip in the sodium’s free energy profile at the binding EEEE binding site
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which has a center of mass at approximately 18 Å. The NavMs protein spans from -37 to 34 Å.
There is about a 1.5 kcal/mol free energy barrier for the sodium to move beyond the binding site
into the center of the protein.

Figure 11. Free energy profile of sodium ions (Na+) and water as they move along the z-axis in a
deprotonated NavMs system during a production run.
The free energy curve of water, however, does not display similar dips even at regions
such as the binding spots suggesting that those locations are binding spots for the Na+ rather than
sodium and water. Prior studies have shown that the net diffusion of water is 0, and that the
protein pore is water-lined.16,46 Thus, the gradual increase and decrease reflect that the water is
not engaging in binding events with the various amino acids. Rather, it seems that the
narrowness of the protein channel acts as a funnel to reduce the amount of water present in the
region due to steric hindrance, thereby, increasing the free energy. The dip that is observed at
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around 0 Å is closer to the beginning of the tail blockage at the extracellular end of the protein.
This is where we see a partial shedding event occur where one face of the ion is stripped of the
waters. The tails exist in the z-coordinate range of 6 to -37.2 Å. There are two stabilizing forces
that correspond to the dip at approximately 10 Å: the polar heads of the POPC membrane bilayer
and the tails of the NavMs. At around 10 Å in the z-axis, we see that the sodium ions seem to be
pulled towards the membrane, and that the ions are interacting with the amino acid residues in
the tail.
There are no observable traversal events in the channels with calcium. However, using
VMD, we can confirm that the calcium does bind to the EEEE ring. Thus, the question became
what causes traversal in calcium to be an energetically unfavorable event? Prior studies have
shown the hydration shell of calcium ions consist of 9-10 water molecules. To maintain a
standard frame of comparison to sodium, this study only observed water molecules less than
4.0Å away from the calcium ion. Even at this distance, it is possible to see that the hydration
shell for the calcium ions is larger than that of the sodium ion with 7 water molecules in
comparison to the 5 water molecules, respectively (Figure 12). This is because calcium ions have
a higher positive charge than the sodium ions, thus, having a higher attractive pull on water. The
size of the hydration shell, thus, plays an important role in conferring selectivity to the NavMs
against calcium ions. This can be examined quantitatively using the free energy profile of water
in this system (Figure 13). Given that there is not a traversal event, it is not possible to glean
accurate insight into the free energy profile of the calcium ions within the channel, as will be
discussed in the section “Free energy profiles of ions in the protein channel.” However, there is a
significant energy barrier that seems to inhibit the ion from sampling the channel after the EEEE
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binding site at around 18 Å. The shape of the water’s free energy profile curve remains the same
even without the calcium in the channel.

Figure 12. Calcium ions are surrounded by 7 water ions in the EEEE binding site of NavMs. The
calcium ion is yellow; the water molecules are shown in a CPK configuration, and the protein is
shown in a teal ribbon style configuration.
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Figure 13. Free energy profile of the calcium ions and water as they move along the z-axis in a
deprotonated NavMs system during a production run.

Effects of Protonation States of EEEE Ring on Ion Binding and Free Energy
Prior studies have examined the effects of the protonation states of the Glu residues in the
EEEE ring ion conductance.19 Chen et al. used a structure of NavMs, which was fully open,
containing the VSD (PDB code: 5HVX). Results from this study suggest that there is a
difference in the size of the selectivity filter, and the way that the ions bind at various sites. We
expand on this by also examining whether the protonation state confers selectivity against other
ions, in this case, calcium ions. In this study, we use the 4F4L fully open configuration of
NavMs. The 4F4L does not have the voltage sensing domains nor the C-terminal domain but it
does have residues for the disordered region of the C-terminal domain, but without
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crystallographic information. We attempted to simulate the missing residues of the voltage
sensing region within the 4F4L structures using GalaxyFill in order to assess the role of these
residues in ion diffusion. However, given that the disordered region’s residues block ions from
diffusing, we specifically examined how the ion sampled near the binding site. We compared
how the ions interact with the binding site in a protonated and deprotonated protein with sodium
(Figure 14) and calcium ions (Figure 15).
When examining the sodium ions with the NavMs, we noticed that there is lower
sampling within the protein pore for the doubly protonated structure than there is for the
deprotonated one. Given that the deprotonated system has 15 ns of simulation time, and the
doubly protonated protein has 2.5 ns of simulation time. Thus, given the varying simulation
times, it is unclear whether the low sampling is a result of lower conductance or if conductance
of ions is lower.
At the EEEE binding site, the free energy for the deprotonated ring is lower than that of
the doubly protonated rings. However, due to the discrepancy in production run times and the
low sampling, this question requires further examination to establish that the protonation and
deprotonation is what results in the lower free energy. For the deprotonated structure, we see a
stabilization event occurring at -10 Å which corresponds to the partial shedding of the hydration
shell, and the interactions with the amino acid residues mentioned in ‘Hydration Shells of Ions.’
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Figure 14. Free energy profile of Na+ ions in a singly (0 GLUP) and doubly (2 GLUP) protonated
EEEE ring.

52

Figure 15. Free energy profile of Ca2+ ions in a singly (0 GLUP) and doubly (2 GLUP)
protonated EEEE ring.
There are no traversal events of calcium ions in proteins with either a protonated or deprotonated
EEEE ring. Thus, it is not possible to determine whether there are any interactions of the calcium
ions once it is within the channel. The disordered region of the C-terminal has the same change
in free energy when it comes to stabilizing the ions. At the EEEE binding site, the calcium ions
seem to have a similar free energy in both the protonated and deprotonated structures. The
similarity in free energy suggests that the protonation state does not affect the selectivity against
calcium; however, due to the short sampling time (5 ns) further sampling and simulation runs are
necessary to confirm this.
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Differences in Homogeneous and Heterogeneous Systems
In most simulations that were conducted, we examined ions in the system
homogeneously. In a biological environment such as a cell or organism, however, the protein is
also exposed to other ions and substances. We simulated 0.15 M of KCl and 0.15 M of NaCl in
this system and observed that the sodium ions never sample the channel. There are two
potassium ions that sample the channel and bind to the EEEE binding site (Figure 16). However,
the free energy of this sampling is significantly higher than the potassium ion in a homogeneous
system (Figure 17). This suggests two possibilities: either it is energetically unfavorable for the
potassium to sample the channel, or the heterogeneity contributes to the high free energy of the
system. Since the sodium does not sample the channel in this simulation, we do not have a metric
to compare the data to.

Figure 16. Potassium ions (purple) sampling the voltage gated ion channel (green) in a
heterogeneous system of sodium (orange) and potassium ions.
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Figure 17. Free energy profile of a heterogeneous system of potassium ions (“Potassium
(Heterogenous)”) and sodium ions (“Sodium (Heterogenous)”) in comparison to sodium ions
from a homogenous system (“Pure Na+”).
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Limitations of this Study
This study used GalaxyFill to approximate the location of the missing residues in the
disordered region of the C-terminal. The resulting structure prevented ions from diffusing
through the channel. Consequently, this study could not truly capture what occurs during a
traversal event. It seems that this is largely due to the steric hindrance caused by the tails.
McCusker et al. predicts that as the monomers (S6 helix, specifically), the disordered region
should move to accommodate ion diffusion.43 We do not see this event occurring, but this is most
likely due to the approximations made by GalaxyFill. While GalaxyFill has built-in checks to
prevent this, in the deprotonated system with sodium, we see a ring penetration event occurring
which is not physically possible (Figure 10). Thus, GalaxyFill does not accurately capture an
experimental reality.
We attempted to apply an adaptive biasing force (ABF) on all the systems to facilitate the
diffusion event. An ABF acts in the opposite direction of the estimated mean force, thus
requiring less energy by the ion to surmount any energy barriers in order to diffuse through the
channel.33 We defined the z-axis as the collective variable along which the force would be
applied using the center of mass of the protein as the reference point. Ions are selected based on
their proximity to the entrance of the protein. A lower boundary of -50 Å from the center of
mass, an upper of boundary of 50 Å, and a force constant of 20 kcal/Å is implemented. Table A1
in the ‘Appendix’ provides information about the simulation run times.
When the ABF is applied to a select calcium ion in a deprotonated protein system, we see
that the free energy is over 600 kcal/mol to move the ion along the z-coordinate (Figure A1 in
Appendix). In a doubly protonated system, both the sodium and calcium ion also have a high free
energy at over 125 kcal/mol (Figure A2 in Appendix). When examined visually, we noticed that
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the ions are moving through the bilayer membrane (Figure A3). Despite the fact that an ion
traversal through the membrane is energetically improbable, the ion was taking this path rather
than traversing through the channel. This reveals two important limitations.
First, the z-coordinate might not be the most accurate collective variable along which
traversal is measured. If we had used this definition without looking at the VMD simulation, it
might have seemed like the energetics of diffusion is in the order of magnitude of 100 kcal/mol,
which is not experimentally relevant. Thus, if particles have another path to move along the zaxis, then the profile does not solely capture ion sampling. A potential way to address this is by
creating a constrained z-variable. The collective z-variable used in this study allows the selected
ion to sample radially along the z-axis. If there is a way to constrain the variable so that the ion
moves through a single axis without sampling radially (or making the radius significantly
smaller), then it is possible that the ion might not move towards the membrane.
Second, the presence of the tails in the location assumed by the GalaxyFill algorithm
constructs a disordered region that is more energetically unfavorable for the ion to traverse than a
lipid bilayer. This points to the limitation of using this algorithm in our study. The values
generated from this simulation are non-physical as ions have been shown to diffuse through
channels. An alternative solution has been proposed in the ‘Future Directions’ section.
A second limitation to this study is the approximation of the hydration shell to 4.0 Å. In
this study, we set a cutoff of 4.0 Å away from the sodium ion as a cutoff for the hydration shell.
This value was chosen because prior studies have determined that the radius of the hydration
shell is 2.9 Å, and that there are 5-6 water molecules in the first layer of the hydration shell.44,45
Based on this, we used a standard value of 4.0 Å for both the sodium and calcium ions. Instead,
in the future it might make more sense to establish a radial distribution function (RDF) to define
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the hydration shell. An RDF curve measures the probability that one atom exists at a certain
radius from another atom through the course of the entire simulation. By establishing an RDF
curve, we can find the most probable location of waters from the ion, thus allowing us to glean a
more comprehensive picture of how the hydration shell changes at various binding sites.
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Future Directions
One potential future direction for this study is to use the 5HVX structure which contains
a fully crystallized structure of the voltage gated ion channel with both the pore region and the
voltage sensing region. Doing so would ensure that the location of residues would not need to be
approximated and could provide an understanding of selectivity of the voltage gated sodium ion
channel that has experimental relevance.
Another potential direction is to conduct a comparative analysis with human voltage
gated sodium ion channels. The crystal structure of a human voltage gated sodium channel in an
open configuration has not yet been determined. In humans, the Nav is necessary for initiating
action potentials, in electrically excitable cells.48 Consequently, they have been implicated in
diseases such as arrhythmia, epilepsy, and chronic pain.49,50 These structures are more
complicated than the bacterial voltage gated ion channel. Thus, they are more difficult to
computationally model, and require more time. Determining a crystal structure of the open
configuration of Nav and performing a comparative analysis with the bacterial voltage gated ion
channel using MD could provide insight into how accurate our models are in comparison to
human voltage gated ion channels.
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Conclusions
While the relative change in free energy within the channel for sodium ions is
comparable to that from prior studies, the energetics of ion interaction with the disordered region
does not accurately represent experimental results about voltage gated ions. The GalaxyFill
software approximates residues in a manner that does not reflect reality possibly due to the fact
this is an algorithm that seems to bias loop closure. Additionally, there is no voltage sensing
region to regulate the opening and closing of this channel. Under these circumstances, it is not
possible to glean any experimental data from this study. However, understanding the limitations
of GalaxyFill is valuable for future research.
We also did not see any calcium enter the channel and could not gain any insight into
what confers selectivity against calcium ions. We were able to determine that at 4.0 Å both
calcium ions and sodium ions have a similar number of waters in the hydration shell. Using the
definition that a hydration shell is 4.0 Å away from the ion, we have evidence to suggest that the
hydration shell does not play a role in conferring selectivity. However, given that the charge of
the calcium is more positive (+2 in comparison to +1), we would expect a larger hydration shell
than that of sodium, and thus, we would need to redefine a hydration shell for it to have
experimental relevance. We also notice that water does not have any significant binding events
within the channel past the EEEE ring. It is interesting to note that the hydration shell is shed
partially when the ions interact with the disordered region of the protein.
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Appendix
Table A1: Simulation run times for the ABF runs of different systems.
Protonation State

Timestep (ns)

Sodium Ions
Deprotonated

2.57

Doubly Protonated

22.50

Calcium Ions
Deprotonated

16.48

Doubly Protonated

15.00
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Figure A1. PMF profile of ABF runs of deprotonated EEEE ring of homogenous 0.15 M Ca and
Na systems.
2+

+
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Figure A2. Free energy profile of ABF runs of a doubly protonated EEEE ring of homogenous
0.15 M Ca and Na systems.
2+

+
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Figure A3. Sodium ion (orange) penetrates the lipid bilayer (teal in a line configuration) after
having an ABF applied to it.
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Location of Files
In nscc, the file that contains all the tutorials and files that created is in the following path:
\\filer\Research\lmadison\ivargh22\Thesis.
Within the ‘Thesis’ file, there are three files:
“DataAnalysis,” “Fall,” snd “JanPlan_Spring,”
“DataAnalysis” contains all the python scripts that I’ve used to trace atoms along a z-coordinate
and create the free energy profiles. Additionally, it contains three files:
“Analysis”: Contains scripts from prior research in the Madison lab, that served as
templates for the data analysis for this study.
“Images_Thesis”: Contains all the images that was generated for this work and a talk
based on this work.
“Test_Images”: Contains all the images that was created while testing the scripts I
created.
“Fall” contains tutorials from Dr. Madison’s’ computational chemistry class that I attempted in
the Fall.
“JanPlan_Spring” contains work conducted over Jan Plan and Spring of 2022. It contains 4 files:
“Bacterial”: Contains all the simulations run by Iz Varghese to use in this study.
“NavMs”: Contains simulations with an electric field of 250 mV and 750 mV applied.
“Tutorials”: Contains all the tutorials followed and practiced during JanPlan. They
served as templates and inspiration for the simulations run in the spring in the
“Bacterial” file. 51,52
“

UnusedFiles”: Contains files that were extra and not used for this study.

The “Bacterial” file contains data from this study, and is broken down in the following way:
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“Tails” – contains the simulations with the approximated disordered region.
This section is broken up into 8 files for each simulation system. The file names
are named with the concentration of ions, the type of ion studied, and the
protonation state of the GLU ring. For example, for a 0.15 M concentration of
sodium and potassium with a deprotonated EEEE ring, the name would be:
“015MNaK_0GLUP.” Within each of these files, the PDB and PSF files are
named “NavMs.pdb” and “NavMs.psf.” The “MeltTails” files contains all the
simulation runs, and the “toppar” files contain all the parameters.
Note that for all the files with sodium ions in it (except the deprotonated
homogenous system), when opened has a nested file with the same name. That is
the file with all the updated information. So, for example, the “015MNa_2GLUP”
file contains the most up-to date simulations in the following directory:
\\filer\Research\lmadison\ivargh22\Thesis\JanPlan_Spring\Bacterial\Tails\015MN
a_2GLUP\015MNa_2GLUP.

Also note that in the deprotonated pure sodium file (“015MNa_0GLUP”), the
structure is a little different. The file that contains all the information used in this
study is “NaVMs.” This file contains simulations run by Dr. Lindsey Madison to
solve for the interlocking of rings of the residues in a deprotonated protein
structure with sodium ions in the system. This study used files from the following
directory:
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Production runs:
\\filer\Research\lmadison\ivargh22\Thesis\JanPlan_Spring\Bacterial\Tails\015MN
a_0GLUP\NaVMs\Na0-slide\production
ABF:
\\filer\Research\lmadison\ivargh22\Thesis\JanPlan_Spring\Bacterial\Tails\015MN
a_0GLUP\NaVMs\Na0-slide\abf

“NoTails” – contain just simulation runs of the pore domain. No data from this file was
used in this study.

