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Motivated by modern regression applications, in this paper, we study the
convexification of a class of convex optimization problems with indicator
variables and combinatorial constraints on the indicators. Unlike most of the
previous work on convexification of sparse regression problems, we simultane-
ously consider the nonlinear non-separable objective, indicator variables, and
combinatorial constraints. Specifically, we give the convex hull description of
the epigraph of the composition of a one-dimensional convex function and an
affine function under arbitrary combinatorial constraints. As special cases
of this result, we derive ideal convexifications for problems with hierarchy,
multi-collinearity, and sparsity constraints. Moreover, we also give a short
proof that for a separable objective function, the perspective reformulation is
ideal independent from the constraints of the problem. Our computational
experiments with regression problems under hierarchy constraints on real
datasets demonstrate the potential of the proposed approach in improving
the relaxation quality without significant computational overhead.
1 Introduction
Given a set Q ⊆ {0, 1}p, a vector h ∈ Rp such that hi 6= 0, for all i ∈ [p], and a convex
function f : R→ R, we study the set
ZQ =
{
(z, β, t) ∈ Q× Rp × R | f
(
h>β
)
≤ t, βi(1− zi) = 0, ∀i ∈ [p]
}
.
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In set ZQ above, [p] = {1, . . . , p}, z is a vector of indicator variables with zi = 1 if βi 6= 0,
and the set Q encodes combinatorial constraints on the indicator variables. We assume
without loss of generality that f(0) = 0, since this assumption can always be satisfied
after subtracting the constant term f(0).
The motivation to study ZQ stems from sparse regression problem: Given a set of
observations (xi, yi)
n
i=1 where xi ∈ Rp are the features corresponding to observation i
and yi ∈ R is its associated response variable, inference with a sparse linear model can
be modeled as the optimization problem
min
z,β
n∑
i=1
f
(
yi − x>i β
)
+ λρ(β) (1a)
s.t. βi(1− zi) = 0, i ∈ [p] (1b)
β ∈ Rp, z ∈ Q ⊆ {0, 1}p, (1c)
where β is a vector of regression coefficients, f is a loss function, λ ≥ 0 is a regularization
parameter and ρ is regularization function. Often, f(β) = β2, in which case (1) is
referred to as sparse least squares regression, and typical choices of ρ include `0, `1 or `2
regularizations.
If Q is defined via a q-sparsity constraint, Q = {z ∈ {0, 1}p | ∑pi=1 zi ≤ q}, then
problem (1) reduces to the best subset selection problem [41], a fundamental problem in
statistics. Nonetheless, constraints other than the cardinality constraint arise in several
statistical problems. Bertsimas and King [8] suggest imposing constraints of the form∑
i∈S zi ≤ 1 for some S ⊆ [p] to prevent multicollinearity; Carrizosa et al. [14] use
similar constraints to capture nested categorical variables. Constraints of the form zi ≤
zj can be used to impose strong hierarchy relationships, and constraints of the form
zi ≤
∑
j∈H⊆[p] zj can be used for weak hierarchy relationships [10]. In group variable
selection, indicator variables of regression coefficients of variables in the same group are
linked, see [36]. Manzour et al. [40] and Ku¨c¸u¨kyavuz et al. [39] impose that the indicator
variables, which correspond to edges in an underlying graph, do not define cycles—a
necessary constraint for inference problems with causal graphs. Cozad et al. [17] suggest
imposing a variety of constraints in both the continuous and discrete variables to enforce
priors from human experts.
Problem (1) is NP-hard even for a q-sparsity constraint [43], and is often approx-
imated with a convex surrogate such as lasso [33, 45]. Solutions with better statisti-
cal properties than lasso can be obtained from non-convex continuous approximations
[24, 52]. Alternatively, it is possible to solve (1) to optimality via branch-and-bound
methods [9, 16]. In all cases, most of the approaches for (1) have focused on the q-
sparsity constraint (or its Lagrangian relaxation). For example, a standard technique
to improve the relaxations of (1) revolves around the use of the perspective reformula-
tion [1, 15, 21, 22, 25, 26, 27, 28, 30, 35, 50, 53], an ideal formulation of a separable
quadratic function with indicators (but no additional constraints). Recent work on ob-
taining ideal formulations for non-separable quadratic functions [3, 4, 5, 22, 29, 37] also
ignores additional constraints in Q.
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There is a recent research thrust on studying constrained versions of (1). Dong et al.
[20] study problem (1) from a continuous optimization perspective (after projecting
out the discrete variables), see also [19]. Hazimeh and Mazumder [34] give specialized
algorithms for the natural convex relaxation of (1) whereQ is defined via strong hierarchy
constraints. Several results exist concerning the convexification of nonlinear optimization
problems with constraints [2, 7, 11, 12, 13, 38, 42, 44, 46, 47, 48], but such methods in
general do not deliver ideal, compact or closed-form formulations for the specific case
of problem (1) with structured feasible regions. In a recent work closely related to the
setting considered here, Xie and Deng [51] prove that the perspective formulation is ideal
if the objective is quadratic and separable, and Q is defined by a q-sparsity constraint.
In a similar vein, Bacci et al. [6] show that the perspective reformulations for convex
differentiable functions are tight for 1-sum compositions, and they use this result to show
that they are ideal under unit commitment constraints. However, similar results for more
general (non-separable) objective functions or constraints are currently not known.
Our contributions and outline. In this paper, we provide a first study (from a
convexification perspective) of the interplay between non-separable convex objectives
and combinatorial constraints on the indicator variables. Specifically, we derive the
convex hull description of ZQ: the result is stated in terms of the convexification of the
combinatorial set Q, but places no assumptions on its form. Using this result, we develop
ideal formulations for settings in which the logical constraints on the indicator variables
encode sparsity constraints or the so-called strong and weak hierarchy relations. In
addition, we generalize the result in [51] and [6] to arbitrary constraints on z for separable
convex functions f . We show the computational benefit of the proposed approach on
constrained regression problems with hierarchical relations.
An earlier version of this work appeared in [49], where we only considered separable
and rank-one convex quadratic functions, and sparsity and strong hierarchy constraints.
Furthermore, in [49], our proofs of the convexification results use the structure of each
of the sets considered, whereas in the present paper, we give a unifying technique that
generalizes to any combinatorial set for functions that are not necessarily quadratic.
Finally, here, we expand on our preliminary computational experiments in [49] with
additional datasets and conduct a further analysis on the choices of the regularization
parameters.
Notation. Given a one-dimensional convex function f : R → R, we adopt the con-
vention that 0f(β/0) = limz→0+ zf(β/z). Using this convention, the function zf(β/z)
for z ≥ 0 is the closure of the perspective function of f , and is convex. Let 0 and 1
be vectors of conformable dimension with all zeros and ones, respectively, and let ei
denote the ith unit vector of appropriate dimension with 1 in the ith component and
zeros elsewhere. For a set Q, we denote by conv(Q) its convex hull and by cl conv(Q)
the closure of its convex hull. Given two vectors u, v of same dimensions, we let u ◦ v
denote the Hadamard vector of u and v, i.e., (u ◦ v)i = uivi.
3
2 Convexification of ZQ
Observe that in set ZQ, the coefficients of β can be scaled and negated if necessary to
ensure hi = 1 for all i ∈ [p]. Therefore, in the derivation of ideal formulations in this
section, we assume, without loss of generality, that
ZQ =
{
(z, β, t) ∈ Q× Rp × R | f
(
1>β
)
≤ t, βi(1− zi) = 0,∀i ∈ [p]
}
.
We also assume, without loss of generality, that for every i ∈ [p] there exists z ∈ Q such
that zi = 1, as otherwise zi = βi = 0 can be fixed and the corresponding variables can
be removed.
For a given set Q, let Q0 = Q \ {0} or, equivalently, Q0 = {z ∈ Q | ∑pi=1 zi ≥ 1}.
As we show in the subsequent discussion, the convexification of the set ZQ relies on the
characterization of conv(Q0). To this end, we first establish such a characterization.
Proposition 1. The convex hull of Q0 admits a description as
conv(Q0) = conv(Q)
⋂
{z | pi>z ≥ 1, ∀pi ∈ F}, (2)
where F is a finite subset of Rp.
Proof. Let pi>z ≥ pi0 be an arbitrary valid inequality for conv(Q0). If pi0 > 0, then
1
pi0
pi>z ≥ 1 is an equivalent inequality satisfying the conditions in (2). Otherwise, if
pi0 ≤ 0, then the inequality does not cut off 0 and is thus valid for Q and conv(Q).
Therefore, it follows that conv(Q) ⊆ {z | pi>z ≥ pi0}, and inequality pi>z ≥ pi0 is either
already a facet of conv(Q), or is implied by the facets conv(Q). Finally, finiteness of F
follows since conv(Q0) is a polyhedron.
Note that if 0 6∈ Q, then F = ∅. In practice, a set F of minimal cardinality is preferred.
Intuitively, one may think of F as the set of “new” facets of conv(Q0) that are not facets
of conv(Q). If conv(Q) and conv(Q0) have the same dimension, this intuition is correct.
However, if the dimension of conv(Q0) is less than the dimension of conv(Q), it may be
the case that conv(Q0) ⊆ {z : pi>z = 1} for some pi ∈ F , and thus this inequality is
not a facet. For example, if Q = {0, 1}, then conv(Q) = [0, 1], Q0 = conv(Q0) = {1}
and F = {1}, but the inequality z ≥ 1 is not a facet of the 0-dimensional polyhedron
conv(Q0).
The description of cl conv(ZQ) depends on the structure of Q, and is critically de-
pendent on whether the variables can be partitioned into multiple mutually exclusive
components. We formalize this characteristic next.
Definition 1. For i, j ∈ [p], i 6= j, define i ∼ j if there exists some z ∈ Q such that
zi = zj = 1. Define the graph GQ = (V,E) where V = [p] and {i, j} ∈ E if and only if
i ∼ j.
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2.1 The connected case
In this section, we provide ideal formulations in the original space of variables when
graph GQ in Definition 1 is connected. This assumption is satisfied in most of the
practical applications we consider, see §3. Later, in §2.2, we build upon the results of
this section to derive ideal formulations when GQ is not necessarily connected.
Before we propose a class of valid inequalities for ZQ, we give a lemma.
Lemma 1. For a one-dimensional proper convex function f : R → R with effective
domain dom(f) = R, f(0) = 0 and its perspective g(x, t) = tf(xt ) : R
2 → R, if
0 < t1 ≤ t2, then g(x, t1) ≥ g(x, t2) for all x ∈ R.
Proof. It suffices to show that the function φ(x) = g(x, t1) − g(x, t2) is non-decreasing
in [0,+∞] and non-increasing in [−∞, 0]. Since dom(f) = R, f is continuous over R
so is φ(x). Also, by convexity, we know that the right-derivative of f(x) exists and is
non-decreasing. Thus, φ
′
+(x) = f
′
+(
x
t1
) − f ′+( xt2 ) ≥ 0 for all x ∈ [0,+∞]. A continuous
function with non-negative right-derivative is non-decreasing [32]. For x ∈ [−∞, 0], the
left-derivative of φ is φ
′
−(x) = f
′
−(
x
t1
)− f ′−( xt2 ) ≤ 0, and similarly, φ(x) is non-increasing
in [−∞, 0].
Proposition 2. The inequalities
t ≥ (pi>z)f
(
1>β
pi>z
)
, ∀pi ∈ F (3)
are valid for ZQ for any finite set F ⊆ Rp satisfying (2).
Proof. First, observe that if 0 6∈ Q, then F = ∅ and the statement is superfluous.
Suppose, F 6= ∅. We consider two cases. If z 6= 0, then we have pi>z ≥ 1 for pi ∈ F .
Then, from Lemma 1, (pi>z)f
(
1>β
pi>z
)
≤ f (1>β) ≤ t. Hence the inequality is valid.
Finally, if z = 0, then β = 0 in ZQ. Therefore,
t ≥ f
(
1>β
)
= f(0) = 0 = lim
ζ→0+
ζf (0/ζ) = (pi>z)f
(
1>β
pi>z
)
,
and the inequality is valid.
We now describe the closure of the convex hull of ZQ under the assumption that graph
GQ described in Definition 1 is connected.
Theorem 1. If the graph GQ given in Definition 1 is connected, then
cl conv(ZQ) =
{
(z, β, t) ∈ [0, 1]p × Rp × R | z ∈ conv(Q), t ≥ f(1>β),
t ≥ (pi>z)f
(
1>β
pi>z
)
, ∀pi ∈ F
}
(4)
for any finite set F ⊆ Rp satisfying (2).
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Note that if 0 6∈ Q, i.e., F = ∅, then Theorem 1 states that the description of
cl conv(ZQ) is obtained simply by dropping the complementarity constraints βi(1 −
zi) = 0,∀i ∈ [p] and independently taking the convex hull of Q. Otherwise, since the
description of cl conv(ZQ) requires a new inequality for every element of F , a minimal
description of F is certainly preferred from a computational standpoint. If conv(Q0)
is full-dimensional, the strongest nonlinear inequalities (3) are obtained from facets of
conv(Q0). Moreover, in many situations, it may not be possible to have a full description
of conv(Q) or conv(Q0); nonetheless, in those cases, it may be possible to obtain a facet
p¯i>x ≥ 1 of conv(Q0), and Theorem 1 ascertains that the valid inequality
t ≥ (p¯i>z)f
(
1>β
p¯i>z
)
(5)
is not dominated by any other inequality of a similar form, and that inequalities of this
form are sufficient to describe cl conv(ZQ). Before proving Theorem 1, we give a lemma
used in the proof.
Lemma 2. z ∈ conv(Q) if and only if there exists some α ∈ [0, 1] and z0 ∈ conv(Q0)
such that z = αz0.
Proof. Note that if 0 6∈ Q, then the result holds trivially by letting α = 1. Therefore,
we will assume that 0 ∈ Q.
(⇒) Let z ∈ conv(Q). So we can write z as a convex combination of the extreme
points of Q. Specifically, we distinguish between the feasible points zi ∈ Q0 for i ∈ I
and the origin. In particular, there exists γ ≥ 0 with ∑i∈I∪{0} γi = 1, such that
z = γ00 +
∑
i∈I
γiz
i =
(∑
i∈I
γi
)∑
i∈I
γi∑
i∈I γi
zi.
Letting α =
∑
i∈I γi, the result follows.
(⇐) Let z = αz0 for some α ∈ [0, 1] and z0 ∈ conv(Q0); by definition, we can expand
z0 as z0 =
∑
i∈I γiz
i, a convex combination of zi ∈ Q0. By adding the term (1 − α)0,
we have z = (1− α)0 +∑i∈I αγizi.
We are now ready to prove Theorem 1.
Proof of Theorem 1. Define Y as the set described by (4). Let a, b ∈ Rp, c ∈ R, and
consider the two optimization problems
min
z,β,t
a>z + b>β + ct subject to (z, β, t) ∈ ZQ, and (6)
min
z,β,t
a>z + b>β + ct subject to (z, β, t) ∈ Y. (7)
We show that there exists a solution (z, β, t) optimal for both problems, and that the
corresponding objective values of both problems coincide.
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• Simple cases: If c < 0, then both (6) and (7) are unbounded. To see this, let
z = β = 0, and t = κ, where κ ≥ 0. This solution is feasible for both (6) and (7).
Letting κ→∞, the objective goes to minus infinity. If c = 0 and b 6= 0, then let zj = 1
for some j ∈ [p] such that bj 6= 0, and let βj go to plus or minus infinity depending on
whether bj is negative or positive, respectively, while keeping βi = 0 for i 6= j. Again,
the objective goes to minus infinity. If c = 0 and b = 0, then these two problems reduce
to minimizing a>z over conv(Q) and thus (6) and (7) are equivalent.
If c > 0, then we assume, without loss of generality, that c = 1 by scaling. If there
exists i0 6= j0 such that bi0 6= bj0 , then there exists some i and j in a path from i0 and
j0 in GQ such that i ∼ j and bi 6= bj , and without loss of generality, we assume bi < bj .
Furthermore, there exists some z ∈ Q such that zi = zj = 1. Then we take such a vector
z, we let β be a vector of zeros except for βi = −βj = κ for some κ > 0, and we let
t = f(1>β) = 0. Such a triplet (z, β, t) is in ZQ and Y , and by letting κ → ∞, the
objective goes to minus infinity. Therefore, we assume in the sequel that bi = b¯ for all
i ∈ [p].
• Case c = 1 and b = b¯1: We now show that for b = b¯1 problem (7) either has a finite
optimal solution that is in set ZQ or is unbounded. Note that (7) is equivalent to:
min
z,β
a>z + b¯
(
1>β
)
+ max
{
f
(
1>β
)
,max
pi∈F
{(
pi>z
)
f
(
1>β
pi>z
)}}
s.t. z ∈ conv(Q),
and, from Lemma 1, it further simplifies to
min
z,β
a>z + b¯
(
1>β
)
+ min
pi∈F
{pi>z, 1}f
(
1>β
minpi∈F{pi>z, 1}
)
(8a)
s.t. z ∈ conv(Q). (8b)
Let f∗ : R→ R be the convex conjugate of function f , i.e., f∗(γ) = supx∈R γx− f(x),
and let Γ = {γ ∈ R : f∗(γ) <∞} be the domain of f∗. Note that if −b¯ 6∈ Γ, it follows
that both (6) and (7) are unbounded. Thus, we assume in the sequel that −b¯ ∈ Γ.
Observe that, given w > 0, the convex conjugate of the function wf(x/w) is wf∗(γ).
Hence, from Fenchel inequality, we find that for any β, z such that pi>z > 0, and γ ∈ Γ,
min
pi∈F
{pi>z, 1}f
(
1>β
minpi∈F{pi>z, 1}
)
≥ γ(1>β)−min
pi∈F
{pi>z, 1}f∗(γ). (9)
Furthermore, for pi>z = 0 for some pi ∈ F , if the left hand side of (9) is infinity, then
the inequality holds trivially; otherwise, if the left hand side of (9) is 0f((1>β)/0) =
limz→0+ zf((1>β)/z) = d with |d| < ∞, then by continuity of the functions at both
sides of the inequality, (9) is satisfied.
Using (9) with γ = −b¯ to lower bound the last term in (8a), we obtain the relaxation
min
z,β,t
a>z + b¯
(
1>β
)
+
(
−b¯(1>β)−min
pi∈F
{pi>z, 1}f∗(−b¯)
)
s.t. z ∈ conv(Q),
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or, equivalently,
min
z
a>z + max
pi∈F
{1− pi>z, 0}f∗(−b¯)− f∗(−b¯) (10a)
s.t. z ∈ conv(Q). (10b)
We will first prove that relaxation (10) admits an optimal solution integral in z, and
then we will show that the lower bound from the relaxation is in fact tight. Note that if
0 6∈ Q, then F = ∅ and there exists an optimal integer solution z∗ ∈ Q to the relaxation
(10) with objective value a>z∗ − f∗(−b¯).
Now consider the case that 0 ∈ Q. Let z∗ be an optimal solution of (10), and consider
two cases. First, suppose that 1−pi>z∗ ≤ 0 for all pi ∈ F . In this case, (10) is equivalent
to
min
z
a>z − f∗(−b¯) (11a)
s.t. pi>z ≥ 1 ∀pi ∈ F (11b)
z ∈ conv(Q). (11c)
From Proposition 1, the feasible region of (11) is precisely conv(Q0), thus problem (11)
admits an optimal integer solution z∗ ∈ Q0 with objective value a>z∗ − f∗(−b¯).
Second, let p¯i ∈ arg minpi∈Fpi>z∗, and suppose that 1−p¯i>z∗ > 0. In this case, problem
(10) is equivalent to
` = min
z
a>z − (p¯i>z)f∗(−b¯) (12a)
s.t. pi>z ≥ p¯i>z ∀pi ∈ F (12b)
z ∈ conv(Q). (12c)
Note that f∗(−b¯) = supx∈R−b¯x − f(x) ≥ 0, because x = 0 is a possible solution to
the supremum problem and f(0) = 0. Since z = 0 is feasible for (12), we find that
the objective value ` ≤ 0. If ` = 0, then z∗ = 0 is optimal and the proof is complete.
Suppose now that ` < 0. Observe from Lemma 2 that z∗ = αz0 for some z0 ∈ conv(Q0)
and α ∈ (0, 1)—the case α = 1 is excluded, since 1 − p¯i>z0 ≤ 0 for any z0 ∈ conv(Q0).
Consequently, the point z¯ = z0 =
z∗
α , with objective value
¯` = `/α < ` is feasible for
(12) with better objective value than z∗, resulting in a contradiction.
From the preceding discussion, we see that either z∗ = 0 is feasible and optimal for
relaxation (10) (with objective value 0), or that there exists an optimal integer solution
z∗ with objective value a>z∗ − f∗(−b¯), regardless of whether 0 ∈ Q or not. We now
prove that the lower bound provided by the relaxation (10) is tight, by finding β∗ ∈ Rp
such that (z∗, β∗, f(1>β∗)) is feasible for (6) with the same objective value as (10). If
z∗ = 0, then clearly (0,0, 0) is optimal for (6) with objective value 0, and we now focus
on the case z∗ 6= 0. Let x¯ ∈ arg supx∈R − b¯x− f(x) and suppose that x¯ exists, i.e., sup
can be changed to max, and observe that f∗(−b¯) = −b¯x¯− f(x¯), or in other words
a>z − f∗(−b¯) = a>z + b¯x¯+ f(x¯).
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Since z∗ 6= 0, there exists i such that z∗i = 1. Setting β∗i = x¯, β∗j = 0 for j 6= i, we
find that the point (z∗, β∗, f(β∗)) is feasible for both (6) and (7), and since its objective
value is the same as the lower bound obtained from (10), it is optimal for both problems.
Now suppose that x¯ above does not exist, but (x¯1, x¯2, . . .) is a sequence of points such
that −b¯x¯i − f(x¯i)→ f∗(−b¯). In this case, using identical arguments as above, we find a
sequence of feasible points with objective value converging to a>z∗ − f∗(−b¯): thus, the
latter corresponds to the infimum of (7) and the relaxation is tight.
2.2 The general case
In this section, we give ideal formulations for ZQ when graph GQ in Definition 1 has
several connected components. Given the graph GQ = (V,E), let V1, V2, . . . , Vk be the
vertex partition of connected components of G. Let βV` represent the subvector of β
corresponding to indices V`. Then
∀(z, β, t) ∈ ZQ, f(1>β) =
k∑
`=1
f(1>βV`),
because we cannot have two indices i, j from different connected components such that
zi = zj = 1. In other words, if βi 6= 0 for some i ∈ V`, ` ∈ [k], then βj = 0 for all
j ∈ [p]\V`.
For any ` = 1, . . . , k, define the projection of the binary set Q onto V` as
Q` = {z ∈ {0, 1}p | z ∈ Q, zi = 0, ∀i /∈ V`},
let Q0` = Q` \ {0} and note that, using arguments identical to those of Proposition 1,
each conv(Q0` ) admits a description as
conv(Q0` ) = conv(Q`)
⋂
{z | pi>zV` ≥ 1, ∀pi ∈ F`}
for some finite sets F` ⊆ RV` . Note that k > 1 and 0 6∈ Q` for some ` ∈ [k] implies that
for all z ∈ Q, zi = 0 whenever i 6∈ V`. Therefore, we assume that 0 ∈ Q` and F` 6= ∅
for all ` ∈ [k]. Furthermore, note that conv(Q`) can be described as a system of linear
inequalities, i.e., A`z` ≤ δ` for all ` ∈ [k].
We now give the main result of this section, namely a tight extended formulation for
cl conv(ZQ) when GQ has several connected components.
Theorem 2.
cl conv(ZQ) = proj(z,β,t)
{
(z, β, α,t) ∈ [0, 1]p × Rp × Rk+ × R |
k∑
`=1
α` = 1,
t ≥
k∑
`=1
min
pi∈F`
{pi>zV` , α`}f
(
1>βV`
minpi∈F`{pi>zV` , α`}
)
, A`z` ≤ δ`α`, ∀` ∈ [k]
}
.
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Proof. Observe that ZQ =
⋃k
`=1 ZQ` and by Theorem 1, (t
`, β`, z`) ∈ cl conv(ZQ`) if and
only if
f(1>β`)− t` ≤ 0,
(pi>z`)f
(
1>β`
pi>z`
)
− t` ≤ 0,
z` ∈ conv(Q`).
Now we see that cl conv(ZQ`) has a representation in the form
cl conv(ZQ`) = {(t`, β`, z`) | G`(t`, β`, z`) ≤ 0},
where each component function of G` is closed and convex. Then using Theorem 1 in
[15], we obtain a description of cl conv(ZQ) in a higher-dimensional space by taking the
perspective of G`:
z =
k∑
`=1
z` (13a)
β =
k∑
`=1
β` (13b)
t =
k∑
`=1
t` (13c)
1 =
k∑
`=1
α` (13d)
t` ≥ α`f
(
1>β`
α`
)
∀` ∈ [k] (13e)
t` ≥ (pi>z`)f
(
1>β`
pi>z`
)
∀` ∈ [k], pi ∈ F` (13f)
A`z` ≤ δ`α` ∀` ∈ [k]. (13g)
Since z`i = β
`
i = 0 whenever i 6∈ V`, (13a) and (13b) imply that z` = zV` and β` = βV` ,
respectively. After projecting out t` (and using Lemma (1)), we find that (t, β, z) ∈
cl conv(ZQ) if and only if there exists α` ≥ 0, ` ∈ [k] such that
t ≥
k∑
`=1
min
pi∈F`
{
pi>zV` , α`
}
f
(
1>βV`
minpi∈F` {pi>zV` , α`}
)
, (14)
1 =
k∑
`=1
α`, and A
`z` ≤ δ`α`, ∀` ∈ [k].
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3 Special Cases
In this section, we use Theorems 1 and 2 to derive ideal formulations for ZQ under
various constraints defining Q. Direct proofs of Propositions 4, 5 and 6 were given in the
preliminary version of this paper [49] for the special case of convex quadratic functions.
3.1 Unconstrained case
Consider the unconstrained case where Qu = {0, 1}p and
ZQu =
{
(z, β, t) ∈ {0, 1}p × Rp+1 | f(h>β) ≤ t, βi(1− zi) = 0, ∀i ∈ [p]
}
.
Proposition 3.
cl conv(ZQu) =
{
(z, β, t) ∈ [0, 1]p × Rp+1 | f(h>β) ≤ t, (1>z)f
(
h>β
1>z
)
≤ t
}
.
Proof. In this case set Q0u = {0, 1}p \ {0} and conv(Q0u) = {z ∈ [0, 1]p | 1>z ≥ 1}. Thus
F = {1} in Theorem 1, corresponding to the valid inequality 1>z ≥ 1 defining conv(Q0u),
and the result follows.
Note that Proposition 3 generalizes existing results in the literature: if p = 1 and
function f is one-dimensional, then Proposition 3 reduces to the perspective reformu-
lation [15]; if p ≥ 2 and f is quadratic, then Proposition 3 reduces to the rank-one
strengthening derived in [4].
3.2 Cardinality constraint
Consider sets defined by the cardinality constraint,
Qc =
{
z ∈ {0, 1}p | 1>z ≤ q
}
.
Clearly, conv(Qc) =
{
z ∈ [0, 1]p | 1>z ≤ q} for any positive integer q. We now prove
that, under mild conditions, ideal formulations are achieved by strengthening only the
nonlinear objective.
Proposition 4. If q ≥ 2 and integer, then
cl conv(ZQc) =
{
(z, β, t) ∈ [0, 1]p × Rp+1 | 1>z ≤ q, f(h>β) ≤ t,(
1>z
)
f
(
h>β
1>z
)
≤ t
}
.
Proof. Note that if q ≥ 2, then GQc is a complete graph, hence i ∼ j for all i, j ∈ [p], i 6=
j. Furthermore, conv(Q0c) = {z ∈ [0, 1]p : 1 ≤ 1>z ≤ q}. Hence F = {1}. Then the
result follows from Theorem 1.
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The assumption that q ≥ 2 in Proposition 4 is necessary. As we show next, if q = 1,
then it is possible to strengthen the formulation with a valid inequality that uses the
information from the cardinality constraint, which was not possible for q > 1. Note that
the case q = 1 is also of practical interest, as set Qc with q = 1 arises for example when
preventing multi-collinearity [8] or when handling nested categorical variables [14].
Proposition 5. If q = 1, then
cl conv(ZQc) =
(z, β, t) ∈ [0, 1]p × Rp+1 | ∑
i∈[p]
zif
(
hiβi
zi
)
≤ t,1>z ≤ 1
 .
Proof. First, observe that if q = 1, then GQc is fully disconnected and it decomposes into
p nodes, one for each variable zi. In addition, as each component has a single variable,
we find that Fi = {1} for all i ∈ [p] in Theorem 2. Thus, from Theorem 2, we find that
cl conv(ZQc) = proj(z,β,t)
{
(z, β, α, t) ∈ [0, 1]p × Rp × Rp+ × R |
p∑
i=1
αi = 1,
t ≥
p∑
i=1
min{zi, αi}f
(
hiβi
min{zi, αi}
)
, zi ≤ αi, ∀i ∈ [p]
}
.
Since constraints zi ≤ αi imply that min{zi, αi} = zi, variables αi can be projected out
(resulting in the inequality 1>z ≤ 1), and the result follows.
3.3 Strong hierarchy constraints
We now consider the hierarchy constraints. Hierarchy constraints arise from regression
problems under the model (1), where the random variables include individual features
as well as variables representing the interaction (usually pairwise) between a subset of
these features given by a collection P of subsets of [p]. More formally, let the random
variable θ(S) represent the (multiplicative) interaction of the features i ∈ S for some
subset S ⊆ [p]. Under this setting, the strong hierarchy constraints
θ(S) 6= 0 =⇒ βi 6= 0, ∀i ∈ S (15)
have been shown to improve statistical performance [10, 34] by ensuring that interaction
terms are considered only if all corresponding features are present in the regression
model. Strong hierarchy constraints can be enforced via the constraints z(S) ≤ zi for all
i ∈ S, where z(S) ∈ {0, 1} is an indicator variable such that θ(S)(1− z(S)) = 0. Thus,
in order to devise strong convex relaxations of problems with hierarchy constraints, we
study the set
Qsh = {z ∈ {0, 1}p | zp ≤ zi, ∀i ∈ [p− 1]} .
Note that in Qsh we identify S with [p − 1], z(S) with zp and θ(S) with βp; since p is
arbitrary, this identification is without loss of generality.
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To establish the convex hull of ZQsh , we give a lemma that characterizes conv(Q
0
sh).
First, observe that ∑
i∈[p−1]
zi − (p− 2)zp ≥ 1 (16)
is a valid inequality for Q0sh. To see this, note that for z 6= 0, if zp = 0, then we must
have
∑
i∈[p−1] zi ≥ 1, and if zp = 1, then we must have
∑
i∈[p−1] zi = p−1, so the validity
follows.
Lemma 3.
Conv(Q0sh) =
z ∈ [0, 1]p | ∑
i∈[p−1]
zi − (p− 2)zp ≥ 1, zp ≤ zi, ∀i ∈ [p− 1]
 .
Proof. Let
Qg =
z ∈ [0, 1]p | ∑
i∈[p−1]
zi − (p− 2)zp ≥ 1, zp ≤ zi, ∀i ∈ [p− 1]
 .
We will first show that the extreme points of Qg are integral. Then we will prove that
conv(Qsh \ {0}) = Qg.
Suppose z∗ is an extreme point of Qg. Observe that if z∗p is equal to 1, then z∗i = 1
for all i ∈ [p − 1]. If z∗p is equal to 0, then the constraint matrix defining Qg is totally
unimodular, thus all extreme points of Qg with z
∗
p = 0 are integral. If constraint (16)
is not tight at an extreme point, then because the remaining constraint matrix defining
Qg is totally unimodular, the corresponding extreme point of Qg is integral. Therefore,
it suffices to consider extreme points where (16) holds at equality and 0 < z∗p < 1.
Now suppose
∑
i∈[p−1] z
∗
i − (p − 2)z∗p = 1 and 1 > z∗p > 0. We first show that z∗i = 1
for at most one coordinate i ∈ [p− 1]. If z∗i = z∗j = 1 for i 6= j, then∑
`∈[p−1]
z∗` − (p− 2)z∗p = z∗i +
∑
`∈[p−1],` 6=i
(z∗` − z∗p) ≥ z∗i + (z∗j − z∗p) > z∗i = 1, (17)
where the first inequality follows from dropping terms z∗` − z∗p ≥ 0 with ` 6= j, and the
second inequality follows from the assumption z∗j = 1 and z
∗
p < 1. Since (17) contradicts∑
i∈[p−1] z
∗
i − (p− 2)z∗p = 1, it follows that z∗i = 1 for at most one coordinate i ∈ [p− 1].
Next, observe that if z∗i = z
∗
p for all i ∈ [p− 1], then
∑
i∈[p−1] z
∗
i − (p− 2)z∗p = z∗p < 1.
Therefore, the largest element in z∗i , i ∈ [p−1] has to be strictly greater than z∗p . Finally,
we now show that we can perturb z∗p and the p − 2 smallest elements in z∗i , i ∈ [p − 1]
by a small quantity  and remain in Qg. The equality
∑
i∈[p−1] zi− (p− 2)zp = 1 clearly
holds after the perturbation. And, adding a small quantity  to z∗p and the p−2 smallest
elements in z∗i , i ∈ [p − 1] does not violate the hierarchy constraint since the largest
element in z∗i , i ∈ [p−1] is strictly greater than z∗p . Finally, since z∗i ≥ z∗p > 0, ∀i ∈ [p−1],
subtracting a small quantity  does not violate the non-negativity constraint. Thus, we
can write z∗ as a convex combination of two points in Qg, which is a contradiction.
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To see that Qg = conv(Q
0
sh), first, observe that 0 6∈ Qg. Also, (16) is a valid inequality
for Q0sh. Furthermore, we just showed that the extreme points of Qg are integral, hence
Qg = conv(Q
0
sh).
Now we are ready to give an ideal formulation for ZQsh .
Proposition 6. The closure of the convex hull of ZQsh is given by
cl conv(ZQsh) =
{
(z, β, t) ∈ [0, 1]p × Rp+1 | f(h>β) ≤ t, zp ≤ zi,∀i ∈ [p− 1], ∑
i∈[p−1]
zi − (p− 2)zp
 f ( h>β∑
i∈[p−1] zi − (p− 2)zp
)
≤ t
}
.
Proof. First, observe that the constraint matrix defining Qsh is totally unimodular, so
conv(Qsh) = {z ∈ [0, 1]p | zp ≤ zi, ∀i ∈ [p− 1]} . Note that GQsh is a complete graph,
hence i ∼ j for all i, j ∈ [p], i 6= j. Hence, from Lemma 3, F = {(1, . . . , 1,−(p − 2))}.
Then the result follows from Theorem 1.
3.4 Weak hierarchy
Consider the strong hierarchy relation (15), which requires all variables in the set S to
have non-zero coefficients to capture a multiplicative effect, θ(S) on the response variable
y. The weak hierarchy relation [10] is a relaxation of the strong hierarchy relation to
address the interaction between random variables in the same subset S by requiring
θ(S) 6= 0 =⇒ βi 6= 0, for some i ∈ S.
Using similar arguments as before, we formulate the weak hierarchy relation as zp ≤∑
i∈[p−1] zi, in other words, z1, z2, . . . , zp−1 = 0 =⇒ zp = 0. The corresponding con-
strained indicator variable set is thus defined by
Qwh =
z ∈ {0, 1}p | zp ≤ ∑
i∈[p−1]
zi
 .
Note that 1 ∈ Qwh, thus the graph GQwh is connected and Theorem 1 can be used to
derive the convex hull.
Proposition 7.
cl conv(ZQwh) =
{
(z, β, t) ∈ [0, 1]p × Rp+1 | f(h>β) ≤ t, zp ≤
∑
i∈[p−1]
zi, ∑
i∈[p−1]
zi
 f ( h>β∑
i∈[p−1] zi
)
≤ t
}
.
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Proof. First, observe that the constraint matrix defining Qwh is totally unimodular,
hence conv(Qwh) =
{
z ∈ [0, 1]p | zp ≤
∑
i∈[p−1] zi
}
. Clearly,
∑
i∈[p−1] zi ≥ 1 is valid for
Q0wh since z1 = · · · = zp−1 = 0 =⇒ zp = 0. It suffices to show that
conv(Q0wh) =
z ∈ [0, 1]p| ∑
i∈[p−1]
zi ≥ 1
 . (18)
All extreme points of the polyhedron on the right-hand side of (18) are integral, because
the associated constraint matrix is an interval matrix with integral right-hand side. The
result follows from Theorem 1.
4 A note on separable functions
In this section, we demonstrate that the proof technique used in §2 can be extended to
separable functions with constraints, resulting in relatively simple proofs generalizing
existing results in the literature.
Given a partition of [p] =
⋃`
j=1 Vj and convex functions fj : RVj → R such that
fj(0) = 0, consider the epigraph of a separable function of the form:
W =
{
z ∈ Q ⊆ {0, 1}`, β ∈ Rp, t ∈ R |
∑`
j=1
fj(βVj ) ≤ t,
βi(1− zj) = 0, ∀j ∈ [`], i ∈ Vj
}
.
As Theorem 3 below shows, ideal formulations of W can be obtained by applying the
perspective reformulation on the separable nonlinear terms and, independently, strength-
ening the continuous relaxation of Q. Let
Ys =
(z, β, t) ∈ R`+p+1 | ∑`
j=1
zjfj
(
βVj
zj
)
≤ t, z ∈ conv(Q)
 .
Theorem 3. Ys is the closure of the convex hull of W : cl conv(W ) = Ys.
Proof. Validity of the corresponding inequality in Ys follows directly from the validity
of the perspective reformulation. For any (a, b, c) ∈ R`+p+1 consider the following two
problems
min a>z + b>β + ct subject to (z, β, t) ∈W, (19)
and
min a>z + b>β + ct subject to (z, β, t) ∈ Ys. (20)
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It suffices to show that (19) and (20) are equivalent, i.e., there exists an optimal solution
of (20) that is optimal for (19) with the same objective value. As before, we may
assume that c = 1 without loss of generality. For j ∈ [`], let f∗j : RVj → R be the convex
conjugate of function fj , i.e.,
f∗j (γ) = sup
β∈RVj
γ>β − fj(β),
and let Γj =
{
γ ∈ RVj : f∗j (γ) <∞
}
. From Fenchel’s inequality corresponding to the
perspective function, we find that for any β ∈ RVj , zj ≥ 0 and γ ∈ Γj ,
zjfj
(
β
zj
)
≥ γ>β − zjf∗j (γ). (21)
Observe that both (19) and (20) are unbounded if −bVj 6∈ Γj for some j ∈ [`]. Oth-
erwise, if −bVj ∈ Γj for all j ∈ [`], we use (21) with γ = −bVj for each j ∈ [`] to lower
bound the objective of (20), resulting in the relaxation
min
∑`
j=1
(
aj − f∗j (−bVj )
)
zj (22a)
s.t. z ∈ conv(Q), (22b)
which admits an optimal solution z∗ ∈ Q. Letting β∗Vj ∈ arg supβ∈RVj − b>Vjβ − fj(βVj )
whenever z∗j = 1 and β
∗
Vj
= 0 otherwise, we find a feasible solution for (19) with the
same objective value.
Theorem 3 generalizes the result of Xie and Deng [51] for
Q = {z ∈ {0, 1}p | ∑pi=1 zi ≤ q}, Vj = {j}, and fj(βj) = β2j for j ∈ [p]. Theorem 3
also generalizes the result of Bacci et al. [6] for the case that fj is convex, differentiable
and certain constraint qualification conditions hold.
5 Quadratic Case: Implementation via Semidefinite
Optimization
In this section we review how to implement the convexifications derived in §2 for the
special case of quadratic optimization. Specifically, we consider least square regression
problems
min
z,β
‖y −Xβ‖22 + λ‖β‖22 + µ‖z‖1 (23a)
s.t. βi(1− zi) = 0 ∀i ∈ [p] (23b)
β ∈ Rp, z ∈ Q ⊆ {0, 1}p, (23c)
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where X ∈ Rn×p is the model matrix and the regularization terms λ‖β‖22 and µ‖z‖1
penalize the `2-norm and `0-norm of β, respectively. Letting B ≈ ββ>, Dong et al. [21]
propose the semidefinite relaxation of (23) given by
min
z,β,B
‖y‖22 − 2y>Xβ + 〈X>X + λI,B〉+ µ
p∑
i=1
zi (24a)
s.t.
(
zi βi
βi Bi,i
)
 0 ∀i ∈ [p] (24b)(
1 β>
β B
)
 0 (24c)
β ∈ Rp, z ∈ conv(Q), (24d)
which dominates all perspective relaxations of (23). We now discuss how (24) can be
further strengthened.
Given any T ⊆ [p], let βT , zT and BT the subvectors of β and z and submatrix of B
induced by T , respectively. Moreover, let QT be the projection of Q onto the subspace
of variables in T . First, observe that in order to apply our theoretical developments to
this setting, we need to extract a convex function of the form f(h>βT ) for some h ∈ RT .
In particular, we consider quadratic f . Note that for any h, from Theorem 1, we can
obtain valid inequalities of the form
t ≥ (h
>βT )2
pi>zT
, ∀pi ∈ FT (25)
for some set FT ⊆ RT describing Q0T . Inequalities (25) can then be included in formu-
lation (24) by using the methodology given in [31], as discussed next.
For any h ∈ RT , we find that for z ∈ QT and BT = βTβ>T satisfying (23b),
〈hh>, B〉 = (h>β)2 ≥ (h
>βT )2
pi>zT
. (26)
Observe that inequality (26) is valid for any vector h. Therefore, by optimizing over h
to find the strongest inequality, we obtain
0 ≥ max
h∈RT
{
(h>βT )2
pi>zT
− 〈hh>, B〉
}
⇔
(
pi′zT β>T
βT BT
)
 0, (27)
where the last equivalence follows from [31]. Observe that inequalities (24b) are in fact
special cases of (27) with T = {i}.
6 Numerical Results
In this section, we provide numerical results to compare relaxations of least squares
regression problems with all pairwise (second-order) interactions and strong hierarchy
constraints [34]. The semidefinite programming problems (SDP) are solved with MOSEK
8.1 solver on a laptop with a 2.0 GHz intel(R)Core(TM)i7-8550H CPU with 16 GB main
memory.
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6.1 Formulations
Specifically, given a model matrix X ∈ Rn×p and response variable y ∈ Rn, we consider
relaxations of the problem
min
z,β
n∑
`=1
y` − p∑
i=1
X`iβi −
p∑
i=1
p∑
j=i
X`iX`jβij
2 + λ‖β‖22 + µ‖z‖1 (28a)
s.t. βi(1− zi) = 0 ∀i ∈ [p] (28b)
βij(1− zij) = 0 ∀i, j ∈ [p], i ≤ j (28c)
zii ≤ zi ∀i ∈ [p] (28d)
zij ≤ zi, zij ≤ zj ∀i, j ∈ [p], i ≤ j (28e)
β ∈ Rp(p+3)/2, z ∈ {0, 1}p(p+3)/2. (28f)
We standardize the data so that all columns have 0 mean and norm 1, i.e., ‖y‖2 = 1,
‖Xi‖22 = 1 for all i ∈ [p], and ‖Xi ◦ Xj‖22 = 1 for all i ≤ j. Note that constraints
(28d)-(28e) are totally unimodular, hence conv(Q) in (24d) can be obtained simply by
relaxing integrality constraints to 0 ≤ z ≤ 1.
In addition to the perspective reformulation (24), we consider the following strength-
enings.
Rank1 Inequalities (27) for all sets T of cardinality 2 using the “unconstrained” convex-
ification given in Proposition 3. This formulation was originally proposed in [4].
The resulting semidefinite constraints are of the formzi + zj βi βjβi Bi,i Bi,j
βj Bi,j Bj,j
  0,
zi + zjk βi βjkβi Bi,i Bi,jk
βjk Bi,jk Bjk,jk
  0,
or
zi1i2 + zj1j2 βi1i2 βj1j2βi1i2 Bi1i2,i1i2 Bi1i2,j1j2
βj1j2 Bi1i2,j1j2 Bj1j2,j1j2
  0.
Hier Inequalities (27) for selected sets T of cardinality 2 and 3 using the strong hierarchy
convexification given in Proposition 6. The strengthening (27) based on constraints
zii ≤ zi and zij ≤ zi yields the SDP constraints zi βi βiiβi Bi,i Bi,ii
βii Bi,ii Bii,ii
  0, and
 zi βi βijβi Bi,i Bi,ij
βij Bi,ij Bij,ij
  0,
respectively. Moreover, the strengthening (27) based on constraints zij ≤ zi and
zij ≤ zj simultaneously yields the SDP constraint
zi + zj − zij βi βi βij
βi Bi,i Bi,j Bi,ij
βj Bi,j Bj,j Bj,ij
βij Bi,ij Bj,ij Bij,ij
  0.
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Rank1+hier All inequalities of both Rank1 and Hier.
6.2 Upper Bounds and Gaps
Given the solution of the convex relaxation, we use a simple rounding heuristic to recover
a feasible solution to problem (28): we round zi and fix it to the nearest integer—observe
that a rounded solution always satisfies hierarchy constraints (28d)-(28e)—, and solve
the resulting convex optimization problem in terms of β. Given the objective value ν`
of the convex relaxation and νu of the heuristic, we can bound the optimality gap as
gap = νu−ν`νu × 100%.
6.3 Instances and parameters
We test the formulations on three datasets: Crime (from [33]), Diabetes (from [23]), and
Housing (from [18]). Table 1 shows the number of observations n and number of original
regression variables p, as well as the total number of variables p(p + 3)/2 after adding
all second order interactions. Finally, we use regularization values (λ, µ) = (0.01i, 0.01j)
for all 0 ≤ i, j ≤ 30 with i, j ∈ Z+.
Table 1: Datasets.
dataset n p p(p+ 3)/2
Crime 51 5 20
Diabetes 442 10 65
Housing 507 13 104
6.4 Results
Figure 1 shows the distribution of times needed to solve the regression problems for each
dataset. As expected, the perspective formulation (24) is the fastest, as it is the sim-
plest relaxation. We also see that formulations involving the rank-one constraints (with
or without hierarchical strengthening) are more computationally demanding, taking four
times longer to solve than the perspective formulation in Crime, and twice as long in
the other two instances. In contrast, the formulation Hier, which includes hierarchical
constraints but not the rank-one constraints, is much faster, requiring 70% more time
than perspective in the Crime dataset, and only 10% more in the Diabetes and Housing
datasets. Indeed, there are only O(p2) hierarchical constraints to be added, while there
are O((p(p+ 3)/2)2) rank-one constraints.
Figure 2 shows, for each dataset, the average optimality gaps as a function of the
regularization parameter λ. Each point in the graph represents, for a given value of λ
the average across all 31 values of µ. Similarly, Figure 3 shows, for each dataset, the
average optimality gap as a function of the regularization parameter µ. As expected,
the optimality gaps obtained from the perspective reformulation are the largest, as the
perspective relaxation (24) is dominated by all the other relaxations used. Moreover,
the relaxation rank1+hier results in the smallest gaps, as it dominates every other
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(a) Crime (b) Diabetes
(c) Housing
Figure 1: Computational times in seconds.
relaxation used. Finally, neither relaxation rank1 nor hier consistently outperforms
the other.
The relative performance of the formulations tested in terms of gap largely depends
on the dataset and parameters used. In the Diabetes dataset, the perspective refor-
mulation is by far the worst, and all other formulations significantly improve upon it.
Specifically, rank1+hier is slightly better than rank1, which in turn is slightly better
than hier, but the differences are marginal—observe that hier achieves an almost ideal
strengthening with half the computational cost of the other formulations. In contrast,
in the Crime and Housing datasets, rank1 achieves only a marginal improvement over
the perspective relaxation, while hier achieves a significant improvement over rank1
in instances with large values of λ and low values of µ, and rank1+hier results in a
even more substantial improvement. For example, for the Housing dataset, for λ = 0.3
the average optimality gap of perspective is 29%, whereas that of rank1+hier is 3%.
Since hier has a similar computational cost as perspective, and rank1+hier has a
virtually identical cost as rank1, we see that the hierarchical strengthening may lead to
large improvements without drawbacks (whereas rank1 requires 2–4 times more com-
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Figure 2: Optimality gaps as a function of λ. Each point in the graph represents the
average across all values of µ.
putational overhead). Indeed, the hierarchical strengthening is tailored to problem (28),
while rank1 is more general but fails to exploit any structural information from the
constraints.
7 Conclusions
In this paper, we propose a unifying convexification technique for the epigraphs of a class
of convex functions with indicator variables constrained to certain polyhedral sets. We
illustrate the utility of our approaches on constrained regression problems of recent in-
terest. Our results generalize the existing results that consider only quadratic, separable
or differentiable convex functions, and certain structural constraints such as cardinality
or unit commitment. As future research, we plan to consider convexifications for more
general functions.
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Figure 3: Optimality gaps as a function of µ. Each point in the graph represents the
average across all values of λ.
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