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Ap WEIGHTS AND QUANTITATIVE ESTIMATES IN THE
SCHRÖDINGER SETTING
JI LI, ROBERT RAHM, AND BRETT D. WICK
Abstract. Suppose L = −∆+V is a Schrödinger operator on Rn with a potential V
belonging to certain reverse Hölder class RHσ with σ ≥ n/2. The aim of this paper is
to study the Ap weights associated to L, denoted by ALp, which is a larger class than the
classical Muckenhoupt Ap weights. We first prove the quantitative ALp bound for the
maximal function and the maximal heat semigroup associated to L. Then we further
provide the quantitative ALp,q bound for the fractional integral operator associated to
L. We point out that all these quantitative bounds are known before in terms of the
classical Ap,q constant. However, since Ap,q ⊂ ALp,q, the ALp,q constants are smaller
than Ap,q constant. Hence, our results here provide a better quantitative constant for
maximal functions and fractional integral operators associated to L. Next, we prove
two–weight inequalities for the fractional integral operator; these have been unknown
up to this point. Finally we also have a study on the “exp–log” link between ALp and
BMOL (the BMO space associated with L), and show that for w ∈ ALp, logw is in
BMOL, and that the reverse is not true in general.
1. Introduction and Statement of Main Results
The theory of Muckenhoupt Ap weights plays an important role in harmonic analysis
and partial differential equations. For example, it is well known that Ap weights can be
characterized equivalently via the boundedness of Hardy–Littlewood maximal functions
and the Hilbert transform, the Riesz transforms in higher dimension. Moreover, Ap weights
also connect to the BMO space via the exponential and logarithm mapping, i.e., if w is
an Ap weight, then logw is in BMO, conversely, if logw ∈ BMO then there is a γ > 0
and p > 1 such that wγ ∈ Ap.
In recent years, the sharp Ap bound for Calderón–Zygmund operators has been obtained.
The cases of the Hilbert and Riesz transforms were shown by Petermichl [30,31], the case
of Haar shifts was proven by Lacey, Petermichl and Reguera [25], for dyadic paraproducts
by Beznosova [2], for the Bergman projection on the upper half plane by Pott–Reguera
[33] and for general Calderón–Zygmund operators by Hytönen [22].
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Besides the Ap class, in [29] Muckenhoupt and Wheeden also introduced the fractional
weight class Aαp,q in R
n as follows: a non-negative locally integrable function w is in Aαp,q
if
[w]Aαp,q := sup
Q a cube
(
1
|Q|
ˆ
Q
w(x)qdx
)(
1
|Q|
ˆ
Q
w(x)−p
′
dx
) q
p ′
<∞,
where 1
p
− 1
q
= α
n
. When α = 0, then the class Aαp,q becomes the classical Ap weight.
They showed that
‖Iα : Lp(wp)→ Lq(wq)‖ <∞
if and only if [w]Aαp,q <∞, where Iα is the standard fractional integral operators defined
as
Iαf(x) :=
ˆ
Rn
f(y) |x − y|
α−n
dy.
Later, a sharp version of this theorem was given by Lacey, Moen, Pérez, and Torres
[24] as follows.
Theorem A ([24]). Let 1
p
− 1
q
= α
n
and let w be in Aαp,q. There holds
‖Iα : Lp(wp)→ Lq(wq)‖ . [w](1−αn )max{1,p ′q }Aαp,q
and this result is sharp in the sense that there is a family of weights {wδ}δ∈A such that
‖Iα : Lp(wpδ)→ Lq(wqδ)‖ ≃ [wδ](1−αn )max{1,p ′q }Aαp,q .
They also showed the sharp weighted bound for the fractional maximal operator (we
remark that here and throughout the paper, for a measurable set E we write E(x) to mean
the indicator function, i.e. E(x) = 11E(x))
Mαf(x) := sup
Q a cube
Q(x)
|Q|
1−α
n
ˆ
Q
|f(y)|dy.
Theorem B ([24]). Let 1
p
− 1
q
= α
n
and let w be in Aαp,q. There holds
‖Mα : Lp(wp)→ Lq(wq)‖ . [w](1−αn )p ′qAαp,q .
It is well-known that the Ap weights, Hilbert (Riesz) transforms, A
α
p,q classes, the frac-
tional integral operators, and the corresponding quantitative estimates mentioned above
are associated with the standard Laplacian ∆ in Rn. Changing the differential operator
from the standard Laplacian ∆ to other second order differential operators L introduces
new challenges and directions to explore, see for example some of the well-known results
in the past 15 years [6, 12–14,19–21,23].
A natural question arises when changing the standard Laplacian ∆ to another second
order differential operator L: can we have new Ap weights and A
α
p,q classes adapted
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to L such that the related maximal functions, singular integrals and fractional integral
operators have the right quantitative estimates in terms of the new Ap or A
α
p,q?
In this paper, we focus on the Schrödinger operator L = −∆+ V in Rn, n ≥ 3, where
the non-negative function V is in the reverse Hölder class. There has already been much
work done on one–weight inequalities for these operators. However, there has never been
sharp estimates (or any sort of quantitative estimates) for these operators. For the first
time, we are able to prove such estimates.
Quantitative bounds for the classical operators from harmonic analysis (e.g. Hilbert
transform, Riesz transforms, maximal functions) are a deep reflection of the regularity
of the classical Laplacian. Operators of the form L = −∆ + V present many challenges
because they lack the regularity that −∆ possesses. In particular, the presence of the
(non–negative) potential V makes L non–local in the sense that it is not invariant under
translations and dilations. Of course, many techniques, theorems, and heuristics from
classical harmonic analysis are based on the assumption that the operators under question
possess this regularity that L lacks.
In this Schrödinger setting, a new class of Ap weights associated to L was introduced
in [3], see also [38], which is a larger class, properly containing the classical Muckenhoupt
Ap weights. To be more precise, given p > 1 we define A
∞
p = ∪θ≥0Aθp, where Aθp is the
set of weights w such that:
[w]Aθp := sup
Q a cube
(
1
ψθ(Q)|Q|
ˆ
Q
w(y)dy
)(
1
ψθ(Q)|Q|
ˆ
Q
w(y)−
p ′
p dy
) p
p ′
<∞,
where for each θ > 0, ψθ on the collection of cubes {Q} (with sides parallel to the
coordinate axes) is defined by
ψθ(Q) :=
(
1+
ℓ(Q)
ρ(Q)
)θ
,
with ρ(Q) := ρ(cQ), cQ is the center of Q and ℓ(Q) is the side-length of Q, ρ(x) is
the critical function associated to the potential function V (we refer to Section 2.2 for a
precise definition).
We also have the fractional weight class Aα,θp,q associated to L defined as follows. Let
p > 1 and let q be defined by 1
p
− 1
q
= α
n
. We define Aα,θp,q as the class of weights w such
that:
[w]Aα,θp,q := sup
Q a cube
(
1
ψθ(Q) |Q|
ˆ
Q
wq(x)dx
)(
1
ψθ(Q) |Q|
ˆ
Q
w−p
′
(x)dx
) q
p ′
<∞.
In [3] and [38], they showed that this new weight class A∞p satisfies most of the
properties parallel to the classical Muckenhoupt Ap weights, and they also established the
weighted boundedness of Mθ, the Hardy–Littlewood maximal function adapted to L (we
refer to Section 2 for the definition), and the Riesz transforms ∇L−1/2 in terms of A∞p ,
and the fractional integral operators L−α/2 in terms of Aα,θp,q.
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We also note that the BMO space associated to L was introduced in [4], denoted by
BMO
∞
(for a precise definition, we refer to Section 3). They also studied the boundedness
of commutators of functions in BMO
∞
and the singular integrals adapted to L.
In this paper, we aim to study the following results regarding the weights A∞p and A
α,θ
p,q:
(1) the quantitative estimates for the Hardy–Littlewood maximal function associated
to L in terms of A∞p ;
(2) the quantitative estimates for the fractional integral operator associated to L,
denoted by L−α/2, in terms of Aα,θp,q;
(3) the “exp-log” link between A∞p and BMO∞.
To be more specific, the first main result of this paper consists of quantitative esti-
mates for several versions of maximal functions associated to L. Here we mainly consider
the Hardy–Littlewood type maximal function, the fractional maximal function, and the
maximal function associated to the heat semigroup generated by L. For θ > 0, and
0 ≤ α < n, the fractional maximal function Mθ,α associated to L is defined as:
Mθ,αf(x) := sup
Q
Q(x)
(ψθ(Q) |Q|)
1−α
n
ˆ
Q
|f(y)|dy.
In particular, when α = 0, we denoteMθf(x) :=Mθ,0f(x), which is the Hardy–Littlewood
type maximal function associated to L. We also recall the heat maximal function ML
associated to L:
MLf(x) := sup
t≥0
|e−tLf(x)|.
Then we have the following quantitative estimates for the Hardy–Littlewood type max-
imal function associated to L and the maximal heat semigroup.
Theorem 1.1. Suppose θ > 0. Then we have that
(1) w({x ∈ Rn : Mθf(x) > λ}) ≤ [w]Aθp
(
‖f‖Lp(w)
λ
)p
for all λ > 0 and for every
f ∈ Lp(Rn) with 1 < p <∞;
(2) There is a Cθ so that∥∥∥ML : Lp(w)→ Lp(w)∥∥∥ ≤ Cθ ∥∥∥Mθ : Lp(w)→ Lp(w)∥∥∥ .
As a consequence, we see that ML possesses the same quantitative estimate Mθ
does.
Moreover, we also have the following results regarding the fractional maximal function
Mθ,α associated L.
Theorem 1.2. Suppose 0 ≤ α < n, 1
p
− 1
q
= α
n
. Let γ = θ/(1+ p
′
q
), then
∥∥∥Mθ,α : Lp(wp)→ Lq(wq)∥∥∥ ≤ C[w]p ′q (1−αn )
A
α,
γ
3
p,q
.
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The third main result of this paper is a quantitative estimate of the fractional integral
operator L−
α
2 f(x).
Theorem 1.3. Suppose 0 ≤ α < n. Let 1 < p < n
α
and q be defined by the equation
1
q
= 1
p
− α
n
and let K be defined by the equation
(
1
K
+ 1
K
q
p ′
)
(1− α
n
)max{1, p
′
q
} = 1
2
. For
w ∈ Aα,θ/3Kp,q there holds∥∥∥L−α2 : Lp(wp)→ Lq(wq)∥∥∥ . [w](1−αn )max{1,p ′q }
A
α,θ/3K
p,q
,
where the implied constant depends on p, q, α, n, and θ.
Here we point out that the maximal operator associated to the heat semigroup ML
and the Hardy–Littlewood type maximal function Mθ satisfy the quantitative estimate
as in Theorem B for α = 0, and that the fractional maximal function Mθ,α satisfies the
quantitative estimate as in Theorem B. Moreover, the fractional integral operator L−
α
2 f(x)
satisfies the quantitative estimate as in Theorem A.
However, we remark that the class of weights A∞p (resp. A
α,θ
p,q) is associated to L, and
can be much larger than the standard Ap (resp. A
α
p,q) classes. Typical examples are as
follows.
Example 1.4. Consider L := −∆+1 on Rn. Then we have that ρ(x) ≡ 1. Then consider
the function w(x) := 1+ |x|γ with γ > n(p− 1). We see that w is in A∞p , however, w
is not in classical Ap.
We remark that it might be more precise to decorate the various operators, weight
classes and other objects we define in this paper with the letter “L”, but to avoid cum-
bersome notation, we do not do this. From the context at hand it should be clear.
In the end, we have a study on the “exp-log” link of A∞p and BMO∞. To be more
specific, we show that
Theorem 1.5. (i) If w ∈ A∞p , then we have logw ∈ BMO∞;
(ii) However, the converse is not true in general.
The outline and structure of the paper is as follows. In Section 2 we recall some
fundamental facts for Schrödinger operators with non-negative potential V.
In Section 3, we will develop some of the weighted theory associated to the classes Aθp
and Aα,θp,q. We will discuss the operators M
θ and Mθ,α in more detail and prove Theorems
1.1 and 1.2. A key feature in this section is the introduction of a slightly different critical
function that we denote ρ˜. There is also the corresponding ψ˜θ function and A˜
α,θ
p,q classes.
These new functions are much less sensitive to the precise location of the cube at which
they are evaluated. In particular, if Q ⊂ Q ′ then there holds ψ˜θ(Q)−1 ≤ ψ˜θ(Q ′)−1. This
is an important modification as it mitigates the non–locality of the Schrödinger operator.
In Section 4 we will prove Theorem 1.3. For this section, we will show that L−
α
2 is
dominated by an appropriate dyadic operator. An important step in this procedure is
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organizing the cubes in to sub–collections on which ψ˜θ(Q) is roughly equal to 2
r for
r ∈ N. This further mitigates the non–locality of the Schrödinger operator as it allows us
to essentially ignore the ψ˜θ function for most of the argument.
In Section 5, we recall the definition of BMO spaces associated to L and the related
properties. And then we will prove Theorem 1.5. The main technique here for (i) are
Jensen inequalities and is similar to the classical case. We also point out that in general,
the reverse direction “exp” is not true.
Finally, in Section 6 we give some concluding remarks. In particular, we prove some
new two weight inequalities for L−
α
2 . We also give some potential areas of investigation.
2. Preliminaries
In this section we set some notation and recall the well-known facts and results related
to Schrödinger operator L = −∆+ V on Rn for n ≥ 3.
We first recall that for a subset E we will write E(x) for the indicator function of E;
that is E(x) := 11E(x). If Q is a cube, then ℓ(Q) will denote the side-length of Q.
2.1. Reverse Hölder class. We say that the function V satisfies a Reverse Hölder prop-
erty of order σ > n/2 and write V ∈ RHσ, if there exists a positive constant C such that
for all cubes Q there holds(
1
|Q|
ˆ
Q
V(y)σdy
) 1
σ
≤ C
|Q|
ˆ
Q
V(y)dy.(2.1)
For σ =∞, the left hand side of (2.1) is replaced by the essential supremum over B. It is
well-known that elements of RHσ are doubling measures, and that RHσ ⊂ RHσ ′ whenever
σ ′ < σ .
2.2. The critical function ρ(x). Associated to V we have the critical function ρ intro-
duced in [37], defined by
ρ(x) :=
(
sup
{
r > 0 :
1
rn−2
ˆ
B(x,r)
V(y)dy ≤ 1
})−1
.(2.2)
As an example for the harmonic oscillator with V(x) = |x|2, we have ρ(x) ∼ (1+ |x|)−1.
We state the following property of ρ; for the proof see [37].
Lemma 2.3. Let ρ be the critical radius function associated with L defined in (2.2).
(i) There exist positive constants k0 ≥ 1 and C0 > 0 so that
ρ(x)
C0[ρ(x) + |x − y|]k0
≤ ρ(y) ≤ C0ρ(x)[ρ(x) + |x − y|]k0/(1+k0),
for all x, y ∈ Rn. In particular, for any ball B ⊂ Rn, and any x, y ∈ B, we have
ρ(x) ≤ C20
(
1+ rB
ρB
)2
ρ(y).
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(ii) There exists C > 0 and σ0 = σ0(σ, n) so that
1
rn−2
ˆ
B(x,r)
V(y)dy ≤ C
(
r
R
)σ0 1
Rn−2
ˆ
B(x,R)
V(y)dy
for all x ∈ Rn and R > r > 0.
(iii) For any x ∈ Rn, we have
1
ρ(x)n−2
ˆ
B(x,ρ(x))
V(y)dy = 1.
(iv) There exists C > 0 so that for any r > ρ(x)
r2
ˆ
B(x,ρ(x))
V(y)dy ≤ C
(
r
ρ(x)
)n0−n+2
where n0 is the doubling order of V. That is,
´
2B
V . 2n0
´
B
V for any ball B.
Remark 2.4. It follows from Lemma 2.3 (ii) and (iii) that for any ball B,
r2B
ˆ
B
V(y)dy .


(
rB
ρB
)σ0
rB ≤ ρB,(
rB
ρB
)n0+2−n
rB > ρB.
2.3. Heat kernel bounds for L. We now recall the heat kernel upper bounds for the
Schrödinger operator.
Denote by pt,L(x, y) the integral kernel of the semigroup {e
−tL}t>0 generated by −L =
∆ − V and by pt(x, y) the integral kernel of the semigroup e
−t∆ generated by ∆. Then
obviously we have
0 ≤ pt,L(x, y) ≤ pt(x, y) := (4πt)−n/2 exp(−|x − y|2/4t).
We recall the well-known heat kernel upper bounds for the Schrödinger operator as well
as properties for V and its critical radius function ρ as defined in (2.2). The following
estimates on the heat kernel of L are well-known.
Proposition 2.5 ([16, 17]). Let L = −∆ + V with V ∈ RHσ for some σ ≥ n/2. Then
for each N > 0 there exists CN > 0 and c > 0 such that
pt,L(x, y) ≤ CNe
−|x−y|2/ct
tn/2
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−N
and
|pt,L(x, y) − pt,L(x
′, y)| ≤ CN
(
|x − x ′|√
t
)σ1 e−|x−y|2/ct
tn/2
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−N
whenever |x − x ′| ≤ √t and for any 0 < σ1 < σ.
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3. Maximal Operators Associated to L
In this section, we define some maximal operators associated to L and we give quanti-
tative bounds for their norms as operators acting on Lp(w). The bounds will be in terms
of the classes of weights defined and discussed in Section 5. As above, in the case V ≡ 0,
all of these operators will reduce to the classical Hardy–Littlewood maximal function.
3.1. New classes of weights associated to L. To define the next two classes of
weights, we will make use of the critical radius function ρ. Let Q be a cube and de-
fine the following functions:
ρ˜(Q) := sup
x∈Q
ρ(x) and ψ˜θ(Q) :=
(
1+
ℓ(Q)
ρ˜(Q)
)θ
.(3.1)
Using the function ψ˜θ introduced above, we define A˜
∞
p := ∪θ≥0A˜θp, where A˜θp is the
set of weights w such that:
[w]
A˜θp
:= sup
Q a cube
(
1
ψ˜θ(Q)|Q|
ˆ
Q
w(y)dy
)(
1
ψ˜θ(Q)|Q|
ˆ
Q
σ(y)dy
) p
p ′
<∞.
The classes A∞p and A
θ
p were introduced in studied further in (for example) [3,38]. The
classes A˜∞p and A˜
θ
p are – to our knowledge – new. We need these classes because the
standard classes are are very “non–local” in the sense that the functions ψθ depend on
the precise location of Q. The functions ψ˜θ are not as sensitive to the precise location
of Q. The classes Aθp and A˜
θ
p are related by the following proposition.
Proposition 3.2. For all θ ≥ 0 and weights w there holds
[w]
A˜3θp
≃ [w]Aθp,(3.3)
and A∞p = A˜
∞
p .
Proof. Clearly [w]Aθp ≤ [w]A˜θp and so to prove (3.3), it suffices to show that
[w]
A˜θp
. [w]Aθp.(3.4)
Let Q be a cube and let x ∈ Q. Using Lemma 2.3 we have ρ(x) .
(
1+ ℓ(Q)
ρ(x)
)2
ρ(cQ) and
so
ψθ(Q) =
(
1+
ℓ(Q)
ρ(cQ)
)θ
.
1+ ℓ(Q)
ρ(x)
(
1+
ℓ(Q)
ρ(x)
)2θ . (1+ ℓ(Q)
ρ(x)
)3θ
.
Thus 1/ψ˜3θ(Q) . 1/ψθ(Q) and so (3.4) holds. 
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We also have a new generalization of the Ap,q classes of Muckenhoupt and Wheeden
[29]. Using the new auxiliary function introduced in (3.1), define the A˜α,θp,q characteristic
of a weight w by:
[w]
A˜α,θp,q
:= sup
Q a cube
(
1
ψ˜θ(Q) |Q|
ˆ
Q
wq(x)dx
)(
1
ψ˜θ(Q) |Q|
ˆ
Q
w−p
′
(x)dx
) q
p ′
.
Similarly, using the new auxiliary function introduced in (3.1), for θ > 0, and 0 ≤ α < n
we define the maximal function M˜θ,α associated L:
M˜θ,αf(x) := sup
Q
Q(x)(
ψ˜θ(Q) |Q|
)1−α
n
ˆ
Q
|f(y)|dy,
and in particular, when α = 0, we denote
M˜θf(x) := M˜θ,0f(x).
3.2. Quantitative Bounds. In this section, we will give quantitative bounds for the
maximal operators defined above. Ideally, we would like to give quantitative bounds for
Mθ in terms of the Aθp characteristic of the weight, and we would like to prove similar
assertions for the other maximal operators defined. However, for some of the operators it
seems the bounds must be given in terms of the Aγp characteristic, where γ < θ. This is
also true in the qualitative versions of these theorems in [3, 38]. However, we are able to
give the desired quantitative weak bounds.
The proof of Theorem 1.1 will be by the following two lemmas. The first lemma
provides the weak-type quantitative estimates of Mθ as required, the proof of which
follows from the standard Besicovitch covering lemma. As a consequence, the estimate
in (1) of Theorem 1.1 will be proven.
The second lemma will establish a pointwise bound that easily implies the estimate in
(2) of Theorem 1.1, the proof of which follows from the pointwise upper bound of the
heat kernel.
Lemma 3.5. For 1 < p <∞, there holds:
w
(
{Mθf > λ}
)
. [w]Aθp
(‖f‖Lp(w)
λ
)p
.
Proof. Let Ωλ = {M
θf > λ} and let Kλ be any compact subset of Ωλ. For every x ∈ Kλ
there is a cube Qx containing x, such that:
1
ψθ(Qx) |Qx|
ˆ
Qx
|f(y)|dy >
λ
2
.
Since this set is compact, by the Besicovitch covering lemma, there is a number M =
M(n) such that there are M collections of sets Q1, . . . ,QM such that each Qj = {Qy :
y ∈ Kλ} and the sets in each Qj are pairwise disjoint. Additionally, Kλ ⊂ ∪Mj=1Qj. In
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other words, Kλ is covered by M collections of disjoint cubes. Thus it is enough to fix a
1 ≤ j ≤M and set Q = Qj and estimate
∑
Q∈Qw(Q).
Note that for a Q ∈ Q there holds:
w(Q) ≤ 2
ˆ
Rn
w(Q)
ψθ(Q) |Q| λ
f(x)Q(x)dx.
Using this we have:∑
Q∈Q
w(Q) ≤
ˆ
Q
∑
Q∈Q
w(Q)
ψθ(Q) |Q| λ
f(x)σ(x)1/p
′
w(x)1/pdx
≤
ˆ
∣∣∣∣∣∣
∑
Q∈Q
w(Q)
ψθ(Q) |Q|λ
Q(x)
∣∣∣∣∣∣
p ′
σ(x)dx

1
p ′
· ‖f‖Lp(w) .
Now, the cubes Q ∈ Q are maximal and are thus disjoint. So the first term in the
right-hand side of the last inequality above is equal to:
1
λ
∑
Q∈Q
w(Q)p
′−1σ(Q)
ψθ(Q)p
′
|Q|
p ′
w(Q)

1
p ′
≤
[w]
1/p
Aθp
λ
∑
Q∈Q
w(Q)
1/p ′ .
Thus there holds:
∑
Q∈Q
w(Q) ≤ [w]1/p
Aθp
∑
Q∈Q
w(Q)

1
p ′ ‖f‖Lp(w)
λ
,
which is the required estimate. 
Lemma 3.6. For θ ∈ (0,∞), there exists a constant Cθ such that for any locally inte-
grable function f, and for every x ∈ Rn and t > 0, we have
|e−tLf(x)| ≤ CθMθ(f)(x).
Proof. For any fixed x ∈ Rn and t > 0,
|e−tLf(x)| ≤
ˆ
Rn
pt(x, y)|f(y)|dy
≤ Cθ
ˆ
Rn
e−|x−y|
2/ct
tn/2
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−θ
|f(y)|dy,
where θ is any positive constant.
We now denote by B := B(x,
√
t) the ball in Rn centered at x with radius
√
t. Then
we have
|e−tLf(x)| ≤
ˆ
Rn
pt(x, y)|f(y)|dy
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≤ Cθ
∞∑
j=1
ˆ
2jB\2j−1B
e−|x−y|
2/ct
tn/2
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−θ
|f(y)|dy
+ Cθ
ˆ
B
e−|x−y|
2/ct
tn/2
(
1+
√
t
ρ(x)
+
√
t
ρ(y)
)−θ
|f(y)|dy
≤ Cθ
∞∑
j=1
2jθe−c2
2(j−1) 1
|B|
ˆ
2jB\2j−1B
(
1+
2j
√
t
ρ(x)
)−θ
|f(y)|dy
+ Cθ
1
ψ˜N(B)|B|
ˆ
B
|f(y)|dy
≤ Cθ
∞∑
j=1
2j(θ+n)e−c2
2(j−1) 1
ψ˜θ(2jB)|2jB|
ˆ
2jB\2j−1B
|f(y)|dy
+ CθM
θ(f)(x)
≤ CθMθ(f)(x).

To prove Theorem 1.2, we first note that∥∥∥Mθ,α : Lp(wp)→ Lq(wq)∥∥∥ ≤ ∥∥∥M˜θ,α : Lp(wp)→ Lq(wq)∥∥∥
follows easily from the definitions of Mθ,α and M˜θ,α. Hence, only the estimate∥∥∥M˜θ,α : Lp(wp)→ Lq(wq)∥∥∥ . [w]p ′q (1−αn )
A˜
α,γ
p,q
needs to be shown. And then, Theorem 1.2 follows from the above quantitative estimates
and from Proposition 3.2, which shows that [w]
A˜
α,γ
p,q
≃ [w]
A
α,
γ
3
p,q
.
To begin with, we need the following two universal bounds for weighted maximal func-
tions. Let µ be a weight and 0 ≤ α < n. Define
Mαµf(x) := sup
Q
Q(x)
µ(Q)1−
α
n
ˆ
Q
|f(y)|µ(y)dy Mµf(x) := M
0
µf(x).
There holds
Lemma 3.7. Let µ be a weight and let 0 ≤ α < n and 1
p
− 1
q
= α
n
. Then∥∥∥Mαµ : Lp(µ)→ Lq(µ)∥∥∥ . 1,
where the implied constant does not depend on µ.
When α = 0, this is the well–known Doob maximal inequality. For 0 < α < n see
[24, Lemma 4.1]. We will use these facts to prove the following theorem.
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Theorem 3.8. Let 0 ≤ α < n and 1
p
− 1
q
= α
n
. There holds∥∥∥M˜θ,α : Lp(wp)→ Lq(wq)∥∥∥ . [w]p ′q (1−αn )
A˜
α,γ
p,q
.
Proof. The proof of the following theorem follows the corresponding proof in [24]. Let
u = wq and σ = w−p
′
and r = 1+ q
p ′
. There holds p
′
q
(1− α
n
) = r
′
q
. For any cube Q we
have
1(
ψ˜θ(Q) |Q|
)1−α
n
ˆ
Q
|f(y)|dy
=
 σ(Q)u(Q)p
′
q
ψ˜θ(Q) |Q|
1+p
′
q

1−α
n (
|Q|
u(Q)
)p ′
q
(1−α
n
)
1
σ(Q)1−
α
n
ˆ
Q
|f(y)|dy.
Let γ satisfy γp
′
q
+ γ = θ (i.e. γ = θ
1+p ′/q
). Then this becomes

(
u(Q)
ψγ(Q) |Q|
)p ′
q
(
σ(Q)
ψ˜γ(Q) |Q|
)

1−α
n (
|Q|
u(Q)
)p ′
q
(1−α
n
)
1
σ(Q)1−
α
n
ˆ
Q
|f(y)|dy.
Estimating the first factor from above by [w]
p ′
q
(1−α
n
)
A˜α,θp,q
, this is dominated by
[w]
p ′
q
(1−α
n
)
A˜
α,γ
p,q
(
|Q|
u(Q)
)p ′
q
(1−α
n
)
1
σ(Q)1−
α
n
ˆ
Q
|f(y)|
σ(y)
σ(y)dy.
Applying Hölder’s Inequality with exponents q/r ′ and (q/r ′) ′ = (1 − r
′
q
)−1 and noting
that 1− r
′
q
= 1− p
′
q
(1− α
n
), this last expression is then dominated by
[w]
p ′
q
(1−α
n
)
A˜
α,γ
p,q
(
1
u(Q)
ˆ
Q
Mασ(fσ
−1)q/r
′
dx
)r ′/q
.
Taking a supremum over all cubes centered at x we have the pointwise inequality
M˜θ,αf(x) ≤ [w]
p ′
q
(1−α
n
)
A˜
α,γ
p,q
Mu
{
Mα,σ(fσ
−1)q/r
′
u−1
}
(x)r
′/q.
Thus, we have∥∥∥M˜θ,αf∥∥∥
Lq(wq)
=
∥∥∥M˜θ,αf∥∥∥
Lq(u)
≤ [w]
p ′
q
(1−α
n
)
A˜
α,γ
p,q
∥∥∥∥Mu {Mα,σ(fσ−1)q/r ′u−1}∥∥∥∥ r ′q
Lr
′
(u)
. [w]
p ′
q
(1−α
n
)
A˜
α,γ
p,q
∥∥∥Mα,σ(fσ−1)q/r ′u−1∥∥∥ r ′q
Lr
′
(u)
.
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Let s = pr
′
q
. Then 1
s
− 1
r
= α
n
and so by Lemma 3.7 there holds∥∥∥Mα,σ(fσ−1)q/r ′u−1∥∥∥ r ′q
Lr
′
(u)
=
∥∥∥Mα,σ(fσ−1)q/r ′∥∥∥ r ′q
Lr
′
(u−
r ′
r )
.
∥∥∥(fσ−1)q/r ′∥∥∥ r ′q
Ls(u−
r ′
r )
.
Observe that σ−s
q
r ′u−
r ′
r = wp (do this by writing σ and u in terms of w and then do
some gymnastics with the Hölder exponents), and clearly |f|s
q
r ′ = |f|
p and so this last line
is equal to ‖f‖Lp(wp) as desired. 
4. Fractional Integral Operator
The goal of this section is to prove Theorem 1.3. We first recall some definitions. The
heat semigroup associated to L is a family of operators given by Htf(x) := e
−tLf(x). For
0 < α < n using the functional calculus we can write L−
α
2 as an integral operator:
L−
α
2 f(x) =
ˆ
∞
0
e−tLf(x)tα/2−1dt.
We will prove a quantitative version of a theorem of Tang [38]. This is a version of the
theorem of Lacey–Moen–Torres–Pérez adapted to our setting [24].
Theorem 4.1. Let 1 < p < n
α
and q be defined by the equation 1
q
= 1
p
− α
n
and let K be
defined by the equation
(
1
K
+ 1
K
q
p ′
)
(1− α
n
)max{1, p
′
q
} = 1
2
. For w ∈ Aα,θ/3Kp,q there holds∥∥∥L−α2 : Lp(wp)→ Lq(wq)∥∥∥ . [w](1−αn )max{1,p ′q }
A
α,θ/3K
p,q
,
where the implied constant depends on p, q, α, n, and θ.
Recalling Lemma 3.2, Theorem 1.3 will follow from the following lemma.
Lemma 4.2. Let 1 < p < n
α
and q be defined by the equation 1
q
= 1
p
− α
n
and let w and
σ be weights. There holds∥∥∥L−α2 : Lp(wp)→ Lq(wq)∥∥∥ . [w](1−αn )max{1,p ′q }
A˜
α,θ/K
p,q
.
The rest of this section is devoted to the proof of Lemma 4.2. To prove this lemma,
we will first show that L−
α
2 can be dominated by a certain dyadic operator. The dyadic
operator will essentially be an infinite sum of dyadic versions of the classical fractional
integral operator. In principle, we should be able to apply the results of [24] to each term
to deduce the desired bound in Lemma 4.2. However, as we will see, there are some
subtleties that must be addressed.
The operator is given by an integral operator with kernel K(x, y). By [38, Lemma 3.3]
we know that the kernel satisfies the following bound: for every φ > 0 there Cφ such
that
|K(x, y)| ≤ Cφ
(1+ |x− y| ( 1
ρ(x)
+ 1
ρ(y)
))φ
1
|x− y|
n−α .
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Given this estimate it is now easy to dominate L−
α
2 by a dyadic operator. First, fix x ∈ Rn
and let φ > 0. Below, Q
(x)
k is the cube of side–length 2
k centered at x. For non–negative
f there holds∣∣∣L−α2 f(x)∣∣∣ .∑
k∈Z
ˆ
Q
(x)
k+1
\Q
(x)
k
Cφ
(1+ |x− y| ( 1
ρ(x)
+ 1
ρ(y)
))φ
1
|x− y|
n−α f(y)dy(4.3)
≤
∑
k∈Z
ˆ
Q
(x)
k+1
\Q
(x)
k
Cφ
(1+ |x − y| ( 1
ρ(y)
))φ
1
|x − y|
n−α f(y)dy.
Now, for y ∈ Q(x)k+1 \Q(x)k , |x − y| ≃ ℓ(Q(x)k ) and ρ(y) ≤ ρ˜(Q(x)k ) and so there holds
Cφ
(1+ |x− y| ( 1
ρ(y)
))φ
1
|x− y|
n−α ≤
Cφ
ψ˜φ(Qk+1)
∣∣∣Q(x)k+1∣∣∣αn∣∣∣Q(x)k+1∣∣∣ .
Inserting this into (4.3) we have
∣∣∣L−α2 f(x)∣∣∣ . Cφ∑
k∈Z
ˆ
Q
(x)
k+1
\Q
(x)
k
1
ψ˜φ(Q
(x)
k+1)
∣∣∣Q(x)k+1∣∣∣αn∣∣∣Q(x)k+1∣∣∣ f(y)dy
≤ Cφ
∑
k∈Z
∣∣∣Q(x)k+1∣∣∣αn
ψ˜φ(Q
(x)
k+1)
〈f〉
Q
(x)
k+1
.
Now setting φ = θ and recalling that there is a collection of M = M(n) dyadic lattices
such that every cube Q is contained in a cube P from one of these lattices with ℓ(P) .
ℓ(Q), we deduce that
∣∣∣L−α2 f(x)∣∣∣ can be dominated by a finite sum of operators of the
form
IDα,θf(x) :=
∑
Q∈D
(ℓ(Q))α
ψ˜θ(Q)
〈f〉QQ(x).(4.4)
Lemma 4.2 will follow if for every dyadic lattice D we can show∥∥∥IDα,θ : Lp(wp)→ Lq(wq)∥∥∥ . [w](1−αn )max{1,p ′q }A˜α,θ/Kp,q .
We now divide the cubes into collections in which we hold ψ˜θ(Q) constant. Thus, for
r ∈ N set Qr := {Q ∈ D : ψ˜θ(Q) ≃ 2rθ}. Since ψ˜θ(Q) > 1, the sum in (4.4) can be
written as:
IDα,θf(x) =
∑
r≥0
∑
Q∈Qr
(ℓ(Q))α
ψ˜θ(Q)
〈f〉QQ(x)
≃
∑
r≥0
2−rθ
∑
Q∈Qr
(ℓ(Q))α〈f〉QQ(x)
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=:
∑
r≥0
2−rθIQrα f(x).
The operators IQrα are very similar to the standard dyadic versions of the classical
fractional integral operator. Indeed, the only difference is that in the classical case,
Qr = D. For the cubes Q ∈ Qr(
1
|Q|
ˆ
Q
w(x)qdx
)(
1
|Q|
ˆ
Q
w(x)−p
′
dx
) q
p ′
≤ [w, σ]
A
α,θ/K
p,q
2
r
(
θ
K
+ θ
K
q
p ′
)
.
The point of this computation is that on the cubes in Qr, the Ap,q characteristic is
finite and so we would like to apply the sharp theorem of [24] to each of the operators
The problem with this approach is that the theorem of Lacey–Moen–Pérez–Torres is
for the continuous version of the fractional integral operator. Their proof uses a sharp
extrapolation theorem and this can not be directly applied to an operator like IQrα . On
the other hand, purely dyadic versions of this theorem, for example [28], are only valid for
certain values of p and q.
We must therefore prove a version of the theorem of Lacey–Moen–Pérez–Torres for the
operators IQrα . That is, we must prove the estimate
∥∥∥IQrα : Lp(wp)→ Lq(wq)∥∥∥ . ([w]Aα,θ/Kp,q 2r
(
θ
K
+ θ
K
q
p ′
))(1−α
n
)max{1,p
′
q
}
.(4.5)
Proving this estimate is the content of the next subsection. We will use a modified
version of well-known extrapolation theorems. It is likely that the extrapolation theorem
in the next subsection exists in the literature and we are aware of many similar theorems,
but we have not been able to find an exact version of what we need. In any case, this will
be well-known to experts, but we give some details; see [8, 24] for more information.
4.1. An Extrapolation Argument. In this section, we will prove (4.5). We will actually
prove something slightly more general.
Let Q be a finite collection of dyadic cubes. We will define a class of weights in the
following way. We define the AQp,q characteristic of a weight w by
[w]QAp,q := sup
Q∈Q
(
1
|Q|
ˆ
Q
wq(x)dx
)(
1
|Q|
ˆ
Q
w−p
′
(x)dx
) q
p ′
<∞
for 1 < p and for p = 1
[w]Q1,q :=
(
1
|Q|
ˆ
Q
wq(x)dx
)(
inf
Q
wq(x)
)
<∞.
Define the following “Q–dyadic” maximal function
MQf(x) := sup
Q∈Q
Q(x)
|Q|
ˆ
|f(x)|
dx
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and the “Q–dyadic” fractional integral operator
IQα f(x) :=
∑
Q∈Q
|Q|
α/n 〈f〉QQ(x).
Estimate (4.5) will follow from the following theorem.
Theorem 4.6. Let 1 < p < n
α
and q be defined by the equation 1
q
= 1
p
− α
n
. For
w ∈ AQp,q. There holds∥∥∥IQα : Lp(wp)→ Lq(wq)∥∥∥ . [w](1−αn )max{1,p ′q }AQp,q ,
where the implied constant depends on p, q, α and n.
We remark again that, in principle, this theorem is proven in [24]. However, in this
setting, we are only considering cubes Q ∈ Q and it is not clear that their theorem can
be quoted directly. However, their proof can be modified (in some portions, the proof can
be quoted directly) to the present setting, and this is what we do.
The remainder of this subsection is devoted to the proof of this theorem. We will use
the same proof as in [24], modified for our setting. The outline is as follows. We first show
that it suffices to prove two weak–type bounds. We then prove an extrapolation theorem
for our setting. Finally, we will prove a “base estimate” from which we can extrapolate.
In [35,36] Sawyer shows that for the fractional integral operator, strong–type estimates
follow from weak–type estimates. He does this by showing in [36] that the fractional
integral operator is bounded between two weighted spaces if and only if “testing” holds
(that is, if and only if the norm inequality is satisfied uniformly of indicators of cubes; see
[26] for a dyadic version of this theorem). But in [35] he shows that if T is a self–adjoint
integral operator, then testing holds if T and it’s adjoint satisfy a weak–type bound. Thus,
we have the following.
Lemma 4.7. Let w be a weight, 0 < α < n, and 1 < p ≤ q < ∞. Then the operator
norm ∥∥∥IQα : Lp(wp)→ Lq(wq)∥∥∥
is controlled by∥∥∥IQα : Lp(wp)→ Lq,∞(wq)∥∥∥+ ∥∥∥IQα : Lq ′(w−q ′)→ Lp ′,∞(w−p ′)∥∥∥ .
Given Lemma 4.7, we now turn our attention to proving the following lemma.
Lemma 4.8. Let 1 < p < n
α
and q be defined by the equation 1
q
= 1
p
− α
n
. For w ∈ Ap,q.
There holds∥∥∥IQα : Lp(wp)→ Lq,∞(wq)∥∥∥+ ∥∥∥IQα : Lq ′(w−q ′)→ Lp ′,∞(w−p ′)∥∥∥ . [w](1−αn )Ap,q ,
where the implied constant depends on p, q, α and n.
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We first state the extrapolation theorem. It is our version of the extrapolation theorem
(Theorem 2.1 in [24]).
Theorem 4.9. Suppose that T is an operator defined on C∞c . Suppose that 1 ≤ p0 ≤
q0 <∞ and that
‖Tf‖Lq0 (wq0 ) . [w]γAQp0,q0 ‖f‖Lp0 (wp0 )
for all w ∈ AQp0,q0 and some γ > 0. Then
‖Tf‖Lq(wq) . [w]
γmax{1,
q0
p ′
0
p ′
q ′
}
AQp,q
‖f‖Lp(wp)
holds for all p, q satisfying 1
p
− 1
q
= 1
p0
− 1
q0
and all w ∈ AQp,q.
As is familiar to experts, the key to proving Theorem 4.9 is a version of the Rubio de
Francia iteration algorithm. Once we have established this iteration algorithm, we can
prove the extrapolation theorem. We follow the proof in [18]. Below, AQp is the Ap class
adapted to Q:
[w]AQp := sup
Q∈Q
(
1
|Q|
ˆ
Q
w(x)dx
)(
1
|Q|
ˆ
Q
w−
p ′
p (x)dx
) p
p ′
.
Lemma 4.10. Suppose that 1 ≤ r0 < r, v ∈ AQr , and g is a non–negative function in
L(r/r0)
′
(v). Then there is a function G such that
(a) g ≤ G;
(b) ‖G‖
L(r/r0)
′
(v)
. ‖g‖
L(r/r0)
′
(v)
;
(c) Gv ∈ AQr0 with [Gv]AQr0 . [v]AQr .
The implied constants are independent of r0, r,Q, v, G and g.
Proof. Let t = r
′
(r/r0) ′
= r−r0
r−1
. Note that since 1 ≤ r0 < r there holds 0 < t ≤ 1. Define
Rg :=
(
MQ(g
1
t v)v−1
)t
.
We compute the norm of R as an operator from L
r
r−r0 (v) to itself. Let f ∈ L rr−r0 (v).
There holds ˆ
Rn
(Rg)(x)
r
r−r0 v(x)dx =
ˆ
Rn
(
MQ(g
1
t v)v−1
)t r
r−r0 (x)v(x)dx
=
ˆ
Rn
[MQ(g
1
t v)(x)]
t r
r−r0 v(x)
1−t r
r−r0 dx
=
ˆ
Rn
[MQ(g
1
t v)(x)]r
′
v(x)−
r ′
r dx.
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Now MQ is bounded from Lr
′
(v−
r ′
r ) to itself with norm [v−
r ′
r ]
1/(r ′−1)
AQ
r ′
. Thus we can
continue the estimate withˆ
Rn
[MQ(g
1
t v)(x)]r
′
v(x)−
r ′
r dx ≤ [v− r
′
r ]
r ′
r ′−1
AQ
r ′
ˆ
Rn
g(x)
r ′
t v(x)r
′
v(x)−
r ′
r dx
= [v−
r ′
r ]
r ′
r ′−1
AQ
r ′
ˆ
Rn
g(x)
r
r−r0 v(x)dx.
And so we have ∥∥∥R : L rr−r0 (v)→ L rr−r0 (v)∥∥∥ ≤ [v− r ′r ]t(r−1)
AQ
r ′
= [v]t
AQr
.
Define
G :=
∞∑
k=0
Rk(g)
2k ‖R‖k ,
where ‖R‖ :=
∥∥∥R : L rr−r0 (v)→ L rr−r0 (v)∥∥∥, and R0 = Id. Then g ≤ G and there holds
‖G‖
L
r
r−r0 (v)
≤
∞∑
k=0
‖R‖k ‖g‖
L
r
r−r0 (v)
2k ‖R‖k ≃ ‖g‖L
r
r−r0 (v)
.
Noting that (r/r0)
′ = r/(r− r0) we see that (a) and (b) are proven.
We now need to estimate [Gv]AQr0
. First, by applying R to G we have
RG =
∞∑
k=0
Rk+1(g)
2k ‖R‖k = 2 ‖R‖
∞∑
k=0
Rk+1(g)
2k+1 ‖R‖k+1 ≤ 2 ‖R‖G.
Thus (
MQ(G
1
t v)v−1
)t
. ‖R‖G . [v]t
AQr
G.
Taking tth roots and rearranging we see that(
MQ(G
1
t v)
)
.
(
G
1
t v
)
[v]AQr .
Thus for all cubes Q ∈ Q we have
1
|Q|
ˆ
Q
G
1
t (x)v(x)dx . [v]AQr G
1
t v.
Again rearranging this implies
G & [v]−t
AQr
w−t
(
1
|Q|
ˆ
Q
G(x)
1
t v(x)dx
)t
.(4.11)
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We now estimate the AQr0 characteristic of Gv. We need to estimate(
1
|Q|
ˆ
Q
G(x)v(x)dx
)(
1
|Q|
ˆ
Q
G(x)
− 1
r0−1v(x)
− 1
r0−1dx
)r0−1
.(4.12)
By Hölder’s Inequality with exponents (1/t) and (1/t) ′ = 1/t− 1 it follows that the first
factor is dominated by(
1
|Q|
ˆ
Q
G(x)
1
t v(x)dx
)t (
1
|Q|
ˆ
Q
v(x)dx
)t−1
.(4.13)
By (4.11) the second factor is controlled by 1
|Q|
ˆ
Q
{
[v]−1
AQr
(
1
|Q|
ˆ
Q
G(y)
1
t v(y)dy
)}− t
r0−1
v
t
r0−1 (x)v(x)
− 1
r0−1dx
r0−1 .(4.14)
Multiplying (4.13) and (4.14) together, and using the fact that t−1
r0−1
= − 1
r−1
we see that
(4.12) is controlled by
[v]t
AQr
{(
1
|Q|
ˆ
Q
v(x)dx
)(
1
|Q|
ˆ
Q
v(x)−
1
r−1dx
)r−1}1−t
= [v]t
AQr
[v]1−t
AQr
= [v]AQr .
This proves (c). 
Remark 4.15. We now discuss the proof Theorem 4.9. Given the iteration algorithm
Lemma 4.10, the proof of Theorem 4.9 is exactly the same as the proof of [24, Theorem
2.1]. We will not restate the proof, but we will explain why it is true.
It is a general principle that given an iteration algorithm like in Lemma 4.10, the
extrapolation theorem will follow. The main idea in a proof of the extrapolation theorem
is to factor expressions like |g(x)|w(x)q into pieces on which the “base case” bound can
be used.
The extrapolation argument is not very sensitive to the operator. For example, we do
not need to assume that the operator is linear or even sub–linear; we only need to assume
that it is defined on (for example) C∞c , smooth functions with compact support. The
fact that we only know data about w for the cubes Q might seem insufficient to deduce
the claimed bounds, but we are assuming that the operator is bounded for the base case
exponents, and this gives enough information to deduce the claimed bounds. 
Using Theorem 4.9 we have the following corollary. The proof is in [24, Corollary 2.2].
Corollary 4.16. Suppose that for some 1 ≤ p0 ≤ q0 < ∞, an operator T satisfies the
weak–type (p0, q0) inequality:
‖T : Lp0(wp0)→ Lq0,∞(wq0)‖ ≤ c[w]γ
AQp0,q0
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for every w ∈ Ap0,q0 and some γ > 0. Then T also satisfies the weak–type (p, q)
inequality
‖T : Lp(wp)→ Lq,∞(wq)‖ ≤ c[w]γmax{1,q0p ′0 p ′q }
AQp,q
for all 1 < p ≤ q <∞ that satisfy
1
p
−
1
q
=
1
p0
−
1
q0
and all w ∈ Ap,q.
We now prove a “base case” weak-type estimate from which we can use Corollary 4.16
to extrapolate to all exponents.
Lemma 4.17. Let q0 = n/(n− α) = (n/α) ′. There holds∥∥∥IQα f∥∥∥Lq0,∞(wq0 ) . [w]1−α/nAQ1,q0 ‖f‖L1(w)(4.18)
for any weight w.
Proof. For convenience let u = wq0. Let QM denote the maximal cubes in Q. Recall
that we assume that Q is finite so every cube in Q is contained in a unique cube in QM.
For every Q ∈ QM we will prove∥∥∥QIQα f∥∥∥Lq0,∞(u) . ‖Qf‖L1(MQu)1/q0 .(4.19)
This will imply (4.18) by the following argument. Now, for every Q ∈ QM the AQ1,q0
condition implies MQu(x) ≤ [w]AQ
1,q0
u(x). We therefore have
∥∥∥IQα f∥∥∥Lq0,∞(u) ≤ ∑
Q∈QM
∥∥∥QIQα f∥∥∥Lq0,∞(u)
≤
∑
Q∈QM
ˆ
Q
|f(x)| (MQu)
1
q0 (x)dx
≤ [w]
1
q0
AQ
1,q0
ˆ
Rd
|f(x)|u(x)
1
q0 (x)dx
= [w]
1−α/n
AQ
1,q0
ˆ
Rd
|f(x)|w(x)dx.
Now, fix a cube in P ∈ QM. Observe that there holds
P(x)IQα f(x) =
∑
Q∈Q:Q⊂P
|Q|
α/n 〈Pf〉QQ(x).
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Note that IQα can be written as an integral operator with kernel K(x, y) :=
∑
Q∈Q:Q⊂P
Q(x)Q(y)
|Q|1−α/n
.
Thus using Minkowski’s inequality for the Lq,∞ norm, there holds∥∥∥∥∥∥
∑
Q∈Q:Q⊂P
|Q|
α/n 〈Pf〉QQ(x)
∥∥∥∥∥∥
Lq0,∞(u)
is dominated by
ˆ
P
|f(y)|
∥∥∥∥∥∥
∑
Q∈Q:Q⊂P
Q(x)Q(y)
|Q|
1−α/n
∥∥∥∥∥∥
Lq0,∞(u)
dy.(4.20)
Now, we compute the Lq0,∞(u) norm inside the integral. Let λ > 0 and let Qλ be the
maximal cubes in Q with |Q|1−α/n < λ−1. Now, for a fixed x,∑Q∈Q:Q⊂PQ(x) |Q|α/n−1 is
a geometric sum. Thus, if
∑
Q∈Q:Q⊂PQ(x) |Q|
α/n−1
> λ, then x is contained in a unique
element of Qλ. Now, let Qλ(y) denote the unique element of Qλ that contains y (if there
is such an element). Note also that λ < |Q|α/n−1 = |Q|−
1
q . Using this notation and these
observations there holds
λ
u
{
x :
∑
Q∈Q:Q⊂P
Q(x)Q(y)
|Q|
1−α/n
> λ
} 1q = λu(Qλ(y)) 1q
≤ 1
|Qλ(y)|
1−α/n
u(Qλ(y))
1
q
=
(
1
|Qλ(y)|
u(Qλ(y))
) 1
q
.
Taking a supremum over λ > 0 we deduce that∥∥∥∥∥∥
∑
Q∈Q:Q⊂P
Q(x)Q(y)
|Q|
1−α/n
∥∥∥∥∥∥
Lq0,∞(u)
≤ (MQu(y)) 1q .
Inserting this into (4.20) will give (4.19). 
We are now in a position to prove Lemma 4.8. Using extrapolation, we know that∥∥∥IQα : Lp(wp)→ Lq,∞(wq)∥∥∥ . [w]1−αnAQp,q
and ∥∥∥IQα : Lq ′(w−q ′)→ Lp ′,∞(w−p ′)∥∥∥ . [w−1]1−αnAQ
q ′,p ′
.
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Now, [w−1]AQ
p ′,q ′
= [w]
p ′
q
AQp,q
and [w]AQp,q > 1 so there holds∥∥∥IQα : Lp(wp)→ Lq,∞(wq)∥∥∥ . [w]1−αnAQp,q + [w−1]1−αnAQq ′,p ′ . [w](1−αn )max{1,
p ′
q
}
AQp,q
.
Thus the proof of Lemma of 4.8 is complete and so we have proved Theorem 1.3.
5. Weights Associated to L and Connections to BMO Space
Associated to L
In this section, we recall the definition and properties of the BMO space BMO
∞
(Rn)
associated to L. Then we build the exp-log connection of A∞p and BMO∞(R
n).
For any θ ≥ 0 we can define the following BMOθ(Rn) space as the set of functions
such that
‖f‖
BMOθ(R
n) := sup
Q a cube
1
ψθ(Q) |Q|
ˆ
Q
|f(y) − 〈f〉Q|dy <∞.
We also have the following BMO
∞
(Rn) space
BMO
∞
(Rn) := ∪θ≥0BMOθ(Rn).
Based on the definition of BMO
∞
(Rn), we provide the proof of Theorem 1.5.
Proof of Theorem 1.5. Proof of (i):
Suppose that w ∈ A∞p . Then there exists a θ ≥ 0 such that w ∈ Aθp. Let ϕ = logw
and µ = log
((
1
w
) 1
p−1
)
= −ϕ
p−1
. Then for any cube Q we have e〈ϕ〉Qe(p−1)〈µ〉Q = 1 and so
we can write the Aθp condition for w as follows:
1
ψθ(Q)p
(
1
|Q|
ˆ
Q
eϕ(x)−〈ϕ〉Qdx
)(
1
|Q|
ˆ
Q
eµ(x)−〈µ〉Qdx
)p−1
≤ [w]Aθp <∞.
By Jensen’s inequality we have
1
|Q|
ˆ
Q
eϕ(x)−〈ϕ〉Qdx ≥ 1 and 1
|Q|
ˆ
Q
eµ(x)−〈µ〉Qdx ≥ 1.
Thus, noting that ψθ(Q)
p = ψpθ(Q), we conclude that for any w ∈ Aθp we have
1
ψpθ(Q)
(
1
|Q|
ˆ
Q
eϕ(x)−〈ϕ〉Qdx
)
≤ [w]Aθp(
1
|Q|
´
Q
eµ(x)−〈µ〉Qdx
)p−1 ≤ [w]Aθp,(5.1)
and similarly,
1
ψpθ(Q)
(
1
|Q|
ˆ
Q
e−(ϕ(x)−〈ϕ〉Q)/(p−1)dx
)p−1
≤ [w]Aθp.(5.2)
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Now for a cube Q, let Q+ := {x ∈ Q : ϕ− 〈ϕ〉Q ≥ 0} and Q− = Q \Q+. Then we have
1
ψpθ(Q) |Q|
ˆ
Q
|ϕ(x) − 〈ϕ〉Q|dx(5.3)
=
1
ψpθ(Q) |Q|
(ˆ
Q+
(
ϕ(x) − 〈ϕ〉Q
)
dx +
ˆ
Q−
−
(
ϕ(x) − 〈ϕ〉Q
)
dx
)
.
For the first term in the right-hand side of the equality above, using the trivial estimate
t ≤ et, we obtain that
1
ψpθ(Q) |Q|
ˆ
Q+
(
ϕ(x) − 〈ϕ〉Q
)
dx ≤ 1
ψpθ(Q) |Q|
ˆ
Q+
eϕ(x)−〈ϕ〉Qdx
≤ 1
ψpθ(Q) |Q|
ˆ
Q
eϕ(x)−〈ϕ〉Qdx
≤ [w]Aθp,
where the last inequality follows from (5.1).
Now for the second term, we first consider the case p− 1 ≤ 1. Then using the trivial
estimate t ≤ et again we get
1
ψpθ(Q) |Q|
ˆ
Q−
−
(
ϕ(x) − 〈ϕ〉Q
)
dx
≤ 1
ψpθ(Q) |Q|
ˆ
Q−
e−(ϕ(x)−〈ϕ〉Q)dx
=
1
ψpθ(Q) |Q|
ˆ
Q−
[
e−(ϕ(x)−〈ϕ〉Q)/(p−1)
]p−1
dx
≤ 1
ψpθ(Q) |Q|
ˆ
Q
[
e−(ϕ(x)−〈ϕ〉Q)/(p−1)
]p−1
dx
≤ 1
ψpθ(Q)
(
1
|Q|
ˆ
Q
e−(ϕ(x)−〈ϕ〉Q)/(p−1)dx
)p−1
≤ [w]Aθp,
where the third inequality follows from Hölder’s inequality and the last inequality follows
from (5.2).
We now consider the case p− 1 > 1. Again we have
1
ψpθ(Q) |Q|
ˆ
Q−
−
(
ϕ(x) − 〈ϕ〉Q
)
dx =
p− 1
ψpθ(Q) |Q|
ˆ
Q−
−
(
ϕ(x) − 〈ϕ〉Q
)
p− 1
dx(5.4)
≤ p− 1
ψpθ(Q) |Q|
ˆ
Q−
e−(ϕ(x)−〈ϕ〉Q)/p−1dx.
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Next, we note that ψθ(Q) ≥ 1 for all Q and θ > 0, and that p−1 > 1. Thus we have
ψpθ(Q)
1
p−1 ≤ ψpθ(Q),
which implies that
1
ψpθ(Q)
≤ 1
ψpθ(Q)
1
p−1
.
Combing the above estimate and the inequality (5.4), we get
1
ψpθ(Q) |Q|
ˆ
Q−
−
(
ϕ(x) − 〈ϕ〉Q
)
dx ≤ p− 1
ψpθ(Q)
1
p−1 |Q|
ˆ
Q
e−(ϕ(x)−〈ϕ〉Q)/p−1dx
≤ (p− 1)[w]
1
p−1
Aθp
,
where the last inequality follows from (5.2).
Now combining the estimates of the first and second terms on the right-hand side of
(5.3), we obtain that
1
ψpθ(Q) |Q|
ˆ
Q
|ϕ(x) − 〈ϕ〉Q|dx ≤ [w]Aθp max
{
[w]Aθp, (p− 1)[w]
1
p−1
Aθp
}
.
Hence we obtain that logw ∈ BMOpθ ⊂ BMO∞, which implies that (i) holds.
Proof of (ii). Consider L = −∆+ 1 on Rn. Then from [4] it is known that b(x) = |xj|,
1 ≤ j ≤ n is in BMO
∞
. However, eδ|xj | is not in A∞p for any δ > 0 and p ∈ [1,∞). 
6. Conclusion
We briefly mention some two weight inequalities for the fractional integral operator
L−
α
2 . Recall that L−
α
2 is dominated by a finite sum of operators of the form
IDα,θ :=
∑
Q∈D
(ℓ(Q))α
ψ˜θ(Q)
〈f〉QQ(x).
And by setting Qr := {Q ∈ D : ψ˜θ(Q) ≃ 2rθ} we can further decompose IDα,θ as
IDα,θf(x) =
∑
r≥0
∑
Q∈Qr
(ℓ(Q))α
ψ˜θ(Q)
〈f〉QQ(x)
≃
∑
r≥0
2−rθ
∑
Q∈Qr
(ℓ(Q))α〈f〉QQ(x)
=:
∑
r≥0
2−rθIQrα f(x).
Therefore, to establish a two weight bound, it will be enough to give a two weight bound
for the operators IQrα . We also note that if v is a weight and σ := v
−
p ′
p then there holds
‖T : Lp(v)→ Lq(w)‖ = ‖T(σ·) : Lp(σ)→ Lq(w)‖ .
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The following was proven by one of us and Scott Spencer [34]. Below, for a weight w
we define
ρw(Q) :=
1
w(Q)
ˆ
Q
(M(wQ))(x)dx.
Lemma 6.1. Let 1 < p ≤ q < ∞ and σ,w be two weights. Let ǫp be a monotonic
function on (1,∞) that satisfies ´∞
1
dt
tǫ
p
p
(t) = 1 and similarly for ǫq ′ . Define
β(Q) :=
σ(Q)
1
p ′w(Q)
1
q
|Q|
1−α
n
ρσ(Q)
1
pǫp(ρσ(Q))ρw(Q)
1
q ′ ǫq ′(ρw(Q))
and set [σ,w]p,q,α,r := supQ∈Qr β(Q). Then
∥∥∥IQrα (σ·) : Lp(σ)→ Lq(w)∥∥∥ . [σ,w]p,q,α,r.
Now, define
[σ,w](θ)p,q,α := sup
Q a cube
σ(Q)
1
p ′w(Q)
1
q
ψθ/2(Q) |Q|
1−α
n
ρσ(Q)
1
pǫp(ρσ(Q))ρw(Q)
1
q ′ ǫq ′(ρw(Q)).
The conclusion in Lemma 6.1 can be stated as∥∥∥IQrα (σ·) : Lp(σ)→ Lq(w)∥∥∥ . 2rθ/2[σ,w](θ)p,q,α.
Thus using Lemma 6.1 and the decomposition of IDα we have the following theorem
Theorem 6.2. With definitions as above, there holds∥∥∥L−α2 (σ·) : Lp(σ)→ Lq(w)∥∥∥ . [σ,w](θ)p,q,α.
See other results in [7,9,34] to deduce similar two weight results in the present setting.
The condition [σ,w](θ)p,q,α may seem to be complicated beyond the point of usability.
Conditions like this are known as “bump” conditions. These bump conditions were in-
troduced in [39] and studied more in [27, 34] and are typically smaller than other bump
conditions such as Orlicz norms (this was shown by Treil and Volberg in [39]). For more
information about two weight inequalities for the fractional integral operator, see [7, 9].
Theorem 6.2 has a deficiency. The quantity ρw(Q) is related to the A∞ characteristic
of a weight. In particular, [w]A∞ := supQ ρw(Q). This is an important characteristic
in the classical weighted theory. However, it is too large to capture enough information
for weights in our classes. It will be interesting to develop an A
∞
theory adapted to the
operator −∆+ V.
Acknowledgement: The authors would like to thank Julian Bailey in Australian National
University for pointing out errors in Section 5 and to the statement of Theorem 1.5.
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