ABSTRACT Compressive sensing (CS) is an effective approach for compressive recovery, such as the imaging problems. It aims at recovering sparse signal or image from a small number of under-sampled data by taking advantage of the sparse signal structure. L 1/2 -norm regularization in CS framework has been considered as a typical nonconvex relaxation approach to approximate the optimal sparse solution, and can obtain stronger sparse solution than L 1 -norm regularization. However, it is very difficult to solve the nonconvex optimization problem efficiently resulted by L 1/2 -norm. In order to improve the performance of L 1/2 -norm regularization and extend the application, we propose a multiple sub-wavelet dictionariesbased adaptively-weighted iterative half thresholding algorithm (MUSAI-L 1/2 ) for sparse signal recovery. In particular, we propose an adaptive-weighting scheme for the regularization parameter to control the tradeoff between the fidelity term and the multiple sub-regularization terms. Numerical experiments are conducted on some typical compressive imaging problems to demonstrate that the proposed MUSAI-L 1/2 algorithm can yield significantly improved the recovery performance compared with the prior work.
I. INTRODUCTION
Underdetermined inverse problems have received much attention in academic and industry communities because of their many potential applications, such as localization [1] , Direction-of-arrival estimation [2] , wireless communications [3] - [7] , compressed imaging for radar [8] , [9] , image restoration [8] and many other sparse signal recovery problems [10] - [15] . Compressive sensing is a new data acquisition and recovery technology [16] , which can reconstruct the high dimensinal-signal from a lower one by this typical underdetermined linear system y = x + n (1.1)
where y ∈ C M ×1 is the observation or measured data vector,
N is a given measurement matrix,
x ∈ C N ×1 denotes the estimated signal and n ∈ C N ×1 represents the additive noise term. Since the distinguishing feature of is M N , the solution of this inverse problem satisfying (1.1) may not be unique. If x can be expressed as a combination of a known dictionary D ∈ R N ×p , N ≤ p by x = Dα with α is sparse, then the reconstruction problem can be solved well theoretically using the so-called L 0 regularization described as follows:
in which x 0 = |supp(x)| denotes the L 0 -norm that counts the number of nonzero components, and supp(x) = # {i, x i = 0} denotes the support set of nonzero components in signal vector x. The tuning parameter γ > 0 can reflect the noise level, and λ > 0 is a regularization parameter that plays the role of balancing the square error and the sparsity term. However, the L 0 -norm regularized optimization problem in (1.2) is an NP problem [12] . As a relaxed method, the L 1 -norm regularization is the most popular alternativê |x i | denotes the L 1 -norm operator. This typical convex optimization problem often called LASSO [17] , and can be efficiently solved by existing optimization algorithms. Among all the methodologies, the iterative thresholding algorithm is considered as the most successful, such as the well-known fast iterative shrinkagethresholding algorithm (FISTA) [18] . However, the alternative of L 1 regularizer is known to promote biased estimators and can only obtain a suboptimal solution [19] .
Theoretical analysis of CS implies that a better performance can be obtained by the L p , (0 < p < 1) quasi-norm regularization [20] , [21] , which can take advantage of more sparse information, especially in the presence of strong noise interference. Then, the sparse solution can be obtained by solving the optimization problem
Although this L p regularization problem (1.4) is much more intractable than (1.3), the L p regularization will reconstruct sparse signal with fewer measurements (lower sampling ratio) [22] and may enhance the robustness and the stability under noise scenarios. Moreover, It is also proven that there is no significant improvement when p ∈ (0, 1/2] [23] , and the L p regularization will yields a sparser solution with the value of p ∈ (1/2, 1] getting smaller. Hence, the L 1/2 regularization is often regarded as a typical case for discussion in L p -norm regularization aŝ
quasi-norm, and λ 1/2 denotes the regularization parameter. Recently the half thresholding algorithms is proposed to solve the non-convex L 1/2 regularization problem [23] , [27] , which has attracted increasing attention on SAR imaging [25] , Hyperspectral Unmixing [27] and image deconvolution [28] , etc.
The mentioned above is the so-called 'Synthesis' approach [29] . Recently, another popular method called 'Analysis' [30] has emerged, in this framework, x is sparse, where ∈ R N ×N is a given analysis dictionary. Recently, a multiple dictionaries based L 1 regularization method (Co-L1) [31] has been proposed for compressive image reconstruction in this analysis framework, which can obtain a significant improvement in image reconstruction quality by iteratively weighting a composite regularization term using different regularization parameters.
However, the resulting biased problem by L 1 regularizer is still existed.
To improve the reconstruction performance in CS, this paper proposes an improved adaptively-weighted iterative half thresholding algorithm to further exploit the prior knowledge of the estimated signal for sparse recovery based on the strategy of multiple sub-wavelet-dictionaries. It is the fact that the sparsity of d x will vary across the dictionary d . Combined with the analysis approach, in this paper, we utilize a suitable regularization parameter λ d to weight the proposed sub-wavelet-dictionary L 1/2 -regularizer, hence we can appropriately weight the contribution of each L 1/2 -regularizer. The proposed new optimization strategy describe aŝ
1/2 . In this new framework, these regularization parameters not only make a tradeoff between the fidelity term and the prior knowledge term, but also control the contribution of each L 1/2 -regularizer.
The main contributions of this paper are listed as follows: In order to enhance the sparsity and exploit more prior knowledge for minimization of the objective function, we first propose a multiple sub-wavelet-dictionaries based L 1/2 -norm regularization term. Then we propose a new iterative weighted L 1/2 regularization algorithm based on the existing half proximal thresholding algorithm to solve the resulting optimization problem. To weight the contribution of each d x 1/2 1/2 appropriately, we also propose a adaptively-weighting scheme for the regularization parameter λ d . Finally, the proposed MUSAI-L 1/2 algorithm is employed to some applications of sparse image recovery.
The organization of the rest of the paper is as follows: In Section II, we first discuss the general analysis L 1/2 -regularizer and then design a new multiple sub-wavelet dictionaries based L 1/2 -regularizer. Next, the MUSAI-L 1/2 algorithm is proposed to solve the resulting nonconvex and complex optimization problem in Section III. In order to confirm the performance of the proposed MUSAI-L 1/2 algorithm, we conduct computer simulations on typical Magnetic Resonance Imaging (MRI) problem in Section IV and then describe some imaging applications in Section V; Finally, our conclusions are given in Section VI.
II. MULTIPLE SUB-WAVELET DICTIONARIES-BASED L 1/2 REGULARIZER
According to compressed sensing and sparsifying transform theory, if the raw signal x ∈ R N ×1 is not sparse, then we can conduct a transformation x, where ∈ R N ×N is a given analysis dictionary, such as the fast Fourier transform (FFT), the wavelet transform (WT) and discrete cosine transform (DCT). The general analysis L 1/2 regularization can be described as
In this paper, we select the 'db1' and 'db2' wavelet [25] bases as the ideal basis functions because of their performance and computational efficiency in image processing [24] . As mentioned above, the sparse structure of a certain signal/image x (e.g. the sparsity K ) will vary under different dictionaries. Inspired by this fact, in order to exploit the prior knowledge and the sparse structure of the estimated image furtherly, this section propose a multiple sub-waveletdictionaries based L 1/2 -regularizer in the following steps:
Step 1: We first construct the (nN ) × N analysis dictionary by the form
where
Step 2: In order to obtain multiple different dictionaries, we design the sub-
. . .
denote the number of the rows of each sub-dictionary d , and
According to (2.2)-(2.3), we have the relationship between the analysis dictionary and each sub-wavelet-dictionary
In this paper, specially, we only choose the simple case
then every sub-dictionary 1 , 2 , · · · , D ∈ R N ×N is a square matrix with the same size.
Step 3: According to the proposed multiple subdictionaries, the given x ∈ R N ×1 under these sub-dictionaries is described as
Hence, different d x contain different prior knowledge of the estimated signal/image x. To utilize these different prior knowledge for the L 1/2 -regularization problem, the multiple sub-wavelet-dictionaries based L 1/2 -regularizer R MUSAI (x) is proposed, which can be described as
where D is the number of the sub-dictionaries.
To make fully use of each sub-regularizer, D regularization parameters
will not only control the tradeoff between the error and multiple regularizers, but also weight the contribution of each sub-dictionary d . By weighting each sub-dictionary based regularizer, the different sparsity can be exploited as the prior knowledge for recovery improvement, and the greater the difference, the greater the improvement.
III. MULTIPLE SUB-WAVELET-DICTIONARIES BASED ADAPTIVELY-WEIGHTED ITERATIVE L 1/2 REGULARIZATION ALGORITHM
In this section, according to the proposed multiple subwavelet-dictionaries based L 1/2 -regularizer R MUSAI (x) in section II, we develop the proposed MUSAI-L 1/2 algorithm based on the well-known half thresholding algorithm. Moreover, the adaptively-weighting updating scheme for regularization parameter λ d is proposed to weight the contribution of each sub-dictionary appropriately. VOLUME 6, 2018
To solve the complex and nonconvex optimization in (1.6), we first introduce the analysis half thresholding algorithm for the analysis L 1/2 regularization problem with γ = 1, shown aŝ
where the analysis dictionary ∈ R N ×N is an inverted and orthogonal matrix, and λ 1/2 is the regularization parameter. Firstly, the first order optimality condition of x is described as
where the operator ∇(·) denotes the gradient of the objective function. Let ∇f (x) = 0; thus, we have
multiplied by any parameter τ which controlling the iteration step size, and adding x on both sides of (3.3), we have
We can immediately obtain:
To this end, we can use the half thresholding operator proposed in [24] 
where τ and λ represent the step size and the regularization parameter respectively, and
where h λτ (x i ) denotes the half thresholding function:
and T = 4 (λ · τ ) 2/3 is the threshold value. Then we can obtain from (3.5)
where τ > 0 is the step size parameter (e.g., τ = 0.99 2 2 ). Thus, we have
where θ x t = (x t + τ T y − x t ). Moreover, the forward-backward linear research strategy is employed to accelerate the convergence of the half thresholding algorithm [24] by
(3.11) and
According to prior work for the general analysis case in (3.1), there are three different schemes to design the parameter [24] . The scheme by cross-validation is applied to the case that the sparsity K of signal/image is unknown, normally this scheme is the best choice. The iterative half thresholding algorithm for analysis L 1/2 regularization can be summarized as Table 1 . 
B. MULTIPLE SUB-WAVELET-DICTIONARIES BASED L 1/2 REGULARIZATION ALGORITHM
Now we consider the resulting complex and nonconvex L 1/2 regularization optimization problem by the multiple subwavelet dictionaries described in (1.6). The regularization problem can be formulated aŝ
in which the first term of the objective function is an L 2 -norm and the second term is the sum of multiple non-convex L 1/2 -regularizers. Under normal conditions, the problem described in (3.1) is difficult to be resolved because there are D regularizers here, however, benefiting from the designed sub-dictionary inverted and orthogonal d . When these regularization parameters λ 1 , λ 2 , · · · , λ D is given, the problem (3.13) can be readily solved by the iterative half thresholding algorithm described in Table 1 (See [31] , Co-L1). The flowchart of the proposed MUSAI-L 1/2 algorithm is then summarized as Figure 1 . 
C. AN ADAPTIVE UPDATING SCHEME OF λ d
This subsection considers how to employ the difference of each sub-wavelet-dictionary based L 1/2 -regularizer as the prior knowledge for the optimization problem. As mentioned above, the regularization parameters λ d control the tradeoff between the sparsity and the error. To achieve a suitable tradeoff, we aim to develop a parameter selection method λ d to weight the contribution from each dictionary. Motivated by [19] , we design λ d to be inversely proportional to the true signal sparsity as 
IV. PERFORMANCE EVALUATIONS AND DISCUSSIONS
In this section, we evaluate the recovery performance by some experiments on real-world Magnetic Resonance (MR) data. The problem of Magnetic Resonance Imaging (MRI) [32] is to recover a sequence of MRI images only from the under-sampled measurements y. We investigate a simplified ''dynamic MRI'' problem and use the high-quality MRI cardiac cine [31] as the ground truth and select a 144×48 spatiotemporal slice for experiments, which shown in Figure 2 . In this section, we utilize the orthogonal discrete wavelet bases of 'db1', 'db2' and 'db3' to construct the sparse matrix ∈ R 3N ×N with two levels of decomposition in sparsifying transform ('db1', 'db2' and 'db3'; N = 2). We conduct the following experiments: 1) the experiment under different values of ; 2) the experiment under different decomposition levels of wavelet transformation (WT); 3) the experiment under different measurement SNR values. This paper employ the measurement SNR (mSNR) to measure the noise strength mSNR = y 2 2 M σ 2 (4.1) VOLUME 6, 2018 in which y is the measured signal, M represents the number of y, and σ 2 is the variance of the white Gaussian noise. We evaluate the performance of all the algorithms by the recovery SNR (RSNR) and the Relative Error:
wherex is the recovery signal, and x is the original signal. And the sampling ratio is formulated as
To demonstrate the powerful effectiveness and the robustness of proposed MUSAI-L 1/2 algorithm, we choose the related prior work of Co-L 1 algorithm [31] and analysis half thresholding algorithm of L 1/2 regularization [24] as a comparison. For a fair comparison, the regularization parameter for the iterative half thresholding algorithm of Table 1 by the fixed form
All the experiments were conducted on a personal computer (2.21 GHz, 16 GB RAM) in a MATLAB (R2014a) platform.
A. THE INFLUENCE OF IN
It is well known that the quantity of the solution depends seriously on the value of the regularization parameter. A small parameter indicates that the L 2 -norm term x − y 2 2 is penalized moderately, whereas a larger parameter will discourage the sparsity. Thus, the regularization parameter can control the tradeoff between the sparsity of the solution and the data error. In our proposed MUSAI-L 1/2 algorithm, the parameters also play another key role of weighting contribution of each sub-dictionary based regularizer. According to the proposed parameter in (3.14), we observe that the value of has a severe effect on recovery performance. We investigate the influence of in the regularization parameter λ d,1/2 no the recovery performance by empirically setting the value as follows: Table 3 present the simulation results. According to Figure. 3, we observe that the proposed MUSAI-L 1/2 algorithm fail to recover the image with = 10 2 ; when is relatively large (such as, = 10), the method does not yield a reasonable approximated solution under low sampling ratios (e.g., 0.05-0.2). When is very small ( = 10 −2 , 10 −3 , 10 −5 ), the proposed algorithm would provide a good approximated solution. From the result we also observe that the performance of MUSAI-L 1/2 algorithm tend to be stable with ∈ {10 −7 , 10 −5 , 10 −3 , 10 −2 , 10 −1 }. However, the computational complexity will increase with the value of becomes smaller shown in Table 3 . Thus, we choose = 10 −3 in λ d,1/2 through synthetically considering the robustness and the effectiveness.
B. THE DECOMPOSITION LEVEL OF SPARSIFYING TRANSFORM
As mentioned above, the wavelet transform plays the significant role for the proposed MUSAI-L 1/2 algorithm. In this experiment, we will compare the recovery performances of MUSAI-L 1/2 under different-level wavelet decomposition with N ∈ {1, 2, 3, 4}. The experimental results are reported in Figure 4 and Table 4 . We can find that the proposed algorithm presents a poor performance with N = 1. With increasing of the value N, the performance will improve significantly, such as N = 2, 3. We can also observe that the performances of the proposed MUSAI-L 1/2 algorithm tends to be stable, such as N = 2, 3, 4. However, as the number of decomposition levels increases, the computation time will also increase significantly. Hence, the decomposition levels N can have serious impacts on the recovery performance and we empirically select N = 2 or 3.
C. CONVERGENCE AND RELATIVE ERROR
The relative error versus the outer iteration number mainly reflect the reconstruction speed and the accuracy. This experiment studies the relative error at each outer iteration number at a moderate sampling ratio of 0.4. The result in figure 5 indicates that all the three algorithms converge after several iterations. Our proposed MUSAI-L 1/2 algorithm can obtain the lowest relative error, and can achieve a satisfactory convergence speed among three tested algorithms.
D. RSNR VERSUS DIFFERENT mSNR
To demonstrate the robustness of the proposed algorithm, we recover the image versus different mSNR values of 5, 10, 15, 20, 25, 30, 35 , and 40 dB with a moderate sampling ratio of 0.3. As we can see from Figure 6 , the proposed MUSAI-L 1/2 algorithm has a higher recovery SNR than the other two algorithms, especially compared to the initial half thresholding algorithm for L 1/2 regularization. Moreover, the proposed algorithm is more robust than the iterative half thresholding algorithms of L 1/2 regularization.
V. APPLICATIONS IN COMPRESSIVE IMAGING
In this section, we further extend our proposed MUSAI-L 1/2 to related compressive imaging applications to illustrate its wide applicability. We conduct the experiments for comparison with the Co-L1 (mFISTA) algorithm [31] and the L 1/2 algorithm [24] . According to the experiment results above, we set the parameters λ d,1/2 as 
Experiment 1:
In the first experiment, the proposed algorithm is applied to restore the well-known cameraman image versus sampling ratio M /N . First, we construct the sparse matrix ∈ R 8N ×N by concatenating the undecimated 'db1' and 'db2' wavelet transform via the 2-level decomposition, and the measurement matrix uses the ''Spread Spectrum'' operator [33] . We use the N = 96 × 104 'Cameraman' image as the objective image. Figure 7 recovery performance by the Co-L1 algorithm, the L 1/2 algorithm and the proposed MUSAI-L 1/2 algorithm, respectively. Figure 8 presents the RSNR obtained by the three algorithms. We can clearly find that the proposed MUSAI-L 1/2 algorithm outperforms the other two algorithms, especially in the low sampling ratio of [0.1, 0.5].
Experiment 2: In the second experiment, we employ the proposed MUSAI-L 1/2 algorithm to medical imaging mentioned in the section IV. Figure 9 shows the recovery effects for three algorithms with a moderate sampling ratio and a fixed mSNR (0,3, 40dB). From the recovery results, the L 1/2 algorithm fail to reconstruct the image, while the Co-L1 algorithms and the proposed algorithm are able to recover the image satisfactorily, and our proposed MUSAI-L 1/2 algorithm achieves the best results among them. Figure 10 shows the RSNR of the MRI image reconstructed by three algorithms versus sampling ratio. We can clearly observe that the proposed MUSAI-L 1/2 algorithm outperforms the other two algorithms. 
Experiment 3:
In the final experiment, we conducted a complex image test for the well-known Shepp-Logan phantom of N = 96 × 96, and we designed the complex image by
We used the ''Spread Spectrum'' operator as the measurement matrix , and we constructed the operator ∈ R 4N ×N ('db3,' N = 2). Figure 11 (a), (b) , (c) and (d) show the clear image and three obtained recovery effects with a very low sampling ratio of 0.1. We can clearly see that the proposed MUSAI-L 1/2 algorithm can obtain a high-quality image while other two algorithms perform poorly. Figure 12 depicts the obtained RSNR and shows that the proposed algorithm outperforms other algorithms.
VI. CONCLUSION
In this paper, we proposed an adaptively-weighted iterative half thresholding algorithm (MUSAI-L 1/2 ) for L 1/2 regularization problem based on the sparsity-inducing multiple sub-wavelet-dictionaries. We also proposed an adaptivelyweighting scheme for regularization parameter to control the tradeoff between the sparsity of the solution and the data error by iteratively weighting the contribution of each sub-waveletdictionary. From the performance results, we can draw the following conclusions: (i) The proposed MUSAI-L 1/2 algorithm can achieve better performance than the conventional L 1/2 regularization approaches. (ii) The proposed adaptivelyweighting parameter λ d,1/2 plays a key role in the optimization progress, which not only weight the contribution of each regularizer, but also control the tradeoff between the fidelity and prior knowledge term. (iii) As a representative L p -norm, the L 1/2 regularization will reconstruct the compressed image with fewer measurements and can increase robustness and stability under noisy scenarios compared with the L 1 regularization problem.
