• B = {C 1 ,C 2 ,C 3 ,C 4 } is a directed cycle basis
• vector representation: C 1 = (0, 1, 1, 1, 1, −1, 0, 0), entries = edge usages
• D = (1, 1, 1, 1, 0, 0, 0, 0) = (C 1 +C 2 +C 3 +C 4 )/3 computation in Q
• weight of basis: w(B) = 3w(e 1 ) + 3w(e 2 ) + . . . + 2w(e 5 ) + 2w(e 6 ) + . . .
• undirected basis: C 1 = (0, 1, 1, 1, 1, 1, 0, 0)
ignore directions
Undirected Cycle Basis: Formal Definition
• cycle C = set of edges such that degree of every vertex wrt C is even
• m(e i ) = 1 iff e i is an element of C
• cycle space = set of all cycles
• addition of cycles = componentwise addition mod 2 = symmetric difference of edge sets
• every basis consists of N = m − (n − 1) cycles
• spanning tree basis:
• let T be an arbitrary spanning tree • for every non-tree edge e, e + the T -path connecting the endpoints of e.
The Directed Case
• cycle space = vector space over Q.
• element of this vector space, C = (m(e 1 ), m(e 2 ), . . . , m(e m )) ∈ Q E
• m(e i ) multiplicity of e i
• constraint
• then inflow = outflow for every vertex 1 2 −3
• • a simple cycle in the underlying undirected graph gives rise to a vector
The Spanning Tree Basis
• let T be an arbitrary spanning tree N = non-tree edges
• for every non-tree edge e, C e = e + T -path connecting the endpoints of e
• B = {C e ; e ∈ N } is a basis,
• cycles in B are independent • they span all cycles: for any cycle C, we have
λ e = +1 if C and C e use e with identical orientation −1 otherwise Pf: C − ∑ e∈N∩C λ e ·C e is a cycle and contains only tree edges.
• minimum weight spanning tree basis is NP-complete (Deo et. al., 82) • spanning tree basis is integral
Motivation I
• analysis of cycle space has applications in electrical engineering, biology, chemistry, periodic scheduling, surface reconstruction, graph drawing. . .
• in these applications, it is useful to have a small basis (uniform weights) or a minimum weight basis (non-uniform weights)
• analysis of an electrical network (Kirchhof's laws)
• for any cycle C the sum of the voltage drops is zero
• sufficient: for every cycle C in a cycle basis ....
• number of non-zero entries in equations = size of cycle basis
• computational effort is heavily influenced by size of cycle basis
• electrical networks can be huge (up to a 100 millions of nodes) Infineon
Algorithmic Approach 2: de Pina
• construct basis iteratively, assume partial basis is {C 1 , . . . ,C i }
• compute a vector S orthogonal to C 1 , . . . , C i .
• find a cheapest cycle C having a non-zero component in the direction S, i.e., C, S = 0
• add C to the partial basis
• C is not the cheapest cycle independent of the partial basis
• it is the shortest vector with a component in direction S.
• correctness • alg computes a basis • alg computes a minimum weight basis, because every basis must contain a cycle which has a non-zero component in direction S
• and alg adds the cheapest such cycle More Details
• amounts to solving a linear system of equations, namely S,C j = 0 mod 2 for 1 ≤ j ≤ i
• time bound for this step is O(m ω ) per iteration (Gaussian elimination) and O(m 1+ω ) in total
• this can be brought done to O(m ω ) total time, see next slide
• determine a minimum weight cycle C with S,C = 0
• see next but one slide
• add it to the basis and repeat
Faster Implementation
• maintain partial basis C 1 , . . . , C i−1 , vectors in { 0, 1 } E
• plus basis S i , . . . S N of orthogonal space
• iteration becomes:
• intialize S 1 to S N to unit vectors (S i to i-th unit vector)
• update step makes S j orthogonal to C i and maintains orthogonality to C 1 to C i−1 .
• update step has time O(m 2 ), total time O(m 3 ).
• further speed-up: update in bulk
• update S N/2+1 to S N only after computation of C 1 to C N/2
• and use this idea recursively • now fast matrix multiplication and inversion can be used for update
Computing Cycles
• determine a minimum weight cycle C with S,C = 0 mod 2, i.e., a minimum weight cycle using an odd number of edges in S.
• consider a graph with two copies of V , vertices v 0 and v 1 .
• edges e ∈ S changes sides, and edges e ∈ S do not • more precisely: for e = (v, w) ∈ S have (v 0 , w 1 ) and (v 1 , w 0 )
• and for e = (v, w) ∈ S have (v 0 , w 0 ) and (v 1 , w 1 )
• for any v, compute minimum weight path from v 0 to v 1 .
• time O(m + n log n) for fixed v,
• time O(nm + n 2 log n) per iteration, i.e., for all v
• O(nm 2 + n 2 m log n) 
