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Περίληψη
Η τεχνική της piλαισίωσης (ή framization) είναι μια τεχνική piου αναpiτύχθηκε αpiό
τους Juyumaya και Λαμpiροpiούλου, και αpiοτελείται αpiό μια γενίκευση μιας άλγεβρας
κόμβων έτσι ώστε το αpiοτέλεσμα να σχετίζεται με τους piλαισιωμένους κόμβους. Το
piιο βασικό piαράδειγα piλαισίωσης αpiοτελεί η άλγεβρα Yokonuma–Hecke η οpiοία μpiορεί
να θεωρηθεί ως piλαισίωση της άλγεβρας κόμβων Iwahori–Hecke.
Στην piροσpiάθεια τους, οι Juyumaya και Λαμpiροpiούλου, να ορίσουν τοpiολογικές α-
ναλλοίωτες για piλαισιωμένους κόμβους μέσω του γραμμικού ίχνους Juyumaya (συμβ.
tr) με piαραμέτρους z, x1, . . . , xd−1, piου ορίστηκε piάνω στην άλγεβρα Yokonuma–
Hecke, piροέκυψε piως το tr δεν μpiορεί να κανονικοpiοιηθεί άμεσα σύμφωνα με τις σχέ-
σεις ισοδυναμίας για piλαισιωμένες piλεξίδες. Το γεγονός αυτό οδήγησε σε συνθήκες
piου θα έpiρεpiε να εpiιβληθούν στις piαραμέτρους x1, . . . , xd−1 της αpiεικόνισης ίχνους
tr. Συγκεκριμένα, οι piαράμετροι x1, . . . , xd−1 της αpiεικονίσης ίχνους tr θα piρέpiει να
ικανοpiοιούν ένα σύστημα μη γραμμικών εξισώσεων, το λεγόμενο E–σύστημα. Μια
piροφανής λύση είναι όταν τα x1, . . . , xd−1 είναι d–ρίζες της μονάδας.
Σ΄ αυτή τη διδακτορική piροτείνουμε τρεις piιθανές piλαισώσεις τις άλγεβρας Temper-
ley–Lieb ως piηλίκα της άλγεβρας Yokonuma–Hecke και τις αναλλοίωτες κόμβων piου
αντιστοιχούν σε κάθε piερίpiτωση. Οι piιθανές άλγεβρες piηλίκα piου piροκύpiτουν εί-
ναι οι εξής: Η άλγεβρα Yokonuma–Temperley–Lieb (συμβ. YTLd,n(u)), η άλγεβρα
Framization of Temperley–Lieb (συμβ. FTLd,n(u)) και η άλγεβρα Complex Reflec-
tion Temperley–Lieb (σύμβ. CTLd,n(u)). Δίδονται piαραστάσεις με αντιστρέψιμους
αλλά και με μη–αντιστρέψιμους γεννήτορες για κάθε μια αpiό τις piαραpiάνω άλγεβρες
piηλίκα, ενώ piαράλληλα αpiοδεικνύεται η σχέση μεταξύ τους μέσω αντιμεταθετικού δια-
γράμματος. Εpiιpiλέον, με χρήση εργαλείων της Αρμονικής Ανάλυσης για piεpiερασμένες
ομάδες και με εφαρμογή κατάλληλου μετασχηματισμού Fourier, δίδονται οι ικανές και
αναγκαίες συνθήκες έτσι ώστε η γραμμική αpiεικόνιση ίχνους tr να piερνά σε κάθε μία
αpiό τις piαραpiάνω άλγεβρες. Για την piερίpiτωση της άλγεβρας piηλίκο YTLd,n(u), το
τρ piερνα αν και μόνο αν οι piαράμετροι x1, . . . , xd−1 είναι d–ρίζες της μονάδας. Σ΄
αυτή την piερίpiτωση ανακτούμε είναι το piολυώνυμο Jones, ίσως την piιο σημαντική
αναλλοίωτη κόμβων. Για τη δεύτερη άλγεβρα piηλίκο, την FTLd,n(u), οι ικανές και
αναγκαίες συνθήκες έτσι ώστε να piερνά το tr εμpiεριέχουν όλες τις λύσεις του E–
συστήματος. Οι συνθήκες, τέλος, για να piεράσει η αpiεικόνιση tr στην τρίτη άλγεβρα
piηλίκο, την CTLd,n(u) piεριλαμβάνουν μόνο την piαράμετρο z. Για να είναι εφικτός,
λοιpiόν, ο ορισμός μιας αναλλοίωτης piλαισιωμένων κόμβων στο εpiίpiεδο της άλγεβρας
CTLd,n(u), θα piρέpiει οι piαράμετροι x1, . . . , xd−1 να εpiιλεχθούν έτσι ώστε να είναι
λύσεις του E–συστήματος. Εpiομένως, οι αναλλοίωτες piου piροκύpiτουν ταυτίζονται
με αυτές piου αντιστοιχούν στην άλγεβρα FTLd,n(u). Συνεpiώς, το μειονέκτημα της
άλγεβρας CTLd,n(u) είναι το γεγονός ότι η διάστασή της piολύ μεγάλη για τις ανάγκες
του ορισμού μιας αναλλοίωτης piλαισιωμένων κόμβων. Αυτός είναι και ο λόγος piου
piροτείνεται η άλγεβρα FTLd,n(u) ως η piιο κατάλληλη για τον ορισμό της piλαισίωσης
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της άλγεβρας Temperley–Lieb.
Abstract
The framization is a mechanism designed by Juyumaya and Lambropoulou and
consists of a generalization of a knot algebra via the addition of framing generators.
In this way we obtain a new algebra which is related to framed knots. The most basic
example of a framization is the Yokonuma–Hecke algebra, which can be considered
as a framization of the Iwahori–Hecke algebra.
Aiming to extracting framed link invariants from the Juyumaya trace tr with
parameters z, x1, . . . xd−1, defined on the algebras Yd,n(u), as it turned out tr does
not re–scale directly according to the framed braid equivalence, leading to conditions
that have to be imposed on the trace parameters x1, . . . xd−1 ; namely, they had to
satisfy a non-linear system of equations, the E–system. The parameters x1, . . . xd−1
being d-roots of unity is one obvious solution.
In this thesis we propose three framizations of the Temperley–Lieb algebra as
a quotient of the Yokonuma–Hecke algebra over appropriate two–sided ideals. The
possible quotient algebras that arise are three: the Yokonuma–Temperley–Lieb al-
gebra YTLd,n(u), the Framization of the Temperley-Lieb algebra FTLd,n(u) and the
Complex Reflection Temperely–Lieb algebra CTLd,n(u). Presentations in terms of
invertible (resp. non–invertible) generators and relations are given for each quo-
tient algebra. Further, the connection between the three quotient algebras is proven
through a commutative diagram. Moreover, using tools from Harmonic Analysis for
finite groups and also through the application of an appropriate Fourier transform,
the necessary and sufficient conditions such that the Juyumaya trace function tr
passes through to each one of the three quotient algebras. For the first quotient,
the algebra YTLd,n(u), it turns out, the trace tr passes to the quotient algebra only
if the trace parameters x1, . . . xd−1 are d–roots of unity. In this case we recover
the Jones polynomial. The second candidate, FTLd,n(u), has the property that the
conditions on the trace parameters x1, . . . xd−1 so that tr passes through to the quo-
tient, include explicitly all solutions of the E–system mentioned above. Finally, the
conditions on the trace parameters for the third candidate, the Complex Reflection
Temperley–Lieb algebra CTLd,n(u), involve only parameter z and not the parame-
ters x1, . . . xd−1. So, in order to obtain knot invariants from the algebra CTLd,n(u),
we have to select the parameters x1, . . . xd−1 solutions of the E–system. It follows
that the knot invariants we obtain coincide with those from FTLd,n(u). Thus, the
main disadvantage of CTLd,n(u), is that is is unnecessarily large for the purposes of
defining a framed knot invariant. This is the reason that the algebra FTLd,n(u) is
proposed as the most appropriate candidate for the definition of the framization of
the Temperley–Lieb algebra.
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Extended abstract in Greek
Η τεχνική του framization είναι ένας μηχανισμός ο οpiοίος αναpiτύχθηκε αpiό τους
Juyumaya και Λαμpiροpiούλου, και αpiοτελείται αpiό μια γενίκευση μιας άλγεβρας κόμ-
βων έτσι ώστε το αpiοτέλεσμα να σχετίζεται με τους piλαισιωμένους κόμβους (framed
knots). Πιο συγκεκριμένα, ο μηχανισμός του framization μpiορεί να piεριγραφεί ως η
διαδικασία piρόσθεσης των γεννητόρων του framing στο σύνολο των γεννητόρων της
άλγεβρας κόμβων, ο ορισμός σχέσεων αλληλεpiίδρασης μεταξύ των νέων γεννητόρων
και των αρχικών γεννητόρων της άλγεβρας και η εμφάνιση του framing στις σχέσεις
της άλγεβρας. Οι σχέσεις piου piροκύpiτουν θα piρέpiει φυσικά να είναι τοpiολογικά
συνεpiείς. Εpiίσης, για τετριμμένο framing θα piρέpiει να ανακτούμε τις κλασικές άλγε-
βρες. Το piιο δύσκολο piρόβλημα αυτής της διαδικασίας είναι η εpiιβολή του framing
στις σχέσεις piολυωνυμικού τύpiου. ΄Ενα βασικό piαράδειγμα framization είναι η άλγε-
βρα Yokonuma–Hecke, Yd,n(u), piου είναι το framization της άλγεβρας Iwahori–Hecke.
Σε αυτήν την διδακτορική διατριβή piροτείνουμε τρία piιθανά framization της άλγε-
βρας Temperley–Lieb ως piηλίκα της άλγεβρας Yokonuma–Hecke piάνω αpiό κατάλληλα
αμφίpiλευρα ιδεώδη. Οι piιθανές άλγεβρες piηλίκα piου piροκύpiτουν είναι τρεις: Η άλγεβρα
Yokonuma–Temperley–Lieb (YTLd,n(u)), η άλγεβρα Framization of Temperley–Lieb
(FTLd,n(u)) και η άλγεβρα Complex Reflection Temperley–Lieb (CTLd,n(u)). Αpiό
αυτές ξεχωρίζουμε την άλγεβρα FTLd,n(u) διότι, όpiως θα γίνει σαφές στην piορεία,
μας οδηγεί στο framization piου αντανακλά την κατασκευή του ῾῾piολυωνύμου Jones
για piλαισιωμένους κόμβους᾿᾿ με τον piιο φυσιολογικό τρόpiο. Σ΄ αυτήν την piερίληψη
piαρουσιάζονται συνοpiτικά τα αpiοτελέσματα της piαρούσης διατριβής και piαρατείθενται
οι σημαντικότερες αpiοδείξεις.
i. Η άλγεβρα Temperley–Lieb
Η άλγεβρα Temperley–Lieb ορίστηκε αρχικά αpiό τους Temperley και Lieb [34] κατά
τη διάρκεια έρευνάς τους piάνω στο μοντέλο για το λιώσιμο του piάγου. Είναι μια
piροσεταιριστική άλγεβρα piάνω αpiό το C, με μονάδα το 1 και piαράγεται αpiό το σύνολο
γεννητόρων {f1, . . . , fn−1} το οpiοίο ικανοpiοιεί τις σχέσεις:
f 2i = fi
fifj = fjfi, |i− j| > 1
fifjfi = δfi |i− j| = 1
όpiου δ μια αpiροσδιόριστη. Σημειώνουμε ότι αpiό την piρώτη σχέση της piαράστα-
σης της άλγεβρας, piροκύpiτει ότι οι γεννήτορες είναι ιδιοδύναμοι και εpiομένως μη–
αντιστρέψιμοι.
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Η εκ νέου ανακάλυψή της άλγεβρας Temperley–Lieb αpiό τον Jones [15] ως piηλίκο
της άλγεβρας Iwahori–Hecke και ο ορισμός αpiό τον ίδιο μιας αpiεικόνισης ίχνους piάνω
στη συγκεκριμένη άλγεβρα, οδήγησε σε αpiρόβλεpiτες, μέχρι τότε, εφαρμογές στην
Θεωρία Κόμβων (στο γνωστό piολυώνυμο Jones V (u), μια αpiό τις piιο σημαντικές
αναλλοίωτες ισοτοpiίας για κόμβους), ενώ έδωσε μια νέα ώθηση στην αλληλεpiίδραση
μεταξύ της Θεωρίας Κόμβων και της Θεωρίας Αναpiαραστάσεων. Συγκεκριμένα, μέσω
του μετασχηματισμού:
hi := (u+ 1)fi − 1
όpiου το u ορίζεται μέσω της σχέσης δ−1 = 2 + u + u−1, piαίρνουμε την ακόλου-
θη piαράσταση για την άλγεβρα Temperley–Lieb TLn(u) με σύνολο γεννητόρων το
{h1, . . . , hn−1} και τις ακόλουθες σχέσεις μεταξύ αύτων:
hihjhi = hjhihj, |i− j| = 1 (1)
hihj = hjhi, |i− j| > 1 (2)
h2i = (u− 1)hi + u (3)
hihjhi + hjhi+hihj + hi + hj + 1 = 0, |i− j| = 1. (4)
Αpiό την τετραγωνική σχέση (2) piροκύpiτει piως οι γεννήτορες hi είναι αντιστρέψι-
μοι. Εpiιpiλέον, οι σχέσεις (1)–(3) είναι ακριβώς οι σχέσεις piου ορίζουν την άλγεβρα
Iwahori–Hecke. Εpiομένως η άλγεβρα Temperley–Lieb, μpiορεί να θεωρηθεί ως piηλίκο
της άλγεβρας Iwahori–Hecke, Hn(u), piάνω αpiό το αμφίpiλευρο ιδεώδες J piου ορίζουν
οι σχέσεις (4). Θέτοντας:
hi,j := hihjhi + hjhi + hihj + hi + hj + 1
αpiοδεικνύεται piως το ιδεώδες J είναι κύριο και piαράγεται αpiό το στοιχείο h1,2. Τα
στοιχεία hi,j ονομάζονται στοιχεία Steinberg, ενώ οι σχέσεις (1.15) σχέσεις Steinberg.
Το piολυώνυμο Jones 2–μεταβλητών ή Homflypt, P (u, ζ), [13, 29], κατασκευά-
στηκε μέσω μιας αpiεικόνισης ίχνους Markov, με piαράμετρο ζ, piου ορίστηκε αpiό τον
Ocneanu piάνω στις άλγεβρες Iwahori–Hecke. Εφόσον, όpiως αpiέδειξε ο Jones, η
άλγεβρα Temperley–Lieb είναι ένα piηλίκο της άλγεβρας Iwahori–Hecke η αpiεικόνιση
ίχνους του Ocneanu piερνάει στην άλγεβρα piηλίκο όταν αυτή μηδενίζει τον γεννήτορα
του ιδεώδους J . Αυτό συμβαίνει όταν η piαράμετρος ζ piαίρνει δύο συγκεκριμένες τιμές.
Αpiό τις αυτές μόνο μια έχει τοpiολογικό ενδιαφέρον, η ζ = − 1
u+1
. Για αυτή την τιμή
του ζ το piολυώνυμο Jones 1–μεταβλητής piροκύpiτει αpiό το piολυώνυμο Homflypt.
Οι άλγεβρες Iwahori–Hecke και Temperley–Lieb είναι τα piιο σημαντικά piαραδείγ-
ματα μιας άλγεβρας κόμβων. Μια άλγεβρα κόμβων είναι μια άλγεβρα η οpiοία στην
piαράστασή της εμpiεριέχει τις σχέσεις των piλεξίδων (braid relations), οι οpiοίες χρη-
σιμοpiοιούνται στην κατανόηση της ταξινόμησης των κόμβων. Πιο συγκεκριμένα, μια
άλγεβρα κόμβων αpiοτελείται αpiό μια τριάδα (A, τ, pi) όpiου pi είναι μια αναpiαράσταση
της ομάδας των piλεξίδων στην A και τ είναι μια συνάρτηση ίχνους Markov ορισμένη
piάνω στην A.
ii. Η άλγεβρα Yokonuma–Hecke
Η άλγεβρα Yokonuma–Hecke, Yd,n(u), ορίστηκε αρχικά στο [37], ενώ στη συνέχεια
στο [18], ορίστηκε ως το piηλίκο της modular ομάδας των piλαισιωμένων piλεξίδων
Fd,n (στις οpiοίες οι κλωστές έχουν framing modulo d), piάνω αpiό μια τετραγωνική
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σχέση piου εμpiεριέχει τους γεννήτορες framing ti μέσω συγκεκριμένων ιδιοδύναμων
στοιχείων ei. Πιο αναλυτικά, είναι η ακόλουθη C(u)-άλγεβρα piηλίκο:
Yd,n(u) =
CFd,n
〈g2i − 1− (u− 1)ei − (u− 1)ei gi〉
όpiου ei = 1d
∑d−1
m=0 t
m
i t
−m
i+1. Αpiό τα piαραpiάνω, η άλγεβρα Yd,n(u) μpiορεί να piαρασταθεί
αpiό τους γεννήτορες t1, . . . , tn, g1, . . . , gn−1 και τις ακόλουθες σχέσεις μεταξύ αυτών:
gigj = gjgi, |i− j| > 1
gi+1gigi+1 = gigi+1gi,
g2i = 1 + (u− 1)ei + (u− 1)eigi
titj = tjti, για κάθε i, j
tdi = 1, για κάθε i
giti = ti+1gi
giti+1 = tigi
gitj = tjgi, όpiου j 6= i, και j 6= i+ 1
Τα στοιχεία ei είναι ιδιοδύναμα και μpiορούν να γενικευτούν ως εξής. Για οpiοιοσδήpiοτε
δείκτες i, j και για οpiοιοδήpiοτε m ∈ Z/dZ, ορίζουμε τα ακόλουθα στοιχεία μέσα στην
CFd,n:
ei,j :=
1
d
d−1∑
s=0
tsi t
−s
j , (5)
και:
e
(m)
i :=
1
d
d−1∑
s=0
tm+si t
−s
i+1. (6)
Εpiίσης, piαρατηρούμε ότι: ei = ei,i+1 = e
(0)
i . Θέτοντας d = 1, η άλγεβρα Y1,n(u) ταυ-
τίζεται με την άλγεβρα Iwahori–Hecke Hn(u). Οι άλγεβρες Yokonuma–Hecke έχουν
μελετηθεί στα [37, 18, 23, 20, 24, 33, 4]. Εpiιpiλέον, στο [18] ο Juyumaya κατασκεύ-
ασε μια εpiαγωγική γραμμική βάση για τις άλγεβρες Yd,n(u) και μέσω αυτής όρισε μια
μοναδική γραμμική αpiεικόνιση ίχνους Markov, tr, piάνω σ΄ αυτές τις άλγεβρες, η οpiοία
εξαρτάται αpiό piαραμέτρους z, x1, . . . , xd−1. Πιο συγκεκριμένα:
Θεώρημα 1 ([18] Θεώρημα 12). ΄Εστω d ένας θετικός ακέραιος. Για τις αpiροσ-
διόριστες z, x1, . . . , xd−1 υpiάρχει μια μοναδική γραμμική αpiεικόνιση ίχνους Markov
tr:
tr : ∪∞n=1Yd,n(u) −→ C(u)[z, x1, . . . , xd−1]
η οpiοία ορίζεται με εpiαγωγή στο n σύμφωνα με τους ακόλουθους κανόνες:
tr(ab) = tr(ba)
tr(1) = 1
tr(agn) = z tr(a) (ιδιότητα Markov)
tr(atsn+1) = xstr(a) (s = 1, . . . , d− 1)
όpiου a, b ∈ Yd,n(u).
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Στην piροσpiάθεια τους, οι Juyumaya και Λαμpiροpiούλου, να ορίσουν τοpiολογικές
αναλλοίωτες για piλαισιωμένους κόμβους μέσω του tr, όpiως piροέκυψε στο [23], το tr
δεν μpiορεί να κανονικοpiοιηθεί άμεσα σύμφωνα με τις σχέσεις ισοδυναμίας για piλαισιω-
μένες piλεξίδες. Το γεγονός αυτό οδήγησε σε συνθήκες piου θα έpiρεpiε να εpiιβληθούν
στις piαραμέτρους x1, . . . , xd−1 της αpiεικόνισης ίχνους tr. Συγκεκριμένα, οι piαράμε-
τροι x1, . . . , xd−1 της αpiεικονίσης ίχνους tr θα piρέpiει να ικανοpiοιούν ένα σύστημα μη
γραμμικών εξισώσεων, το λεγόμενο E–σύστημα:
d−1∑
s=0
xm+sx−s = xm
d−1∑
s=0
xsx−s
Μια piροφανής λύση είναι όταν τα xi είναι d–ρίζες της μονάδας. Ο P. Ge´rardin στο[23,
Appendix] βρήκε το piλήρες σύνολο λύσεων για το E–σύστημα και έδειξε ότι piαρα-
μετροpiοιούνται αpiό τα μη–κενά υpiοσύνολα της Z/dZ. Δεδομένης μιας λύσης του E–
συστήματος, piολυωνυμικές αναλλοίωτες ισοτοpiίας 2–μεταβλητών για piλαισιωμένους
κόμβους, κλασικούς κόμβους και κόμβους singular κατασκευάστηκαν στα [20, 22, 21]
αντίστοιχα και μελετηθήκαν piεραιτέρω στο [2, 5].
iii. Η άλγεβρα Yokonuma–Temperley–Lieb
iii.α. Η άλγεβρα YTLd,n(u)
Η piρώτη άλγεβρα piου ορίσαμε ως piιθανό framization της άλγεβρας Temperley–Lieb
είναι η λεγόμενη άλγεβρα Yokonuma–Temperely–Lieb. Συγκεκριμένα θεωρούμε το
ιδεώδες piου ορίζουν τα στοιχεία Steinberg στην piερίpiτωση της άλγεβρας Yd,n(u).
Πιο αναλυτικά, θέτουμε:
gi,j := gigjgi + gjgi + gigj + gi + gj + 1
με i, j ∈ {1, . . . , d−1} και |i− j| = 1. Εpiιpiρόσθετα, θεωρούμε το αμφίpiλευρο ιδεώδες
I1 = 〈gi,j〉. ΄Εχουμε τον ακόλουθο ορισμό:
Ορισμός 1. Για n ≥ 3, η άλγεβρα Yokonuma–Temperley–Lieb, YTLd,n(u), ορίζεται
ως το piηλίκο:
YTLd,n(u) :=
Yd,n(u)
I1
.
Με άλλα λόγια η άλγεβρα YTLd,n(u) μpiορεί να piαρασταθεί αpiό τους γεννήτορες
g1, . . . , gn−1, t1, . . . , tn , οι οpiοίοι ικανοpiοιούν τις σχέσεις:
gigj = gjgi, |i− j| > 1 (7)
gi+1gigi+1 = gigi+1gi (8)
g2i = 1 + (u− 1)ei + (u− 1)eigi (9)
titj = tjti, για κάθε i, j (10)
tdi = 1, για κάθε i (11)
giti = ti+1gi (12)
giti+1 = tigi (13)
gitj = tjgi, όpiου j 6= i, και j 6= i+ 1 (14)
gigi+1gi + gigi+1 + gi+1gi + gi + gi+1 + 1 = 0 (15)
· xi
Αpiοδεικνύεται piως το ιδεώδες I1 είναι κύριο και piως piαράγεται αpiό το στοιχείο g1,2.
Θέτοντας d = 1 στην piαραpiάνω piαράσταση, piαρατηρούμε piως η άλγεβρα YTL1,n(u)
ταυτίζεται με την άλγεβρα Temperley–Lieb, TLn(u).
Θεωρώντας τώρα το μετασχηματισμό `i := 1u+1(gi + 1) μpiορούμε να piάρουμε μια
piαράσταση για την άλγεβρα YTLd,n(u) με μη αντιστρέψιμους γεννήτορες. Πράγματι,
έχουμε την ακόλουθη piρόταση:
Πρόταση 1. Η άλγεβρα YTLd,n(u) μpiορεί να θεωρηθεί ως η άλγεβρα piου έχει ως
γεννήτορες τα στοιχεία
`1, . . . `n−1, t1, . . . , tn
και τις piαρακάτω σχέσεις:
tdi = 1, για κάθε i (16)
titj = tjti, για κάθε i, j (17)
`itj = tj`i, όpiου j 6= i και j 6= i+ 1 (18)
`iti = ti+1`i +
1
u+ 1
(ti − ti+1) (19)
`iti+1 = ti`i +
1
u+ 1
(ti+1 − ti) (20)
`2i =
(u− 1)ei + 2
u+ 1
`i (21)
`i`j = `j`i, |i− j| > 1 (22)
`i`i±1`i =
(u− 1)ei + 1
(u+ 1)2
`i (23)
Στη συνέχεια, δείχνουμε piως κάθε στοιχείο στην YTLd,n(u) μpiορεί να γραφεί ως
γραμμικό συνδυασμός μονονύμων, καθένα αpiό τα οpiοία piεριέχει το μέγιστο και τον
ελάχιστο γεννήτορα το piολύ μια φορά και βρήκαμε ένα piαράγωγο σύνολο για την άλγε-
βρα YTLd,n(u). Πιο συγκεκριμένα, μια λέξη στην YTLd,n(u) λέγεται ανηγμένη όταν
έχει το ελάχιστο μήκος ως piρος τις σχέσεις (7)–(15). ΄Εχουμε λοιpiόν την ακόλουθη
piρόταση:
Πρόταση 2. Το σύνολο των ανηγμένων λέξεων
Σd,n =
{
ta(gi1gi1−1 . . . gi1−k1)(gi2gi2−1 . . . gi2−k2) . . . (gipgip−1 . . . gip−kp)
}
, (24)
όpiου
ta = ta11 . . . t
an
n ∈ Cnd , 1 ≤ i1 < i2 < . . . < ip ≤ n− 1,
και
1 ≤ i1 − k1 < i2 − k2 < . . . < ip − kp,
piαράγει γραμμικά την άλγεβρα Yokonuma–Temperley–Lieb algebra YTLd,n(u). Ο
μέγιστος γεννήτορας είναι ο gip του δεξιότερου κύκλου και ο ελάχιστος γεννήτορας
είναι ο gi1−k1 και βρίσκεται στον piιο αριστερό κύκλο του Σd,n.
Οι Χλουβεράκη και Pouchin χρησιμοpiοιώντας εργαλεία της Θεωρίας Αναpiαραστά-
σεων κατάφεραν στο [3] να υpiολογίσουν τη διάσταση της άλγεβρας YTLd,n(u):
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Πρόταση 3. Η διάσταση της άλγεβρας Yokonuma–Temperley–Lieb είναι:
dim(YTLd,n(u)) = dcn +
d(d− 1)
2
n−1∑
k=1
(
n
k
)2
,
όpiου cn είναι ο n–οστός αριθμός Catalan.
Εpiίσης αpiό το σύνολο Σd,n κατάφεραν να εξάγουν μια γραμμική βάση για κάθε
d και κάθε n. Χρησιμοpiοιώντας την Πρόταση 3 καταφέραμε να βρούμε μια γραμμική
βάση για την piερίpiτωση d = 2 και n = 3, διαφορετική αpiό αυτή των Χλουβεράκη και
Pouchin.
Πρόταση 4. Το σύνολο
S2,3 = {1, t1, t2, t1t2, g1, t2g1, t3g1, t2t3g1, g2, t1g2, t3g2, t1t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1} .
αpiοτελεί μια γραμμική βάση για την άλγεβρα YTL2,3(u).
iii.β. ΄Ενα γραμμικό ίχνος Markov piάνω στην άλγεβρα YTLd,n(u)
Το εpiόμενο ερώτημα piου piροκύpiτει είναι εάν και υpiό piοιές συνθήκες η αpiεικόνιση
ίχνους tr του Juyumaya piου ορίστηκε piάνω στην άλγεβρα Yd,n(u) piερνά στην άλ-
γεβρα piηλίκο YTLd,n(u). Κατ΄ αναλογία με την piερίpiτωση της κλασικής άλγεβρας
Temperley–Lieb, το tr θα piρέpiει να μηδενίζει το γεννήτορα του ιδεώδους I1 και κατ΄
εpiέκταση κάθε στοιχείο piου βρίσκεται μέσα σ΄ αυτό. ΄Ετσι λοιpiόν piροκύpiτει piως ο
γεννήτορας του ιδεώδους I1, το στοιχείο g1,2 μηδενίζεται για τις ακόλουθες τιμές της
piαραμέτρου z του tr:
z± =
− ((u− 1)E + 3)±
√
((u− 1)E + 3)2 − 4(u+ 1)
2(u+ 1)
, (25)
όpiου E := tr(ei) για κάθε i. Εpiιpiλέον για m ∈ Z/dZ συμβολίζουμε με E(m) :=
tr(e
(m)
i ), για κάθε i. Θέλοντας να εξετάσουμε αν αυτές οι τιμές της piαραμέτρου z της
αpiεικόνισης tr μηδενίζουν κάθε στοιχείο του I1, δουλέψαμε χρησιμοpiοιώντας εpiαγωγή
στο n. Πιο αναλυτικά, για n = 3, υpiολογίσαμε το ίχνος κάθε στοιχείου του I1. Αυτά
είναι της μορφής mg1,2, όpiου το m βρίσκεται στην κανονική βάση της Yd,3(u). ΄Ετσι
piροκύpiτει ένα σύστημα piολυωνυμικών εξισώσεων Σ:
(Σ)

Za,b,c = 0 (26αʹ)
Va,b+c = 0 (26βʹ)
Wa,b,c = 0, (26γʹ)
όpiου:
Za,b,c := (u+ 1)z
2xa+b+c +
(
(u− 1)E(a+b+c) + xaxb+c + xbxa+c + xcxa+b
)
z + xaxbxc
Va,b+c := (u+ 1)z
2xa+b+c + (u+ 1)zE
(a+b+c) + z xaxb+c + xaE
(b+c)
Wa,b,c := (u+ 1)z
2xa+b+c + (u+ 2)zE
(a+b+c) + tr
(
e
(a+b+c)
1 e2
)
.
· xiii
Στη συνέχεια, αpiαιτήσαμε το (Σ) να έχει λύσεις τις τιμές z± της (25). Διακρίνουμε δύο
piεριpiτώσεις: Είτε το σύστημα των εξισώσεων έχει και τις δύο τιμές z± ως λύσεις, είτε
τουλάχιστον μια αpiο αυτές. Στην piρώτη piερίpiτωση έχουμε μόνο αναγκαίες συνθήκες
για να piερνάει το tr στην άλγεβρα piηλίκο. Πράγματι:
Θεώρημα 2. Για n ≥ 3, το ίχνος tr piου ορίζεται στην Yd,n(u) piερνάει στην άλγεβρα
piηλίκο YTLd,n(u) αν οι piαράμετροι xi είναι d–ρίζες της μονάδας (xi = xi1, 1 ≤ i ≤
d− 1) και z = − 1
u+1
ή z = −1.
Στην piερίpiτωση piου τα xi είναι d–ρίζες της μονάδας piροκύpiτει ότι E = 1. Αντι-
καθιστώντας στην (25) piροκύpiτουν οι τιμές για το z του Θεωρήματος 2.
Στη δεύτερη piερίpiτωση ικανές και αναγκαίες συνθήκες piροκύpiτουν έτσι ώστε το tr
να piερνά στην άλγεβρα piηλίκο. Πριν piροχωρήσουμε στη διατύpiωση του Θεωρήματος,
εισάγουμε τον ακόλουθο συμβολισμο: exps(k) := exp(2ipisk/d), όpiου 0 ≤ k ≤ d− 1.
Θεώρημα 3. Το ίχνος tr piερνά στην άλγεβρα piηλίκο YTLd,n(u) αν και μόνο αν xi
είναι λύσεις του E–συστήματος και μια αpiό τις δύο piεριpiτώσεις ισχύουν:
(i) Για κάpiοιο 0 ≤ m1 ≤ d− 1 τα x` εκφράζονται ως:
x` = expm1(`) (0 ≤ ` ≤ d− 1).
Σ΄ αυτή την piερίpiτωση τα x` είναι d–ρίζες της μονάδας και z = − 1u+1 ή z = −1.
(ii) Για κάpiοια 0 ≤ m1,m2 ≤ d− 1 τα x` εκφράζονται ως:
x` =
1
2
(
expm1(`) + expm2(`)
)
(0 ≤ ` ≤ d− 1).
Σ΄ αυτή την piερίpiτωση έχουμε z = −1
2
.
Αpiόδειξη. Παρατηρούμε αρχικά ότι τα x` piου εμφανίζονται στο (i) είναι piράγματι
λύσεις του συστήματος (Σ). Υpiοθέτουμε τώρα piως οι λύσεις μας δεν είναι αυτής της
μορφής. Αpiό αυτό έpiεται ότι xa 6= E(a) για κάpiοιο 0 ≤ a ≤ d− 1.
Θα χρησιμοpiοιήσουμε εpiαγωγή στο n. Θα δείξουμε αρχικά την piερίpiτωση n = 3.
Υpiοθέτουμε ότι το ίχνος tr piερνά στην άλγεβρα piηλίκο YTLd,3(u). Αυτό σημαίνει
ότι το σύστημα (Σ) έχει λύσεις για το z οpiοιαδήpiοτε αpiό αυτές piου δίδονται αpiό τις
εξισώσεις 25, για οpiοιοδήpiοτε a, b, c ∈ Z/dZ. Αφαιρώντας την εξίσωση (26αʹ) αpiό την
(26βʹ) έχουμε ότι:(
xaxb+c + xbxa+c − 2E(a+b+c)
)
z = − (xaxbxc − xcE(a+b)) . (27)
Εpiιλέγοντας b = c = 0 στην εξίσωση (27) και εφόσον υpiοθέσαμε ότι υpiάρχει ένα a
τέτοιο ώστε xa 6= E(a), έχουμε ότι: z = −12 . Αpiό την άλλη, αφαιρώντας τις εξισώσεις
(26αʹ) και (26βʹ) αpiό την εξίσωση (26γʹ) έχουμε ότι:
(
3E(a+b+c) − xaxb+c − 2xcxa+b
)
z = xaxbxc + xcE
(a+b) − xbE(a+c) − tr(e(a+b+c)1 e2).
(28)
Για την τιμή a για την οpiοία ισχύει xa − E(a) 6= 0
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και θέτοντας b = c = 0 στην εξίσωση 28 έχουμε ότι:
z = −xa − tr(e
(a)
1 e2)
3(xa − E(a)) . (29)
Συνδυάζοντας τώρα τις εξισώσεις (27) και (29) έχουμε ότι:
1
2
=
xa − tr(e(a)1 e2)
3(xa − E(a))
ή ισοδύναμα:
3(xa − E(a)) = 2(xa − tr(e(a)1 e2)).
Χρησιμοpiοιώντας το Λήμμα 1.4, τα piαραpiάνω είναι ισοδύναμα με:
3x− 3
d
x ∗ x = 2x− 2
d2
x ∗ x ∗ x.
Παίρνοντας το μετασχηματισμό Fourier (βλ. Λήμμα 1.5) καταλήγουμε στην ακόλουθη:
2
d2
x̂3 − 3
d
x̂2 + x̂ = 0.
Υpiοθέτοντας τώρα ότι x̂ =
∑
0≤`≤d−1 y`t
` έχουμε την ακόλουθη έκφραση για τους
συντελεστές y` στο ανάpiτυγμα της x̂:
y`
(
2
d2
y2` −
3
d
y` + 1
)
= 0.
Οpiότε είτε y` = 0 είτε y` = d είτε y` = 12d. Εpiομένως, αν piάρουμε τη διαμέριση του
συνόλου {` : 0 ≤ ` ≤ d− 1} στα σύνολα S0, S1, S 1
2
έτσι ώστε τα y` να piαίρνουν την
τιμή i · d στο σύνολο Si (i = 0, 1, 12), αpiό το Λήμμα 1.5 έχουμε ότι:
x =
∑
m∈S1
i−m +
1
2
∑
m∈S 1
2
i−m.
Αpiό τη συνθήκη x0 = 1 piροκύpiτουν και οι ακόλουθες συνθήκες :
1 = x(0) = |S1|+ 1
2
|S 1
2
|.
Αυτό σημάνει piως είτε το σύνολο S1 είναι μονοσύνολο και S 1
2
= ∅ είτε ότι το
S1 = ∅ και το σύνολο S 1
2
έχει δύο στοιχεία. Η piρώτη piερίpiτωση είναι αντιστοιχή
της piερίpiτωσης (i) όpiου τα x` είναι d ρίζες τις μονάδας. Στη δεύτερη piερίpiτωση, αν
S 1
2
= {m1,m2} τότε piαίρνουμε την ακόλουθη λύση του E–συστήματος:
x` =
1
2
(
expm1(`) + expm2(`)
)
, (0 ≤ ` ≤ d− 1) (30)
piου αντιστοιχεί στην τιμή z = −1
2
.
Μpiορούμε piλέον να εpiαληθεύσουμε το γεγονός ότι αυτές οι λύσεις ικανοpiοιούν το
σύστημα (Σ). Εφόσον z = −1
2
και E = 1
2
, έχουμε ότι E(`) = x`/2, Vc,a+b = Wa,b,c = 0,
και εpiίσης piως η εξίσωση (26αʹ) ισούται με :
xaxb+c + xbxa+c + xcxa+b = xa+b+c + 2xaxbxc,
· xv
η οpiοία ικανοpiοείται αpiό τις τιμές των x` piου δίνονται στην (30). Συνεχίζουμε με
την εpiαγωγή στο n. Υpiοθέτουμε ότι η υpiόθεση ισχύει για όλες τις άλγεβρες piηλίκα
YTLd,k(u), όpiου k ≤ n, δηλαδή:
tr(ak g1,2) = 0
για κάθε ak ∈ Yd,k(u), k ≤ n. Θα αpiοδείξουμε την υpiόθεση για k = n+ 1. Αρκεί να
αpiόδείξουμε ότι η αpiεικόνιση ίχνους είναι ίση με μηδέν για οpiοιοδήpiοτε στοιχείο βρί-
σκεται στη μορφή an+1g1,2, όpiου το an+1 ανήκει στην εpiαγωγική βάση της Yd,n+1(u),
δεδομένων των συνθηκών του Θεωρήματος. Αυτό σημαίνει ότι:
tr(an+1 g1,2) = 0.
Εφόσον το στοιχείο an+1 βρίσκεται στην εpiαγωγική βάση της Yd,n+1(u), τότε θα έχει
μια αpiό τις ακόλουθες μορφές:
an+1 = angn . . . git
k
i ή an+1 = ant
k
n+1,
όpiου το an βρίσκεται στην εpiαγωγική βάση της Yd,n(u). Για την piρώτη piερίpiτωση
έχουμε ότι:
tr(an+1 g1,2) = tr(angn . . . git
k
i g1,2) = z tr(angn−1 . . . git
k
i r1,2) = z tr(a˜g1,2),
και το αpiοτέλεσμα piροκύpiτει μέσω εpiαγωγής. Η δεύτερη piερίpiτωση αpiοδεικνύεται με
ανάλογο τρόpiο.
iii.γ. Αναλλοίωτες κόμβων αpiό τις άλγεβρες YTLd,n(u)
Δεδομένης μια λύσης X
S
= {x1, . . . , xd−1} του E–συστήματος, η οpiοία piαραμετρο-
piοιείται αpiό το μη–κενό υpiοσύνολο S της Z/dZ, οι Juyumaya και Λαμpiροpiούλου στο
[23] όρισαν την ακόλουθη αpiεικόνιση, για κάθε α ∈ ∪∞Fn:
Γd,S(w, u)(αˆ) =
(
− (1− wu)√
w(1− u)E
)n−1 (√
w
)ε(α)
tr (γ(α)) , (31)
όpiου w = z+(1−u)E
uz
, γ ο φυσικός εpiιμορφισμός της άλγεβρας piου αντιστοιχεί στην
ομάδα των piλαισιωμένων piλεξίδων CFn εpiί της άλγεβρας Yd,n(u). ΄Οpiως αpiέδειξαν, η
αpiεικόνιση Γd,S(w, u) είναι τοpiολογική αναλλοίωτη piλαισιωμένων κρίκων.
Εpiιpiλέον, οι Juyumaya και Λαμpiροpiούλου piεριορίζοντας την Γd,S(w, u) στην piε-
ρίpiτωση των κλασσικών piλεξίδων, οι οpiοίες μpiορούν να θεωρηθούν ως piλαισιωμέ-
νες piλεξίδες με μηδενικό framing, όρισαν μια αναλλοίωτη για κλασικούς κρίκους, τη
∆d,S(w, u). Στο [21] η αναλλοίωτη ∆d,S(w, u) εpiεκτάθηκε σε μια αναλλοίωτη για
singular κρίκους.
Στο [2] αpiοδεικνύεται piως για γενικές τιμές των piαραμέτρων u, z οι αναλλοίωτες
∆d,S(w, u) δεν συμpiίpiτουν με το piολυώνυμο Homflypt, εκτός για τις τετριμμένες piε-
ριpiτώσεις u = 1 ή E = 1. Παρ΄ όλα αυτά όμως, τα υpiολογιστικά δεδομένα [5] δείχνουν
piως αυτές οι αναλλοίωτες δεν ξεχωρίζουν ζευγάρια κόμβων τα οpiοία το piολυώνυμο
Homflypt εpiίσης δεν ξεχωρίζει, εpiομένως μpiορεί να είναι τοpiολογικά ισοδύναμες με
το piολυώνυμο Homflypt.
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Αpiό τις piροϋpiοθέσεις του Θεωρήματος 3 αpiορρίpiτουμε τις piεριpiτώσεις όpiου: z =
−1 (και τα xi είναι d–ρίζες της μονάδας) και z = −12 (και x` = 12 (exp(`m1) + exp(`m2)))
καθώς σημαντική τοpiολογική piληροφορία χάνεται. Πράγματι, για piαράδειγμα, το ίχνος
tr δίνει την ίδια τιμή για όλες τις άρτιες (αντιστ. piεριττές) δυνάμεις των gi, γιαm ∈ Z>0
[23]. Οpiότε οι (διαφορετικοί) κρίκοι piου αντιστοιχούν στις piαραpiάνω δυνάμεις των gi
θα piαίρνουν την ίδια τιμή της αναλλοίωτης Γd,S(w, u). Εpiομένως, αpiό τις τιμές του
Θεωρήματος 3 piου αpiομένουν piροκύpiτει ότι E = 1 και w = u. ΄Εχουμε λοιpiόν το
ακόλουθο piόρισμα:
Πόρισμα 1. Οι αναλλοίωτες Vd,S(u) := ∆d,S(u, u) ταυτίζονται με το piολυώνυμο
Jones.
iv. Η άλγεβρα FTLd,n(u)
΄Οpiως αναφέραμε και piροηγουμένως, υpiάρχουν τρεις piιθανοί υpiοψήφιοι για τον ορισμό
του framization της άλγεβρας Temperley–Lieb. Η δεύτερη άλγεβρα piου ορίζουμε
είναι η άλγεβρα piηλίκο FTLd,n(u). Πιο συγκεκριμένα, ορίζουμε αυτήν την άλγεβρα
ως το piηλίκο της άλγεβρας Yokonuma–Hecke piάνω αpiό ένα αμφίpiλευρο ιδεώδες piου
κατασκευάζεται αpiό την ακόλουθη υpiοομάδα της ομάδας Cd,n := Cnd oSn, όpiου Cd =
〈t | td = 1〉 η κυκλική ομάδα τάξης d και ti = (1, . . . 1, t, 1, . . . , 1):
Hi,j := 〈tit−1i+1, tjt−1j+1〉o 〈si, sj〉 με |i− j| = 1.
Σημειώνουμε ότι, για j = i + 1, έχουμε ότι κάθε x ∈ Hi,i+1 μpiορεί να γραφεί στη
μορφή:
x = tαi t
β
i+1t
γ
i+2w, (32)
όpiου α + β + γ = 0 και w ∈ 〈si, si+1〉. ΄Εχουμε τον ακόλουθο ορισμό:
Ορισμός 2. Για n ≥ 3, το Framization της άλγεβρας Temperley–Lieb, FTLd,n(u),
ορίζεται ως το piηλίκο της άλγεβρας Yd,n(u) piάνω αpiό το αμφίpiλευρο ιδεώδες J piου
piαράγεται αpiό τα στοιχεία:
ri,i+1 :=
∑
x∈Hi,i+1
gx =
∑
α+β+γ=0
w∈〈si,si+1〉
tαi t
β
i+1t
γ
i+2 gw (i = 1, . . . , n− 2). (33)
Ομοίως, όpiως και στις piεριpiτώσεις των αλγεβρών Temperley–Lieb και YTLd,n(u),
αpiοδεικνύεται ότι το ιδεώδες J είναι κύριο και piαράγεται αpiό το στοιχείο r1,2:
Θεώρημα 4. Η άλγεβρα FTLd,n(u) είναι το piηλίκο της άλγεβρας Yd,n(u) piάνω αpiό
το αμφίpiλευρο ιδεώδες J piου piαράγεται αpiό το στοιχείο:
r1,2 =
∑
x∈H1,2
gx =
∑
α+β+γ=0
tα1 t
β
2 t
γ
3g1,2.
Η άλγεβρα FTLd,n(u) μpiορεί να piαρασταθεί αpiό τους γεννήτορες t1, . . . , tn, g1, . . . , gn−1
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και τις ακόλουθες σχέσεις μεταξύ αυτών:
gigj = gjgi, |i− j| > 1
gi+1gigi+1 = gigi+1gi
g2i = 1 + (u− 1)ei + (u− 1)eigi
titj = tjti, για κάθε i, j
tdi = 1, για κάθε i
giti = ti+1gi
giti+1 = tigi
gitj = tjgi, όpiου j 6= i, και j 6= i+ 1∑
α+β+γ=0
w∈〈si,si+1〉
tαi t
β
i+1t
γ
i+2 gw = 0 (i = 1, . . . , n− 2).
΄Οpiως αpiέδειξαν οι Χλουβεράκη και Pouchin [3], η διάσταση της άλγεβρας FTLd,n(u)
είναι :
dimFTLd,n(u) =
∑
|k1|+|k2|+...+|kd|=n
(
n!
k1! . . . kd!
)2
ck1 . . . ckd ,
όpiου cn είναι ο n–οστός αριθμός Catalan.
Η άλγεβρα FTLd,n(u) μpiορεί να piαρασταθεί και με μη-αντιστρέψιμους γεννήτορες.
Πράγματι, έχουμε την ακόλουθη piρόταση:
Πρόταση 5. Η άλγεβρα FTLd,n(u) μpiορεί να piαρασταθεί με τους γεννήτορες:
`1, . . . , `n−1, t1, . . . , tn
οι οpiοίοι ικανοpiοιούν τις σχέσεις (16) – (22) καθώς και τις ακόλουθες δύο σχέσεις:
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1
eiei+1`i`i+1`i =
u
(u+ 1)2
eiei+1`i
iv.α. ΄Ενα γραμμικό ίχνος Markov piάνω στην άλγεβρα FTLd,n(u)
Ακολουθώντας το ίδιο σκεpiτικό όpiως και στην piερίpiτωση της άλγεβρας YTLd,n(u),
υpiολογίσαμε τις συνθήκες υpiό τις οpiοίες το ίχνος tr της άλγεβρας Yd,n(u) piερνά στην
άλγεβρα piηλίκο. Σε αυτήν την piερίpiτωση ο γεννήτορας του ιδεώδους J μηδενίζεται
για τις ακόλουθες τιμές της piαραμέτρου z:
z± :=
−(u+ 2)E ±√(u+ 2)2E2 − 4(u+ 1)A
2(u+ 1)
(34)
όpiου A := tr(e1e2). Αυτή τη φορά έχουμε το ακόλουθο γραμμικό σύστημα d εξισώ-
σεων:
(Σ)
{
(u+ 1)z2x0 + (u+ 2)E
(0)z + tr(e
(0)
1 e2) = 0
(u+ 1)z2xl + (u+ 2)E
(l)z + tr(e
(l)
1 e2) = 0 (1 ≤ l ≤ d− 1),
το οpiοίο αpiαιτούμε να έχει λύσεις ως piρος z τις τιμες της (34). Αν το σύστημα έχει
και τις δύο τιμές του z ως κοινές λύσεις τότε έχουμε αναγκαίες συνθήκες ώστε το tr
να piερνά στην άλγεβρα piηλίκο:
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Θεώρημα 5. Για n ≥ 3, το γραμμικό ίχνος tr της Yd,n(u) piερνά στην άλγεβρα
piηλίκο FTLd,n(u) αν οι piαράμετροι x1, . . . , xd−1 αpiοτελούν λύσεις του E–συστήματος
και το piαίρνει z μια αpiό τις ακόλουθες τιμές:
z
S ,+ = −
1
u+ 1
E ή z
S ,− = −E.
Αν το σύστημα έχει τουλάχιστον μια αpiό τις τιμές της (34) ως κοινή λύση τότε
έχουμε ικανές και αναγκαίες συνθήκες ώστε το tr να piερνά στην άλγεβρα piηλίκο:
Θεώρημα 6. Το γραμμικό ίχνος tr της Yd,n(u) piερνά στην άλγεβρα piηλίκο FTLd,n(u)
αν και μόνο αν οι piαράμετροι xi είναι της μορφής:
x = −z
(∑
s∈S1
i−s + (u+ 1)
∑
s∈S2
i−s
)
,
όpiου x είναι η μιγαδική συνάρτηση piάνω αpiό το Z/dZ, piου στέλνει το 0 στο 1 και το
k στην piαράμετρο xk της συνάρτησης ίχνους, ενώ Sup1 ∪ Sup2 (ξένη ένωση) είναι ο
φορέας (support) του μετασχηματισμόυ Fourier της συνάρτησης x.
Αpiόδειξη. Με εpiαγωγή στο n. Αρχικά θα αpiοδείξουμε την piερίpiτωση n = 3. Θέλουμε
να εpiιλύσουμε το ακόλουθο σύστημα εξισώσεων:
(u+ 1)z2x` + (u+ 2)zE
(`) + tr(e
(`)
1 e2) = 0, για κάθε 0 ≤ ` ≤ d− 1.
Αφαιρώντας την piρώτη εξίσωση αpiό τις υpiόλοιpiες piροκύpiτουν οι ακόλουθες:
z(u+ 2)
(
E(`) − xlE
)
= −
(
tr(e
(`)
1 e2)− x` tr(e1e2)
)
για κάθε0 ≤ l ≤ d− 1. (36)
Υpiοθέτουμε piως τα xi δεν αpiοτελούν λύση του E–συστήματος. Σε αυτή την
piερίpiτωση θα λύσουμε το σύστημα piου δίνεται αpiό τις εξισώσεις (36). Αν τα piαραpiάνω
τα δούμε μέσα στην άλγεβρα C[Z/dZ] τότε τα piαραpiάνω piαίρνουν την piαρακάτω μορφή:
(u+ 2)z
∑
0≤l≤d−1
(
E(`) − x`E
)
t` = −
∑
0≤`≤d−1
(
tr(e
(`)
1 e2 + x` tr(e1e2))
)
t`
Χρησιμοpiοιώντας τον συναρτησιακό συμβολισμό της Παραγράφου 1.11.1 και έχοντας
υpiόψη το Λήμμα 1.4, έpiεται ότι οι εξισώσεις (36) μpiορούν να γραφούν ως:
(u+ 2)z
(
1
d
x ∗ x− Ex
)
= −
(
1
d2
x ∗ x ∗ x− tr(e1e2)x
)
εφαρμόζοντας τώρα τον μετασχηματισμό Fourier στην piαραpiάνω ισότητα συναρτήσεων
piροκύpiτει ότι:
(u+ 2)z
(
x̂2
d
− Ex̂
)
= −
(
x̂3
d2
− tr(e1e2)x̂
)
(37)
΄Εστω τώρα x̂ =
∑d−1
m=0 ymt
m. Τότε η εξίσωση (37) μετατρέpiεται στην ακόλουθη:
(u+ 2)z
(
y2m
d
− Eym
)
= −
(
y3m
d2
− tr(e1e2)ym
)
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Εpiομένως:
ym
(
y2m
d2
+ (u+ 2)z
ym
d
− (u+ 2)zE − tr(e1e2)
)
= 0 (38)
Αpiό την εξίσωση E0 = 0, τώρα, έχουμε ότι −(u + 2)zE = (u + 1)z2 + tr(e1e2).
Αντικαθιστώντας την piαραpiάνω έκφραση για το −(u+2)zE στην εξίσωση (38) έχουμε
ότι:
ym
(
y2m
d2
+ (u+ 2)z
ym
d
+ (u+ 1)z2
)
= 0
ή ισοδύναμα:
ym (ym + dz) (ym + dz(u+ 1)) = 0 (39)
Συμβολίζουμε με Sup1 ∪ Sup2 το φορέα της x̂, όpiου:
Sup1 := {m ∈ Z/dZ ; ym = −dz} και Sup2 := {m ∈ Z/dZ ; ym = −dz(u+ 1)}
κι έτσι έχουμε ότι:
x̂ =
∑
m∈Sup1
−dztm +
∑
m∈Sup2
−dz(u+ 1)tm
Εpiομένως: ̂̂x = −dz ∑
m∈Sup1
δ̂m − dz(u+ 1)
∑
m∈Sup2
δ̂m
και άρα αpiό την Πρόταση 1.5 piροκύpiτει ότι:
̂̂x = −z
 ∑
m∈Sup1
i−m + (u+ 1)
∑
m∈Sup2
i−m

Χρησιμοpiοιώντας την Πρόταση 1.5, συμpiεραίνουμε ότι:
xk = −z
 ∑
m∈Sup1
χ(km) + (u+ 1)
∑
m∈Sup2
χ(km)
 (40)
΄Εχοντας υpiόψη τη συνθήκη x0 = 1, μpiορούμε τώρα να υpiολογίσουμε τις τιμές για την
piαράμετρο z. Πράγματι, αpiό την εξίσωση (40), έχουμε:
1 = x0 = −z(|Sup1|+ (u+ 1)|Sup2|)
ή ισοδύναμα:
z = − 1|Sup1|+ (u+ 1)|Sup2| . (41)
Η υpiόλοιpiη αpiόδειξη (η εpiαγωγή στο n) ακολουθεί την αpiόδειξη του Θεωρήματος 3.
Προτού συζητήσουμε την εφαρμογή του Θεωρήματος 6 piάνω σε τοpiολογικές αναλ-
λοίωτες κόμβων θα εισάγουμε και την τρίτη υpiοψήφια άλγεβρα ως το framization της
άλγεβρας Temperley–Lieb.
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iv.β. Αναλλοίωτες κόμβων αpiό τις άλγεβρες FTLd,n(u)
Σχετικά με τις άλγεβρες FTLd,n(u), όpiως piροκύpiτει αpiό το Θεώρημα 6, αν |S1| = 0 ή
|S2| = 0 τότε τα xi αpiοτελούν λύση του E–συστήματος και z = − 1(u+1)|S| ή z = − 1|S| .
Αpiό την άλλη, η piερίpiτωση κατά την οpiοία |S1| 6= 0 και |S2| 6= 0, αpiορρίpiτεται καθώς
τα xi δεν αpiοτελούν λύση του E–συστήματος και εpiομένως δεν piληρείται η ικανή και
αναγκαία συνθήκη για τον ορισμό τοpiολογικών αναλλοίωτων. Εpiιpiλέον, αpiορρίpiτεται
και η piερίpiτωση z = − 1|S| , γιατί όpiως και στην piερίpiτωση της άλγεβρας YTLd,n(u),
σημαντική τοpiολογική piληροφορία χάνεται. Για την piερίpiτωση piου αpiομένει, κατά την
οpiοία τα xi είναι λύσεις του E–συστήματος και το z = − 1(u+1)|S| , piροκύpiτει ότι w = u
αpiό την (31). Οpiότε, έχουμε τον ακόλουθο ορισμό:
Ορισμός 3. ΄Εστω XS {x1, . . . , xd−1} μια λύση του E–συστήματος, piου piαραμετρο-
piοιείται αpiό το μη–κενό υpiοσύνολο S της Z/dZ, και έστω z = − 1
(u+1)|S| .
Αpiό την αναλλοίωτη Γd,S(w, u) piροκύpiτει η ακόλουθη αναλλοίωτη για piλαισιωμένους
κρίκους, όpiου α ∈ ∪∞Fn:
ϑd,S(u)(αˆ) :=
(
−(1 + u)|S|√
u
)n−1 (√
u
)ε(α)
tr (γ(α)) = Γd,S(u, u)(αˆ),
όpiου, γ ο φυσικός εpiιμορφισμός της άλγεβρας piου αντιστοιχεί στην ομάδα των piλαι-
σιωμένων piλεξίδων CFn εpiί της άλγεβρας Yd,n(u).
Κατ΄ αναλογία με την piερίpiτωση της αναλλοίωτης Γd,S(w, u), αν piεριοριστούμε στις
piλαισιωμένες piλεξίδες με μηδενικό framing, piροκύpiτει μια αναλλοίωτη για κλασσικούς
κόμβους, η οpiοία συμβολίζεται με: θS(u) := ∆S(u, u).
v. Η άλγεβρα CTLd,n(u)
Η τελευταία άλγεβρα piηλίκο piου ορίζουμε είναι η άλγεβρα CTLd,n(u). Πιο συγκεκρι-
μένα, θεωρούμε το ακόλουθο στοιχείο της Yd,n(u):
c1,2 :=
∑
w∈Cd,3
gw =
∑
α,β,γ∈Cd
tα1 t
β
2 t
γ
3g1,2
και το ιδεώδες I2 = 〈c1,2〉. ΄Εχουμε λοιpiόν τον ακόλουθο ορισμό:
Ορισμός 4. Για n ≥ 3, ορίζουμε την άλγεβρα piηλίκο CTLd,n(u):
CTLd,n(u) :=
Yd,n(u)
〈c1,2〉 .
Η άλγεβρα FTLd,n(u) μpiορεί να piαρασταθεί αpiό τους γεννήτορες t1, . . . , tn, g1, . . . , gn−1
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και τις ακόλουθες σχέσεις μεταξύ αυτών:
gigj = gjgi, |i− j| > 1
gi+1gigi+1 = gigi+1gi
g2i = 1 + (u− 1)ei + (u− 1)eigi
titj = tjti, για κάθε i, j
tdi = 1, για κάθε i
giti = ti+1gi
giti+1 = tigi
gitj = tjgi, όpiου j 6= i, και j 6= i+ 1∑
w∈〈si,si+1〉
tαi t
β
i+1t
γ
i+2 gw = 0 (i = 1, . . . , n− 2).
Εpiιpiλέον, υpiάρχει piαράσταση με μη-αντιστρέψιμους γεννήτορες και για την άλγε-
βρα CTLd,n(u). Πράγματι, έχουμε την ακόλουθη piρόταση:
Πρόταση 6. Η άλγεβρα CTLd,n(u) μpiορεί να piαρασταθεί με τους γεννήτορες:
`1, . . . , `n−1, t1, . . . , tn
οι οpiοίοι ικανοpiοιούν τις σχέσεις (16) – (22) καθώς και τις ακόλουθες δύο σχέσεις:
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1
d−1∑
k=0
e
(k)
i ei+1`i`i+1`i =
d−1∑
k=0
e
(k)
i ei+1
u
(u+ 1)2
`i
Ακολουθώντας ανάλογες μεθόδους με τις piροηγούμενες άλγεβρες έχουμε το ακό-
λουθο θεώρημα:
Θεώρημα 7. Το ίχνος tr piερνά στην άλγεβρα piηλίκο CTLd,n(u) αν και μόνο αν οι
piαράμετροι z και xi σχετίζονται μέσω της εξίσωσης:
(u+ 1)z2
∑
k∈Z/dZ
xk + (u+ 2)z
∑
k∈Z/dZ
E(k) +
∑
k∈Z
tr(e
(k)
1 e2) = 0.
v.α. Τοpiολογικές αναλλοίωτες αpiό τις άλγεβρες CTLd,n(u)
Οι συνθήκες του Θεωρήματος 7 δεν εμpiριέχουν καμία λύση του E–συστήματος, ε-
piομένως για να μpiορεί να ορισθεί μια αναλλοίωτη κρίκων στο εpiίpiεδο της άλγεβρας
CTLd,n(u) θα piρέpiει να εpiιβάλλουμε αυτή τη συνθήκη στις piαραμέτρους xi. Οι λύσεις
του E–συστήματος μpiορούν να εκφραστούν στη μορφή:
x
S
=
1
|S|
∑
k∈S
ik ∈ CCd,
όpiου ik =
∑d−1
j=0 χk(j)t
j, χk είναι ο χαρακτήρας piου στέλνειm 7→ cos 2pikmd +i sin 2pikmd
και S είναι το μη–κενό υpiοσύνολο της ομάδαςZ/dZ piου piαραμετροpiοιεί μια λύση του
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E–συστήματος. ΄Εστω τώρα ε να είναι η αpiεικόνιση της άλγεβρας piου αντιστοιχεί
στην κυκλική ομάδα τάξης d, CCd, piου στέλνει το άθροισμα
∑d−1
j=0 xjt
j στο
∑d−1
j=0 xj.
΄Εχουμε ότι:
ε(x
S
) =
1
|S|
∑
k∈S
ε(ik) =
1
|S|
d−1∑
j=0
∑
k∈S
χj(k) =
{
d
|S| , αν 0 ∈ S
0 αν 0 /∈ S . (42)
Αpiό αυτό piροκύpiτει ότι:
d−1∑
j=0
E(j) = ε
(x ∗ x
d
)
=
1
d|S|2
∑
k∈S
ε(ik ∗ ik) = 1|S|2
∑
k∈S
ε(ik) =
{ d
|D|2 , αν 0 ∈ S
0 αν 0 /∈ S (43)
και εpiίσης έχουμε ότι:
d−1∑
j=0
tr(e
(j)
1 e2) = ε
(x ∗ x ∗ x
d2
)
=
1
d2|S|3
∑
k∈S
ε(ik ∗ ik ∗ ik) = 1|S|3
∑
k∈S
ε(ik) =
{ d
|S|3 , αν 0 ∈ S
0 αν 0 /∈ S .
(44)
Χρησιμοpiοιώντας τώρα τις εξισώσεις. (42), (43) και(44), η εξίσωση (7) γίνεται για την
piερίpiτωση piου 0 ∈ S:
d
|S|
(
(u+ 1)z2 +
(u+ 2)
|S| z +
1
|S|2
)
= 0.
Εpiομένως, το ίχνος tr piερνά στην άλγεβρα piηλίκο για τις ακόλουθες τιμές του z:
z = − 1
(u+ 1)|S| ή z = −
1
|S| .
Η τιμή z = − 1|S| αpiορρίpiτεται, εφόσον το ίχνος tr δίνει την ίδια τιμή για όλες τις
άρτιες (αντιστ. piεριττές) δυνάμεις των gi. Εpiομένως, οι αναλλοίωτες piου piροκύpiτουν
αpiό το tr στο εpiίpiεδο της άλγεβρας piηλίκο CTLd,n(u) ταυτίζονται με τις αναλλοίωτες
ϑD και θD στο εpiίpiεδο της άλγεβρας piηλίκο FTLd,n(u). Πιο συγκεκριμένα, οι συνθή-
κες piου piρέpiει να εpiιβληθούν στις piαραμέτρους της αpiεικόνισης ίχνους είναι ίδιες και
στις δύο piεριpiτώσεις και εpiομένως οι αναλλοίωτες piου piροκύpiτον ταυτίζοντα.
Εpiιpiλέον, οι λύσεις το E–συστήματος (οι οpiοίες είναι ικανές και αναγκαίες συν-
θήκες έτσι ώστε ο ορισμός τοpiολογικών αναλλοίωτων για piλαισιωμένες piλεξίδες να
είναι εφικτός) εμpiεριέχονται στις συνθήκες του Θεωρήματος 5, ενώ στην piερίpiτωση
της άλγεβρας piηλίκο CTLd,n(u) θα piρέpiει να εpiιβληθούν εφόσον το ίχνος piεράσει
στην άλγεβρα piηλίκο. Αυτοί είναι και οι κύριοι λόγοι piου μας οδηγούν στο να θεωρή-
σουμε την άλγεβρα piηλίκο FTLd,n(u) ως το piιο φυσιολογικό ανάλογο της άλγεβρας
Temperley–Lieb για την piερίpiτωση των piλαισιωμένων κρίκων.
vi. Η σχέση μεταξύ των τριών αλγεβρών
Συνεχίζοντας, συγκρίναμε τις άλγεβρες FTLd,n(u), YTLd,n(u) και CTLd,n(u) και α-
piοδείξαμε την ακόλουθη piρόταση:
Πρόταση 7. Το ακόλουθο διάγραμμα είναι αντιμεταθετικό:
Yd,n(u)

// CTLd,n(u)

// FTLd,n(u)
ww
// YTLd,n(u)
qqHn(u) // TLn(u)
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vii. Συμpiεράσματα
Οι αναλλοίωτες κόμβων αpiό τις άλγεβρες FTLd,n(u) και CTLd,n(u) piαραμένουν υpiό
διερεύνηση. Αν οι αναλλοίωτες αpiο τις άλγεβρες Yokonuma–Hecke αpiοδειχθουν ο-
τι είναι τοpiολογικά ισοδύναμες με το piολυώνυμο Homflypt, τότε οι αναλλοίωτες αpiό
τις άλγεβρες piηλίκα FTLd,n(u) και CTLd,n(u) θα είναι τοpiολογικά ισοδύναμες με το
piολυώνυμο Jones. Αν όχι, τότε θα είναι χρήσιμο να μελετηθούν οι αντίστοιχες αναλ-
λοίωτες για 3–piολλαpiλότητες (όpiως piροκύpiτουν αpiό την εργασία του Wenzl [36]).
Σε αυτή την piερίpiτωση, αpiό τις άλγεβρες YTLd,n(u) μpiορούμε να ανακτήσουμε τις α-
ναλλοίωτες Witten για 3–piολλαpiλότητες, εφόσον οι αντίστοιχες αναλλοίωτες κόμβων
ανακτούν το piολυώνυμο Jones [8].
Τέλος μερικά αpiό τα piοιό σημαντικά ερωτήματα piου piροκύpiτουν αpiό αυτή τη διατρι-
βή είναι η διαγραμματική ερμηνεία των piαραστάσεων με μη–αντιστρέψιμους γεννήτορες
για κάθε μια αpiό τις άλγεβρες piηλίκα και η μελέτη της Θεωρίας Αναpiαραστάσεων των
αλγεβρών FTLd,n(u) και CTLd,n(u).
vii. Δημοσιεύσεις και piαρουσιάσεις σε συνέδρια
Τα piαραpiάνω αpiοτελέσματα έχουν συγγραφεί με τη μορφή άρθρων με τους ακόλου-
θους τίτλους:
I. “The Yokonuma–Temperley–Lieb algebra”, piου θα δημοσιευτεί στο έγκριτο εpiι-
στημονικό piεριοδικό Banach Center Publications 103.
II. “Framization of the Temperley–Lieb algebra”, το οpiοίο κατατέθηκε piρος δημοσί-
ευση σε έγκριτο εpiιστημονικό piεριοδικό.
Εpiιpiλέον, τα αpiοτελέσματα της piαρούσης διδακτορική διατριβής piαρουσιάστηκαν
σταδιακά στα ακόλουθα συνέδρια με τη μορφή 30λεpiτων ομιλιών:
1. Joint meeting of the German Mathematical Society (DMV) and the Polish Math-
ematical Society (PTM), 17-20 September 2014, Poznan, Poland.
2. Συνέδριο ΄Αλγεβρας, 2-3 Μαϊου 2014, Θεσσαλονίκη.
3. Winterbraids IV, 10-13 February 2014, Dijon,France.
4. Winterbraids III, 17-20 December 2012, Grenoble, France.
5. Winterbraids II, 12-15 December 2011, Caen, France.
6. Knots in Chicago, 10-12 September 2010, Chicago, USA.
7. Knots in Poland III, 18-25 July 2010 Warsaw, 25 July-04 August 2010 Bedlewo,
Poland.
8. Advanced School and Conference on Knot Theory and its Applications to Physics
and Biology, 11 - 29 May 2009, ICTP, Trieste, Italy.
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Introduction
The Temperley–Lieb algebra appeared originally in Statistical Mechanics and is
important in several areas of Mathematics. Since the original construction of the
Jones polynomial by V.F.R. Jones in his seminal work [15], where he constructed a
unique Markov trace on the Temperley–Lieb algebra, the Temperley–Lieb algebra
has become a cornerstone in the fertile interaction of Knot theory and Representation
theory. The Temperley–Lieb algebra was introduced by Temperley and Lieb [34] and
was rediscovered by Jones [15]. In algebraic terms, the Temperley–Lieb algebra can
be defined as a quotient of the Iwahori–Hecke algebra.
The Temperley–Lieb algebra, the Hecke algebra and the BMW algebra are the
most important examples of knot algebras. A knot algebra is an algebra that is
typically defined by generators and relations including the braiding relations, which
can be used in the understanding of the classification of knots.
The framization is a mechanism designed by Juyumaya and Lambropoulou and
consists of a generalization of a knot algebra via the addition of framing generators.
In this way we obtain a new algebra which is related to framed knots.
More precisely, the framization procedure can roughly be regarded as the proce-
dure of adding framing generators to the generating set of a knot algebra, of defining
interacting relations between the framing generators and the original generators of
the algebra and of applying framing on the original defining relations of the alge-
bra. The resulting framed relations should be topologically consistent. The most
difficult problem in this procedure is to apply the ‘framization’ on the relations of
polynomial type.
The Yokonuma–Hecke algebra can be regarded as the basic example of a framiza-
tion of the Hecke algebra [20, 24]. This framization of the Hecke algebra gives
the recipe of how to apply the framization technique on the quadratic Hecke re-
lation. Further, in [18] the Yokonuma–Hecke algebra Yd,n(u) (defined originally
in [37]) has been defined as a quotient of the modular framed braid group Fd,n,
which comprises framed braids with framings modulo d, over a quadratic rela-
tion (Eq. 1.27) involving the framing generators ti by means of certain weighted
idempotents ei (Eq. 1.22). Setting d = 1, the algebra Y1,n(u) coincides with the
Iwahori–Hecke algebra Hn(u). The Yokonuma–Hecke algebras have been studied in
[37, 18, 23, 33, 4]. Further, in [18] the Juyumaya found an inductive linear basis for
the algebras Yd,n(u) and constructed a unique Markov trace tr on these algebras de-
pending on parameters z, x1, . . . , xd−1. Aiming to extracting framed link invariants
from tr, as it turned out in [20], tr does not re-scale directly according to the framed
braid equivalence, leading to conditions that have to be imposed on the trace pa-
rameters x1, . . . , xd−1; namely, they had to satisfy a non-linear system of equations,
the E–system (Eq. 1.39). The xi’s being d
th roots of unity is one obvious solution.
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Ge´rardin found in [20, Appendix] the full set of solutions of the E–system. Given
now any solution of the E–system, 2–variable isotopy invariants for framed, classical
and singular links were constructed in [20, 22, 21] respectively, which are studied
further in [2, 5].
In this thesis we propose three framizations of the Temperley–Lieb algebra as
a quotient of the Yokonuma–Hecke algebra over appropriate two–sided ideals. The
possible quotient algebras that arise are three: the Framization of the Temperley–
Lieb algebra (FTLd,n(u)), the Yokonuma–Temperley–Lieb algebra (YTLd,n(u)) and
the Complex Reflection Temperely–Lieb algebra (CTLd,n(u)). From these we choose
the algebra FTLd,n(u) as the analogue of the Temperley–Lieb algebra in the context
of framing, since it reflects the construction of a “framed Jones Polynomial” in the
most natural way.
The outline of the thesis is as follows. Chapter 1 is dedicated to providing neces-
sary background material from the literature including the Iwahori–Hecke algebra,
Hn(u), the Temperley–Lieb algebra, TLn(u), the construction of the Ocneanu trace,
τ , on Hn(u), the passing of τ to TLn(u), and the representation theories of Hn(u)
and TLn(u). Further, we discuss the work of Juyumaya and Lambropoulou on the
Yokonuma–Hecke algebras, Yd,n(u), [18],[23]. More precisely, we give the defini-
tion of Yd,n(u) as a quotient of the d modular framed braid group Fd,n(u) (Defi-
nition 1.10),[18]. Next, we present an inductive basis for Yd,n(u) (Proposition 1.9)
[18] and we also give the construction of a unique linear Markov trace, with pa-
rameters z, x1, . . . , xd−1, by Juyumaya on the algebras Yd,n(u) (Theorem 1.5), [18].
Furthermore, we discuss the set of solutions of the E–system found by P. Ge´rardin
(Theorem 1.7) and how this applies to the normalization and rescaling of the trace
tr. One (trivial) solution is that the xi’s are d
th roots of unity, but this case is not
of a great topological importance. Moreover we discuss the invariants for framed
links that are derived from the trace tr and we show that these invariants coincide
with the Homflypt polynomial only for the trivial cases where the xi’s are d
th roots
of unity or u = 1 [2]. However, these invariants are conjectured to be topologically
equivalent to the Homflypt polynomial [5]. We conclude this chapter with the re-
sults of Chlouveraki and Poulan [4] on the representation theory of Yd,n(u).
The motivation behind this thesis is given in Chapter 2 where we present three
possible quotients of Yd,n(u) that could possibly lead to the framization of the
Temperley–Lieb algebra (Section 2.1) and we analyze the connection between these
quotients of Yd,n(u) (Proposition 2.1). We then present our results on the first
quotient algebra that emerged through this process, the Yokonuma–Temperley–Lieb
algebra YTLd,n(u) (Definition (2.1)). For d = 1 the algebra YTL1,n(u) coincides with
the Temperley–Lieb algebra. We first show that the defining ideal of this quotient
algebra is principal (Corollary 2.1) and we give a presentation for YTLd,n(u) with
non-invertible generators analogous to the classical case (Proposition 2.2). We then
give a spanning set Σd,n for YTLd,n(u), where each word in Σd,n contains the highest
and lowest index braiding generator exactly once (Proposition 2.4). Moreover, any
word in Σd,n inherits the splitting property from Yd,n(u), that is, it splits into the
framing part and the braiding part. We also present the results of Chlouveraki and
Pouchin [3] on the dimension (Proposition 2.5) and a linear basis for YTLd,n(u)
(Theorem 2.1). From the spanning set Σd,n, they extracted an explicit basis for
YTLd,n(u) by describing a set of linear dependence relations among the framing
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parts for each fixed element in the braiding part. Furthermore, using the dimension
results of [3] we find a basis for YTL2,3(u) different than the basis in [3]. We conclude
this chapter by discussing the results of Chlouveraki and Pouchin [3] on the repre-
sentation theory of YTLd,n(u). Next, we focus on the quotient algebras Framization
of Temperley–Lieb algebra, FTLd,n(u) and Complex Reflection Temperley–Lieb al-
gebra, CTLd,n(u). We show that the defining ideal for each of these two quotient
algebras is principal (Theorem 2.3) and we give presentations in terms of generators
and relations with invertible and non–invertible generators for both of the algebras.
Further, we provide a linear basis for the case d = 2, n = 3 and present the formula
for the dimension of FTLd,n(u) by M. Chlouveraki and G. Pouchin [3] (Section 2.4.3).
Chapter 3 is dedicated to the determination of the conditions that the trace
parameters z, x1, . . . , xd−1 should satisfy so that the trace tr, defined on the alge-
bras Yd,n(u), passes to the quotient algebras YTLd,n(u), FTLd,n(u) and CTLd,n(u)
respectively. More precisely, the trace tr passes to each one the quotient algebras
above, if it annihilates the generator of the defining ideal that corresponds to each
quotient algebra. From this we extract conditions for the trace parameter z (Eqs. 3.3
and 3.20 for the cases of YTLd,n(u) and FTLd,n(u) respectively, and Theorem 3.7
for the case of CTLd,n(u)). Unfortunately, this condition is not enough for the cases
of YTLd,n(u) and FTLd,n(u). Therefore, we have to seek extra conditions for the
trace parameters x1, . . . , xd−1. Our method consists of annihilating every element
in the defining ideal of each the two quotient algebras using the trace tr, for the
case n = 3. From this we extract a system of polynomial equations which we solve
on the level of the group algebra by expressing the polynomials by means of the
convolution product of the group algebra, and by applying an appropriate Fourier
transformation (Sections 3.1 and 3.2).
More precisely, for the case of the quotient algebra YTLd,n(u), we compute first
the values of the trace parameter z that annihilate the generator of the defining ideal,
which are the roots of a quadratic equation (Eq. 3.2). Then we annihilate the traces
of all elements of Yd,n(u) that lie in the defining ideal of YTLd,n(u) and so we end up
with a system (Σ) of quadratic equations in z (Eqs. 3.10a–3.10c). If we demand that
(Σ) has both roots of Eq. 3.2 as common solutions, which is essential for discussing
link invariants, we end up with necessary conditions for the trace tr to pass to the
quotient algebras YTLd,n(u) (Theorem 3.4). In particular, Theorem 3.4 states that
the trace tr passes to the quotient algebra YTLd,n(u) if the trace parameters are d
th
roots of unity x1, . . . , xd−1 and z = − 1u+1 and z = −1. Note that these two values for
z are precisely the ones that Jones computed such that the Ocneanu trace on Hn(u)
passes to the quotient, the Temperley–Lieb algebra TLn(u). If we also let (Σ) to
have one common solution for z we obtain the necessary and sufficient conditions for
the trace tr to pass through to the quotient algebras YTLd,n(u) (Theorem 3.3). To
be more precise, Theorem 3.3 states that the trace tr passes to the quotient algebras
YTLd,n(u) if and only if either the conditions of Theorem 3.4 are satisfied or the
trace parameters x1, . . . , xd−1 comprise a solution of the E–system (other than dth
roots of unity) and z = −1
2
. Thus, we obtain the conditions for the xi’s, so that the
trace tr passes to the quotient algebra.
For the case of the quotient algebra FTLd,n(u) we use the same reasoning. Solv-
ing the corresponding system (Eqs. 3.27 and 3.28) we deduce that the sufficient
conditions such that the trace passes to quotient algebra FTLd,n(u) are that the
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trace parameters x1, . . . , xd−1 comprise solutions of the E–system and z takes one
of the following two values: z = − 1
(u+1)
E or z = −E (Theorem 3.4). Furthermore,
the necessary and sufficient conditions for the case n = 3 (Theorem 3.5) state that
the trace parameters x1, . . . , xd−1 should be the value at k, 1 ≤ k ≤ d − 1, of the
following complex function over Z/dZ:
xk = −z
 ∑
m∈Sup1
χ(km) + (u+ 1)
∑
m∈Sup2
χ(km)
 ,
where Sup1 ∪ Sup2 (disjoint union) is the support of the Fourier transform of x and
z takes the value:
z = − 1|Sup1|+ (u+ 1)|Sup2| .
We then generalize by using induction on n (3.6). These are our main results.
Finally, in Chapter 4 we discuss the invariants that can be constructed through
the trace tr on each one of the three quotient algerbas. As already mentioned, the
xi’s comprising a solution of the E–system is a necessary and sufficient condition
so that invariants for (classical, framed, etc.) links can be defined on the algebras
Yd,n(u). By further specializing the trace parameter z to each of the values that
tr passes to the corresponding algebra quotient and thus invariants for (framed,
classical) links emerge on the quotient algebras.
More precisely, for the case of YTLd,n(u), in [2] it is shown that if the trace pa-
rameters x1, . . . , xd−1 are dth roots of unity, then the classical link invariants derived
from the algebra Yd,n(u) coincide with the 2–variable Jones or Homflypt polynomial.
Using Theorem 3.3 and the results in [2], we obtain from the invariants for framed
and classical links in [20, 22] related to Yd,n(u), the 1–variable invariants Vd,s(u)
for framed links and Vd,s(u) for classical links, through the algebras YTLd,n(u). As
we show, the invariants coincide with the Jones polynomial for the case of classical
links and they are framed analogues of the Jones polynomial for the case of framed
links (Corollary 4.1).
In the case of FTLd,n(u), we obtain from the invariants for framed and classical
links in [20, 22] related to Yd,n(u), the 1–variable invariants ϑd,s(u) for framed links
and θd,s(u) for classical links. In the case of CTLd,n(u), the parameters xi are
free, so in order to obtain a link invariant of any kind related to this algerbra, we
must impose the condition of the xi’s comprising a solution of the E–system. The
advantage of the quotient algebra FTLd,n(u) over the quotient algebra CTLd,n(u)
is that the conditions of Theorem 3.5 so that the trace tr passes to the quotient
algebra, include the solutions of the E–system. For this reason, we propose the
algebra FTLd,n(u) as the most natural analogue of the Temperley–Lieb algebra in
the context of framed links.
Chapter 1
Preliminaries
1.1 Notations
Throughout this thesis we shall fix the following notation. By the term algebra we
mean an associative unital (with unity 1) algebra over the field C(u), where u is an
indeterminate. The following two positive integers are also fixed: d and n.
We denote Sn the symmetric group on n symbols. Let si be the elementary
transposition (i, i + 1). We denote by l the length function on Sn with respect to
the si’s.
Denote by Cd = 〈t | td = 1〉 the cyclic group of order d. Let ti = (1, . . . , t, 1, . . . , 1) ∈
Cnd , where t is in the i
th position.
Finally, we denote Cd,n := C
n
d o Sn, where the action is defined by permutation
on the indices of the ti’s, namely: sitj = tsi(j)si.
1.2 The Iwahori–Hecke algebra
In this section we will present the Iwahori–Hecke algebra Hn(u) and we will discuss
some of its basic properties such as linear basis, dimension and the existence of a
unique Markov trace function on it. We start by giving the connection between the
braid group and the algebra Hn(u). Consider n points on a horizontal plane and n
points on another horizontal plane directly below the first one. A braid is formed
when these 2n points are connected by n strands that are not allowed to go back
up. We have the following definition [16]:
Definition 1.1. The braid group on n–strands, Bn, is the group with following
presentation:
Bn =
〈
1, σ1, . . . , σn−1
∣∣∣ σiσj = σjσi |i− j| > 1
σiσjσi = σjσiσj |i− j| = 1
〉
The generators σi are called the elementary crossings and are the positive crossing
between the ith and the i+ 1st strand.
A geometric interpretation of the elements σi and their inverses can be seen in
Figure 1.1.
The algebra Hn(u) can be seen as a u–deformation of CSn. That is, the C(u)–
algebra that is generated by the elements hw, where w ∈ Sn and the following rules
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Figure 1.1: The elements σi and σ
−1
i
of multiplication.
hsihw =
{
hsiw for l(siw) > l(w)
uhsiw + (u− 1)hw for l(siw) < l(w)
where l is the length function defined on Sn. Setting hi := hsi , the algebra Hn(u)
can be presented in terms of generators and relations by h1, . . . , hn−1 subject to the
following relations:
hihj = hjhi for all |i− j| > 1 (1.1)
hihjhi = hjhihj for all |i− j| = 1 (1.2)
h2i = u · 1 + (u− 1)hi (1.3)
Remark 1.1. The first two relations in the presentation of Hn(u) are exactly the
braid relations. Thus, there exists a natural epimorphism: CBn → Hn(u), that
sends σi 7→ hi.
Remark 1.2. The generators hi are invertible. Indeed from the quadratic relation
in the presentation above we obtain:
h−1i = u
−1(hi + 1)− 1 (1.4)
Moreover, for m ∈ N we have the following computation formulas in Hn(u) (see [2]):
hmi =
(
um − 1
u+ 1
)
hi +
(
um − 1
u+ 1
+ (−1)m
)
(1.5)
Next, we present a linear basis for Hn(u) (see [12], [16]). We start with the
following property of Hn(u):
Proposition 1.1. Every word in Hn+1(u) can be written as a sum of monomials
that contain the generator hn at most once.
Having that property in mind, we introduce the following sets that will be used
in constructing an appropriate spanning set of Hn(u):
Hi = {1, hi, hihi−1, . . . , hihi−1 . . . h1} (1 ≤ i ≤ n) (1.6)
Notice that if vi ∈ Hi then hi+1vi ∈ Hi+1, for any 1 ≤ i ≤ n− 1.
Proposition 1.2 ([12]). The following set of monomials spans the algebra Hn(u):
U = {u1u2 . . . un−1 |ui ∈ Hi, 1 ≤ i ≤ n− 1}
We say that the elements of U are in normal form.
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Remark 1.3. An analogous argument holds for the symmetric group Sn. Let w ∈ Sn
then it can be written as a product w1w2 . . . wn−1, where:
wi ∈ {1, si, sisi−1, . . . , sisi−1 . . . s1} , 1 ≤ i ≤ n− 1.
In order to show that the elements of U are linearly independent and thus they
furnish a linear basis for Hn(u), one should use the method by J. Tits (see [12], [14,
§7]). We start by defining the following endomorphisms of End(CSn) for w ∈ Sn:
Li(w) =
{
siw, l(siw) > l(w)
usiw + (u− 1)w, l(siw) < l(w) (1.7)
and
Rj(w) =
{
wsj, l(wsj) > l(w)
uwsj + (u− 1)w, l(wsj) < l(w) (1.8)
Using (1.7) and (1.8) one can show that there exists an algebra homomorphism φ
from Hn(u) to CSn, that sends hi 7→ Li, by proving that Li and Ri commute, and
that the Li’s satisfy the relations of Hn(u). Finally, by showing that φ is a bijection
and using Remark 1.3, one proves that any element of U maps to an element of the
linear basis of CSn and thus we have:
Proposition 1.3. The elements in normal form m = u1u2 . . . un−1, where ui ∈ Hi,
1 ≤ i ≤ n− 1, are linearly independent. Moreover, dim(Hn(u)) = n!.
Remark 1.4. The linear basis U of Proposition 1.3 indicate that the following
natural inclusions exist:
Hn−1(u) ⊆ Hn(u).
Thus, Hn(u) can be considered a Hn−1(u)− Hn−1(u) bimodule.
One of the most important properties of the Iwahori–Hecke algebra, is that it
supports a unique Markov trace function which commutes with the inclusions of
Remark 1.4. It was first proved in [13, 29] by Ocneanu. We give first the definition
of a trace on an algerba:
Definition 1.2. A linear function τ from an algebra to some module is called a
trace if it satisfies τ(xy) = τ(yx) for any x, y in the algebra.
We now have the following:
Theorem 1.1 (Ocneanu). For any ζ ∈ C× there exists a linear trace τ on ∪∞n=1Hn(u)
uniquely defined by the inductive rules:
1. τ(1) = 1
2. τ(ab) = τ(ba), a, b ∈ Hn(u) (Conjugation).
3. τ(ahn) = ζ τ(a), a ∈ Hn(u) (Markov property).
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1.3 The Homflypt polynomial
From a topological point of view, closing a braid α, that is, connecting corresponding
ends in pairs, gives rise to an oriented link. The closed braid is denoted by αˆ and
is called the closure of the braid α. For the converse, we have the following theorem
by Alexander:
Theorem 1.2 (Alexander). Any oriented link is isotopic to the closure of a braid.
Further, isotopy classes of oriented links are in one–to–one correspondence with
the equivalence classes of braids. More precisely, we have the following theorem:
Theorem 1.3 (Markov). Isotopy classes of links are in bijection with equivalence
classes of braids in ∪∞Bn. The equivalence relation is generated by the two following
moves:
I. Conjugation: αβ ∼ βα, α, β ∈ Bn.
II. Markov move: α ∼ ασ±1n , α ∈ Bn.
The two–variable Jones or Homflypt polynomial is one of the most important
invariants in Knot Theory and it can be defined through the Ocneanu trace τ . It
was discovered independently by Lickorish and Millett, Freyd and Yetter, Ocneanu
and Hoste in [13]. The addition of PT recognizes independent work carried out by
Jo´zef H. Przytycki and Pawe l Traczyk [29]. Postal delays prevented Przytycki and
Traczyk from receiving full recognition alongside the other six discoverers. Before
moving to the construction of the invariant, we note the analogy between the Markov
moves of type II of Theorem 1.3 and the third relation of Theorem 1.1. Therefore,
the most natural way to define the invariant is to normalize τ so that the generators
hi and h
−1
i yield the same trace value [16]. Let ϑ ∈ C such that:
τ(ϑhi) = τ
(
(ϑhi)
−1)
or equivalently using Eq 1.4:
ϑ2 =
τ
(
h−1i
)
τ(hi)
=
u−1τ(hi) + u−1 − 1
ζ
=
1− u+ ζ
uζ
. (1.9)
Denote λ := 1−u+ζ
uζ
. We have the following definitions [16]:
Definition 1.3. The two–variable invariant XL(u, λ) of the oriented link L is the
function:
XL(u, λ)(αˆ) =
(
− 1− λu√
λ(1− u)
)n−1 (√
λ
)(α)
τ(pi(α)), (1.10)
where α ∈ Bn, (α) is the algebraic sum of the exponents of the σi’s in α and pi is
the natural epimorphism of CBn into Hn(u) that sends σi to hi.
Definition 1.4. Three oriented links L+, L− and L0 are skein related if they have
diagrams that are identical except in the neighbourhood of one crossing point where
they look exactly as in Figure 1.2.
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Figure 1.2: L+, L− and L0
For certain values of the parameters u and λ, the polynomial invariant XL(u, λ)
coincides with the two–variable Jones polynomial PL(t, x). We have the following
proposition [16]:
Proposition 1.4. To each oriented link L (up to isotopy) there is a Laurent poly-
nomial PL(t, x) in two variables t and x that, if λ and u satisfy t =
√
λ
√
u,
x =
(√
u− 1√
u
)
then:
PL(t, x) = XL(u, λ).
Moreover, PL(t, x) is uniquely defined by the following Skein relation:
t−1PL+ − tPL− = xPL0
1.4 The representation theory of the algebra Hn(u)
In this section will briefly discuss the representation theory of the symmetric group
Sn which will help us define inductively the representations of the algebra Hn(u).
These representations will play an important role in the computation of the dimen-
sion of the Temperley–Lieb algebra (see next section). We start with the following
definitions.
Definition 1.5. Let G be a finite group and let V be a finite dimensional C–vector
space. We say that V is a representation of G if there exists a group homorphism
ρ : G→ GL(V ).
That is, the following relation holds: ρ(g1 ∗ g2) = ρ(g1)ρ(g2), for any g1, g2,∈ G.
Definition 1.6. 1. Let W ⊆ V be a subspace of the representation V . The subspace
W is a subrepresentation of G if:
ρ(g)(w) ∈ W, ∀g ∈ Gw ∈ W
2. The representation V is called irreducible if V 6= {0} and the only subrepresen-
tations of V are the following two: {0} and V .
It is known that any representation V is a direct sum of irreducible represen-
tations and also that the irreducible representations of a finite group are in 1–1
correspondence with its conjugacy classes [7]. Since a braid induces a permutation
in an obvious way, it is expected that some family of representations of Bn will be
related to the representations of the symmetric group Sn [16]. We have the following
definition:
Definition 1.7. A partition is a family of positive integers λ = (λ1, . . . , λr) such
that λ1 ≥ λ2 ≥ . . . ≥ λr. We set |λ| := λ1 + . . .+ λr ,and we call |λ| the size of λ.
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The conjugacy classes of Sn are indexed by the partitions of size n that corre-
spond to the length of the disjoint cycles of the permutation. These can be repre-
sented by a Young diagram. From now on we will refer to the partitions of size n
as the partitions of n. We have the following [16]:
Definition 1.8. A Young diagram is a finite collection of boxes arranged in left-
justified rows, with row sizes weakly decreasing. The Yound diagram associated to
the partition λ = (λ1, λ2, . . . , λr) is the one that has r rows and λi boxes in the i
th
row (see Figure 1.3).
Figure 1.3: The Young diagram that corresponds to the partition λ = (3, 2, 1).
Let λ = (λ1, . . . , λr) be a partition that is associated to a given Young diagram
and let Vλ be the corresponding representation. The dimension of the representation
Vλ is given by the following formula, known as the “hook length” formula. For each
box v we compute its hook length hλ(v), that is, the number of boxes horizontally
to the right and vertically below the box in question, including the box itself. The
dimension of the representation is then n! divided by the product of the hook lengths,
namely:
Vλ =
n!∏
v∈hλ(v)
We shall describe now, following [16], how a given irreducible representation of
Sn is decomposed when it is restricted to Sn−1, thus giving us a rule to construct the
representation inductively. Given an irreducible representation pi of Sn with Young
diagram Y , its restriction to Sn−1 is the direct sum of each representation of Sn−1
obtained from Sn by removing a box so as to obtain a Young diagram. We have
the following situation that describes inductively all irreducible representations of
all symmetric groups:
S2
S1
S3
S4
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One can imagine the diagram to continue indefinitely downwards. The lines con-
necting different row represent the restrictions of the representations. For example,
the restriction of of S4 restricts to the direct sum of and of S3.
On the other hand, since the Iwahori–Hecke algebra Hn(u) can be regarded
as a u–deformation of CSn, it is semisimple. Choosing a u close to 1, the whole
structure of Hn(u) and the inclusions Hn(u) ⊆ Hn+1(u) remain the same under the
deformations. We have the following theorem [16, 35]:
Theorem 1.4. If u 6= 0 and u is not a root of unity, the irreducible representations
of Hn(u) are in one–to–one correspondence with Young diagrams. The decomposition
rule and hence their dimensions are the same as for Sn.
1.5 The Temperley–Lieb algebra
The Temperley–Lieb algebra over C was originally defined by generators f1, . . . , fn−1
subject to the following relations:
f 2i = fi
fifjfi = δfi, |i− j| = 1
fifj = fjfi, |i− j| > 1
where δ is an indeterminate (see [10],[16],[15]). The generators fi are non-invertible;
one can define the Temperley–Lieb algebra with the following invertible generators
(see [16]):
hi := (u+ 1)fi − 1 (1.11)
where u is defined via the relation δ−1 = 2 + u+ u−1.
The Temperley algebra TLn(u), over C(u), is defined by generators h1, . . . , hn−1
under the relations:
hihjhi = hjhihj, |i− j| = 1 (1.12)
hihj = hjhi, |i− j| > 1 (1.13)
h2i = (u− 1)hi + u (1.14)
hihjhi + hjhi+hihj + hi + hj + 1 = 0, |i− j| = 1. (1.15)
Note that relations (1.15) are symmetric with respect to the indices i, j, so rela-
tions (1.12) follow from relations (1.15). Relations (1.12)–(1.14) are the well–known
defining relations of the Iwahori–Hecke algebra Hn(u). Therefore, TLn(u) can be
considered as a quotient of Hn(u) over the two–sided ideal generated by relations
(1.15).
Definition 1.9. The Temperley–Lieb algebra TLn(u) can be defined as the quotient
of the algebra Hn(u) over the two–sided ideal generated by the Steinberg elements
hi,j:
hi,j :=
∑
w∈〈si,sj〉
hw, for all |i− j| = 1. (1.16)
It is not difficult to show that the ideal of Definition 1.9 is a principal ideal and is
generated by the element h1,2. Indeed, we have the following:
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Proposition 1.5. The algebra TLn(u) is the quotient of the algebra Hn(u) over the
two–sided ideal that is generated by the element h1,2, namely:
TLn(u) =
Hn(u)
〈h1,2〉
In the remaining part of this section we will give the results of [10, 16] on a linear
basis for TLn(u) and an upper bound for the dimension of the algebra TLn(u). We
have the following proposition [10]:
Proposition 1.6. The following is a spanning set for TLn(u):
Bn =
{
(hj1hj1−1 . . . hj1−k1) (hj2hj2−1 . . . hj2−k2) . . .
(
hjphjp−1 . . . hjp−kp
)}
where 1 ≤ j1 < j2 < . . . < jp ≤ n− 1 and 1 ≤ j1 − k1 < j2 − k2 < . . . < jp − kp,
One can count the monomials in Bn by corresponding them to the paths from
(0, 0) to (n, n), that do not cross the diagonal, in the lattice Z2 [15, 10]. For example,
the element (h4h3h2)(h5h4h3) ∈ B6 corresponds to the following path in Z2.
(0, 0)→ (4, 0)→ (4, 2)→ (5, 2)→ (5, 3)→ (6, 3)→ (6, 6).
Such paths are counted by the Catalan numbers, cn :=
1
n+1
(
2n
n
)
. Thus we have that:
dim(TLn(u)) ≤ cn.
1.6 The Jones Polynomial
Jones’ methods for redefining his Markov trace on the Temperley–Lieb algebra as
factoring of the Ocneanu trace on the Iwahori–Hecke algebra [16] tells us that the
least requirement is that the Ocneanu trace respects the defining relations (1.15),
that is, τ annihilates the generator of the defining ideal of the quotient algebra
TLn(u), namely:
τ(h1,2) = 0
or equivalently:
(u+ 1)ζ2 + (u+ 2)ζ + 1 = 0, (1.17)
which has the two following solutions for ζ:
ζ = − 1
u+ 1
and ζ = −1. (1.18)
The value ζ = −1 is of no topological interest since from Eq. 1.5 we have that:
τ(hmi ) =
(
um − 1
u+ 1
)
ζ +
(
um − 1
u+ 1
+ (−1)m
)
.
Hence, the trace τ gives the same value for any even (resp. odd) power of the gen-
erators hi and therefore important topological information is lost. Thus, when we
discuss topological invariants of links, we consider that τ passes through to the quo-
tient algebra TLn(u) only for the case where ζ = − 1u+1 .
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In Section 1.3 we discussed the construction of the Homflypt polynomial through
the Ocneanu trace [16]. By specializing the trace parameter ζ to − 1
u+1
the Jones
polynomial is recovered. Indeed, for ζ = − 1
u+1
in Eq. 1.9 we have that:
λ =
1− u+ ζ
uζ
= −1− u−
1
u+1
u
u+1
=
(u− 1)(u+ 1) + 1
u
=
u2
u
= u
and therefore Eq. 1.10 becomes:
X(u, u)(αˆ) =
(
−1 + u√
u
)n−1 (√
u
)(α)
τ(pi(α)) (1.19)
Denoting V (u)(αˆ) := X(u, u)(αˆ) one obtains the one-variable Jones Polynomial as
a specialization of the Homflypt polynomial (see also [16], [10], [12]).
1.7 The representation theory of the algebra TLn(u)
In this Section we will discuss the representation theory of the Temperley–Lieb
algebra by refering to the discussion of Section 1.4, and then use it to compute the
dimension of TLn(u). From Definition 1.9 we have that TLn(u) can be considered
as a quotient of the algebra Hn(u) over the two–sided ideal that is generated by the
relations:
hihi+1hi + hi+1hi + hihi+1 + hi+1 + hi + 1 = 0.
It is known [16] that the representations of the symmetric group for which
sisi+1si + si+1si + sisi+1 + si+1 + si + 1 = 0
are those whose Young diagrams have at most two columns. Indeed, let
piλ : Sn → End(Vλ)
si 7→ piλ(si)
be the representation of Sn assosiated to the partition λ of n. For n = 3 we asso-
ciate to the identity representation, to the representation that sends s1 to( −1 1
0 1
)
and s2 to
(
1 0
1 −1
)
and finally, we associate to the sign representa-
tion. For the first case we have that:
pi (sisi+1si + si+1si + sisi+1 + si+1 + si + 1) = 1 + 1 + 1 + 1 + 1 + 1 = 6,
which is not equal to zero and thus it is discarded.
For the second case we have that:
pi (sisi+1si + si+1si + sisi+1 + si+1 + si + 1) =
(
0 −1
−1 0
)
+
(
0 −1
1 −1
)
+
( −1 1
−1 0
)
+
( −1 1
0 1
)
+
(
1 0
1 −1
)
+
(
1 0
0 1
)
=
(
0 0
0 0
)
.
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For the last case we have that:
pi (sisi+1si + si+1si + sisi+1 + si+1 + si + 1) = −1 + 1 + 1− 1− 1 + 1 = 0.
Notice that the last two cases have at most two columns. Therefore, the irreducible
representations of TLn(u) are the irreducible representations of Hn(u) that their
restriction to S3 does not contain the trivial representation. In other words, the
irreducible representations of TLn(u) are the irreducible representations of Hn(u)
that have at most two columns in their Young diagram. One obtains the following
diagram for TLn(u), whose meaning is the same as for the case of Hecke algebras
of Section 1.4, where the Young diagrams are replaced by the dimensions of the
corresponding representations:
1
1 1
1
3 1
TL2(u)
TL1(u)
TL3(u)
TL4(u)
2
2
The sum of the squares of the dimensions of the irreducible representations in
the kth row gives the dimension of the algebra TLk(u) . Therefore we have that:
dimTLn(u) =
1
n+ 1
(
2n
n
)
For an explicit proof the reader should refer to [10, §2.8, §2.11]. Thus, we have also
the following:
Corollary 1.1. The set B is a linear basis for TLn(u).
For the rest of this section we shall present the results of Juyumaya and Lam-
bropoulou regarding invariants of framed links (see [18], [17],[23], [20], [21], [22]).
1.8 Framed braids
The group Zn is generated by the “framing generators” t1, . . . , tn, the standard
multiplicative generators of Zn. In this notation an element a = (a1, . . . , an) ∈ Zn
in the additive notation can be expressed as ta11 . . . t
an
n . The framed braid group on
n strands is then defined as:
Fn = Zn oBn
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where the action of Bn on Zn is given by the permutation induced by a braid on the
indices:
σitj = tsi(j)σi. (1.20)
In particular, σiti = ti+1σi and ti+1σi = σiti. A word w in Fn has thus the “splitting
property”, that is, it splits into the “framing” part and the “braiding” part:
w = ta11 . . . t
an
n σ
where σ ∈ Bn and ai ∈ Z. So w is a classical braid with an integer attached to each
strand. Topologically, an element of Zn is identified with a framed identity braid on
n strands, while a classical braid in Bn is viewed as a framed braid with all framings
zero. The multiplication in Fn is defined by placing one braid on top of the other
and collecting the total framing of each strand to the top.
For a fixed positive integer d, the d-modular framed braid group on n strands,
Fd,n, is defined as the quotient of Fn over the modular relations:
tdi = 1 (i = 1, . . . , n). (1.21)
Thus, Fd,n = Cnd o Bn, where Cnd is isomorphic to (Z/dZ)n but with multiplicative
notation. Note that there is an obvious embedding of CCnd in Fd,n. Framed braids
in Fd,n have framings modulo d.
Passing now to the group algebra CFd,n, we have the following elements ei (see
Figure 1.4 diagrammatic interpretations), which are idempotents (cf. [20, Lemma
4]):
ei :=
1
d
d−1∑
s=0
tsi t
−s
i+1, i = 1, . . . , n− 1. (1.22)
e1 = 1
d
+ + + · · · +
0 0 0 1 d− 1 0 2 d− 2 0 d− 1 1 0
Figure 1.4: The element e1 ∈ CFd,3.
The definition of the idempotent ei can be generalized in the following way. For
any indices i, j and any m ∈ Z/dZ, we define the following elements in CFd,n:
ei,j :=
1
d
d−1∑
s=0
tsi t
−s
j , (1.23)
and:
e
(m)
i :=
1
d
d−1∑
s=0
tm+si t
−s
i+1. (1.24)
(notice that ei = ei,i+1 = e
(0)
i ). The following lemma collects some of the relations
among the ei’s, the ti’s and the σi’s. These relations will be used in this thesis.
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Lemma 1.1. For the idempotents ei and for 1 ≤ i, j ≤ n−1 the following relations
hold:
tjei = eitj
ei+1σi = σiei,i+2
eiσj = σjei, for j 6= i− 1, i+ 1
ejσiσj = σiσjei for |i− j| = 1
eiei+1 = eiei,i+2
eiei+1 = ei,i+2ei+1.
Proof. All relations are immediate consequences of the definitions. The proofs for
the first four relations can be found, for example, in [21, Lemma 2.1]. For the fifth
relation we have:
eiei+1 =
1
d
d−1∑
s=0
tsi t
−s
i+1
1
d
d−1∑
m=0
tmi+1t
−m
i+2
=
1
d2
d−1∑
s=0
d−1∑
m=0
tsi t
m−s
i+1 t
−m
i+2. (1.25)
Setting now k = m− s we obtain:
(1.25) =
1
d2
d−1∑
s=0
d−1∑
k=0
tsi t
k
i+1t
−k−s
i+2
=
1
d
d−1∑
s=0
tsi t
−s
i+2
1
d
d−1∑
k=0
tki+1t
−k
i+2
= ei,i+2ei+1.
The sixth relation is proved in an analogous way.
We conclude this section with two more technical lemmas that will be used
extensively in the rest of this thesis.
Lemma 1.2. For 1 ≤ i ≤ n− 1 and m ∈ Z/dZ we have the following:
e
(m)
i ei+1 = eie
(m)
i+1
Proof. We have that:
e
(m)
i ei+1 =
1
d
d−1∑
s=0
tm+si t
−s
i+1
1
d
d−1∑
k=0
tki+1t
−k
i+2 =
1
d2
d−1∑
s,k=0
tm+si t
−s+k
i+1 t
−k
i+2. (1.26)
Setting now r = m+ s we have that:
(1.26) =
1
d2
d−1∑
r,k=0
tri t
m−r+k
i+1 t
−k
i+2 =
1
d
d−1∑
r=0
tri t
−r
i+1
1
d
d−1∑
k=0
tm+ki+1 t
−k
i+2 = eie
(m)
i+1.
In a complete analogous way we can also prove that:
Lemma 1.3. For 1 ≤ i ≤ n the following holds m ∈ Z/dZ:
1
d
d−1∑
s=0
tm+si t
−s
i+1 = e
(m)
i =
1
d
d−1∑
s=0
tsi t
m−s
i+1 .
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1.9 The Yokonuma–Hecke algebra
The Yokonuma–Hecke algebra Yd,n(u) is defined [18, 20] as the quotient of the group
algebra C(u)Fd,n over the two-sided ideal generated by the elements:
σ2i − 1− (u− 1) ei − (u− 1) ei σi, for all i,
which give rise to the following quadratic relations in Yd,n(u):
g2i = 1 + (u− 1) ei + (u− 1) ei gi (1.27)
where gi corresponds to σi. Since the quadratic relations do not change the framing
we have that CCnd ⊂ C(u)Cnd ⊂ Yd,n(u) and we keep the same notation for the
elements of CCnd and for the elements ei in Yd,n(u). We have the following definition
[18], [23]:
Definition 1.10. The algebra Yd,n(u) has a presentation with generators t1, . . . , tn, g1,
g2, . . . , gn−1, subject to the following relations:
gigj = gjgi |i− j| > 1 (1.28)
gigjgi = gjgigj |i− j| = 1 (1.29)
tdi = 1 (1.30)
titj = tjti (1.31)
gitj = tsi(j)gi (1.32)
g2i = 1 + (u− 1)ei + (u− 1)eigi (1.33)
The elements gi are invertible (see Figure 1.5 for diagrammatic interpretations):
g−1i = gi + (u
−1 − 1) ei + (u−1 − 1) ei gi.
= +u
−1−1
d + + + · · ·+
+u
−1−1
d + + + · · ·+
0 0 0 0 0 0 0 0 0 1 d−1 0 2 d−2 0 d−1 1 0
0 0 0 1 d−1 0 2 d−2 0 d−1 1 0
Figure 1.5: The element g−11 ∈ Yd,3(u).
Remark 1.5. For d = 1 we have tj = 1 and ei = 1, and in this case the quadratic
relations (1.27) become g2i = (u − 1)gi + u, which are the quadratic relations of
the Iwahori–Hecke algebra Hn(u). So, Y1,n(u) coincides with the algebra Hn(u).
Further, there is an obvious epimorphism of the Yokonuma-Hecke algebra Yd,n(u)
onto the algebra Hn(u) via the map:
gi 7→ hi
tj 7→ 1. (1.34)
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We can alternatively define the algebra Yd,n(u) as a u–deformation of the algebra
CCd,n (recall that Cd,n is the semidirect product Cnd o Sn). More precisely, let
w ∈ Sn and let w = si1 . . . sik be a reduced expression for w. Since the generators
gi := gsi of Yd,n(u) satisfy the same braiding relations as the generators of Sn, then
together with the well-known theorem of Matsumoto [28], it follows that the element
gw := gi1 . . . gik is well defined. We have the following multiplication rule in Yd,n(u)
(see Proposition 2.4[17]):
gsigw =
{
gsiw for l(siw) > l(w)
gsiw + (u− 1)eigsiw + (u− 1)eigw for l(siw) < l(w) (1.35)
We also correspond gti to ti and we define: gtiw = gtigw = tigw. Next we present
an inductive basis for the Yokonuma–Hecke algebra. We will need the following
proposition [18]:
Proposition 1.7. Every word in Yd,n(u) can be written as a linear combination of
words in t1, . . . , tn, g1 . . . , gn−1 having at most one αn−1 ∈ {gn−1tmn | 1 ≤ m ≤ d− 1}.
Words containing αn−1 at most once are called reduced.
We have the following definition:
Definition 1.11 ([18]). The normal words of Yd,n(u) are the words that are of the
form:
v0v1 . . . vn−1
where vi ∈ Ri, such that Ri := {1, tmi+1, giv | v ∈ Ri−1, 1 ≤ m ≤ n − 1} and
R0 := {1, tm1 | 1 ≤ m ≤ n− 1}.
Remark 1.6. An analogous argument holds for the algebra CCd,n. Indeed, if we
change the quadratic relation of Definition 1.10 to s2i = 1, one can easily prove that
any word in CCd,n can be written the form:
w0w1 . . . wn−1
where wi ∈ Wi := {1, tsi+1, siw |w ∈ Wi−1, 0 ≤ s ≤ d− 1} and W0 := {1, ts1 | 0 ≤ s ≤
d− 1}.
Proposition 1.8 ([18]). The algebra Yd,n(u) is linearly spanned by the normal
words.
What remains now to show is that the set of the normal words in linearly inde-
pendent and thus it furnishes a linear basis for the algebra Yd,n(u). For this one has
to use the method of J. Tits [14].
Proposition 1.9 ([18]). The set of normal words is a C(u)–basis for Yd,n(u). More-
over, the dimension of Yd,n(u) is d
nn!.
Sketch of proof. For further details the reader should refer to [18]. Let V = C(u)Cd,n
and let g ∈ V .We define the following algebra homomorphism ρ and λ from the
algebra Yd,n(u) to the algebra End(V ):
ρgig :=
{
gsi if l(gsi) > l(g)
gsi + (u− 1)ei + (u− 1)gsiei if l(gsi) < l(g)
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λgig :=
{
sig if l(sig) > l(g)
sig + (u− 1)ei + (u− 1)eisig if l(sig) < l(g)
For any ti ∈ Cnd we can define λti and ρti as λtig = tig and ρtig = gti respectively.
Moreover, it is obvious that λtiρtj = ρtjλti for any ti, tj ∈ Cnd . Next, one has to
prove that λgiρgj = ρgjλgi , by distinguishing cases according to the lengths of g,
sig, gsj and sigsj. Further, the map t 7→ λt, gi 7→ λgi defines a homomorphism of
C(u)–algebras λ : Yd,n(u)→ End(V ). Finally, we deduce that:
λ(v0 . . . vn−1)(1) = w1 . . . wn−1.
Thus, any linear combination
∑
g αgg (where g runs the normals words in Yd,n(u))
becomes a linear combination
∑
w αgw, where now w runs the normal words in Cd,n.
Therefore αg = 0, for all g, and thus the set of normal words in Yd,n(u) is linearly
independent. Two final remarks are now due.
Remark 1.7. The normal words of Proposition 1.9 can be rewritten in the form:
wn−1gn−1 . . . gitki or wn−1t
k
n (1.36)
where wn−1 is in the inductive basis of Yd,n−1(u) and 0 ≤ k ≤ d − 1. We shall use
this notation for the rest of this thesis.
Remark 1.8. In analogy to Remark 1.4, the set of normal words indicate that the
following natural inclusions exist:
Yd,n(u) ⊆ Yd,n+1(u).
Thus, Yd,n+1(u) can be considered a Yd,n(u)− Yd,n(u) bimodule.
1.10 A Markov trace on Yd,n(u)
Using the inductive basis of Proposition 1.9, J. Juyumaya constructed in [18] a
unique linear Markov trace on the algebra Yd,n(u). Namely:
Theorem 1.5 ([18] Theorem 12). Let d a positive integer. For x0 := 1 and inde-
terminates z, x1, . . . , xd−1 there exists a unique linear Markov trace tr:
tr : ∪∞n=1Yd,n(u) −→ C(u)[z, x1, . . . , xd−1]
defined inductively on n by the following rules:
(i) tr(ab) = tr(ba)
(ii) tr(1) = 1
(iii) tr(agn) = z tr(a) (Markov property)
(iv) tr(atsn+1) = xstr(a) (s = 1, . . . , d− 1)
where a, b ∈ Yd,n(u).
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Remark 1.9. By direct computation, tr(ei) takes the same value for all i. We
denote this value by E, that is:
E := tr(ei) =
1
d
d−1∑
s=0
tr(tsi t
−s
i+1) =
1
d
d−1∑
s=0
xsxd−s,
For all 0 ≤ m ≤ d− 1, we also define:
E(m) := tr(e
(m)
i ) =
1
d
d−1∑
s=0
tr(tm+si t
−s
i+1) =
1
d
d−1∑
s=0
xm+sxd−s,
Notice that E = E(0).
1.11 Framed link invariants through Yd,n(u)
In analogy to the classical case, closing a framed braid gives rise to an oriented
framed link. Conversely, by adapting Theorem 1.2 to the framed link context, an
oriented framed link can be isotoped to the closure of a framed braid.
Further, adapting Theorem 1.3 to the modular framed braid context, isotopy
classes of oriented modular framed links are in one–to–one correspondence with
equivalence classes of modular framed braids. More precisely, we have the following
result from [23]:
Theorem 1.6 (Markov equivalence for framed braids and modular framed braids).
Isotopy classes of oriented framed links (resp. modular framed links) are in bijec-
tion with equivalence classes of framed braids in ∪n∈NFn (resp. ∪n∈NFd,n). The
equivalence relation is generated by the two moves:
(i) Conjugation: αβ ∼ βα, α, β ∈ Fn (resp. Fd,n)
(ii) Markov move: α ∼ ασn±1, α ∈ Fn (resp. Fd,n)
The case of classical framed links is well known (see for example [26]).
1.11.1 The E–system
In analogy to the discussion of Section 1.3 and according to Theorem 1.6, any
invariant of oriented framed links has to agree on the closures of the braids α, ασn
and ασn
−1. Note the resemblance of the conjugation rule and the Markov property
in Theorem 1.5 with moves (i) and (ii) of Theorem 1.6. Following [16] Juyumaya
and Lambropoulou defined an invariant by re–scaling and normalizing the trace tr.
In order to do that one needs that the expression tr(αg−1n ), for α ∈ Yd,n(u), factors
through tr(α), just like tr(αgn) does from the Markov property of the trace [23].
Yet, we have:
tr(αg−1n ) = tr(αgn) + (u
−1 − 1)tr(αen) + (u−1 − 1)tr(αengn) (1.37)
Note that the following holds for any y ∈ Yd,n(u):
tr(y engn) = tr(ygn) = z tr(y)
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since:
y engn =
1
d
d−1∑
m=0
y tmn t
−m
n+1gn =
1
d
d−1∑
m=0
y tmn gnt
−m
n .
Thus, we only need further that the trace tr satisfies the multiplicative property:
trd(αen) = trd(α) trd(en) α ∈ Yd,n(u) (1.38)
With these properties we could then define framed link invariants using the same
method as for defining the Jones polynomial[16]. Unfortunately, we do not have a
nice formula for tr(α ed,n). The reason is that the element en involves the nth strand
of the braid α.
Remark 1.10. One obvious solution of the E–system is that the xi’s are d
th roots
of unity but this of no topological importance. Indeed, if we let the xi’s be d
th roots
of unity, we have the following example:
tr(tk1t
l
2) = xkxl = xk+l = tr(t
k+l
1 t
0
2)
but the closures of these two 2-stranded braids are not isotopic as framed (un)links
of two components. In [23] it is proved that such a rescaling is possible if the
trace parameters xi are solutions of a non-linear system of equations, the so–called
E–system.
Definition 1.12. [23] We say that the complex numbers (x0, x1, . . . , xd−1) (where
x0 is always equal to 1) satisfy the E–condition if x1, . . . , xd−1 satisfy the following
E–system of non–linear equations in C:
E(m) = xmE (1 ≤ m ≤ d− 1)
or equivalently:
d−1∑
s=0
xm+sxd−s = xm
d−1∑
s=0
xsxd−s (1 ≤ m ≤ d− 1). (1.39)
In [23, Appendix] it is proved that the solutions of the E–system are the complex
functions x : s 7→ xs over Z/dZ, parametrized by the non–empty subsets S of the
cyclic group Z/dZ as follows:
x
S
=
1
|S|
∑
s∈S
exps (1.40)
where exps(k) = exp(2ipisk/d), for 0 leqk ≤ d− 1 (see Theorem 1.7 below).
Remark 1.11. It is worth noting that the solution of the E–system can be inter-
preted as a generalization of the Ramanujan’s sum. Indeed, by taking the subset P
of Z/dZ consisting of the numbers coprimes to d, then the solution parametrized by
P is, up to the factor |P |, the Ramanujan’s sum cd(k) (see [30]).
Equivalently, x
S
can be seen as an element in CCd, namely:
x
S
=
d−1∑
k=0
xkt
k (1.41)
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where xk =
1
|S|
∑
s∈S χs(k), k = 0, . . . , d − 1 and χs is the character of Cd defined
as χs : t
m 7→ exps(m). So, the coefficient xk of tk in (1.41) corresponds to xS(k) in
(1.40).
Recall now that on the group algebra CG of the finite group G, we have two prod-
ucts, one of them is the multiplication by coordinates, also called the multiplications
of the values, which is defined as:(∑
g∈G
agg
)
·
(∑
g∈G
bgg
)
=
∑
g∈G
agbgg.
and the other product is the convolution product:(∑
g∈G
agg
)
∗
(∑
h∈G
bhh
)
=
∑
g∈G
∑
h∈G
agbhgh =
∑
g∈G
(∑
h∈G
ahbgh−1
)
g. (1.42)
By taking G = Cd and considering the element x =
∑
0≤k≤d−1 xkt
k, we have the
following lemma:
Lemma 1.4. In CCd we have:
x ∗ x = d
∑
0≤`≤d−1
E(`)t`
and
x ∗ x ∗ x = d2
∑
0≤`≤d−1
tr(e`1e2)t
`.
Proof. The expression for x ∗ x follows immediately by direct computation. Indeed,
from the definition of the convolution product we have that:
x ∗ x =
d−1∑
k=0
akt
k
d−1∑
`=0
a`t
` =
d−1∑
k=0
d−1∑
`=0
aka`t
k+` =
d−1∑
`=0
(
d−1∑
k=0
aka`−k
)
t` = d
d−1∑
`=0
E(`)t`
For the second expression we have that:
x ∗ x ∗ x = d
∑
0≤`≤d−1
E(`)t` ∗ x
= d
∑
0≤`≤d−1
E(`)t` ∗
∑
0≤k≤d−1
akt
k
= d
∑
0≤`,k≤d−1
E(`)akt
`+k
= d
∑
0≤`,k,s≤d−1
asa`−sakt`+k
= d
∑
0≤`,k,s≤d−1
asa`−s−kakt`
= d2tr(e
(`)
1 e2).
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For each a ∈ Z/dZ the character χa defines, with respect to the convolution
product, an element ia of CCd,
ia :=
∑
0≤s≤d−1
χa(s)t
s.
One can verify that
ia ∗ ib =
{
d ia if a = b
0 if a 6= b
that is, ia/d is an idempotent element. On the other hand, regarding δa := t
a as
element in CCd, it is clear that,
δa · δb =
{
δa if a = b
0 if a 6= b .
The connection between the two products on CCd is given by the Fourier transform.
More precisely, the Fourier transform is the linear automorphism on CCd, defined
as:
x :=
∑
0≤s≤d−1
ast
s 7→ x̂ :=
∑
0≤s≤d−1
(x ∗ is)(0)ts (1.43)
With the above notation we have:
Lemma 1.5. The following hold in CCd:
x̂ ∗ y = x̂ · ŷ, x̂ · y = d−1x̂ ∗ ŷ,
δ̂a = i−a, îa = dδa, ̂̂x (u) = dx(−u).
Proof. The proof is just a straightforward computation (see [32]).
We can now prove the following theorem using the notation that we introduced
above (see [23, Appendix] for the original proof):
Theorem 1.7 (P. Ge´rardin). The solutions of the E–system of Eq. 1.39 are of the
form:
x
S
=
1
|S|
∑
s∈S
exps
where x(0) := 1.
Proof. The E–condition (1.39) can be written using Lemma 1.4 as:
x ∗ x = (x ∗ x)(0)x.
To solve the E–system we use Fourier transform to obtain:
x̂ 2 = (x ∗ x)(0) x̂.
If (x ∗ x)(0) = 0, then x̂ 2 = 0 so x̂ is 0 and also is x, which is excluded by the
condition x(0) = 1. Now, the equation says that the function x̂ is constant on its
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support S where it is (x ∗ x)(0). As the characteristic function of S is, up to the
factor d, the Fourier transform of the sum of ia, a ∈ S, we have shown that
x = (x ∗ x)(0)1
d
∑
s∈S
is = E
∑
s∈S
is (1.44)
For x(0) = 1, we have (x ∗ x)(0)1
d
|S| = 1, with |S| the cardinality of S. Applying
Lemma 1.4 we deduce that:
E =
1
|S| (1.45)
We have proved that the solutions of the E–system are the functions xS parametrized
by the non–empty subsets S of the cyclic group Cd of order d as follows:
x
S
=
1
|S|
∑
s∈S
is
We have the following remark due to [23, Appendix]
Remark 1.12. For S = Cd, it is the trivial solution i0. The complement of the
support of any non trivial solution is another solution. In particular, each element
a ∈ Cd defines two solutions of the E–system : one is the character χa, the other is
given by
χa
1− d outside 0. When the order d is even, we can take a = d/2, this gives
the solution u 7→ (−1)
u
1− d , u 6= 0.
We have the following theorem [23]:
Theorem 1.8. If the trace parameters x1, . . . , xd−1 satisfy the E–condition then for
all α ∈ Yd,n(u) we have:
tr(αed,n) = tr(α) tr(ed,n)
1.11.2 Link invariants from tr
Let d ∈ N and let Xd,S = {x1, . . . , xd−1} be a solution of the E–system parametrized
by a non–empty subset S of Z/dZ. Then, using Theorem 1.8 we can proceed with
the factorization of tr(αen) in (1.37). Indeed, we have from (1.37):
tr(αg−1n ) =
[
z + (u−1 − 1)E + (u−1 − 1)z] tr(α)
=
z − (u− 1)
u|S| tr(α) = tr(g
−1
n ) tr(α)
where E was defined in Remark 1.9. For the value of E under the E–condition, recall
from (1.45) that E = 1|S| . In analogy to the construction of the Homflypt polynomial
(see Section 1.3), αgn and αg
−1
n must be assigned to the same trace value for any
α ∈ Yd,n(u). For this, we define
w :=
z − (u− 1)
uz|S| (1.46)
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so
trd(g
−1
n ) =
z − (u− 1)
u|S| = wz. (1.47)
Denote now by exponential sum (α) of α as the algebraic sum of the exponents of
the σi’s in α, and let γ is the natural epimorphism of Fd,n onto Yd,n(u). We then
have the following definition [23, 22]:
Definition 1.13. Given a solution of the E–system parametrized by a non–empty
subset S of Z/dZ, for any framed braid α ∈ Fn we define for its closure α̂:
Γd,S(w, u)(α̂) =
(
(1− wu)|S|√
w(u− 1)
)n−1
(
√
w)(α)tr(γ(α))
Let now L denote the set of oriented framed links and let C(u)(z, x1, . . . , xd−1)
be, as usual, the ring of rational functions on z,Xd,S over C(u). Then we have the
following [23]:
Theorem 1.9. If the set Xd,S satisfies the E–condition then the map Γd,S(w, u) is
an isotopy invariant of (modular) oriented framed links:
Γd,S(w, u) : L −→ C(u)(z, x1, . . . , xd−1)
α̂ 7→ Γd,S(α̂)
Further, by restricting ΓS(w, u) to classical links, seen as framed links with
all framings zero, to an invariant of classical oriented links is obtained, denoted
∆d,S(w, u).
In [2] it is proved that the invariants ∆d,S(w, u) coincide with the Homflypt
polynomial, P (u, λ) for the trivial cases where u = 1 and E = 1. In order to compare
these two invariants, Chlouveraki and Lambropoulou specialized the indeterminates
x1, . . . , xd−1, thus constructing a specialized Juyumaya trace.
Definition 1.14. Let x1, x2, . . . , xd−1 ∈ C\{0} and consider the ring homomorphism
θ : C(u)[z, x1, . . . , xd−1] −→ C(u)[z]
z 7→ z
xm 7→ xm (1 ≤ m ≤ d− 1)
The map θ shall be called the specialization map. We will call the composition
θ ◦ tr :
⋃
n≥0
Yd,n(u) −→ C(u)[z]
the specialized Juyumaya trace with parameter z.
In the case where Xd,S = {x1, . . . , xd−1} is a solution of the E–system we denote:
θ ◦ tr = tr
S
. In particular for the case where E = 1 we have the following:
Proposition 1.10. Let Xd,S be a solution of the E-system such that E = 1. Let tr
be the Markov trace on Yd,n(u) with parameters z, Xd,S, and let τ be the Ocneanu
trace on Hn(u) with parameter ζ. If we take z = ζ, then
(τ ◦ pi)(α) = (tr ◦ δ)(α) (α ∈ Bn)
for all n ∈ N.
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By the assumptions of Proposition 1.10 we have that w = λ and thus:
Corollary 1.2. Let Xd,S be a solution of the E-system such that E = 1. Let tr be
the Markov trace on Yd,n(u) with parameters z, Xd,S, and let τ be the Ocneanu trace
on Hn(q) with parameter ζ. If we take ζ = z, then
P (u, λ)(α̂) = ∆d,S(w, u)(α̂) (α ∈ Bn)
for all n ∈ N.
We conclude this chapter with a few words on the representation theory of the
Yokonuma–Hecke algebra.
1.12 The representation theory of Yd,n(u)
The representation theory of the Yokonuma–Hecke algebra has initially been studied
by Thiem in the general context of unipotent Hecke algebras [33]. Chlouveraki and
Poulain d’Adency [4] developed an inductive and highly combinatorial approach to
the representation of the Yd,n(u). We know that Yd,n(u) is a u–deformation of CCd,n.
Since the group Cd,n is isomorphic to the complex reflection group G(d, 1, n), the
representations of the complex reflection group are studied instead. We start with
the following definition [4]:
Definition 1.15. Let d ∈ N. A d–partition λ, or a Young d–diagram, of size n is
a d–tuple of partitions such that the total number of nodes in the associated Young
diagrams is equal to n. That is, we have λ(1), . . . , λ(d−1) usual partitions such that
|λ(0)|+ |λ(1)|+ . . .+ |λ(d− 1)| = n.
We also say that λ is a d–partition of n. We denote by P(d, n) the set of d–partitions
of n. We have P (1, n) = P (n).
A standard d–tableau of shape λ ∈ P(d, n) is a way of filling the boxes of the
Young d–diagram of λ with the numbers 1, 2, . . . , n such that the entries strictly
increase down the columns and along the rows.
For example for the standard d–tableaux T of size 3 we have :
T = ( 1 3 , ∅, 2 )
We write θ = (x, y) for the node in row x and column y. A pair (θ, k) consist-
ing of a node θ and an integer k ∈ {1, . . . , d} is called a d–node. The integer k
is called the position of θ. A d–partition is then the set of d–nodes such that the
subset consisting of the d–nodes having position k forms a usual partition, for any
k ∈ {1, . . . , d}.
For a d–node lying in the line x and column y of the kth diagram of λ (that is
θ = (x, y, k)), define p(θ) := k, the position of θ and c(θ) := q2(y−x), the quantum
content of θ.
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For a d–tableaux T , we denote by p(T | i) and q(T | i) the position and the quan-
tum content of the d–node with the number i in it.
Let {ξ1, . . . , ξd−1} be the set of all roots of unity ordered arbitrarily. Let also
Vλ be a C(u)–vector space with basis {vT } indexed by the standard d–tableaux of
shape λ, and set vT := 0 for any non-standard d–tableaux T of shape λ. We have
the following proposition [3]:
Proposition 1.11. Let T be a standard d–tableaux of shape λ ∈ P(d, n). The vector
space Vλ is a representation of Yd,n(u) with the action of the generators on the basis
elements vT defined as follows for i = 1, . . . , n:
tj(vT ) = ξpjvT
for i = 1, . . . , n− 1 if pi 6= pi+1 then:
gi(vT ) = vT si
and if pi = pi+1 then:
gi(vT ) =
ci+1(u− u−1)
ci+1 − ci +
uci+1 − u−1ci
ci+1 − ci vT si
where si is the transposition (i, i+ 1).
The following Theorem describes the irreducible representations of Yd,n(u) [4].
Theorem 1.10. For any λ ∈ P(d, n), let Vλ denote the representation of Yd,n(u)
constructed in Proposition 1.11. Then
(a) If Vλ is isomorphic to Vλ′ for some λ
′ ∈ P(d, n) then λ = λ′.
(b) The representation Vλ is irreducible.
(c) The set {Vλ |λ ∈ P(d, n)} is a complete set of pairwise non–isomorphic irre-
ducible representations of Yd,n(u).
Remark 1.13. Since Yd,n(u) is a u–deformation of CCd,n, the specialization u 7→
1 induces a bijection between the irreducible representations of Yd,n(u) and the
following set of irreducible representations of G(d, 1, n) [4]:
Irr(G(d, 1, n)) = {Eλ |λ ∈ P(d, λ)}. (1.48)
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Chapter 2
Framization of the
Temperley–Lieb Algebra
2.1 Three possible candidates
Recall that the algebra Hn(u) is a u–deformation of the group algebra CSn, while
TLn(u) is the quotient of Hn(u) over the two–sided ideal that is generated by the
Steinberg elements hi,i+1, given in Definition 1.9, namely:
hi,i+1 =
∑
w∈〈si,si+1〉
hw.
As mentioned in the Introduction, the algebra Yd,n(u) is the basic example of a
framization of the Iwahori–Hecke alebra, Hn(u). Moreover, from the discussion in
Section 1.9, Yd,n(u) can be regarded as a u–deformation of the group algebra CCd,n.
Following the construction of the classical Temperley–Lieb algebra we would like to
introduce an analogue of TLn(u) in the ‘framing context’, that is, in the context of
framed knot algebras. Namely, to define a quotient of Yd,n(u) over a two–sided ideal
that is constructed from an appropriately chosen subgroup of the underlying group
Cd,n of Yd,n(u). At this point two such subgroups emerge naturally. More precisely,
the subgroups 〈si, si+1〉 of Sn that are related to the defining ideal of TLn(u) can be
also considered as subgroups of Cd,n. Thus, we consider the following elements in
Yd,n(u):
gi,i+1 :=
∑
w∈〈si,si+1〉
gw = 1 + gi + gi+1 + gigi+1 + gi+1gi + gigi+1gi (2.1)
The second possibility is to let the framing generators ti be involved in the
generating set of such a subgroup. Thus, we consider the following subgroup of
Cd,n:
Ci,i+1 := 〈ti, ti+1, ti+2〉o 〈si, si+1〉.
We also consider the following elements in Yd,n(u):
ci,i+1 :=
∑
w∈Ci,i+1
gw =
∑
α,β,γ∈Cd
tαi t
β
i+1t
γ
i+2 gi,i+1 (2.2)
The second equalities in (2.1) and (2.2) follow from the multiplication defined on
Yd,n(u) (recall Eq. 1.35). Therefore we can define at least two types of algebras which
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could be considered as analogues of the Temperley–Lieb algebras in the context of
knot algebras with framing.
Definition 2.1. For n ≥ 3, the Yokonuma–Temperley–Lieb algebra, denoted by
YTLd,n(u), is defined as the quotient of Yd,n(u) over the two–sided ideal I1 generated
by the elements gi,i+1, namely:
YTLd,n(u)
Yd,n(u)
〈gi,i+1 , for all i〉 =
Yd,n(u)
I1
.
Definition 2.2. For n ≥ 3, we define the Complex Reflection Temperley–Lieb al-
gebra, denoted by CTLd,n(u), as the quotient of the algebra Yd,n(u) over the ideal
that is generated by the elements ci,i+1, that is:
CTLd,n(u) :=
Yd,n(u)
I2
.
As mentioned in Section 1.11.2, invariants for framed knots and links are defined
through the trace tr on the Yokonuma–Hecke algebra, by imposing the E–system
on the parameters x1, . . . , xd−1 [23]. Hence, we expect that the ‘framization’ of the
Temperley–Lieb algebra will allow us to define a ‘framization’ of the Jones poly-
nomial, analogous to that of the Jones polynomial. Unfortunately, both quotients
above are not satisfactory for this purpose. More precisely, in the case of I1, very
strong conditions on the trace parameters must be applied in order for tr to pass
through to the quotient algebra. This leads to a great loss of topological information,
thus YTLd,n(u) is also not a good candidate. However, the original Jones polynomial
can be recovered from this quotient algebra. In the case of I2, the algebra CTLd,n(u)
is large enough so that only conditions on the trace parameters z are needed in order
that tr passes to the quotient algebra CTLd,n(u) (see Theorem 3.7). However, in
order to obtain knot invariants we would still need to impose the E–system on the
trace parameters x1, . . . , xd−1 as in the case of Yd,n(u).
The trace considerations indicate a third alternative of definition for the analogue
of the Temperley–Lieb algebra as knot algebra with framing: the Framization of the
Temperley–Lieb algebra. More precisely, we define this framization as a quotient of
the Yokonuma–Hecke algebra over an ideal that is constructed from the following
subgroup of Cd,n:
Hi,i+1 := 〈tit−1i+1, ti+1t−1i+2〉o 〈si, si + 1〉 for all i.
Each x in Hi,i+1 can be written in the form:
x = tαi t
β
i+1t
γ
i+2w, (2.3)
where α + β + γ = 0 and w ∈ 〈si, si+1〉.
We have the following definition:
Definition 2.3. For n ≥ 3, the Framization of the Temperley–Lieb algebra, denoted
by FTLd,n(u), is defined as the quotient Yd,n(u) over the two–sided ideal J generated
by the elements
ri,i+1 :=
∑
x∈Hi,i+1
gx =
∑
α+β+γ=0
w∈〈si,si+1〉
tαi t
β
i+1t
γ
i+2 gw (i = 1, . . . , n− 2), (2.4)
where the second equality follows from the multiplication defined on Yd,n(u).
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The Yokonuma–Temperley–Lieb algebra was introduced and studied in [8], while
the algebras FTLd,n(u) and CTLd,n(u) in [9].
2.2 Comparison of the three quotient algebras
We will now give a relation between these algebras. Following the discussion above,
we have the following interesting quotients of Yd,n(u) to consider:
CTLd,n(u), FTLd,n(u), YTLd,n(u).
Notice now that the following hold:
〈si, si+1〉 ≤ Hi,i+1 ≤ Ci,i+1 =⇒ I2  J  I1
The second inclusion of the ideals, J  I1 is clear. Indeed, every x in Hi,i+1 can be
written in the form:
x = tai t
−a
i+1t
b
i+1t
−b
i+2w = t
a
i t
b−a
i+1 t
−b
i+2w, where w ∈ 〈si, si+1〉.
Therefore, from the multiplication rule of Eq. 1.35, we have that gx = t
a
i t
b−a
i+1 t
−b
i+2gw.
Thus we can rewrite the elements ri,i+1 in the following form:,
ri,i+1 =
d−1∑
a,bZ/dZ
w∈〈si,si+1〉
tai t
b−a
i+1 t
−b
i+2gw =
 d−1∑
a,b∈Z/dZ
tai t
b−a
i+1 t
−b
i+2
 ∑
w∈〈si,si+1〉
gw
 = eiei+1gi,i+1
(2.5)
We shall proceed with the proof for the first inclusion of ideals. We have that:
Ci,i+1 = Hi,i+1 o Cd.
Indeed, let x = tαi t
β
i+1t
γ
i+2w ∈ Ci,i+1, where w ∈ 〈si, si+1〉, and let φ be the following
homorphism:
φ : Ci,i+1 → Cd
x 7→ tα+β+γi
where Cd ' 〈ti | tdi = 1〉. Observe that kerφ = Hi,i+1 and also that φ
∣∣
Hi,i+1
=
idCd . This implies that Ci,i+1 = Hi,i+1 o Cd. Thus, given x ∈ Ci,i+1 we have an
unique decomposition x = tki y, where k ∈ Z/dZ and y ∈ Hi,i+1. Now, from the
multiplication rule of Yd,n(u), we have:
ci,i+1 =
∑
x∈Ci,i+1
gx =
∑
k∈Z/dZ
tki
∑
y∈Hi,i+1
gy. (2.6)
Hence I2  J .
We have proved the following proposition:
Proposition 2.1. The inclusions of ideals above yield the following natural com-
mutative diagram of epimorphisms:
Yd,n(u)

// CTLd,n(u)

// FTLd,n(u)
ww
// YTLd,n(u)
qqHn(u) // TLn(u)
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2.3 The Yokonuma–Temperley–Lieb algebra
The rest of this section will be dedicated to our results on the Yokonuma–Temperley–
Lieb algerba.
2.3.1 The definition of YTLd,n(u)
We will first give a definition of YTLd,n(u) in terms of generators and relations. We
have the following:
Definition 2.4. For n ≥ 3, the Yokonuma–Temperley–Lieb algebra can be pre-
sented by the generators g1, . . . , gn−1, t1, . . . , tn (by abuse of notation), subject to
the following relations:
gigj = gjgi, |i− j| > 1 (2.7)
gi+1gigi+1 = gigi+1gi (2.8)
g2i = 1 + (u− 1)ei + (u− 1)eigi (2.9)
titj = tjti, for all i, j (2.10)
tdi = 1, for all i (2.11)
giti = ti+1gi (2.12)
giti+1 = tigi (2.13)
gitj = tjgi, for j 6= i, and j 6= i+ 1 (2.14)
gigi+1gi + gigi+1 + gi+1gi + gi + gi+1 + 1 = 0 (2.15)
We shall refer to relations (2.15) as the Steinberg relations of YTLd,n(u).
Note that relations (2.15) are symmetric with respect to the indices i, i+ 1, i.e.:
gigi+1gi = −gigi+1 − gi+1gi − gi+1 − gi − 1 = gi+1gigi+1.
so relations (2.8) follow from relations (2.15).
Remark 2.1. In analogy to the Yokonuma–Hecke algebra, YTL1,n(u) coincides with
the algebra TLn(u). Further, the epimorphism (1.34) induces an epimorphism of the
Yokonuma–Temperley–Lieb algebra YTLd,n(u) onto the algebra TLn(u). Clearly, by
relations (2.12) and (2.13), any monomial in YTLd,n(u) inherits the splitting property
of Yd,n(u), that is, it can be written in the form:
w = ta11 . . . t
an
n gi1 . . . gik , (2.16)
where: a1, . . . , an ∈ Z/dZ.
We shall now prove that the ideal I1 is in fact principal.
Lemma 2.1. The following hold in Yd,n(u) for all i = 1, . . . , n− 2:
(1) gi = (g1 . . . gn−1)i−1 g1 (g1 . . . gn−1)−(i−1)
(2) gi+1 = (g1 . . . gn−1)i−1 g2 (g1 . . . gn−1)−(i−1)
(3) gigi+1 = (g1 . . . gn−1)i−1 g1g2 (g1 . . . gn−1)−(i−1)
(4) gi+1gi = (g1 . . . gn−1)i−1 g2g1 (g1 . . . gn−1)−(i−1)
(5) gigi+1gi = (g1 . . . gn−1)i−1 g1g2g1 (g1 . . . gn−1)−(i−1)
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Proof. We will demonstrate the proof for the cases (1) and (5). The rest of the cases
are proved in an analogous manner. For case (1) we have that the statement is true
for i = 2. Indeed:
(g1 . . . gn−1) g1 (g1 . . . gn−1)−1 = g1g2g1g3 . . . gn−1(g1 . . . gn−1)−1
= g2(g1g2 . . . gn−1)(g1 . . . gn−1)−1
= g2.
Suppose that the statement is true for i = k. We will show that the statement holds
for i = k + 1. We have:
(g1 . . . gn−1)kg1(g1 . . . gn−1)−k = (g1 . . . gn−1)(g1 . . . gn−1)k−1g1(g1 . . . gn−1)−(k−1)(g1 . . . gn−1)−1
= (g1 . . . gn−1)gk(g1 . . . gn−1)−1
= g1 . . . gk−1gkgk+1gkgk+2 . . . gn−1(g1 . . . gn−1)−1
= g1 . . . gk−1gk+1gkgk+1 . . . gn−1(g1 . . . gn−1)−1
= gk+1(g1 . . . gn−1)(g1 . . . gn−1)−1
= gk+1.
For case (5) we have from (1):
gigi+1gi = (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)ig1(g1 . . . gn−1)−i
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)i−1(g1 . . . gn−1)
· g1(g1 . . . gn−1)−1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1g1g2g1(g1 . . . gn−1)−(i−1).
Corollary 2.1. YTLd,n(u) is the C(u)–algebra generated by the set {t1, . . . , tn,
g1, . . . , gn−1} whose elements are subject to the defining relations of Yd,n(u) and
the relation:
g1,2 = 0.
Proof. The result follows using the multiplication rule (1.35) defined on Yd,n(u) and
Lemma 2.1.
2.3.2 A presentation with non-invertible generators for YTLd,n(u)
In analogy with Eq. 1.11 one can obtain a presentation for the Yokonuma–Temperley–
Lieb algebra with the non-invertible generators:
`i :=
1
u+ 1
(gi + 1). (2.17)
In particular we have:
Proposition 2.2. YTLd,n(u) can be viewed as the algebra generated by the elements:
`1, . . . `n−1, t1, . . . , tn,
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which satisfy the following defining relations:
tdi = 1, for all i (2.18)
titj = tjti, for all i, j (2.19)
`itj = tj`i, for j 6= i and j 6= i+ 1 (2.20)
`iti = ti+1`i +
1
u+ 1
(ti − ti+1) (2.21)
`iti+1 = ti`i +
1
u+ 1
(ti+1 − ti) (2.22)
`2i =
(u− 1)ei + 2
u+ 1
`i (2.23)
`i`j = `j`i, |i− j| > 1 (2.24)
`i`i+1li =
(u− 1)ei + 1
(u+ 1)2
`i (2.25)
Proof. Obviously, YTLd,n(u) is generated by the `i’s and the ti’s. It is a straight-
forward computation to see that relations (2.7)–(2.15) are transformed into the
relations (2.18) – (2.25). Indeed, for Eq. 2.20 we have, for |i− j| > 1, that:
`itj =
1
u+ 1
(gi + 1)tj =
1
u+ 1
(gitj + tj) +
1
u+ 1
(tjgi + tj) = tj
1
u+ 1
(gi + 1) = tj`i.
For Eq. 2.21 we have that:
`iti =
1
u+ 1
(gi + 1)ti =
1
u+ 1
(giti + 1) =
1
u+ 1
(ti+1gi + 1). (2.26)
On the other hand, multiplying Eq. 2.17 with ti+1 from the left gives:
ti+1`i =
1
u+ 1
ti+1gi +
1
u+ 1
ti+1. (2.27)
From Eqs. 2.26 and 2.27 we deduce that:
`iti = ti+1`i +
1
u+ 1
(ti − ti+1).
Equation 2.22 is proved in an analogous way. For the quadratic relation, we have
from Eq. 2.17 that:
gi = (u+ 1)`i − 1. (2.28)
We then have that:
g2i =
(
(u+ 1)2`i − 1
)2
which is equivalent to:
1 + (u− 1)ei + (u− 1)eigi = (u+ 1)2`2i − 2(u− 1)`i + 1
or equivalently:
(u− 1)(u+ 1)ei`i = (u+ 1)2`2i − 2(u+ 1)`i
which leads to:
`2i =
(u− 1)ei + 2
u+ 1
`i.
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which is Eq. 2.23. For Eq. 2.24 we have, for |i− j| > 1, that:
`i`j =
1
(u+ 1)2
(gi + 1)(gj + 1) =
1
(u+ 1)2
(gigj + gi + gj + 1)
=
1
(u+ 1)2
(gjgi + gj + gi + 1) =
1
(u+ 1)2
(gj + 1)(gi + 1) = `j`i.
Finally, for the Steinberg elements gi,i±1 using Eq. 2.28 we have that:
gi,i+1 = gigi+1gi+gi+1gi+gigi+1+gi+1+gi+1 = (u+1)
3`i`i+1`i−(u+1)2`2i +(u+1)`i
From the Steinberg relation (2.15) and Eq. 2.23 we have that:
(u+ 1)2`i`i+1`i = ((u− 1)ei + 1)`i
or equivalently:
`i`i+1`i =
(u− 1)ei + 1
(u+ 1)2
`i,
which is Eq. 2.25.
Remark 2.2. Setting d = 1 in the presentation of YTLd,n(u) in Proposition 2.2, one
obtains the classical presentation of TLn(u), as discussed in Subsection 1.5. Note
also that, substituting in the braid relation (2.8) the gi’s using Eq. 2.28, we obtain
the equation:
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1
which becomes superfluous, since it can be deduced from Eq. 2.25. This was to be
expected, since the braid relations (2.8) were also superfluous.
2.3.3 A spanning set for YTLd,n(u)
In this section we discuss various properties of a word in YTLd,n(u) and we present
a spanning set for YTLd,n(u) (Proposition 2.4). Furthermore, we give the dimension
of YTLd,n(u) (Proposition 2.5) as computed by Chlouveraki and Pouchin in [3] and
we also present their results on the linear basis of YTLd,n(u) (Theorem 2.1). We
finally compute a basis for YTL2,3(u) different than the one of Theorem 2.1. We
have the following definition:
Definition 2.5. In YTLd,n(u) we define a length function l as follows:
l(tagi1 . . . gik) := l
′(si1 . . . sik),
where l′ is the usual length function of Sn and ta := t
a1
1 . . . t
an
n ∈ Cnd . A word in
YTLd,n(u) of the form (2.16) shall be called reduced if it is of minimal length with
respect to relations (2.7)–(2.9), (2.15).
Proposition 2.3. Each word in YTLd,n(u) can be written as a sum of monomials,
where the highest and lowest index of the generators gi appear at most once.
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Proof. Since YTLd,n(u) is a quotient of the algebra Yd,n(u) the highest index prop-
erty (Proposition 1.7) passes through to the algebra YTLd,n(u). The idea is anal-
ogous to [15, Lemma 4.1.2] and it is based on induction on the length of reduced
words, use of the braid relations and reduction of length using the quadratic rela-
tions (2.9). For the case of the lowest index generator gi we shall use induction on
the length of words and the Steinberg relations (2.15). Indeed, clearly, the statement
is true for all words of length ≤ 2, namely for words of the form ta, tag1 tag1g2 and
tag2g1.
For words of length 3: Let w = tag1g2g1. Applying relation (2.8) will violate the
highest index property of the word, so we must use the Steinberg relation (2.15) and
we have:
tag1g2g1 = −tag2g1 − tag1g2 − tag2 − tag1 − ta.
We assume that the lowest index generator appears at most once in all words
of length ≤ r, and we will show the lowest index property for words of length
r + 1. Let w = tagi1gi2 . . . gik be a reduced word in YTLd,n(u) of length r + 1, and
l = min {i1, . . . , ik}.
Let first w = taw1glw2glw3, and suppose that w2 does not contain gl. We then
have two possibilities:
If w2 does not contain gl+1, then gl commutes with all the gi’s in w2 so the
length of w can be reduced using the quadratic relations (2.9) for g2l and we use the
induction hypothesis:
w = taw1glw2glw3
= taw1w2g
2
l w3
= taw1w2(1 + (u− 1)el + (u− 1)elgl)w3
= taw1w2w3 + (u− 1)taw1w2elw3 + (u− 1)taw1w2elglw3.
If w2 does contain gl+1, then, by the induction hypothesis w2 has the form w2 =
v1gl+1v2, where in v1, v2 the lowest index generator is at least gl+2, hence:
w = taw1glv1gl+1v2glw3
= taw1v1glgl+1glv2w3
= taw1v1gl+1glgl+1v2w3,
and there is one less occurrence of gl in w. In the case where l+ 1 = m, where m =
max {i1, . . . ik}, we apply instead the Steinberg relation (2.15), so no contradiction is
caused with respect to the highest index generator. Continuing in the same manner
for all possible pairs of gl in the word we reduce to having gl at most once.
The following proposition gives us a precise spanning set for YTLd,n(u).
Proposition 2.4. The following set of reduced words
Σd,n =
{
ta(gi1gi1−1 . . . gi1−k1)(gi2gi2−1 . . . gi2−k2) . . . (gipgip−1 . . . gip−kp)
}
,(2.29)
where
ta = ta11 . . . t
an
n ∈ Cnd , 1 ≤ i1 < i2 < . . . < ip ≤ n− 1,
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and
1 ≤ i1 − k1 < i2 − k2 < . . . < ip − kp,
spans the Yokonuma–Temperley–Lieb algebra YTLd,n(u). The highest index gen-
erator is gip of the rightmost cycle and the lowest index generator is gi1−k1 of the
leftmost cycle of a word in Σd,n.
Proof. We will prove the statement by induction on the length of a word starting
from the linear basis of the Yokonuma–Hecke algebra Yd,n(u) [18, Proposition 8].
Namely,
BYd,n =
{
ta(gi1gi1−1 . . . gi1−k1)(gi2gi2−1 . . . gi2−k2) . . . (gipgip−1 . . . gip−kp)
}
, (2.30)
where:
a ∈ (Z/dZ)n, 1 ≤ i1 < i2 < . . . < ip ≤ n− 1.
Note that BYd,n spans linearly the quotient YTLd,n(u) since it is a quotient of Yd,n(u)
and also that in BYd,n there is no restriction on the indices i1−k1, . . . , ip−kp. Starting
now with a word in the set BYd,n , we will show that it is a linear combination of
words in the subset Σd,n. The statement holds trivially for words of length 0,1 and
2, since such words are in Σd,n. For length 3 consider the representative case of
the word tag1g2g1 which is not in Σd,n. Applying the Steinberg relation (2.15) a
linear combination of words in Σd,n is obtained (see Eq. 2.29). Suppose now that
the statement holds for all words of length ≤ q, namely, that any word in BYd,n of
length q can be written as a linear combination of words in Σd,n. Let w be a word
in BYd,n of length q+ 1 which is not contained in Σd,n. Then w must contain a pair
of consecutive cycles:
(gi1gi1−1 . . . gk)(gi2gi2−1 . . . gl),
where k ≥ l. It suffices to consider the situation where i2 = i1 + 1, otherwise the
generators of higher index may pass temporarily to the left of the word. Next, we
move the term gk as far to the right as possible obtaining:
(gi1 . . . gk+1)(gi2 . . . gk+2gkgk+1gkgk−1 . . . gl).
We now apply the Steinberg relation (2.15) and we obtain five terms, all of length
< q+1, and we apply the induction hypothesis. More precisely, we have the following
five terms:
(gi1 . . . gk+1)(gi2 . . . gk+2gk+1gkgk−1 . . . gl),
(gi1 . . . gk+1)(gi2 . . . gk+2gk+1gk−1 . . . gl),
(gi1 . . . gk+1)(gi2 . . . gk+2gkgk−1 . . . gl),
(gi1 . . . gk+1)(gi2 . . . gk+2gkgk+1gk−1 . . . gl),
(gi1 . . . gk+1)(gi2 . . . gk+2gk−1 . . . gl).
Proposition 2.3 guarantees that the highest and lowest index generator will appear
at most once in each word of Σd,n. To see the exact position of the highest and
lowest index generators in the words of Σd,n one can observe that the position of
the highest index generator gi is already clear in the set BYd,n (cf. [18] [16]). To
establish the position of the lowest index generator in the words of Σd,n we shall
analyze each of the five terms above. In the first term the lowest indices of the two
cycles are not in the desired form. To resolve this, we move gk+1 to the right in order
to create the term gk+1gk+2gk+1, we apply the Steinberg relation once more and we
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use the induction hypothesis. In the second term the subword (gk−1 . . . gl) may pass
to the left (since the generator gk has disappeared), so we obtain the following word:
(gk−1 . . . gl)(gi1 . . . gk+1)(gi2 . . . gk+1). (2.31)
This word contains two cycles with the same lowest index generators, hence we need
to apply the Steinberg relation (2.15) and use the induction hypothesis as above. In
the third term, gk returns to its original position and the subword (gk−1 . . . gl) may
pass to the left, obtaining a word in the set Σd,n, namely:
(gi1 . . . gk+1gkgk−1 . . . gl)(gi2 . . . gk+2). (2.32)
The same holds for the forth term, which can be rewritten as:
(gi1 . . . gk+1gkgk−1 . . . gl)(gi2 . . . gk+1). (2.33)
Finally, in the fifth term, the subword (gk−1 . . . gl) may pass to the far left, namely:
(gk−1 . . . gl)(gi1 . . . gk+1)(gi2 . . . gk+2), (2.34)
which is a word in the set Σd,n. The fact that the lowest index generator gi appears
in the leftmost cycle of the monomial in Σd,n is now clear from (2.31), (2.32), (2.33)
and (2.34). Concluding, in each application of the Steinberg relation (2.15) the
length of w is reduced by at least one, so, from the above and by the induction
hypothesis the proof that Σd,n is a spanning set is concluded.
Remark 2.3. An alternative proof of the above proposition would be the following.
An element w in a group is called fully commutative if any reduced expression for w
can be obtained from any other by means of braid relations that only involve com-
muting generators. Through relations (2.7)–(2.15) any word is a linear combination
of words of the form tagi1 . . . gik , where gi1 . . . gik is the image of a fully commutative
word of the braid monoid and it is well–known that a fully commutative word can
be written under the form given in the statement of Proposition 2.4. For facts about
fully commutative elements the reader is referred to [31], [11], [6], [1].
2.3.4 A linear basis and the dimension of YTLd,n(u)
M. Chlouveraki and G. Pouchin in [3] have computed the dimension for YTLd,n(u) by
using the representation theory of the Yokonuma–Hecke algebra [4]. More precisely,
they proved the following result.
Proposition 2.5 (cf. Proposition 4 [3]). The dimension of the Yokonuma–Temperley–
Lieb algebra is:
dim(YTLd,n(u)) = dcn +
d(d− 1)
2
n−1∑
k=1
(
n
k
)2
,
where cn is the n
th Catalan number.
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To find an explicit basis for YTLd,n(u) Chlouveraki and Pouchin in [3] worked
as follows: As mentioned in Remark 2.1 each word in YTLd,n(u) inherits the split-
ting property. For each fixed element in the braiding part, they described a set of
linear dependence relations among the framing parts (see [3, Proposition 5]). Using
these relations they extracted from Σd,n (recall Eq. 2.29) a smaller spanning set for
YTLd,n(u) and showed that the cardinality of this smaller spanning set is equal to
the dimension of the algebra. Thus, it is a basis for YTLd,n(u). Before describing
this basis, we will need the following notations:
Let i and k be the following p–tuples:
i = (i1, . . . , ip) and k = (k1, . . . , kp)
and let I be the set of pairs (i, k) such that:
1 ≤ i1 < . . . < ip ≤ n− 1 and 1 ≤ i1 − k1 < . . . < ip − kp ≤ n− 1
We also denote by gi,k the element:
gi,k := (gi1gi1−1 . . . gi1−k1)(gi2gi2−1 . . . gi2−k2) . . . (gipgip−1 . . . gip−kp)
Under these notations the set Σd,n can be written as:
Σd,n = {tr11 . . . trnn gi,k | r1, . . . , rn ∈ Z/dZ, (i, k) ∈ I}.
The degree of a word w = tr11 . . . t
rn
n gi1 . . . gim in Yd,n(u), denoted deg(w), is defined
to be the integer m. Set:
Σ<wd,n := {s ∈ Σd,n | deg(s) < deg(w)}.
The group algebra C(u)(Z/dZ)n is isomorphic to the subalgebra of Yd,n(u) that
is generated by the ti’s but not to the subalgebra of YTLd,n(u) that is generated by
the ti’s. Further, the group algebra C(u)(Z/dZ)n has a natural basis, Bd,n, given by
monomials in t1, . . . , tn, the following:
Bd,n = {tr11 . . . trnn | r1, . . . , rn ∈ Z/dZ}.
Thus, any element of C(u)(Z/dZ)n can be written as a linear combination of words
in Bd,n. There is a surjective algebra morphism from C(u)(Z/dZ)n to the subalgebra
of YTLd,n(u) that is generated by the ti’s. We will denote the image of an element
b ∈ Bd,n into the subalgebra of YTLd,n(u) that is generated by the ti’s with b¯.
Before stating the final theorem of this section, we shall introduce the following
notation. Let w be any word in YTLd,n(u). We denote by R(w) the following ideal
of C(u)(Z/dZ)n:
R(w) = {m ∈ C(u)(Z/dZ)n | m¯w ∈ SpanC(u)(Σ<wd,n )}.
We consider the set Bd,n(gi,k), which is a proper subset of Bd,n such that
{bi,k +R(gi,k) | bi,k ∈ B(gi,k)}
is a basis of the quotient space C(u)(Z/dZ)n/R(gi,k). We then have the following
theorem:
Theorem 2.1 (Chlouveraki and Pouchin, cf. [3], Theorem 2). The following set is
a linear basis for YTLd,n(u):
Sd,n = {b¯i,k gi,k | (i, k) ∈ I, bi,k ∈ Bd,n(gi,k)},
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2.3.5 A basis for YTL2,3(u)
For d = 2, n = 3 it is not difficult to find a basis for YTL2,3(u). We will give here a
basis different than the one in Theorem 2.1. To find a basis for YTL2,3(u) we work as
follows: From Proposition 2.5 we have that dim(YTL2,3(u)) = 28. On the other hand
the spanning set Σ2,3 of YTL2,3(u) of Proposition 2.4, contains 40 elements. Thus,
any relation w1g1,2w2 = 0 with w1, w2 ∈ Y2,3(u) reduces to having w1, w2 ∈ Σ2,3.
Further, if any of w1, w2 contain braiding generators, then by Lemma 2.4 (after
pushing framing generators in w2 to the right) these get absorbed by g1,2. Thus,
and since ei,j =
1
2
(1 + titj) for d = 2, it suffices to consider the following system of
equations:
w1 g1,2w2 = 0 w1, w2 ∈ T , (2.35)
where T := {1, t1, t2, t3, t1t2, t1t3, t2t3, t1t2t3}. For finding all possible linear depen-
dencies in Σ2,3, after substituting g1g2g1 with −1− g1− g2− g1g2− g2g1 in Eq. 2.35,
note that some of these 64 equations reduce trivially to g1,2 = 0; for example if
w2 = 1 or w2 = t1t2t3 (since it commutes with g1,2). From the rest one can extract
12 linearly independent equations which, applied on the spanning set Σ2,3 lead to
the following basis for YTL2,3(u):
S2,3 = {1, t1, t2, t1t2, g1, t2g1, t3g1, t2t3g1, g2, t1g2, t3g2, t1t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1} .
For the case d = 2 and n = 3 we impose the following ordering in the elements of
the spanning set (2.29):
Σ2,3 = {1, t1, t2, t3, t1t2, t1t3, t2t3, t1t2t3,
g1, t1g1, t2g1, t3g1, t1t2g1, t1t3g1, t2t3g1, t1t2t3g1,
g2, t1g2, t2g2, t3g2, t1t2g2, t1t3g2, t2t3g2, t1t2t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1} .(2.36)
We now have the following:
Proposition 2.6. The following set is a linear basis for YTL2,3(u):
{1, t1, t2, t1t2, g1, t2g1, t3g1, t2t3g1, g2, t1g2, t3g2, t1t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1}
Proof. We begin from the relation g1,2 = 0 which generates the ideal I1 and we
compute all possible expressions of the form:
w1g1,2w2 = 0, (2.37)
where w1, w2 ∈ T = {1, t1, t2, t3, t1t2, t1t3, t2t3, t1t2t3}. Note that from Lemma 2.4
it suffices to check (2.37) only for the elements of T . Note also that we always
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substitute the term g1g2g1 of g1,2 with −1− g1 − g2 − g1g2 − g2g1. For example for
the case where w1 = 1 and w2 = t1, we have:
(1 + g1 + g2 + g1g2 + g2g1 + g1g2g1)t1 = 0⇔
t1 + t2g1 + t1g2 + t2g1g2 + t3g1g2g1 = 0⇔
t1 + t2g1 + t1g2 + t2g1g2 − t3 − t3g1 − t3g2 − t3g1g2 = 0
Equation 2.37 yields 64 expressions in total from which 16 are trivial, i.e. the cases
where w1 ∈ T and w2 = 1, and the cases where w1 ∈ T and w2 = t1t2t3, because
t1t2t3 passes intact to the left of g1,2. For the remaining 48 cases we observe that
any expression of the form (2.37) is equal to one of the form:
w′1g1,2w
′
2 = 0,
such that w1w
′
1 = t1t2t3 (resp. w2w
′
2 = t1t2t3).
Indeed, recall first that t1t2t3 is the only monomial that can freely move from the
left to the right of g1,2 without changing the expression, i.e.:
g1,2t1t2t3 = t1t2t3g1,2.
So, starting from g1,2w2, where w2 ∈ T we have that:
g1,2w2 = g1,2(t1t2t3)w
′
2 = t1t2t3g1,2w
′
2, (2.38)
where w′2 ∈ T and w2w′2 = t1t2t3. For example we have that:
g1,2t1t2 = g1,2(t1t2t3)t3 = t1t2t3g1,2t3.
Now let w1g1,2w2 = 0, where w1, w2 ∈ T . From Eq. 2.38 we have that:
w1g1,2w2 = w1(g1,2(t1t2t3)w
′
2) = w1(t1t2t3)g1,2w
′
2 = w
′
1g1,2w
′
2,
where w′1 ∈ T and w1w′1 = t1t2t3. For example we have that:
t1g1,2t1t3 = t1(g1,2(t1t2t3)t2) = t1(t1t2t3)g1,2t2 = t2t3g1,2t2.
Therefore there are only 24 apparently different equations between the monomials
of the spanning set (2.36), the following:
1. t1t2 − t2t3 + t1t2g1 − t2t3g1 + t1t3g2 − t2t3g2 + t1t3g2g1 − t2t3g2g1 = 0
2. t1 − t3 + t2g1 − t3g1 + t1g2 − t3g2 + t2g1g2 − t3g1g2 = 0
3. t1g1 − t2g1 − t2g2 + t3g2 − t2g1g2 + t3g1g2 + t1g2g1 − t2g2g1 = 0
4. −t1 + t3 − t1g1 + t3g1 − t1g2 + t2g2 − t1g2g1 + t2g2g1 = 0
5. −t1t3g1 + t2t3g1 + t1t2g2 − t1t3g2 + t1t2g1g2 − t1t3g1g2 − t1t3g2g1 + t2t3g2g1 = 0
6. −t1t2 + t2t3 − t1t2g1 + t1t3g1 − t1t2g2 + t2t3g2 − t1t2g1g2 + t1t3g1g2 = 0
7. 1− t1t3 + t1t2g1 − t1t3g1 + g2 − t1t3g2 + t1t2g1g2 − t1t3g1g2 = 0
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8. g1 − t1t2g1 − t1t2g2 + t1t3g2 − t1g2g1g2 + t1t3g1g2 + g2g1 − t1t2g2g1 = 0
9. −1 + t1t3 − g1 + t1t3g1 − g2 + t1t2g2 − g2g1 + t1t2g2g1 = 0
10. t1t2 − t2t3 + g1 − t2t3g1 + t1t2g2 − t2t3g2 + g1g2 − t2t3g1g2 = 0
11. −g1 + t1t2g1 − g2 + t2t3g2 − g1g2 + t2t3g1g2 − g2g1 + t1t2g2g1 = 0
12. −t1t2 + t2t3 − t1t2g1 + t2t3g1 + g2 − t1t2g2 + g2g1 − t1t2g2g1 = 0
13. −1 + t1t3 − g1 + t2t3g1 − g2 + t1t3g2 − g1g2 + t2t3g1g2 = 0
14. t1t3g1 − t2t3g1 + g2 − t2t3g2 + g1g2 − t2t3g1g2 + t1t3g2g1 − t2t3g2g1 = 0
15. 1− t1t3 + g1 − t1t3g1 − t1t3g2 + t2t3g2 − t1t3g2g1 + t2t3g2g1 = 0
16. t2 − t1t2t3 + t1g1 − t1t2t3g1 + t2g2 − t1t2t3g2 + t1g1g2 − t1t2t3g1g2 = 0
17. −t1g1 + t2g1 − t1g2 + t1t2t3g2 − t1g1g2 + t1t2t3g1g2 − t1g2g1 + t2g2g1 = 0
18. −t2 + t1t2t3 − t2g1 + t1t2t3g1 + t1g2 − t2g2 + t1g2g1 − t2g2g1 = 0
19. −t2 + t1t2t3 − t2g1 + t3g1 − t2g2 + t1t2t3g2 − t2g1g2 + t3g1g2 = 0
20. −t3g1 + t1t2t3g1 + t2g2 − t3g2 + t2g1g2 − t3g1g2 − t3g2g1 + t1t2t3g2g1 = 0
21. t2 − t1t2t3 + t2g1 − t1t2t3g1 + t3g2 − t1t2t3g2 + t3g2g1 − t1t2t3g2g1 = 0
22. −t1 + t3 − t1g1 + t1t2t3g1 − t1g2 + t3g2 − t1g1g2 + t1t2t3g1g2 = 0
23. t3g1 − t1t2t3g1 + t1g2 − t1t2t3g2 + t1g1g2 − t1t2t3g1g2 + t3g2g1 − t1t2t3g2g1 = 0
24. t1 − t3 + t1g1 − t3g1 − t3g2 + t1t2t3g2 − t3g2g1 + t1t2t3g2g1 = 0
We then group them according to the leading term of each equation in the
sense of the ordering (2.36) ( i.e. we take all equations that start with 1, then all
equations that start with t1 and so on) and then we perform Gauss elimination on
this system. From these we deduce the following system of 12 intrinsically different
linear relations:
(i) 1 − t1t3 + t1t2g1 − t1t3g1 − t1t3g2 + t2t3g2 − 12g1g2 + 12t1t2g1g2 − 12t1t3g1g2 +
1
2
t2t3g1g2 − 12g2g1 + 12t1t2g2g1 − 12t1t3g2g1 + 12t2t3g2g1 = 0
(ii) t1 − t3 + t2g1 − t1t2t3g1 − t3g2 + t1t2t3g2 − t1g2g1 + t2g2g1 = 0
(iii) t2 − t1t2t3 + t2g1 − t1t2t3g1 + t3g2 − t1t2t3g2 + t3g2g1 − t1t2t3g2g1 = 0
(iv) t1t2 − t2t3 + t1t2g1 − t2t3g1 + t1t3g2 − t2t3g2 − 12g1g2 + 12t1t2g1g2 − 12t1t3g1g2 +
1
2
t2t3g1g2 +
1
2
g2g1 − 12t1t2g2g1 + 12t1t3g2g1 − 12t2t3g2g1 = 0
(v) g1 − t1t2g1 + 12g1g2 − 12t1t2g1g2 + 12t1t3g1g2 − 12t2t3g1g2 + 12g2g1 − 12t1t2g2g1 −
1
2
t1t3g2g1 +
1
2
t2t3g2g1 = 0
(vi) t1g1 − t2g1 + 12t1g1g2 − 12t2g1g2 + 12t3g1g2 − 12t1t2t3g1g2 + 12t1g2g1 − 12t2g2g1 −
1
2
t3g2g1 +
1
2
t1t2t3g2g1 = 0
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(vii) t3g1− t1t2t3g1 + 12t1g1g2− 12t2g1g2 + 12t3g1g2− 12t1t2t3g1g2− 12t1g2g1 + 12t2g2g1 +
1
2
t3g2g1 − 12t1t2t3g2g1 = 0
(viii) t1t3g1− t2t3g1 + 12g1g2− 12t1t2g1g2 + 12t1t3g1g2− 12t2t3g1g2− 12g2g1 + 12t1t2g2g1 +
1
2
t1t3g2g1 − 12t2t3g2g1 = 0
(ix) g2 − t2t3g2 + 12g1g2 + 12t1t2g1g2 − 12t1t3g1g2 − 12t2t3g1g2 + 12g2g1 − 12t1t2g2g1 +
1
2
t1t3g2g1 − 12t2t3g2g1 = 0
(x) t1g2− t1t2t3g2 + 12t1g1g2 + 12t2g1g2− 12t3g1g2− 12t1t2t3g1g2 + 12t1g2g1− 12t2g2g1 +
1
2
t3g2g1 − 12t1t2t3g2g1 = 0
(xi) t2g2 − t3g2 + 12t1g1g2 + 12t2g1g2 − 12t3g1g2 − 12t1t2t3g1g2 − 12t1g2g1 + 12t2g2g1 −
1
2
t3g2g1 +
1
2
t1t2t3g2g1 = 0
(xii) t1t2g2− t1t3g2 + 12g1g2 + 12t1t2g1g2− 12t1t3g1g2− 12t2t3g1g2− 12g2g1 + 12t1t2g2g1−
1
2
t1t3g2g1 +
1
2
t2t3g2g1 = 0
These give rise the following set of linearly independent monomials:
{1, t1, t2, t1t2, g1, t2g1, t3g1, t2t3g1, g2, t1g2, t3g2, t1t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1}
and so the proof of the proposition is concluded.
We conclude this section with the representation theory of Yd,n(u).
2.3.6 The representation theory of the algebra YTLd,n(u)
In this section we will present briefly the results of Chlouveraki and Pouchin [3]
on the representation theory of the algebra YTLd,n(u). By definition, YTLd,n(u) is
a quotient of Yd,n(u) and so, by standard results in representation theory we have
that the irreducible representations of YTLd,n(u) are in bijection with the irreducible
representations ρλ of Yd,n(u), such that:
ρλ(g1,2) = 0 (2.39)
Recall now that P(d, n) is the set of d–partitions of n and denote by R(d, n) the
set of d–partitions λ of n such that (2.39) is satisfied. We denote also:
Irr(YTLd,n(u)) = {ρλ |λ ∈ R(d, n)}
the set of irreducible representations of YTLd,n(u). For every λ ∈ R(d, n) we have:
ρλ ◦ ω = ρλ
where ω is the natural surjective homomorphism from Yd,n(u) onto YTLd,n(u). We
have the following [3]:
Proposition 2.7. We have that λ ∈ R(d, n) if and only if the trivial representa-
tion is not a direct summand of Res
G(d,1,n)
〈s1,s2〉 (E
λ), the restriction of the irreducible
representation Eλ of G(d, 1, n) to 〈s1, s2〉.
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Since 〈s1, s2〉 is isomorphic to S3, the problem of determining the irreducible
representations of YTLd,n(u), transforms to the problem of finding the irreducible
representations that appear in the restriction of a representation from G(d, 1, n) to
S3. Following [3], we see that for d = 1, the restriction of an irreducible repre-
sentation labelled by a partition λ corresponds to the removal of nodes from the
Young diagram of λ in a way consistent to the definition of Young diagrams. More
precisely, if λ is a partition of n, then ResSnSn−1(E
λ) is the direct sum of all represen-
tations labelled by the partitions of n − 1, whose diagrams are obtained from the
Young diagram of λ by removing one node. Consequently, ResSnSk (E
λ), where k < n,
is a direct sum of all representations labelled by the partitions of k whose Young
diagrams are obtained from the Young diagram of λ by removing n − k nodes. In
particular, ResSnS3 (E
λ) is a direct sum of all representations labelled by the partitions
of 3 whose Young diagrams are obtained from the Young diagram of λ by removing
n − 3 nodes. Hence the trivial representation is a direct summand of ResSnS3 (Eλ) if
and only if the Young diagram of λ has more than two columns. We, thus, have the
following corollary [3]:
Corollary 2.2. We have λ ∈ R(d, n) if and only if all direct summands of
Res
G(d,1,n)
S3
(Eλ) are labelled by the partitions whose Young diagrams have at most two
columns.
For d = 1, this, in turn, yields the characterization of the classical Temperley–
Lieb algebra TLn(u) (see Section 1.5).
Corollary 2.3. We have:
R(1, n) = {λ ∈ P(n) |λ1 ≤ 2}
that is, Eλ ∈ Irr(TLn(u)) if and only if the Young diagram of λ has at most two
columns.
In order to obtain a description of R(d, n) we will use the following proposition
[3]:
Proposition 2.8. Let λ = (λ(0), λ(1), . . . , λ(d−1)) ∈ P(d, n). The Young diagrams
of all direct summands of Res
G(d,1,n)
Sn
(Eλ) have at most two columns if and only if∑d−1
i=0 λ
(i)
1 ≤ 2.
Combining this with together with Corollary 2.2, we have the following [3]:
Theorem 2.2. For n ≥ 3, We have that:
R(d, n) =
{
λ ∈ P(d, n)|
d−1∑
i=0
λ
(i)
1 ≤ 2
}
.
That is, Eλ ∈ Irr(YTLd,n(u)) if and only if the Yound d–diagram of λ has at
most two columns in total.
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2.4 The algebras FTLd,n(u) and CTLd,n(u)
For the rest of this chapter we will concentrate on our results for the algebras
FTLd,n(u) and CTLd,n(u) (recall definitions 2.2 and 2.3).
2.4.1 Defining relations for FTLd,n(u) and CTLd,n(u)
We will start by showing that the defining ideal for each one of the quotient algebras
is principal.
Theorem 2.3. The algebra FTLd,n(u) is the quotient of Yd,n(u) over the two–sided
ideal generated by the single element:
r1,2 =
∑
x∈H1,2
gx =
∑
α+β+γ=0
tα1 t
β
2 t
γ
3g1,2.
For the proof of the theorem we will need the following two lemmas:
Lemma 2.2. The following hold in Yd,n(u) for all i = 1, . . . , n−1 and j = 1, . . . , n:
1. tj = (g1 . . . gn−1)j−1 t1 (g1 . . . gn−1)−(j−1)
2. gi = (g1 . . . gn−1)i−1 g1 (g1 . . . gn−1)−(i−1)
Proof. For case (1) we have that the statement is true for j = 2. Indeed:
(g1 . . . gn−1) t1 (g1 . . . gn−1)−1 = g1t1g2 . . . gn−1(g1 . . . gn−1)−1
= t2(g1 . . . gn−1)(g1 . . . gn−1)−1
= t2.
Suppose that the statement is true for j = k. We will show that the statement holds
for j = k + 1. We have:
(g1 . . . gn−1)kt1(g1 . . . gn−1)−k = (g1 . . . gn−1)(g1 . . . gn−1)k−1t1(g1 . . . gn−1)−(k−1)(g1 . . . gn−1)−1
= (g1 . . . gn−1)tk(g1 . . . gn−1)−1
= g1 . . . gk−1gk tk gk+1 . . . gn−1(g1 . . . gn−1)−1
= tk+1(g1 . . . gn−1)(g1 . . . gn−1)−1
= tk+1.
The proof of case (2) follows also by induction. We have that the statement is
true for i = 2. Indeed:
(g1 . . . gn−1) g1 (g1 . . . gn−1)−1 = g1g2g1g3 . . . gn−1(g1 . . . gn−1)−1
= g2(g1g2 . . . gn−1)(g1 . . . gn−1)−1
= g2.
Suppose that the statement is true for i = k. We will show that the statement holds
for i = k + 1. We have:
(g1 . . . gn−1)kg1(g1 . . . gn−1)−k = (g1 . . . gn−1)(g1 . . . gn−1)k−1g1(g1 . . . gn−1)−(k−1)(g1 . . . gn−1)−1
= (g1 . . . gn−1)gk(g1 . . . gn−1)−1
= g1 . . . gk−1gkgk+1gkgk+2 . . . gn−1(g1 . . . gn−1)−1
= g1 . . . gk−1gk+1gkgk+1 . . . gn−1(g1 . . . gn−1)−1
= gk+1(g1 . . . gn−1)(g1 . . . gn−1)−1
= gk+1.
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Lemma 2.3. The following hold in Yd,n(u) for all i = 1, . . . , n − 2 and α, β, γ ∈
Z/dZ:
(1) tαi t
β
i+1t
γ
i+2 = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3 (g1 . . . gn−1)
−(i−1)
(2) tαi t
β
i+1t
γ
i+2gi = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3g1 (g1 . . . gn−1)
−(i−1)
(3) tαi t
β
i+1t
γ
i+2gi+1 = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3g2 (g1 . . . gn−1)
−(i−1)
(4) tαi t
β
i+1t
γ
i+2gigi+1 = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3g1g2 (g1 . . . gn−1)
−(i−1)
(5) tαi t
β
i+1t
γ
i+2gi+1gi = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3g2g1 (g1 . . . gn−1)
−(i−1)
(6) tαi t
β
i+1t
γ
i+2gigi+1gi = (g1 . . . gn−1)
i−1 tα1 t
β
2 t
γ
3g1g2g1 (g1 . . . gn−1)
−(i−1)
Proof. We will make extensive use of Lemma 2.2. For case (1) we have:
tαi t
β
i+1t
γ
i+2 = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3(g1 . . . gn−1)
−(i−1).
For case (2) we have:
tαi t
β
i+1t
γ
i+2gi = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3g1(g1 . . . gn−1)
−(i−1)
For case (3) we have:
tαi t
β
i+1t
γ
i+2gi+1 = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)(g1 . . . gn−1)ig1(g1 . . . gn−1)−i
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1g2(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3g2(g1 . . . gn−1)
−(i−1)
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For case (4) we have:
tαi t
β
i+1t
γ
i+2gigi+1 = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)ig1(g1 . . . gn−1)−i
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)i−1(g1 . . . gn−1)
· g1(g1 . . . gn−1)−1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3g1g2(g1 . . . gn−1)
−(i−1).
For case (5) we have:
tαi t
β
i+1t
γ
i+2gi+1gi = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)(g1 . . . gn−1)ig1(g1 . . . gn−1)−i
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)g1(g1 . . . gn−1)−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3g2g1(g1 . . . gn−1)
−(i−1).
Finally, for case (6) we have:
tαi t
β
i+1t
γ
i+2gigi+1gi = (g1 . . . gn−1)
i−1tα1 (g1 . . . gn−1)
−(i−1)(g1 . . . gn−1)it
β
1 (g1 . . . gn−1)
−i
· (g1 . . . gn−1)i+1tγ1(g1 . . . gn−1)−(i+1)(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)ig1(g1 . . . gn−1)−i(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 (g1 . . . gn−1)t
β
1 (g1 . . . gn−1)
−1(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1(g1 . . . gn−1)2tγ1(g1 . . . gn−1)−2(g1 . . . gn−1)−(i−1)
· (g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)i−1(g1 . . . gn−1)
· g1(g1 . . . gn−1)−1(g1 . . . gn−1)−(i−1)(g1 . . . gn−1)i−1g1(g1 . . . gn−1)−(i−1)
= (g1 . . . gn−1)i−1tα1 t
β
2 t
γ
3g1g2g1(g1 . . . gn−1)
−(i−1).
Proof of Theorem 2.3. Expanding Eq. 2.4 and applying Lemma 2.3 we obtain:∑
α+β+γ=0
w∈〈si,si+1〉
tαi t
β
i+1t
γ
i+2 gw =
∑
α+β+γ=0
w∈S3
(g1 . . . gn−1)i−1 tα1 t
β
2 t
γ
3 gw (g1 . . . gn−1)
−(i−1)
= (g1 . . . gn−1)i−1
( ∑
α+β+γ=0
tα1 t
β
2 t
γ
3g1,2
)
(g1 . . . gn−1)−(i−1),
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or equivalently:
ri,i+1 = (g1 . . . gn−1)i−1r1,2(g1 . . . gn−1)−(i−1) (2.40)
Therefore, the two–sided ideal J is generated by the single element:
r1,2 =
∑
α+β+γ=0
tα1 t
β
2 t
γ
3 g1,2.
and so the proof of the Theorem is concluded.
Remark 2.4. From Eq. 2.5 we have that the element r1,2 can be rewritten as:
r1,2 =
∑
α,γ∈Z/dZ
tα1 t
−α−γ
2 t
γ
3g1,2 = d e1e2g1,2.
Therefore we deduce that:
J = 〈r1,2〉 = 〈e1e2g1,2〉.
From Theorem 2.3 we have the following corollary:
Corollary 2.4. FTLd,n(u) is the C(u)–algebra generated by the set {t1, . . . , tn, g1, . . . , gn−1}
whose elements are subject to the defining relations of Yd,n(u) and the relation:
r1,2 = 0.
Subsequently, by Definition 2.3, we have that the relations ri,i+1 = 0 also hold in
FTLd,n(u).
From the above we obtain an alternative definition of the algebra FTLd,n(u) in
terms of generators and relations:
Definition 2.6. For n ≥ 3, the algebra FTLd,n(u) can be presented by the generators
g1, . . . , gn−1, t1, . . . , tn, subject to the following relations:
gigj = gjgi, |i− j| > 1
gi+1gigi+1 = gigi+1gi
g2i = 1 + (u− 1)ei + (u− 1)eigi
titj = tjti, for all i, j
tdi = 1, for all i
giti = ti+1gi
giti+1 = tigi
gitj = tjgi, for j 6= i, and j 6= i+ 1
eiei+1gi,i+1 = 0 (2.41)
In analogy to Theorem 2.3 we have the following for the algebra CTLd,n(u):
Theorem 2.4. The algebra CTLd,n(u) is the quotient of Yd,n(u) over the two–sided
ideal generated by the single element:
c1,2 :=
∑
w∈C1,2
gw =
∑
α,β,γ∈Cd
tα1 t
β
2 t
γ
3 g1,2.
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Proof. In analogy to the proof of Theorem 2.3, it is enough to prove that ci,i+1 =
γc1,2γ
−1 where γ := (g1 . . . gn−1)i−1. From Eq. 2.6, we have
γc1,2γ
−1 =
( ∑
0≤k≤d−1
γtk1γ
−1
)
γr1,2γ
−1
By using now Lemma 2.2 and Eq. 2.40, it follows that γc1,2γ
−1 = ci,i+1. The rest of
the statement is now clear.
Remark 2.5. Note that from Eq. 2.3 and 2.6 we have that:
ci,i+1 =
∑
k∈Z/dZ
tki
∑
x∈Hi,i+1
gx =
∑
k∈Z/dZ
tki ri,i+1 =
∑
k∈Z/dZ
tki eiei+1gi,i+1 =
∑
k∈Z/dZ
e
(k)
i ei,i+1gi,i+1
The following corollary provides a presentation for CTLd,n(u) in terms of gener-
ators and relations.
Corollary 2.5. The C(u)–algebra CTLd,n(u) can be presented by the elements t1, . . . , tn,
g1, . . . , gn−1 who are subject to the defining relations of Yd,n(u) and the relation:
c1,2 = 0. (2.42)
Thus, the algebra CTLd,n(u) can be alternatively be defined as follows:
Definition 2.7. For n ≥ 3, the algebra CTLd,n(u) can be presented by the generators
g1, . . . , gn−1, t1, . . . , tn, subject to the following relations:
gigj = gjgi, |i− j| > 1
gi+1gigi+1 = gigi+1gi
g2i = 1 + (u− 1)ei + (u− 1)eigi
titj = tjti, for all i, j
tdi = 1, for all i
giti = ti+1gi
giti+1 = tigi
gitj = tjgi, for j 6= i, and j 6= i+ 1∑
k∈Z/dZ
e
(k)
i ei+1gi,i+1 = 0 (2.43)
We conclude this section with the following remark.
Remark 2.6. For d = 1, the algebras FTLd,n(u) and CTLd,n(u) coincide with the
algebra TLn(q).
2.4.2 Presentations with non–invertible generators
In complete analogy to the case of YTLd,n(u), one can obtain presentations with
non–invertible generators for both of the algebras FTLd,n(u) and CTLd,n(u) using
the transformation (2.17). We have the following propositions:
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Proposition 2.9. The algebra FTLd,n(u) can be presented with generators:
`1, . . . , `n−1, t1, . . . , tn
subject to the following relations:
tdi = 1, titj = tjti, for all i, j
`itj = tj`i, `itj = tj`i, for |i− j| > 1
`i`j = `j`i, for |i− j| > 1
`iti = ti+1`i +
1
u+ 1
(ti − ti+1)
`iti+1 = ti`i +
1
u+ 1
(ti+1 − ti)
`2i =
(u− 1)ei + 2
u+ 1
`i
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1
eiei+1`i`i+1`i =
u
(u+ 1)2
eiei+1`i.
Proof. Obviously, FTLd,n(u) is generated by the `i’s and the ti’s. All the equations,
except the last one, can be proved in total analogy to those of Proposition 2.2. Note
also that, contrary to the case of YTLd,n(u), the equation:
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1, 1 ≤ i ≤ n− 2.
which corresponds to the braid relation gigi+1gi = gi+1gigi+1, is not superfluous.
For the elements eiei+1gi,i+1 using Eq. 2.28 we have for 1 ≤ i ≤ n− 2 that:
eiei+1gi,i+1 = eiei+1 (gigi+1gi + gi+1gi + gigi+1 + gi+1 + gi + 1)
= eiei+1
(
(u+ 1)3`i`i+1`i − (u+ 1)2`2i + (u+ 1)`i
)
From Eqs. 2.41 and the quadratic relation for the `i’s we have that:
eiei+1
(
(u+ 1)2`i`i+1`i
)
= eiei+1
(
(u− 1)ei + 1
)
`i
or equivalently:
eiei+1`i`i+1`i =
u
(u+ 1)2
eiei+1`i,
which is Eq. 2.25.
Proposition 2.10. The algebra CTLd,n(u) can be presented with generators:
`1, . . . , `n−1, t1, . . . , tn
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subject to the following relations:
tdi = 1, titj = tjti, for all i, j
`itj = tj`i, `itj = tj`i, for |i− j| > 1
`i`j = `j`i, for |i− j| > 1
`iti = ti+1`i +
1
u+ 1
(ti − ti+1)
`iti+1 = ti`i +
1
u+ 1
(ti+1 − ti)
`2i =
(u− 1)ei + 2
u+ 1
`i, 1 ≤ i ≤ n− 1
`i`i+1`i − (u− 1)ei + 1
(u+ 1)2
`i = `i+1`i`i+1 − (u− 1)ei+1 + 1
(u+ 1)2
`i+1
d−1∑
k=0
e
(k)
i ei+1`i`i+1`i =
d−1∑
k=0
e
(k)
i ei+1
u
(u+ 1)2
`i.
Proof. The proof is a straight forward computation and totally analogous to the
proof of Proposition 2.9.
2.4.3 A basis for FTL2,3(u)
For a complete description of FTLd,n(u) a basis needs to be presented. Unfortu-
nately, it is very difficult to compute a concrete basis for FTLd,n(u), for any d and
any n. The problem lies in the fact that the dimension grows rapidly for n ≥ 4.
Using tools from representation theory Chlouveraki and Pouchin [3] were able to
provide a formula for the dimension of FTLd,n(u). More precisely, they proved that:
dimFTLd,n(u) =
∑
|k1|+|k2|+...+|kd|=n
(
n!
k1! . . . kd!
)2
ck1 . . . ckd , (2.44)
where ki is a partition with at most two columns and ck is the k–th Catalan number.
Having said that, the only case that can be computed relatively easy is FTL2,3.
For that, we will need the following lemmas that will also be used in the proof of
Theorem 3.4.
Lemma 2.4 (cf. Lemma 7.5 [19]). For the element g1,2 we have in Yd,n(u) (recall
(1.23) for e1,3):
(1) g1g1,2 = [1 + (u− 1)e1]g1,2
(2) g2g1,2 = [1 + (u− 1)e2]g1,2
(3) g1g2g1,2 = [1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]g1,2
(4) g2g1g1,2 = [1 + (u− 1) e2 + (u− 1)e1,3 + (u− 1)2e1e2]g1,2
(5) g1g2g1g1,2 = [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]g1,2
Analogous relations hold for multiplications with g1,2 from the right.
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Proof. The idea is to expand the left–hand side of each equation and then use
Eq. 1.33 and Lemma 1.1. For case (1) we have:
g1g1,2 = g1 + g
2
1 + g1g2 + g
2
1g2 + g1g2g1 + g
2
1g2g1
= g1 + [1 + (u− 1)e1 + (u− 1)e1g1]
+g1g2 + [g2 + (u− 1)e1g2 + (u− 1)e1g1g2]
+g1g2g1 + [g2g1 + (u− 1)e1g2g1 + (u− 1)e1g1g2g1]
= g1,2 + (u− 1)e1g1,2.
Case (2) is completely analogous. We have that:
g2g1,2 = g2 + g2g1 + g
2
2 + g2g1g2 + g
2
2g1 + g2g1g2g1
= g2 + +g2g1 [1 + (u− 1)e2 + (u− 1)e2g2]
+g1g2g1 + [g1 + (u− 1)e2g1 + (u− 1)e2g2g1]
+g1g2g1 + [g1g2 + (u− 1)e2g1g2 + (u− 1)e2g1g2g1]
= g1,2 + (u− 1)e2g1,2.
In order to prove Case (3) we will use Case (1):
g1g2g1,2 = g1 (g1,2 + (u− 1)e2g1,2)
= g1g1,2 + (u− 1)e1,3g1g1,2 (Lemma 1.1)
= [1 + (u− 1)e1] g1,2 + (u− 1)e1,3(1 + (u− 1)e1)g1,2
= [1 + (u− 1)e1] g1,2 + (u− 1)e1,3g1,2 + (u− 1)2e1,3e1g1,2 (Lemma 1.1)
=
[
1 + (u− 1) e1 + (u− 1)e1,3 + (u− 1)2e1e2
]
g1,2.
Case (4) is completely analogous.
g2g1g1,2 = g2 (g1,2 + (u− 1)e1g1,2)
= g2g1,2 + (u− 1)e1,3g2g1,2 (Lemma 1.1)
= [1 + (u− 1)e2] g1,2 + (u− 1)e1,3(1 + (u− 1)e2)g1,2
= [1 + (u− 1)e2] g1,2 + (u− 1)e1,3g1,2 + (u− 1)2e1,3e2g1,2 (Lemma 1.1)
=
[
1 + (u− 1) e2 + (u− 1)e1,3 + (u− 1)2e1e2
]
g1,2.
Finally, for Case (5) we shall use Cases (1) and (4):
g1g2g1g1,2 = g1[1 + (u− 1)e2 + (u− 1)e1,3 + (u− 1)2e1e2]g1,2
= [g1 + (u− 1)e1,3g1 + (u− 1)e2g1 + (u− 1)2e1e2g1]g1,2
= [1 + (u− 1)e2 + (u− 1)e1,3 + (u− 1)2e1e2]g1g1,2
= [1 + (u− 1)e2 + (u− 1)e1,3 + (u− 1)2e1e2][g1,2 + (u− 1)e1g1,2]
= [1 + (u− 1)e2 + (u− 1)e1,3 + (u− 1)2e1e2]g1,2
+[(u− 1)e1 + (u− 1)2e1e2 + (u− 1)2e1e2 + (u− 1)2e1e2]g1,2
= [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u− 2)e1e2]g1,2
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Lemma 2.5. For the element r1,2 we have in Yd,n(u):
(1) g1r1,2 = [1 + (u− 1)e1]r1,2
(2) g2r1,2 = [1 + (u− 1)e2]r1,2
(3) g1g2r1,2 = [1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]r1,2
(4) g2g1r1,2 = [1 + (u− 1) e2 + (u− 1)e1,3 + (u− 1)2e1e2]r1,2
(5) g1g2g1r1,2 = [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]r1,2
Proof. In order to prove this lemma we will make extensive use of Lemmas 2.4 and
1.1. For case (1) we have:
g1r1,2 = g1e1e2g1,2 = e1e1,3g1g1,2
= e1e2[1 + (u− 1)e1]g1,2
= [1 + (u− 1)e1]e1e2g1,2
= [1 + (u− 1)e1]r1,2
In an analogous way we prove case (2). For case (3) we have that:
g1g2r1,2 = g1g2e1e2g1,2 = e2e1,3g1g2g1,2
= e1e2[1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]g1,2
= [1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]e1e2g1,2
= [1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]r1,2
In an analogous way we prove case(4). Finally, we have for case (5):
g1g2g1r1,2 = g1g2g1e1e2g1,2
= e1e2g1g2g1g1,2
= e1e2[1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]g1,2
= [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]e1e2g1,2
= [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]r1,2
To compute a basis for FTL2,3(u), we start from the linear basis of Y2,3(u) which
also spans FTL2,3(u). We have that dim(Y2,3(u)) = 48, while from Eq. 2.44 we
deduce that: dim(FTL2,3(u)) = 46. Therefore, we have to find two relations of
linear dependency among the elements of Y2,3(u). We work as follows. From the
defining relation of the ideal J we have:
r1,2 = e1e2g1,2 = 0 (2.45)
In order to find linear dependencies we consider the following system of equations:
w1r1,2w2 = 0 (2.46)
where w1, w2 ∈ Yd,3(u). From Lemma 2.5 we have that whenever w1 or w2 contain
a braiding generator, it is absorbed by r1,2 (after pushing the framing generators
in w2 to the right). Therefore it suffices to consider that w1 and w2 contain only
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framing monomials in Eq. 2.46. Notice also that any framing monomial commutes
with the element e1e2g1,2. We have the following system:
e1e2g1,2 = 0
e
(1)
1 e2g1,2 = 0
which is equivalent to:
(1 + t1t2 + t1t3 + t2t3)g1,2 = 0 (2.47)
(t1 + t2 + t3 + t1t2t3)g1,2 = 0 (2.48)
Notice that each framing monomial appears once in the system of equations (2.47)
and (2.48). Choosing one element of each equation and expressing it as a linear
combination of the rest of the elements of that equation will result to a basis for
FTL2,3(u). Choosing now the elements g1g2g1 and t1t2t3g1g2g1 to be linearly depen-
dent. Thus, we have proved the following:
Proposition 2.11. The following set is a linear basis for FTL2,3(u):
{1, t1, t2, t3, t1t2, , t1t3, t2t3, t1t2t3,
g1, t1g1, t2g1, t3g1, t1t2g1, t1t3g1, t2t3g1, t1t2t3g1,
g2, t1g2, t2g2t3g2, t1t2g2, t1t3g2, t2t3g2t1t2t3g2,
g1g2, t1g1g2, t2g1g2, t3g1g2, t1t2g1g2, t1t3g1g2, t2t3g1g2, t1t2t3g1g2,
g2g1, t1g2g1, t2g2g1, t3g2g1, t1t2g2g1, t1t3g2g1, t2t3g2g1, t1t2t3g2g1
t1g1g2g2, t2g1g2g1, t3g1g2g1, t1t2g1g2g1, t1t3g1g2g1, t2t3g1g2g1 } .
Chapter 3
Markov traces on the three
algebras
The following chapter is dedicated to the determination of the necessary and suf-
ficient conditions for the trace tr on Yd,n(u) to pass to the each one of the three
quotient algebras YTLd,n(u), FTLd,n(u) and CTLd,n(u), in analogy to the classical
case, where the Ocneanu trace on Hn(u) passes to the quotient algebra TLn(u) under
the condition that the trace parameter ζ takes specific values.
It should be clear by now that tr will pass to the quotient algebra if it kills
the generator of the defining ideal of each quotient algebra. We will treat each
case separately and then we will do a comparison of the derived conditions for each
quotient algebra. We start with the Yokonuma–Temperley–Lieb algebra.
3.1 A Markov trace on YTLd,n(u)
We shall find the values of the trace parameter z that annihilate the generator of
the defining ideal of YTLd,n(u). We have the following lemma:
Lemma 3.1. For the element g1,2 we have:
tr(g1,2) = (u+ 1)z
2 + ((u− 1)E + 3) z + 1. (3.1)
Proof. The proof is a straightforward computation:
tr(g1,2) = tr(1) + tr(g1) + tr(g2) + tr(g1g2) + tr(g2g1) + tr(g1g2g1)
= 1 + 2z + 2z2 + z + (u− 1)Ez + (u− 1)z2
= (u+ 1)z2 + ((u− 1)E + 3) z + 1.
Lemma 3.1, together with the equation:
tr(g1,2) = 0 (3.2)
give the following values for z:
z± =
− ((u− 1)E + 3)±
√
((u− 1)E + 3)2 − 4(u+ 1)
2(u+ 1)
. (3.3)
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We shall do now the analysis for all conditions that must be imposed on the trace
parameters x1, . . . , xd−1 so that tr passes to YTLd,n(u). Having in mind Corollary
2.1 and the linearity of tr, it follows that tr passes to YTLd,n(u) if and only if the
following equations are satisfied for all monomials m in the inductive basis of Yd,n(u).
Namely:
tr(m g1,2) = 0. (3.4)
Let us first consider the case n = 3. By (1.36) the elements in the inductive
basis of Yd,3(u) are of the following forms:
ta1t
b
2t
c
3, t
a
1g1t
b
1t
c
3, t
a
1t
b
2g2t
c
2, t
a
1g1t
b
1g2t
c
2, t
a
1t
b
2g2g1t
c
1, t
a
1g1t
b
1g2g1t
c
1 (3.5)
Using Lemma 2.4 and the following notations:
Za,b,c := (u+ 1)z
2xa+b+c +
(
(u− 1)E(a+b+c) + xaxb+c + xbxa+c + xcxa+b
)
z + xaxbxc
Va,b+c := (u+ 1)z
2xa+b+c + (u+ 1)zE
(a+b+c) + z xaxb+c + xaE
(b+c)
Vb,a+c := (u+ 1)z
2xa+b+c + (u+ 1)zE
(a+b+c) + z xbxa+c + xbE
(a+c)
Vc,a+b := (u+ 1)z
2xa+b+c + (u+ 1)zE
(a+b+c) + z xcxa+b + xcE
(a+b)
Wa,b,c := (u+ 1)z
2xa+b+c + (u+ 2)zE
(a+b+c) + tr
(
e
(a+b+c)
1 e2
)
From (3.4) and (3.5) we obtain the following equations, for any a, b, c ∈ Z/dZ:
Za,b,c = 0 (3.6)
Za,b,c + (u− 1)Va,b+c = 0 (3.7)
Za,b,c + (u− 1) [Va,b+c + Vb,a+c +Wa,b,c] = 0 (3.8)
Za,b,c + (u− 1) [Va,b+c + Vb,a+c + Vc,a+b +Wa,b,c] = 0 (3.9)
Equations 3.6–3.9 reduce to the following system of equations of z, x1, . . . , xd−1 for
any a, b, c ∈ Z/dZ:
(Σ)

Za,b,c = 0 (3.10a)
Va,b+c = 0 (3.10b)
Wa,b,c = 0 (3.10c)
Notice that for a = b = c = 0 Eq. 3.6 becomes Eq. 3.2. If, now, we require both
solutions in (3.3) to participate in the solutions of (Σ), then we are led to sufficient
conditions for tr to pass to YTL2,3(u) (Section 4.2). If not then we are led to
necessary and sufficient conditions for tr to pass to YTL2,3(u) (Section 4.3).
Suppose that both solutions for z from Eq. 3.3 participate in the solution set of
(Σ). We have the following proposition:
Proposition 3.1. The trace tr defined on Yd,3(u) passes to the quotient YTLd,3(u)
if the trace parameters xi are d
th roots of unity (xi = x
i
1, 1 ≤ i ≤ d − 1) and
z = − 1
u+1
or z = −1.
Proof. Suppose that tr passes to YTLd,3(u) and that (Σ) has both solutions for z
from Eq. 3.3. This implies that there exists a λ in C(u)(x1 . . . , xd−1) such that:
Za,b,c = λZ0,0,0
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From this we deduce that:
λ = xa+b+c
xaxb+c + xbxa+c + xcxa+b = 3xa+b+c
E(a+b+c) = xa+b+cE (3.11)
xa+b+c = xaxbxc. (3.12)
Since this holds for any a, b, c ∈ Z/dZ, by taking b = c = 0 in Eq. 3.11 we have that:
E(a) = xaE (3.13)
which is exactly the E–system. Moreover, by taking c = 0 in Eq. 3.12 we obtain:
xaxb = xa+b (3.14)
This implies that the xi’s are d
th roots of unity which is equivalent to E = 1 [23,
Appendix]. In order to conclude the proof it is enough to verify that these conditions
for the xi’s satisfy also (3.10b)–(3.10c) of (Σ). Since the xi’s are solutions of the
E–system, Eq. 3.10b is immediately satisfied. We will finally check Eq. 3.10c. One
has that tr(e
(m)
1 e2) = xmE
2 as soon as the xm satisfy the E–system. Once this has
been noticed, Eq. 3.10c becomes the same as Eq. 3.6 using Eq. 3.12 and E = 1.
Using induction on n one can prove the general case of the sufficient conditions
for tr to pass to YTLd,n(u). Indeed we have:
Theorem 3.1. If the trace passes to the quotient for n = 3 then it passes for all
n > 3.
Proof. We shall use induction on n. In Proposition 3.1 we proved the case where
n = 3. Assume that the statement holds for all YTLd,k(u), where k ≤ n, that is:
tr(ak g1,2) = 0
for all ak ∈ Yd,k(u), k ≤ n. We will show the statement for k = n + 1. It suffices
to prove that the trace vanishes on any element in the form an+1g1,2, where an+1
belongs to the inductive basis of Yd,n+1(u) (recall (1.36)), given the conditions of
the Theorem. Namely:
tr(an+1 g1,2) = 0.
Since an+1 is in the inductive basis of Yd,n+1(u), it is of one of the following forms:
an+1 = angn . . . git
k
i or an+1 = ant
k
n+1,
where an is in the inductive basis of Yd,n(u). For the first case we have:
tr(an+1 g1,2) = tr(angn . . . git
k
i g1,2) = z tr(angn−1 . . . git
k
i g1,2) = z tr(a˜g1,2),
where a˜ := angn−1 . . . gitki . The result follows by induction and thus the statement
is proved. The second case is proved similarly. Hence, the proof is concluded.
The above theorem allows us to state the following:
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Theorem 3.2. For n ≥ 3, if the trace parameters xi are dth roots of unity, xi = xi1,
1 ≤ i ≤ d− 1, and z = − 1
u+1
or z = −1, then the trace tr defined on Yd,n(u) passes
to the quotient YTLd,n(u).
In the proofs of Proposition 3.1 and Theorem 3.1 became apparent that the xi’s
are dth roots of unity if and only if the values of z+ and z− satisfy all equations of
(Σ). Clearly, if we loosen this last condition, then other solutions for the xi’s may
appear such that the trace tr passes to the quotient YTLd,n(u). Indeed, we have the
following:
Theorem 3.3. The trace tr passes to the quotient YTLd,n(u) if and only if the xi’s
are solutions of the E–system and one of the two cases holds:
(i) For some 0 ≤ m1 ≤ d− 1 the x`’s are expressed as:
x` = expm1(`) (0 ≤ ` ≤ d− 1).
In this case the x`’s are d
th roots of unity and z = − 1
u+1
or z = −1.
(ii) For some 0 ≤ m1,m2 ≤ d− 1, m1 6= m2, the x`’s are expressed as:
x` =
1
2
(
expm1(`) + expm2(`)
)
(0 ≤ ` ≤ d− 1).
In this case we have z = −1
2
.
Note that case (i) captures Theorem 3.2.
Proof. Observe that the x`’s expressed by (i) are indeed solutions of the system
(Σ). We will now assume that our solutions are not of this form. This implies that
xa 6= E(a) for some 0 ≤ a ≤ d − 1. This will allow us to have this quantity in
denominators later.
We will use induction on n. We will first prove the case n = 3. Suppose that
trace tr passes to the quotient algebra YTLd,3(u). This means that (Σ) has solutions
for z any one of those in Eq. 3.3, for any a, b, c ∈ Z/dZ. Subtracting Eq. 3.10a from
Eq. 3.10b we obtain:(
xaxb+c + xbxa+c − 2E(a+b+c)
)
z = − (xaxbxc − xcE(a+b)) . (3.15)
For b = c = 0 in Eq. 3.15 and since we assumed that there is an a such that
xa 6= E(a) we obtain: z = −12 . On the other hand, subtracting Eqs. 3.10a and 3.10b
from Eq. 3.10c we have:
(
3E(a+b+c) − xaxb+c − 2xcxa+b
)
z = xaxbxc + xcE
(a+b) − xbE(a+c) − tr(e(a+b+c)1 e2).
(3.16)
For the value a such that xa −E(a) 6= 0 and for b = c = 0 in Eq. 3.16 we obtain:
z = −xa − tr(e
(a)
1 e2)
3(xa − E(a)) . (3.17)
By combining Eqs. 3.15 and 3.17 we have that:
1
2
=
xa − tr(e(a)1 e2)
3(xa − E(a))
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or equivalently:
3(xa − E(a)) = 2(xa − tr(e(a)1 e2)).
Using Lemma 1.4, this is equivalent to:
3x− 3
d
x ∗ x = 2x− 2
d2
x ∗ x ∗ x.
By taking the Fourier transform (see Lemma 1.5) we arrive at:
2
d2
x̂3 − 3
d
x̂2 + x̂ = 0.
Assuming that x̂ =
∑
0≤`≤d−1 y`t
` we have the following expression for the cofficients
y` in the expansion of x̂:
y`
(
2
d2
y2` −
3
d
y` + 1
)
= 0.
So either y` = 0 or y` = d or y` =
1
2
d. So if we take a partition of the set {` : 0 ≤
` ≤ d − 1} into sets S0, S1, S 1
2
such that y` takes the value i · d on Si (i = 0, 1, 12).
We have from Lemma 1.5 that:
x =
∑
m∈S1
i−m +
1
2
∑
m∈S 1
2
i−m.
From x0 = 1 we obtain the conditions:
1 = x(0) = |S1|+ 1
2
|S 1
2
|.
This means that either S1 has only one element and S 1
2
= ∅ or S1 = ∅ and S 1
2
has two elements. The first case corresponds to the case (i) where the x`’s are d
th
roots of unity. In the second case, if S 1
2
= {m1,m2} we obtain the following solution
of the E–system:
x` =
1
2
(
expm1(`) + expm2(`)
)
, (0 ≤ ` ≤ d− 1) (3.18)
which corresponds to z = −1
2
.
We can now check that these solutions satisfy the system (Σ). Since z = −1
2
and
E = 1
2
, we have that E(`) = x`/2, Vc,a+b = Wa,b,c = 0, and that Za,b,c = 0 (Eq. 3.6)
reduces to:
xaxb+c + xbxa+c + xcxa+b = xa+b+c + 2xaxbxc,
which can be checked to be satisfied by the values x` given in Eq. (3.18). The rest
of the proof (the induction on n) follows by Theorem 3.1.
Remark 3.1. The values for the trace parameter z in Theorems 3.2 and 3.3, z =
− 1
u+1
and z = −1, in order that tr on Yd,n(u) passes to the quotient YTLd,n(u) are
the same as the values in Eq. 1.18 for ζ of the Ocneanu trace τ on Hn(u), so that τ
passes to the quotient TLn(u) (recall Section 1.2).
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3.2 A Markov trace on FTLd,n(u)
By Definition 2.3 we have that, if the trace tr passes to the quotient algebra
FTLd,n(u), then tr(ri,i+1) = 0 for all i, and in virtue of Corollary 2.4 it suffices
that tr(r1,2) = 0. In the following lemma we compute the expression for tr(r1,2).
Lemma 3.2. For the elements r1,2 ∈ Yd,n(u) we have:
tr(r1,2) = (u+ 1)z
2 + (u+ 2)E z + tr(e1e2).
Proof. By direct computation we have that:
tr(r1,2) = tr (e1e2 g1,2) = tr(e1e2) + tr(e1e2g1) + tr(e1e2g2)
+ tr(e1e2g1g2) + tr(e1e2g2g1) + tr(e1e2g1g2g1)
= tr(e1e2) + tr(g1e1,3) + tr(e1,3g2) + 2z
2 +
1
d2
d−1∑
s=0
d−1∑
k=0
ts1t
−s+k
2 t
−k
3 g1g2g1
= tr(e1e2) + 2zE + 2z
2 + zE + (u− 1)zE + (u− 1)z2
= (u+ 1)z2 + (u+ 2)E z + tr(e1e2).
Thus, the lemma above together with tr(r1,2) = 0 imply that the parameters z,
u and x1, . . . , xd−1 must satisfy the following equation:
(u+ 1)z2 + (u+ 2)E z + tr(e1e2) = 0. (3.19)
The solutions of Eq. 3.19 are:
z± :=
−(u+ 2)E ±√(u+ 2)2E2 − 4(u+ 1)A
2(u+ 1)
(3.20)
where A := tr(e1e2).
Remark 3.2. For d = 1 we obtain from Eq. 3.19 that z = − 1
u+1
or z = −1. Indeed,
d = 1 implies E = 1 and tr(e1e2) = 1, thus Eq. 3.19 becomes (u+1)z
2+(u+2)z+1 =
0 which yields the values of Eq. 1.18.
We will see that the above equation involving z, u and x1, . . . , xd−1 is not a
sufficient condition for tr to pass to FTLd,n(u). Thus, the main purpose of the rest
of this section is to find the necessary and sufficient conditions for trace tr to pass
through to the quotient FTLd,n(u). For this we recall the discussion in Section 2.5.
We have following result:
Theorem 3.4. For n ≥ 3, the trace tr on Yd,n(u) passes through to the quotient
FTLd,n(u) if the trace parameters x1, . . . , xd−1 are solutions of the E–system and z
takes one of the following values:
z
S ,+ = −
1
u+ 1
E or z
S ,− = −E.
To prove Theorem 3.4 we will need the following lemma:
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Lemma 3.3. The following holds in Yd,n(u) for l ∈ Z/dZ:
tr
(
e
(l)
1 e2g1,2
)
= (u+ 1)z2xl + (u+ 2)z E
(l) + tr(e
(l)
1 e2)
Proof. By direct computation we have:
tr
(
e
(l)
1 e2g1,2
)
= tr
(
e
(l)
1 e2
)
+ tr
(
e
(l)
1 e2g1
)
+ tr
(
e
(l)
1 e2g2
)
+ tr
(
e
(l)
1 e2g1g2
)
+ tr
(
e
(l)
1 e2g2g1
)
+ tr
(
e
(l)
1 e2g1g2g1
)
=
1
d2
d−1∑
s=0
d−1∑
k=0
tr(tl+s1 t
−s+k
2 t
−k
3 g1) +
1
d2
d−1∑
s=0
d−1∑
k=0
tr(tl+s1 t
−s+k
2 t
−k
3 g2)
+
1
d2
d−1∑
s=0
d−1∑
k=0
tr(tl+s1 t
−s+k
2 t
−k
3 g1g2) +
1
d2
d−1∑
s=0
d−1∑
k=0
tr(tl+s1 t
−s+k
2 t
−k
3 g2g1)
+
1
d2
d−1∑
s=0
d−1∑
k=0
tr(tl+s1 t
−s+k
2 t
−k
3 g1g2g1) + tr
(
e
(l)
1 e2
)
= 2zE(l)2z2xl + +zE
(l) + (u− 1)zE(l) + (u− 1)z2xl
= (u+ 1)z2xl + (u+ 2)zE
(l) + tr
(
e
(l)
1 e2
)
The strategy of proving Theorem 3.4 is by proving it first for n = 3 and then
using induction on n.
For the general case, having in mind Corollary 2.4 and the linearity of tr, it follows
that tr passes to FTLd,n(u) if and only if the following equations are satisfied for all
monomials m in the inductive basis of Yd,n(u). Namely:
tr(m r1,2) = 0. (3.21)
As usual, we consider first the case n = 3. From Eqs. 3.5, Eq. 3.21 and from
Lemma 3.3, for l = a+ b+ c, we obtain from four sets of equations, which all reduce
to one single type of equation. Indeed, we have the following lemma:
Lemma 3.4. (a) The case m = ta1t
b
2t
c
3. This case yields the equation:
tr(mr1,2) = (u+ 1)z
2xa+b+c + (u+ 2)E
(a+b+c)z + tr(e
(a+b+c)
1 e2). (3.22)
(b) The cases m = ta1g1t
b
1t
c
3 and m = t
a
1t
b
2g2t
c
2. These cases yield the same equation:
tr(mr1,2) = u
[
(u+ 1)z2xa+b+c + (u+ 2)E
(a+b+c)z + tr(e
(a+b+c)
1 e2)
]
. (3.23)
(c) The cases m = ta1t
b
2g2g1t
c
1 and m = t
a
1g1t
b
1g2t
c
2. From these cases we obtain the
equation:
tr(mr1,2) = u
2
[
(u+ 1)z2xa+b+c + (u+ 2)E
(a+b+c)z + tr(e
(a+b+c)
1 e2)
]
. (3.24)
(d) The case m = ta1g1t
b
1g2g1t
c
1. This case yields the equation:
tr(mr1,2) = u
3
[
(u+ 1)z2xa+b+c + (u+ 2)E
(a+b+c)z + tr(e
(a+b+c)
1 e2)
]
. (3.25)
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Proof. Case (a) follows immediately from Lemma 3.3 for l = a+ b+ c. For Case (b)
we have that:
tr(ta1g1t
b
1t
c
3r1,2) = tr(t
a
1t
b
2t
c
3g1r1,2)
Using now Lemmas 2.5 and 3.3 we have:
tr(ta1t
b
2t
c
3[1 + (u− 1)e1]r1,2) = tr
(
e
(a+b+c)
1 e2g1,2
)
+ (u− 1)tr
(
e
(a+b+c)
1 e2g1,2
)
= u
[
(u+ 1)z2xa+b+c + (u+ 2)zE
(a+b+c) + tr(e
(a+b+c)
1 e2)
]
In an analogous way, we have for m = ta1t
b
2g2t
c
2
tr(ta1t
b
2g2t
c
2r1,2) = tr(t
a
1t
b
2t
c
3g2r1,2)
which is equivalent to:
tr(ta1t
b
2t
c
3[1 + (u− 1)e2]r1,2) = tr
(
e
(a+b+c)
1 e2g1,2
)
+ (u− 1)tr
(
e
(a+b+c)
1 e2g1,2
)
= u
[
(u+ 1)z2xa+b+c + (u+ 2)zE
(a+b+c) + tr(e
(a+b+c)
1 e2)
]
For case (c) we have that:
tr(ta1g1t
b
1g2t
c
2r1,2) = tr(t
a
1t
b
2t
c
3g1g2r1,2).
This is equal to:
tr(ta1t
b
2t
c
3[1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]r1,2) = tr
(
e
(a+b+c)
1 e2g1,2
)
+ 2(u− 1)tr
(
e
(a+b+c)
1 e2g1,2
)
+ (u− 1)2tr
(
e
(a+b+c)
1 e2g1,2
)
= u2
[
(u+ 1)z2xa+b+c + (u+ 2)zE
(a+b+c) + tr(e
(a+b+c)
1 e2)
]
.
If m = ta1t
b
2g2g1t
c
1 that:
tr(ta1t
b
2g2g1t
c
1r1,2) = tr(t
a
1t
b
2t
c
3g2g1r1,2).
This is equal to:
tr(ta1t
b
2t
c
3[1 + (u− 1)e2 + (u− 1)e1,3 + (u− 1)2e1e2]r1,2) = tr
(
e
(a+b+c)
1 e2g1,2
)
+ 2(u− 1)tr
(
e
(a+b+c)
1 e2g1,2
)
+ (u− 1)2tr
(
e
(a+b+c)
1 e2g1,2
)
= u2
[
(u+ 1)z2xa+b+c + (u+ 2)zE
(a+b+c) + tr(e
(a+b+c)
1 e2)
]
.
Finally, for case (d) we have:
tr(ta1g1t
b
1g2g1t
c
1r1,2) = tr(t
a
1t
b
2t
c
3g1g2g1r1,2).
Using now Lemmas 2.5 and 3.3 we have:
tr(ta1t
b
2t
c
3[1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]r1,2) = tr
(
e
(a+b+c)
1 e2g1,2
)
+ 3(u− 1)tr
(
e
(a+b+c)
1 e2g1,2
)
+ (u− 1)2(u+ 2)tr
(
e
(a+b+c)
1 e2g1,2
)
= u3
[
(u+ 1)z2xa+b+c + (u+ 2)zE
(a+b+c) + tr(e
(a+b+c)
1 e2)
]
.
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We are now able to prove Theorem 3.4.
Proof of Theorem 3.4. We start by proving the statement for n = 3. As we men-
tioned at the beggining of this section, if tr passes to FTLd,n(u) then tr vanishes on
the generator of the principal ideal J = 〈r1,2〉. The equation tr(r1, 2) = 0 implies
that z takes one of the values z+ or z− of Eq. 3.20. Suppose now that tr passes
to the quotient FTLd,n(u). This means that tr vanishes on all elements of J . Us-
ing Lemma 3.4 we see that all elements yield Eq. 3.22. Let l = a + b + c, with
0 ≤ l ≤ d− 1, and let (Σ) be the following equivalent to (3.22) system of equations,
with unknowns z, x1, . . . , xd−1:
(Σ)
{
(u+ 1)z2x0 + (u+ 2)E
(0)z + tr(e
(0)
1 e2) = 0
(u+ 1)z2xl + (u+ 2)E
(l)z + tr(e
(l)
1 e2) = 0 (1 ≤ l ≤ d− 1)
Recall that x0 := 1, E
(0) = E and e
(0)
i = ei, for all i, and denote A
(l) := tr(e
(l)
1 e2),
for 0 ≤ l ≤ d − 1. Note that A(0) = tr(e1e2) =: A. We then equivalently have the
following system:
(Σ)
{
(u+ 1)z2 + (u+ 2)E z + A = 0 (3.27)
(u+ 1)z2xl + (u+ 2)E
(l)z + A(l) = 0 (1 ≤ l ≤ d− 1) (3.28)
Note that Eq. 3.27 is exactly Eq. 3.19. This implies that (Σ) has z+ or z− (or
both) of Eq. 3.20 as solutions for z. If we require that (Σ) has both z+ and z− as
solutions for z, then each one of Eqs. 3.28 should be a multiple of Eq. 3.27. In other
words the following should hold:
(u+ 1)z2xl + (u+ 2)zE
(l) + A(l) = λl
[
(u+ 1)z2 + (u+ 2)zE + A
]
,
where λl is in C(u)(x1, . . . , xd−1) and 0 ≤ l ≤ d − 1. This is true if and only if the
following conditions hold:
λl = xl (3.29)
E(l) = xlE (3.30)
A(l) = Axl (3.31)
Equation 3.30 is precisely the E–system which, in turn, implies that Eq. 3.31 also
holds. Indeed, if the xi’s are solutions of the E–system we have from Theorem 1.8,
for 0 ≤ l ≤ d− 1 and α = e(l)1 , that:
tr(e
(l)
1 e2) = tr(e
(l)
1 )tr(e2) = E
(l)E = xlE
2. (3.32)
On the other hand we also have:
A = tr(e1e2) = tr(e1)tr(e2) = E
2. (3.33)
From Eqs. 3.32 and 3.33 we deduce immediately Eq. 3.31. From the above (Σ) has
the two solutions z+ and z− for z if and only if the xi’s are solutions of the E–system.
Then, given a solution Xd,S of the E–system, Eq. 3.22 becomes:
xa+b+c
[
(u+ 1)z2 + ((u+ 2)E) z + E2
]
= 0,
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or equivalently:
xa+b+c [((u+ 1)z + E)(z + E)] = 0.
That is, given the E–condition, z must take one of the values z
S ,+ or zS ,− of the
statement.
This concludes the proof for the case n = 3. The rest of the proof (induction on
n) follows the proof of Theorem 3.1.
Remark 3.3. In the proof of Theorem 3.4 it became apparent that the xi’s satisfy
the E–system and also the system (Σ) if and only if the values z+ and z− satisfy
all equations of (Σ). Clearly, if we loosen this last condition, then other values of
the xi’s may appear in a solution of (Σ), other than a solution of the E–system.
This means that the trace tr also passes to FTLd,n(u) for these other values for the
xi’s. However, for the purpose of constructing framed knot invariants from tr we
have to exclude these values for the xi’s, since they do not permit the rescaling and
normalization of tr (recall Section 1.11.1). In the following theorem we compute all
possible solutions for the system of equations (Σ). In fact, the set of the solutions
of the E–system is a subset of the set of solutions of (Σ) for the xi’s.
Theorem 3.5. The trace tr passes to FTLd,3 if and only if the parameters of the
trace tr satisfy:
xk = −z
 ∑
m∈Sup1
χ(km) + (u+ 1)
∑
m∈Sup2
χ(km)
 and z = − 1|Sup1|+ (u+ 1)|Sup2| ,
where Sup1 ∪ Sup2 (disjoint union) is the support of the Fourier transform of x and
x is the function complex function on Z/dZ, that maps 0 to 1 and k to the trace
parameter xk.
Proof. We would like solve the system of equations:
(u+ 1)z2x` + (u+ 2)zE
(`) + tr(e
(`)
1 e2) = 0, for all 0 ≤ ` ≤ d− 1. (3.34)
By subtracting the first quadratic equation from the others we have the equations:
z(u+ 2)
(
E(`) − xlE
)
= −
(
tr(e
(`)
1 e2)− x` tr(e1e2)
)
for all 0 ≤ l ≤ d− 1. (3.35)
Keep in mind that in the special case we have a solution of the E-system then all of
the above conditions vanish and all equations have two common roots in z.
Assume that this is not the case. In this case we are going to solve the system
given in equation (3.35). In terms of the group algebra it is transformed to the
equation:
(u+ 2)z
∑
0≤l≤d−1
(
E(`) − x`E
)
t` = −
∑
0≤`≤d−1
(
tr(e
(`)
1 e2 + x` tr(e1e2))
)
t`
Interpreting now the above equation in the functional notation of Section 1.11.1 and
having in mind Lemma 1.4, it follows that Eq. 3.35 can be rewritten as:
(u+ 2)z
(
1
d
x ∗ x− Ex
)
= −
(
1
d2
x ∗ x ∗ x− tr(e1e2)x
)
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applying now the Fourier transform on the above functional equality and using
Proposition 1.5, we obtain:
(u+ 2)z
(
x̂2
d
− Ex̂
)
= −
(
x̂3
d2
− tr(e1e2)x̂
)
(3.36)
Let now x̂ =
∑d−1
m=0 ymt
m. Then Eq. 3.36 becomes:
(u+ 2)z
(
y2m
d
− Eym
)
= −
(
y3m
d2
− tr(e1e2)ym
)
Hence
ym
(
y2m
d2
+ (u+ 2)z
ym
d
− (u+ 2)zE − tr(e1e2)
)
= 0 (3.37)
Now, from (3.34), for l = 0, we have −(u+ 2)zE = (u+ 1)z2 + tr(e1e2). Replacing
this expression of −(u+ 2)zE in Eq. 3.37 we have that:
ym
(
y2m
d2
+ (u+ 2)z
ym
d
+ (u+ 1)z2
)
= 0
or equivalently:
ym (ym + dz) (ym + dz(u+ 1)) = 0 (3.38)
Denote Sup1 ∪ Sup2 the support of x̂, where
Sup1 := {m ∈ Z/dZ | ym = −dz} and Sup2 := {m ∈ Z/dZ | ym = −dz(u+ 1)}
hence
x̂ =
∑
m∈Sup1
−dztm +
∑
m∈Sup2
−dz(u+ 1)tm
Then ̂̂x = −dz ∑
m∈Sup1
δ̂m − dz(u+ 1)
∑
m∈Sup2
δ̂m
thus from Proposition 1.5 we have:
̂̂x = −z
 ∑
m∈Sup1
i−m + (u+ 1)
∑
m∈Sup2
i−m

Therefore, having in mind again Proposition 1.5, we deduce that:
xk = −z
 ∑
m∈Sup1
χ(km) + (u+ 1)
∑
m∈Sup2
χ(km)
 (3.39)
Having in mind that x0 = 1, one can determine the values of z. Indeed, from Eq.
3.39, we have that:
1 = x0 = −z(|Sup1|+ (u+ 1)|Sup2|)
or equivalently:
z = − 1|Sup1|+ (u+ 1)|Sup2| . (3.40)
62 · Markov traces on the three algebras
Remark 3.4. We can now determine the values of z, E = d−1x∗x(0) and tr(e1e2) =
d−2x ∗ x ∗ x(0) using the information x0 = x(0) = 1. From Eq. 3.40 we have that:
E = z2(|S1|+ (u+ 1)2|S2|) = |S1|+ |S2|(1 + u)
2
(|S1|+ (u+ 1)|S2|)2
A = −z3(|S1|+ (u+ 1)3|S2|) = |S1|+ (u+ 1)
3|S2|
(|S1|+ (u+ 1)|S2|)3 .
A simple calculation shows that z, E,A as given above satisfy eq. (3.19).
Remark 3.5. For |S1| = 0 and E = 1|S2| one obtains the value z = − 1u+1E, while
for E = 1|S1| and |S2| = 0 the value z = −E of Theorem 3.4.
Using induction on n one can prove the general case of the necessary conditions
for tr to pass to FTLd,n(u). Indeed we have:
Theorem 3.6. For n ≥ 3, the trace tr defined on Yd,n(u) passes to the quotient
algebra FTLd,n(u) if and only if the trace parameters z and xi satisfy the conditions
of Theorem 3.5.
Proof. The proof is completely analogous to the proof of Theorem 3.1.
3.3 A Markov trace on CTLd,n(u)
We will now present the conditions for tr to pass through to CTLd,n(u). In virtue
of the definition of CTLd,n(u), tr passes to the quotient if tr(c1,2) = 0. We have the
following lemma:
Lemma 3.5. For the elements c1,2 we have:
tr(c1,2) =
∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
Proof. Using Remark 2.5 we have that:
tr(c1,2) =
∑
k∈Z/dZ
(
tr(e
(k)
1 e2g1,2)
)
=
∑
k∈Z/dZ
(
tr(e
(k)
1 e2) + tr(e
(k)
1 e2g1) + tr(e
(k)
1 e2g2) + tr(e
(k)
1 e2g1g2)
+tr(e
(k)
1 e2g2g1) + tr(e
(k)
1 e2g1g2g1)
)
=
∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
In order to prove that tr passes to CTLd,n(u), we will need the following lemmas.
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Lemma 3.6. For the element r1,2 we have in Yd,n(u):
(1) g1c1,2 = [1 + (u− 1)e1]c1,2
(2) g2c1,2 = [1 + (u− 1)e2]c1,2
(3) g1g2c1,2 = [1 + (u− 1)e1 + (u− 1)e1,3 + (u− 1)2e1e2]c1,2
(4) g2g1c1,2 = [1 + (u− 1) e2 + (u− 1)e1,3 + (u− 1)2e1e2]c1,2
(5) g1g2g1c1,2 = [1 + (u− 1)(e1 + e2 + e1,3) + (u− 1)2(u+ 2) e1e2]c1,2
Proof. The proof is completely analogous to the proof of Lemma 2.5.
As we mentioned before, the trace tr passes to the quotient if and only if
tr(α c1,2) = 0, for all α in the inductive basis of Yd,n(u). Considering for a mo-
ment the case n = 3, we have, using Eq. 3.5 and Lemmas 3.5 and 3.6, the following:
Lemma 3.7. For any a, b, c ∈ Z/dZ, and m in the canonical basis of Yd,3(u), the
equation tr(mc1,2) = 0 yields the following: (a) For m = t
a
1t
b
2t
c
3:∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
= 0 (3.41)
(b) For m = ta1g1t
b
1t
c
3 and m = t
a
1t
b
2g2t
c
2:
u
∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
= 0
(c) For m = ta1t
b
2g2g1t
c
1 and m = t
a
1g1t
b
1g2t
c
2:
u2
∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
= 0
(d) For m = ta1g1t
b
1g2g1t
c
1 :
u3
∑
k∈Z/dZ
(
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2)
)
= 0
Proof. The proof is analogous to the proof of Lemma 3.4.
Concluding, we have the following theorem:
Theorem 3.7. The trace tr passes to the quotient if and only if the parameter z
and the xi’s are related through the equation:
(u+ 1)z2
∑
k∈Z/dZ
xk + (u+ 2)z
∑
k∈Z/dZ
E(k) +
∑
k∈Z
tr(e
(k)
1 e2) = 0. (3.42)
Proof. The proof follows using the same reasoning that was used to prove Theorem
3.1 and having in mind Eq. 3.21, Corollary 2.5, Lemmas 3.6 and 3.7.
64 · Markov traces on the three algebras
3.4 Comparison of the three trace conditions
In this section we will compare the conditions that need to be applied to the trace
paramaters z and xi, i = 1, . . . , d − 1 so that tr passes to each of the quotient
algebras.
In Theorem 3.3 (see also [8]) we found the necessary and sufficient conditions so
that tr passes to YTLd,n(u). The conditions for the xi’s in this case are particular
solutions of the E–system. Thus, the conditions such that tr passes to YTLd,n(u)
are contained in those of Theorem 3.5.
Moreover, Theorem 3.5 can be rephrased in the following way:
Theorem 3.8. The trace tr passes to the quotient algebra FTLd,n(u) if and only if
the parameter z and the xi’s are related through the equation:
(u+ 1)z2xk + (u+ 2)zE
(k) + tr(e
(k)
1 e2) = 0, ∀k ∈ Z/dZ
This implies that the conditions such that the trace passes to the quotient algebra
FTLd,n(u) are contained in those of Theorem 3.7. All of the above can be summarised
in the following table:
Yd,n(u)  CTLd,n(u)  FTLd,n(u)  YTLd,n(u)
z free ←↩ Theorem 3.7 ←↩ Theorem 3.8 ←↩ Theorem 3.3
xi free
The first row includes the projections between the algebras while the second shows
the inclusions of the trace conditions for each case.
Chapter 4
Link invariants
We recall now the discussion in Chapter 1 regarding the construction of the Hom-
flypt and the Jones polynomials. One can define the 2–variable Jones or Homflypt
polynomial, P (λ, u) [16], by re–scaling and normalizing the Ocneanu trace τ on
Hn(u). We have:
P (λ, u)(α̂) =
(
− 1− λu√
λ(1− u)
)n−1 (√
λ
)ε(α)
τ(pi(α)),
where: α ∈ ∪∞Bn, λ = 1−u+ζuζ , pi is the natural epimorphism of C(u)Bn onto Hn(u)
that sends the braid generator σi to hi and ε(α) is the algebraic sum of the exponents
of the σi’s in α. Further, by specializing ζ to − 1u+1 , the non–trivial value for which
the Ocneanu trace τ passes to the quotient algebra TLn(u), the Jones polynomial,
V (u), can be defined through the Homflypt polynomial [16]. Namely:
V (u)(α̂) =
(
−1 + u√
u
)n−1 (√
u
)ε(α)
τ(pi(α)) = P (u, u)(α̂).
In Chapter 2 we discussed about the way that the trace tr defined on Yd,n(u)
could be re–scaled according to the braid equivalence corresponding to isotopic
framed links [23]. This can be achieved, if and only if the xi’s furnish a solution of
the E–system (recall discussion in Section 1.11.1). Let Xd,S = (x1, . . . , xd−1) be a
solution of the E–system parametrized by the non–empty set S of Z/dZ.
Further, by restricting Γd,S(w, u) to classical links, seen as framed links with
all framings zero, an invariant of classical oriented links is obtained, denoted by
∆d,S(w, u) [22]. Moreover, in [21] the invariant ∆d,S(w, u) was extended to an in-
variant for singular links. Recall also that for d = 1 the Juyumaya trace tr and the
specialized Juyumaya tracetrS coincide with the Ocneanu trace. For generic values
of the parameters u, z the invariants ∆d,S(w, u) do not coincide with the Homflypt
polynomial except in the trivial cases u = 1 and E = 1 [2]. Yet, computational data
[5] indicate that these invariants may be topologically equivalent to the Homflypt
polynomial.
4.1 Link Invariants from YTLd,n(u)
We shall now define framed and classical link invariants related to the algebra
YTLd,n(u). Recalling now the conditions of Theorem 3.3 for the trace tr to pass
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to the quotient YTLd,n(u), we note that in both cases the xi’s are solutions of the
E–system, as required by [20], in order to proceed with defining link invariants.
Further, we do not take into consideration case (i) where z = −1 and the xi’s are
roots of unity (which implies E = 1), and case (ii) where z = −1
2
and E = 1
2
, since
crucial braiding information is lost and therefore they are of no topological interest.
Indeed, the trace tr gives the same value for all even (resp. odd) powers of the gi’s,
for m ∈ Z>0 [23]:
tr(gmi ) =
(
um − 1
u+ 1
)
z +
(
um − 1
u+ 1
)
E + 1 if m is even (4.1)
and
tr(gmi ) =
(
um − 1
u+ 1
)
z +
(
um − 1
u+ 1
)
E − E if m is odd. (4.2)
The only remaining case of interest is case (i) of Theorem 3.3, where the x`’s are
the dth roots of unity and z = − 1
u+1
. This implies that E = 1 and w = u in Eq. 1.9.
We know from [23, Remark 5] that the invariant Γd,S(w, u) is not very interesting for
framed links when the xi’s are d
th roots of unity because basic pairs of framed links
are not distinguished. For classical links, as mentioned earlier, we know from [2,
Corollary 1] that the invariants ∆d,S(w, u) coincide with the Homflypt polynomial
(case E = 1). More precisely, for E = 1 an algebra homomorphism can be defined,
h : Yd,n(u) −→ Hn(u), and the composition τ ◦h is a Markov trace on Yd,n(u) which
takes the same values as the specialized trace tr, whereby the xi’s are specialized
to dth roots of unity (xi = x
i
1, 1 ≤ m ≤ d − 1). For details see [2, §3]. The above
discussion leads to the following corollary:
Corollary 4.1. The invariants Vd,S(u) := ∆d,S(u, u) coincide with the Jones poly-
nomial.
4.2 Link Invariants from FTLd,n(u)
In Section 3.2 we proved that tr passes to FTLd,n(u) if and only if the trace pa-
rameters satisfy certain conditions. It is only natural now to discuss the connection
between tr on FTLd,n(u) and knot invariants. As it has already been stated, the
trace parameters xi should be solutions of the E–system so that a link invariant
through tr is well–defined. Moreover, the conditions of Theorem 3.6 include these
solutions for the xi’s. In order to define a link invariant on the level of the quotient
algebra FTLd,n(u), we discard any value of the xi’s that does not comprise a solu-
tion of the E–system. Using Remark 3.5 we choose a solution of the E–system and
denote with S the subset of Z/dZ that parametrizes the said solution. This leads
to the following values for z:
z = − 1
(u+ 1)|S| or z = −
1
|S| .
In analogy to the invariants from the algebra YTLd,n(u), we do not take into consid-
eration the case where z = − 1|S| and E = 1|S| , since important topological informa-
tion is lost. From the remaining case where the xi’s are solutions of the E–system
and z = − 1
(u+1)|S| we deduce that w = u in Eq. 1.9. We then have the following
definition:
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Definition 4.1. Let Xd,S be a solution of the E–system, parametrized byt the non–
empty subset S of Z/dZ and let z = − 1
(u+1)|S| . We obtain from Γd,S(w, u) the
following invariant for α ∈ ∪∞Fn:
ϑd,S(u)(α̂) :=
(
− (1+u)|S|√
u
)n−1
(
√
u)
ε(α)
trS (γ(α)) = ΓS(u, u)(α̂)
In analogy to the case of ΓS(w, u), if we restrict to framed links with all fram-
ings zero, we obtain an invariant of classical oriented links, denoted by θd,S(u) :=
∆d,S(u, u) .
Remark 4.1. If the invariants ∆d,S(w, u) on the level of the Yokonuma–Hecke
algebras turn out to be topologically equivalent to the Homflypt polynomial [5]
then the invariants θd,S(u) will be topologically equivalent to the Jones polynomial,
and the invariants ϑd,S(u) framed analogues of the Jones polynomial.
4.3 Link Invariants from CTLd,n(u)
The conditions of Theorem 3.7 do not involve the solutions of the E–system at all,
so in order to obtain a well–defined link invariant on the level of CTLd,n(u) we must
impose this condition on the xi’s. Recall that the solutions of the E–system can be
expressed in the form:
x
S
=
1
|S|
∑
k∈S
ik ∈ CCd,
where ik =
∑d−1
j=0 χk(j)t
j, and χk is the character that sends m 7→ cos 2pikmd +
i sin 2pikm
d
and S is the subset of Z/dZ that parametrizes a solution of the E–system.
Let now ε be the augmentation function of the group algebra CCd, sending
∑d−1
j=0 xjt
j
to
∑d−1
j=0 xj. We have that:
ε(x
S
) =
1
|S|
∑
k∈S
ε(ik) =
1
|S|
d−1∑
j=0
∑
k∈S
χj(k) =
{
d
|S| , if 0 ∈ S
0 if 0 /∈ S . (4.3)
From this we deduce that:
d−1∑
j=0
E(j) = ε
(x ∗ x
d
)
=
1
d|S|2
∑
k∈S
ε(ik ∗ ik) = 1|S|2
∑
k∈S
ε(ik) =
{ d
|D|2 , if 0 ∈ S
0 if 0 /∈ S (4.4)
and also that:
d−1∑
j=0
tr(e
(j)
1 e2) = ε
(x ∗ x ∗ x
d2
)
=
1
d2|S|3
∑
k∈S
ε(ik ∗ ik ∗ ik) = 1|S|3
∑
k∈S
ε(ik) =
{ d
|S|3 , if 0 ∈ S
0 if 0 /∈ S .
(4.5)
Using now Eqs. 4.3, 4.4 and 4.5, Eq. 3.42 becomes for the case where 0 ∈ S:
d
|S|
(
(u+ 1)z2 +
(u+ 2)
|S| z +
1
|S|2
)
= 0.
Therefore, the trace tr passes to the quotient for the following values of z:
z = − 1
(u+ 1)|S| or z = −
1
|S| .
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The value z = − 1|S| is not taken into consideration, since from Eq. 3.42 we deduce
that E = 1|S| and therefore from Eqs. 4.1 and 4.2 the trace tr gives the same value for
all even (resp. odd) powers of the gi’s. Thus, the invariants that are obtained from
tr on the level of the quotient algebra CTLd,n(u) coincide with the invariants ϑD and
θD on the level of FTLd,n(u). More precisely, the conditions that are applied to the
trace parameters are the same for both of the quotient algebras and, consequently,
so are the related invariants.
Furthermore, the solutions of the E–system (which are the necessary and suffi-
cient conditions so that topological invariants for framed links can be defined) are
included in the conditions of Theorem 3.4, while for the case of CTLd,n(u) we still
have to impose them. These are the main reasons that lead us to consider the quo-
tient algebra FTLd,n(u) as the most natural non–trivial analogue of the Temperley–
Lieb algebra in the context of framed links. The following table gives a full overview
of the invariants for each quotient algebra:
d,D Fd,n u w
Yd,n(u) ΓD u w
YTLd,n(u) VD u u
FTLd,n(u) ϑD u u
CTLd,n(u) ϑD u u
d = 1 Bn u w
Hn(u) P u λ
TLn(u) V u u
d, |D| = 1 Fd,n u w
Yd,n(u) ΓD u λ
YTLd,n(u) VD u u
FTLd,n(u) VD u u
CTLd,n(u) VD u u
d, |D| > 1 Fd,n u w
Yd,n(u) ΓD u λ
YTLd,n(u) no − −
FTLd,n(u) ϑD u u
CTLd,n(u) ϑD u u
Table 4.1: Overview of the invariants for each algebra.
4.4 Conclusions
In this thesis we proposed three possible quotients of the Yokonuma–Hecke algebra,
Yd,n(u), as framizations of the Temperley–Lieb algebra, the algebras YTLd,n(u),
FTLd,n(u) and CTLd,n(u). We proved the necessary and sufficient condition such
that the Markov trace tr defined on Yd,n(u) passes to each of the quotient algebras,
and we defined the link invariants that correspond to each case.
The knot invariants from the algebras YTLd,n(u), when restricted to classical
knots, recover the Jones polynomial while the knot invariants for the algebras
FTLd,n(u) and CTLd,n(u) still remain under investigation. If the invariants from
the Yokonuma–Hecke algebras prove to be topologically equivalent to the Homflypt
polynomial, then the invariants from FTLd,n(u) and CTLd,n(u) will be topologically
equivalent to the Jones polynomial. If not, it would be then meaningfull to consider
the corresponding 3–manifold invariants (as obtained from work of Wenzl [36]). In
the case of the algebras YTLd,n(u) the Witten invariants of 3–manifolds can be
recovered, since the related knot invariants recover the Jones polynomial [8].
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Finally, some of the most interesting problems that arise from this thesis are the
diagrammatic interpretation of the presentation with non-invertible generators for
each of the three quotient algebras and the study of the Representation Theory of
the algebras FTLd,n(u) and CTLd,n(u).
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