Abstract. We are concerned with existence of regular solutions for non-Newtonian fluids in dimension three. For a certain type of non-Newtonian fluids we prove local existence of unique regular solutions, provided that the initial data are sufficiently smooth. Moreover, if the H 3 -norm of initial data is sufficiently small, then the regular solution exists globally in time.
Introduction
We consider the Cauchy problem of non-Newtonian fluids in three dimensions In (1.1), u : R 3 × (0, T ) → R 3 and p : R 3 × (0, T ) → R represent the flow velocity vector and the scalar pressure, respectively. We study Cauchy problem of (1.1), which requires initial conditions u(x, 0) = u 0 (x), x ∈ R 3 , div u 0 = 0. (1.3) We note that a typical type of the viscous part of the stress tensor satisfying the property with 1 < q < ∞, σ > 0. It is said that a fluid is Newtonian if the viscous stress tensor is a linear function of the rate of deformation tensor. On the contrary, for some fluids such as blood, paint and starch, it is observed that the relation between the shear stress and the shear strain rate is non-linear, and we commonly call those to the non-Newtonian fluids (see [4] ). One class of non-Newtonian fluids is defined by S = µ(|Du|)Du, where µ(·) is a nonnegative real function defined on [0; ∞). In this paper, we establish the existence of unique regular solution for the incompressible non-Newtonian Navier-Stokes equations (1.1), (1.2) and (1.3), in particular, by estimating higher derivatives in H l (R 3 ), l ≥ 3.
We report shortly some known results related to existence of solutions. In the case of µ(s) = (µ 0 + µ 1 s 2 ) q−2 2 , Málek, Nečas, Rokyta and R
• užička proved in [10] that a strong solution exists globally in time in periodic domains for q ≥ 11 5 in dimension three and for q > 1 in dimension two, respectively (see [11] for the whole space case in dimension two or three). Also, they established local existence of strong solution in time for q > 5 3 in three dimensional periodic domains (refer to [3] for shear thinning case and [2] for shear thickening case). Here by strong solutions we mean solutions solving the equations a. e. and satisfying the following energy estimate:
On the other hand, weak solutions are meant to solve the equations in the sense of distributions and hold
In any dimension n ≥ 2 and µ 0 ≥ 0, the existence of weak solutions was firstly shown in [8, 9] for 3n+2 n+2 ≤ q, and later, its existence was improved up to 2n n+2 < q in [5] (see also [12] and other related references therein).
In [7] , Kaplický, Malek and Stara consider a generalized non-Newtonian Naiver-Stokes equations with a stress tensor S of the form
where U : [0, ∞) → [0, ∞) is C 2 -function such that
A typical example of S satisfying above assumptions is (1+|Du| 2 ) q−2 2 Du and the corresponding potential U becomes It was shown in [7] that in case that q > 4 3 , C 1,α regularity solution exists for the nonNewtonian fluid flows satisfying (1.4)-(1.5) in two dimensional periodic domain T 2 . More specifically, the authors deal with the equations (1.1)-(1.3) involving the stress tensor S with (1.4)-(1.5) for the case of periodic domains T 2 , and when q > 4 3 , they established the global-in-time existence of a Hölder continuous solution, namely, u ∈ C 1,α (T 2 × (0, T )) and p ∈ C 0,α (T 2 × (0, T )), 0 < α < 1.
As far as we know, it is, however, unknown for the existence of C k,α , k ≥ 1, solution in three dimensions. The method of proof in [7] seems to work on only two dimensions, and thus its extension to three dimensions is our main motivation. Our main results are two-fold. Firstly, if initial data u 0 belongs to H l (R 3 ) with l ≥ 3, we establish a local regular solution for some time T l in the class
and furthermore, such solution is unique (see Theorem 1.1). A consequence for local existence of regular solutions is that ∇ l−2 u and ∂ One of main observations is that there are two good terms caused by energy estimates of higher derivatives, provided that the condition (1.2) is satisfied. More specifically, in case l ≥ 3, by taking the derivative ∂ l on (1.1), multiplying it by ∂ l u, and integrating it by parts, we can see that the following two integrals appear
It turns out that, due to the hypothesis
2), the sum of two integrals in (1.6) is bounded below by m 0 R 3 |∂ l Du| 2 dx, which plays an important role for local existence of solutions. Now we are ready to state our first main result.
A consequence of Theorem 1.1 is the Hölder continuity of the regular solutions until the time of existence. 
Another main result is the global existence of regular solutions, in case that initial data are sufficiently small. More precisely, our second result reads as follows:
There exists ǫ 0 > 0 such that if u 0 H 3 (R 3 ) < ǫ for any ǫ with 0 < ǫ ≤ ǫ 0 , then the unique regular solution u in Theorem 1.1 is extended globally in time, i.e. T l = ∞. This paper is structured as follows: In Section 2, we state a key lemma, whose proof is given in the Appendix. In Section 3, the proof of Theorem 1.1 is presented. Section 4 is devoted to proving Corollary 1.2. In Section 5, we provide the proof of Theorem 1.3.
Preliminaries
We introduce some notations. For 1 ≤ q ≤ ∞, we denote by W k,q (R 3 ) the standard Sobolev space. Let (X, · X ) be a normed space and by L q (0, T ; X) we mean the space of all Bochner measurable functions ϕ : (0, T ) → X such that
We denote by C α x C α/2 t (or C α x,t ) the space of Hölder continuous functions with an exponent α ∈ (0, 1). For a non-negative integer k we mean, in general, by C 2k,α x C k,α/2 t (or C 2k,α x,t ) the space of functions whose mixed derivative ∇
for all integers i, j with 0 ≤ j ≤ i ≤ k. Let a ij and b ij with i, j = 1, 2, 3 be scalar functions, and for 3 × 3 matrices A = (a ij ) 3 i,j=1 and B = (b ij ) 3 i,j=1 we write
The letter C is used to represent a generic constant, which may change from line to line. Next lemma is a key observation for our analysis, which shows some estimates of higher derivatives for the viscous part of the stress tensor.
Lemma 2.1. Let l be a positive integer,σ l : {1, 2, · · · , l} → {1, 2, · · · , l} a permutation of {1, 2, · · · , l}, and π l a mapping from {1, 2, · · · , l} to {1, 2, 3}.
is infinitely differentiable and satisfies properties given in (1.2) . Then, the multi-derivative of G can be rewritten as the following decomposition:
where σ l := π l •σ l and
where
. Furthermore, we obtain the following.
(1). E 2 and E 3 satisfy
. In case that l ≥ 4, there exists β with 0 < β ≤ l such that the following is satisfied:
The proof of Lemma 2.1 will be given at the Appendix, since it is a bit lengthy. Next, we estimate the difference of the viscous part of the stress tensor, which is useful for uniqueness of regular solutions. Although it seems elementary, we give the details for clarity.
Lemma 2.2. Let v, w ∈ W 1,2 (R 3 ). Under the assumptions on G given in (1.2), we have
where m 0 is a positive constant in (1.2).
Proof. We note that
Due to the properties in (
, we deduce the inequality (2.5). Indeed, for any 3 × 3 matrices A and B, we have
In case that G ′ [|A| 2 ] < 0, we note that
We combine (2.7) and (2.8) to conclude (2.6). We exploit (2.6) with A = θDv + (1 − θ)Dw and B = Dv − Dw to get (2.5) . This completes the proof.
3. Proof of Theorems 1.1
In this section, we prove the existence of a local solution to the equation (1.1)-(1.3). We first obtain a priori estimates and we then justify the estimates by using Galerkin method.
3.1. A priori estimate. We suppose that u is regular. We then compute certain a priori estimates.
• ( u L 2 -estimate) We multiply u to (1.1) and integrate it by parts to get
• ( ∇u L 2 -estimate) Taking derivative ∂ x i to (1.1) and multiplying ∂ x i u,
Noting that
Using A = Du and B = ∂ x i Du, we apply the inequality (2.5) to (3.2), and get
We will treat the term in righthand side caused by convection together later.
• ( ∇ 2 u L 2 -estimate) Taking the derivative ∂ x j ∂ x i on (1.1) and multiplying it by ∂ x j ∂ x i u,
We observe that
where σ : {i, j} → {i, j} is a permutation of {i, j}. We separately estimate terms I 22 and I 23 in (3.5). Using Hölder, Young's and Gagliardo-Nirenberg inequalities, we have for I 22
, where we used the condition (1.2). For I 23 , using Lemma 2.1, we compute
The term I 231 is estimated as
where we used the first inequality of (2.1). We combine estimates (3.4)-(3.6) to get 1 2
Similarly as in (3.3), we have 1 2
Similarly as before, taking the derivative ∂ 3 on (1.1) and multiplying it by ∂ 3 u, 1 2
Direct computations show that 10) where σ 3 = π 3 •σ 3 such thatσ 3 : {i, j, k} → {i, j, k} is a permutation of {i, j, k} and π 3 is a mapping from {i, j, k} to {1, 2, 3}. We separately estimate terms I 32 , I 33 and I 34 . We note first that
(3.11)
For I 33 , we have
12) where we use same argument as (3.11) in the fourth inequality. Finally, for I 34 , using Lemma 2.1, we note that
The second term in (3.13) is estimated as follows:
14) where we use same argument as (3.12) in the third inequality. Adding up the estimates (3.9)-(3.14), we obtain
Next, we estimate the terms caused by convection terms in (3.3), (3.8) and (3.16).
where we use the following inequality:
We combine (3.1), (3.3), (3.8) and (3.16) with (3.17) to conclude
Here we choose a sufficiently small ǫ > 0 such that m 0 − 5ǫ > 0. Furthermore, we have
and it then follows from (3.19) and (3.20) that
for some nondecreasing continuous function f 3 , which immediately implies that there exists
• ( ∇ 4 u L 2 -estimate) For simplicity, we denote
Similarly as in (3.9) and (3.10), we have
We note that
where σ 4 = π 4 •σ 4 such thatσ 4 : {i, j, k, l} → {i, j, k, l} is a permutation of {i, j, k, l} and π 4 is a mapping from {i, j, k, l} to {1, 2, 3}.
We first estimate I 42 . Exploiting (2.3) with l = 4, α = 1, we get
for some 0 < β 1 ≤ 4. Similarly, using (2.3) with l = 4, α = 2, we have
for some 0 < β 2 ≤ 4. Again, due (2.3) with l = 4, α = 3, we obtain for some 0 < β 3 ≤ 4
For the term I 45 , we note that
Owing to (2.4), we see that
where β = β 1 + β 2 + β 3 + β 4 . Hence, as before, we have
Using (3.18), we estimate the convection term
(3.28)
Finally, we combine (3.1), (3.3), (3.8), (3.16) and (3.27) with (3.28) to conclude
for some non-decreasing continuous function f 4 . Therefore, there exists T 4 > 0 such that
So far, we have proven for some non-decreasing continuous function f k , k = 3, 4 1 2
Next, we will show that (3.29) holds for general k ≥ 3 by the induction argument. Suppose (3.29) is true for k = l − 1 for some l ≥ 4. We then prove that (3.29) is true for k = l.
Indeed, let σ l = π l •σ l such thatσ l : {1, 2, · · · , l} → {1, 2, · · · , l} is a permutation of {1, 2, · · · , l} and π l is a mapping from {1, 2, · · · , l} to {1, 2, 3}. For simplicity, we denote
. Similar computations as before leads to
We exploit (2.3) for I l1 to get
for some function f l1 . For I l2 , due to (2.4), we obtain
for some function f l2 . Lastly, we estimate I l3 similarly as before.
Combining (3.30), (3.31), (3.32) and (3.33), we obtain 1 2
for some nondecreasing continuous function f l . Hence, we have
Since (3.29) is true for k = l − 1, we conclude that
Choosing ǫ > 0 so small and letting X(t) := u(t) H l , we obtain
which yields that there exists T l > 0 such that
We complete the a priori estimates. 
Using Sobolev embedding, the second term in (3.35) is estimated as follows:
Using the method of Galerkin approximation, we construct the regular solution satisfying the a priori estimates above. Proof of Theorem 1.1 To precisely justify existence of a regular solution, we proceed by a Galerkin method. In view of [11, Lemma 3.10], there exists a countable subset
where w ∈ span{w 1 , w 2 , · · · , w m } and ||u m (0) − u 0 || H l → 0 as m → ∞. From a priori estimate above, we obtain
where C is independent on m. Due to the uniform boundedness above, we can choose a subsequence u m k of u m such that
as k → ∞. Using the Aubin-Lions Lemma, we obtain
By the standard argument (see e.g., [10] ), we see that u ∈ L ∞ (0,
is a solution of the following equation in a weak sense
. Due to the strong convergence (3.36), it follows that
As m → ∞, we conclude the existence of a solution of (1.
Next, we show uniqueness of the solution of (1.1)-(1.3) until the time t ≤ T l . More precisely, we prove uniqueness of weak and regular solutions, in case that initial data are the same. Let (u 1 , p 1 ) be a weak solution and (u 2 , p 2 ) a solution constructed above of the equation (1.1)-(1.3) . We consider the equation forũ = u 1 − u 2 andp = p 1 − p 2 .
Testingũ to the difference equation (3.37) and integrating it by parts, we have
where we use the divergence free condition and Lemma 2.
, we can estimate the term J 1 as follows. Using Hölder's inequality and Young's inequality, we have
Due to Grownwall's inequality andũ(x, 0) = 0, we conclude thatũ = 0, i. e., u 1 = u 2 .
Proof of corollary 1.2
For the proof of corollary 1.2, we need the following lemma, which is a simpler case of [6, Lemma 2.2]. For clarity, we present its proof. For notational convention, we write the average of f on
. For x ∈ R 3 and ρ > 0 we define
By the hypothesis, first and third terms in (4.1) are estimated easily as
+µ ).
, we see that
t . It follows from α ∈ (0,
t . This completes the proof. Next, we control mixed derivatives of G[|Du| 2 ]Du for spatial and temporal variables, in case that some mixed derivatives of u are bounded. Since the proof is similar to that of Lemma 2.1, likewise, the details are put off in the Appendix. 
Proof. See Appendix for the proof. 
for any integer b satisfying 0 ≤ b ≤ m. Indeed, using mathematical induction for m, we will prove (4.2).
From the equation (1.1), we have
Hence, we are going to show
Taking the divergence operator to (1.1), we note that
From the standard elliptic theory, it is enough to show
First, we note
where we used (2.2) in the second inequality. Next, we have
• (Case m = n + 1) Assume (4.2) holds for the case m = n, that is
for any integer b such that 0 ≤ b ≤ n. We then show the case m = n + 1, that is,
Since the other cases 0 ≤ b ≤ n can be shown similarly, we only prove (4.4) for b = n + 1, which is ∇
Note that, similarly to the case m = 1, once we have
(4.6) Combining (4.5) and (4.6) with the equation (1.1), we get
Therefore, it remains to prove (4.5) to conclude the proof. Let us prove (4.5). First of all, it follows from Lemma 4.2 that
Due to (4.3), we note that A, B < ∞, which implies
Next, we can also observe from the assumption (4.3) that
This completes the proof of (4.2). Now, we finish the proof of the Corollary 1.2. For some integers b and m satisfying 0
Furthermore, we also have
from the estimate (4.2) due to the fact 0
We plug (4.7) and (4.8) into Lemma 4.1, and conclude
which completes the proof of Corollary 1.2.
Proof of Theorem 1.3
In this section, we present the proof of Theorem 1.3. We recall (3.1), (3.3) and (3.8).
Via (3.9), (3.10), and (3.13), we also remind that 1 2
where I 32 and I 33 are given in (3.10). Now we estimate each term on the right hand side of (5.4) differently than we did in Theorem 1.1. We note first that
where we exploit (2.2) in the last inequality. For I 33 , again due to (2.2), we have
Next, we estimate the terms caused by convection term. Using div u = 0, we have
and 
Finally, we combine (5.1), (5.2), (5.3), (5.6), (5.7) and (5.9) to conclude
where g is a nondecreasing function defined in (3.20). Since u 0 H 3 ≤ ǫ 0 , it follows from local existence of solution that there exists a time t * > 0 such that u(t) H 3 ≤ 2ǫ 0 for all t ≤ t * . Thus, due to estimate (5.10), we obtain for any t ≤ t * 1 2
which implies that after integrating it in time,
Repeating this procedure at t = t * , we extend the solution in [t * , 2t * ], which immediately implies that T 3 in Theorem 1.1 becomes infinity, i.e. T 3 = ∞.
5.1. Estimation of u H l , l ≥ 4. In case that l = 4, via (3.22), (3.23) and (3.24), we remind that
where I 42 , I 43 and I 44 are as defined in (3.23). We estimate the right hand side of (5.11).
For I 42 , we exploit (2.2) to get
(5.12)
Similarly, we have
(5.13)
For I 44 , again due to (2.2), we obtain
(5.14)
It follows from (2.2) that
(5.15)
Lastly, for the convection term, using div u = 0, we have
(5.16)
In general, for l ≥ 4, we note that
Finally, we combine (5.10), (5.11), (5.12), (5.13), (5.14), (5.15) and (5.16) to conclude
, and, therefore, we obtain 1 2
This implies the global existence of solution in the class L ∞ (0, ∞ : H 4 ). For general l > 4, it follows from (3.30) that
where I l1 , I l2 and I l3 are given in (3.30). We then first estimate I l1 .
where we exploit (2.2) in the third inequality. Similarly, the term |I l2 | is estimated
Lastly, we estimate the convection term : Using divergence free condition
where we apply Gagliardo-Nirenberg to the third inequality. This gives us 
The above estimate implies that solution exists globally in time.
Due to the property (1.2), we note that
for any 0 ≤ l ≤ k. This implies
Hence, we have
This completes the proof of (2.1) in Lemma 2.1. It remains to prove (2.2)-(2.4) in Lemma 2.1. For notational convention, we denote k-th order spatial derivative operators by ∂ k , unless any confusion is to be expected. We then introduce R m (Du) as a linear combination of
such that
Note that, for example, R 3 (Du) = (∂Du)(∂ 2 Du) + (∂Du) 3 . We then rewrite (A.5) as
In general, we will show that
• (Proof of (A.7)) We prove (A.7) by inductive argument. It is already shown that (A.7) holds for n = 1, 2, 3. Now we suppose (A.7) is true for n = m ≥ 3. It follows from (A.3) that
We first show that
where 0 ≤ l ′ ≤ k ′ ≤ m + 1. This proves the identity (A.9). Using the definition of R n , the direct computations show that
Plugging (A.9) and (A.10) into (A.8), we obtain
where we used that
This completes the proof of (A.7).
Next, we will prove that for any 1 ≤ α ≤ l
and
• (Proofs of (A.11) and (A.12)) We note from (A.6) that
With the aid of Gagliardo-Nirenberg inequality, we note that
where we used k j=1 a j i j = α. We plug (A.16) and (A.18) into (A.14) to get (∂ a 1 Du)
which immediately implies that
We combine (A.7), (A.13), and (A.19) to conclude (A.11).
To get (A.12), we first note
. Using Gagliardo-Nirenberg inequality, we have
Due to (A.20) and
, we get θ p + θ q = 1. Hence, we have
We combine (A.2), (A.11) and (A.21) to conclude Finally, we show that for l ≥ 4 there exist some β 1 > 1 and β 2 , β 3 > 0 such that
(A.23) • (Proofs of (A.22) and (A.23)) Proofs of (A.22) and (A.23) are exactly same as those of (A.11) and (A.12) except for following inequalities: Hence, we have
Similarly, if 1 ≤ α ≤ l − 1, we have
Since l ≥ 4, we have 1 < β 1 < 2 and 0 < 1 + i 1 + · · · + i k − β 1 , 2 − β 1 < α.
We plug this into (A.25) and (A.26) to conclude the proof.
Next we provide the proof of Lemma 4.2. Proof of Lemma 4.2 We note that Let us first estimate II. We combine (A.28) and (A.29), and use the property (A.6) to get 
We plug a 1 n 1 + · · · + a k n k = α into (A.32) and get θ 1 n 1 + · · · + θ k n k + θ q = 1. Hence, we finally have This completes the proof.
