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ハッシュ関数の設計理論
内藤 祐介
論文概要
ランダムオラクル証明法 (RO 証明法) は暗号学的なハッシュ関数を用いた暗号システムの安
全性を保証する最も重要な証明方法である. ハッシュ関数を部品とする暗号アルゴリズムを C
と書き, 具体的なハッシュ関数 HP を C に組み込んだ CHP を暗号システムと呼ぶ. RO 証明法
を用いて暗号システム CHP の G-安全性を証明するとき，ハッシュ関数 HP を理想化したラン
ダムオラクル (RO) を用いる暗号システム CRO の G-安全性を証明する. 一般には，RO を
HP に置き換えた CHP の G-安全性が保証されていない点がRO 証明法の問題である.
ハッシュ関数 HP は入力長が任意長の関数で, 入出力長固定のプリミティブ Pと, Pを用い
て任意長の入力を規定長の出力に変換する定義域拡張構造 H から構成される. すなわち, HP
は Hと Pから構成されているので, 入力に対して規定長のランダムな値を出力する RO とは
異なる動作をする.
Indi.理論 (Indierentiability理論)は，Pを理想化して, CRO の G-安全性から CHP の G-安
全性を保証する理論で,「ハッシュ関数 HP が Indierentiable From RO（IFRO）（HP @ RO
と書く）」ならば，SS（シングルステージ）という制約条件はあるものの，任意の SSの安全性
Gs と任意の C に対し，「CRO が Gs-安全性ならば CHP も Gs-安全性となる (CHP Gs CRO と
書く)」ことを保証する*1. IFRO安全性は Pを理想化して Pの構造を取り除く HP に注目す
る安全性, すなわち, Hの構造に対する安全性である.
IFRO安全が提案されて以降, Sponge構造や ChopMD構造など, 多くの IFRO安全な定義
域拡張構造が提案されている．また, 次世代標準ハッシュ関数として採用されることが決まっ
ている SHA-3は Sponge構造を採用しており*2, IFRO安全性は定義域拡張構造の標準的な安
*1 また, HP @ RO ( 8Gs;8C : CHP Gs CRO となることも分かっている.
*2 米国標準の SHA-2ハッシュ関数族の SHA-512/224と SHA-512/256は定義域拡張構造として IFRO安全
な ChopMD 構造を採用している. 一方, SHA-2 の SHA-256 と SHA-512 は IFRO 安全とならない MD 構
造を採用している.
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全性の概念となっている．
MD (Merkle-Damgard) 構造は Indi. 理論が提案される以前に設計された構造で, SHA-2
ハッシュ関数族である SHA-256と SHA-512の定義域拡張構造に採用されているが, MDP 6@
RO となることが知られている. すなわち，9Gs; 9C : CMDP 6Gs CRO （CRO は Gs-安全性を
満たすが CMDP は Gs-安全性を満たさない）となる．
Indi.理論は, 任意の SSの安全性をカバーするものの, 任意のMS（マルチステージ）の安
全性 Gm をカバーしない. すなわち，9Gm; 9HP s.t. HP @ RO^CHP 6Gm CRO となる反例が
知られている.
一方, ハッシュ関数に求められる実装に関する要件として, ハッシュ関数は高速に計算でき
ることが求められる. 今後, SHA-3 は多くの暗号システムで実装されるハッシュ関数であり,
Sponge の高速化は SHA-3 を用いる暗号システムの高速化につながるため重要な研究テーマ
である.
また, ハッシュ関数に求められる実装に関する要件として, ハッシュ関数のプログラムサイ
ズや回路サイズは小さいことが好ましい. プログラムサイズや回路サイズを小さくすることが
できる定義域拡張構造 Hとして，ブロック暗号（例えば，AES）をプリミティブとする倍ブ
ロック長定義域拡張構造がある．ブロック暗号とハッシュ関数を両方実装する場合，ブロッ
ク暗号を共通化して使うことができるなら，実装サイズを小さくすることができる．既存研
究では, IFRO安全性より弱い安全性である衝突困難性を満たす H は提案されているものの,
IFRO安全な Hは提案されていない.
ところで, 新しいハッシュ関数を設計するために, 既存のハッシュ関数の強力な攻撃法の限
界点を見極めることも重要である. 差分攻撃法はハッシュ関数の強力な攻撃法の 1 つである
が, Message Modicationという新しい攻撃技法が 2004年に SHA-0と SHA-1の差分攻撃法
に適用されて, ハッシュ関数の安全性の研究が活発になった. 今後, この攻撃法の限界点を見極
めることは, ハッシュ関数を設計する立場からも重要である.
本論文ではハッシュ関数の設計を目標として, Indi.理論に関して次の 5つの研究課題を設
定して研究する.
1. SSの安全性に対するMDの救済.
2. MSの安全性に対する IFRO安全な Hの救済.
3. Spongeの高速化．
4. Pとしてブロック暗号を用いた IFRO安全性な Hの提案．
5. Message Modicationの改良.
研究課題 1 について. 9Gs; 9C : CMDP 6Gs CRO となることが知られているものの，重要な
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Gs と, 実用的な C0 に対して，CMD
P
0 6Gs CRO0 となるとは限らない. また，MDの重要性から
CMDP0 が G-安全性を満たすことが望ましい．
本研究では，IFRO安全性を弱めた安全性「Indierentiable fromWeakenedRO（IFWRO）」
を考えて, 以下のことを示す.
 MDP @ WRO となる WRO を定義する. WRO が定義できると, Indi. 理論より,
8Gs; 8C : CMDP Gs CWRO が保証できる.
 次に，重要な Gs と実用的な C0 に対し，個別に CWRO0 が Gs -安全性を満たすことを
示す.
 以上の 2点から, CMDP0 の Gs -安全性を保証する.
研究課題 2について. 9Gm; 9C; 9HP s.t. HP @ RO^CHP 6Gm CRO となることが知られてい
るものの，重要な Gm と実用的な C0 に対して，CH
P
0 6Gm CRO0 となることは限らない. また，
Spongeと ChopMDの重要性から，H 2 fSponge;ChopMDg, 重要な Gm, 実用的な C0 に対し
て，CHP0 Gm CRO0 となっていることが望ましい．
Reset Indierentiability (Reset Indi.) 理論は MS の安全性をカバーし, 「ハッシュ関数
HP が Reset Indierentiable from RO (RIFRO) (HP @r RO と書く)」ならば, 「8Gm; 8C :
CHP Gm CRO となる」ことを保証する. 一方, H 2 fSponge;ChopMDgは HP 6@r ROとなる
ことが知られている.
本研究では，RIFRO安全性を弱めた「Reset Indierentiable fromWRO (WeakenedRO)」
を考えて, 以下のことを示す.
 8H 2 fSponge;ChopMDgに対して, HP @r WRO となるWRO を定義する．WRO
が定義できると, Reset Indi.理論より, 8Gm; 8C : CHP Gm CWRO が保証できる.
 次に, 重要な Gm と実用的な C0 に対し，個別に CWRO0 が Gm-安全を満たすことを示す.
 以上の 2点を示して, CHP0 が Gm-安全を満たすことを保証する．
研究課題 3 について. Sponge は入力値を処理する Absorbing ステップと出力値を計算する
Squeezing ステップから構成される．Sponge では, Absorbing ステップの内部パラメータは
最適な値が設定されているものの，Squeezingステップのパラメータはチューニングによる高
速化の余地が残されている．
本研究では，Spongeの IFRO安全性について，従来より厳密な解析を行うことで，最適な
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安全性証明を行う．最適な IFRO安全性証明より，Squeezingステップの最適なパラメータを
与えることにより, Spongeの高速化，すなわち，SHA-3の高速化が可能となることを示す.
研究課題 4について. 本研究では，世界で初めて IFRO安全な倍ブロック長定義域拡張構造を
提案する．提案方式は, 既存方式とほぼ同等の速度と実装サイズを保証し，さらに安全性は衝
突困難性から IFRO安全性に向上した定義域拡張構造である．
研究課題 5 について. 本研究では, 既存の SHA-0 に対する差分攻撃法を改良することで,
SHA-0 に対する差分攻撃法の限界点を見極める. 本研究では, 既存の差分攻撃法で用いられ
る手法 Message Modication 技法を改良した, Submarine Modication を提案する. 次に,
Submarine Modication を SHA-0 に適用し, SHA-0 の衝突困難性は, 既存結果で 239 回の
SHA-0演算で破られていたが, 本研究で 236 回の SHA-0演算で破れることを示す.
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Design of Cryptographic Hash Functions
Yusuke Naito
Abstract
A Random Oracle methodology (RO methodology) is one of the important techniques
to prove security of hash-based cryptosystems. Hereafter, we denote such system by CHP
that consists of a concrete cryptographic algorithm (C) and a concrete hash function (HP).
When proving the security of CHP by this methodology, rstly HP is replaced with a RO
which is an ideal hash function, secondly the security of CRO is proved. On the other
hand, there is a problem of this methodology that the security of CRO does not imply
that of CHP .
A hash function HP is a function that accepts an arbitrary length value and returns the
xed length value. HP consists of two algorithms. One is a domain extension algorithm
denoted by H, which denes a structure of a hash function using P. The other is a primitive
denoted by P, which is a xed input and output function. Generically speaking, HP does
not behave like a RO, since a RO is a monolithic function but HP is not.
Indi. theory (Indierentiability theory) ll in the security gap between CRO and CHP
where if \HP is indierentiable from a RO denoted by HP @ RO" then for any single-
stage (SS) security denoted by Gs-security, \CHP is at least as Gs-secure as CRO, denoted
by CHP Gs CRO"*3. We call the security of HP \IFRO security", which is indierentiable
from a RO. Note that when considering IFRO security, the ideal primitive is considered,
whereby, IFRO security is of domain extension algorithms.
Indeed, many IFRO secure hash functions have been designed. The typical hash func-
tions are the hash functions of the SHA-3 family and of the SHA-2 family. SHA-3 makes
use of the Sponge construction and SHA-2 makes use of the ChopMD construction. Thus,
IFRO security is the most important notion of domain extension algorithms.
*3 Specically, it was proven that HP @ RO , 8Gs; 8C : CHP Gs CRO.
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The MD (Merkle-Damgard) construction is a domain extension algorithm that was
proposed before IFRO security was introduced. It is employed as the domain extension
algorithms of SHA-256 and SHA-512 of the SHA-2 family, it was proven that MDP 6@ RO
even if P is ideal. This implies that 9Gs;9C : CMDP 6Gs CRO (CRO is Gs-secure but CMD
P
is not).
Indi. theory covers any SS security but does not cover any multi-stage (MS) security
denoted by Gm-security. Specically, it was proven that 9Gm;9HP s.t. HP @ RO^CHP 6Gm
CRO.
A general requirement to a hash function is that the time spent of a hash function should
be short as much as possible. Especially, it is desirable that standard hash functions meet
this requirement. Hence it is important to improve the time spent of Sponge, which is
employed in SHA-3.
Another requirement is that the program/circuit size should be small as much as pos-
sible. A double-block-length (DBL) construction, which is a domain extension algorithm,
oers hash functions satised with the requirement. The constructions are constructed
from a blockcipher such as AES. When a blockcipher and a hash function are imple-
mented at the same time, one can reduce the program/circuit size. Indeed, many DBL
construction with collision security have been proposed but a DBL construction with
IFRO security has not.
It is important to evaluate the limitation of powerful attacks on hash functions in order
to design a new hash function. The dierentiable attack is one of such attacks which
has broken many important hash functions. The message modication technique is a key
technique of the attack and due to this technique collision resistance of the important
hash functions such as SHA-0 and SHA-1 was broken. Thus evaluating the limitation of
this technique is the important research topic.
The goal of this paper is to establish a design methodology of hash functions. Hence
this paper tackles the following ve research topics.
1. Salvaging the MD construction for SS security.
2. Salvaging IFRO secure constructions for MS security.
3. Improving the time spent of Sponge.
4. Designing a DBL construction which is IFRO secure.
5. Improving the message modication technique.
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Our result for the topic 1. Though it was proven that 9Gs;9C : CMDP 6Gs CRO, it has
not been proven for important SS security (denoted by Gs ) and practical cryptographic
algorithms (denoted by C0). Due to the importance of the MD construction, it is desirable
to be satised that CMDP0 Gs CRO0 .
For this motivation, we dene a weaker security notion than IFRO, which is \Indif-
ferentiable from Weakened RO (IFWRO)", then prove the Gs -security of CMD
P
0 by the
following steps.
 Dene WRO so that MDP @WRO. Then Indi. theory guarantees that 8Gs; 8C :
CMDP Gs CWRO.
 Prove that CWRO0 is Gs -secure.
 Conclude that CMDP0 is Gs -secure.
Result for the topic 2. Though it was proven that 9Gm;9C;9HP s.t. HP @ RO ^
CHP 6Gm CRO, it has not been proven for important MS security (denoted by Gm) and
practical cryptographic algorithms (denoted by C0). Due to the importance of Sponge and
ChopMD, it is desirable to be satised that CHP0 Gm CRO0 for H 2 fSponge;ChopMDg.
Reset indi. theory (reset indierentiability theory) covers all MS security notions
where \if HP is reset indierentiable from a RO (RIFRO) (denoted by HP @r RO)" then
\8Gm; 8C : CHP Gm CRO". On the other hand it was proven that H 2 fSponge;ChopMDg :
HP 6@r RO.
So we dene a weaker security notion than RIFRO which is \Reset Indierentiable from
WRO (Weakened RO)", then prove the Gm-security of CH
P
0 by the following steps.
 DeneWRO such that 8H 2 fSponge;ChopMDg : HP @r WRO．Then reset indi.
theory ensures that 8Gm; 8C : CHP Gm CWRO.
 Prove that CWRO0 is Gm-secure.
 Conclude that CHP0 is Gm-secure.
Result for the topic 3. Sponge consists of the absorbing step and the squeezing step.
The absorbing step is to operate an input value on the hash calculation and the squeezing
step is to produce the output value.
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So far, the optimal parameter of Sponge has not been shown. Hence we rst gives the
optimal proof of Sponge. Then we show the optimal parameter of the squeezing step by
using the proof. Consequently, the time spent of Sponge can be improved.
Result for the topic 4. In this paper, we propose a rst time DBL construction which is
IFRO secure. Moreover, our construction achieves the same level of speed as the existing
DBL constructions that are collision resistant*4.
Result for the topic 5. In this paper, we evaluate the limitation of the dierentiable
attack on SHA-0. First, we propose a new message modication called submarine mod-
ication. Secondly, we show that this modication improves the complexity of nding a
collision of SHA-0 from 239 SHA-0 evaluations to 236 SHA-0 evaluations.
*4 Collision security is weaker than IFRO security.
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記号一覧
 jj: ビット結合. 例えば, 011jj100 = 011100.
 x y: 値 y を変数 xに代入する.
 x $   X: 集合 X から 1つ要素をランダムに選んで変数 xに代入する.
 : 排他的論理和.
 jxj: ビット列 xのビット長
 x[i; j]: b bit の値 x の i bit 目から j bit 目の値. 例えば, x = 01101001 の場合,
x[3; 5] = 101となる.
 ;: 空集合
 ": 空列
 A [   x: 集合 A, ある値 xに対して, A [ fxgを Aに代入する.
 A [   C: 集合 A;C に対して, A [ C を Aに代入する.
 div(r;m): l  r bitの値mを r bitの値m1; : : : ;ml に分割して, これらの値を出力す
る関数. m1k    kml = mである.
 AO ) y: アルゴリズム A (例えば, 攻撃者や識別者)がオラクル O と対話して y を出
力するイベント.
 91M s.t. F (M) = true: ブール関数 F に対して, F (m) = trueとなる F の入力値 m
が 1つだけ存在するイベント.
 ベクトルをボールド体で書くことにする. 例えば, x.
 jxj: ベクトル xのベクトル長.
 x[i]: i番目のベクトルとする. 1  i  jxjである.
 bitj(x): x[1]k : : : kx[jxj]の左から j 番目のビット.
 Time(A): アルゴリズム Aの最大動作ステップ数.
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第 1章
序論
1.1 研究背景
情報セキュリティは, 例えばインターネットのような, 不特定多数の利用者が接続可能な
ネットワーク環境などで，安全に情報をやりとりするするために欠かせない技術である. 暗号
技術は, 情報セキュリティ技術の 1つで, 例えば, 暗号化, デジタル署名, メッセージ認証など
から構成される.
これらの暗号アルゴリズムは暗号学的なハッシュ関数を部品として用いる. 暗号アルゴリズ
ム C に具体的な暗号学的なハッシュ関数 HP を組み込んだ CHP を暗号システムと呼ぶ.
1.1.1 暗号学的なハッシュ関数
暗号学的なハッシュ関数は, 安全な暗号アルゴリズム C を設計するための C の部品として用
いられる. 以降,「暗号学的な」を省略する.
ハッシュ関数は任意長の値を入力として受理し, 固定長または任意長の値を出力する関数
である. 固定長の値を出力する代表的なハッシュ関数として米国標準ハッシュ関数である
SHA-2ハッシュ関数族がある [46]. SHA-2ハッシュ関数族は SHA-224, SHA-256, SHA-384,
SHA-512, SHA-512/224, SHA-512/256で,出力長はそれぞれ 224bit, 256bit, 384bit, 512bit,
224bit, 256bitである. また, 次世代の米国標準ハッシュ関数 SHA-3に選ばれた Keccakハッ
シュ関数族は, 出力長として, 256, 384, 512, そして任意長をサポートする [13].
ハッシュ関数の設計では, 以下の２ステップに分けた設計方法が用いられる.
1. 入出力長が固定の内側の部品であるプリミティブ Pを設計する．
2. プリミティブ Pを用いてハッシュ関数の構造を定義する定義域拡張構造 Hを設計する.
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ここで, プリミティブ P と定義域拡張構造 H を組み合わせて設計したハッシュ関数を HP と
書く.
ハッシュ関数の安全性で考えるべき安全性は, 代表的なものとして, IFRO安全性 (Indier-
entiability from a Random Oracle安全性), 衝突困難性, 一方向性などがある. これらは, 達
成することが難しい順番に並んでいる. すなわち, IFRO安全なハッシュ関数性は衝突困難性,
一方向性などの安全性も満たすことを意味する. よって, ハッシュ関数の設計では, IFRO安全
性を満たすハッシュ関数を設計することが期待される.
1.1.2 RO証明法
RO 証明法（ランダムオラクル証明法）はハッシュ関数 HP を用いた暗号システム CHP の
G-安全性を保証する最も重要な証明技法である [7]．暗号システム CHP の G-安全性を証明する
場合，ハッシュ関数 HP を理想化した RO（ランダムオラクル）を用いる暗号システム CRO
の G-安全性を証明する．
RO 証明法を用いた暗号アルゴリズムの設計の利点は安全性証明が容易になる点であり，
RO証明法は効率的な暗号アルゴリズムの設計や高機能な暗号アルゴリズムの設計をする際に
多く用いられる [7]．例えば米国標準暗号となっている重要な暗号アルゴリズム PSS署名 [9],
OAEP暗号 [8], RSA-KEM [52]はRO 証明法を用いて設計されている.
しかし，RO は構造を持たない一枚岩のランダム関数であるのに対し，HP は Hの構造と P
の構造を持つ関数であるため，CRO の G-安全性は CHP の G-安全性を保証しない点が RO 証
明法の課題である．
1.1.3 CHP の証明
Coron らは, P を理想化して, C に H を組み込んだ CHP の G-安全性を証明する方法を研究
した [24]. この安全性を証明する 1つの方法は，CHP の G-安全性をダイレクトに証明する方法
である．しかし，この方法は，C と Hごとに G-安全性の証明を与える必要があり手間がかか
る．また，G-安全性の証明で C の構造に加え Hの構造を考える必要があるため，証明が複雑
になる．
1.1.4 Indierentiability from a RO
Coronらは，ダイレクト証明の問題を解決するために，2004年にMaurerらによって提案
された Indi.理論（Indierentiability） [40]をハッシュ関数の設計に適用した [24].
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Indi. 理論では, 2 つの関数 F;G に対して, 「F is indierentiable from G（F @ G と書
く）」ならば, 安全性として SS（シングルステージ）という制約がつくものの，任意のシング
ルステージゲームで定義される安全性 Gs と任意の暗号アルゴリズム C に対して，「CG が Gs-
安全性を満たすならば CF も Gs-安全性を満たす (CF Gs CG と書く)」ことを保証する.
すなわち，F = HP，G = ROとすると，Indi.理論から以下のことを保証することができ
る．ここで, シングルステージゲームの安全性の集合をGs, 暗号アルゴリズムの集合を Cと
書く.
HP @ RO ) 8Gs 2 Gs; 8C 2 C : CHP Gs CRO
すなわち，Indierentiable from a RO（IFRO）安全なハッシュ関数 HP を用いれば，CRO
の Gs-安全性から，CHP の Gs-安全性を保証できる*1.
IFRO安全性は, Pを理想化した HP を考えるため, 定義域拡張構造 Hに対する安全性であ
ることに注意されたい.
1.1.5 IFRO安全なハッシュ関数
Coron らによって，IFRO 安全性が考えられて以降, Sponge [11] や ChopMD [24] など多
くの IFRO安全な定義域拡張構造が提案されている. 例えば, Spongeは次世代米国標準ハッ
シュ関数 SHA-3 の定義域拡張構造に採用されている [13]. また，米国標準ハッシュ関数で
ある SHA-2 ハッシュ関数族に, 2012 年まで IFRO 安全となる定義域拡張構造を用いるハッ
シュ関数は含まれていなかったが，2012 年に IFRO 安全性を満たす ChopMD [24] を用いる
SHA-512/224，SHA-512/256が SHA-2ハッシュ関数族に追加された [46].
この標準化動向からわかるように，IFRO安全性は定義域拡張構造の最も重要な安全性であ
り，現在，ハッシュ関数の設計において標準的な安全性となっている．
1.2 研究課題
本研究では IFRO安全性に関する課題として, 以下の 5つの課題を設定する.
*1 HP @ RO ( 8Gs 2 Gs; 8C 2 C : CHP Gs CRO であることも示せている.
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1.2.1 課題 1
Merkle-Damgard構造 (MD)は Indi.理論が提案される以前に設計された定義域拡張構造
で [25, 41], SHA-2ハッシュ関数族に属する SHA-256と SHA-512の定義域拡張構造に採用さ
れている [46]が, MDP 6@ ROとなることが知られている [24]. すなわち,「9Gs 2 Gs;9C 2 C:
CRO は Gs-安全性を満たすが CMDP は Gs-安全性を満たさない (CMDP 6 CRO と書く)」とな
る．一方で，MDの重要性から，重要な Gs 2 Gs と実用的な C0 2 Cに対して，CMD
P
0 が Gs -
安全性を満たすことが望ましい．
1.2.2 課題 2
近年，複数の攻撃者が結託することができる強力な攻撃を想定した MS（マルチステージ）
で定義される安全性が考えられている [4]. MSの安全性を考えると，検索可能暗号 [3], ヘッ
ジ暗号 [4]，重複除外暗号 [6]などの SSで実現できなかった重要な暗号システムの安全性を定
義できる．また，多くの実用的な暗号アルゴリズム C は, CRO がMSの安全性 Gm を満たす
ように, 設計されている．しかし，Indi.理論はMSの安全性をカバーせず，MSの安全性の
集合をGm, IFRO安全な Hの集合を Hと書くと, 9Gm 2 Gm; 9H 2 H s.t. CHP 6Gm CRO
となることが知られている．一方で，IFRO安全の重要性から，重要な Gm 2 Gm と実用的な
C0 2 Cと重要な H 2 Hに対して，CHP0 が Gm-安全性を満たすことが望ましい．
1.2.3 課題 3
ハッシュ関数に求められる実装に関する要件として，ハッシュ関数は高速に計算できるこ
とが求められる．次世代標準ハッシュ関数 SHA-3は，今後多くの暗号システムで実装される
ハッシュ関数であり，SHA-3の高速化，すなわち Spongeの高速化は SHA-3を用いる暗号シ
ステムの高速化につながる．
Spongeは入力値を処理する Absorbingステップと出力値を計算する Squeezingステップか
ら構成される．Absorbing ステップの内部パラメータは最適な値となっていることが知られ
ているものの，Squeezingステップの内部パラメータの最適性は示されておらず，パラメータ
のチューニングによる Spongeの高速化が見込める．
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1.2.4 課題 4
ハッシュ関数に求められる実装に関する要件として, ハッシュ関数のプログラムサイズや回
路サイズは小さいことが好ましい. プログラムサイズや回路サイズを小さくすることができる
定義域拡張構造として，ブロック暗号（例えば，AES）をプリミティブとする倍ブロック長定
義域拡張構造がある [20, 42, 34, 37, 47, 38, 39]. ブロック暗号とハッシュ関数を両方実装す
る場合，ブロック暗号を共通化して使うことができるなら，実装サイズを小さくすることがで
きる．これまで, IFRO安全性より弱い安全性である衝突困難性を満たす倍ブロック長定義域
拡張構造 [34, 37, 47] は提案されているものの, IFRO安全な倍ブロック長定義域拡張構造は
提案されていない.
1.2.5 課題 5
新しいハッシュ関数を設計するために, 既存のハッシュ関数の強力な攻撃法の限界点を見極
めることも重要である. ハッシュ関数の強力な攻撃法の 1つに差分攻撃法 [62, 60]があるが,
この攻撃法は新しい攻撃法であり, この攻撃法の限界点が見極められていない.
1.3 研究成果
本研究は上記の 5つの課題に対して以下の答えを与える．
1.3.1 課題 1の研究成果
本研究では, まず, Weakened RO 証明法 (WRO 証明法)を提案する.
1. MDP @ WRO となるように RO を弱めたWRO を定義する. これが証明できると,
Indi.理論から, 8Gs 2 Gs; 8C 2 C : CMDP Gs CWRO を保証できる.
2. ある重要な安全性ゲーム Gs 2 Gs とある実用的な暗号アルゴリズム C0 2 Cに対して,
CWRO0 が Gs -安全性を満たすことを個別に証明する.
3. 以上の 2点を示して, CMD0 が Gs -安全性を満たすことを保証する.
次に, WRO 証明法を用いて, 実用的な暗号アルゴリズムである FDH 署名, PSS 署名,
OAEP暗号, RSA-KEMがMDを用いた時に安全となることを証明する．
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MDを定義域拡張構造として用いた SHA-256と SHA-512を PSS署名, OAEP暗号, RSA-
KEMに組み込む暗号システムは広く実装されているため, 現在運用されている暗号システム
の安全性を保証する重要な成果となる．
本研究の詳細は 3章で述べる. なお, 本研究は本論文に関連した研究業績の「査読付き論文
誌 1」と「査読付き国際会議 5」をまとめたものである.
1.3.2 課題 2の研究成果
本研究では, Ristenpart らのマルチステージ (MS) の安全性をカバーする Reset Indi. 理
論 [51] (Reset Indierentiability)を利用する. Reset Indi.理論は，2つの関数 F;Gに対し
て，もし，「F is reset indierentiable from G (F @r Gと書く)」ならば「8Gm 2 Gm;8C 2
C : CF Gm CG」を保証する.
ここで, F = HP, G = RO とすると, 以下のことが成り立つ.
8Gm 2 Gm; 8C 2 C : HP @r RO ) CHP Gm CRO
一方, Spongeや ChopMDなどの IFRO安全な定義域拡張構造 Hに対し, 以下のことが示さ
れている [51].
9Gm 2 Gm; 9C 2 C : HP 6@r RO
そこで, 本研究では, 課題 1の研究成果の Indi.理論を用いたWRO証明法を Reset Indi.
理論に拡張する. Reset Indi.理論を用いたWRO 証明法の手順は以下の通りである.
1. 重要な H 2 Hに対して, HP @r WROとなるROを弱めたWROを定義する. WRO
が定義できると, Reset Indi.理論より 8Gm 2 Gm; 8C 2 C : CHP Gm CWRO を保証
できる.
2. ある重要な Gm 2 Gm とある実用的な C0 2 Cに対して, CWRO0 が Gm-安全性を満たす
ことを証明する.
3. 以上の 2点から, CHP0 が Gm-安全性を満たすことを保証する.
次に, WRO 証明法を用いて, RO を用いた時に CDA安全 [3, 4]となる実用的な暗号アル
ゴリズム EwH暗号と REwH暗号 [3, 4]に対して, Spongeや ChopMDを用いた暗号システ
ムが CDA安全となることを証明する．
現在，MSの安全性を満たす暗号アルゴリズムの設計は研究段階である. しかし, この研究
は多くの研究者に注目されている分野で，今後，この暗号システムが実用化され広く実装され
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る可能性がある．本研究は，MSの安全性が求められる暗号システムの実用化に向けてプラス
となる結果を与えた重要な結果である．
本研究の詳細は 4章で述べる. なお, 本研究は本論文に関連した研究業績の「査読付き国際
会議 2」をまとめたものである.
1.3.3 課題 3の研究成果
本研究では，Sponge の IFRO 安全性を厳密に証明し, Sponge の最適な IFRO の安全性証
明を与える. そして, この証明をもとに Squeezing ステップをチューニングし, Squeezing ス
テップの最適なパラメータの値を示す．この最適な値を用いることで，Sponge の高速化, す
なわち Sponge を用いた SHA-3 ハッシュ関数族が安全性を担保したまま高速化できるため,
SHA-3の仕様に影響を与える可能性のある重要な研究成果である．
本研究の詳細は 5章で述べる. なお, 本研究は本論文に関連した研究業績の「査読付き国際
会議 1」をまとめたものである.
1.3.4 課題 4の研究成果
本研究では，既存の倍ブロック長定義域拡張構造 [34, 37, 47]に 2回のブロック暗号の計算
を加えた方式を提案し，提案方式が IFRO安全となることを示す．
提案方式は世界で初めての IFRO 安全となる倍ブロック長構造である．提案方式の計算量
は既存方式と比べ 2回のブロック暗号の計算が余分にかかるものの, この 2回のブロック暗号
の演算は既存ハッシュ関数の計算に比べて無視できる計算量である. 提案方式の実装サイズは
既存の倍ブロック長ハッシュ関数と同じである．このように，提案方式は実装性能を保ったま
ま安全性が向上しており，小型化を目指した製品に対して安全性も保証することができる重要
な結果である．
本研究の詳細は 6章で述べる. なお, 本研究は本論文に関連した研究業績の「査読付き国際
会議 3と 4」をまとめたものである.
1.3.5 課題 5の研究成果
本研究では, [62]で提案されている SHA-0に対する差分攻撃法を改良することで, SHA-0に
対する差分攻撃法の限界点を見極める. 限界点見極めのために, [62]のMessage Modication
技法を改良した, Submarine Modication を提案する. 次に, Submarine Modication を使
うことで, SHA-0の衝突困難性を破る計算量を 239 回の SHA-0演算から 236 回の SHA-0演
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算に改良できることを示す.
この結果は, SHA-0に対する差分攻撃を改良した結果であり, 差分攻撃の限界点を見極める
第 1歩となる結果である.
本研究の詳細は 7章で述べる. なお, 本研究は本論文に関連した研究業績の「査読付き論文
誌 2」と「査読付き国際会議 6」をまとめたものである.
1.4 本論文の構成
本論文は, 8章で構成されている.
1 章は本章であり, 本研究背景, 研究課題, そして課題に対する本研究成果の概要を示した.
2章では, 本研究で用いる IFRO安全性を定義し, MD構造, Sponge構造, ChopMD構造を説
明し, IFRO安全性に係わる研究課題について詳しく説明する. 3章では, SSゲームにおいて
MD 構造をWRO 証明法を用いて救済する. 4 章では, MS ゲームにおいて IFRO 安全な構
造をWRO 証明法を用いて救済する. 5章では, Sponge構造を高速化することを目的として,
Sponge構造の IFRO安全性を担保できる最適なパラメータを示す. 6章では, IFRO安全な倍
ブロック長構造を提案する. 7 章では, SHA-0 に対する差分攻撃法の改良方法を提案する. 8
章では, 本研究の成果をまとめ, 結論を述べる.
{ 8 {
第 2章
準備
ハッシュ関数は任意長のデータを固定長のデータに圧縮する関数のことである. ハッシュ関
数は公開鍵暗号, デジタル署名, メッセージ認証など多くの暗号システムの部品として使われ
ている重要な暗号アルゴリズムである. ハッシュ関数の安全性の要件は, 一方向性, 第二原像計
算困難性, 衝突困難性, そして, 本論文で扱う IFRO安全性がある. 諸概念を定義した後, 主に
IFRO安全性と関連した既存の研究成果を紹介する.
2.1 はじめに
暗号学的なハッシュ関数は一方向性, 第二原像計算困難性, 衝突困難性の安全性を備えた関
数で, 多くの暗号システムの部品として使われる.
ランダムオラクル (RO) 証明法は, 暗号アルゴリズム C に暗号学的なハッシュ関数 HP を用
いた暗号システム CHP の安全性を証明する方法である. ROは初出のクエリに対して出力をラ
ンダムに選んだ値を返し, 繰り返し行われたクエリに対しては過去に出力した値と同じ値を返
す理想的なハッシュ関数である. そして, RO 証明法は RO を用いた暗号システム CRO の安
全性を証明することで, CHP の安全性を保証する証明法である [7].
しかし, RO を用いた暗号システム CRO は安全だが, 一方向性, 第二原像計算困難性, 衝突
困難性を満たすハッシュ関数 HP を用いた暗号システム CHP は安全では無い暗号アルゴリズム
C が存在する [21]. すなわち, 一方向性, 第二原像計算困難性, 衝突困難性はRO から HP への
置き換えを保証しない.
Indierentiability の理論 [40] は, 2 つの暗号部品 V と U に対して, \U is indierentiable
from V" が成り立りたつならば V から U への置き換えを保証した理論である. そして,
V = RO, U = HP としたハッシュ関数 HP に対する安全性である IFRO (Indierentiable
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from RO)の安全性を考えることで, ROから HP への置き換えが保証できる. すなわち, 任意
の暗号アルゴリズム C に対して, HP が IFRO安全かつ CRO が安全ならば CHP も安全となる.
しかし, IFRO 安全性はシングルステージゲームの安全性をカバーするものの, マルチス
テージゲームの安全性をカバーしないことが示されている [51]. シングルステージの安全性は
1人の攻撃者に対して安全性を評価するゲームで定義された安全性で, マルチステージの安全
性は複数の攻撃者に対して安全性を評価するゲームの安全性で, 考えている安全性 (ここでは,
G と書くことにする)がシングルステージで定義されるならば, 任意の暗号アルゴリズム C に
対して, CRO の G 安全性は IFRO安全な HP を用いた CHP に対しても成り立つが, CRO は G
安全性で CHP ではないマルチステージで定義される G と C が存在する.
そして, IFRO安全性の代替案として, 任意の安全性をカバーする Reset Indierentiability
を用いた安全性が提案されている [51]. Reset Indierentiability では, RIFRO (reset indif-
ferentiable from RO)の安全性を考えることで, 任意の G と任意の C に対して, CRO が G 安
全ならば RIFRO安全な HP を用いた CHP も G 安全となることを保障する. しかし, 多くの重
要なハッシュ関数に取り入れられているワンパスな構造に対して, ワンパスな構造を持つ任意
の HP は RIFRO安全性を満たさないことが示されるなど, これまで RIFRO安全な HP の存
在は知られていないのが現状である [51].
本章では, 暗号学的なハッシュ関数を説明した後, Indierentiability, IFRO安全性とその関
連研究, そして, Reset Indierentiabilityとその関連研究を説明して, 最後に, IFRO安全性に
関する研究課題を述べる.
2.2 暗号学的なハッシュ関数
2.2.1 定義
暗号学的なハッシュ関数は, 任意長の値を受け取り, 固定長の値を出力する関数である. ハッ
シュ関数を以下の記号で書く.
 H : f0; 1g ! f0; 1gn
2.2.2 安全性
ハッシュ関数の定義は以下の 3つである.
 一方向性: ハッシュ関数の出力値 z が与えられたとき, H(m) = z となることなるmを
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見つけることが困難.
 第二原像計算困難性: mが与えられたとき, H(m) = H(m0)となることなるmとは異
なる値m0 を見つけることが困難.
 衝突困難性: H(m) = H(m0)となることなる 2つの値m;m0 を見つけることが困難.
ここで, \困難"とは H の総当たり攻撃の計算量より小さい計算量で上記の性質を破る攻撃
が存在しないことである. また, 性質 X を破る攻撃が存在しないことは, X を破る攻撃者が存
在しないことである. 以下, 計算量と攻撃者の 2つの概念を入れて一方向性, 第二原像計算困
難性, 衝突困難性を定義する.
定義 1 (一方向性) ハッシュ関数 H が一方向性を満たすとは, 任意の z 2 f0; 1gn が与えられ
た時, z = H(m)となるmを 2n より小さい計算量で見つける攻撃者が存在しないことである.
定義 2 (第二原像計算困難性) ハッシュ関数 H が第二原像計算困難性を満たすとは, 任意の
m 2 f0; 1g が与えられた時, m 6= m0 かつ H(m) = H(m0)となる m0 を 2n より小さい計算
量で見つける攻撃者が存在しないことである.
定義 3 (衝突困難性) ハッシュ関数 H が衝突困難性を満たすとは, m 6= m0 かつ H(m) =
H(m0)となるm;m0 を 2n=2 より小さい計算量で見つける攻撃者が存在しないことである.
備考 1 誕生日解析により,任意のハッシュ関数H に対して, 2n=2の計算量をかけるとm 6= m0
かつ H(m) = H(m0)となるm;m0 を見つけることができるため, 衝突困難性の総当たり攻撃
の計算量は 2n ではなく 2n=2 である. 詳しくは付録を参照されたい.
2.2.3 ハッシュ関数の設計
次に, H の具体的な構成法について説明する. ハッシュ関数 H は定義域拡張構造 Hとプリ
ミティブ Pから構成される.
 プリミティブ Pは入出力長が固定の関数である.
 定義域拡張構造 Hはプリミティブ Pを用いて任意長の入力を固定長の値に圧縮する構
造である.
Hに Pを組み込んだハッシュ関数を HP と書くことにして, 以降の説明では, ハッシュ関数を
H の代わりに HP と書くことにする.
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図.2.1 Merkle-Damgard構造
ここで, 定義域拡張構造の例として, SHA-256 や SHA-512 [46] などで採用されている
Merkle-Damgard (MD) 構造 [25, 41], SHA-512/224や SHA-512/256 [46]で採用されている
Chop Merkle-Damgard (ChopMD) 構造 [24], SHA-3ハッシュ関数族 [45]に採用されている
Sponge構造を説明する [11].
MD構造 [25, 41]
MD構造はプリミティブとして入力長が n + r bit, 出力長が nの圧縮関数 hを用いて任意
長の入力 mを n bitの固定長 z に圧縮する構造である. MDh(m) (または z)の計算方法は以
下の通りである.
 入力: m 2 f0; 1g
 出力: z 2 f0; 1gn
 以下の手続きにより z を計算する. この手続きでは, 単射関数 pad : f0; 1g !
(f0; 1gr) と n bitの固定値 IV を用いる.
1. m  pad(m).
2. (m1; : : : ;mj) div(r;m).
3. s0  IV .
4. for i = 1; : : : ; j do si  h(si 1;mi).
5. z  sj .
図 2.1はMD構造の Step 3-5の図である.
MD構造は, padが sux-freeを満たす関数で hが衝突困難性を満たすならば, MDh も衝突
困難性を満たすことが証明されている [25, 41]. よって, 小さい関数 hを衝突困難性を満たす
ように設計すれば, MD構造を用いることで衝突困難性を満たすハッシュ関数が得られる. こ
こで, sux-free な単射関数を sux-free 関数と呼ぶことにする. sux-free の定義は以下の
{ 12 {
hIV
m1
h
m2
h
mj
s bit
n-s bit z
図.2.2 ChopMD構造
通りである.
定義 4 pad : f0; 1g ! (f0; 1g)n が sux-free とは, m 6= m0 となる任意の m;m0 に対し
て, pad(m) が pad(m0) の接尾辞とならないことである. すなわち, pad が sux-free ならば
pad(m0) = wkpad(m)となる値 wが存在しない.
sux-freeな単射関数 padを用いたMD構造は strengthened MD構造と呼ばれており, 以下,
SMD構造と呼ぶことにする.
sux-free 関数の例として, m の後ろに 1 をパディングし, その後ろに 0 のビット列をパ
ディングし, その後ろに m のビット長を 64 bit で表したビット列 hmi をパディングする
pad(m) := mk1k0jkhmiとする関数がある. ここで, j は, 0以上でかつ pad(m)の値が rの倍
数となる最少の値である. また, hmiの例として, m = 010の場合, hmi = 0    011となる. 具
体的なMD構造の安全性の定理は以下の通りである.
定理 2.1 hが衝突困難性を満たすならば SMDh も衝突困難性を満たす.
この証明は付録を参照されたい.
備考 2 MD 構造は理想的なハッシュ関数である RO との置き換えを考慮に入れて設計され
ていない. 一方で, RO との置き換えを考慮に入れて設計された構造として, ChopMD構造と
Sponge構造がある. 以下, ChopMD構造と Sponge構造を説明する. ROとの置き換えについ
ては次章で説明する.
ChopMD構造 [24]
ChopMD構造は, n bitの入力 xのうち最上位の s bitを切り捨てて残りの n  s bitを出力
する chops 関数をMD構造の出力に追加した構造で, ChopMDh(m) := chops(MDh(m))と定
義される. 図 2.2は ChopMD構造の pad関数を除いた図である.
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図.2.3 Sponge構造
Sponge構造 [11]
Sponge構造はプリミティブとして r + c bitの置換 P を用いた構造である [11]. Sponge構
造は出力長が可変長となっている構造で, 入力値としてメッセージmと出力長 nを受け取り,
n bitの値を出力する構造である. 具体的な仕様は以下の通りである.
 入力: m 2 f0; 1g, 整数 n
 出力: z 2 f0; 1gn
 以下の手続きにより出力値 z を計算する. この手続きでは, 出力値の最後の r bitが 0r
ではない単射関数 pad : f0; 1g ! (f0; 1gr) と r bit の固定値 IV1 と c bit の固定値
IV2 を用いる.
1. m  pad(m).
2. (m1; : : : ;mj) div(r;m).
3. s IV1kIV2.
4. for i = 1; : : : ; j do s P (s (mik0c))
5. z1  s[1; r]; l dn=re
6. for i = 2; : : : ; l do s P (s); zi  s[1; r]
7. z  (z1k    kzdn=re)[1; n]
図 2.3は Sponge構造の pad関数を除いた図である.
2.3 ランダムオラクル (RO) 証明法
RO 証明法は暗号アルゴリズム C にハッシュ関数 HP を用いた暗号システム CHP の安全性
を理想的なハッシュ関数 RO を用いた CRO で証明するというものである. この証明法の考え
方は，暗号アルゴリズム C に構造的な欠陥があるなら，暗号システムを構成する部品である
{ 14 {
HP を RO に置き換えたとしてもその欠陥は見つかるであろうから，CRO の安全性証明をつ
けよう，というものである．
ここではRO と CRO の安全性を定義するが, まずは \安全性"を定義する.
定義 5 いかなる攻撃者 A も CHP の安全性を破ることができないとき CHP は安全であると
いう.
ここで, 暗号システム CHP の想定する使い方によって, CHP の安全性の定義が変わってくる.
安全性の定義は安全性ゲーム G で定義されて, G は CHP を破ろうとする攻撃者 Aの動作環境
と攻撃成功の条件を規定する. そして, G を用いて CHP の安全性を次のように定義する.
定義 6 CHP に対する安全性ゲームとして G を考えて, G の環境で動作する任意の Aが G で規
定された攻撃成功の条件を無視できる確率を除いて満たすことができなければ, CHP は G-安全
であるという.
次に, RO を定義する.
定義 7 Lを空集合とする. そして, RO へのクエリmに対して, n bitの出力を以下のように
定義する.
 If 9(m; z) 2 L then
{ z を出力する.
 Else
{ z
$   f0; 1gn.
{ (m; z)をハッシュリスト Lに記録する.
{ z を出力する.

最後に, RO 証明法を定義する.
定義 8 CHP の G 安全性をRO 証明法で証明する場合, C にRO を用いた CRO の G 安全性を
考えて, 安全性ゲーム G では, 攻撃者 Aや C など安全性ゲームに登場する全てのパーティーは
RO にアクセスすることのみで関数値を知ることができるモデルを考える. このモデルをラン
ダムオラクル (RO) モデルと呼ぶ. そして, いかなる攻撃者 Aも CRO の G 安全性を破ること
ができないことを証明する.
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図.2.4 MACアルゴリズムを用いたプロトコル
2.4 ROを用いたMACの安全性
ここでは, RO 証明法の例として, メッセージ認証アルゴリズム (Message Authentication
Code (MAC)) にハッシュ関数を用いた暗号システムの安全性を RO 証明法を用いて証明す
る. 具体的には, C として Secret Prex MACを, G として Unforgeabilityを考えて, Secret
Prex MACがRO モデルで Unforgeabilityの安全性を満たすことを証明する.
まずは, MACアルゴリズムの定義を説明する. 以下, MACアルゴリズムを \アルゴリズム"
を省略してMACと呼ぶことにする. MACは共通鍵暗号アルゴリズムの 1つで, 以下の 2つ
のアルゴリズムから構成される. ここで, 鍵サイズを k bitとする.
 鍵生成アルゴリズム KGen: 鍵 K を f0; 1gk からランダムに選んで, K を返す.
K  KGenと書くことにする.
 タグ生成アルゴリズム F : 鍵K を用いてメッセージmに対して, タグ tag を生成する.
tag  FK(m)と書くことにする.
図 2.4 のように, MAC を用いると, メッセージ m に対して, タグ生成アルゴリズムを用いて
tag を生成し, 秘密鍵 K を知っている人は (m; tag)のペアからタグ生成アルゴリズムを動か
して mのタグ tag を生成し, tag = tag となっていることを確認することで mの正しさを
確認することができる.
MACの安全性である Unforgeabilityのゲームを定義する. Unforgeabilityのゲームは, 秘
密鍵 K を知らない人は正しいメッセージとタグのペアを生成できないことを規定したゲーム
である. 具体的な Unforgeabilityのゲームを以下に定義する.
 K  KGen.
 攻撃者 Aは FK にメッセージmを質問し, それに対応するタグ tag を得ることができ
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る. ここで, FK をMACオラクル, MACオラクルへのクエリをMACクエリと呼ぶこ
とにする.
 Aはメッセージとタグのペア (m; tag)を出力する
 Aがm を FK に問い合わせておらずかつ tag = FK(m)ならば Aの勝ちとする.
次に, Secret Prex MACを定義する. ハッシュ関数 HP を用いた Secret Prex MACのタ
グ生成アルゴリズムは FK(m) := HP(Kkm)である.
最後に, ハッシュ関数 HP を用いた Secret Prex MAC の Unforgeability の安全性を RO
証明法を用いて証明する.
定理 2.2 任意の攻撃者がRO モデルで Secret Prex MACの Unforgeabilityを破る確率は,
AのMACクエリの回数の上限値を q とすると, maxfq=2k; 1=2ngである.
証明. Aを Unforgeabilityのゲームに沿って動作する任意の攻撃者とする. そして, m; tag
を Aが出力するメッセージとタグとする.
Unforgeability のゲームの条件から, MAC クエリの中に m は含まないため, tag =
RO(Kkm)となるケースは以下の 2つのケースのいずれかである.
 ケース 1: AがK を知っていてRO にKkm を問い合わせて tag を入手するケース.
 ケース 2: 偶然 tag = RO(Kkm)となる (m; tag)を出力するケース.
ケース 1の場合, K は f0; 1gk からランダムに選ばれて Aに対して秘密となっているため,
K を入手するためには, K を推定してMACクエリで推定した K の正しさを確認しなければ
ならない. q 回のMACクエリで, q 回 K の正しさを確認することができるため, K を推定し
て当てることができる確率は q=2k 以下となる.
ケース 2の場合, ROは出力がランダムに選ばれるため, 偶然 tag = RO(Kkm)となる確
率は 1=2n となる.
以上より, 任意の攻撃者が RO モデルで Secret Prex MACの Unforgeabilityを破る確率
はmaxfq=2k; 1=2ngとなる.

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図.2.5 SMDh(Kkm1)の計算図
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図.2.6 SMDh(Kkm1km2)の計算図
2.5 MD構造の否定的な結果
2.4章では Secret Prex MACの Unforgeabilityの安全性を RO モデルで証明した. 本章
では, MD構造に任意の圧縮関数 hを組み込んだハッシュ関数 MDh を考えて, Secret Prex
MACにMDh を組み込んだ時に Unforgeabilityの安全性を満たさないことを示す. すなわち,
RO 証明法で示された暗号アルゴリズムに MD構造を用いたハッシュ関数を用いるは正しく
ないことが分かる. 以下の証明では, MD構造の 1つのケースである SMD構造について議論
する. そして, sux-free関数 padとして pad(m) := mk1k0jkhmiを用いた SMD構造を扱う.
定理 2.3 (メッセージ長拡張攻撃) r  65 とする. jKj = r, h を任意の圧縮関数として,
FK(m) = SMDh(Kkm) とする. FK に対して, Unforgeability を確率 1 で破る攻撃者 A が
存在する. ここで, SMD構造の pad関数を sux-free関数である pad(m) := mk1k0jkhmiと
する.
証明. Aを以下に構成する.
 r bitのメッセージm1 を生成して, m1 をMACクエリして, タグ tag1 を得る. ここで,
tag1 = SMD
h(Kkm1)である. 図 2.5はMDh(Kkm1)の内部の計算図である.
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 m2 := 1k0r 65khKkm1iとする. hKkm1iは Kkm1 のビット長を知っていれば求まる
ことに注意されたい. また, m2 はMDh(Kkm1)の計算で出てくる pad(Kkm1)で扱う
パディングされる値で, pad(Kkm1) = Kkm1km2 となっている.
 tag  h(tag; 1k0r 65khKkm1km2i) を計算する. ここで, 1k0r 65khKkm1km2i は
MDh(Kkm1km2) の計算で出てくる pad(Kkm1km2) で扱うパディングされる値で,
pad(Kkm1) = Kkm1km2k1k0r 65khKkm1km2iとなっている.
 m := m1km2 として, メッセージとタグのペア (m; tag) を出力する. 図 2.6 は
SMDh(Kkm)の内部の計算図である.
以上より, 確率 1で tag = SMDh(Kkm)となるため上記の定理が証明できた.

上記の攻撃はメッセージ長拡張攻撃と呼ばれる攻撃法で, MD構造の hを繰り返す構造を利用
して, SMDh(m) の z を知っていれば m を知らずに SMDh(mkm0) の出力値を計算できるこ
とを利用した攻撃法である. mからmkm0 にメッセージ長を拡張した攻撃法なので, メッセー
ジ長拡張攻撃と呼ばれている.
2.6 IFRO安全性
2.5章では, RO を用いて安全性証明がされた暗号アルゴリズム C のハッシュ関数にMD構
造を持つハッシュ関数を用いることは正しくないことを示した. 本章では, RO をハッシュ関
数 HP で置き換えることを保証するハッシュ関数の (必要十分)条件である IFRO安全性を説
明する.
2.6.1 Indierentiabilityの理論
IFRO安全性はMaurerらによって提案された Indierentiability理論を用いた安全性であ
る [40]. まず, Indierentiabilityを説明する.
Indierentiabilityを用いると, 安全性ゲーム G, 暗号アルゴリズム C, 2つの暗号部品 U ;V
に対して, CU の G-安全性から CV の G-安全性を保障することができる.
Indierentiability では, 攻撃者がアクセスする暗号部品のインターフェースとそれ以外の
パーティーがアクセスする暗号部品のインターフェースを分けて考える. まず, 暗号部品のイ
ンターフェースの記号として, U が攻撃者に対して公開しているインターフェースを U :adv と
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書くことにする. このインターフェースを adversarial インターフェースと呼ぶ. そして, U
がそれ以外のパーティー, 例えば暗号アルゴリズム, に対して公開しているインターフェース
を U :honと書くことにする. このインターフェースを honestインターフェースと呼ぶ. 暗号
システム CU に対する安全性ゲーム G で, 攻撃者は U :adv にアクセスして, それ以外のパー
ティー, 例えば暗号アルゴリズム C や G のチャレンジャー, は U :honにアクセスする. 以下,
暗号システム CU を考える場合, インターフェースに注目した議論する場合は CU:hon と hon
を明示する. また, V のインターフェースも同様に定義する.
ここで, Indierentiabilityでは, 暗号システム CV の G-安全性から暗号システム CU の G-安
全性を保障することを, CU に対する安全性ゲーム G の任意の攻撃者 Aに対して, CV に対する
安全性ゲーム G の攻撃者 Bが構成できることと定義する. そして, このことが示せると, CV に
対する G の攻撃者 B が存在しないならば, CU に対する G の攻撃者 Aも存在しないことが保
証できるため, CU が G-安全性ならば CU も G-安全性となる.
具体的には, CV が G-安全性ならば CU も G-安全性であることを以下のように定義する.
定義 9 安全性ゲーム G を 1 bitを出すゲームとする. そして, CU に対する G の環境に沿って
動作する攻撃者 Aがゲームに勝つイベントを GCU:hon;AU:adv ) 1と書くことにする.
そして, 安全性ゲーム G で動作する CU に対する任意の攻撃者 Aに対して, 以下の確率の差
が無視できるくらい小さい値で抑えられる CV に対する攻撃者 B が存在するならば, CU の G-
安全性は CV の G-安全性と同じ安全性を担保すると定義して, CU  CV と書くことにする.
Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1]

ここで, Indierentiabilityでは, U ;V に対して, 以下の安全性を考える.
定義 10 1 bitの値を出力する任意の識別者 D に対して, 以下のアドバンテージが無視できる
くらい小さい確率で抑えられるシミュレータ S が存在するならば, \U is indierentiable from
V"と定義して, これを U @ V と書くことにする.
AdvindiU;V;S(D) := Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;S
V:adv ) 1]

上記の定義は, D が 2 つのオラクル (L;R) にアクセスして, (L;R) = (U :hon;U :adv)
のケースと (L;R) = (V:hon; SV:adv) のケースを識別するゲームととらえることもでき
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る. 以降では, L を L オラクル (ライトオラクル) と呼び, R を R オラクル (レフトオラク
ル) と呼ぶことにする. そして, (L;R) = (U :hon;U :adv) のケースを Real World と呼び,
(L;R) = (V:hon; SV:adv)のケースを Ideal Worldと呼ぶことにする.
ここで, U @ V は, (U :hon;U :adv) から得られる任意の情報は, シミュレータ S を介して
(V:hon;V:adv)から得ることができることを保証する. すなわち, 安全性ゲーム G と暗号アル
ゴリズム C を考えて, U を用いた暗号システム CU に対する攻撃者を A, V を用いた暗号シス
テム CV に対する攻撃者を B とすると, U @ V から, Aが (CU:hon;U :adv)から得られる任意
の情報は, B が Aと S の手続きを利用すると (CV:hon;V:adv)から得ることができる. すなわ
ち, 攻撃者が (CU:hon;U :adv)から得られる情報は, 攻撃者が (CV:hon;V:adv)から得られる情
報以上の情報はないことが保証できる. よって, U @ V ならば, 任意の B に対して CU が G-安
全となる場合, 任意の Aに対して CV が G-安全となることが保証できる. 具体的には, 以下の
定理が成り立つ [40, 51]. ここで, 任意の暗号アルゴリズムの集合をC, 任意のシングルステー
ジゲームの集合をGs と書くことにする. シングルステージゲームとは攻撃者の人数が 1人を
想定したゲームのことである.
定理 2.4 U @ V , 8G 2 Gs; 8C 2 C : CU  CV .
具体的には,
8D; 9S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
,
8G 2 Gs; 8C 2 C; 8A; 9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
証明. まず ())を証明する. U @ V を仮定する. すなわち, 無視できるくらい小さい値 に対
して, 以下の式が成り立つ.
8D; 9S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
ここで, 8G 2 Gs; 8C 2 C; 8Aに対して, DL;R := GCL;AR とすると, 以下の式が成り立つ.
Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;AS
V:adv
) 1] < 
そして, BV:adv := ASV:adv とすると, 以下の式が成り立つ.
8A; 9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
以上より, ())が示せた.
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次に (()を示す. 8G 2 Gs; 8C 2 C : CU  CV を仮定する. すなわち, 無視できるくらい小
さい値 に対して, 以下の式が成り立つ.
8G 2 Gs; 8C 2 C; 8A;9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
ここで, G := D, CL := L, AU:adv := U :adv, B := S とすると, 以下の式が成り立つ.
8D; 9S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
以上より, (()が示せた.

備考 3 上記の定理は Indierentiabilityが任意のシングルステージゲームで V から U への置
き換えを保証するものの, マルチステージゲームで V から U への置き換えを保証できないこ
とが知られている [51]. この内容は, 2.7章で議論する.
2.6.2 IFRO安全性の定義
ハッシュ関数の設計に，Indierentiabilityを適用すると，RO からプリミティブ Pを理想
化したハッシュ関数 HP への置き換えを保証する IFRO (Indierentiability from RO) 安全
性を定義することができる. IFRO安全性は, Pを理想化して考えた定義域拡張構造 Hに注目
した安全性なので, IFRO安全性は Hに対する安全性である.
ここで, 暗号システム CHP の安全性ゲームは honestなパーティーである暗号アルゴリズム
C が HP にアクセスして, 攻撃者が P にアクセスするゲームである. よって, Real World で
は (L;R) = (HP;P) となる. また, RO は全てのパーティーがアクセス可能なオラクルなの
で, RO の honestと adversarialインターフェースはともに RO そのものとなる. すなわち,
Ideal Worldでは (L;R) = (RO; SRO)となる. HP と RO の Indierentiabilityを考えた定
義は以下の通りである.
定義 11 (IFRO安全性) 1 bit の値を出力する任意の識別者 D に対して, 以下のアドバン
テージが無視できるくらい小さい確率で抑えられるシミュレータ S が存在するならば, HP は
IFRO安全で (Indierentiable from RO), HP @ RO と書くことにする.
AdvindiHP;RO;S(D) := Pr[DH
P;P ) 1]  Pr[DRO;SRO ) 1]

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そして定理 2.4 によって，以下の系が保証できる．
系 1 HP @ RO , 8G 2 Gs; 8C 2 C : CHP  CRO. 
2.6.2.1 IFRO安全な定義域拡張構造
ここで, IFRO安全性が提案される前に提案された MD構造は, 定理 2.3と系 1を組み合わ
せることで, 任意の hに対して, MDh 6@ ROとなることを示すことができる. 具体的な識別攻
撃法の手順は定理 2.3で示した, メッセージ長拡張攻撃により MDh 6@ RO となることを示す
ことができる.
一方, ChopMD構造や Sponge構造は内部変数の値を一部切り落として, 残りの bitを出力
する構造を持つため, これらの構造にメッセージ長拡張攻撃を適用するためには, 切り落とし
た bit を当てる必要がある. そして, この切り落とした bit は乱数値となっているため, この
bitを当てることは困難となり, ChopMD構造や Sponge構造に対してメッセージ長拡張攻撃
を適用できないことが示せて, IFRO安全性を満たすことを証明することができる.
付録に, IFRO 安全性の証明方法を具体的に説明し, 例として, 簡易版の ChopMD 構造の
IFRO安全性の証明を載せておく.
2.7 Indierentiabilityの否定的な結果
2.6章で IFRO安全性となるハッシュ関数 HP を設計すると, 任意のシングルステージゲー
ムで RO から HP への置き換えができることを説明した. 本章では, 文献 [51]で示された, マ
ルチステージゲームで RO から IFRO 安全な HP への置き換えができないことを説明する.
これは, マルチステージゲームで定義された安全性について, RO 証明法で安全性が証明され
た暗号アルゴリズムに IFRO安全な HP を組み込むのは正しくないことを意味する.
マルチステージゲームの集合をGm と書くことにする. マルチステージゲームとは, ゲーム
で考える攻撃者 Aが複数の攻撃者 (A1; : : : ;Ai)から構成され, 攻撃者間でシェアできるステ
イトが制限されているゲームのことである. そして, 以下のことが成り立つ.
定理 2.5 H を IFRO 安全なハッシュ関数の集合とする. 次のことが成り立つ. 9HP 2
H; 9G 2 Gm; 9C 2 C s.t. CRO は G 安全だが CHP は G 安全ではない.
具体例として, 以下のケースを考える.
 HP = ChopMDh
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 C = ユーザとサーバのチャレンジレスポンスプロトコル CR [51]
 G = マルチステージゲームで定義される CRPゲーム [51]
まず, CRにハッシュ関数 HP : f0; 1g ! f0; 1gn を用いた暗号システム CRHP を定義する.
定義 12 (チャレンジレスポンスプロトコル CRHP) A をユーザ, B をサーバとする. A と B
のチャレンジレスポンスプロトコルを以下に定義する.
1. Aは B に 4n bitのメッセージmを送り, B はmを保存する.
2. A は B が m を記録していることを確認するために, 4n bit の乱数値 cha を選んで B
に送る.
3. B は HP(mkcha)の出力値 z を Aに送る.
4. Aは z = HP(mkcha)となっていることを確認して, 等しければ B は mを記録してい
ると判断する.

次に, CRHP の安全性ゲームである CRPゲームを定義する.
定義 13 (CRPゲーム) ここで, 攻撃者を B1;B2 として, B1 から B2 に引き継げるステイト
(または値)のサイズは 2n bit以下とする.
1. チャレンジャーは B1 に 4n bitの乱数値mを送る.
2. B1 は 2n bit以下の値 stを出力する.
3. B2 は stを受け取る.
4. チャレンジャーは 4n bitの乱数値 chaを選んで B2 に送る.
5. z をチャレンジャーに送る.
6. チャレンジャーは z と HP(mkcha)を比較して, 等しければ攻撃者の勝ちとする.

次に, CRが RO モデルで CRP-安全で, IFRO安全なハッシュ関数を用いた時に CRP-安全
でないことを示す.
補題 1 CRRO は CRP-安全である. 
証明. CRRO に対して CRP ゲームの攻撃者 (B1;B2) の戦略は以下の 2 つに分けることがで
きる.
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 B2 が mを復元して z = RO(mkcha)となる z を出力するケース: stの長さは 2n bit
なので, B1 から B2 に渡せる m の bit 長は 2n bit 以下である. そして, B2 は残りの
2n bitを当てる必要があるため, mは乱数なので, B2 が残りの 2n bitを当てる確率は
1=22n である.
 それ以外のケース: このケースは B2 が RO(mkcha)の n bitの出力値を推定するケー
スで, 推定が当たる確率は 1=2n である.
以上より, 攻撃者がいかなる戦略をとても, 攻撃者が勝つ確率は無視できるくらい小さいので
CRRO は CRP安全である.

補題 2 h : f0; 1g6n ! f0; 1g2n をランダムオラクル圧縮関数として, ChopMD構造に hを組
み込んだ IFRO 安全なハッシュ関数 ChopMDh を考える. ここで, chops は 2n bit のうち半
分の n bitを切り落として, 残りの n bitを出力する構造を考える. この場合, CRChopMDh は
CRP-安全はない. 
証明. ここで説明を簡単にするために, pad関数を取り除いた ChopMDh を説明する. すなわ
ち, ChopMDh(mkcha) = chopn(h(h(IV;m); cha) となる. そして, このケースで CRP ゲー
ムに確率 1で勝つことができる攻撃者が存在することを示す.
 B1 の手続き
1. 4n bitの値mを受け取る.
2. st h(IV;m)を計算する.
3. stを出力する.
 B2 の手続き
1. stと 4n bitの値 chaを受け取る.
2. z  chopn(h(st; cha))を計算する.
3. z を出力する.
以上の手続きを事項することにより, 確率 1で z = ChopMDh(mkcha)となり, CRChopMDh は
CRP-安全はないとはならないことが示せた.

上記の定理は ChopMDhの中間値 h(IV;m)を知っていればmを知らずに ChopMD(mkm0)
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を計算することができる性質を利用した攻撃である. この性質は ChopMDh 以外にも Sponge
もこのような性質を持つ. そして, この性質を持つハッシュ関数はワンパスハッシュ関数と呼
ばれている. 以下にワンパスハッシュ関数を具体的に定義する.
定義 14 (ワンパスハッシュ関数) ある全単射関数 f と任意のmに対して, jmj = jm1j+ jm2j,
(m1;m2) = f(m)で HP(m) = HP2 (HP1 (m1)km2)と書ける HP1 ;HP2 が存在する HP をワンパス
ハッシュ関数と呼ぶ.
そして, ChopMDh と同様の攻撃がワンパスハッシュ関数に適用できるため, 以下の補題が
成り立つ.
補題 3 HP を任意のワンパスハッシュ関数とする. この場合, CRHP は CRP安全ではない.
2.8 Reset Indierentiability
2.7章では, RO を用いてシングルステージゲームの安全性について証明がされた暗号アル
ゴリズム C のハッシュ関数に IFRO安全性を満たすハッシュ関数を用いることは正しくない
ことを示した. 本章では, マルチステージゲームを含む任意の安全性ゲームでの置き換えを保
証した Reset Indierentiabilityを説明する [51].
2.8.1 Reset Indierentiability理論
Reset Indierentiabilityは, 安全性ゲーム G, 暗号アルゴリズム C, 2つの部品システム U ;V
に対して, CU の G-安全性から CV の G-安全性を保証する理論である [51].
Indierentiability では, 定理 2.4 で示したように, 任意の D が Real World (L;R) =
(U :hon;U :adv) と Ideal World (L;R) = (V:hon; SV:adv) を識別できないステイトフルなシ
ミュレータ S が存在すると, 任意のシングルステージゲーム Gs と任意の暗号アルゴリズム C,
Gs ゲームの任意の攻撃者 Aが得られる (U :hon;U :adv)に関する情報は, \BR := ASR"とす
ることで (V:hon;V:adv)から同じ情報を得ることができる B を構成できて, 結果, CU が Gs-
安全性ならば CV も G-安全性となる.
一方で, この議論で出てくる \BR := ASR"をマルチステージゲーム Gm に適用すると, CU
に対する攻撃者を A = (A1; : : : ;Ai)とした場合, (ASR1 ; : : : ;AS
R
i )となる. ここで, マルチス
テージゲームは攻撃者間でシェアできるステイトの条件が制限されていることに注意すると,
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(ASR1 ; : : : ;AS
R
i ) は S のステイトをシェアする攻撃者となり, CV に対する攻撃者として定義
することができない.
そこで, Reset Indierentiability では, ステイトレスなシミュレータを考えることで,
(ASR1 ; : : : ;AS
R
i )の S によるステイトの問題を解決した. S がステイトレスなシミュレータな
ので, (ASR1 ; : : : ;AS
R
i ) を CV に対する攻撃者 B と定義できるため, 定理 2.4 の証明がマルチ
ステージゲームでもワークするようになる. ここで, Reset Indierentiabilityでは, 具体的に,
U ;V に対して, 以下の安全性を考える.
定義 15 1 bitの値を出力する任意の識別者 D に対して, 以下のアドバンテージが無視できる
くらい小さい確率で抑えられるステイトレスなシミュレータ S が存在するならば, \U is reset
indierentiable from V"と定義して, これを U @r V と書くことにする.
AdvrindiU;V;S(D) := Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;S
V:adv ) 1]

そして, 以下の定理が成り立つ. ここで, Gm をマルチステージゲームの集合とする.
定理 2.6 U @r V , 8G 2 Gs [Gm; 8C 2 C : CU  CV .
具体的には,
8D; 9 (stateless) S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
,
8G 2 Gs [Gm; 8C 2 C; 8A;9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
証明. まず ())を証明する. U @ V を仮定する. すなわち, 無視できるくらい小さい値 に対
して, 以下の式が成り立つ.
8D; 9S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
そして, 8G 2 Gs [Gm; 8C 2 C; 8Aに対して, D := GCL;AR とすると, 以下の式が成り立
つ. ここで, Aの j ステージ目の攻撃者をAj として, Bの j ステージ目の攻撃者を Bj として,
AR = (AR1 ; : : : ;ARi ), BR = (BR1 ; : : : ;BRi )とする.
Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;AS
V:adv
) 1] < 
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そして, Sはステイトレスなので, マルチステージゲームのステイトの条件によらず各ステー
ジの攻撃者 Bj の手続きとして組み込むことができるため, BV:adv := (ASV:adv1 ; : : : ;AS
V:adv
i )
とすることができて, そして以下の式が成り立つ.
8A; 9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
以上より, ())が示せた.
次に (()を示す. 8G 2 Gs [Gm; 8C 2 C : CU  CV を仮定する. すなわち, 無視できるく
らい小さい値 に対して, 以下の式が成り立つと仮定する.
8G 2 Gs [Gm; 8C 2 C; 8A; 9B s.t. Pr[GCU:hon;AU:adv ) 1]  Pr[GCV:hon;BV:adv ) 1] < 
ここで, G := D, CL := L, AU:adv := U :adv, B := S とすると, 以下の式が成り立つ.
8D; 9S : Pr[DU:hon;U:adv ) 1]  Pr[DV:hon;SV:adv ) 1] < 
以上より, (()が示せた.

備考 4 定理 2.6から HP @r RO (Reset Indierentiable from RO (RIFRO)安全性) となる
ハッシュ関数 HP が構成できれば, 任意のマルチステージゲームで RO から HP への置き換え
を保証できる. 一方で, 補題 3と定理 2.6から, 任意のワンパスハッシュ関数 HP は RIFRO安
全性を満たさない. また, ワンパスハッシュ関数以外のハッシュ関数に対して, 補題 3 相当の
結果は知られていないものの, 今のところ HP @r RO となる HP は見つかっていない.
2.9 IFRO安全性に関する研究課題
本章では IFRO安全性に関する解決すべき問題について述べる.
2.9.1 研究課題 1
2.5章で, G としてシングルステージで定義される安全性ゲームである Unforgeabilityを考
えて, C として Secret Prex MACを考えた場合, MD構造を用いたハッシュ関数 MDh に対
して CRO は G 安全であるが CMDh は G 安全ではないことを示した.
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一方, この例は全てのシングルステージゲームである Gs に対して成り立つとは限らない. ま
た, MD構造は重要なハッシュ関数である SHA-256や SHA-512に採用されているため, 以下
の課題は重要な研究課題である.
 CRO が G 安全のときに CMDh が G 安全となる G 2 Gs; C 2 C を見つける. 特に, G
として重要な安全性ゲームである, 公開鍵暗号の安全性 IND-CCA やデジタル署名の
安全性 EUF-CMAを扱い, そして, C として, 実用的な公開鍵暗号アルゴリズムである
OAEP暗号や RSA-KEM, 実用的なデジタル署名である FDH署名に対して, 上記のこ
とを示すことは重要である.
本研究では上記の研究課題を 3章で議論する.
2.9.2 研究課題 2
2.7 章で, 安全性ゲームとして CRP, 暗号アルゴリズムとして CR を考えた場合, 任意の
IFRO 安全なワンパスハッシュ関数 HP に対して CRO は G 安全であるが CHP は G 安全では
ないことを示した.
一方, この例は全てのマルチステージゲームで成り立つとは限らず, CRP以外の安全性ゲー
ム G と CRO が G 安全な CR 以外の暗号アルゴリズム C に対して, CHP も同様に G 安全と
なる可能性がある. HP として, Sponge 構造と ChopMD 構造は SHA-3 ハッシュ関数族と
SHA-512/224と SHA-512/256にそれぞれ採用されているため, これらの構造をもつハッシュ
関数を考えることは特に重要であるため, 以下の課題は重要な研究課題である.
 CRO が G 安全のときに CHP が G 安全となる G 2 Gm; C 2 Cを見つける. 特に, G とし
て重要な安全性ゲームである, 検索可能暗号やヘッジ暗号の安全性ゲームである CDA
ゲームを考えて, そして, C として, 実用的な公開鍵暗号アルゴリズムである REwHに
対して, 上記のことを示すことは重要である.
本研究では上記の研究課題を 4章で議論する.
2.9.3 研究課題 3
ハッシュ関数に求められる実装に関する要件として，ハッシュ関数は高速に計算できること
が求められるため, 上記の 2つの研究課題に加えて, IFROハッシュ関数の実装性能を改良す
ることも重要である. 特に Sponge構造は重要なハッシュ関数である SHA-3の構造に採用さ
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れており, Spongeの高速化は特に重要である. 本研究では 5章で Sponge構造の高速化を議論
する.
2.9.4 研究課題 4
また, 速度に加えてハッシュ関数に求められる実装に関する要件として, ハッシュ関数のプ
ログラムサイズや回路サイズは小さいことが好ましい. プログラムサイズや回路サイズを小さ
くすることができる定義域拡張構造として，ブロック暗号（例えば，AES）をプリミティブと
する倍ブロック長定構造がある [20, 42, 34, 37, 47, 38, 39]. ブロック暗号とハッシュ関数を
両方実装する場合，ブロック暗号を共通化して使うことができるなら，実装サイズを小さくす
ることができる．これまで, IFRO安全性より弱い安全性である衝突困難性を満たす倍ブロッ
ク長構造 [34, 37, 47] は提案されているものの, IFRO安全な倍ブロック長構造は提案されて
いない. 本研究では 6章で IFRO安全な倍ブロック長構造の設計について議論する.
2.9.5 研究課題 5
これまでの議論では, 定義域拡張構造 Hの構成法について議論してきた. 一方で, ハッシュ
関数を構成する場合は Pの設計も必要である. IFRO安全なハッシュ関数 HP のプリミティブ
Pは, 例えば, 圧縮関数の場合はランダムオラクル圧縮関数, 置換の場合はランダム置換で理想
化されているため, HP を実装するうえで理想化された部品の代わりに用いる関数の設計も重
要なテーマである.
理想的な部品の代わりとして用いる関数が満たすべき性質として現在有力となっているの
が, Known-Key Distinguisherに対する安全性である [36]. これは, 理想的な部品 Pの出力値
には無視できる確率を除いて起こらない事象は設計した部品 P0 でも無視できる確率を除いて
起こらないことを考慮に入れた安全性である. この事象の例として, Pは多くのビットが 0と
なっている値を出力しない性質を持つこと, Pの出力は無視できる確率を除いて衝突が起きな
いなどが挙げられる.
一方で, 設計した P0 が Known-Key Distinguisherに対する安全性を担保していることを証
明する方法は今のところ知られておらず, 現状は, 既存の攻撃法を P0 に適用して, 適用できな
ければ P0 は安全であると結論付けている. ここで, 最も強力な攻撃法の 1 つに差分攻撃があ
り [14, 15, 22, 58, 59, 61, 62, 60], P0 の設計手法を確立するうえで差分攻撃の限界点を見極め
ることは重要な研究課題である. 本研究では 7章で SHA-0, SHA-1に対する差分攻撃の改良
方法について議論する.
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第 3章
Merkle-Damgard構造の救済
3.1 はじめに
RO 証明法（ランダムオラクル証明法）は暗号アルゴリズム C にハッシュ関数 HP を用い
た暗号システム CHP の G-安全性を保証する最も重要な証明技法である [7]．暗号システム CHP
の G-安全性を証明する場合，ハッシュ関数 HP を理想化したRO（ランダムオラクル）を用い
る暗号システム CRO の G-安全性を証明する．
これまで, この証明法を用いて多くの重要な暗号アルゴリズム (例えば, OAEP 暗号 [8],
OAEP 暗号の改良方式 [19, 48, 49, 1], RSA-KEM [52]) の安全性が証明されている [7].
これらを暗号システムとして実装する際に, SHA-256 や SHA-512 といった FIPS で標
準化されているハッシュ関数が最も用いられる [46]. これらのハッシュ関数は Merkle-
Damgard (MD)構造 [25, 41]を用いて構成されたハッシュ関数である. MD構造は圧縮関数
h : f0; 1gr+n ! f0; 1gn を繰り返す構造をもち, MDh(m)の値は, 入力値mに対して, パディ
ング関数 padを用いて mから r bitの倍数となる値 m を生成して, m を r bitごとに分割
した値をm1; : : : ;mi として, MDh(m) := h(h(  h(IV;m1);    );mi)とする.
しかし, CRO は安全であるが CMDh は安全ではない暗号アルゴリズム C が知られており,
MD 構造を用いたハッシュ関数は RO からの置き換えを保証できない. 具体例として, ハッ
シュ関数を HP として秘密鍵 K, メッセージ mに対して, Mタグを HP(Kkm)の出力値とす
るメッセージ認証アルゴリズム Secret-Prex MACが知られている. HP = MDh の場合, MD
構造の h を繰り返す構造により, メッセージ m に対するタグ tag = MDh(Kkm) から m の
後ろに値m を付加した新たなメッセージmkm に対するタグ tag を K を知らずに tag と
m から hを計算することで得ることができてタグの偽造ができるが, HP = RO の場合, RO
は一枚岩のランダム関数なのでこのような攻撃は適用できず, Secret Prex MAC は RO モ
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デルで安全性が証明できる. この攻撃法はメッセージ長を伸ばす攻撃法なのでメッセージ長拡
張攻撃と呼ばれている.
このように, MD構造を用いたハッシュ関数は Secret Prex MACの結果により, RO から
の置き換えを保証できない. この問題に対して, Coronらは, Maurerらの Indierentiability
の枠組み [40] を用いて RO からの置き換えを保証できるハッシュ関数の安全性である
Indierentiability from a RO (IFRO)の安全性を考えて, ChopMD構造など IFRO安全とな
る構造をいくつか提案した [24]. そして, IFRO安全性が提案されて以降, 多くのハッシュ関数
がこの安全性を満たすように設計されている.
MD構造に関する研究課題Secret Prex MACの例によって, MD構造を持つハッシュ関数は
RO として使うことはできないが, MD構造は FIPSの標準ハッシュ関数である SHA-256や
SHA-512に採用されており, これからも多くの暗号システムで MD構造を用いたハッシュ関
数が用いられる. そして, RO モデルで安全性証明がつけられた OAEP暗号やその改良方式,
RSA-KEM, FDH署名など実用的な暗号アルゴリズムに MD構造を用いたハッシュ関数を用
いても Secret Prex MACと同様の結果が成り立つとは限らない. すなわち, 以下のことを示
すことは重要な課題である.
 OAEP 暗号やその改良方式, RSA-KEM, FDH 署名など実用的な暗号アルゴリズム
C に MD 構造を持つハッシュ関数 MDh を組み込んだ CMDh が安全か否かを明らかに
する.
そして, これらの暗号システムは今後多く実装されることが予想されるため, CMDh は安全とな
ることが望ましい.
3.1.1 成果.
本研究では, RO を組み込んだ時に安全な FDH 署名 [7], OAEP 暗号 [8], OAEP 暗号の
改良方式 (例えば, SAEP 暗号 [19], 3R-OAEP 暗号 [48, 49], OAEP-4X 暗号 [1])), RSA-
KEM [52]がMD構造を持つハッシュ関数MDh を用いた暗号システムが安全であることを示
す. ここで, hをランダムオラクル圧縮関数とする.
3.1.1.1 WRO 証明法
まず, これらの暗号システムの安全性を証明する方法論である WRO 証明法を提案する.
MDh は RO からの置き換えができないため, この方法論では, MDh への置き換えができるよ
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うに RO を弱めたWeakened RO (WRO)を考えて, WRO から MDh への置き換えを考え
る. 具体的な, WRO 証明法の証明手順は以下の通りである.
1. MDh と RO の差はメッセージ拡張攻撃の適用可否なので, まず, メッセージ長拡張攻
撃が適用できるようにWRO を定義する.
2. そして, この WRO に対して, MDh @ WRO (Indierentiable from WRO または
IFWRO安全)となることを示す.
3. 最後に, 暗号アルゴリズム C に対して, WRO を用いた暗号システム CWRO の安全性
を証明する.
そして, 上記のことが証明できると, Indierentiabilityの枠組みから, CMDh は安全となる.
3.1.1.2 WRO 証明法を用いた CMDh の安全性証明
LRO による MDh を用いた FDH 署名の安全性. まず, WRO として Yoneyama らが提
案した, RO と RO の入出力履歴を全て漏らすオラクル LO から構成される Leakey RO
(LRO) [63] を考える. 彼らは, FDH 署名にWRO を組み込んだ暗号システムが安全である
ことを証明した. ここで, z = RO(m)となる z を知っていたとすると, LO より mを得るこ
とができるため, 任意の値 m0 に対して z = RO(mkm0)を計算することができる. すなわち,
メッセージ長拡張攻撃は LRO に適用可能であり, また, MDh @ LRO となることが証明でき
る. WRO 証明法から, FDH署名にMDh を用いた暗号システムは安全となる.
T RO によるMDh を用いたOAEP暗号とOAEP暗号の改良方式の安全性. WRO 証明法
を用いて OAEP暗号と OAEP暗号の改良方式の安全性を証明する.
まず, WRO = LRO とした時, OAEP暗号と OAEP暗号の改良方式は平文をハッシュ関
数に入力するステップがあるため, LO を用いることで平文の情報を入手できて, これらの暗
号に LROを用いた暗号システムは安全ではないことが示せる.
そこで, メッセージ長拡張攻撃は適用できるが RO の全ての入出力値は漏らさずかつ, これ
らの方式で用いても安全となるWRO を考える. ここで, メッセージ長拡張攻撃は FDH 署
名の部分で説明したように, RO の出力値からその入力値が得られるようなオラクルがあれば
よい. そして, OAEP暗号と OAEP暗号の改良方式の仕様としてこれらの内部で用いられる
ハッシュ関数の出力値は暗号文から漏れないようになっているため, z = RO(m)の z を入力
として mのみを返信するオラクルを追加してもこれらの暗号アルゴリズムの安全性は担保で
きる. ここでは, このオラクルを Traceable Oracle (T O)と呼ぶことにする. 以上の議論から,
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RO と T O から構成される Traceable RO (T RO)をWRO とする.
そして, RO(m)の出力値 z と別の値 m0 が与えら得ている場合, z から mを得ることがで
きるので, RO にmkm0 をクエリーすることでその出力値 z0 を得ることができ, z とm0 から
mkm0の出力値 z0を得ることができるメッセージ長拡張攻撃に成功する. また, MDh @ T RO
となることを証明できる. さらに, OAEP暗号と OAEP暗号の改良方式に T RO を組み込ん
だ暗号システムが安全であることが証明できる. WRO 証明法から, OAEP暗号と OAEP暗
号の改良方式にMDh を用いた暗号システムは安全となる.
ERO による MDh を用いた RSA-KEM の安全性. 次に, WRO 証明法を用いて RSA-
KEMの安全性を証明する.
まず, RSA-KEM に T RO を用いた暗号システムの場合, RSA-KEM の暗号文から RSA-
KEM内部で用いられるハッシュ関数の出力値が分かるため, T O にこのハッシュ値をクエリ
するとその入力値を得ることができて, RSA-KEM に T RO を用いた暗号システムが安全で
はないことが示せる.
そこで, メッセージ長拡張攻撃は適用できるが RO の全ての入出力値は漏らさずかつ, これ
らの方式で用いても安全となるWRO を考える. これまでのWRO は, z = RO(m)となる
z に対して, サブオラクルを用いてmを入手して, mとあるm0 に対して z0 = RO(mkm0)に
より z0 を計算していたが, RO の出力値から入力値を返すオラクルがある場合, RSA-KEM
の安全性が証明できないため, z とm0 から z0 = RO(mkm0)となる z0 を返すオラクルである
Extention Oracle (EO) を定義する. そして, WRO を RO と EO から構成されるオラクル
として定義する. このオラクルを Extension Attack Simulatable RO (ERO) と呼ぶことに
する. EOによりメッセージ長拡張攻撃が適用できて, MDh @ EROとなることが証明できる.
そして, ERO からハッシュ関数の入力値は漏れないので, RSA-KEMに ERO を用いた暗号
システムの安全性が証明できる. WRO 証明法から, RSA-KEMにMDh を用いた暗号システ
ムは安全となる.
MDh と ERO の等価性. MDh @ ERO となるが, さらに, ERO @ MDh となることを示す.
すなわち, MDh を用いた暗号システムが安全ならば, MDh の代わりに ERO を用いても安全
となる. また, その逆も成り立つ. よって, MDh と ERO は等価であるため, ERO を用いた暗
号システムの安全性を評価すれば, MDh を用いた暗号システムの安全性を評価できる.
Separations. RSA-KEMに EROを組みこんだ暗号システムは安全であるものの, T ROを
組み込んだ時に安全ではなくなるため, RSA-KEMが separationとなり, T ROは EROより
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真に弱いオラクルと言える.
Yoneyamaらは OAEP暗号に LRO を組み込んだ暗号システムが安全ではないことを示し
た. OAEP暗号は T ROを組み込んだ時に安全となるため, OAEP暗号が separationとなり,
LRO は T RO より真に弱いオラクルと言える.
最後に, ROと EROの separationを考える. prex-MAC [57]はROを組み込んだときに
安全であることが知られているものの, メッセージ長拡張攻撃が成功すると安全でなくなるこ
とが知られている. すなわち, prex-MACは EROを組み込んだときには安全ではない. よっ
て, ERO はRO より真に弱いオラクルである.
WRO 証明法 vs. ダイレクト証明法. ここで, 暗号アルゴリズム C に MDh を用いた暗号シ
ステム CMDh の安全性は, WRO 証明法を用いずに, ダイレクトに CMDh の安全性を証明する
ことで証明できるものの, ダイレクト証明を考える場合, 暗号アルゴリズムの構造と MD構造
を同時に考えて証明するため, 証明が複雑になる. 一方, WRO 証明法を用いることで, 暗号シ
ステムの安全性を評価するときに, MD構造を考えずに証明できるため, WRO 証明を用いた
方がダイレクト証明法より証明が容易になるメリットがある.
関連文献. Dodisたちは, 本研究とは独立に, public-use random oracle (pub-ROと書く)を
用いてMD構造を救済した [28].
彼らは, ハッシュ関数の出力が全て公開で, RO を組み込んだ時に安全な任意の暗号アルゴ
リズムは pub-ROを組み込んでも安全となることを示した. すなわち, FDH署名, PSS署名,
Fiat-Shamir 署名など多くの暗号アルゴリズムが pub-RO を組み込んでも安全となる. そし
て, MDHFが indierentiable from pub-ROとなることを示した. すなわち, これらの暗号ア
ルゴリズムにMDHFを組み込んだ暗号システムは安全となる.
ここで, pub-ROは Yoneyamaらが提案した LROと同じであるため, 彼らの成果はOAEP
暗号とその改良方式, そして RSA-KEMにMDh を用いた暗号システムを救済できない.
結論. 以上より, FDH署名, PSS署名, Fiat-Shamir署名などの暗号アルゴリズムにMDh を
用いた暗号システムは我々の成果と Dodis たちの成果を併せると救うことができ, OAEP暗
号やその改良暗号, そして RSA-KEM に MDh を組み込んだ暗号システムは我々の成果から
救うことができた. よって, MDh を組み込んだ多くの暗号システムは安全であるため, MD構
造は実用的には問題なく使用できると結論付けることができる.
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3.2 WROの定義とMD構造への適用
本章では, メッセージ長拡張攻撃を適用可能な弱めたRO (WROと書く)を定義し, WRO
を用いてMDh is indierentiable from WRO となることを証明する.
3.2.1 WROの定義
ここでは, WRO として, Leaky RO (LRO と書く), Traceable RO (T RO と書く),
Extension Attack Simulatable RO (ERO と書く)を定義する.
3.2.2 LRO
LRO は Yoneyamaらによって提案された弱めた RO である [63]. LRO は RO と Leaky
オラクル LO から構成される. LO はRO のハッシュリストを返すオラクルである.
3.2.2.1 T RO
T RO はRO と Trace Oracle (T O と書く)から構成される. T O の定義は以下の通りであ
る. T O へのクエリは n bitの値 z で, z に対して以下の動作を行う.
1. If 9(m1; z); (m2; z); : : : 2 L then returns these pairs.
2. Else returns ?.
3.2.2.2 ERO
ERO はRO と Extension Attack Oracle (EO と書く)から構成される. EO の定義は以下
の通りである. EOへのクエリは t bitの値m0 と n bitの値 z で, (m0; z)に対して以下の動作
を行う. ここで, LEO を ;で初期化されたテーブルとする.
1. If (m0; z; z0) 2 LEO then returns z0.
2. Else if z = IV then EO poses query m to RO, receives z0, LEO [   (m; z; z0), and
returns z0.
3. Else if there exists only one pair (m; z) 2 L, EO poses query mjjm0 to RO, receives
z0, LEO  (m0; z; z0), and returns z0.
4. Else z0 $   f0; 1gn, LEO [   (m; z; z0) and returns z0.
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3.2.3 MDh @ EROと ERO @ MDh
本章で, MDh と ERO が等しいことを証明する. すなわち, MDh @ ERO と ERO @ MDh
を証明する.
定理 3.1 S をあるシミュレータとする. そして, 任意の識別者 D に対して, 以下の式が成り
立つ.
AdvindiMDh;ERO;S(D) 
(H + qh)(2(H + qh) + 1)
2n
:
ここで, H は D から RO=MDh へのクエリのトータルの (r-bit)メッセージブロック数で qh
は D の S=hへのクエリ回数である. そして, S の動作時間は tS = O(qh)である.
この証明は 3.2.5章で行う.
定理 3.2 S をあるシミュレータとする. そして, 任意の識別者 D に対して, 以下の式が成り
立つ.
AdvindiERO;MDh;S(D) 
(H + qEO)(2(H + qEO) + 1)
2n
:
ここで, H は D から RO=MDh へのクエリのトータルの (r-bit) メッセージブロック数で
qEO は D の EO=S へのクエリ回数である. そして, S の動作時間は tS = O(qEO)である.
この証明は 3.2.6章で行う.
3.2.4 MDh @ T RO
本章で, MDh @ T RO を証明する.
定理 3.1 より MDh @ ERO となるので, ERO @ T RO ならば MDh @ T RO となる. 以
下, ERO @ T RO を証明する.
定理 3.3 S をあるシミュレータとする. そして, 任意の識別者 D に対して, 以下の式が成り
立つ.
AdvindiERO;T RO;S(D) = 0:
ここで, S の動作時間は tS = O(q2)である.
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証明. リスト Lを ;で初期化して, S を以下のように定義する.
Simulator S(m0; z)
01 If (m0; z; z0) 2 L, returns z0
02 T  T O(z).
03 If z = IV then z0  RO(m0), L [   (m0; z; z0) and returns z0.
04 Else if only one value m is stored in T , z0  RO(mjjm0), L (m0; z; z0) and returns z0.
05 Else, z0 $   f0; 1gn, L (m0; z; z0) and returns z0.
上記の手続きは EO の手続きと同じ手続きである. よって, (RO; S)と (RO; EO)は区別でき
ないため, 上記の定理が成り立つ.

3.2.5 定理 3.1の証明
まず, Chain Tripleを定義する.
定義 16 (Chain Triples)
x1 = IV かつ yj = xj+1 (j = 1; : : : ; j   1) となる (m1; x1; y1); : : : ; (mi; xi; yi) を chain
triplesと呼ぶことにする.
ここで, Chain Triplesは MD構造の繰り返し構造から得られる入出力値を考えた構造となっ
ていることに注意されたい.
次に, シミュレータを定義する.
Simulator S(x;m)
y  EO(m;x).
returns y.
このシミュレータの動作時間は O(qh)である.
そして, 本証明では, 以下の 3つのゲームを考えて証明を行う. ここで, D は (L;R)にアク
セスできるとする.
 Game 0: このゲームは Ideal Worldである. すなわち, (L;R) = (RO; S)である.
 Game 1: このゲームで, L を RO から MDS に変更する. すなわち, (L;R) =
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(MDS ; S) である. ここで, MDS は MD 構造に S を圧縮関数として組み込んだハッ
シュ関数である.
 Game 2: このゲームは最終ゲームで, Real World を考える. すなわち, (L;R) =
(MDh; h)である.
ここで, GiをGame iでDが 1を出力するイベントとする. よって, Pr[G0] = Pr[DRO;S )
1], Pr[G2] = Pr[DMD
h;h ) 1]となる.
Game 0 ) Game 1: 以下, Pr[G1] Pr[G0]を評価する. まず, DからROへの初出のク
エリmに対する出力 z に注目した以下の badイベントを考える.
 Event E1: m 6= m0 かつ z = z0 となるペア (m0; z0)が LRO に記録されている.
 Event E2: z = x0 となる 3つ組 (m0; x0; y0)が LEO に記録されている.
 Event E3: z = IV .
次に, 以下のことを証明する.
1. Game 1で, 上記のイベントが起こらなければ, Lへのクエリmのレスポンは RO(M)
となる.
2. Game 0 で, 上記のイベントが起こらなければ, Game 1 で保証されている R のレ
スポンスは L のレスポンスとの関係を保証する. すなわち, Game 0 で, S によっ
て定義される (LEO 内の) 任意の chain triples (m1; x1; y1); : : : ; (mi; xi; yi) に対して,
yi = RO(m1jj    jjmi)となる.
Game 0と Game 1の違いは Lが Rを用いているか否かであり, 上記のことが示せると, 3つ
のイベントが起こらない限り, Game 0と Game 1は等しいと結論付けることができる. すな
わち, 以下の式が成り立つ.
Pr[G1]  Pr[G0]  Pr[E1 _ E2 _ E3]
まず, Pr[E1 _ E2 _ E3]を評価するための第 1歩として以下の補助命題を証明する.
補題 4 LEO 内の任意の chain triples (m1; x1; y1); : : : ; (mi; xi; yi) に対して, bad イベント
が起こらないならば, yi = RO(m1jj:::jjmi)となる.
証明. 補助命題の対偶をとると, LEO 内のある chain triples (m1; x1; y1); : : : ; (mi; xi; yi)に対
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して, yi 6= RO(m1jj:::jjmi)ならば, badイベントが起こる. 以下, chain triples (m1; x1; y1);
: : : ; (mi; xi; yi)に対して, yi 6= RO(m1jj:::jjmi)となることを仮定して, badイベントが起こ
ることを証明する.
まず, 以下の 2ケースに分ける.
 Case 1: 8j 2 f1; : : : ; ig : yj 6= RO(m1jj    jjmj).
 Case 2: 9j 2 f1; : : : ; i   1g s.t. yj = RO(m1jj    jjmj). (ここで, yi 6=
RO(m1jj    jjmi)なので, j 6= iとなることに注意されたい)
Case 1. x1 = IV なので, EO の仕様から y1 = RO(m1)となる. よって, このケースは起き
ない.
Case 2. j を yj = RO(m1jj    jjmj)となる f1; : : : ; i  1g内の最大値とする. 次に以下の 2
ケースに分ける.
 Case 2-1: (mj+1; xj+1; yj+1)がRO によって定義される.
 Case 2-2: (mj+1; xj+1; yj+1)はRO で定義されない.
まず, Case 2-1 では, yj+1 = RO(mjjmj+1) となる m が存在する. そして, j の条件より,
m 6= m1jj    jjmj となる.
次に, Case 2-1を (Case 2-1-1) m =?と (Case 2-1-2) m 6=?に分ける.
Case 2-1-1 では, yj+1 = RO(mj+1) が成り立つ. そして, ERO の定義より,
(mj+1; xj+1; yj+1) は EO の Step 2 で定義される. xj+1 = yj = RO(m1jj    jjmj)
かつ xj+1 = IV なので, イベント E3が起こる.
Case 2-1-2 では, ERO の定義から, (mj+1; xj+1; yj+1) は EO の Step 2 または Step 3 で
定義される. xj+1 = yj = RO(m1jj    jjmj)かつ xj+1 = RO(M)なので, イベント E1が起
こる.
最後に Case 2-2 を考える. (mj+1; xj+1; yj+1) は RO で定義されないので, この 3 つ組は
EO の Step 4で定義される. xj+1 = yj = RO(m1jj    jjmj)が成り立つため, (mj ; xj ; yj)が
定義された時には, (mj+1; xj+1; yj+1)はすでに定義されていたことになる. よって, このケー
スではイベント E2が起こる.
以上より, yi 6= RO(m1jj    jjmi)ならば badイベントが起こることが示せた.

次に, badイベントが起こる確率を以下で評価する.
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補題 5 q1 を S の最大呼び出し回数, q2 を RO の最大呼び出し回数とする. この場合, 以下の
式が成り立つ.
Pr[E1 _ E2 _ E3]  q
2
2 + q1q2 + q2
2n
証明. E1はROのコリジョンイベントなので誕生日解析 (詳しくは付録を参照されたい)を適
用すると, 以下の式が成り立つ.
Pr[E1]  q
2
2
2n
:
E2は乱数値がある固定値にぶつかるイベントなので, 以下の式が成り立つ.
Pr[E2]  q1q2
2n
:
E3は乱数値が IV と一致するイベントなので, 以下の式が成り立つ.
Pr[E3]  q2
2n
:
よって, 以下の式が成り立つ.
Pr[E1 _ E2 _ E3]  Pr[E1] + Pr[E2] + Pr[E3]  q
2
2 + q1q2 + q2
2n
:

B0を, Game 0での badイベントとする. B1を, Game 1での badイベントとする.
Game 0では, S は D のみから呼び出されるので, q1 = qh となる. また, RO は D と EO
から呼び出されるので, q1 = H + qh となる.
Game 1では, S は Lと D から呼び出されるため, q1 = H + qh となる. RO は S から呼
び出されるため, q2 = H + qh となる. Lemma 5より, 以下の確率が成り立つ.
Pr[B0]  (H + qh)(H + 2qh + 2)
2n
; Pr[B1]  (H + qh)(2(H + qh) + 1)
2n
以上より, 以下の式が成り立つ.
Pr[G1]  Pr[G0]  maxfPr[E0]; P r[E1]g = (H + qh)(2(H + qh) + 1)
2n
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Game 1 ) Game 2: 最後に, Pr[G2] Pr[G1]を評価する. S の出力は EOによってラン
ダムに選ばれるため, S と hの区別はつかない. よって, Pr[G2] = Pr[G1]となる.
以上で証明終わりである.

3.2.6 定理 3.2の証明
シミュレータ S を以下に定義する.
Simulator S(m; z)
z0  h(z;m).
returns z0.
このシミュレータの動作時間は O(qEO)である.
この証明では定理 3.1 を利用する. そして, 以下の 3 つのゲームを考える. ここで, 各々の
ゲームで D は (L;R)と対話する.
 Game 0: このゲームは Real Worldである. すなわち, (L;R) = (RO; EO).
 Game 1: このゲームでは (L;R) = (MDh; h)とする.
 Game 2: このゲームでは R を h から S に変更する. すなわち, (OH ;OEO) =
(MDh; S).
Gi を Game i で D が 1 を出力するイベントとする. よって, Pr[G0] = Pr[DERO ) 1],
Pr[G2] = Pr[DMDh;S ) 1]となる.
Game 0 ) Game 1. 定理 3.1のシミュレータは EO そのものであった. よって, この差の
評価で定理 3.1の結果を適用可能で, 以下の式が成り立つ.
jPr[G1]  Pr[G0]j  (H + qEO)(2(H + qEO) + 1)
2n
Game 1 ) Game2. S = h なので, Game 1 と Game 2 は同じである. すなわち,
Pr[G2] = Pr[G1].
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以上で証明終わりである.
3.3 T ROモデルでの OAEP暗号の安全性
Optimal Asymmetric Encryption Padding (OAEP)暗号 [8]は RO モデルで安全な公開
鍵暗号アルゴリズムである. 本章では, T RO モデルで OAEP暗号の安全性を証明する.
3.3.1 Asymmetric Encryption Schemesの安全性
まず, 公開鍵暗号の安全性を定義する.
定義 17 公開鍵暗号は以下の 3つ組 (EGen;Enc;Dec)から構成される:
EGen : 鍵生成アルゴリズム. k をセキュリティパラメータとして, 1k を入力として
受け取り, 暗号化の鍵と復号の鍵のペア (ek; dk)を出力する.
Enc : 暗号化アルゴリズム. 暗号化鍵 ek とメッセージ mを入力とし, 暗号文 cを出
力する.
Dec : 復号アルゴリズム. 復号鍵 dk と暗号文 cを受け取り, 平文 mまたはエラー値
?を出力する.
公開鍵暗号の安全性は一方向性や識別付不可能性といったいくつかの安全性で定義される. 一
般的には, 選択暗号文攻撃での識別不可能性 (IND-CCA) は最も強い公開鍵暗号の安全性と
なっている. 以下, IND-CCAの安全性を説明する.
定義 18 (IND-CCA) セキュリティパラメータ k に対して以下の性質を満たすならば, そ
の公開鍵暗号は (t; )-IND-CCA 安全する: 任意の攻撃者 A = (A1;A2) に対して, jPr[
(ek; dk)  EGen(1k); (m0;m1; state)  ADO(dk;)1 (ek); b R f0; 1g; c  Enc(ek;mb);
b0  ADO(dk;)2 (ek; c; state); b0 = b]  1=2j  . ここで, DO は復号オラクル, stateはステ
イト情報 (ek, m0, m1 を含む)で, Aは t steps動作するとする. Aは c = c を DOにクエリ
できない.
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3.3.2 OAEP
OAEP暗号は trapdoor partial-domain one-way permutationをベースとするアルゴリズ
ムである. trapdoor partial-domain one-way permutationの定義は以下の通りである.
定義 19 G を a trapdoor permutation generatorとする. 以下のことが成り立つ f を (t; )-
partial-domain one-wayと呼ぶことにする.
 入力 1k に対して, G は (f; f 1; Dom)を出力する. ここで, Domは f0; 1gk0 f0; 1gk1
の部分集合で, (k0 + k1 < k), f; f 1 は Dom上の置換である.
 f が p(k)の時間内で計算可能な多項式 pが存在する.
 攻撃者 Alg に対して, Pr[(f; f 1; Dom)  G(1k); (x0; x1) R Dom; Alg(f; Dom;
f(x0; x1)) = x0]  となる. ここで, Alg は多くても tステップ動作するとする.
OAEP暗号アルゴリズムの仕様は以下の通りである.
鍵生成アルゴリズム : セキュリティパラメータ kに対して, 暗号化鍵 (ek = f)と復号
鍵 (dk = f 1) を出力する. ここで, (f; f 1; Dom = f0; 1gn+k1  f0; 1gk0)  G(1k)
である. G は trapdoor permutation generatorで n = k   k0   k1 である.
暗号化アルゴリズム : メッセージ m 2 f0; 1gn に対して, 乱数 r R f0; 1gk0 を生成
し, x = (mjj0k1)  G(r) と y = r  H(x) を計算し, 暗号文 c = f(x; y) を出力する.
H : f0; 1gn+k1 ! f0; 1gk0 と G : f0; 1gk0 ! f0; 1gn+k1 はハッシュ関数である.
復号アルゴリズム : 暗号文 c に対して, z = f 1(c) を計算し, z を (x; y) に分割し,
r = y H(x)とする. ここで, jxj = n+ k1 and jyj = k0 である.
そして, もし, [xG(r)]k1 ?= 0k1 ならば, m = [xG(r)]n を cの平文として出力する.
[a]b は aの下位 b bitの値で, [a]b は aの上位 b bitの値である.
それ以外は, cを不適切な暗号文としてリジェクトする.
文献 [30]では, 以下のRO モデルの OAEP暗号アルゴリズムの安全性が示されている;
補題 6 ([30]) もしトラップドア f が partial-domain one-wayならば, OAEP暗号は, H と
GがRO の場合に, IND-CCA安全である.
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3.3.3 OAEP暗号アルゴリズムの LROモデルでの不安全性
OAEP 暗号は RO モデルで IND-CCA 安全性が示されいるが, LRO モデルでは破られ
ることが示されている. 具体的には, IND-CCA より弱い安全性である OW-CPA に対して,
OAEP暗号が LRO モデルで破られることが示されている.
補題 7 ([63]) trapdoor permutation f が partial-domain one-way でも, H と G が LRO
ならば, OAEP暗号は OW-CPA安全性を満たさない.
3.3.4 T ROモデルでの OAEP暗号の安全性
以下, T RO モデルでの OAEP暗号の安全性を証明する.
定理 3.4 trapdoor permutation f が (t0; 0)-partial-domain one-way ならば OAEP 暗号は
以下の (t; )-IND-CCAを満たす:
t0 = t+ qRG  qRH  perm;
0  1
qRH

 
2
  2qDqRG + qD + qRG
2k0
  2qD
2k1
  qTG
2n+k1

  qTH
2k0
;
ここで, H と Gは T RO であり, qRH を H のRO へのクエリ回数, qTH を H の T O へのク
エリ回数, qRG を Gの RO へのクエリ回数, qTG を Gの T O へのクエリ回数とする. qD を
復号オラクル DO へのクエリ回数, permを f の動作時間とする.
3.6章で証明を与える.
備考 5 定理 3.4 のように, 改良 OAEP 暗号に対しても T RO モデルで安全性を署名する
ことができる. 改良 OAEP 暗号は, 例えば, OAEP+ [53], SAEP [19], OAEP-3R [49],
OAEP-4X [1]があり, これらは T RO モデルで安全となる.
3.4 RSA-KEMの安全性解析
RSA ベースの key encapsulation mechanism (RSA-KEM) [52] は RO モデルで安全な
KEMである. 本章では, RSA-KEMが T RO モデルと ERO モデルで安全となることを証明
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する.
3.4.1 KEMの安全性定義
まず, KEMのモデルを説明する.
定義 20 KEMは以下の 3-tuple (KEM:Gen;KEM:Enc;KEM:Dec)から構成される:
KEM:Gen : 鍵生成アルゴリズム. 鍵生成アルゴリズム. k をセキュリティパラメー
タとして, 1k を入力として受け取り, 暗号化の鍵と復号の鍵のペア (ek; dk)を出力する.
KEM:Enc : 暗号化アルゴリズム. 暗号化鍵 ek を入力とし, 鍵 K と暗号文 cを出力
する.
KEM:Dec : 復号アルゴリズム. 復号鍵 dk と暗号文 c を受け取り, 鍵 K またはエ
ラー値 ?を出力する.
KEM の安全性は公開鍵暗号と同様に IND-CA で定義される. 以下, KEMに対する IND-
CCA安全性である.
定義 21 もしセキュリティパラメータ k に対して以下の性質を満たすならば, KEMアルゴリ
ズムは (t; )-IND-CCA 安全とする; 任意の攻撃者 A = (A1;A2) に対して, jPr[ (ek; dk)  
KEM:Gen(1k); (state)  ADO(dk;)1 (ek); b R f0; 1g; (K0 ; c0)  KEM:Enc(ek); K1 R 
K; b0  ADO(dk;)2 (ek; (Kb ; c0); state); b0 = b]   1=2j  となる. ここで, DO は復号オラ
クル, K は鍵空間, stateは A1 から A2 に引き継がれるステイト情報で, Aの動作時間を tス
テップとする. また, Aは暗号文 c = c0 を DO にクエリできない.
3.4.2 RSA-KEM
RSA-KEMは以下の RSA仮定をベースとする方式である.
定義 22 n を RSA の法とする. n は 2 つの大きな素数 (p; q) で, セキュリティパラメー
タ k に対して jpj = jqj = k で, e は gcd (e, (n)) = 1 となるべき指数である. ここで,
(n) = (p   1)(q   1). もし, 任意の攻撃者 Alg に対して, Pr[y  Zn; Alg(n; e; y) = x;
y  xe (mod n)]  ならば RSA問題が (t; )-hardということにする. ここで, Alg は tス
テップで動作する攻撃者とする.
RSA-KEMの仕様は以下の通り:
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鍵生成 : 入力 k に対して, 暗号化鍵 (ek = (n; e)), 復号鍵 (dk = d) を出力する. こ
こで, nは RSAで用いる法である. また, 安全性パラメータ k, gcd(e, (n)) = 1 and
ed  1 (mod (n))に対して, 大きな素数 (p; q)が生成される.
暗号化 : 乱数 r R Zn を生成し, c = re mod n and K = H(r)を計算し, 暗号文 c
と鍵K を生成する. ここで, H : Zn ! f0; 1gk はハッシュ関数である.
復号 : 暗号文 cに対して, c 2 Zn か否かをチェックする. もし正しくないならば, エ
ラーシンボル ? を出力, 正しいならば, r = cd mod n を計算し, K = H(r) を出力
する.
RO モデルでの RSA-KEMの安全性は以下の通りである.
補題 8 ([52]) もし RSA問題が hardならば, RSA-KEMは IND-CCA安全性をみたす. こ
こで, H = KDF とし, KDF はRO ランダムオラクルとする.
3.4.3 RSA-KEMの T ROモデルでの安全性
RSA-KEMは RO モデルで安全だが, T RO モデルでは安全ではない. 具体的には, RSA-
KEMは T RO モデルで IND-CCAより弱い安全性である IND-CPAを満たさないことを示
す. ここで, IND-CPAは攻撃者が復号クエリできない点を除いて IND-CCAと同じである.
定理 3.5 RSA問題が hard, KDF が T RO の場合, RSA-KEMは IND-CPAを満たさない.
証明. まず, IND-CPA攻撃者 Aを以下に構成する. ここで, KDF は T RO である.
入力 : 公開鍵 (n; e)
出力 : 推定ビット b0
Step 1 : stateを返信し, 次にチャレンジとして (Kb ; C0 )を受け取る. そして, KDF
の T O にKb をクエリし, frgを得る.
Step 2 : frg 内の任意の r について, re ? C0 (mod n) をチェックする. もし, こ
の関係を満たす r が存在するならば, b0 = 0を出力し, そうでなければ, b0 = 1を出力
する.
次に, A の成功確率を評価する. チャレンジ暗号文 C0 が生成された場合, RSA-KEM の
仕様から, K0 = KDF (r) となる r は KDF の RO に質問される. よって, LKDF は
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RO TRO ERO LRO
図.3.1 RO, ERO, ERO, RO の関係性
(r; C0 ;K

0 )を含む. もし (r; C0 ;Kb )が LKDF に含まれないならば, b = 1となる. よって,
Aは IND-CPA gameに勝つ.

3.4.4 EROモデルでの RSA-KEMの安全性
以下の通り, RSA-KEMは ERO モデルで安全となる.
定理 3.6 もし RSA 問題が (t0; 0)-hard ならば, RSA-KEM は以下の通り, (t; )-IND-CCA
を満たす: t0 = t + (qRKDF + qEKDF )  expo, 0     qDn : ここで, KDF は ERO であり,
qRKDF はKDF のROへのクエリ回数, qEKDF はKDF の EOへのクエリ回数, qD は DO
へのクエリ回数, expoは nのべき上にかかるステップ数である.
この証明は 3.7で与える
3.5 LRO, T RO, ERO, ROの関係性
本章で, LRO, T RO, ERO, RO の関係性を示す. 図 3.1 は以下に示す LRO, T RO,
ERO, RO の関係性を示している.
3.5.1 LRO vs. T RO
LRO は T RO より多くの RO のリスト LRO の情報を漏らすので, T RO は LRO より強
いオラクルのため, 以下の定理が成り立つ.
定理 3.7 あるシミュレータ S が存在し, 任意の識別者 D に対して以下が成り立つ.
AdvindiT RO;LRO;S = 0
ここでシミュレータの動作時間は tS = O(q2)である.
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証明. LROを用いて T O をシミュレートする S を以下に構成する.
Simulator S(z)
リスト LRO を LO から入手する.
任意の (x; z) 2 LRO に対し, T [   x.
T を返す.
上記の手続きは, T O の手続きそのものなので, (RO; S)と (RO; T O)は同じとなる. よって,
定理が成り立つ.

定理 3.8 LRO 6@ T RO.
証明. S を LO をシミュレートする任意のシミュレータとする. そして, LRO と T RO を識
別する以下の識別者 D を構成する. ここで, D は (L;R)と対話しているとし, Real Worldで
は (L;R) = (RO;LO), Ideal Worldでは (L;R) = (RO; S)である.
Distinguisher D
01 m
$   f0; 1gn.
02 z  L(m).
03 Rからリスト Lを入手する.
04 もし L 6= f(m; z)gならば 0を返す.
05 それ以外は 1を返す.
ここで, m は f0; 1gn からランダムに選ばれるため, S はこの値を知ることはできない. よっ
て, Real Worldでは, D は確率 1で 1を出力する. そして, Ideal Worldでは, mと z はラン
ダムに選ばれるため, 無視できる確率を除いて, D は 0を出力する.

LRO 6@ T ROなので, T ROモデルで安全で, LROモデルで安全ではない暗号アルゴリズ
ムが存在する. ここで, OAEP暗号は LRO モデルでは安全ではないことが示されおり [63],
本稿で, T RO モデルで安全であることを示したため (3.3章を参照), OAEP暗号は LRO と
T RO の separationとなっている.
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3.5.2 T RO vs. ERO
T RO は ERO より多くの RO のリスト LRO の情報を漏らすので, ERO は T RO より強
いオラクルである. 具体的には, 以下の定理と定理 3.3が成り立つ.
定理 3.9 T RO 6@ ERO.
証明. S を T O をシミュレートする任意のシミュレータとする. そして, T RO と LRO を識
別する以下の識別者 D を構成する. ここで, D は (L;R)と対話しているとし, Real Worldで
は (L;R) = (RO; T O), Ideal Worldでは (L;R) = (RO; S)である.
Distinguisher D
01 m
$   f0; 1gn.
02 z  L(m).
03 m  R(z).
04 If m = m, returns 1.
05 Otherwise returns 0.
mは f0; 1gn からランダムに選ばれるため, S はこの値を知ることはできない. よって, Ideal
Worldで, Dは確率 1で 1を出力する. そして, Real Worldでは, Dは確率ほぼ 1で 0を出力
する. よって, 上記の定理が成り立つ.

T RO 6@ ERO なので, ERO モデルで安全で, T RO モデルで安全ではない暗号アルゴリ
ズムが存在する. ここで, RSA-KEM は T RO モデルでは安全ではなく (3.4 章参照), T RO
モデルで安全であるため (3.4章参照), RSA-KEMは T RO と ERO の separationとなって
いる.
3.5.3 ERO vs. RO
ERO はRO より多くのRO のリスト LRO の情報を漏らすので, RO は ERO より強いオ
ラクルである. 具体的には, 以下の定理を示す.
定理 3.10 あるシミュレータ S, 任意の識別者 D に対して, 以下の式が成り立つ.
AdvindiRO;ERO;S(D) = 0
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ここで, シミュレータの動作時間は tS = O(1)である.
証明. シミュレータ S を何もしないように定義する. この場合, 定理が成り立つ.

定理 3.11 ERO 6@ RO.
証明. S を EO をシミュレートする任意のシミュレータとする. そして, ERO と RO を識別
する以下の識別者 D を構成する. ここで, D は (L;R)と対話しているとし, Real Worldでは
(L;R) = (RO; EO), Ideal Worldでは (L;R) = (RO; S)である.
Distinguisher D
01 m
$   f0; 1gn, m0 $   f0; 1gn.
02 z  L(m), z0  L(mjjm0).
03 z  R(m; z).
04 If z = z0, returns 1.
05 Else returns 0.
mは乱数値なので, S は mを知ることはできない. よって, Ideal Worldでは, D は確率 1で
1を出力する. 一方で, Real Worldでは, D は確率ほぼ 1で 0を出力する. よって, 上記の定
理が成り立つ.

ERO 6@ RO なので, RO モデルで安全で, ERO モデルで安全ではない暗号アルゴリズム
が存在する. 2.5章で Secret Prex MACが MDh と RO の separationとなることを示した
が, MDh と ERO は等価なので Secret Prex MACは ERO と RO の separationにもなっ
ている.
3.6 定理 3.4の証明
r を, 以下の通り c とmb を定義するランダムテープとする.
r = H(x) y and G(r) = x  (mbjj0k1):
まずはじめに, OAEP の IND-CCA の環境を H の T O への Trace クエリに注目した返還を
行う. IND-CCAの初期の環境 Exp0では, 攻撃者 Aは r  y を H の T O にクエリする可
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能性があるが, 変換された環境 Exp1では, Aがそのようなクエリをした場合停止する. Succ0
と Succ1を Aが 1ビット bを Exp0と Exp1で推定するのに成功する確率とする. 以下, これ
らの確率の差を評価する.
Exp0では, Aについて次の 2つのシナリオを考えられる.
1 つ目は, H の T O に x を得るために trace クエリ r  y をして, G の T O に推定し
たビット b0 を用いた traceクエリ x mb0 jj0k1 をする. もし, Gの T O が ?を返した場合,
攻撃者は b0 6= b であることを知ることができ, ゲームに勝つことができる. そして, もし, H
の T O が複数の x を返した場合, Aは Gの T O に推定したビット b0 と全ての x に対する
トレースクエリ x mb0 jj0k1 を行う. この時, もし G の T O が r を返した場合, 攻撃者は
b0 = bとなることを知ることができ, このゲームに勝つことができる. ここで, このシナリオで
は Aは Gの RO にハッシュクエリ r を投げない, または Gの T O に G(r)を投げないこ
とに注意されたい.
もう 1つは, Gの RO に r をクエリする, または, Gの T O に G(r)をクエリする場合で
ある. ここで, Aは G(r)が f0; 1gn+k1 からランダムに選ばれた値以外の情報は得られない.
よって, 1つ目のシナリオが起こる確率は, 乱数 r と Aのランダムテープから, H が RO と
いうことを用いると, qTH  2 k0 でバウンドされる.
一方で, Exp1では, H の T Oに r  y をクエリした場合に停止するため, Aは 2つのシナ
リオだけを考えればよい. すなわち, G の RO に r をクエリする場合と G の T O に G(r)
をクエリする場合である. よって, Exp0と Exp1に差が出る場合, AがH の T Oに r y を
クエリするイベントが起こる. よって, jSucc1  Succ0j  qTH  2 k0 となる.
A = (A1;A2) を Exp1 の環境で OAEP 暗号の IND-CCA を破る攻撃者とする. そして,
trapdoor permutation f の (t0; 0)-partial-domain one-wayness を破るインバータ I を構成
する. すなわち, (f;Dom; y) が与えられた場合, y = f(s; t) となる s を出力する I を構成す
る. ここで, Aは H, G, DO に繰り返してクエリしないとする. LH と LG をそれぞれ H の
ROと GのROのハッシュリストとする. LH は 3つ組 (i; hi) (0  i  qRH)から構成され
ており, LG は 3つ組 (i; gi) (0  i  qG)から構成されている. そして, I を以下に定義する.
入力 : (f;Dom; c) s.t. (f; f 1; Dom)  G(1k) and c = f(x; y) for (x; y) R 
f0; 1gn+k1  f0; 1gk0
出力 : x s.t. (x; y) = f 1(c)
公開鍵を入力: f を Aに送る.
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RO H simulation : Aが i をH のROにクエリした場合, 以下の振る舞いをする.
もし, (i; hi) 2 LH となる hi が存在するならば, 任意の (j ; gj) 2 LG に対して, I は
y = j  hi を計算し, c = f(i; y)が成り立つかチェックする. もし, ある j でこの
関係が成り立つならば, I は (x; y) = f 1(c)となる i = x を得ることができる.
<If (i; ) =2 LH >
hi 2 f0; 1gk0 を生成する. そして, (i; hi)を LH に追加して, hi を Aに返信する.
<If (i; ) 2 LH >
LH から i に対応した h0 を見つけ, h0 を Aに返信する.
RO G simulation : Aが GのRO に i をクエリした場合, 以下の動作をする:
任意の (j ; hj) 2 LH に対して, Iは y = ihj を計算し, c = f(j ; y)が成り立つかい
かなをチェックする. もしある j がこの関係を満たすならば, I は (x; y) = f 1(c)
となる j = x を得ることができる.
<If (i; ) =2 LG >
gi 2 f0; 1gn+k1 を生成する. (i; gi)を LG に追加し, gi を Aに返信する.
<If (i; ) 2 LG >
LG から i に対応する g0 を見つけ, g0 を Aに返信する.
DO simulation : Aが DO に復号クエリ ci を投げ的亜場合, 次の動作をする:
LH から (; h)を見つけ, LG から ci = f(;   h), [g  ]k1 = 0k1 となる (; g)を見
つける. もし, この条件をみたすペアが存在する場合, [g  ]n を返信する. そうでなけ
れば, rejectを返信する.
T O H simulation : AがH の T Oに h0 をクエリした場合, LH から h0 を探す. も
し f(; h0)g が存在する場合, A に全ての入力値 fg を返す. そうでなければ, ? を返
す.
T O G simulation : Aが Gの T O に g0 をクエリした場合, LG から g0 を探す. も
し f(; g0)g が存在する場合, A に全ての入力値 fg を返す. そうでなければ, ? を返
す.
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Challenge ciphertext : Aが (m0;m1)を出力した場合, 1ビットの値 bをランダ
ムに選んで, c をmb の暗号文として返す.
Finalization : Aが b0 を出力した場合, もし I が RO のシミュレーションで x を
得ていた場合, x を返す. そうでなければ, LH から  を選んで,  を出力する.
次に, I の成功確率を評価する. Finalizationで, もし x が Aによって H の RO にクエリ
されていた場合, I は x を得ることができる. しかし, Aは以下のケースが起きた場合, Real
環境とシミュレーション環境を識別することができる.
1. チャレンジ暗号文を c に変更することで, Aはこのチャレンジ暗号文が正しくないも
のだと気づく.
2. シミュレーション環境では, I は復号クエリに対して rejectを返すが, Real環境では,
質問された暗号文が正しいと知られていて, DO がこの平文を返す.
前者のケースの場合, Aは Gの RO に r を質問する, または, Gの T O に x  (mbjj0k1)
を質問しなければならない. この理由は, A はこれらのクエリのいずれも質問しなければ,
G(r)は f0; 1gn+k1 の乱数値, m0, m1 と独立な値となるからである.
後者のケースの場合, r が G の RO にクエリされないまたは x が H の RO にクエ
リされないのどちらかが起こらず, そして, c が正しい暗号文の場合のみ, c = f(x; y),
x = (mjj0k1)  G(r), y = r H(x)となり, I は暗号文 cに関するシミュレーションに失敗
する.
そして, I の成功確率を評価するために以下のイベントを考える.
 AskH : H のRO に x がクエリされていた場合.
 AskRG : GのRO に x  (mbjj0k1)がクエリされていた場合.
 AskTG : Gの T O に x  (mbjj0k1)がクエリされていた場合.
 RGBad : r が G の RO にすでにクエリされていて, その答えが x  (mbjj0k1)と異
なってた場合.
 TGBad : x  (mbjj0k1)が Gの RO にすでにクエリされていて, その答えが r と異
なってた場合.
 DBad : I が DO のシミュレーションに失敗した場合.
 Bad = RGBad _ TGBad _ DBad
ここで, RGBadならば AskRG, TGBadならば AskTGとなることに注意されたい.
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I の成功確率は AskHより, 0  Pr[AskH]  qRH 1 となる. よって, イベント Badを用いて
AskHを場合わけすることで以下の式で Pr[AskH]を評価する.
Pr[AskH] = Pr[AskH ^ Bad] + Pr[AskH ^ :Bad]:
まず, 1 番目の式を評価する. ここで, Bad = RGBad _ TGBad _ DBad, Pr[RGBad] 
Pr[AskRG], Pr[TGBad]  Pr[AskTG]となることに注意されたい.
Pr[AskH ^ Bad] =Pr[Bad]  Pr[Bad ^ :AskH]
Pr[Bad]  Pr[RGBad ^ :AskH]
  Pr[TGBad ^ :AskH]
  Pr[DBad ^ :AskH]
Pr[Bad]  Pr[AskRG ^ :AskH]
  Pr[AskTG ^ :AskH]
  Pr[DBad ^ :AskH]:
ここで, Exp1 の A は :AskH によって r = H(x)  y を知ることができないため
Pr[AskRG^:AskH]  qRG 2 k0 となる. そして,同様の理由から Pr[AskTG^:AskH]  qTG 
2 (n+k1) となる. また, T Oはハッシュリストをアップデートしないため, Pr[DBad^:AskH]
の評価は [30]内の評価と同様の評価を適用できる. よって, Pr[DBad^:AskH]  qD(2 2 k1+
(2qRG+1)2 k0)となる. 以上より, Pr[AskH^Bad]  Pr[Bad]  2qDqRG+qD+qRG2k0   2qD2k1   qTG2n+k1
となる.
次に, 2番目の確率を評価する. この評価は, Badでイベント分けをせずに評価できるため,
[30]の評価を適用できる. よって, [30]の評価から Pr[AskH ^ :Bad] 


2 +
1
2   Pr[Bad]

 
Pr[:Bad]
2 =
 Pr[Bad]
2 となる.
以上の解析と Pr[Bad]  0より, Pr[AskH]  2   2qDqRG+qD+qRG2k0   2qD2k1   qTG2n+k1 となる.
また, I の動作時間は [30]で評価されたものを適用でき, t0 = t+ qRG  qRH  permとなる.
3.7 定理 3.6の証明
まず, RSA-KEMの IND-CCA環境を DO が攻撃者にアドバンテージを与えないように変
更する.
Exp0を初期の環境として, Succ0をこの環境で攻撃者 Aが bの推定に成功する確率とする.
この場合, Aは c0 = re を満たすチャレンジ (Kb ; c0)を受け取る.
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次に, Exp1 を, A が c0 をチャレンジ暗号文を受け取る前に DO にクエリしたとき以外は
Exp0 と同じになる環境とする. ここで, Exp1 ではこの場合, 停止する. Succ1を, Exp1 で A
が bの推定に成功する確率とする. この変換は文献 [52]の RO モデルでの証明でも同様の変
換が出てきて, この解析を適用すると, jSucc1  Succ0j  qD=nとなる.
Exp2を, (Kb ; c0)を初めに生成し, Aが r を RO にクエリしたときに停止して, それ以外
は, Exp1と同じとする. そして, Succ2を Aが Exp2で bの推定に成功する確率とし, E をこ
のケースで環境が停止するイベントとする. この場合, 文献 [52]の証明と同様に, Pr[E]の評
価を RSA問題が破られる確率で抑えることができる. これは以下で示す.
補題 9 もし, 時間 t00 で動く Aが確率 00 でイベント E を起こせるならば, 時間 t0 で動き, 確
率 0 で RSA問題を解くことができるインバータ I を構成できる. ここで,
t0 = t00 + (qRH + qEH)  expo;
0 = 00:
証明. Aは ERO と DO に同じクエリをしないと仮定する. H を H の RO の LH ハッシュ
リストとしする. LH は 3つ組 (i; yi; hi) (0  i  qRH + qD + qEH)から構成されるとする.
ここで, yi はこの証明のシミュレーションで用いる中間値である. LEO を H の EO のリスト
とする. LEO は 3つ組 (i; hi; zi) (0  i  qEH)から構成される. そして, 具体的な I の構成
は以下の通りである.
入力 : (n; e; y). ここで, nを RSAの法とする. eをべき指数とし, gcd(e, (n)) = 1,
y R Zn とする.
出力 : x s.t. x  yd (mod n)
公開鍵の入力 : Exp2内の公開鍵を入力する操作として, Aに (n; e)を送る.
DO simulation : Aが yi を DO にクエリする場合, I は以下の動作を行う:
I は yi 2 Zn が成り立つかチェックする. もし成り立たなければ, I はエラーシンボル
?を返す. そうでなければ, I は yi = ei となる (i; yi; hi)を LH から探す. もしこの 3
つ組 (i; yi; hi)が見つかった場合, I は hi を返す. 見つからなければ, I は hi 2 f0; 1gk
を生成し, (;; yi; hi)を LH に加えて, hi を返信する.
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RO simulation : Aが i をRO にクエリした場合, 以下の動作を行う:
<If yi = y
 s.t. yi = ei mod n >
I は停止し, RSA問題の出力のステップに飛ぶ.
<If (i; ; hi) 2 LH >
hi を返す.
<If (i; ; ) =2 LH and (;; yi; hi) 2 LH s.t. yi = ei mod n >
LH 内の (;; yi; hi)を (i; yi; hi)に変更して, hi を返す.
<If (i; ; ) =2 LH and (;; y; h) =2 LH s.t. y = ei mod n >
yi = 
e
i mod nを計算し, hi 2 f0; 1gk を生成し, (i; yi; hi)を追加し, hi を返信す
る.
EO simulation : Aが (i; hi)を EO にクエリした場合, 以下の動作を行う:
(i; hi; ) を LEO から探索する. もし, hi = Kb ならば, 乱数 zi 2 f0; 1gk を選んで,
(i;K

b ; zi)を追加する. もし, この条件を満たす (i; hi; zi)が存在したならば, zi を返
す. もし, (0; ; hi)となる 3つ組が LH に 1つだけ存在したならば, zi 2 f0; 1gk を生
成 s, yi = (0jji)e mod nを計算し, (0jji; yi; zi)を LH に追加し, (i; hi; zi)を LEO
に追加し, zi を返す. それ以外は, zi 2 f0; 1gk を生成し, (i; hi; zi) を LEO に追加し,
zi を返す.
Challenge ciphertext : Aが (state)を出力した場合, 暗号化の手続きで (K; y0)
を計算して, (K; y0)をチャレンジとして返す.
Output : RO simulationの <if yi = y s.t. yi = ei mod n >のケースで I は x
として i を出力する.
次に, I の成功確率を評価する. RO simulation では, もし, yi = ei mod n が成り立ち
yi = y
 となるならば, IRSA 問題を解くことに成功する. このイベントは Exp2 の E と同
じである. EO simulation では, もし A がある x について (x;Kb ) をクエリした場合, I は,
b = 0 の場合でも, H(rjjx)を返す代わりに乱数を返す. しかし, このシミュレーションは以
下の補助命題より EO の Real interfaceと識別ができない. ここで, 実際の EO とシミュレー
ションを識別しようとする識別者 D を考える.
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補題 10 もし, H の RO の出力が入力と独立に選ばれるならば, D は EO とこのシミュレー
ションを識別できない.
証明. もし, EO とシミュレーションを識別できる D が存在するならば, H のRO の出力と乱
数値を見分けることができるアルゴリズム ALG が存在することを示す.
Step 1 : Dがある xについて, (x;Kb )を EOにクエリするケースを除いて, Exp2と
同じ環境を D に対してシミュレートする.
Step 2 : ある xについて EO に対するクエリ (x;Kb )を受け取った場合, rjjxを H
のRO にクエリし, z を H(rjjx)または乱数 randとして受け取り, z を D に返す.
Step 3 : もし, D が EO と対話していると決めたならば, z を H(rjjx)として, そう
でなければ, z を randとする.
z = H(rjjx)の場合, D のインターフェースは EO と同じである. また, z = randの場合 D
のインターフェースはシミュレーションのインターフェースと同じである. よって, もし D が
識別に成功すれば, ALG も同様に成功する.

以上より, I は Aに対して Exp2の環境を完全にシミュレートできている. よって,
0 = 00:
そして, I は n のべき乗を最大 qRH + qEH 回計算することから, 次の式が成り立つ.
t0 = t00 + (qRH + qEH)  expo.

Exp1 と Exp2は E が起こるまで同じである. よって, jSucc2  Succ1j = 0 となる.
鍵 Kb は A が Exp2 で得ることができる情報とは独立であることから, A は b の情報を得
ることができない. よって, Succ2 = 1=2. また, Succ0  jSucc1   Succ0j +jSucc2   Succ1j
+Succ2なので, Succ0  0 + qDn + 1=2が成り立つ. よって, 0    qDn となる.

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第 4章
マルチステージゲームで IFRO安全な
ハッシュ関数の救済
4.1 はじめに
4.1.1 Indierentiability
Maurer, Renner, Holenstein (MRH)が提案した Indierentiabilityの定理 (または, MRH
定理と呼ばれている)は全てのシングルステージゲームで定義される安全性Gs とその安全性
をもとに設計された全ての暗号アルゴリズムCをカバーする. 具体的には, 8G 2 Gs, 8C 2 C:
「F1 is indierentiable from F2 (F1 @ F2 と書く)」ならば, 「C(F1)は C(F2)の G-安全と同
じ安全性を持つ (C(F1) G C(F2)と書く)」.
MRH定理.[40] F1 @ F2 ) 8C 2 C; 8G 2 Gs: C(F1) G C(F2).
ここで, F1 @ F2 の安全性ゲームは, 攻撃者がアクセスできるインターフェース F:adv とそれ
以外の正直なパーティーがアクセスできるインターフェース F:honを考えて, あるシミュレー
タ S に対して, (F1:hon; F1:adv)と (F2:hon; SF2:adv)の識別ゲームを考える. そして, 任意の
識別者 D が Real World (F1:hon; F1:adv)と Ideal World (F2:hon; SF2:adv)を識別できない
ことが示せれば F1 @ F2 となる. よって, F1 @ F2 は, S を介して, (F1:hon; F1:adv)から得ら
れる情報は全て (F2:hon; F2:adv)から得られることを保証する. すなわち, S を F2 モデルの
ある攻撃者 A2 の動作とすると, 任意の F1 モデルの攻撃者 A1 が得られる情報は S を介して
F2 モデルのある攻撃者 A2 も得られることになる. よって, 任意の攻撃者 A2 に対して C(F2)
が G-安全ならば, 任意の攻撃者 A1 に対して C(F1) も同様に安全となり, F1 @ F2 が保証さ
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れる.
4.1.2 RO証明法
ランダムオラクル (RO) 証明法は暗号アルゴリズム C にハッシュ関数 HU を組み込んだ
暗号システム CHU の安全性を証明する方法で, HU を理想化した RO を用いた暗号システム
CRO の安全性を証明する [7]. この証明法の利点は, ハッシュ関数を理想化することで暗号シ
ステムの安全性証明が容易になる点である. そして, これまで OAEP暗号や PSS署名など多
くの暗号アルゴリズムに対して, この証明法が適用されている.
しかし, 厳密には C(RO)の安全性は RO の代わりに HU を組み込んだ C(HU )の安全性を
保証せず, RO と HU にギャップがあることが知られている. すなわち, C(RO)は G-安全だ
が, C(HU )は G-安全でない安全性 G と暗号アルゴリズム C が存在することが知られている.
そこで, Coron, Dodis, Malinaud, Puniya (CDMP)はMRH定理を用いてこのギャップを
埋めることができるハッシュ関数の設計に取り組んだ [24]. MRH 定理から HU @ RO とな
る HU を用いることで, 8C 2 C; 8G 2 Gs: C(HU ) G C(RO)が保証されるため, CDMPは
定義域拡張構造 Hとして ChopMD構造や Prex-Free MD構造などに理想的なプリミティブ
U を組み込んだ時に HU @ RO となることを証明した. 以降, HU @ RO を考えた安全性を
IFRO安全性と呼ぶことにする.
CDMPが IFRO安全な構造を提案して以降, 多くの実用的な構造が提案されている. 例え
ば, Sponge構造は IFRO安全な構造で, 次世代標準ハッシュ関数である SHA-3の構造に採用
されている [45, 13]. また, ChopMD構造は FIPS 180-4で標準化されている, SHA-512/224
や SHA-512/256 の構造に採用されている [46]. このように, 標準化されている多くのハッ
シュ関数が IFRO安全性を考えて設計されているため, IFRO安全性は現在のハッシュ関数の
定義域拡張構造の設計で標準的な安全性となっている.
4.1.3 IFRO安全性の否定的な結果
Ristenpart, Shacham, Shrimpton (RSS) は, IFRO安全性はシングルステージゲームの安
全性 Gs を保証するものの, マルチステージゲームの安全性 Gm を保証しないことを示した.
すなわち, ある IFRO安全なハッシュ関数 HU に対して, 以下のことが成り立つ.
9G 2 Gm; 9C 2 C s.t. CRO は G-安全だが CHU は G-安全ではない.
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具体的に RSSは, G として 2者間のチャレンジレスポンスプロトコルの安全性 CRPを定義し
て, C としてチャレンジレスポンスプロトコル CRを構成して, Hとして Spongeや ChopMD
などに対して上記のことが成り立つことを示した.
この否定的な結果は Indierentiability の S のステイトの条件と Gm で考える攻撃者のス
テイトの条件の違いから生じる. Indierentiabilityの S はステイトフルなシミュレータであ
るのに対し, マルチステージゲームのそれぞれのステージの攻撃者間で引き継げるステイトに
制限があるため, S の手続きはマルチステージゲームの攻撃者の動作としてみなすことができ
ないため, IndierentiabilityはGm を保証せず, この理論を用いた IFRO安全性もGm を保
証しない.
一方で, 上記の反例は任意のマルチステージゲームの安全性と任意の暗号アルゴリズムに対
して成り立つとは限らないことに注意されたい. すなわち, あるマルチステージゲームの安全
性 G とROを用いた時に G-安全なある暗号アルゴリズム C に対して, IFRO安全なHU を組
み込んだ CHU が安全性となる可能性がある. 特に, 重要なマルチステージゲームの安全性 Gm
と RO を用いた時に Gm 安全な実用的な暗号アルゴリズム C に対して, 重要な構造 H を用い
たハッシュ関数HU を C に組み込んだ C(HU )が Gm-安全性を満たすか否かを示すことは特に
重要な研究課題と言える.
4.1.4 Reset Indierentiability
RSSは Indierentiabilityを拡張た Reset Indierentiabilityを提案して, Reset Indieren-
tiabilityがマルチステージゲームの安全性をカバーすることを証明した.
RSS定理. [51] F1 is resest indierentiable from F2 (F1 @r F2 と書く)
) 8G 2 G; 8C 2 C: C(F1) G C(F2).
F1 @r F2 のゲームは, S としてステイトレスなシミュレータを考た, (F1:hon; F1:adv) と
(F1:hon; S
F1:adv)の識別ゲームである. ここで, F1 @r F2 を, 任意の識別者があるステイトレ
スなシミュレータ Sに対して, Real World (F1:hon; F1:adv)と Ideal World (F1:hon; SF1:adv)
を識別できないことと定義する. S はステイトレスなシミュレータなので, 任意の攻撃者のス
テイトの条件をカバーできて, MRH定理と同様の議論により上記の RSS定理を保証すること
ができる.
RSS定理の系として, HU @r RO ) 8G 2 G; 8C 2 C : CHU G CRO が成り立つため, 重
要な構造 H に対して, HU @r RO が示せれば我々が取り組む研究課題が解決できるものの,
多くの実用的な構造, 具体的には one-passハッシュ関数の構造 H に対して HU 6@r RO とな
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ることが示されている [51]. One-passハッシュ関数の構造として, Spongeや ChopMDなど
実用的な構造は全て含まれるため, このアプローチに変わる他の証明法の提案が必要となる.
4.1.5 本研究成果 { WRO証明法の提案 {
本研究では, CHU の Gm 安全性を保障するために, Reset Indierentiability を用いた
「Weakened Random Oracle (WRO) 証明法」を提案する. そして, 本稿では Gm として重要
なマルチステージの安全性である CDA安全性 [3, 4], C として実用的な暗号アルゴリズムであ
る REwHや EwH [3, 4], H として重要な構造で Sponge構造と ChopMD構造を扱い, WRO
証明法を用いて, C(HU )が Gm 安全となることを証明する.
WRO証明法では Gm 2 Gm, C 2 C, HU に対して以下のことを証明して, CHU の Gm 安全
性を保障する.
1. RO を弱めたWRO を定義して, HU @r WRO を証明する.
2. CWRO が G 安全となることを証明する.
そして, RSS定理から上記のことが証明できると, CHU の Gm 安全性を保証することができる.
4.1.5.1 WRO の定義方法.
ここで, ChopMD構造を例にWRO を定義する. この例では, ChopMD構造に組み込むプ
リミティブとしてランダムオラクル圧縮関数 h : f0; 1g3r ! f0; 1g2r を考えて, 入力長を 2r
bit,出力長を r bitとする ChopMDh(M1kM2) = chopn(h(h(IV kM1)kM2))を考える. chopn
は 2n bitの入力のうち下位 n bitを出力する関数である. ここで, 識別者 D は 2つのオラク
ル (L;R)と対話して, Real Worldは (L;R) = (ChopMDh; h)で, Ideal Worldでは (L;R) =
(WRO:hon; SWRO:adv) である. WRO = RO, すなわちWRO:hon = RO;WRO:adv =
RO の場合, ChopMDh 6@r RO となることが示されており, ChopMDh @r RO となるステイ
トレスなシミュレータ S が構成できないため, WRO:adv として RO の情報を漏らすような
オラクル O を追加して, ChopMDh @r WRO となる S が構成できるようにする.
以下, この例を用いて O の定義方法を説明する. まず, ChopMDh @r WRO が成り立つた
めの S が実現すべき 2つのケースを説明して, この 2つのケースをもとに O を定義する.
実現すべきケース 1. まず, Real Worldでは Rはランダムオラクル圧縮関数 hで, Dが図.4.1
のように同じクエリを h に質問した場合, そのレスポンスは同じ値 y1 = y2 となる. よって,
実現すべき 1つ目のケースとして, Ideal Worldでも図.4.1の手続きで y1 = y2 となるように
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識別者の手続き (ケース 1)
1. D が Rに xをクエリして, レスポンス y1 を受け取る.
2. D が Rに xをクエリして, レスポンス y2 を受け取る.
図.4.1 識別者の手続き 1
D の手続き (ケース 2)
1. D が Rに (IV;m1)をクエリして, レスポンス y1 を受け取る.
2. D が Rに (y1;m2)をクエリして, レスポンス y2 を受け取る.
3. D が Lにm1km2 をクエリして, レスポンス z を受け取る.
図.4.2 識別者の手続き 2
することである.
このケースに対して, S への初出のクエリ xに対して, レスポンス y を定義して, クエリレ
スポンスペア (x; y) を S 自身が持っておけば, 同じクエリ x に対して, 同じ値 y を返せるが,
S はステイトレスなので (x; y) を記録できない問題がある. そこで, O にランダムオラクル
RO を加えて, RO を用いてこのケースを実現する. 具体的には, S へのクエリ xに対して
レスポンス y を y := RO(x)とする. これにより, クエリ xに対するレスポンスは RO(x)
の出力値なので常に同じ値となり, 1つめのケースを実現できる.
実現すべきケース 2. 次に, 2つめのケースについて, Real Worldでは (L;R) = (ChopMDh; h)
で, ChopMD は h を用いて出力を計算しているため, L の入出力値と R の入出力値に
ChopMD の構造に依存した関係がある. 具体的な例として, D が図.4.2 の動作を行った場合,
z = chopn(y2)となる. そして, Ideal Worldで以下のように S を定義するとこのケースを実
現できる.
 ステップ 1に対する手続: クエリ IV km1 に対して S はレスポンス y1 を定義して, y1
を返信するとともに, (IV km1; y1)を記録しておく.
 ステップ 2に対する手続: クエリ y1km2 に対して, y1 を手掛かりに (IV km1; y1)を見
つけて, レスポンス y2 を chopn(y2) = RO(m1km2)となるように定義する.
Ideal World (L;R) = (RO; S) で D が図.4.2 の動作に対して S が上記の手続きを実行でき
た場合, z = chopn(y2) となるが, ステップ 1 で (IV km1; y1) を記録して, ステップ 2 で y1
から m1 を見つける必要があり, S はステイトレスなシミュレータなので, (IV km1; y1) を記
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録できないため, この手続きを実行できない. そこで, y1 から m1 を逆引きできるオラクルを
O に追加する. 具体的には, ランダムオラクル ROy と Traceオラクル T O から構成される
Traceable Random Oracle T ROを追加する. T Oはクエリ y に対して, 過去に y = RO(m)
となるmがROにクエリされていた場合mを返し, それ以外は ?を返すオラクルである. そ
して, T RO を用いて S の手続きを以下のように定義すると, ケース 2を実現するステイトレ
スなシミュレータが構成できる.
 ステップ 1に対する手続: クエリ IV km1 に対して S はROy(m1)の出力を用いてレス
ポンス y1 を定義して, y1 を返信する.
 ステップ 2に対する手続: クエリ y1km2 に対して, y1 を T O に質問して m1 を受け取
り, レスポンス y2 を chopn(y2) = RO(m1km2)となるように定義する.
この手続きを実行すると, Ideal Worldで z = chopn(y2)となり, さらに ChopMDh @r WRO
が証明できる.
これまでの議論では ChopMDh に対して O を定義していたが, Sponge 構造に対しても同
様の議論から O を定義できる. Sponge構造に対しては, 理想的なブロック暗号 ICと T O を
追加すると上記の 2つのケースを実現するステイトレスなシミュレータを構成することができ
て, Sponge @r WRO を証明することができる.
以上より, O := (RO;ROy; T O; IC)として, WRO を (RO;RO;ROy; T O; IC)から構
成して, WRO:hon := RO, WRO:adv := (RO;RO;ROy; T O; IC)とする.
4.1.5.2 WRO の正しさについて.
上記の議論からWROを用いることで, RSSの Reset Indierentiabilityに対する不可能性
を回避できることを示した. 次に, 重要な Gm と実用的な C に対して, CWRO の Gm 安全性を
証明して, WRO 証明法の妥当性を示す.
我々は Gm として deterministic PKE (DPKE) [3, 5, 18, 31, 43], hedged PKE (HPKE)
[4], message-locked PKE (MLPKE) [6]) など多くの公開鍵の安全性として採用されている
CDA安全性を考える. ここで, CDA安全性はもし攻撃者がチャレンジ暗号文のメッセージと
乱数の空間をコントロールできる場合でもメッセージのプライバシーを保証するための安全性
である.
次に, C として REwH1に注目する. ここで, REwH1を用いると, 任意のROモデルで CPA
安全な公開界鍵暗号アルゴリズムを RO モデルで IND-SIM 安全な公開鍵暗号アルゴリズム
に変換できることが知られている暗号アルゴリズムである [51]. ここで, IND-SIM安全性は識
別者が選んだメッセージと乱数の暗号文とシミュレータが生成した値を識別できないことを保
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証した安全性である.
そして, 我々は任意の RO モデルで IND-SIM安全な公開鍵暗号アルゴリズムがWRO モ
デルで CDA安全となることを証明する. よって, 既存の REwH1の結果と合わせると, REwH1
を用いることで RO モデルで CPA安全な任意の公開鍵暗号アルゴリズムからWRO モデル
で CDA安全な公開鍵暗号を得ることができる. これまで多くの RO モデルで CPA安全な公
開鍵暗号が提案されており, これらを REwH1に組み込むことで多くのWRO モデルで CDA
安全な公開鍵暗号を得ることができる.
REwH1の証明の直観的な説明. 任意の RO モデルで IND-SIM安全な公開鍵暗号アルゴリズ
ムがWROモデルで CDA安全となることを証明するために, 追加されたオラクル O が攻撃
者に何もアドバンテージを与えないことを示す必要がある. 以下, O が攻撃者にアドバンテー
ジを与えなことを簡単に説明する.
ここで, CDAゲームは 2つのステージから構成されるゲームで, 第 1ステージの攻撃者 A1
はmikr が十分な min-entropyを持つ 2つのメッセージ (m0;m1)と乱数 r を出力して, 1 bit
の値  をランダムに振って, チャレンジ暗号文 c = E(m ; r)を生成して, 第 2ステージの攻
撃者 A2 は c を受け取り, A2 は  の値を推測する. ここで, A1 のステイトは A2 に引き継が
れないことに注意されたい.
WROはRO;RO;ROy; T O; ICから構成されるため, それぞれのオラクルについて, 攻撃
者にアドバンテージを与えないことを説明する. まず, RO について, IND-SIM安全性の性質
から, A2 はROにアクセスしたとしても c から (m0;m1)と rの情報を何も得られないこと
が言える. 次に, ROy と RO は (m0;m1)と r とは独立のランダムオラクルなので, ROy と
RO から (m0;m1) と r の情報は漏れない. 最後に, IC と T O からも (m0;m1) と r の情報
が漏れないことを説明する. ここで, ICの暗号化オラクルを E, 復号オラクルを D と書く. も
し, A2 が (m0;m1)と r の情報を D;E または T O から得られた場合, CDAゲームに勝つこ
とができる可能性がある. しかし, 次の 2つの理由から無視できる確率を除いてこのことは起
きないことを説明する. 1) A2 は A1 が出力する任意の情報は上記の議論から c , RO, ROy,
RO から得られない. 2) ROy, E, D の出力はランダムに選ばれるため, E;D; T O から情報
を得るためにはこのランダムな値を推定するしかない. よって, T O, ICは無視できる確率を除
いて攻撃者にアドバンテージを与えない. 以上より, O は攻撃者にアドバンテージを与えず,
結果として, 任意の RO モデルで IND-SIM安全な公開鍵暗号アルゴリズムがWRO モデル
で CDA安全となることを証明することができる.
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4.2 Reset Indierentiabilityを用いたWRO証明法
文献 [51] では ChopMD 構造と Sponge 構造に対して, 部品にランダムオラクル圧縮関
数 h とランダム置換 P を組み込んだとしても, ChopMDh と SpongeP が RO と Reset
Indierentiableとなることを証明することは不可能であることが示された.
我々はマルチステージゲームで ChopMDP と SpongeP への置き換えを保障するために, RO
を弱めた weakened RO (WRO と書く) を提案して, WRO から ChopMDh と (出力長が r
bit で固定の)SpongeP との置き換えができることを Reset Indierentiability を用いて証明
する.
まず, WRO を定義する.
定義 23 ROn を入力長が任意長で出力長が n bitのランダムオラクルとする. ROv を入力長
が任意長で出力長が v bitのランダムオラクルとする. ROyw を入力長が任意長で出力長が w
bitのランダムオラクルとする. ここで, ROyw のハッシュリストを Ly と書くことにする. オ
ラクル T O を次のように定義する.
 T O への w bitのクエリ z に対して, 以下の手続きを行う
{ if 91(m; z) 2 Ly then return m
{ else return ?
ICa;b を鍵長が a bit, ブロック長が b bit の理想的なブロック暗号とする. そし
て, WRO := (ROn;ROv;ROyw; T O; ICa;b) とする. ここで, WRO:hon := ROn,
WRO:adv := (ROv;ROyw; T O; ICa;b)とする. 
ここで, 上記のパラメータ (n; v; w; a; b)は固定値ではなく, 証明したいハッシュ関数ごとに値
が変わることに注意されたい.
そして, プリミティブ P が理想化されたハッシュ関数 HP に対する Reset Indierentiable
from WRO のアドバンテージを以下に定義する.
Advr-indiHP;WRO;S(D) := Pr[DH
P;P ) 1]  Pr[DWRO:hon;SWRO:adv ) 1]:
そして, Reset Indierentiabilityの定理 (定理 2.6)から, 以下の系が成り立つ.
系 2 HP @r WRO , 8G 2 Gm; 8C 2 C : CHP  CWRO
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4.2.1 ChopMDh に対する Reset Indierentiability from WRO
ここでは, hがランダムオラクル圧縮関数の時に, ChopMDh がWRO と Reset Indieren-
tiableとなることを証明する. ここで用いるWRO のパラメータを w = s, v = n+ sとする.
また, ICa;b はこの証明では使われないので省略する.
定理 4.1 任意の識別者 D に対して, 以下の式を満たすステイトレスなシミュレータ S が存在
する.
Advr-indiChopMDh;WRO;S(D) 
qR(qR   1) + 2( + 1)
2s
ここで, Real Worldは (L;R) = (ChopMDh; h)で, Ideal Worldは (L;R) = (WRO:hon; SWRO:adv)
である. そして, Dが L;Rにクエリする回数の最大値を qL; qR として, lを 1ブロックを t bit
としたときの 1回の Lクエリで可能なブロック数の最大値とする. そして,  = lqL + qR とす
る. この時, S のクエリ回数は高々 4qR で, 実行時間は O(qR)となる. 
4.3章でこの証明を行う.
4.2.2 SpongeP に対する Reset Indierentiability from WRO
この証明では, SpongeP の出力長を 1ブロックすなわち r bitに限定する. SHA-3で用いら
れている出力長は 1ブロック分だけなので, この証明で十分に重要なハッシュ関数をカバーで
きていることに注意されたい. また, WRO のパラメータを w = c, b = r とする. この証明で
は, ICa;b の鍵を固定値 k に固定して使うため aの長さは無視する. そして, E(k; )はランダ
ム置換となるので, E(k; ) をランダム置換 P と書いて, D(k; ) を P 1 と書くことにする.
また, この証明ではROv は使われないよって, WRO = (ROn;ROyc; T O;P;P 1)となる.
定理 4.2 P をランダム置換とする. P 1 をその逆演算を行うオラクルとする. 任意の識別者
D に対して, 以下の式を満たすシミュレータ S = (SF ; SI)が存在する.
Advr-indiSpongeP ;WRO;S(D) 
2( + 1) + q(q   1)
2c
+
(   1) + q(q   1)
2d+1
ここで, Dは Lオラクル L = SpongeP =ROn Rオラクル RF = P=SF ; RI = P 1=SI にそれ
ぞれ qL, qF , qI 回のクエリを行う. そして, lは 1回の Lへのクエリの最大ブロック長とする.
 = lqL + qF + qI , q = qF + qI とする. S のクエリ回数は 4q 回で, 動作時間は O(q)である.

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S(x;m) where x1 = x[1; s]; x2 = x[s+ 1; n] and jmj = t
1 M  T O(x1);
2 if x = IV then z  ROn s(m); w  ROys(m);
3 else if M 6=? and x2 = ROn s(M) then z  ROn s(Mkm); w  ROys(Mkm);
4 else wkz  ROn(xkm);
5 return wkz;
図.4.3 Simulator S
この証明は 4.4章で行う.
4.3 定理 4.1の証明
証明の準備
まず, グラフ GMD を定義する. このグラフの初期値はノード IV で初期化されている. そし
て, このグラフは Rオラクルへのクエリレスポンスから, ノードとエッジが定義される. 例え
ば, R へのクエリレスポンスとして (IV;m1; y1); (y1;m2; y2) が定義されていた場合, すなわ
ち, y1 = (IV;m1); y2 = R(y1;m2)の場合, y1 をノードとし, m1 を IV から y1 へのエッジと
する, また, y2 をノードとして, m2 を y1 から y2 へのエッジとする. ここで, IV から y2 への
グラフを IV m1  ! y1 m2  ! y2 または IV m1km2     ! y2 と書くことにする.
ここで, 証明を単純にするために, 証明で考える ChopMDh はパディング関数 padを取り除
いたものを考える. そのため, D から Lへのクエリは (f0; 1gt) に入っている値とする. pad
は f0; 1g から (f0; 1gt) への単射関数なので, pad を取り除いた ChopMDh の安全性は pad
を含むフルスペックの ChopMDh の安全性を保証することに注意されたい.
ステイトレスなシミュレータの定義.
まず, 図 4.3にステイトレスなシミュレータを定義する. 4.1.5.1章で説明した通り, S が実
現すべきケースは 2 つあり, 実現すべきケース 1 は h 自身をシミュレートすること, そして,
実現すべきケース 2は Lと Rの関係のシミュレートである.
まず, ケース 1について, hはランダムオラクル圧縮関数なので, S の出力に対する要求とし
て乱数であることが要求されるが, ROn s;ROn;ROys を用いて S の出力を定義しているた
{ 68 {
め, S の出力は乱数となる. また, S の手続きは T Oの出力によって変わってくるため, 同じク
エリに対してレスポンスの値が変わる可能性があるが, 無視できる確率を除いて毎回同じ値が
返ってくることを示す.
そして, ケース 2 はグラフ GMD を用いると, Real World では任意のグラフ IV m ! y に
対して y[s + 1; n] = ChopMDh(m) となるため, 同様のことが Ideal World でも成り立つこ
とが要求される. ここで, S へ (IV;m1) がクエリされると, S のステップ 2 で出力 y1 が
y1[s + 1; n] = ROn s(m1), y1[1; s] = ROys(m1) により定義される. そして, IV m1  ! y1
に対して, y1[s + 1; n] = ROn s(m) が成り立つ. 次に, (y1;m2) が S にクエリされた場
合で, y1[1; s] = ROys(m1) となる m1 が m1 以外に存在しない場合, ステップ 1 の T O の
出力値は m1 となる. そして, y1 6= IV の場合, ステップ 3 によって, S(y1;m2) の出力
値 y2 が y2[s + 1; n] = ROn s(m1km2), y2[1; s] = ROys(m1km2) により定義される. こ
の議論を続けると, S のクエリレスポンス (IV;m1; y1); (y1;m2; y2); : : : ; (yi 1;mi; yi) に対
して, IV m1km2kkmi         ! yi と書けて, このクエリレスポンスが 1; 2; : : : ; i の順番で定義され
て, yj 6= IV で ROys の出力に衝突が起こらなければ, yi = ROn s(m1km2k    kmi) とな
る. すなわち, この場合は, ケース 2 を実現することができる. 一方で, クエリレスポンス
(IV;m1; y1); (y1;m2; y2); : : : ; (yi 1;mi; yi) に対して, このクエリレスポンスが 1; 2; : : : ; i の
順番で定義されない, ある j について yj = IV となる, または ROys の出力に衝突が起こる場
合に, yi 6= ROn s(m1km2k    kmi)となりケース 2は実現できないがこれは無視できるくら
い小さい確率であることを証明する.
証明の詳細.
以下, 図 4.3の S に対して, D は無視できる確率を除き Real Worldと Ideal Worldを識別
できないことを証明する. この証明では, 以下の 5つのゲームを考える. 各々のゲームでは, 識
別者がアクセスするオラクル (L;R)を変更している.
 Game 1は Ideal Worldと同じである. すなわち, (L;R) = (ROn; S)となる.
 Game 2 は S を S1 に変更した (L;R) = (ROn; S1) を考える. ここで S1 は S1 のク
エリレスポンスペアをテーブル T に記録しておき, S1 へのクエリ (x;m) に対して,
(x;m;wkz) 2 T ならば wkz を返し, そうでなければ S(x;m) と同じ手続きを実行し,
この出力値を返す.
 Game 3は Lを RO から L1 に変更した (L;R) = (L1; S1)を考える. ここで, L1 はク
エリmに対して, S1 にアクセスして ChopMDS1(m)を計算し, ROn(m)を返すオラク
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ルである.
 Game 4は (L;R) = (ChopMDS1 ; S1)とする.
 Game 5は Real Worldと同じである. すなわち, (L;R) = (ChopMDh; h)となる.
そして, Gi を D が Game iで 1を出力するイベントとすると, 以下の式が成り立つ.
Advr-indiChopMDh;WRO;S(D) 
4X
i=1
jPr[Gi]  Pr[Gi+1]j
以下, i = 1; : : : ; 4に対して, jPr[Gi]  Pr[Gi+1]jを評価する.
Game 1 ) Game 2. まず, jPr[G1]   Pr[G2]jを評価する. Game 1から Game 2への変
更は Rが S から S1 に変更されている点である. ここで, S1 はテーブル T を参照して繰り返
しのクエリに対しては過去に返したレスポンスを返すように変更されている. よって, S も同
様に繰り返しのクエリに対して, 過去に返したレスポンスを返すことが示せれば, Game 1と
Game 2は同じゲームとして扱うことができるため, jPr[G1]  Pr[G2]jは, Game 1で S への
繰り返しクエリに対して, 過去に返した値とは別の値が返信される確率で抑えることができる.
ところで, 図 4.3の S の仕様から, S の出力値はステップ 1の T O(x1)の出力値によって出力
が定義されるステップが決まるため, 任意のクエリ (x;m)に対して, (x;m)が繰り返し S にク
エリされても, クエリ毎にステップ 1の T O(x1)の出力値が常に同じならば, このレスポンス
は常に同じ手続きで定義されて同じ値が返る. 以上より, jPr[G1]  Pr[G2]jは, ある繰り返し
行われたクエリのペア (x;m)に対して, (x;m)があるタイミングで S にクエリされた時に, ス
テップ 1で T O(x1)の出力として w が出力されて, 繰り返し (x;m)がクエリされた時に, ス
テップ 1で T O(x1)の出力として w とは異なる w が出力される確率で抑えることができる.
このイベントをDi と書くことにする.
次に, Di を以下の 2つのイベントに分ける: Di1 は w =?かつ w 6=?となるイベント
で, Di2 は w 6=?かつ w =?となるイベント. この場合以下の式が成り立つ.
jPr[G1]  Pr[G2]j  Pr[Di ] = Pr[Di1] + Pr[Di2]
以下, Pr[Di1]と Pr[Di2]を評価する.
まず, Pr[Di1] を評価する. このイベントでは, 最初の S へのクエリ (x;m) に対して, ス
テップ 1の出力は w =?となる. すなわち, 最初のクエリが行われた時点では, x1 = ROys(m)
となるmは定義されておらず, 繰り返しクエリ (x;m)で, ステップ 1の出力は w 6=?となる
ため, この時点では, x1 = ROys(m)となるmが定義されていることになる. ここで, w = m
であることに注意されたい. すなわち, Di1 はある値 x1 が先に決まっていて RO の出力値
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が偶然 x1 と等しくなるイベントである. ここで, ROys と T O へは高々 qR 回クエリされるた
め, 以下の式が成り立つ.
Pr[Di1] 
qRX
i=1
i  1
2s
 qR(qR   1)
2s+1
:
次に, Pr[Di2] を評価する. このイベントでは, 最初の S へのクエリ (x;m) に対して, ス
テップ 1の出力は w 6=?となる. すなわち, 最初のクエリが行われた時点では, x1 = ROys(m)
となるmが定義されていることになる. ここで, w = mであることに注意されたい. そして,
繰り返しクエリ (x;m)で, ステップ 1の出力は w =?となるため, T O の定義から, この時
点で x1 = ROys(m)となる mとは異なる m が定義されたことになる. すなわち, Di2 が
起こるとROys の出力に衝突が起こる. ここで, ROys へは高々 qR 回クエリされるため, 以下の
式が成り立つ.
Pr[Di2] 
qRX
i=1
i  1
2s
 qR(qR   1)
2s+1
:
以上より, 以下の式が成り立つ.
jPr[G1]  Pr[G2]j  qR(qR   1)
2s
Game 2 ) Game 3. 次に, jPr[G2]   Pr[G3]j を評価する. Game 2 から Game 3 へ
の変更点は, L が ROn から L1 に変更されている点である. ここで, L1 はクエリ m に対
して, ChopMDS1(m) を計算するためのクエリを S1 にしてから ROn(m) の出力値を返信
するため, ChopMDS1(m) によるクエリが D の振る舞いに影響を与えないことが示せると,
Game 2と Game 3は同じイベントとして扱うことができる. すなわち, jPr[G2] Pr[G3]jは
ChopMDS1(m)によるクエリが D の振る舞いに影響を与える確率で抑えることができる.
ここで, Game 3 の ChopMDS1(m) による追加のクエリレスポンスを m := m1k    kmi
の場合, (IV;m1; y1); (y1;m2; y2), : : :, (yi 1;mi; yi) として, グラフ GMD を用いて表現する
と, IV m ! yi となる. ここで, yi[s + 1; n] = ChopMDS1(m) である. 次に, Game i での任
意のグラフ IV m ! y に対して, イベント Badi が起こらなければ y = ROys(m)kROn(m)
となることを補助定理 11 で証明する. イベント Badi は補助定理で示す. これは, Bad2 と
Bad3 が起こらなければ, Game 2, Game 3 ともに, 任意のグラフ IV m ! y に関する出力値
は y = ROys(m)kROn(m)となるため, Game 3の L1 による追加のクエリは影響を与えない.
よって, 以下の式が成り立つ.
jPr[G2]  Pr[G3]j  maxfBad2;Bad3g
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補題 11 Game j で任意のグラフ IV m ! y に対して, 以下のイベント Badi が起こらなけれ
ば y = ROys(m)kROn(m)となる. ここで, S が i回呼び出された後の S の全てのクエリレス
ポンスの値 (x ;m ; y) ( = 1; : : : ; i) に対して, (x [1; s]; y [1; s])を記録したテーブルを Ti
と書くことにする.
 Badj : Game j で, ある S への i 番目のクエリ (xi;mi) のレスポンスが Ti 1 [
fxi[1; s]; IV [1; s]gの要素と一致する.
証明. Badj が起こらないと仮定する. 以下, 任意のグラフ IV m ! y に対して, y =
ROys(m)kROn(m) となることを示す. ここで, (x1;m1; y1); : : : ; (xt;mt; yt) をこのグラフ
に関係する S のクエリレスポンス値とする. x1 = IV , xl = yl 1 (l = 2; : : : ; t), yt = y, and
m = m1k : : : kmt である.
まず, t = 1と t  2のケースに分けて議論する.
t = 1の場合, S のステップ 2から y = ROys(m1)kROn(m1)となる.
次に, t  2 の場合を考える. まず, Badj が起こらないので, 8l 2 f1; : : : ; t   1g
に対して, (x;mi; yi) が定義された後に, (xi+1;mi+1; yi+1) が定義される. すな
わち, (x1;m1; y1); : : : ; (xt;mt; yt) の順番で定義される. そして, ステップ 1 から
y1 = ROys(m1)kROn(m1) となる. 次に, S へのクエリ (y1;m2) に対して, ROys
の出力の衝突は起こらないので, S のステップ 1 で m1 が T O から出力され
る. そして, Badj が起こらないので, y1 6= IV となり, ステップ 3 が実行されて
y2 = ROys(m1km2)kROn(m1km2) となる. (x3;m3; y3); : : : ; (xt;mt; yt) についても同様の
議論が成り立つため, yt = ROys(m1k    kmt)kROn(m1k    kmt)となる.

次に, Pr[Bad2]と Pr[Bad3]を評価する. S の出力は f0; 1gn からランダムに選ばれるため,
S への i番目のクエリ (xi;mi)の出力 yi に対して, yi[1; s]が Ti [ fxi[1; s]g [ fIV [1; s]gの要
素と衝突する確率は (2i+ 1)=2s となる. そして, Game 2では S は qR 回, Game 3では  回
呼び出されるため, 以下の式が成り立つ.
Pr[Bad2] 
qRX
i=1
2(i  1) + 2
2s
=
qR(qR + 1)
2s
; Pr[Bad3] 
X
i=1
2(i  1) + 2
2s
=
( + 1)
2s
以上より, 以下の式が成り立つ.
jPr[G2]  Pr[G3]j  ( + 1)
2s
:
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Game 3 ) Game 4. 次に, jPr[G3]   Pr[G4]jを評価する. Game 3から Game 4への変
更点は, L が L1 から ChopMDS1 に変更されている点である. ここで, Game 3 では任意の
L へのクエリ m に対して RO(m) の出力値がレスポンスとなるので, 任意の L へのクエリ
m に対して ChopMDS1(m) = RO(m) となれば Game 3 と Game 4 は同じゲームとして扱
うことができる. すなわち, jPr[G3]   Pr[G4]jは Game 4である Lへのクエリ mに対して,
ChopMDS1(m) 6= RO(m)となる確率で抑えることができる. ここで, 補助定理 11から, Bad4
が起こらなければ ChopMDS1(m) = RO(m)となるため, 以下の式が成り立つ.
jPr[G3]  Pr[G4]j  Pr[Bad4]
そして, S の出力値は f0; 1gn からランダムに選ばれるので, S への i番目のクエリ (xi;mi)の
出力 yi に対して, yi[1; s]が Ti [ fxi[1; s]g [ fIV [1; s]gの要素と衝突する確率は (2i + 1)=2s
となる. そして, Game 4では  回呼び出されるため, 以下の式が成り立つ.
Pr[Bad4] 
X
i=1
2(i  1) + 2
2s
=
( + 1)
2s
Game 4 ) Game 5. 最後に, jPr[G4]   Pr[G5]jを評価する. Game 4から Game 5への
変更点は, R が S1 から h に変更されている点である. ここで, S1 と h レスポンスはともに
f0; 1gn からランダムに選ばれるため, Pr[G4] = Pr[G5]となる.
以上より, 定理が証明できた.

4.4 定理 4.2の証明
証明の準備
定理 4.1の証明と同様に, まずは Sponge構造に関するグラフGS を定義する. このグラフは
ノード IV で初期化されている. そして, このグラフはRオラクルまたはR 1オラクルへのク
エリレスポンスからノードとエッジが定義される. 例えば, Rまたは R 1 へのクエリレスポン
スとして, x1[r + 1; c] = IV1; y1[r + 1; c] = x2[r + 1; c]となる (x1; y1); (x2; y2)が定義されて
いた場合, すなわち, y1 = R(x1) (または x1 = R 1(y1)), y2 = R(x2) (または x2 = R 1(y2))
の場合, y1; y2 をノードとし, m1 = IV1x1[1; r], m2 = y1[1; r]x2[1; r]をエッジとする. こ
こで, IV から y2 へのグラフを IV m1  ! y1 m2  ! y2 または IV m1km2     ! y2 と書くことにする.
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SF (x) //x1 = x[1; r], x2 = x[r + 1; r + c]
1. m T O(x2)
2. if x2 = IV2 then
3. y[1; r] ROr(x1  IV1)
4. y[r + 1; r + c] ROyc(x1  IV1)
5. else if m 6=? then
6. m0  x[1; r]ROr(m)
7. y[1; r] ROr(mjjm0)
8. y[r + 1; r + c] ROyc(mjjm0)
9. else y  P(x)
10. return y
SI(y) //y1 = y[1; r], y2 = y[r + 1; r + c]
1. m T O(y2)
2. if m 6=? and jmj = n then
3. x[1; r] IV1 m
4. x[r + 1; r + c] IV2
5. if m 6=? and jmj > n then
6. let m = mjjm0 (jm0j = r)
7. x[1; r] m0 ROr(m)
8. x[r + 1; r + c] ROyc(m)
9. else x P 1(y)
10. return x
図.4.4 Simulator (SF ; SI)
P1(X)
1 if 9(j;X; Y ) 2 Q then return Y ;
2 Y
$   f0; 1gd; Q [   (t;X; Y ); t t+ 1;
3 return Y ;
P 11 (X)
1 if 9(j;X; Y ) 2 Q then return X;
2 X
$   f0; 1gd; Q [   (t;X; Y ); t t+ 1;
3 return X;
図.4.5 Q は初期状態が空集合となっているリストで, t の初期値は t = 1 である.
(P1;P 11 )のステップ 1では j が最大値となる 3つ組に注目する.
ここで, この証明を単純にするために, 証明で扱う SpongeP は pad関数を取り除いたものを
考える. そのため, D から Lへのクエリは (f0; 1gr) に入っている値とする. ここで, padは
f0; 1g から (f0; 1gr) への単射関数なので, padを取り除いた SpongeP の安全性は padを含
むフルスペックの SpongeP の安全性を保証することに注意されたい.
ステイトレスなシミュレータの定義
図 4.4にステイトレスなシミュレータ S = (SF ; SI)を定義する. ここで, SF は P をシミュ
レートして, SI は P 1 をシミュレートする.
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証明の詳細.
以下, 図 4.4の S に対して, D は無視できる確率を除き Real Worldと Ideal Worldを識別
できないことを証明する. この証明では, 以下の 5つのゲームを考える. 各々のゲームでは, 識
別者がアクセスするオラクル (L;RF ; RI)を変更している.
 Game 1 は Ideal World と同じである. すなわち, (L;RF ; RI) = (ROn; SF ; SI) と
なる.
 Game 2では (P; P 1)を図 4.5の (P1; P 11 )に変更する. そして, SF ; SI は (P; P 1)
の代わりに (P1; P 11 )にアクセスする.
 Game 3 では RF ; RI を SF ; SI から S1F ; S1I に変更する. すなわち, (L;RF ; RI) =
(ROr; S1F ; S1I)となる. ここで, S1 = (S1F ; S1I)とする. そして, S1は S1F と S1I
のクエリレスポンンスペアをテーブル T に記録しておき, SF へのクエリ x に対して,
9(x; y) 2 T ならば y を返し, そうでなければ y  SF (x)として, (x; y)を T に記録し
て, y を返す. 同様に, SI へのクエリ y に対して, 9(x; y) 2 T ならば xを返し, そうで
なければ x SF (y)として, (x; y)を T に記録して, xを返す.
 Game 4 は Lを ROr から L1 に変更して, (L;RF ; RI) = (L1; S1F ; S1I) とする. L1
の定義は, L1 へのクエリ m に対して, SpongeS1F (m) をするために必要なクエリを
S1F に行い, ROr(m)を返信する.
 Game 5は Lを L1 から SpongeS1F に変更して,
(L;RF ; RI) = (Sponge
S1F ; S1F ; S1I)とする.
 Game 6は Real Worldと同じである. すなわち, (L;RF ; RI) = (SpongeP ; P; P 1)と
する.
ここで, Gi を Game iで D が 1を出力するイベントとすると, 以下の式が成り立つ.
Advr-indiSpongeP ;WRO;S(D) 
5X
i=1
jPr[Gi]  Pr[Gi+1]j
以下, i = 1; : : : ; 5に対して, jPr[Gi]  Pr[Gi+1]jを評価する.
Game 1 ) Game 2. まず, jPr[G1] Pr[G2]jを評価する. Game 1から Game 2の変更点
は, (RF ; RI)を (P; P 1)から (P1; P 11 )に変更した点である. そして, PRF/PRP switching
{ 75 {
lemma [10] (詳しくは付録を参照されたい)を適用すると, 以下の式が成り立つ.
jPr[G1]  Pr[G2]j  q(q   1)
2d+1
:
Game 2 ) Game 3. 次に, jPr[G2] Pr[G3]jを評価する. Game 2から Game 3への変更
点は, (RF ; RI) を (SF ; SI) から (S1F ; S1I) に変更した点である. ここで, S1F と S1I はク
エリレスポンスを記録したテーブル T を参照して, 繰り返し行われたクエリに対して, 過去に
返したレスポンスと同じ値を返すように変更されている. よって, Game 2 で SF と SI が繰
り返しクエリに対して, 過去に返したレスポンスと同じ値を返すことが示せれば, Game 2と
Game 3 を同じゲームとして扱うことができる. すなわち, jPr[G2]   Pr[G3]jは Game 2で,
ある繰り返しクエリに対して, 過去に返したレスポンスと別の値が返される確率で抑えられる.
ここで, 繰り返しクエリは以下の 4パタンに分けられる.
1. SF への繰り返しクエリ: (1) xが SF へクエリされて, y が返される. (2) 次に, 同じ値
xが SF に繰り返しクエリされて, y が返される. 同じ値が返るとは y = y となるこ
とである.
2. SI への繰り返しクエリ: (1) y が SI へクエリされて, xが返される. (2) 次に, 同じ値 y
が SI に繰り返しクエリされて, x が返される. 同じ値が返るとは x = x となること
である.
3. SF , SI への繰り返しクエリ: (1) xが SF へクエリされて, yが返されて, (2) 次に, yが
SI にクエリされて, x が返される. 同じ値が返るとは x = x となることである.
4. SI , SF への繰り返しクエリ: (1) y が SI へクエリされて, xが返されて, (2) 次に, y が
SF にクエリされて, x が返される. 同じ値が返るとは x = x となることである.
ここで, 2つのイベントDi1;Di2 を定義して, ある繰り返しクエリに対して, 過去に返し
たレスポンスと別の値が返されるならば Di1 _Di2 が起きていることを示す. すなわち,
jPr[G2]  Pr[G3]j  Pr[Di1] + Pr[Di2]となる.
まず, Di1;Di2 を定義する.
 Di1: ROyc の出力に衝突が起こる.
 Di2: まず, y が T O にクエリされて, ?が返信される. 次に, ROyc に mがクエリさ
れて, y が返される.
まず, パタン 1で y 6= y ならば Bad1 _ Bad2 が起こることを示す. SF の出力が定義される
手続きは T O の出力に依存する. T O の出力が決まると, SF のステップ 2以降の手続きは決
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定的なので, (1)のクエリ xで, T O から w が出力されて, (2)のクエリ xで, T O から w が
出力されるとすると, y 6= y ならば w 6= w となる. この場合, w;w は, w =? ^w 6=?ま
たは w 6=? ^w =?の 2パタン取りうる. そして, w =? ^w 6=?の場合は Bad2 そのもの
である. w 6=? ^w =?が起こる場合は, T O の定義から ROyc の出力に衝突が起きているこ
とから生じるため, Bad1 が起こる.
次に, パタン 2で x 6= x となる場合は, パタン 1と同じ議論によりDi1_Di2 が起こる.
次に, パタン 3で x 6= x ならばDi1 _Di2 が起こることを示す.
 まず, x[r+1; r+c] = IV2の場合, y = ROr(m1)kROyc(m1)となる. m1 = x[1; r]IV1
である. そして, SI へのクエリ y に対して, ROyc の出力にコリジョンが起こらなけ
れば, すなわち, Bad1 が起こらなければ, ステップ 1 の T O の出力は m1 となるので,
y = ROr(m1)kROyc(m1)となり, x 6= x となる. すなわち, x[r + 1; r + c] = IV2 の
場合, x 6= x ならばDi1 が起こる.
 次に, (1)のクエリ xに対して, SF の手続きで, x[r+1; r+c] 6= IV2で T Oの出力m1が
m1 6=?の場合, y = ROr(m1km2)kROyc(m1km2)となる. m2 = x[1; r] ROr(m1)
である. そして, (2)のクエリ y に対して, ROyc の出力にコリジョンが起こらなければ,
すなわち, Di1 が起こらなければ, SI の手続きのステップ 1で T O からm1km2 が返
り, x[1; r] = m2 ROr(m1), x[r + 1; r + c] = ROyc(m1)となり, x 6= x となる. す
なわち, この場合, x 6= x ならばDi1 が起こる.
 最後に, (1)のクエリ xに対して, SF の手続きで, x[r + 1; r + c] 6= IV2 で T O の出力
m1 が m1 6=?の場合, SF へのクエリ xに対して, ステップ 1の T O の出力は ?とな
り, y = P(x)となる. そして, (2)のクエリ y に対して, Di1 が起こらなければ, SI の
ステップ 1で ?が返り, そして x = P 1(y)となり, x 6= x となる. すなわち, この
場合, x 6= x ならばDi2 が起こる.
最後に, パタン 4 で y 6= y となる場合は, パタン 3 と同じ議論により Di1 _Di2 が起
こる.
次に, Pr[Di1]と Pr[Di2]を評価する. まず, Pr[Di1]を評価する. ここで, RF ; RI へ
は高々 q 回クエリできるため, 以下の式が成り立つ.
Pr[Di1] 
qX
i=1
i  1
2c
 q(q   1)
2c+1
:
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次に, Pr[Di2]を評価する. ここで, RF ; RI へは高々 q 回クエリできるため, 以下の式が成り
立つ.
Pr[Di2] 
qX
i=1
i  1
2c
 q(q   1)
2c+1
:
以上より, 以下の式が成り立つ.
jPr[G2]  Pr[G3]j  Pr[Di1] + Pr[Di2]  q(q   1)
2c
:
Game 3 ) Game 4. 次に, jPr[G3]   Pr[G4]j を評価する. Game 3 から Game 4 へ
の変更点は, L を ROr から L1 に変更した点である. ここで, L1 はクエリ m に対して
FOLSpongeS1F (m) を計算するために S1F に関連したクエリを行う. そのため, この追加で
行われるクエリが Dの振る舞いに影響を与えないことが示せれば, Game 3と Game 4は同じ
ゲームとして扱うことができる. ここで, 補助定理 12で, ゲーム j でイベント Badj が起こら
なければ, 任意のグラフ IV m ! y に対して, y = ROr(m)kROyc(m) となることを証明する.
Badj は補助定理 12で示す. すなわち, IV m ! y という形で書ける RF ; RI へのクエリレスポ
ンスは Badj が起こらなければ常に同じ方法で定義される. そして, Game 4 で L1 による追
加のクエリレスポンスは IV m ! y という形で書けるため, Game 3と Game 4でこのイベン
トが起こらなければこの追加の追加のレスポンスがあるなしにかかわらず, 同じゲームとなる.
よって, 以下の式が成り立つ.
jPr[G3]  Pr[G4]j  maxfPr[Bad3];Pr[Bad4]g:
補題 12 Game j で, Badj が起こらなければ, 任意のグラフ IV m ! z に対して, z =
ROr(m)kROyc(m)となる.
以下, Badj の定義である. Ti を i番目の Rクエリ時に, すでに定義されている RF と RI の
クエリレスポンスペア (x; y) に対して, x[r + 1; b]; y[r + 1; b] と, IV2 を記録したテーブルと
する.
 Badj は, Game j で, RF または RI への i番目のクエリが
{ RF へのクエリで, そのクエリを xi, そのレスポンス yi と書いた時に, yi[r+1; b] 2
Ti [ fxi[r + 1; b]gとなる, または,
{ RI へのクエリで, そのクエリを yi, そのレスポンス xi と書いた時に, xi[r+1; b] 2
Ti [ fyi[r + 1; b]gとなる.
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証明. Badj が起こらないと仮定する. IV m ! y を任意のグラフとする. そして,
(x(1); y(1)); (x(2); y(2)); : : : ; (x(t); y(t)) をこのグラフを規定する RF または RI へのクエリ
レスポンスとして, (x(i); y(i)) をこのグラフの i ブロック目のクエリレスポンスとする. す
なわち, x(1)[r + 1; b] = IV2, y(i)[r + 1; b] = x(i+1)[r + 1; b], z = y(t) となる. そして,
m1 = IV1  x(1)[1; r], mi = y(i 1)[1; r]  x(i)[1; r] とすると, m = m1k    kmt である.
z = ROr(m)kROyc(m)となることが示せれば証明完了となる.
ここで, Badj が起こらないので, ROyc の出力に衝突は起きないこと注意されたい.
そして, まず t = 1 の場合を考える. Badj は起きないので, (x(1); y(1)) は SI によっ
て定義されない, すなわち, SF によって」定義される. そして, SF のステップ 2-4 から
z = ROr(m)kROyc(m)となる.
次に, t  2となる任意の tを考える. ここで, Badj は起きないので, (x(1); y(1)), (x(2); y(2)),
: : :, (x(t); y(t))の順番で定義される. そして, 任意の iに対して, (x(i); y(i))は SI によって定
義されない, すなわち, SF によって定義される. ここで, t = 1 のケースで議論したように,
y(1) = ROr(m1)kROyc(m1)となる. そして, RF へのクエリ x(2) に対して, ROyc の出力に衝
突が起こらないので, SF のステップ 1の手続きで T Oからm1 が返り, ステップ 5-8の手続き
により y(2) = ROr(m1km2)kROyc(m1km2) となる. 同じ議論を (x(3); y(3)), : : :, (x(t); y(t))
に対しても適用できて, y(t) = ROr(m1k    kmt)kROyc(m1k    kmt)となる.

次に, Pr[Bad3], Pr[Bad4]を評価する. SF と SI の出力はの c bit部分は ROyc, P1, または
P 11 によって選ばれる. そして, これらの値はランダムに選ばれる. Game 3では RF ; RI 合
わせて q 回呼び出されて, Game 4では RF ; RI 合わせて  回呼び出されるため, 以下の式が
成り立つ.
Pr[Bad3] 
qX
i=1
(2(i  1) + 2)
2c
=
q(q + 1)
2c
Pr[Bad4] 
X
i=1
(2(i  1) + 2)
2c
=
( + 1)
2c
よって, 以下の式が成り立つ.
jPr[G3]  Pr[G4]j maxfPr[Bad3];Pr[Bad4]g  ( + 1)
2c
Game 4 ) Game 5. 次に, jPr[G4] Pr[G5]jを評価する. Game 4から Game 5への変更
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点は Lを L1 から SpongeS1F に変更した点である. ここで, クエリmに対して LはROr(m)
を返すので, Game 5でもクエリ mに対して Lが ROr(m)を返すことが示せれば, Game 4
と Game 5を同じゲームとして扱うことができる. ここで, 補助定理 12から Bad5 が起こらな
い限り SpongeS1F の出力はROr によって定義されるため, 以下の式が成り立つ.
jPr[G4]  Pr[G5]j  Pr[Bad5]
次に, Pr[Bad5]を評価する. SF と SI の出力はの c bit部分はROyc, P1, または P 11 によっ
て選ばれる. そして, これらの値はランダムに選ばれる. Game 4では RF ; RI 合わせて  回
呼び出されるため, 以下の式が成り立つ.
Pr[Bad5] 
X
i=1
(2(i  1) + 2)
2c
=
( + 1)
2c
よって, 以下の式が成り立つ.
jPr[G4]  Pr[G5]j maxfPr[Bad4];Pr[Bad5]g  ( + 1)
2c
Game 5 ) Game 6. 最後に, jPr[G5]   Pr[G6]j を評価する. Game 5 から Game 6 へ
の変更点は (RF ; RI) を (S1F ; S1I) から (P; P 1) に変更した点である. この変更に対して,
PRF/PRP switching lemma [10] (詳しくは付録を参照されたい)が適用できて, 以下の式が
成り立つ.
jPr[G5]  Pr[G6]j  (   1)
2b+1
:
以上より, 以下の式が成り立つ.
Advr-indiSpongeP ;WRO;S(D) 
2( + 1) + q(q   1)
2c
+
(   1) + q(q   1)
2b+1

4.5 WROモデルでのマルチステージゲームの安全性について
本章では, WRO 方法論の正しさを示す. ここでは, WRO モデルで (non-adaptive) CDA
安全 [4]な公開鍵暗号方式を構成する. この構成法は, RO モデルで IND-SIM安全 [51]な公
開鍵暗号からWRO モデルで CDA安全な公開鍵暗号を構成する方法である.
{ 80 {
ここで, 文献 [51]で, EwH [3]や REwH1 [4]を用いると容易にROモデルで IND-SIM安全
な公開鍵暗号方式を得ることができることが示されている. 具体的には, EwHと REwH1に任
意の CPA安全な公開鍵暗号方式を部品として組み込むと, IND-SIM安全な方式が得られるこ
とが文献 [51]で示されている. よって, 我々が示す結果と組み合わせると, 任意の RO モデル
で CPA安全な公開鍵暗号方式からWROモデルで CDA安全な公開鍵暗号方式を得ることが
できる. CPA安全な公開鍵暗号方式として, 例えば, 素因数分解ベースの方式, Die-Hellman
ベースの方式, 格子ベースの方式など多くの方式があり, これらの方式を組み込むと, 同様の仮
定をベースとした CDA安全な公開鍵暗号方式が得られる.
さらに, 4.2 章での任意のマルチステージゲームでWRO から ChopMD または Sponge へ
の置き換えを保障した結果と合わせると, 任意の RO モデルで CPA安全な公開鍵暗号方式か
ら CDA安全な ChopMDまたは Spongeを用いた公開鍵暗号方式を得ることができる.
4.5.1 WROモデルで CDA安全な公開鍵暗号方式
公開鍵暗号方式 (Public Key Encryption または PKE). 公開鍵暗号方式 AE は 3つ
のアルゴリズム AE = (Gen;Enc;Dec)から構成される. Genは公開鍵 pk と秘密鍵 sk を出
力する鍵生成アルゴリズムである. Encは公開鍵 pk, 平文m, 及び乱数 rを用いて暗号文 cを
出力する暗号化アルゴリズムである. Decは秘密鍵 sk と暗号文 cを用いて平文 mまたはリ
ジェクトシンボル ?を出力するアルゴリズムである. ここで, ベクトルサイズが jmj = jrj = l
となるベクトル m; r に対して, ベクトル (Enc(pk;m[1]; r[1]); : : : ;Enc(pk;m[l]; r[l])) を
Enc(pk;m; r)と書くことにする. ここで, Encが決定的の場合, AE は決定的であるというこ
とにする.
CDA安全性. ここで, CDA安全性を説明する. 本章では, 文献 [51]に記載されている定義
を用いる. 図 4.7は暗号部品 F を用いた公開鍵暗号 AE に対する non-adaptiveな CDAゲー
ムである.
この定義は公開鍵暗号方式で用いる乱数 rが一様に選ばれない時の安全性を考慮に入れた安
全性定義である. 以降では, 乱数の長さを   0, 平文の長さを ! > 0と書くことにする. ここ
で, (; )-mmr-source Mは三つ組み (m0;m1; r)を出力するランダマイズアルゴリズムであ
る. ここで, jm0j = jm1j = jrj = , m0 とm1 の全てのコンポーネントは長さが ! bitのビッ
ト列で, rの全てのコンポーネントは長さが  bitのビット列で, 1  i < j  ,  2 f0; 1gに
対して, (m [i]; r[i]) 6= (m [j]; r[j])となる.
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CDAA1;A2AE;F

$   f0; 1g
(pk; sk)
$   Gen
(m0;m1; r) AF:adv1
c EncF:hon(pk;m ; r)
0  AF:adv2 (pk; c)
return ( = 0)
図.4.6 IND-SIMゲーム
IND-SIMBAE;S;F

$   f0; 1g
(pk; sk)
$   Gen
0  BRoS;F:adv(pk)
return ( = 0)
RoS(m; r)
If  = 1 then return EncF:hon(pk;m; r)
Otherwise return SF:hon(pk; jmj)
図.4.7 CDAゲームと IND-SIMゲーム
IND-SIM 安全性. IND-SIM 安全性は公開鍵方式の安全性で, 攻撃者が平文や乱数を選ん
で, そのペアを暗号アルゴリズムに入力したときの出力値とあるシミュレータの出力値を識別
できないことを規定した安全性である. 図 4.7は IND-SIMゲームを記載している. ここで, 攻
撃者 B の IND-SIMのアドバンテージを以下のように定義する.
Advind-simAE;S;F (B) = 2  Pr[IND-SIMBAE;F ) true]  1:
WRO モデルでの CDA安全性. 以下の定理は RO モデルで IND-SIM安全な任意の公開鍵
からWROモデルで non-adaptive CDA安全な公開鍵を得ることができることを示している.
定理 4.3 AE を公開鍵暗号とする. (A1;A2)をWROモデルでの CDA攻撃者として, ROn,
ROv, ROyw, T O, ICa;b = (E;D) へのクエリ回数をそれぞれ qRO; qRO ; qROy ; qT O; qE ; qD
とする. そして, 任意のシミュレータ S に対して, 以下の式を満たす IND-SIM攻撃者 B が存
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在する.
AdvcdaAE;WRO(A1;A2)  Advind-simAE;S;ROn(B) + qRO maxpkAE +
qRO + 4q2RO
2
+max

4q2ROy + 4q
2
T O
2
;
qT O
2w log qROy

+max

4q2E + 4q
2
D
2
;
qD
2b log qE
;
qE
2b log qD

:
BはROへのクエリはなく,  回 RoSクエリを行い, そして, 実行時間は (A1;A2)の時間プラ
スO(qRO+qRO+qROy+qT O+qE+qD)である. maxpkAE はmaxpkAE = max
2f0;1g
Pr[pk =
 : (pk; sk)
$   Gen] と定義される公開鍵がコリジョンを起こす最大確率である.  は mmr-
sourceのミニエントロピーである. 
証明. ゲーム Gi での攻撃者 A のアドバンテージを Adv(A;Gi) と書くことにする. こ
こで, ゲーム G0 を WRO モデルでの CDA ゲームとする. すなわち, Adv(A;G0) =
AdvcdaAE;WRO(A1;A2)となる.
Game G1: ゲームG1 では以下のイベントが起きた場合, ROn は乱数を返信する.
 Bad1 : チャレンジ暗号文を生成する際に RO にクエリされた値 M が, A1 によって
ROn にクエリされた場合.
そして, その他の手続きはG0 と同じとする. このとき, 以下の式が成り立つ.
補題 13 jAdv(A;G1)  Adv(A;G0)j  qRO maxpkAE :
証明. G0 とG1 の差は Bad1 が起きた場合のみ生じる. よって, Dierence Lemma [54]から,
jAdv(B;G1)  Adv(B;G0)j  Pr[Bad1]となる.
次に Pr[Bad1]を評価する. A1 は pk は手に入らず, Encのクエリによって ROn の入力に
入っているため, pk を含むクエリを ROn にするためには, 偶然 pk を選んで RO にクエリす
るしかない. RO へのクエリ回数は qRO 回なので, Pr[Bad1]  qRO maxpkAE となる.

Game G2: このゲームでは, 暗号文 c EncROn(pk;mb; r)を IND-SIMのシミュレータ
SROn(pk; !)に変更する. その他の手続きはG1 と同じとする.
そして以下の補助定理が成り立つ.
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補題 14 jAdv(A;G2)  Adv(A;G1)j  Advind-simAE;S;ROn(B):
証明. 以下, jAdv(A;G2) Adv(A;G1)jが無視できる確率でさえられるならば, 任意のシミュ
レータ S に対して, RO モデルで AE の IND-SIM安全性を破ることができる攻撃者 B を構
成できることを示す. 図 4.8はゲーム G2, B の構造, B によるWRO モデルでのシミュレー
ション SimB = (SimBROn ; SimBROv ; SimBROyw ; SimBT O; SimBE ; SimBD) である. ここで,
B は RO へクエリしないことに注意されたい. B は SimBを用いて A1 と A2 からWRO へ
のクエリレスポンスをシミュレートする. そして, G1 とG2 ではともに Encによる ROn へ
のクエリが含まれている. よって, WRO はパーフェクトにシミュレートできているので, A
はG1 とG2 を識別できない. そして, IND-SIMゲームで  = 1の場合, Aのインターフェー
スはG1 と同じで,  = 0の場合, AのインターフェースはG2 と同じになる.
よって, jAdv(A;G2) Adv(A;G1)jが無視できない確率となる場合, Bは AE の IND-SIM
安全性を破ることができる.

Game G3: このゲームでは, A2 が (m0;m1; r) に関するクエリを ROv;ROyw; T O, また
は ICa;b = (E;D) にしたときに, 出力を乱数とする. すなわち, このゲームでは A1 と A2 が
ROv;ROyw; T O, ICa;b = (E;D)からは (m0;m1; r)を共有できない. そして, これ以外の手
続きはG2 と同じとする.
補題 15
jAdv(A;G3)  Adv(A;G2)j 
4q2RO + 4q
2
ROy
2
+max

4q2T O
2
;
4q2T O
2w

+max

4q2E + 4q
2
D
2
;
4q2E + 4q
2
D
2b

:
証明 G2 と G3 の差は, A1 と A2 が (m0;m1; r) に関する同じクエリを ROv;ROyw; T O ま
たは ICa;b = (E;D)に行った場合に生じる. A1 と A2 が (m0;m1; r)に関する共通のクエリ
を ROv に行うイベントを BadRO と書くことにする. 同様に, イベント BadROy , BadT O,
BadE , BadD を定義する. そして, Dierence Lemma [55]から以下の式が成り立つ.
jAdv(B;G3)  Adv(B;G2)j Pr[BadRO _ BadROy _ BadT O _ BadE _ BadD]
Pr[BadRO ] + Pr[BadROy ] + Pr[BadT O]
+ Pr[BadE ] + Pr[BadD]
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Game G2

$   f0; 1g
(pk; sk)
$   Gen
(m0;m1; r) AROn;RO

v;ROyw;T O;ICa;b
1
c EncF:hon(pk;m ; r)
c0  SROn(pk; !)
0  AROn;ROv;ROyw;T O;ICa;b2 (pk; c0)
return ( = 0)
BRoS(pk)

$   f0; 1g
(m0;m1; r) ASimB1
c RoS(m ; r)
0  ASimB2 (pk; c)
If  = 0 then return 1
Otherwise return 0
SimBE(k; x)
If E[k; x] =?,
y
$   f0; 1gbnT+[k]
E[k; x] y;D[k; y] x,
T+[k]
[   fyg, T [k] [   fxg
return E[k; x]
SimBROn(M)
If F[M ] =?, F[M ] $   f0; 1gn
If F[M ] 6=?, and M is posed by Enc,
F[M ]
$   f0; 1gn
return F[M ]
SimBROv (M)
If F[M ] =?, F[M ] $   f0; 1gv
return F[M ];
SimBROyw(M)
If Fy[M ] =? then Fy[M ] $   f0; 1gw
return Fy[M ];
SimBT O(y)
If 91M s.t. Fy[M ] = y then return M
Otherwise return ?
SimBD(k; y)
If D[k; y] =?,
x
$   f0; 1gbnT [k];
E[k; x] y;D[k; y] x,
T+[k]
[   fyg, T [k] [   fxg
return D[k; y]
図.4.8 ゲームG2 と攻撃者 B によるシミュレーション SimB
G2 とG3 では, A1 と A2 は cから (m0;m1; r), WRO の入出力に関する情報は得られな
い. そして, ROn へのクエリに対して, G2 と G3 の A2 のインターフェースは同じになる.
よって, このようなクエリを行うためには, ミニエントロピー , ROyw の出力, (E;D)の出力
のいずれかを推定する必要がある. そして, 誕生日解析 (詳しくは付録を参照されたい)により,
RO とROy の出力の推定が当たる確率はそれぞれ (2qRO)2=2, (2qROy)2=2 となる. T O
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に関して,  < w の場合, 推定が当たる確率は (2qT O)2=2, それ以外は (2qT O)2=2w となる.
E と D に関して,  < bの場合, 推定が当たる確率はそれぞれ (2qE)2=2, (2qD)2=2, これ以
外の場合, それぞれ (2qE)2=2b, (2qD)2=2b となる.
以上より, 以下の式が成り立つ.
jAdv(A;G3)  Adv(A;G2)j (4q2RO + 4q2ROy)=2 +max

4q2T O=2
; 4q2T O=2
w
	
+max

(4q2E + 4q
2
D)=2
; (4q2E + 4q
2
D)=2
b
	

Game G4: このゲームでは以下のイベントが起きた時にROn は乱数を返すようにする.
 Bad2 : チャレンジ暗号文を生成するために Enc から ROn へのクエリ M に対して,
A2 がM をROn にクエリする.
他の手続きはG3 と同じである. そして, 以下の補助定理が成り立つ.
補題 16 jAdv(A;G4)  Adv(A;G3)j  qRO2 :
証明. まず, G3 と G4 に差が生じるならばならず Bad2 が起こる. よって, Dierence
Lemma [55]より以下の式が成り立つ.
jAdv(B;G4)  Adv(B;G3)j  Pr[Bad2]
以下, Pr[Bad2]を評価する. ここで, ROn はランダムオラクルで, cは変更されて, A1 はサ
ブオラクルにM に関するクエリを行わないため, A2 は r の情報に関してミニエントロピー 
以上の情報を得ることはできない. よって, ROn にM をクエリする方法は を推定するだけ
である. よって, Pr[Bad2]  qRO2 となる.

最後に, Adv(A;G4)を評価する. ここで, cは (m0;m1; r)に関する情報は一切含んでおら
ず, A2 はWRO の出力が (m0;m1; r) とは独立に見えるため, G4 に勝つためには  をラン
ダムに推定するしかない. よって, Adv(A;G4) = 0となる.
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以上より, 以下の式が成り立つ.
AdvcdaAE;WRO(A1;A2) Advind-simAE;S;ROn(B) + qRO maxpkAE
+ (qRO + 4q
2
RO + 4q
2
ROy)=2
 +max

4q2T O=2
; 4q2T O=2
w
	
+max

(4q2E + 4q
2
D)=2
; (4q2E + 4q
2
D)=2
b
	

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第 5章
SHA-3の最適な IFRO安全性証明と高
速化
5.1 本章の概要
本稿では, Sponge構造の最適な IFRO安全性の証明を与えるとともに, この証明の結果を用
いて O(2c=2)の IFRO安全性を担保するためのキャパシティサイズの範囲を示す.
Sponge [11] は Bertoni, Daemen, Peeters, Van Assche によって提案されたハッシュ関数
の構造で, SHA-3の構造に採用されている [13]. Spongeの利点は, Davies-Meyer構造など従
来の構造で用いられていた feed forward演算が無いので, 内部で必要なメモリサイズを最少に
抑えることができる点である. この点から, Sponge は軽量ハッシュ関数である Quark [2] や
SPONGENT [17]の構造として採用されるなど, 省リソース環境に適したハッシュ関数設計に
多く用いられている.
Spongeは図 5.1のように, r + c bitの置換 P を繰り返す構造である. Sponge構造は, 任意
長の値に対して, \absorbing step (吸収ステップ)"と呼ばれるステップで, 入力値を r-bitの
ブロックごとに分割し, 各ブロックを置換の入力の先頭 r bitに排他的論理和で吸収する. そ
して, \squeezing step (絞り出しステップ)"で置換の出力のうち r bitを出力値として置換を
繰り返して r bit の整数倍の値を作る構造である. r bit の整数倍ではない長さの値を出力す
る場合は, 1 度 r bit の整数倍の値を生成して, そこから必要な長さを出力値とする. ここで,
r+ c bitのうち c bitは Spongeの安全性に係わる値で \capacity"と呼ばれている. 具体的に
は, Bertoniらによって, P がランダム置換の場合に, Spongeが O(2c=2)回のクエリを許して
も IFRO安全となることを証明した [12].
ここで, IFRO安全性は Spongeを含め多くの構造に採用されている安全性で, ハッシュ関数
{ 89 {
P
c 
r 
M1
P
M2
P
M3
c 
r 
P P
z1 z2 z3
 	

図.5.1 Sponge
P
c 
r 
M1
P
M2
P
M3
c’  
r’  
P
z1 z2
 	

図.5.2 MSponge
の標準的な安全性の指標となっている [40]. IFRO安全性は, RO モデルで安全な暗号アルゴ
リズムに RO の代わりに IFRO安全なハッシュ関数を用いても同様の安全を持つことを保証
する安全性である. 具体的には, 理想的な部品を用いたハッシュ関数 H に対してクエリ回数を
q 回まで許した場合に IFRO安全ならば, RO モデルで安全な任意の暗号システムに H を組
み込んでも同様にクエリ回数が q 回までならば安全性が保証される [40, 51].
ここで, Spongeは P を固定したままキャパシティサイズ (c bit)を減らすと r bitは増える
ため, 入力値 1ブロック分と出力値 1ブロック分の bit長が長くなり, P の繰り返し回数を減
らすことができるので, Spongeを高速化することができる. 一方で, Spongeは O(2c=2)安全
性の IFRO 安全性が証明されているが, P を固定したまま c を減らすと安全性が低下すると
いった問題が生じる.
ところで, absorbing stepのキャパシティのコリジョンを用いると Spongeの IFRO安全性
を破ることができる. キャパシティのコリジョンは O(2c=2)回のクエリで見つけることができ
るため, 結果として O(2c=2)回のクエリで Spongeの IFRO安全性が破れる. よって, Sponge
の IFRO安全性とこの攻撃のクエリ回数は一致するので, absorbing stepのキャパシティサイ
ズを減らすと安全性の低下に直結する.
{ 90 {
一方で, squeezing stepのキャパシティサイズを利用して O(2c=2)のクエリ回数で破る攻撃
法は知られていない. また, absorbing stepの 1ブロック目のキャパシティの値は初期値のた
め固定値である. この固定値は攻撃者がコントロールできない値のため, キャパシティのコリ
ジョンを用いた攻撃は適用できない. よって, 以下の 2点が Spongeに関する研究課題として
考えられる. 以降では, absorbing stepの 1ブロック目以外のキャパシティサイズ cを固定し,
1ブロック目のキャパシティサイズを c1, squeezing stepのキャパシティサイズを c0 として議
論する. 特に, 高速化をねらいとして c1  c; c0  cの場合に注目する.
1. Spongeが O(2c=2)の IFRO安全性を担保できる c0 の値 c00 を特定すること. さらに, c00
が O(2c=2) の IFRO 安全性を担保するために最適な値であることを示すこと. すなわ
ち, c0 = c00 で O(2c=2)の IFRO安全性を破る攻撃法が存在することを示すこと.
2. Sponge が O(2c=2) の IFRO 安全性を担保できる c1 の値 c01 を特定すること. さらに,
c01 が O(2c=2)の IFRO安全性を担保するために最適な値であることを示すこと. すな
わち, c1 = c01 で O(2c=2)の IFRO安全性を破る攻撃法が存在することを示すこと.
上記の 2点が示せれば, Spongeの O(2c=2)の IFRO安全性を担保できる最適なキャパシティ
サイズを選ぶことができる. そして, 最適なキャパシティサイズを選ぶことで, P の呼び出し
回数が減らすことができる. SHA-3は Spongeを採用したハッシュ関数なので, SHA-3にこの
結果を適用できる. よって, この結果により, SHA-3を高速化することができる. また, その他
の Spongeを用いたハッシュ関数も同様に高速化できる.
5.1.1 本研究成果
上記の課題に対して, まず, c00 の値を特定する. 以下の議論では, c0  c とした Sponge を
MSponge と呼ぶことにする. 5.2 節で MSponge が O

minfqmcoll(d; c); 2c0=d; 2c=2g

のク
エリ回数で IFRO 安全性が破られないことを証明する. ここで, c = c   c0 で, qmcoll(d; c)
は MSponge の出力の c bit で d 個のマルチコリジョンを見つけるためのクエリ回数を表
す. d は証明者が自由に設定できるパラメータである. d が増えると 2c0=d は小さくなるが,
qmcoll(d; c
)は大きくなるため, dとして qmcoll(d; c) = 2c
0
=dとなるパラメータを設定するこ
とで, 上記のクエリ回数が最大となる. 以下, qmcoll(d; c) = 2c
0
=dとなる dを d と書くことに
する. この表記を用いると, クエリ回数は O  minfqmcoll(d; c); 2c=2gとなる.
次に, 5.3 節で, squeezing step のキャパシティサイズを利用した qmcoll(d; c) のクエリ回
数で IFRO安全性を破る攻撃法を示す. そして, absorbing stepのキャパシティのコリジョン
を利用した O(2c=2)のクエリ回数で IFRO安全性を破る攻撃法と合わせると, IFRO安全性を
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Hash Function Capacity Absorb Squeeze Security
Sponge (Original) [33] c = c1 = c
0 = 256 9 7 2128
MSponge (Optimalized) c = c1 = 256; ; c
0 = 133 9 1 2128
MSponge c = 256; c1 = 128; c0 = 133 5 1 2128
表 5.1.1. この表は PHOTON-256=32=32 のパラメータを用いた時の Sponge, MSponge,
MSponge の P の呼び出し回数を比較したものである. Sponge, MSponge, MSponge そ
れぞれで用いる P は同じ性能であると仮定する.
破るクエリ回数は O  minfqmcoll(d; c); 2c=2g で, 上記の IFRO 安全性が最適であることが
言える.
次に, 5.4章で, クエリ回数O  minfqmcoll(d; c); 2c=2gをもとに, O(2c=2)の IFRO安全性
を担保するための c0; d の値を調べて, c0 = c=2 + log2 cかつ d = c=2  log2 cで O(2c=2)の
IFRO安全性を担保することができることを示す. Spongeの仕様は c0 = cであったが, 本結
果により, MSpongeで c0 = c=2+ log2 c (< c)としても Spongeと同等の IFRO安全性を担保
することができる.
次に, c01 の値を特定する. 以降, c1  c; c0  cとした SpongeをMSponge と呼ぶことこと
にする. そして, 5.5節で, MSponge は, c1  c=2であれば, O(2c=2)の IFRO安全性を担保
できることを示す. そして, absorbingステップの第 1ブロックの c1 のサイズを利用した場合,
O(2c1=2) のクエリ回数で IFRO 安全性を破る攻撃法を示す. 以上より, c1 = c=2 が O(2c=2)
の IFRO安全性を担保できる最適な値となる.
最後に, 表 5.1.1で Sponge, MSponge, MSponge の速度を比較する. ここでは, Spongeを
用いたハッシュ関数である PHOTON-256=32=32のパラメータを用いる. PHOTONのパラメータ
は r + c = 288 bit で c = 256 である. このパラメータに対する Sponge の IFRO 安全性は
2128 なので, MSponge, MSponge も 2128 の IFRO安全性を持つようにパラメータを設定す
る. そして, 入力長を 256 bit, 出力長を 256 bit とした場合の, absorbing step と squeezing
stepでの P の呼び出し回数を比較する. P の呼び出し回数は, Spongeが 16回, MSpongeが
10回, MSpongeが 6回となり, Spongeと比べてMSpongeは 1.6倍高速化できて, MSponge
は 2.6倍高速化できていることになる.
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Algorithm MSpongeP (n;m)
1. parse pad(m) into r-bit blocks (m1; : : : ;m`)
2. s = IV
3. for i = 1; : : : ; ` do s P (s (mik0c))
4. w  s; w1  s
5. for j = 1; : : : ; dn=r0e do wj+1  P (wj); w  wjjwj+1[1; r0]
6. return w[1; n]
図.5.3 MSponge
5.1.2 関連研究
Guo, Peyrin, Poschmannが提案した PHOTON [33]は上記で議論してきたMSpongeの構造
を採用したハッシュ関数である. 彼らは, IFRO 安全性については一切触れておらず, IFRO
安全性より弱い安全性である衝突困難性, 第 2 原像計算困難性, 一方向性を満たすための
MSpongeの最適なキャパシティサイズの値のみを与えている. 本研究では, これらの 3つの安
全性概念を包含する IFRO安全性について, Spongeの最適なキャパシティサイズを与える.
5.2 MSpongeの IFRO安全性証明の改良
本節ではMSpongeP の IFRO安全性の証明を与える.
5.2.1 MSponge構造.
まず, MSponge 構造を説明する. P を t bit の置換とする. P 1 を P の逆演算とする.
MSponge の部品に置換 P を用いたハッシュ関数を MSpongeP と書き, 内部の構造を図 5.3
で定義する. MSpongeP は任意長の値 m と 出力長 n を入力として, n bit の値を出力する.
pad : f0; 1g ! (f0; 1gr) を全単射関数とする. ただし, 8m 2 f0; 1g に対して, pad(m)の最
後の r bitは 0r 以外とする. IV を t bitの固定値とする. r を入力の 1ブロックの長さ, r0 を
出力の 1ブロックの長さ, c := t  r, c0 := t  r0とする. そして, ステップ 3の si の c bit成分
si[r+1; t]を Absorbingステップのキャパシティ, ステップ 4の wj の c0 bit成分 wj [r0+1; t]
を Squeezingステップのキャパシティと呼ぶ. また, Absorbingステップと Squeezingステッ
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プどちらのステップのどちらを対象に議論していることが明らかな場合は, 単純にキャパシ
ティと呼ぶことがある. ここで, IV1 := IV [1; r], IV2 := IV [r + 1; t]とする.
5.2.2 MSpongeP の IFRO安全性の証明.
次に, P をランダム置換として, MSpongeP の IFRO安全性を証明する. ここで, P の逆演
算を行うオラクルを P 1 と書く. そして, cbitの Q個の乱数のうち d個以上の値が同じ値と
なる確率を pmcoll(Q; d; c)と書くことにする.
定理 5.1 c0  cとする. シミュレータ S = (SF ; SI)が存在して, 任意の識別者 D に対して以
下の式が成り立つ.
AdvindiMSpongeP ;RO;S(A) max

(d  1)q
2c0
+
q(q   1)
2c
+Npmcoll(qL; d; c
);
2
2c 1

+
(   1)
2t+1
:
ここで, D は L, RF , RI にそれぞれ qL; qF ; qI 回クエリできるとする. Real World では
(L;RF ; RI) = (MSponge
P ; P; P 1), Ideal Worldでは (L;RF ; RI) = (RO; SF ; SI)である.
N を Lへのクエリの入力ブロック数と出力ブロック数の和の最大値とする. d はフリーパラ
メータで上記のバウンドが最小となるように設定する.  := NqL + q とする. そして, これら
のパラメータに対して, S のクエリ回数は最大 q で, S の動作時間は O(q)となる. 
5.2.3 証明の概要
本章では, 定理 5.2の証明の概要を説明する.
MSpongeP が IFRO安全であるとは, 任意の識別者 D が 3つのオラクル (L;RF ; RI)と対
話し, Real Worldと Ideal Worldを識別できないようなシミュレータ S = (SF ; SI)を構成で
きることである.
この概要では, 次の例を用いて説明する: MSpongeP のパディングは省略する. また, Lへの
クエリ長を 1ブロック (r bit)または 2ブロック (2r bit)の 2パタンとして, Lの出力長を 1
ブロック (r0 bit)とする.
以下, 次の順番で証明の概要を説明する.
1. D が Real World と Ideal World を区別できないようにするために, S が対応すべき
ケースを列挙する.
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2. それぞれのケースで S がシミュレートに失敗する確率を評価する.
5.2.3.1 S が対応すべきケース
まず, D が Real World ((L;RF ; RI) = (MSpongeP ; P; P 1)) と Ideal World
((L;RF ; RI) = (RO; SF ; SI)) を識別できないための D が対話する対象は, L オラク
ルと R オラクルの 2つに分類することができるので, S = (SF ; SI)が対応すべきケースは次
の 2つである.
 ケース 1 (Rオラクルに対応するケース): Real Worldでは (RF ; RI) = (P; P 1)なの
で, S = (SF ; SI)は (P; P 1)をシミュレートする.
 ケース 2 (L オラクルに対応するケース): Real World は (L;RF ; RI) =
(MSpongeP ; P; P 1) で, MSpongeP は L へのクエリに対して P にアクセスし
てレスポンスを計算しているため, MSpongeP のある入出力と (P; P 1)のある入出力
に関係がある. S はこの関係をシミュレートしなければならない.
ケース 2 では, MSpongeP の入力長は 1 ブロックと 2 ブロックの 2 パタンを考えているの
で, 1ブロックのケースと 2ブロックのケースに分ける.
まず, この説明で使う記号を導入する. D のクエリ終了後の RF へのクエリレスポンスリス
トを TF , RI へのクエリレスポンスリストを TI とする. T := TF [ TI とする. 次に T に対
する MSponge パスを定義する: (x1; y1) 2 T s.t. x1[r + 1; t] = IV2 ^m1 = IV1  x1[1; r]:
IV
m1  ! (x1; y1). また, (x1; y1); (x2; y2) 2 T s.t. x1[r + 1; t] = IV2 ^ x2[r + 1; t] =
y1[r+ 1; t]^m1 = IV1  x1[1; r]^m2 = y1[1; r] x2[1; r]: IV m1  ! (x1; y1) m2  ! (x2; y2)ま
たは IV m1km2     ! (x2; y2)と表現する. ここで, m1 = IV1  x1[1; r], m2 = y1[1; r]  x2[1; r]
とする. そして, これらをMSpongeパスと呼ぶことにする.
以下, GT を MSpongeパスの集合とする. また, 説明を簡単にするために, 順番とクエリの
種類を表す記号を導入する. まず, クエリの順番について, (xi; yi) の右下に順番を記載する.
例えば, (xi; yi)が先に決まって, 次に (xj ; yj)が決まる場合, (xi; yi)1; (xj ; yj)2 と書くことに
する. また, (xi; yi) 2 TF の場合,
    !
(xi; yi)と書き, (xi; yi) 2 TI の場合,
     
(xi; yi)と書くことに
する.
それぞれのケースで S が具体的に実現すべきことは, 以下の通りである.
 ケース 2-1 (1ブロックケース): Real Worldでは, 以下が成り立つ.
8

IV
m1  ! (x1; y1)

2 GT : y1[1; r0] = L(m1):
{ 95 {
よって, Ideal Worldでも同じ関係が成り立つように S を構成しなければならない.
 ケース 2-2 (2ブロックケース): Real Worldでは, 以下が成り立つ.
8

IV
m1  ! (x1; y1) m2  ! (x2; y2)

2 GT : y2[1; r0] = L(m1km2):
よって, Ideal Worldでも同じ関係が成り立つように S を構成しなければならない.
上記のケース 1, ケース 2-1, ケース 2-2 の 3 ケースに対応できる S を構成できれば, D は
Real Worldと Ideal Worldを識別できない. よって, Dが識別できる確率 pD は以下の通りで
ある.
pD Pr[ケース 1のシミュレートに失敗]
+ Pr[ケース 2-1のシミュレートに失敗]
+ Pr[ケース 2-2のシミュレートに失敗] (5.1)
以下, Dの Lへのクエリ回数を qL, RF へのクエリ回数を qF , RI へのクエリ回数を qI とし
て, 上記の確率を評価する.
5.2.3.2 ケース 1でのシミュレート方法と失敗確率
ケース 1に対応する S の振る舞いとして, 初出のクエリに対する出力がランダムになるよう
に SF ; SI を定義する.
この場合, PRF/PRP switching lemma [10] (詳しくは付録を参照されたい)より, ケース 1
のシミュレートに失敗する確率は以下の通りである.
Pr[ケース 1のシミュレートに失敗]  (qF + qI)
2
2t+1
(5.2)
5.2.3.3 ケース 2-1でのシミュレート方法と失敗確率
8

IV
m1  ! (x1; y1)

2 GT を考えて, 以下の場合分けを行う.
 ケース a:     !(x1; y1).
 ケース b:      (x1; y1).
よって,
Pr[ケース 2-1のシミュレートに失敗] Pr[ケース aでシミュレートに失敗]
+ Pr[ケース bのシミュレートに失敗]
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ケース a. ケース aに対応する SF の動作を以下のように定義する. クエリ x1 に対して, 以下
の方法でレスポンス y1 を定義する.
1. m1  x1[1; r] IV2
2. y1[1; r
0] RO(m1)
3. y1[r
0 + 1; t] $   f0; 1gc0
この手続きにより, 確率 1で y1[1; r0] = RO(m1)となる. すなわち,
Pr[ケース aでシミュレートに失敗] = 0
ここで, ケース 2-2の議論で

IV
m1  !     !(x1; y1)

2 GT となる
    !
(x1; y1)が出てきた場合, 上記
の手続きを用いることを覚えておいていただきたい.
ケース b. ケース bについて, 以下の関係が成り立つ.
Pr[ケース bでシミュレートに失敗]  Pr[ケース bが発生]
ここで, IV m1  !     (x1; y1)なので, x1[r + 1; r + c] = IV2 となる. そして, x1 はランダムに選ば
れることから, x1[r + 1; r + c] = IV2 となる確率は 1=2c となる. D は RI に qI 回クエリする
ため,
Pr[ケース bが発生]  qI
2c
ケース 2-1の失敗確率. 以上より,
Pr[ケース 2-1のシミュレートに失敗]  qI
2c
: (5.3)
5.2.3.4 ケース 2-2でのシミュレート方法と失敗確率
8

IV
m1  ! (x1; y1) m2  ! (x2; y2)

2 GT を考えて, 以下の場合分けを行う.
 ケース a:     !(x1; y1).
{ ケース a1: (x1; y1)の候補が 1つ.
 ケース a11:     !(x2; y2)かつ y1[r + 1; c] 6= IV2 となる.
 ケース a111: (x1; y1)1; (x2; y2)2.
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 ケース a112: (x1; y1)2; (x2; y2)1.
 ケース a12:     !(x2; y2)かつ y1[r + 1; c] = IV2 となる.
 ケース a13:      (x2; y2)
 ケース a131: (x1; y1)1; (x2; y2)2.
 ケース a132: (x1; y1)2; (x2; y2)1.
{ ケース a2: (x1; y1)の候補が複数存在する. すなわち,
9

IV
m1  ! (x1; y1)
m2  ! (x2; y2)

2 GT s.t. (x1; y1) 6= (x1; y1)
 ケース b:      (x1; y1)によって定義される.
以上の場合分けから, 以下の式が成り立つ.
Pr[ケース 2-2でシミュレートに失敗]
 Pr[ケース a111でシミュレートに失敗] + Pr[ケース a112でシミュレートに失敗]
+ Pr[ケース a12でシミュレートに失敗] + Pr[ケース a131でシミュレートに失敗]
+ Pr[ケース a132でシミュレートに失敗] + Pr[ケース a2でシミュレートに失敗]
+ Pr[ケース bでシミュレートに失敗]
ケース a111. ケース a111は

IV
m1  !     !(x1; y1)1 m2  !
    !
(x2; y2)2

2 GT かつ x2[r+1; t] 6= IV2
である. ケース a111に対応する SF の動作を以下のように定義する.
まず, IV m1  !     !(x1; y1)1 に対応する SF へのクエリ x1 に対するレスポンス y1 をケース 2-1
のケース aのシミュレート方法を用いて定義する.
次に,     !(x1; y1)1 m2  !
    !
(x2; y2)2 に対応する SF へのクエリ x2 に対するレスポンス y2 を以下
のように定義する.
1. y1[r + 1; t] = x2[r + 1; t]となることを手掛かりに, IV m1  ! (x1; y1)を見つける
2. m2  x2[1; r] y1[1; r]
3. y2[1; r
0] RO(m1km2)
4. y2[r
0 + 1; t] $   f0; 1gc0
y1[r + 1; c] 6= IV2 なので, クエリ x2 に対して, ケース 2-1 のケース a とこのケースが混同
することはなく, 上記のステップを実行できる. そして, 上記の SF の振る舞いから確率 1 で
y2[1; r
0] = RO(m1km2)となる. すなわち,
Pr[ケース a111のシミュレートに失敗] = 0:
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ケース a112. ケース a112は

IV
m1  !     !(x1; y1)2 m2  !
    !
(x2; y2)1

2 GT かつ x2[r+1; t] 6= IV2
である. ケース a112について, 以下の関係が成り立つ.
Pr[ケース a112のシミュレートに失敗]  Pr[ケース a112が発生]
以下, ケース a112が発生する確率を評価する.
ここで, RO の出力の後半 c bit に d-multi-collision が発生するイベントを MColld
と書くことにする. d-multi-collision イベントは, d 個のメッセージ v1; : : : ; vd が存在し,
RO(v1)[r+1; r0] = RO(v2)[r+1; r0] =    = RO(vd)[r+1; r0]となることである. MColld
を用いると以下の式が成り立つ.
Pr[ケース a112のシミュレートに失敗]
 Pr[ケース a112が発生]
= Pr[ケース a112が発生 ^ :MColld] + Pr[ケース a112が発生 ^MColld]
 Pr[ケース a112が発生 j:MColld] + Pr[MColld]
まず, Pr[ケース a112が発生 j:MColld] すなわち, :MColld の場合に,
    !
(x1; y1)2
m2  !    !
(x2; y2)1 となる確率を評価する. ケース 2-1 の手続きから, y1[1; r0] = RO(m1) となるため,
x2[r + 1; r
0] := RO(m1)[r + 1; r0] とすることで, 確率 1 で y1[r + 1; r0] = x2[r + 1; r0] とな
る. 残りの c0 bit について, y1[r0 + 1; t] は x2[r0 + 1; t] とは独立にランダムに選ばれるため,    !
(x1; y1)2
m2  !     !(x2; y2)1 となる確率は 1=2c0 となる.
そして, y1[r + 1; r0] = x2[r + 1; r0] = RO(m1)[r + 1; r0] に注意すると, :MColld から,
(x2; y2) 2 TF を 1つ固定したときの y1[r + 1; t] = x2[r + 1; t]となる (x1; y1) 2 TF の個数は
高々 d  1個である.
そして, TF の要素は高々 qF 個存在するので, 以下の式が成り立つ.
Pr[ケース a112が発生 j:MColld]  (d  1)qF
2c0
:
また, この節では Pr[MColld]の値は議論せずそのままにしておく. この値は 5.3節で議論
する.
ケース a12. ケース a12は

IV
m1  !     !(x1; y1) m2  !
    !
(x2; y2)

2 GT かつ x2[r + 1; t] = IV2 で
ある. ケース a12について, 以下の関係が成り立つ.
Pr[ケース a12のシミュレートに失敗]  Pr[ケース a12が発生]
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以下, ケース a12が起こる確率, すなわち, y1[r + 1; t] = x2[r + 1; t] = IV2 となる確率は, y1
はランダムに選ばれることから, 1=2c となる.
そして, TF には高々 qF 個の要素が存在するため, 以下の式が成り立つ.
Pr[ケース a12が発生]  qF
2c
:
ケース a131. ケース a131は

IV
m1  !     !(x1; y1)1 m2  !
     
(x2; y2)2

2 GT である. ケース a131
について, 以下の関係が成り立つ.
Pr[ケース a131のシミュレートに失敗]  Pr[ケース a131が発生]
以下, ケース a131が起こる確率, すなわち,     !(x1; y1)1 m2  !
     
(x2; y2)2 となる確率は, x2 はラン
ダムに選ばれることから, 1=2c である.
そして, TF には高々 qF 個の要素が, TI には高々 qI 個の要素が存在するため, 以下の式が
成り立つ.
Pr[ケース a131が発生]  qF qI
2c
:
ケース a132. ケース a132は

IV
m1  !     !(x1; y1)2 m2  !
     
(x2; y2)1

2 GT である. ケース a132
について, 以下の関係が成り立つ.
Pr[ケース a132のシミュレートに失敗]  Pr[ケース a132が発生]
以下, ケース a132 が起こる確率, すなわち     !(x1; y1)2 m2  !
     
(x2; y2)1 が起こる確率は, y1 は x2
と独立にランダムに選ばれることから, 1=2c となる.
そして, TF には高々 qF 個の要素が, TI には高々 qI 個の要素が存在するため, 以下の式が
成り立つ.
Pr[ケース a132が発生]  qF qI
2c
:
ケース a2. ケース a2について, 以下の関係が成り立つ.
Pr[ケース a2のシミュレートに失敗]  Pr[ケース a2が発生]
ケース a2では, y(1)1 [r + 1; t] = y(2)1 [r + 1; t] = x2[r + 1; t]となるペア (x(1)1 ; y(1)1 ); (x(2)1 ; y(2)1 )
が存在する. SF の出力はランダムに選ばれることから, 誕生日解析 (詳しくは付録を参照され
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たい)を適用すると以下の式が成り立つ.
Pr[ケース a2が発生]  q
2
F
2c+1
:
ケース b. ケース bについて, 以下の関係が成り立つ.
Pr[ケース bのシミュレートに失敗]  Pr[ケース bが発生]
x はランダムに選ばれることから, x[r + 1; t] = IV2 となる (x1; y1) 2 TI が存在する確率は
qI=2
c なので, 以下の式が成り立つ.
Pr[ケース bが発生]  qI
2c
:
ケース 2-2の失敗確率以上より, 以下の式が成り立つ.
Pr[ケース 2-2でシミュレートに失敗]
 (d  1)qF
2c0
+ Pr[MColld] +
qF
2c
+
qF qI
2c
+
qF qI
2c
+
q2F
2c+1
+
qI
2c
 dqF
2c0
+ Pr[MColld] +
q2F + 4qF qI + 2(qF + qI)
2c+1
(5.4)
5.2.3.5 識別するための計算量
以上より,  = qL + qF + qI とすると, 式 (5.1), (5.2), (5.3) (5.4)より以下の式が成り立つ.
pD  (qF + qI)
2
2t+1| {z }
式 (5.2)
+
qI
2c|{z}
式 (5.3)
+
dqF
2c0
+ Pr[MColld] +
q2F + 4qF qI + 2(qF + qI)
2c+1| {z }
式 (5.4)| {z }
式 (5.1)
ここで, d は証明者が設定できる free パラメータである. そして, d が大きくなると,
Pr[MColld] の値は小さくなる. 一方で, d が大きくなると, dqF2c0 の値も大きくなる. そこで,
dqF =2
c0 = Pr[MColld]となる dを d と設定すると, pD の上界値が最も小さくなり, 以下の
式が成り立つ.
pD = O

2
2t
+
2
2c
+
d
2c0

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t  cなので, 以下の式が成り立つ.
pD = O

2
2c
+
d
2c0

以上より, D のクエリ回数を 2c=2 または 2c0=d まで許すと, pD は定数となる. よって,
 = O(minf2c=2; 2c0=dg)とすると, pD は定数以下にに抑えることができる.
5.2.4 S の構成
(L;RF ; RI)のクエリーレスポンスの定義
(L;RF ; RI)と対話する任意のDに対して, Real World (L;RF ; RI) = (MSpongeP ; P; P 1)
と Ideal World (L;RF ; RI) = (RO; SF ; SI) を識別できないようなシミュレータ (SF ; SI)を
構成する.
ここでは, 仕様通りの MSponge を考えるため, (L;RF ; RI) のクエリーレスポンスも
MSponge の仕様と合わせる. L の入力はメッセージ m に加えて, L の出力長 n も入力パ
ラメータとなる. Real World では L(n;m) = MSpongeP (n;m), Ideal World では入出力長
が任意長となるROを扱い, L(n;m) = RO(m)[1; n]とする. また, RF と RI の入出力長は t
bitである.
記号の定義
まず, S を構成する前に, いくつか記号を定義する.
定義 24 (RF と RI の入出力を記録するリスト)
 TF を RF のクエリーレスポンスを記録するリストとする.
 TI を RI のクエリーレスポンスを記録するリストとする.
 T = TF [ TI とする.
次に MSponge パスについて, ここでは仕様通りの MSponge 構造を考えるため, MSponge
パスもMSpongeの仕様に対応することとする.
定義 25 (MSpongeブロック) (x1; y1); (x2; y2) 2 T ^ y1[r + 1; t] = x2[r + 1; t] ^ m2 =
y1[1; r]  x2[1; r] , (x1; y1) m2  ! (x2; y2)として, これを MSpongeブロックと呼ぶことにす
る. Tb をMSpongeブロックの集合とする.
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定義 26 (初期ブロックとダミーブロック) (x1; y1) 2 T ^ x1[r + 1; t] = IV2 ^
m1 = x1[1; r] IV1 , IV m1  ! (x1; y1)として, これを初期ブロックと呼ぶ.
IV
" ! (IV; IV )をダミーブロックと呼び, IV " ! (IV; IV ) m1  ! (x1; y1), IV m1  ! (x1; y1)
とする.
定義 27 (MSpongeパス) IV m1  ! (x1; y1), (x1; y1) m2  ! (x2; y2), : : :, (xj 1; yj 1) mj  !
(xj ; yj) , IV m1  ! (x1; y1) m2  !    mj  ! (xj ; yj) or IV m1km2k:::kmj         ! (xj ; yj) として,
これをMSpongeパスと呼ぶことにする. そして, Tp をMSpongeパスの集合とする.
定義 28 (完全なMSpongeパス) IV m1  ! (x1; y1) m2  !    m`  ! (x`; y`) m`+1   !    mi  !
(xi; yi) ^ m`+1 = m`+2 =    = mi = 0r ^ pad 1(m1km2k    km`) = m 6=? となる
MSponge パスを完全な MSponge パスと呼ぶ. そして, T p を完全な MSponge パスの集合と
する.
定義 29 (MSpongeの関係) 定義 28 で記載されている完全な MSponge パスに対して,
L(n;m) = (y`[1; r0]ky`+1[1; r0]k    kyi[1; r0])[1; n]となる関係をMSpongeの関係と呼ぶ.
定義 30 (Rクエリの種類) y = RF (x) によって定義された (x; y) を
   !
(x; y), x = RI(y) に
よって定義された (x; y)を    (x; y)と書く.
定義 31 (パスの定義の順番) パスの定義の順番を下付の数字で表現する. 例え
ば, (x1; y1) m2  ! (x2; y2) ^ (x1; y1) が定義された後に (x2; y2) が定義される場合,
(x1; y1)1
m2  ! (x2; y2)2 と書く.
S が対応すべきケース
5.2.3節では入力長が 2ブロック, 出力長が 1ブロックの MSpongeP に限定して, D が識別
できないための S が対応すべきケースとして, ケース 1とケース 2の 2ケースがあることを説
明した. 2つのケースをもう一度以下に記載しておく.
 ケース 1 (Rオラクルに対応するケース): Real Worldでは (RF ; RI) = (P; P 1)なの
で, S = (SF ; SI)は (P; P 1)をシミュレートする.
 ケース 2 (L オラクルに対応するケース): Real World は (L;RF ; RI) =
(MSpongeP ; P; P 1) で, MSpongeP は L へのクエリに対して, MSponge の構造
に従って P にアクセスしてレスポンスを計算しているため, 完全な MSponge パス
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は MSponge の関係を満たす. よって, Ideal World で, S は, 完全な MSponge パスが
MSpongeの関係を満たすようにシミュレートしなければならない.
本節では, 前節で述べたこの 2つのケースのアイディアを用いて仕様通りの MSpongeの構造
に対応した S を構成する. 前節で述べたとおり, ケース 1 とケース 2-1 のケース a とケース
2-2 のケース a111 に対応する S が構成できれば, D は無視できる確率を除いて Real World
と Ideal Worldを識別できないため, これらのケースを考慮に入れた S を定義する.
S の手続き
P をシミュレートする SF と P 1 をシミュレートする SI を図 5.4に定義する.
ケース 1に対応した手続き
まず, ケース 1に対応した S の手続きとして, 初出のクエリに対して, 出力がランダムにな
るように定義する. また, S のクエリレスポンスを記録するテーブル TS を導入して, 繰り返し
きたクエリに対してこのテーブルを参照して, 過去の値と同じ値を出力するようにする. この
手続きは SF のステップ 1で行う.
ケース 2に対応した手続き
次に, ケース 2に対応した S の手続きを考える. ケース 2-1のケース aとケース 2-2のケー
ス a111の仕様通りの MSpongeに対応するケースは, yi[r + 1; t] 6= IV2 (1  i  j + l   1),
pad 1(m1km2k    kmj) = m 6=? となる完全な MSponge パス IV m1  !
    !
(x1; y1)1
m2  !
   mj  !     !(xj ; yj)j 0
r
 !    0
r
 !            !(xj+l 1; yj+l 1)j+l 1 となるケースで, このパスに対して,
RO(m)[1; n] = (yj [1; r0]kyj+1[1; r0]k    kyj+l 1[1; r0])[1; n]となるように S を定義する. S
は, MSponge パスをテーブル path で管理して, このテーブルを使って MSponge の関係を満
たすようにする.
具体的な手続きは, ステップ 2～11 で行う. 直観的には, (xj ; yj); : : : ; (xj+l 1; yj+l 1)
が定義される場合, すでにその前のブロックは定義されているため, SF は m1; : : : ;mj
を復元することができて, pad 1(m1km2k    kmj) = m として, RO(m)[1; n] =
(yj [1; r
0]kyj+1[1; r0]k    kyj+l 1[1; r0])[1; n]となるように yj ; yj+1;    ; yj+l 1 を定義するこ
とでMSpongeの関係を満たすことができる.
ステップ 2～11 の詳細な手続きは, クエリ x を手掛かりに MSponge パス IV m !
(x; ykx[r + 1; t])を見つけて, mを後半 0r0 のブロックとそれ以外のメッセージ m0 に分け
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Initialization
1. TS  ;
2. path fIV " ! (IV; IV )g
SF (x)
1. if 9(x; y) 2 TS then return y
2. if 9(IV m ! (x; ykx[r + 1; t]) 2 path then
3. parse mk(y  x[1; r]) into m0 and 0r0
s.t. the last block of m0 is not 0
r0
4. y[r0 + 1; t] $   f0; 1gc0
5. if pad 1(m0) = m 6=? then
6. z  RO(m)
7. assign + 1-th r0-bit block of z to y[1; r0]
8. else
9. y[1; r0] $   f0; 1gr0
10. endif
11. insert IV
m ! (x; ykx[r + 1; t]) y
xa    ! (x; y) to path
12. else
13. y
$   f0; 1gt
14. endif
15. insert (x; y) to TS
16. return y
SI(y)
1. if 9(x; y) 2 TS then return x
2. else
（a）x $   f0; 1gt
（b）insert (x; y) to TS
（c）return x
図.5.4 Simulator
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L(n;m)
return RO(m)[1; n];
RF (x)
return SF (x);
RI(y)
return SI(y);
図.5.5 Game 1 (Ideal World)
L(n;m)
return MSpongeRF (n;m);
RF (x)
return SF (x);
RI(y)
return SI(y);
図.5.6 Game 2
L(n;m)
return MSpongeP (n;m);
RF (x)
return P (x);
RI(y)
return P 1(y);
図.5.7 Game 3 (Real World)
る. この MSponge パスは IV m0  ! (s; w1) 0
r0
  ! (x; ykx[r + 1; t]) と読みかえることがで
きて, この MSponge パスが完全な MSponge パス, すなわち, pad 1(m0) = m 6=? ならば
MSpongeの関係を満たすためにRO(m)を用いて入力 xの出力 y を定義し, それ以外では y
をランダムに選ぶ. そして, ここで定義された入出力ペア (x; y)を用いて MSpongeパスを更
新し, pathに記録しておく.
5.2.5 定理 5.2の証明
本章では定理 5.2 の証明を図 5.5, 5.6 と 5.7 に記載されている 3 つのゲーム用いて証明す
る. 各々のゲームで, 識別者 D は 3 つのオラクル (L;RF ; RI) にアクセスすることができる.
Game 1は Ideal Worldで Game 3は Real Worldである. Gi を D がゲーム iで 1を出力す
るイベントとすると, 以下の式が成り立つ.
AdvindiMSpongeP ;RO;S(A) = jPr[G1]  Pr[G3]j  jPr[G1]  Pr[G2]j+ jPr[G2]  Pr[G3]j:
以下, それぞれの確率の差を評価する.
Game 1 ) Game 2
Game 1と Game 2の差を評価する. この評価をするために, Game 1と Game 2の中間の
ゲームにあたる Game 1.5を以下に定義する. Game 1.5では, Lを次のように定義する. Lへ
のクエリ (n;m)に対して, MSpongeRF (n;m)を計算する. そして, RO(m)[1; n]を返信する.
またた, Game 1.5では (RF ; RI) = (SF ; SI)である.
以下では, まず, bad イベント Bad を定義して, Bad が起こらない限り, D は Game 1 と
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Game 1.5を識別できないことを示す. 次に, Badが起こらない限り, Dは Game 1.5と Game
2を識別できないことを示す. よって, Badが起こらない限り, D は Game 1と Game 2を識
別できないことが言えて, Game 1 と Game 2 の差は Bad が起こる確率で抑えることができ
る. 最後に, Badが起こる確率を評価する.
以下に bad イベント Bad を定義する. Bad = Bad1 _ Bad2 _ Bad3 _ Bad4 とする.
Bad1;Bad2;Bad3;Bad4 の定義は以下の通りである.*1
 Bad1: 9
   !
(x; y)2
m ! (x0; y0)1 2 Tb
 Bad2: 9(x; y)1 m !
     
(x0; y0)2 2 Tb
 Bad3: 9IV m !
    
(x; y) 2 Tb
 Bad4: 9

IV
m ! (x; y)

;

IV
m0  ! (x0; y0)

2 Tp s.t. y[r + 1; t] = y0[r + 1; t].
次に, 以下の 2つの補題を示す.
補題 17 Badが起こらなければ D は Game 1と Game 1.5を識別できない.
証明. Game 1と Game 1.5の差は, Game 1では, Lは RF にクエリをしないが, Game 1.5
では, Lは RF に MSpongeの構造に依存したクエリをする. よって, この Lによるクエリが
Game 1と Game 1.5を識別するためのアドバンテージを Dに与えないことを示す. このクエ
リは完全なMSpongeパスに注目すればよい.
まず, Game 1と Game 1.5で, Bad = falseならば,
pad 1(m1k    kmj) = mとなる
IV
m1  ! (x1; y1) m2  !    mj  ! (xj ; yj) 0
r
 !    0
r
 ! (xj+l 1; yj+l 1) 2 T p
)RO(m)[1; n] = (yj [1; r0]kyj+1[1; r0]k    kyj+l 1[1; r0])[1; n]
*1 5.2.3 節はシミュレートに失敗するケースとしてケース 1, ケース 2-1 の b, ケース 2-2 の a112, a12, a131,
a132, a2, bを述べた. ここでは, これらのケースと Bad1, Bad2, Bad3, Bad4 の対応関係を示す.
 Bad1 はケース 2-2 の a112, a132 に対応したイベントである. a112 は
     !
(x1; y1)2
m2  !      !(x2; y2)1 となるイ
ベント, a132は      !(x1; y1)2 m2  !
      
(x2; y2)1 となるイベントで, 共に Bad1 がカバーするイベントである.
 Bad2 はケース 2-2 の a131 に対応したイベントである. a131 は
     !
(x1; y1)1
m2  !       (x2; y2)2 となるイベント
で, Bad2 はこのイベントをカバーする.
 Bad3 はケース 2-1 の b, ケース 2-2 の b に対応するイベントである. ケース 2-1 の b とケース 2-2 の b は
共に IV m2  !      (x1; y1)1 となるイベントで, Bad3 はこのイベントをカバーする.
 Bad4 はケース 2-2 の a12, a2 に対応するイベントである. ケース 2-2 の a12, a2 共に MSponge パスの衝
突に関するイベントで, Bad4 はこれらのイベントをカバーする.
ここで, ケース 1は Game 1と Game 2で差が出るイベントではないことに注意されたい. そして, ケース 1
は Game 2と Game 3の差を評価するときに考えるイベントである.
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となることを示す. これにより, Bad = false ならば Game 1 と Game 1.5 で任意の完全な
MSpongeパスは同じ関係を満たすこととなるため, Game 1.5で行われる Lが行うMSponge
構造に依存した RF へのクエリは D の振る舞いに影響を与えない. よって, Badが起こらなけ
れば D は Game 1と Game 1.5を識別できないことが言える.
上記のことを示すために, 初めに, Bad = falseならば以下を満たすことを数学的帰納法を用
いて証明する.
IV
m1  ! (x1; y1) m2  !    mj  ! (xi; yi) 2 Tp ) IV m1  !
    !
(x1; y1)1
m2  !    mj  !     !(xi; yi)i:
i = 1の場合, Bad3 は起こらないため, IV m1  !
    !
(x1; y1)1 となる. 次に, i = sの場合, 以下が
成り立つと仮定する.
IV
m1  !     !(x1; y1)1 m2  !    ms  !
    !
(xs; ys)s
まず, Bad1 は起こらないため以下が成り立つ.
IV
m1  !     !(x1; y1)1 m2  !    ms  !
    !
(xs; ys)s
ms+1   ! (xs+1; ys+1)s+1
さらに, Bad2 は起こらないため以下が成り立つ.
IV
m1  !     !(x1; y1)1 m2  !    ms  !
    !
(xs; ys)s
ms+1   !         !(xs+1; ys+1)s+1
ここで, Bad4 = falseなので, 8i 2 f1; : : : ; j + l  1gに対して, xi が RF にクエリされた時に,
y0[r + 1; t] = yi 1[r + 1; t]となる上記とは異なる MSpongeパス IV m
0
  ! (x0; y0)は存在しな
い. よって, SF の手続きより, xi が RF にクエリされた際に, path内に記録されている xi と
つながるMSpongeパスは以下のパスのみである.
IV
m1  !     !(x1; y1)1 m2  !    mi  !
        !
(xi 1; yi 1)i 1 2 path
ここで, j+1  iの場合, mi = 0r であることに注意されたい. よって, 8i 2 fj; : : : ; j+ l  1g
に対して, RF へのクエリ xi の出力 yi の yi[r0 +1; t]は, SF のステップ 6,7の手続きで定義さ
れるため, 以下が成り立つ.
pad 1(m1k    kml) = mとなる
IV
m1  ! (x1; y1) m2  !    mj  ! (xj ; yj) 0
r
 !    0
r
 ! (xj+l 1; yj+l 1) 2 T p
)RO(m)[1; n] = (yj [1; r0]kyj+1[1; r0]k    kyj+l 1[1; r0])[1; n]:
上記の議論は, Game 1と Game 1.5両方のケースで成り立つ. 以上より, Badが起こらなけ
れば D は Game 1と Game 1.5を識別できない.
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補題 18 Badが起こらなければ D は Game 1.5と Game 2を識別できない.
証明. Game 1.5と Game 2の差は, Game 1.5では L(n;m) = RO(m)[1; n]であるが, Game
2では L(n;m) = MSpongeSF (n;m)である点である.
ここで, 補題 17の証明の中で示した, Bad = falseならば,
pad 1(m1k    kml) = mとなる
IV
m1  ! (x1; y1) m2  !    mj  ! (xj ; yj) 0
r
 !    0
r
 ! (xj+l 1; yj+l 1) 2 T p
)RO(m)[1; n] = (yj [1; r0]kyj+1[1; r0]k    kyj+l 1[1; r0])[1; n]
となることは, Game 2 に対しても成り立つため, Game 2 でも, MSpongeRF (n;m) =
RO(m)[1; n]となる.
以上より, Badが起こらなければ D は Game 1.5と Game 2を識別できない.

上記の 2つの補題を合わせると以下の系が成り立つ.
系 3 Badが起こらなければ D は Game 1と Game 2を識別できない.
j 2 f1; 2gに対して, Badj , Game j で Bad = trueとなるイベントとすると, 上記の系より,
Pr[G1j:Bad1] = Pr[G2j:Bad2]となる. この事実を利用するとが成り立つ.
jPr[G1]  Pr[G2]j jPr[G1jBad1]Pr[Bad1] + Pr[G1j:Bad1]Pr[:Bad1]
  (Pr[G2jBad2]Pr[Bad2] + Pr[G2j:Bad2]Pr[:Bad2])j
jPr[G1j:Bad1](Pr[Bad2]  Pr[Bad1])
+ (Pr[G1jBad1]Pr[Bad1]  Pr[G2jBad2]Pr[Bad2])j
jPr[Bad2](Pr[G1j:Bad1]  Pr[G2jBad2])
  Pr[Bad1](Pr[G1j:Bad1]  Pr[G1jBad1])j
Pr[G1j:Bad1] = p, Pr[G1jBad1] = p1, Pr[G2jBad2] = p2とおくと,
jPr[Bad2](Pr[G1j:Bad1]  Pr[G2jBad2])  Pr[Bad1](Pr[G1j:Bad1]  Pr[G1jBad1])j
=jPr[Bad2](p  p2)  Pr[Bad1](p  p1)j
そして, p2  p1の場合,
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 p  p2  p1の場合:
jPr[Bad2](p  p2)  Pr[Bad1](p  p1)j  maxfPr[Bad1];Pr[Bad2]g
 p2  p  p1の場合:
jPr[Bad2](p  p2)  Pr[Bad1](p  p1)j = Pr[Bad2](p  p1)  Pr[Bad1](p2  p)
 Pr[Bad2]p+ Pr[Bad1](1  p)
 maxfPr[Bad1];Pr[Bad2]g
 p2  p1  pの場合:
jPr[Bad2](p  p2)  Pr[Bad1](p  p1)j  maxfPr[Bad1];Pr[Bad2]g
そして, p2  p1の場合は p2  p1の場合と同様に評価できる.
以上より, jPr[G1]  Pr[G2]j  maxfPr[Bad1];Pr[Bad2]gとなる.
以下, Pr[Bad1];Pr[Bad2]を評価する.
まず, Pr[Bad1]を評価する. Bad1 = Bad11 _ Bad12 _ Bad13 _ Bad14 なので, 以下の式が
成り立つ.
Pr[Bad1]  Pr[Bad11] + Pr[Bad12] + Pr[Bad13] + Pr[Bad14]
以下, これらの確率を評価する.
Pr[Bad11]の評価: まず, イベントMColld を定義する. z1; : : : ; zqL を D から RO へのクエ
リに対するすべてのレスポンスとする. そして, zi;j := zi[(j   1)r0 +1; jr0]とする. すなわち,
zi;j は r0 bitを 1ブロックの bitとした場合の zi の j 番目のブロックである.
 MColld: 9j, 9i1; : : : ; id s.t. zi1;j [r + 1; r0] = : : : = zid;j [r + 1; r0].
MColld を用いると, 以下の式を得る.
Pr[Bad11] =Pr[Bad11 ^MColld] + Pr[Bad11 ^ :MColld]
Pr[MColld] + Pr[Bad11j:MColld]
ここで, 出力のブロック数は最大 N ブロックなので, Pr[MColld]  Npmcoll(qL; d; c) と
なる.
Pr[Bad11j:MColld]を評価する. 9
   !
(x; y)2
m ! (x0; y0)1 2 Tp となる確率は次のとおりであ
る. y[r + 1; r0]は, S のステップ 6と 7から RO にあらかじめ問い合わせることで, 確率 1で
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y[r + 1; r0] = x0[r + 1; r0] とできる. 残りの c0 bity[r0 + 1; t] は x0[r0 + 1; t] とは独立にラン
ダムに選ばれるため, (x; y); (x0; y0)を固定したときに y[r0 + 1; t] = x0[r0 + 1; t]となる確率は
1=2c
0 である. そして, MColld = falseなので, 1つの y に対して, x0 の候補は高々 d  1個で
ある. (x; y)は qF 個存在するため, 9
   !
(x; y)2
m0  ! (x0; y0)1 2 Tb となる確率は (d  1)qF =2c0 と
なる.
Pr[Bad12]の評価: 9(x; y)1 m !
     
(x0; y0)2 2 Tb となる確率は, x0 は yとは独立にランダムに選
ばれ, (x; y)は qF + qI 個存在し, RI へのクエリ回数は qI なので, qI(qF + qI)=2c となる.
Pr[Bad13]の評価: 9IV m !
    
(x; y) 2 Tb となる確率は, xはランダムに選ばれ, RI へのクエリ
回数は qI なので, qI=2c である.
Pr[Bad14]の評価: 9

IV
m ! (x; y)

;

IV
m  ! (x; y)

2 path s.t. y[r+1; t] = y[r+1; t]
となる確率は, y; y は独立にランダムに選ばれ, (x; y); (x0; y0)はそれぞれ qF + 1個存在する
ため, 誕生日解析を適用すると, qF (qF + 1)=2c+1 となる.
以上より, 以下の式が成り立つ.
Pr[Bad1]  (qF + qI)
2 + q2I + qF + qI
2c+1
+
(d  1)qF
2c0
+ Pr[MColld]
 (d  1)q
2c0
+
q(q   1)
2c
+Npmcoll(qL; d; c
)
最後に, Pr[Bad2]を評価する. Pr[Bad1]と同様に, 以下の式が成り立つ.
Pr[Bad2] Pr[Bad21] + Pr[Bad22] + Pr[Bad23] + Pr[Bad24]
以下, これらの確率を評価する.
 Pr[Bad21]の評価: 9
   !
(x; y)2
m ! (x0; y0)1 2 Tb となる確率は, y は x0 とは独立にランダ
ムに選ばれ, (x; y)は NqL + qF 個, (x0; y0)は  個存在するため, (NqL + qF )=2c と
なる.
 Pr[Bad22]の評価: 9(x; y)1 m !
     
(x0; y0)2 2 Tb となる確率は, x0 は y とは独立にランダ
ムに選ばれ, (x; y)は  個, (x0; y0)は qI 個存在するため, qI=2c となる.
 Pr[Bad23] の評価: 9IV m !
    
(x; y) 2 Tb となる確率は, x はランダムに選ばれるため,
qI=2
c となる.
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 Pr[Bad24] の評価: 9

IV
m ! (x; y)

;

IV
m  ! (x; y)

2 Tp s.t. y[r + 1; t] =
y[r + 1; t] となる確率は, y; y は独立にランダムに選ばれ, (x; y); (x0; y0) はそれぞ
れ  個存在するため, 誕生日解析を適用すると, (   1)=2c+1 となる.
以上より, 以下の式が成り立つ.
Pr[Bad2]  (NqL + qF ) + qI + qI + 0:5(   1)
2c
 
2
2c 1
:
以上より, 以下の式が成り立つ.
Pr[G1]  Pr[G2]  maxf (d  1)q
2c0
+
q(q   1)
2c
+Npmcoll(qL; d; c
);
2
2c 1
g:
Game 2 ) Game 3. Game 2では (RF ; RI) = (SF ; SI)で SF と SI の出力はランダムに
選ばれるのに対し, Game 3では (RF ; RI) = (P; P 1)である. よって, PRF/PRP switching
lemma [10] (詳しくは付録を参照されたい)より, 以下の式が成り立つ.
jPr[G2]  Pr[G3]j  (   1)
2t+1
:
以上より, 以下の式が成り立つ.
AdvindiMSpongeP ;RO;S(A) jPr[G1]  Pr[G2]j+ jPr[G2]  Pr[G3]j
maxf (d  1)q
2c0
+
q(q   1)
2c
+Npmcoll(qL; d; c
);
2
2c 1
g
+
(   1)
2t+1
:
5.3 証明の最適性
本節で, 定理 5.2で与えたバウンドの最適性を示す.
5.3.1 MSpongeとROに対する識別攻撃
以下, (L;RF ; RI)にアクセスして, Real Worldである (L;RF ; RI) = (MSpongeP ; P; P 1)
と Ideal Worldである (L;RF ; RI) = (MSpongeP ; SF ; SI)を識別する識別者 D を構成する.
D が行う Lへのクエリのうち Lの出力長は全て 1ブロック分すなわち r0 bitとなるようにす
る. Lの出力長は全て r0 bitとなるため, 以下の説明では, Lへのクエリで Lの出力長は省略
して議論する.
{ 112 {
1. まず, pad(m1)が r bitに収まるようにメッセージ m1 を選ぶ. 次に, z  L(m1)とす
る. この操作を, z[r+1; r0]で d-multi-collisionが起こるまで行う. m1;1; : : : ;m1;dを d-
multi-collisionが発生したメッセージとして, これらの出力値をそれぞれ z1;1; : : : ; z1;d
とする. z1;1[r+1; r0] =    = z1;d[r+1; r0]となる. m1;i := pad(m1;i) (i 2 f1; : : : ; dg),
z1 := z1;1[r + 1; r
0]とする.
2. 次に, 2c0=d 個の異なる c0 bit の値 z01;j を選んで, それぞれの j について x2;j :=
0rkz1kz01;j として, y2;j  RF (x2;j)として, x3;j  (pad3k0c) y2;j , y3;j  RF (x3;j)
とする. pad3 は padによって 2ブロックのメッセージにパディングされる値とする.
3. ステップ 1 で定義した各々の, z1;i に対して, m2;i := z1;i[1; r] として, z3;i  
L(m1;ikm2;i) とする. ここで, もし z3;i = y3;j [1; r0] となる j が存在するならば,
以下の操作を実行する.
（a）y1;i  (m2;ik0c) x2;j とする.
（b）r-bit のメッセージ m2 を選んで, x2  (m2k0c  y1;i), y2  RF (x2), y3  
RF ((pad3k0c) y2)とする.
（c）z3  L(m1;ikm2)とする.
（d）もし z3 = y3[1; r0]ならば 1を出力する.
4. 0を出力する.
5.3.1.1 クエリ回数と識別確率.
ステップ 1 で, d-multi-collision を確率 1=2 で起こすためのクエリ回数は qmcoll(d; c) で
ある. ここで必要なメモリは d-multi-collision を見つけるための qmcoll(d; c) 個の内部状態
と d 個の (m1;i; z1;i) を記録するための領域である. ステップ 2 で, 2  d2c0=de 回の RF
へのクエリを行う. ここで, 必要なメモリは d2c0=de 個の (x2;j ; yj [1; r0]) を記録する分であ
る. ステップ 3 で, 2 ブロック分の L へのクエリを d 回行い, そして, z3;i = y3;j [1; r0] の場
合, RF へのクエリを 2 回と L への 2 ブロッククエリを 1 回行う. 以上より, クエリ回数は
qmcoll(d; c
) + 2(d+ 1) + 2 d2c0=de+ 2で必要なメモリは qmcoll(d; c) + d2c0=deとなる.
そして, ステップ 1の成功確率は 1=2で, ステップ 3の成功確率はおよそ 1  1=eであるこ
とから, 上記の成功確率は 1=2  (1  1=e)  0:316となる.
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5.3.2 Discussion
定理 5.2で, MSpongeP のアドバンテージが以下で抑えられることを証明した.
maxf (qI + 1)(qF + qI)
2c
+
(d  1)qF
2c0
+Npmcoll(qL; d; c
);
( + 1)
2c
g+ (   1)
2t+1
:
ここで, qmcoll(d; c) = 2c
0
=d となる d を dに代入すると, このバウンドが固定値となるク
エリ回数の下界は O

minf2c0=d; 2c=2g

となる.
一方で,前章で示した識別攻撃から識別するためのクエリ回数の上界はO

minf2c0=d; 2c=2g

となる.
以上より, 定理 5.2で与えたバウンドから得られる識別計算量の下界は最適である.
5.4 キャパシティサイズ c0 について
本章で, c0  c=2 + log2 cならば, MSpongeが O(2c=2)の安全性を担保できることを示す.
MSpongeの IFROのアドバンテージは以下の通りである.
maxf (qI + 1)(qF + qI)
2c
+
(d  1)qF
2c0
+Npmcoll(qL; d; c
);
( + 1)
2c
g+ (   1)
2t+1
:
ここで, 上記の確率の (qI + 1)(qF + qI)=2c; ( + 1)=2c; (   1)=2t+1 は O(2c=2)の安全性
を保証することから, 以下その他の確率について議論する.
まず, pmcoll(NqL; d; c)について, 以下の式が成り立つ.
pmcoll(NqL; d; c
)  2c

NqL
d

1
2c
d
:
ここで, d = c とスターリングの近似 (任意の整数 xに対して x!  (x=e)x)を用いると以下の
式が成り立つ.
2c


NqL
c

1
2c
c
 2c

eNqL
c2c
c


eNqL
c2c 1
c
また, (d 1)qF
2c0
の項は, d = c とすると, (c 1)qF
2c0
となる.
ここで, c0 = c=2 + log2 cとすると, c = c=2  log2 cとなり, c=4  log2 cの場合, 上記の 2
つの項は以下の通りとなる.
eNqL
c=4 2c=2 log2 c 1
c=4


eNqL
2c=2 3
c=4
(c=2  log2 c  1)qF
2c=2+log2 c
 qF
2c=2+1
以上より, c0  c=2 + log2 cの場合にMSpongeは O(2c=2)の安全性を満たす.
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5.5 MSponge
本章では, MSpongeの absorbing stepの第 1ブロックのキャパシティを c1 bitに変更した
ときの安全性について議論する. r1 = t  c1 とする. ここで, c > c1 ならば, 第 1ブロックで
扱えるメッセージ長が長くなり, MSpongeを高速化できる.
まず, 5.2.5章の定理 5.2の証明で, c1 の長さに関する badイベントとして Bad1 と Bad4 が
ある. 定理 5.2の証明では, c1 = cのケースについて議論しており, このイベントが起こる確
率はそれぞれ Game 1 で qF =2c1 ; qI=2c1 , Game 2 で =2c1 ; qI=2c1 となる. 以上の議論から
MSponge の安全性は以下の通りとなる.
定理 5.2 c0  cとする. あるシミュレータ S = (SF ; SI)が存在して, 任意の識別者 D に対し
て以下の式が成り立つ.
Advindi
MSpongeP ;RO;S(A) maxf
qI(qF + qI)
2c
+
(d  1)qF
2c0
+Npmcoll(qL; d; c
);
( + 1)
2c
g
+

2c1
+
(   1)
2t+1
:
ここで, D は L, RF , RI にそれぞれ qL; q 回クエリできるとする. Real World では
(L;RF ; RI) = (MSponge
P ; P; P 1), Ideal World では (L;RF ; RI) = (RO; SF ; SI) であ
る. N を Lへのクエリの入力ブロック数と出力ブロック数の和の最大値とする. dはフリーパ
ラメータで上記のバウンドが最小となるように設定する.  := NqL + q とする. そして, S の
クエリ回数は最大 q で, S の動作時間は O(q)である. 
そして, 5.3章の議論と組み合わせると, d = c, c0  c=2+log2 c, c1  c=2の場合, MSponge
が O(2c=2)の安全性を満たすことが言える.
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第 6章
IFRO安全なブロック暗号ベースの倍
ブロック長構造の設計
6.1 はじめに
ブロック暗号をベースのハッシュ関数の設計方法は最もよく使われているハッシュ関数の
設計方法である. その中でも, PGV 方式 [50] は最もよく使われる手法で, ブロック暗号が理
想的なブロック暗号 (Ideal Cipher (IC)) ならば衝突困難性を満たす入出力長が固定の関数
(圧縮関数)となることが証明されている [16, 56]. そして, (Strengthened) Merkle-Damgard
(MD) 構造などの衝突困難性を満たす圧縮関数をベースに衝突困難性を満たすハッシュ関数の
構造と組み合わせることで, 衝突困難性を満たすブロック暗号ベースのハッシュ関数を得るこ
とができる.
ところで, 既存のブロック暗号 (例えば AES)を用いてハッシュ関数を設計すると, ハッシュ
関数とブロック暗号を両方実装する場合において, ブロック暗号の部分のプログラムや回路を
共通化できるため, 実装サイズを小さくできるメリットがある. PGV方式の出力長はブロック
暗号の出力長と同じサイズとなるが, 既存の多くのブロック暗号の出力長は 128 bitとなるた
め, 衝突困難性の安全性ビットとして 64 bit安全性までしか保障できない. 一方で, 現在安全
性 bitとして 128 bitレベルの安全性が必要とされており, 128 bitレベルの衝突困難性を満た
す場合ハッシュ関数の出力長は 256 bit必要である.
この問題を解決する方法として, 圧縮関数の出力長をブロック暗号のブロック長の倍の
長さにする, 倍ブロック長構造が知られている. そして, ブロック暗号の出力長を n bit
とした場合, IC モデルで n bit の衝突困難性を満たす倍ブロック長構造が提案されてい
る [20, 42, 34, 37, 47, 38, 39]. 倍ブロック長構造の利点は, AESなどのブロック暗号を部品
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として使うことができるため,
一方で, 最近, SHA-3 の設計にも取り入れられている, 衝突困難性よりも強い安全性であ
る Indierentiability from a Random Oracle (IFRO)安全がハッシュ関数の設計のゴールと
なっている [40]. IFRO安全性は, ランダムオラクル (RO)から部品を理想化したハッシュ関
数への置き換えを保証する安全性で [40, 51], ハッシュ関数の定義域拡張構造に欠陥がないこ
とを保証することができる.
倍ブロック長構造の設計では, Gongら [32]の PBGV構造と Prex-free Merkle-Damgard
構造を組み合わせた n=2 bit の IFRO 安全性を満たす倍ブロック長構造は提案されているも
のの, n bitの IFRO安全性を満たす倍ブロック長構造は提案されておらず, この構造の設計は
重要な研究課題である.
本章では, Hirose が提案した衝突困難性を満たすブロック暗号ベースの倍ブロック長構
造 [34]を拡張して, IFRO安全性を満たす初めてのブロック暗号ベースの倍ブロック長構造を
提案する. 我々が提案する構造は鍵サイズが 2n bit, ブロックサイズが n bitのブロック暗号
を用いる構造である. 重要なブロック暗号である AESや Camelliaは鍵長が 256 bit, ブロッ
ク長が 128 bit となる構造を持ち, このパラメータを満たすため, これらのブロック暗号を部
品として使うことができる. また, これらのブロック暗号は多くのシステムで実装されており,
また, Hirose構造 [34], Tandem-DM構造 [37], Abreast-DM構造 [37]など既存の倍ブロック
長構造もこのサイズを用いているため, このサイズを用いることは適当であるといえる.
6.1.1 関連研究
Changら [23]と Hiroseら [35]によって, 出力長が n bitのランダムオラクル圧縮関数から
n bitの IFRO安全なハッシュ関数の構造が提案されている. ここで, ブロック暗号から n bit
の IFRO安全となる圧縮関数が存在すれば, 我々のゴールである n bitブロックのブロック暗
号を用いたときに n bitの IFRO安全性を満たす倍ブロック長構造を得ることができるが, そ
のような構造は知られていない.
6.2 準備
6.2.1 Hiroseの倍ブロック長圧縮関数構造
我々が提案する倍ブロック長構造は Hiroseの圧縮関数構造をベースとする構造である [34].
ここでは Hiroseの構造を説明する.
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定義 32 (Hiroseの倍ブロック長圧縮関数構造) BC2n;n = (E;D) を鍵長が n bit, ブロック
長が 2n bitのブロック暗号として, E を暗号化関数, D を復号関数とする. BC2n;n を用いた
Hiroseの構造 HiroseE : f0; 1g2n  f0; 1gn ! f0; 1g2n は以下の通りである.
 入力：Gi 1;Hi 1;Mi 2 f0; 1gn
 出力：Gi;Hi 2 f0; 1gn
 以下の方法で (Gi;Hi) = HiroseE(Gi 1jjHi 1;Mi)を計算する.
Gi = Gi 1  E(Hi 1jjMi; Gi 1) (6.1)
Hi = C Gi 1  E(Hi 1jjMi; Gi 1  C; ) (6.2)
6.1の手続きを第 1ブロック, 6.2の手続きを第 2ブロックと呼ぶことにする.
6.2.2 Preimage Awareness (PrA) [26, 27].
我々が提案する倍ブロック長構造の安全性証明はDodisらが提案した Preimage Awareness
(PrA)のフレームワークを用いて証明する. ここでは, このフレームワークの概要を本章で必
要な部分のみ切り出して説明する.
Pを理想的なプリミティブとして, HP を Pを用いたハッシュ関数とする. そして, HP に対
する PrAの安全性ゲームを以下のように定義する.
Exppra
HP;E;A
x Ah;Ex;
z  HP(x);
Ret (x 6= V[z] ^ Q[z] = 1);
oracle h(m)
y  P(x);

[   (x; y);
Ret y;
oracle Ex(z)
Q[z] 1;
V[z] E(z; );
Ret V[z];
ここで, A を PrA 攻撃者として, この攻撃者は 2 つのオラクル h と Ex にアクセスることが
できる. オラクル h はクエリ x に対して, P(x) の出力値 y を返信して, テーブル  に (x; y)
を記録するオラクル. エクストラクションオラクル Exはクエリ z に対して, エクストラクタ
E(z; )の出力値を出力するオラクルである. ここで, Qは初期状態として全て ?となってい
る配列, V は初期状態として全て 0となっている配列である. そして, Ex(z; )の出力は, を
用いて z = HP(m)となる mが見つかれば mを出力し, そうでなければ ?を出力する. そし
て, HP, A, E に対する PrAアドバンテージを以下に定義する.
Advpra
HP;E = Pr[Exp
pra
FP ;P;E;A ) true]
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そして, 任意の Aに対して上記のアドバンテージが無視できるくらい小さい確率で抑えられる
エクストラクタ E が存在する場合, HP は PrAを満たすとする.
ところで, Dodis らによって, PrA のアドバンテージは衝突困難性のアドバンテージと
1-WPrA (1-Weak PrA)アドバンテージで得られることが示されている [27].
まず, 1-WPrAから説明する. この安全性では以下のゲームを考える.
Exp1wpra
HP;E+;A
m  Ah;Ex+ ;
z  HP(m);
Ret (x 62 L ^ Q[z] = 1);
oracle h(x)
y  P(x);

[   (x; y);
Ret y;
oracle Ex+(z)
Q[z] 1;
L E+(z; );
Ret L;
PrAのゲームとの違いはエクストラクションオラクルとそのクエリ回数が違う. 1-WPrAで
は, マルチポイントエクストラクションオラクル E+ を考える. そして, A から E+ へのクエ
リ回数は 1回である. また, E+ は初期値が全て 0となっている配列 Qと初期状態が ;となっ
ているリスト L を持ち, マルチポイントエクストラクタ E+ のインターフェースを提供する.
E+(z; )は から z = HP(m)となる全てのmの集合を出力する. そのようなmが存在しな
い場合, ;を出力する. そして, 1-WPrAでは, ハッシュ関数 HP, 攻撃者 A, マルチポイントエ
クストラクタ E+ に対して, 以下のアドバンテージを考える.
Adv1wpra
HP;E = Pr[Exp
1wpra
HP;E+;A ) true]
そして, 任意の攻撃者 Aに対して, 上記のアドバンテージが無視できる確率で抑えられるマル
チポイントエクストラクタ E+ が存在する場合, HP を 1-WPrAと呼ぶことにする.
次に, ハッシュ関数 HP と攻撃者Aに対する衝突困難性のアドバンテージを以下に定義する.
AdvCollHP (A) = Pr[(m;m
0) $   AP : HP(m) = HP(m0) ^m 6= m0]
そして, PrAのアドバンテージは以下の補題の通り, 1-WPrAのアドバンテージと衝突困難
性のアドバンテージから求めることができる.
補題 19 ([27]の補題 3.3と補題 3.4) E+を任意のマルチポイントエクストラクタとする. そ
して, qe 回のエクストラクションクエリと qP 回のプリミティブクエリを行う任意の PrA攻撃
者 Apraに対して, 以下の式を満たす 1-WPrA攻撃者 A1wpra と衝突困難性を破る攻撃者 AColl
が存在する.
Advpra
HP;E(Apra)  qe  Adv1wpraHP;E+(A1wpra) + AdvCollHP (AColl):
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ここで, A1wpra の動作時間は O(qeTime(E+)), h へのクエリ回数は Apra と同じである. そし
て, AColl の動作時間は O(qe  Time(E+))で, Pへのクエリ回数は qP 回である. また, E の動
作時間は E+ と同じである. 
PrA安全なハッシュ関数から IFRO安全なハッシュ関数の構成.
Dodis らは PrA の定義を用いて, HP が PrA ならば HP にランダムオラクル g を追加した
g  HP は IFRO安全性を満たすことを証明した [26, 27]. 具体的には以下のことを証明した.
補題 20 ([27]の定理 4.1) Pを理想的な部品として, HP : f0; 1g ! f0; 1g2n を Pを用いた
ハッシュ関数とする. そして, g : f0; 1g2n ! f0; 1g2n をランダムオラクルとする. そして, E
を HP に対する任意のエクストラクタとする. この場合, 任意の識別者 D に対して, 以下の式
を満たす攻撃者 B とシミュレータ S が存在する.
AdvindigHP;RO;S(D)  AdvpraHP;E(B):
ここで, S = (SP; Sg)で, SP は Pをシミュレートして, Sg は g をシミュレートする. D は 3
つのオラクル (L;RP; Rg)にアクセスして, Real Worldである (L;RP; Rg) = (g HP;P; g)と
Ideal Worldである (L;RP; Rg) = (RO; SP; Sg) を識別する. そして, D の (L;RP; Rg)への
クエリ回数をそれぞれ qL; qP; qg とする. l を 1 回の L へのクエリの最大ブロック長とする.
HP を 1回読んだ時の最大時間を tH , その時の Pへのクエリ回数を qH とする. S の実行時間
は O(qP + qg  Time(E))となる. また, B の実行時間は O(Time(A) + qLtH + qP + qg)とな
る. 
SMD構造による PrA性の保存
Dodisらは SMD構造を用いると, 圧縮関数 hが PrAならば SMDh も PrAとなることを示
した. 具体的には, 以下の通りである.
補題 21 ([27]の定理 4.2) P を理想的な部品として, hP を P を用いた圧縮関数とする. そ
して, Eh を hP に対する任意のエクストラクタとする. この場合, 任意の攻撃者 AH に対して,
以下の式を満たす SMDhP に対するエクストラクタ EH が存在する.
Advpra
SMDh
P
;EH
(AH)  AdvprahP ;Eh(Ah)
ここで, AH の P へのクエリ回数を qP 回, エクストラクタへのクエリ回数を qe 回とする. ま
た, lを EH が出力するメッセージの最大ブロック長, qH を SMDh
P を 1回計算する際の P の
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最大呼び出し回数とする. この場合, EH の動作時間は l(Time(Eh) + Time(unpad)), Ah の動
作時間は O(Time(AH) + qel), P へのクエリ回数は qH + qP , エクストラクタへのクエリ回数
は qelとなる. 
6.3 IFRO安全なブロック暗号ベースの倍ブロック長構造
6.3.1 提案倍ブロック長構造
BC2n;n = (E;D)を鍵長が 2n bit, ブロック長が n bitのブロック暗号とする. 以下, E を
用いた Hiroseの構造をベースとする倍ブロック長構造 FE を定義する.
 入力：m 2 f0; 1g
 出力：z 2 f0; 1g2n
 以下の方法で, z = FE(m)を計算する.
z = fE(SMDHirose
E
(m))
ここで, SMDは Strengthened MD構造で, fE の構造は以下の通りである.
{ 入力：x 2 f0; 1g2n
{ 出力：y 2 f0; 1g2n
{ c1; c2 を n bitの固定値として, 以下の方法で, y = fE(x)を計算する.
y = E(x; c1)kE(x; c2)
6.3.2 提案倍ブロック長構造の安全性
提案倍ブロック長構造の安全性は以下の通りである. 提案構造は理想的なブロック暗号を組
み込んだ時に n bitの IFRO安全性を満たす. 以下, 理想的なブロック暗号について議論する
ときは添え字に I をつける. 例えば, (EI ; DI)など.
定理 6.1 C2n;n = (EI ; DI)を理想的なブロック暗号とする. この時, 任意の識別者 D に対し
て以下の式を満たすシミュレータ S = (SE ; SD)が存在する.
AdvindiFEI ;RO;S(D) 
2Q2
(2n   2Q)2 +
2Q
2n   2Q +
2l(2q)Q
(2n  Q)2 +
qL + 2q
2n
+
14Q
2n  Q
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ここで, S = (SE ; SD) であり, SE は EI をシミュレートして, SD は DI をシミュレー
トする. そして, D は 3 つのオラクル (L;RE ; RD) にアクセスして, Real World である
(L;RE ; RD) = (F
EI ; EI ; DI) と, Ideal World である (L;RE ; RD) = (RO; SE ; SD) を識別
しようとする. Dの (L;RE ; RD)へのクエリ回数をそれぞれ qL; qE ; qD 回として, Lへの 1回
のクエリの最大ブロック長を lとする. そして, q = qE + qD, Q = 2l(qH + 1)+ qE + qD とす
る. この時, シミュレータの動作時間は O(q + 2lqQ) + 2lq  Time(unpad)で, クエリ回数は
2q となる. 
6.3.3 定理 6.1の証明
以下の方針で定理 6.1を証明する.
 Step 1. まず, 入出力長が 2n bitの関数 g と, 鍵長が 2n bit, ブロック長が n bitのブ
ロック暗号 BC12n;n = (E1; D1) を用いた以下の構造 F1 を考える. ここで, E1 を暗号
化関数, D1を復号関数とする.
{ 入力：m 2 f0; 1g
{ 出力：z 2 f0; 1g2n
{ 以下の方法で z = F g;E11 (m)を計算する.
z = g(SMDHirose
E1
(m))
そして, g がランダムオラクルで, BC12n;n が理想的なブロック暗号の場合, F1 が n bit
の IFRO安全性を満たすことを証明する.
 Step 2. 次に, BC12n;n とは独立のブロック暗号 BC22n;n = (E2; D2)を用いた入出力長
が 2n bitの関数 f を考える. fE2(x) := E2(x; c1)kE2(x; c2)である. そして, BC22n;n
が理想的なブロック暗号の場合, f が n bitの IFRO安全性を満たすことを証明する.
この結果と, Step 1の結果を合わせると, BC12n;n;BC22n;n が理想的なブロック暗号の場
合以下の構造を持つ F2 は n bitの IFRO安全性を満たすことが保障できる.
FE1;E22 (m) = f
E2(SMDHirose
E1
(m))
 Step 3. 最後に, BC2n;n;BC12n;n;BC22n;n が理想的なブロック暗号の場合, FE はクエ
リ回数が 2n まで F2 と Indierentiableとなることを証明する. この結果と Step 2の
結果を合わせると, BC2n;n が理想的なブロック暗号の場合, FE が n bitの IFRO安全
性を満たすことが保障できる.
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以下, それぞれのステップごとに証明を行っていく.
Step 1.
Step 1では, F g;E11 の IFRO安全性を Dodisらの Preimage Awareness (PrA) [26, 27]を
用いて証明する. Dodisらは圧縮関数 hが PrAを満たすならば SMDh も PrAの性質を満た
すことを証明した. そして, HP が PrAならばランダムオラクル gを用いた g HP は IFRO安
全となることを証明した. すなわち, BC12n;n が理想的なブロック暗号の場合, HiroseE1 が PrA
となることを証明すれば, Step 1の証明が完了する.
まず, HiroseE1 が PrA安全性を満たすことを証明する.
補題 22 (Hiroseの構造は PrAである) C12n;n = (E1I ; D1I) を理想的なブロック暗号とす
る. この時, 任意の攻撃者 Aに対して, 以下の式を満たすエクストラクタ E が存在する.
Advpra
HiroseE1I ;E(A) 
2q2P
(2n   2qP )2 +
2qP
2n   2qP +
2qP qe
(2n   qP )2
ここで, A は C12n;n に qP 回クエリして, E に qe 回クエリする. この時の E の実行時間は
O(qeqP )となる. 
証明. まず, Hiroseの構造が 1-WPrAとなることを証明する. マルチポイントエクストラクタ
E+ を以下に定義する.
algorithm E+(z; )
Lを空列のテーブルとする;
の要素を (k1; x1; y1); : : : ; (ki; xi; yi)とする; //E1I(kj ; xj) = yj である
For j = 1 to i do
If z[1; n] = xj  yj then
y  E1I(kj ; xj  C);
If z[n+ 1; 2n] = C  xj  y then L [   (xj jjk[1; n]; k[n+ 1; 2n]);
If z[n+ 1; 2n] = xj  yj then
y  E1I(kj ; xj  C);
If z[1; n] = C  xj  y then L [   ((xj  C)jjk[1; n]; k[n+ 1; 2n]);
Lを返信する;
上記の手続きより, 1 ブロック目の E1I の入出力が定義された場合, 同時に 2 ブロック目の
E1I の入出力も定義される. 同様に, 2ブロック目の E1I の入出力が定義された場合, 同時に 1
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ブロック目の E1I の入出力も定義される. よって, 上記の E+ と Q[z] = 1となる z に対して,
Aは z を計算する際の 1ブロック目と 2ブロック目の入出力を知らずに z = HiroseE1I (k; x)
となる (k; x)を見つける必要がある. この解析は文献 [29]の一方向性の解析が適用できて, 一
方向性は 2qP =(2n   qP )2 で抑えられることが証明されている.
そして, 文献 [29] で Hirose の構造の衝突困難性のアドバンテージが 2q2P =(2n   2qP )2 +
2qP =(2
n   2qP )となることが証明されているため, 補題 19より上記の補題のバウンドを得る
ことができる.

そして, 上記の補題 22 を補題 20 と補題 21 と合わせることで以下の定理を得ることがで
きる.
補題 23 任意の識別者 D に対して, 以下の式を満たすシミュレータ S1 が存在する.
Advindi
F
g;E1I
1 ;RO;S1
(D)  2Q
2
1
(2n   2Q1)2 +
2Q1
2n   2Q1 +
2lqgQ1
(2n  Q1)2
ここで, S1 = (S1g; S1C), S1C = (S1E ; S1D) とする. S1g は g をシミュレートして, S1E
は E1I をシミュレートして, S1D は D1I をシミュレートする. そして, D は 4 つのオラク
ル (L;Rg; RE :RD)にアクセスして, Real Worldである (L;Rg; RE :RD) = (F1; g; E1I ; D1I)
のケースと Ideal World である (L;Rg; RE :RD) = (RO; Sg; SE ; SD) のケースを識別する.
l を L への 1 回のクエリの最大ブロック数とする. D から (L;Rg; RE :RD) へのクエリ回数
をそれぞれ qL; qg; qE ; qD 回として, Q1 = 2l(qH + 1) + qE + qD とする. S1 の動作時間は
O(qE + qD + lqgQ1) + lqg  Time(unpad)で, S1g はRO に 1回クエリする. 
Step 2.
まず, BC22n;n = (E2; D2)が理想的なブロック暗号の場合, fE2 が n bitの IFRO安全性を
満たすことを示す.
補題 24 (f の IFRO安全性) C22n;n = (E2I ; D2I) を理想的なブロック暗号とする. この場
合, 任意の識別者 D に対して以下の式を満たすシミュレータ S = (SE ; SD)が存在する.
AdvindifE2I ;RO;S(D) 
qf + qE + qD
2n
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simulator SE(k; x)
1. If E[k; x] 6=? then ret E[k; x];
2. If E[k; c1] =? then
3. y  RO(k);
4. E[k; c1] y[1; n];
5. D[k;E[k; c1]] c1;
6. E[k; c2] y[n+ 1; 2n];
7. D[k;E[k; c2]] c2;
8. If x 6= c1 and x 6= c2 then
9. E[k; x]
$   f0; 1gnnTE [k];
10. D[k;E[k; x]] x;
11. Return E[k; x];
simulator SD(k; y)
1. If D[k; y] 6=? then ret D[k; y];
2. If E[k; c1] =? then
3. y  RO(k);
4. E[k; c1] y[1; n];
5. D[k;E[k; c1]] c1;
6. E[k; c2] y[n+ 1; 2n];
7. D[k;E[k; c2]] c2;
8. If D[k; y] 6=? then
9. D[k; y]
$   f0; 1gnnfTD[k]g;
10. E[k;D[k; y]] y;
11. Return D[k; y];
図.6.1 シミュレータ
ここで, Dは 3つのオラクル (L;RE ; RD)にアクセスして, Real Worldである (L;RE ; RD) =
(fE2I ; E2I ; D2I)と Ideal Worldである (L;RE ; RD) = (RO; SE ; SD)を識別しようとする.
SE は E2I をシミュレートして, SD はD2I をシミュレートする. Dの (L;RE ; RD)へのクエ
リ回数をそれぞれ qf , qE , qD とすると, S の動作時間は O(qE + qD), クエリ回数は qE + qD
となる. 
証明. まず, シミュレータ S = (SE ; SD)を図 6.1に定義する. このシミュレータは初期状態と
して全ての要素に ?が挿入されている配列 E;Dと空列のテーブル TE ; TD を持つ.
この証明では以下の 3つのゲームを考えて証明する. それぞれのゲームで D は 3つのオラ
クル (L;RE ; RD)と対話する.
 Game 0: このゲームは Real World である. すなわち, (L;RE ; RD) =
(fE2I ; E2I ; D2I)となる.
 Game 1: このゲームでは (L;RE ; RD) = (fSE ; SE ; SD)とする.
 Game 2: このゲームは Ideal Worldである. すなわち, (L;RE ; RD) = (RO; SE ; SD)
となる.
ここで, Game iで D が 1を出力するイベントを Gi と書くと, 以下の式が成り立つ.
AdvindifE3I ;RO;S(D)  Pr[G0]  Pr[G1] + Pr[G1]  Pr[G2]
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以下, Pr[G0]  Pr[G1]と Pr[G1]  Pr[G2]を評価する.
Pr[G0]   Pr[G1] の評価: Game 0 と Game 1 の差は (RE ; RD) である. ここで, Game 0 で
は (RE ; RD) = (E2I ; D2I), Game 1では (RE ; RD) = (SE ; SD)となる. そして, SE と SD
は E[k; c1] 6=?かつ E[k; c2] 6=?となっている全ての k に対して, E[k; c1] 6= E[k; c2]ならばシ
ミュレータの手続きはレイジーサンプル手法による理想的なブロック暗号そのものの手続きを
実現している. よって, Pr[G0]  Pr[G1]はある k に対して E[k; c1] = E[k; c2]となる確率で抑
えられる. E[k; c1]と E[k; c2]の要素が定義される k の個数は qf + qE + qD 個なので, 以下の
式が成り立つ.
Pr[G0]  Pr[G1]  qf + qE + qD
2n
:
Pr[G1]   Pr[G2]の評価: Game 1と Game 2の差は Lで, Game 1では L = fSE , Game 2
では L = RO である. Game 1で Lから SE にクエリされているが Game 2ではこのクエリ
は無い. そして, Lの出力の計算方法も違うため, 以下の 2点を証明する必要がある.
1. Game 1で Lから RE へのクエリによって, Dから Lへのクエリ (k; c1); (k; c2)に対す
るレスポンス y1; y2 が y1ky2 = L(k)となっているため, Game 2で Dから Lへのクエ
リ (k; c1); (k; c2)に対するレスポンス y1; y2 が y1ky2 = L(k)を満たすこと.
2. Game 1で任意の Lへのクエリ xに対して, L(x) = RO(x)となること.
ここで, シミュレータの定義から D から L へのクエリ (k; c1); (k; c2) に対するレスポ
ンス y1; y2 が y1ky2 = RO(k) となるため, 上記の 2 点は確率 1 で成り立つ. よって,
Pr[G1]  Pr[G2] = 0となる.

補題 24で, BC22n;n が理想的なブロック暗号の場合, fE2 が n bitの IFRO安全性を満たす
ことを証明した. そして, 補題 23により, F1 が n bitの IFRO安全性を満たすため, F1 の関
数 g を f に変更した F2 も補題 23と補題 24から n bitの IFRO安全性を満たす. 具体的には
以下の定理が成り立つ.
補題 25 (F2 の IFRO安全性) C12n;n = (E1I ; D1I), C22n;n = (E2I ; D2I) を理想的なブロッ
ク暗号とする. この時, 任意の識別者 D に対して, 以下の式を満たすシミュレータ S が存在
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する.
Advindi
F
E1I ;E2I
2 ;RO;S
(D)  2Q
2
(2n   2Q)2 +
2Q
2n   2Q +
2lq2Q
(2n  Q)2 +
qL + q2
2n
ここで, S = (S1; S2) として, S1 = (S1E ; S1D), S2 = (S2E ; S2D) とする. (S1E ; S1D)
は (E1I ; D1I) をシミュレートし, (S2E ; S2D) は (E2I ; D2I) をシミュレートする. そ
して, D は 5 つのオラクル (L;RE1; RD1; RE2; RD2) にアクセスして, Real World であ
る (L;RE1; RD1; RE2; RD2) = (F2; E1I ; D1I ; E2I ; D2I) のケースと Ideal World であ
る (L;RE1; RD1; RE2; RD2) = (RO; S1E ; S1D; S2E ; S2D) を識別しようとする. D から
(L;RE1; RD1; RE2; RD2)へのクエリ回数はそれぞれ (qL; qE1; qD1; qE2; qD2)とする. D から
Lへの 1回のクエリの最大ブロック長を lとして, Q = 2l(qL+1)+qE2+qD2, q2 = qE2+qD2
とする. この時, S の動作時間は O(q1 + lq2Q) + lq2 Time(unpad), クエリ回数は q2 となる.

Step 3
本章では, BC2n;n = (E;D), BC12n;n = (E1; D1), BC22n;n = (E2; D2)が理想的なブロック
暗号の場合, FE が FE1;E22 と Indierentiableであることを示す.
補題 26 C2n;n = (EI ; DI), C12n;n = (E1I ; D1I), C22n;n = (E2I ; D2I)を理想的なブロック暗
号とする. この時, 任意の識別者 D に対して以下の式を満たすシミュレータ S が存在する.
Advindi
FEI ;F
E1I ;E2I
2 ;S
(D)  14 (2(lqF + 1) + qE + qD)
2n   (2(lqF + 1) + qE + qD)
ここで, S = (SE ; SD)として, SE は EI をシミュレート, SD は DI をシミュレートする. そ
して, D は 3つのオラクル (L;RE ; RD)にアクセスして, Real Worldである (L;RE ; RD) =
(FEI ; EI ; DI) のケースと Ideal World である (L;RE ; RD) = (FE1I ;E2I2 ; SE ; SD) を識別し
ようとする. D から (L;RE ; RD)へのクエリ回数はそれぞれ qL; qE ; qD として, l を 1回の L
へのクエリの最大ブロック数とする. この時, シミュレータの動作時間は O(3(qE + qD)) で,
クエリ回数は qE + qD である. 
証明. まず, この証明では F と F2 のパディング関数を取り除いて議論する. すなわち, D か
ら Lへのクエリの長さは nの倍数ビットとなる. ここで, パディング関数を取り除いた F; F2
の安全性はパディング関数を入れた F; F2 の安全性をカバーすることに注意されたい.
{ 128 {
simulator SE(k; x)
1. If E[k; x] 6=? then ret E[k; x]
2. If E[k; c1] =? then
3. y  E2I(k; c1)
4. E[k; c1] y; D[k; y] c1
5. y  E2I(k; c2)
6. E[k; c2] y; D[k; y] c2
7. If x 6= c1 and x 6= c2 then
8. y  E1I(k; x)
9. E[k; x] y; D[k; y] x
10. Return E[k; x]
simulator SD(k; y)
1. If D[k; y] 6=? then ret D[k; y]
2. If E[k; c1] =? then
3. y  E2I(k; c1)
4. E[k; c1] y; D[k; y] c1
5. y  E2I(k; c2)
6. E[k; c2] y; D[k; y] c2
7. If D[k; y] =? then
8. x D1I(k; y)
9. E[k; x] y; D[k; y] x
10. Return x
図.6.2 Simulator
そして, 図 6.2にシミュレータ S = (SE ; SD)を定義する. このシミュレータは 2つの配列 E
と Dを持つ. これらの配列は初期状態として全て ?で初期化されている. このシミュレータ
は C12n;n と C22n;n を用いて Real Worldである (L;RE ; RD) = (FE ; E;D) の E;D をシミュ
レートする.
この証明では以下の 3つのゲームを考えて証明する. それぞれのゲームで識別者 D は 3つ
のオラクル (L;RE ; RD)にアクセスする.
1. Game 1: このゲームは Real Worldである. すなわち, (L;RE ; RD) = (FEI ; EI ; DI)
である.
2. Game 2: このゲームでは (RE ; RD) を (E;D) から (SE ; SD) に変更する. すなわち,
(L;RE ; RD) = (F
SE ; SE ; SD)となる.
3. Game 3: このゲームは Ideal World である. すなわち, (L;RE ; RD) =
(FE1I ;E2I2 ; SE ; SD)である.
ここで, Game iで D が 1を出力するイベントを Gi と書くことにすると以下の式が成り立つ.
Advindi
FEI ;F
E1I ;E2I
2 ;S
(D) = Pr[G1]  Pr[G2] + Pr[G2]  Pr[G3]:
そこで, 以下では Pr[G1]  Pr[G2]と Pr[G2]  Pr[G3]をそれぞれ評価する.
Pr[G1] Pr[G2]の評価: Game 1と Game 2の差は (RE ; RD)で, Game 1では (RE ; RD) =
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(EI ; DI) で, Game 2 では (RE ; RD) = (SE ; SD) である. ここで, S の定義から, x 6= c1
かつ x 6= c2 となる SE への任意のクエリ (k; x) について E1I(k; x) 6= E2(k; c1) かつ
E1I(k; x) 6= E2(k; c2)が成り立ち, かつ y 6= E2I(k; c1)かつ y 6= E2I(k; c2)となる SD への
任意のクエリ (k; y) について, D1I(k; y) 6= c1 かつ D2I(k; y) 6= c2 が成り立てば, (SE ; SD)
は理想的なブロック暗号として振る舞う. よって, Pr[G1] Pr[G2]は上記のコリジョンが起こ
る確率で抑えられるため, 以下の式が成り立つ.
Pr[G1]  Pr[G2]j  2Q
2n  Q:
Pr[G2]   Pr[G3] の評価: Game 2 と Game 3 の差は L で, Game 2 では FSE , Game 3
では FE1I ;E2I となる. よって, Game 2 で任意の L へのクエリ m に対して, FSE (m) =
FE1I ;E2I (m)となれば Game 2と Game 3は同じゲームとして扱うことができる. すなわち,
Pr[G2]  Pr[G3]は Game 2である Lへのクエリmに対して, FSE (m) 6= FE1I ;E2I (m)とな
る確率で抑えられる. ここで, SE の定義から, F から SE への x 6= c1 かつ x 6= c2 となる任
意のクエリ (k; x)について, SE(k; x)  x 6= c1, SE(k; x)  x  C 6= c1, SE(k; x)  x 6= c2,
SE(k; x)  x  C 6= c2 ならば FSE (m) = FE1I ;E2I (m)となる. すなわち, Pr[G2]   Pr[G3]
は Game 2で上記のコリジョンが起こる確率で抑えられるため, 以下の式が成り立つ.
Pr[G2]  Pr[G3]  4Q
2n  Q
以上より, 以下の式が成り立つ.
Advindi
FEI ;F
E1I ;E2I
2 ;S
(D)  6Q
2n  Q:

そして, 補題 25と上記の補題 26を組み合わせると定理 6.1が得られる.
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第 7章
SHA-0の衝突攻撃の改良
7.1 はじめに
ハッシュ関数は任意長の入力を固定長の値に圧縮する関数である. ハッシュ関数に求められ
る性質は主に以下の 3 つである. 以下, ハッシュ関数を H : f0; 1g ! f0; 1gn と書くことに
する.
 衝突困難性：H(m) = H(m0)となる異なる 2つの入力値 m;m0 を 2n=2 より効率的な
計算量で見つけることができない.
 第 2原像計算困難性：mが与えられた時, H(m) = H(m0)となる異なるmとは異なる
入力値m0 を 2n より効率的な計算量で見つけることができない.
 一方向性：z 2 f0; 1gn が与えられた時, z = H(m)となるmを 2n より効率的な計算量
で見つけることができない.
このような性質がハッシュ関数には求められるものの, 最近, ハッシュ関数の安全性解析が
活発に議論されており, 重要なハッシュ関数であるMD4, MD5, SHA-0, SHA-1の衝突困難性
を破る攻撃が発見された. EUROCRYPT2005で, 中国の研究グループであるWangらによっ
て MD5 の衝突困難性を 239 の計算量で破る攻撃法を提案した [59, 61]. その後, CRYPTO
2005で, Wangらは SHA-1の衝突困難性を 269 の計算量で破る攻撃法を提案した [60]. また,
Wangらは, SHA-1のベースとなるハッシュ関数である SHA-0に対して, 従来提案されてい
た SHA-0 に対する衝突難性を破る攻撃は Biham らの 251 で破る攻撃法であったが, SHA-1
と同様の手法を用いることで SHA-0に対する衝突攻撃を 239 の計算量に改良した [62].
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7.1.1 Wangらの攻撃
Wangらが衝突攻撃を発表する前に用いられていた攻撃法は, 排他的論理和を用いた差分攻
撃で, まず, ハッシュ関数に対して線形な差分パスを探索し, 高確率で成立する入力差分 M
を探索して, 次に総当たりでその差分パスを満たすメッセージM を見つけて, M 0 =MM
としてH(M) = H(M 0)となる異なる 2つのメッセージM;M 0 を見つける攻撃法である.
Wangらは, 従来の手法に対して, 以下の 3つのテクニックを導入して衝突攻撃法の改良手
法を提案した.
1. 差分を排他的論理和を用いた線形差分から算術差分に変更
2. ハッシュ関数の上位ラウンドの差分パスを高い確率で成立するメッセージを探索するテ
クニックである message modication (MM)の提案
まず, 差分として算術差分を用いることで, MD4, MD5, SHA-0, SHA-1の内部の演算の多
くは算術演算で構成されるため, 従来の算術演算の部分の線形差分で生じる確率を全て 1にす
ることができ, さらに, 線形差分では 1つの差分の影響は 1 bitとしていたが, 算術差分を用い
ることで, 桁上がりなどが扱えるようになり, 差分の影響を 1 bit だけではなく多くの bit に
対して柔軟に扱えるようになる. そして, MD4, MD5, SHA-0, SHA-1の上位ステップは入力
メッセージがダイレクトに影響するステップなので, これらのステップのパスについては, パ
スを満たすようにメッセージを変更することで確率 1 で満たすことができることに注目した
MMを提案して, 衝突攻撃を改良した.
Wangらは差分パスが成立するためのハッシュ関数の内部の値に対する条件を見つけて, こ
の条件を満たすようにメッセージを探索すれば差分パスを満たすメッセージが見つかることを
示した. この条件はハッシュ関数の内部の値のあるビットに注目した条件で, 差分パスに対し
て s個条件があった場合, 差分パスを満たすメッセージを見つける計算量は 2s となる. 以降で
は, この条件のことを衝突条件と呼ぶことにする.
message modication はいくつかの衝突条件を満たすメッセージを効率的に満たす方法で
あり, 残りの条件については全数探索で条件を満たすまでメッセージを探索する. Wang ら
は多くの衝突条件を効率的に満たすことができる message modication を提案して, MD4,
MD5, SHA-0, SHA-1の攻撃に成功した.
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7.1.2 Wangらの攻撃の改良について
ここで, MMを適用できるステップを広げることができれば, 高い確率で満たすことができ
る衝突条件の数を増やすことができ, 結果として, Wangらの攻撃法の計算量を改良すること
ができる.
本研究では, Wang らが提案した MM より多くのステップの衝突条件に適用できる新しい
MMである Submarine Modication (SM)を提案して, SMを SHA-0に適用して, SHA-0の
衝突攻撃の計算量を 239 から 236 に改良できることを示す.
7.1.3 既存のMessage Modicationと Submarine Modication
MMには basic MM (BMM)と advanced MM (AMM)の 2つのタイプがある. ここで, こ
れらのMMはハッシュ関数の内部のメッセージの使われ方によって使い分けられる. まずは,
ハッシュ関数の内部の仕様を簡単に説明して, これらの MM の使い分け方について簡単に説
明する.
MD4, MD5, SHA-0, SHA-1は圧縮関数 h を繰り返す構造を持つ. 具体的には, 入力値M
をある値でパディングして, メッセージブロック M1; :::;Ml に対して, i = 1 : : : l について,
xi = h(xi 1;Mi)を計算し, xl を出力する. ここで, xi を chaninig value (CV)と呼ぶ. また,
x0 は固定値である.
そして, h は, ステップ関数が繰り返される構造を持ち, 各ステップでメッセージブロック
Mi から生成される値を用いて CV を更新していく. 各ステップで用いられるメッセージブ
ロックMiから生成される値は, Miを j 個のメッセージm0; :::;mj 1に分割して, 第 1ステッ
プから第 j ステップまでは m0; :::;mj 1 が順番に用いられて, j + 1 ステップ以降のステッ
プ関数で使われる値はメッセージ拡張関数を用いて m0; :::;mj 1 から生成された値を用いる.
以降, 1から j ステップまでを bareステップ, j + 1ステップ以降のステップを expandedス
テップと呼ぶことにする. 例えば, MD4, MD5, SHA-0, SHA-1の場合, j = 16となる.
ここで, BMMは bareステップに対するMMである. bareステップでは入力値がそのまま
ステップ関数の入力として使われるため, bareステップの衝突条件に合わせて入力値を変更す
ることで確率 1で衝突条件を満たすメッセージを見つけることができる. このMMが BMM
である. そして, AMMは expandedステップのMMのことである. expandedステップで使
うメッセージは bareステップで使われたメッセージをメッセージ拡張関数を用いて生成する.
ここで, bare ステップで BMM を用いて衝突条件を満たすメッセージを生成しているため,
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expandedステップの衝突条件を満たすメッセージを見つけるためには, 偶然条件を満たすよ
うにするか bareステップの衝突条件を壊さないようにメッセージを変更して衝突条件を満た
すようにするかである. このメッセージ変更をする方法が AMMである.
ここで, AMMにはMD4とMD5で提案されたMMである Cancel Modication (CM)と
SHA-0と SHA-1で提案されたMMである Propagation Modication (PM)がある.
Cancel Modication (CM): まず, CMについて説明する. CMはMD4とMD5の衝突
攻撃で提案されたMMである [59, 61]. CMの手続きは次の 2つのステップから構成される.
以下の説明はターゲットとなる衝突条件が満たされていない場合を想定して説明する.
1. h にターゲットとなる衝突条件が変更されるようにメッセージブロックに差分を加え
る. 本研究ではこの差分を direct差分と呼ぶことにする.
2. 次に, direct 差分が他の衝突条件に影響を与えないようににするためにメッセージブ
ロックに direct差分の影響を打ち消す差分を入力して, ターゲットの衝突条件があるス
テップまで計算する.
上記のステップ 1の操作から, 衝突条件に関するビットが変更されて, 衝突条件を満たすこ
とができる. そして, ステップ 1 の差分は圧縮関数の構造から bare ステップのメッセージに
現れるため, 他の衝突条件に影響しないように, この差分を打ち消す必要がある. そのため, ス
テップ (2)により打ち消すための差分をメッセージに入れてこの差分の影響を打ち消す.
ここで, CMはMD4とMD5の衝突攻撃で提案されたMMであるが, 本研究で, SHA-0と
SHA-1にも適用して SHA-0と SHA-1のステップ 19までの衝突条件を確率 1で満たすこと
ができることを示す. この詳細は 7.4.1章で述べる.
Propagation Modication (PM): PMは SHA-0と SHA-1のの衝突攻撃で提案された
MMである. 文献 [62]では, PMは SHA-0のステップ 20までの衝突条件に適用されていた.
ここで, PMについて説明する. PMの手続きは次の 2ステップから構成される以下の説明
ではターゲットとなる衝突条件が満たされていない場合を想定して説明する.
1. 衝突条件に影響を及ぼす差分を発生させるために bareステップに差分を入力する. 本
研究ではこの差分を source差分と呼ぶことにして, source差分が入力されるステップ
を appearステップと呼ぶことにする.
2. ターゲットとなる衝突条件があるステップまで CVを計算する.
ここで, 文献 [62]では SHA-0のステップ 20までの衝突条件に対して PMが適用されてい
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たが, 我々は計算機実験によりステップ 21まで適用できることを確認した.
7.1.4 本研究の成果：Submarine Modication (SM)の提案
本研究では CMと PMを組み合わせた新しい MMである Submarine Modication (SM)
を提案する.
まず, SM では, CM のアイディアを用いて appear ステップの範囲を拡張する. ここでは,
CMの source差分を direct差分としてみなし, そして, PMのテクニックを用いて direct差
分をターゲットとなる衝突条件まで伝搬させて対象となる衝突条件を満たすようにする. そ
して, SHA-0と SHA-1に対して submarine modicationを適用し, ステップ 24まで確率ほ
ぼ 1で衝突条件を満たせ, ステップ 25の衝突条件は確率 0.85で満たすことができることを計
算機実験により確認した. この詳細は 7.5.2章で述べる.
そして, 本研究では SMをWangらが提案した SHA-0の衝突条件に適用して, SHA-0の衝
突攻撃の計算量を 239 から 236 に改良することができることを示す.
7.2 攻撃対象とする圧縮関数
本章で, いくつかのハッシュ関数の構造について説明する.
MD4, MD5, SHA-0, SHA-1といった多くのハッシュ関数はMerkle-Damgard構造を用い
て設計されている. この構造は以下のように圧縮関数 h : f0; 1gu ! f0; 1gv を繰り返す構造
となっている: まず, ハッシュ関数の入力M の後ろに 1 を付加し, 次に 0 のビット列を付加
し, 最後に 64bitの jM jの値を付加した値で u  vの倍数の長さとなるM を生成する. 次に,
M を u v bit毎に分割した値をM0; :::;Mn として, x0 を v bitの固定値として, i = 1; :::; n
に対して, xi = h(xi 1;Mi)を計算する. そして, xn をハッシュ関数の出力値とする.
次に, MD5, SHA-0, SHA-1の圧縮関数 hの仕様を説明する.
MD5の圧縮関数
MD5のパラメータ u; v; i; nの値は u = 640; v = 128; i = 15; n = 64である.
a0; b0; c0; d0 をそれぞれ 32 bit の chaining value (CV) とする. ここで, j 番目の圧縮関数
では (a0; b0; c0; d0) = xj 1 となる. そして, 512 bit のメッセージ Mj に対して, MD5 の圧
縮関数では次のように計算される. まず, Mj は 32 bit のメッセージ m0; :::;m15 に分割さ
れる. そして, 32 bit の値 m16; :::;m63 はメッセージ拡張関数によって生成される. ここで,
m0; :::;m15 は初めの 16 ステップで使われるメッセージで, このステップが bare ステップと
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なり, 残りの m16; :::;m63 はステップ 17 から 64 で使われて, このステップが expanded ス
テップとなる.
次に, 圧縮関数内で CVを更新するステップ関数の仕様を説明する. ここで, i1 = i2 = i3 =
i4 = 0とする. そして, l = 1; :::; 64に対して, 以下の計算を行う.
ai1+1 = bi2 + ((ai1 + fl(bi2 ; ci3 ; di4) +ml 1 + kl 1));
i1 = i1 + 1 if l mod 4 = 1
di4+1 = ai1 + ((di4 + fl(ai1 ; bi2 ; ci3) +ml 1 + kl 1));
i4 = i4 + 1 if l mod 4 = 2
ci3+1 = di4 + ((ci3 + fl(di4 ; ai1 ; bi2) +ml 1 + kl 1));
i3 = i3 + 1 if l mod 4 = 3
bi2+1 = ci3 + ((bi2 + fl(ci3 ; di4 ; ai1) +ml 1 + kl 1));
i2 = i2 + 1 if l mod 4 = 0
ここで, kl 1 は固定値である. そして, a0 + a16; b0 + b16; c0 + c16; d0 + d16 がMD5の圧縮関
数の出力値となる.
ここで, 関数 f の仕様は以下の通りである.
 fs(x; y; z) = (x ^ y) _ (:x ^ z) 1  s  16
 fs(x; y; z) = (x ^ z) _ (y ^ :z) 17  s  32
 fs(x; y; z) = x y  z 33  s  48
 fs(x; y; z) = y  (x _ :z) 49  s  64
SHA-0と SHA-1の圧縮関数
u = 672; v = 160; i = 15; n = 80として, a0; b0; c0; d0; e0 を 32 bitの圧縮関数の CVの初
期値とする. ここで, j 番目の圧縮関数の呼び出しの場合, (a0; b0; c0; d0; e0) = xj 1 となる.
SHA-0 と SHA-1 の圧縮関数では, まず, 512 bit のメッセージ Mj が 32bit のメッセージ
m0; :::;m15 に分けられる. 次に, メッセージ拡張関数を使って 32bitの値m16; :::;m79 が生成
される. ここで, メッセージ拡張関数の仕様は以下の通りである. 16  j  79に対して,
 mj = mj 3 mj 8 mj 14 mj 16 (SHA-0)
 mj = (mj 3 mj 8 mj 14 mj 16)n 1 (SHA-1)
ここで, ステップ 1 から 16 が bare ステップ, ステップ 17 から 80 が expanded ステップと
なる.
{ 136 {
次に, l = 1; : : : ; 80について, 以下を計算する.
al =(al 1n 5) + fl(bl 1; cl 1; dl 1)
+ el 1 +ml 1 + kl 1
bl =al 1
cl =bl 1n 30
dl =cl 1
el =dl 1
ここで, kl 1 は 32 bitの固定値である. そして, a0 + a80; b0 + b80; c0 + c80; d0 + d80; e0 + e80
が圧縮関数の出力値となる.
関数 f の仕様は以下の通り.
 fl(x; y; z) = (x ^ y) _ (:x ^ z) 1  l  20
 fl(x; y; z) = x y  z 21  l  40, 61  l  80
 fl(x; y; z) = (x ^ y) _ (x ^ z) _ (y ^ z) 41  l  60
7.3 Wangらの衝突攻撃
Wangらの衝突攻撃は算術演算を用いた差分攻撃法である. もしハッシュ関数H に対して衝
突が見つかるならば, すなわち, H(M) = H(M 0);M 6=M 0 となることなる 2つのメッセージ
M;M 0が見つかるならば,差分値はM =M 0 M 6= 0, H(M;M 0) = H(M 0) H(M) = 0
となる. ここで, ある値 x, x0 に対して, x := x0   xとして, xを xの差分値と呼ぶことに
する. 差分攻撃法では M 6= 0なので, ハッシュ関数の CVの差分値は 0ではない値となる.
Wangらの攻撃法はまず差分パスを見つけることからスタートする. この差分パスは, ハッ
シュ関数の出力差分値 H(M;M 0) が H(M;M 0) = 0 となるように, CV の差分値と入力
メッセージの差分値を決定する. SHA-0や SHA-1のこれらの差分値は local collisionと呼ば
れるテクニックを使って決められる. [62, 60]を参照.
しかし, M  M 0 = M となるメッセージを使ったとしても, 圧縮関数内部の CVが満たし
てほしい差分値となるとは限らないため, その出力差分が H(M 0) H(M) = 0となるとは限
らない. 圧縮関数内部の CVの差分値が満たしてほしい差分値となるためには衝突条件と呼ば
れる条件を満たす必要があり, 衝突条件を全て満たす場合, 出力差分が 0となる. 衝突条件は
M;M 0 を探索する前に事前に求めておく.
そして, 事前に求めておいた衝突条件とメッセージ差分 M を用いてコリジョン探索を行
う. コリジョン探索の第 1ステップとして, 全ての衝突条件を満たすメッセージM を見つけ
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る. 次にM 0 =M +M とする. ここで, M は全ての衝突条件を満たすメッセージとすると,
M;M 0 は H(M) = H(M 0)を満たす. ここで, 全ての衝突条件を満たすM を効率的に探索す
るために message modication (MM)が用いられる.
7.4 Message Modication (MM)
MMには basic MM (BMM)と advanced MM (AMM)がある.
本稿では, 主に AMMに注目する. そして, AMMには cancel modication (CM) [59, 61]
と propagation modication (PM) [62]がある. 以下, これらの AMMについて説明する.
7.4.1 Cancel Modication (CM)
CMはMD4 [59]やMD5[61]に対する衝突攻撃に対して提案された AMMである.
CMは, expandedステップの衝突条件が満たされていない場合に適用する手法で, この衝突
条件を満たすように適切な差分を入力する. 我々はこの差分を direct差分と呼ぶことにする.
もし, ステップ j の i番目の bitの衝突条件が満たされていない場合, ステップ j のメッセージ
に差分を入力しこの衝突条件を満たすようにする. しかし, expanded ステップのメッセージ
は bareステップのメッセージから計算されるため, この差分は bareステップのメッセージに
も現れる.
ここで, この差分は既に満たされている衝突条件に影響を与える可能性があるため, この差
分の影響を消すために bareステップのメッセージに新たな差分を入力する. CMは 7.1章で
述べた CMのステップ 1と 2から構成される. 図 7.1は CMを図示したものである.
Step 1
Step16
Step17
CC m
mi1
mi2
mik
’
図.7.1 Cancel Modication
ここで, 例として, MD5のステップ 17の衝突条件 a5;31 = 0に対する cMについて説明す
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る. xi;j はステップ iの値 xの j 番目の bitの値で, 31番目の bitはMSBで 0番目の bitは
LSBであることに注意されたい. そして, 衝突条件が満たされていない場合, 以下の手続きを
実行する.
1. m1  m1 + 226 and calculate a5
2. d1  a1 + (d0 + f1(a1; b0; c0) +m1 + t1)n 5
m2  ((c1   d1)o 17)  c0   f1(d1; a1; b0)  t2
m3  ((b1   c1)o 22)  b0   f1(c1; d1; a1)  t3
m4  ((a2   b1)o 7)  a1   f1(b1; c1; d1)  t4
m5  ((d2   a2)o 12)  d1   f1(a2; b1; c1)  t5
ここで, 上記のステップ 1 は 7.1 章で述べた CM のステップ 1 に対応するステップで, 上記
のステップ 2は 7.1章で述べた CMのステップ 2に対応するステップである. そして, a5 は
a5 = b4 + (a4 + f2(b4; c4; d4) +m1 + t17)n 5によって計算されることから, m1 に差分 226
を入力すると, a5;31 に差分 231 が表れて, MD5の仕様から m1 の差分 226 は d1 に伝搬する.
そして, この差分はステップ 2よりm2;m3;m4;m5 の差分により打ち消される.
7.4.2 Propagation Modication (PM)
PMは SHA-0の衝突攻撃で提案された AMMである [62]. PMは, ある衝突条件に対して,
bare ステップのメッセージに適切な差分を入力して, 対象の衝突条件の bit に差分が現れる
ようにする手法である. 本稿では, このメッセージの差分を source差分と呼び, 衝突条件があ
る bitに現れる差分を target差分と呼ぶことにする. そして, source差分が現れるステップを
appearステップと呼ぶことにする. この差分は source差分を伝搬させることで得られるため,
この伝搬した差分が target差分となり衝突条件の bitを反転させることで, 衝突条件を満たす
ことができる. ここで, PMは 7.1章で述べた PMの 2つのステップから構成される. ここで,
PMを図 7.2に記載しておく.
ここで, SHA-0 のステップ 16 の衝突条件 a17;31 = 0 を例に PM を説明する. PM では,
a17;31 6= 0の場合, 以下の手続きを実行する.
1. m15  m15  226.
2. ステップ 16以降の CVを計算する.
ここで, 上記のステップ 1は 7.1章で述べた PMのステップ 1に対応し, 上記のステップ 2は
7.1章で述べた PMのステップ 2に対応する.
{ 139 {
Step 1
Step16
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図.7.2 Propagation Modication
m15 の差分 226 より, a16 に source差分 226 が現れて, この差分が a17 に伝搬して差分 231
が現れる. この差分により, a17 の衝突条件を満たすことができる.
7.5 Submarine Modicationの提案
本章で, CM と PM の 2 つのアイディアを用いた新しい AMM である submarine mod-
ication (SM) を提案する. ここでは主に SHA-0 と SHA-1 に適用することを考えて議論
する.
PMの appearステップは bareステップであるが, SMでは, appearステップの範囲を CM
を用いて拡大する. この範囲を広げるために, CM の direct 差分を PM の source 差分に適
用する. Direct差分は bareステップ以降のステップに出現する差分であるため, これにより
appearステップの範囲を広げることができ, 結果として, AMMの適用範囲を広げることがで
きる.
この SMを用いることで, ステップ 24までの衝突条件を確率ほぼ 1で満たすことができ, ス
テップ 25の衝突条件を確率ほぼ 0.85で満たすことを計算機実験により確認した.
7.5.1 Submarine Modicationの構成法
ここで, SMの構成法を述べる.
1. ターゲットの衝突条件に対して PMのテクニックを用いて source差分を決める. ここ
で, この差分は衝突条件を満たす成功確率が最も高くなるもで, 他のすでに満たされて
いる衝突条件を変えないようなものを選ぶ. もし, 上記の source差分が存在しない場合
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は, ターゲットの衝突条件に対するMMは無しと判断する.
2. 次に, もし上記の手続きで source差分が存在した場合, source差分とは別の差分 (extra
差分と呼ぶ) と, extra 差分が成立するための条件 (extra 条件と呼ぶ) を選ぶ. ここ
で, extra差分は, CMのアイディアを拡張した差分で, すでに成立している衝突条件を
source差分によって変えないようにするための差分である. Extra条件は, extra差分
が成立するための条件で, CV とメッセージの bit に関する条件である. ここで, もし
source 差分の影響を打ち消すことができる extra 差分が存在しなければ上記のステッ
プ 1に戻り, 他の source差分を選びなおす.
7.5.2 SHA-0と SHA-1への適用
ここで, SMを SHA-0と SHA-1に適用した結果を説明する. SMには PMのアイディアを
用いるステップと CMnのアイディアを用いるステップからなるため, 以下それぞれのステッ
プについて順番に説明する.
7.5.2.1 Phase 1 (PMパート)
このフェーズでは, PMのアイディアを用いる. このテクニックを用いて, 高い確率で差分が
伝搬して, 衝突条件を満たすことができるパタンをいくつか見つける.
ここで, このパタンには以下の 2つのパタンに分けることができる. Pattern 1の技法は, ス
テップ 24までの衝突条件を確率ほぼ 1で満たすことができ, さらにステップ 25の衝突条件を
確率およそ 0.85で満たすことができる技法である. Pattern 2の技法は, ステップ 23までの
衝突条件を確率ほぼ 1で満たすことができ, さらにステップ 24の衝突条件を確率およそ 0.85
で満たすことができる技法である.
ここで, 上記の確率は, ターゲットとなる衝突条件が満たされて, かつ他のすでに満たされて
いる衝突条件が壊されない確率である. 我々はこのような確率を計算機実験によって導出した.
計算機実験では, メッセージ毎回ランダムに選び, 各々の衝突条件に対して 100000回条件が成
立するかチェックを行った. 具体的な確率は, 2つのパタンの説明後に示す.
Pattern1
このパタンは 5bit 左巡回シフトを利用したパタンで, この 5bit 左巡回シフトにより差分も
5bit左巡回シフトされることに注目する. ここで, 他の差分と離れた位置にこの差分を立てる
ことで, 他の差分との影響を小さい確率に抑えることができる. CVが 32bitである点と 5bit
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図.7.3 パタン 1
左巡回シフトを考慮に入れると, source差分が出現可能なステップから 7ステップ以降は高い
確率で伝搬する差分が存在しない.
図 7.3はステップ 19に source差分を入れた時の差分の伝搬を表した図で, ステップ 24ま
での太線は確率ほぼ 1で伝搬する差分パスを表し, ステップ 25の太線は確率およそ 0.85で伝
搬する差分パスを表す. ここで, ステップ 26以降は高い確率で伝搬する差分は存在しないこと
に注意されたい. このパタンでは, ステップ 19で 2j の source差分が入力された時の図で, こ
の差分により, a19 に差分 2j が現れて, a20 に差分 2j+5, a21 に差分 2j+10, a22 に差分 2j+15,
a23 に差分 2j+20, そして a24 に差分 2j+25 がそれぞれ 1で現れる. そして, a25 に差分 2j+30
が確率およそ 0:85で現れることが表現されている.
上記の差分を用いると, ターゲットとなる衝突条件に対して, 容易に source差分の候補を選
ぶことができる. 例えば, a23 の 25 番目の bitに関する条件に対する source 差分の候補はス
テップ 19の 25 となる.
また, source差分がステップ 17やステップ 18に入力された場合でも, 同様に差分パスの候
補を求めることができる. 例えば, ステップ 18に source差分として 2j を入れた場合, a18 に
差分 2j が出現し, それ以降は, a19 に差分 2j+5 が, a20 に差分 2j+10 が, a21 に差分 2j+15 が,
a22 に差分 2j+20 が, a23 に差分 2j+25 がそれぞれ確率 1 で現れて, そして, a24 に差分 2j+30
が確率およそ 0:85で現れる.
また, ステップ 17に source差分 2j を入れた場合も同様に, a17 に差分 2j が出現し, それ以
降は, a18 に差分 2j+5 が, a19 に差分 2j+10 が, a20 に差分 2j+15 が, a21 に差分 2j+20 が, a22
に差分 2j+25 がそれぞれ確率 1 で現れて, そして, a23 に差分 2j+30 が確率およそ 0:85 で現
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れる.
Pattern 2
図 7.4を用いてこのパタンを説明する. ここの図では, source差分がステップ 19で入力され
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図.7.4 パタン 2
た時の差分の伝搬を表しており, 差分の伝搬を太線で表現している. このパタンでは, source
差分はステップ 23まで確率ほぼ 1で伝搬し, ステップ 24では確率およそ 0.85で伝搬する. 例
えば, ステップ 19で差分 2j が入力された場合, 差分 2j , 2j 2, 2j 2 がそれぞれ a21, a22, a23
に確率 1で伝搬し, そして, a24 に差分 2j 2 が確率およそ 0.85で伝搬する.
このパタンを用いると, ある衝突条件に対していくつかの source 差分の候補を求めること
ができる. 例えば, a23 の 30 bit目に衝突条件がある場合, ステップ 19の差分 228 が source差
分の候補となる.
また, ステップ 17やステップ 18に source差分を入れても同様に議論することができる. ス
テップ 18に source差分 2j を入れた場合, 2j 2, 2j 2 が確率ほぼ 1で a21, a22 にそれぞれ伝
搬し, 差分 2j 2 が確率ほぼ 0:85 で a23 に伝搬する. また, ステップ 17 の場合も同様に, ス
テップ 17に source差分 2j を入れた場合, 差分 2j 2 が確率ほぼ 1で a21 に伝搬し, 差分 2j 2
が確率ほぼ 0:85で a22 に伝搬する.
ここで, 第 1ラウンドの関数 f は IF関数であることと第 2ラウンドの関数 f は XOR関数
であることから, source差分をステップ 18に入力された場合, a20 に高い確率で伝搬する差分
は存在しないことに注意されたい. すなわち, 第 1ラウンドの関数 f の入力に差分が存在する
場合, その出力差分が出現する確率は 1=2であり, 第 2ラウンドの関数 f の入力に差分が存在
する場合, その出力差分は確率 1 で出現する. また, 同様の理由より, source 差分をステップ
17に入れた時に, a19 と a20 に高い確率で成立する差分は存在しない.
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SMの確率の導出方法
SMの成立確率を理論的に導出するのではなく, 計算機実験によって導出する.
ターゲットとなる衝突条件に対して, 上記で議論したパタン 1とパタン 2で得られる全ての
パタンに対して, ターゲットとなる衝突条件が満たされる確率とすでに成立している衝突条件
が壊される確率を 100000回計算機実験を行うことで見積もった. この計算機実験では, 毎回
ランダムにメッセージを選んでいる.
7.5.2.2 Phase 2 (CMパート)
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図.7.5 Bareステップでの打ち消すための差分
SMのフェーズ 2では, CMのテクニックを用いる. このテクニックを用いることで, いくつ
かの差分を打ち消すことができるパタンを見つけることができる. 以下, bareステップの差分
を打ち消す方法について説明する.
Cancellation of Dierentials in the Bare Steps:
メッセージに差分が入力された場合, CV aにその差分が現れる. そして, この差分は差分が入
力されたステップから 6ステップ後まで高い確率で伝搬する. すなわち, 6ステップより後の
ステップでは差分を打ち消すことができないため, 差分が入力されてから 6ステップ分に注目
し, この中で打ち消す方法を議論する.
図 7.5はある差分を打ち消す方法を示している. ここでは, 主にフェーズ 2が用いられてい
て, 関数 f の特徴とメッセージ差分を用いることで, 差分をキャンセルしている. また, 他の
パタンでも図 7.5と同様の方法で差分を打ち消すことができるものの, ステップ i + 2または
i + 3 または i + 4 の f で差分を打ち消すことは困難であることに注意されたい. よって, ス
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テップ i + 2 の差分は関数 f の性質を利用するかメッセージ差分として 2j を入れることで
キャンセルすることができ, ステップ i+ 3の差分は関数 f の性質を利用するかメッセージ差
分として 2j 2 を入れることでキャンセルすることができ, ステップ i + 4の差分は関数 f の
性質を利用するかメッセージ差分として 2j 2 を入れることでキャンセルすることができる.
よって, 23 個のキャンセルできるパタンが存在する.
Extra 条件は, 衝突条件とは異なる条件で, 差分を打ち消すための差分を構成するため
に必要な条件である. ここで, 図 7.5 を用いて Extra 条件を説明する. この図では, Extra
条件として ai;j = mi 1;j ;mi;j+5 6= mi 1;j ; ai 1;j+2 = ai 2;j+2; ai+1;j 2 = 0; ai+2;j 2 =
1;mi+4;j 2 6= mi 1;j を考えている. この条件のうち ai;j = mi 1;j は ai に差分を立て
ないための条件, mi;j+5 6= mi 1;j はステップ i + 1 の差分をキャンセルするための条件,
ai 1;j+2 = ai 2;j+2; ai+1;j 2 = 0; ai+2;j 2 = 1はステップ i+ 2; i+ 3; i+ 4の関数 f で差分
をキャンセルするための条件, mi+4;j 2 6= mi 1;j はステップ i + 5で差分をキャンセルする
ための条件である.
Appearステップの範囲:
文献 [62]では, appearステップの範囲をステップ 16までとしていたが, 本研究の成果により,
この範囲を最大ステップ 19まで拡張することができる.
7.5.3 SMの適用例
ここで, 文献 [62]と [44]に示されている, 差分パスに SMを適用する. そして, SHA-0の攻
撃計算量を 239 回の SHA-0の圧縮関数演算から 236 回の SHA-0の圧縮関数演算に改良でき
ることを示す.
まず, Wang らの手法をステップ 20 までの衝突条件に適用して, ステップ 21 から 25 の衝
突条件に対しては, 我々が提案する SMを適用する. ここで, ステップ 21からステップ 25ま
でには以下の 4 つの条件があり, 以降これらの条件を満たすための SM を説明する: a21;4 =
a20;4 (or a21;4 6= a20;4); a22;2 = m21;2; a22;4 = a21;4 ( or a22;4 6= a21;4); a23;2 = m22;2.
Modication 1 まず, 以下の Extra条件を満たすようにセットする: a6;6 = m5;6;m6;11 6=
m5;6;m7;6 = m5;6; a7;4 = 0; a8;4 = 1;m10;4 6= m5;6. そして, 以下ようにメッセージを修正し
た場合, 衝突条件 a21;4 = a20;4 (または, a21;4 6= a20;4)を確率ほぼ 1で満たすことができる.
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m5  m5  25;m6  m6  210;m7  m7  25;
m10  m10  23
そして, Extra条件に対しても, パタン 2を用いて衝突条件を満たす方法と同様の方法で前
もって Extra条件を満たすようにメッセージを生成しておく.
Remark 1 我々は, このMMを用いるとターゲットとなる衝突条件を他の衝突条件を壊すこ
となく確率ほぼ 1で満たすことを計算機実験により確認した. また, このMMによる計算量は
2ステップ分以下の演算量となる.
Modication 2 ここでは, Extra 条件として以下の条件をセットする: a11;21 =
m10;21;m11;26 6= m10;21; a10;23 = a9;23; a12;19 = 0; a13;19 = 1;m15;19 6= m10;21;m19;26 6=
m18;21. そして, この条件を満たすメッセージを以下の方法により生成すると, 衝突条件
a22;2 = m21;2 を確率ほぼ 1で満たすことができる.
m10  m10  220;m11  m11  225;m15  m15  218
ここで, この修正はパタン 1を用いる.
Remark 2 xをMMを行った時にある値 xに発生する差分値とすると, 差分を入力後, メッ
セージ拡大によって, 以下のメッセージ差分が出現する: m18 = 218  220; m19 = 225
and m21 = 218  220. ここで, Extra条件としてm19;26 6= m18;21 をセットすると, m18 の
差分 220 の符号とm19 の 225 の符号は逆になる. よって, a19 と m18 の符号の向きは同
じになるため, a19 n 5の差分 225 は差分 m19 = 225 によって打ち消される. 以上より,
新たに Extra条件を設けることで, 他の条件に差分の影響が及ぼされる確率を小さくすること
ができる.
Remark 3 我々はこの MM が他の衝突条件に影響を与えずにターゲットの衝突条件を確率
97.5%で満たすことができることを計算機実験により確認した. また, このMMの計算量は 3
回のステップ関数演算以下で行うことができる.
Modication 3 まず, 以下の Extra 条件が成り立つと仮定する: a11;8 = m10;8;m11;13 6=
m10;8; a10;10 = a9;10; a12;6 = 0; a13;6 = 1;m15;6 6= m10;8;m19;13 6= m18;8. そして, パタン 2
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の message修正法を用いた以下の修正を用いることで, a22;4 = a21;4 (または, a22;4 6= a21;4)
の衝突条件を確率ほぼ 1で満たすことができる.
m10  m10  27;m11  m11  212;m15  m15  25
Remark 4 我々はこの MM が他の衝突条件に影響を与えずにターゲットの衝突条件を確率
ほぼ 100%で満たすことができることを計算機実験により確認した. また, このMMの計算量
は 3回のステップ関数演算以下で行うことができる.
Modication 4 まず, 以下の Extra条件が成り立つと仮定する: a11;16 = m10;16;m11;21 6=
m10;16;m12;16 6= m10;16; a12;14 = 0; a13;14 = 1;m15;14 6= m10;16;m19;21 6= m18;16. そして,
パタン 1の message修正法を用いた以下の修正を用いることで, a23;2 = m22;2 の衝突条件を
確率ほぼ 1で満たすことができる.
m10  m10  215;m11  m11  220;m12  m12  215;
m15  m15  213
Remark 5 我々はこの MM が他の衝突条件に影響を与えずにターゲットの衝突条件を確率
ほぼ 97%で満たすことができることを計算機実験により確認した. また, このMMの計算量
は 4回のステップ関数演算以下で行うことができる.
7.5.3.1 SHA-0のコリジョン探索の計算量
本章では SMを用いた SHA-0のコリジョン探索の計算量を求める.
第 1ブロックと第 2ブロックのステップ 1-13. これらのステップのメッセージ生成の計算量
は無視できる計算量である. これらの計算量については文献 [62]を参照されたい.
第 2ブロックのステップ 14-20. このステップの値についている全ての衝突条件を満たすメッ
セージを生成するための計算量は 8ステップ以下である.
第 2ブロックのステップ 21. ステップ 21 の全ての衝突条件を満たすメッセージを生成する
ための計算量は以下の通りである.
8 + 1 +
1
2
 2 = 10:
第 2ブロックのステップ 22. ステップ 22 の衝突条件を満たすメッセージを生成するための
計算量の見積もりは以下のとおりである. ここで, X22;i をステップ 22より前のステッ
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プの衝突条件に対して m14;m15 を i回ランダムに選んでことで満たすために必要な計
算量とする. この場合, 以下の式が成り立つ. ここで, X22;0 = 0である.
X22;i =

1
2
 0:025
i 1


10 + 1 +
1
2
 3 + 1
2
 3

+X22;i 1
そして, lim
i!1
X22;i  15なので, このステップの計算量はおよそ 15ステップ分である.
第 2ブロックのステップ 23. ステップ 23 の衝突条件を満たすメッセージを生成する計算量
は以下の通りである. ここで, X23;i をステップ 23より前のステップの衝突条件に対し
て m14;m15 を i回ランダムに選んでことで満たすために必要な計算量とする. この場
合, 以下の式が成り立つ. ここで, X23;0 = 0である.
X23;i =

1
2
 0:03
i 1


15 + 1 +
1
2
 4

+X23;i 1
ここで, lim
i!1
X23;i  18なので, この計算量は 18ステップ分となる.
第 2ブロックのステップ i(i = 24  80). Yi 1 をステップ i   1 までの全ての衝突条件を満
たすために必要な計算量とする. ここで, i ステップ目に ni 個の衝突条件がある場合,
全ての条件を満たす確率は 2 ni である. よって, Yi = (Yi 1 + 1)  2ni となことから,
Y80 = 6180766429108となり, これは 236 SHA-0の圧縮関数演算である.
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第 8章
結論
本研究では，ハッシュ関数の安全性である IFRO安全性に注目し，ハッシュ関数の実装性能
の向上, 既存ハッシュ関数の救済, 既存ハッシュ関数の攻撃の 3点について貢献した．具体的
には，以下の 5つのことを示した．
1. 重要なハッシュ関数であるMDハッシュ関数と重要な暗号アルゴリズム C である FDH
署名, PSS 署名，OAEP 暗号，RSA-KEM と, これらの安全性 Gs である EUF-CMA
と IND-CCAに対し, CMD Gs CRO を示した.
2. HP を重要なハッシュ関数である Sponge関数と ChopMDとし, MSで定義される重要
な安全性 Gm である CDAと実用的な暗号アルゴリズム C である EwHと REwHに対
して，CHP Gm CRO を示した.
3. Spongeが IFRO安全性を担保したまま高速化できることを示した.
4. 省リソース環境で実装可能な倍ブロック長ハッシュ関数において，世界で初めて IFRO
安全となる方式を提案した．
5. ハッシュ関数の強力な攻撃法である差分攻撃をし, 差分攻撃の限界点の検討を行った．
MD5 や SHA-1 が破られて以降，MD5 や SHA-1 と同じ思想で設計されている米国標準
ハッシュ関数である SHA-256や SHA-512の安全性を疑問視する研究者が多くいた．本論文
で示した 1つ目の結果は，SHA-256や SHA-512が十分使えることを示し，この疑念を取り除
く重要な結果であると考えている．
2つ目の成果では，近年注目されている複数の攻撃者が結託することができる強力な攻撃を
想定したMSの安全性で米国標準ハッシュ関数が安全に使えることを示した．この結果は，今
後，MSの安全性を想定した暗号アルゴリズムの普及を促進する 1つのきっかけとなると考え
ている．
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Sponge は次世代米国標準ハッシュ関数である SHA-3 や他の実用的なハッシュ関数のモー
ドである. すなわち, 3つ目の結果は，SHA-3に高速化できること示しており, SHA-3の仕様
に影響を与える可能性のある重要な成果であると考えている．
近年，ICチップや RFIDタグ上など省リソース環境で暗号を実装するケースが増えており，
4つ目の結果は省リソース環境に適した方式であり，今後，多くの省リソース環境で使われる
可能性がある．
差分攻撃法はハッシュ関数の強力な攻撃法であり, この限界点を見極めることが重要である.
5つめの成果は, 差分攻撃法の限界点を見極める第 1歩となる成果であると考えている.
最後に，本論文では，暗号を使うユーザに安心安全を与えるとともに，ユーザが暗号を快適
に使える方式を提案することができ，暗号を使う全てのユーザにメリットのある成果を与える
ことができたと考えている．
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付録
誕生日解析
補題 27 F : f0; 1g ! f0; 1gn をランダム関数とする. F の呼び出し回数を q 回とす
ると, F(m) = F(m0) となる異なる 2 つの入力値 m;m0 を見つけることができる確率は
q(q   1)=2n+1 以下となる.
証明. i 2 f1; : : : ; qgを固定する. i番目の F の入力値に対する出力値を zi と書くことにする.
zi が z1; : : : ; zi 1 のいずれかの値と同じになる確率は (i   1)=2n 以下となる. そして, i を 1
から q まで足しあげると, F(m) = F(m0)となる異なる 2つの入力値 m;m0 を見つけること
ができる確率は下の確率以下となる.
qX
i=1
i  1
2n
=
q(q   1)
2n+1

PRF/PRP Switching Lemma [10]
補題 28 F : f0; 1gn ! f0; 1gn をランダム関数, P : f0; 1gn ! f0; 1gn をランダム置換とす
る. q 回オラクルにクエリして 1 bitの値を出力する任意の識別者 D に対して, 以下の式が成
り立つ.
Pr[DF ) 1]  Pr[DP ) 1]  q(q   1)
2n+1
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証明. F の出力で衝突が起こるイベントを Collとすると, 以下の式が成り立つ.
Pr[DF ) 1]  Pr[DP ) 1] =  Pr[DF ) 1 ^ :Coll] + Pr[DF ) 1 ^ Coll]  Pr[DP ) 1]
Pr[DF ) 1j:Coll] + Pr[Coll]  Pr[DP ) 1]
ここで, Coll = falseの場合, F はランダム置換として振る舞うため, 以下の式が成り立つ.
Pr[DF ) 1j:Coll]  Pr[DP ) 1] = 0
よって, 以下の式が成り立つ.
Pr[DF ) 1]  Pr[DP ) 1]  Pr[Coll]
次に, Pr[Coll]を評価する. ここで, i 2 f1; : : : ; qgを固定する. Dが F と対話している場合,
D の i番目のクエリで F の出力に衝突が起こる確率は (i  1)=2n 以下となる. そして, iを 1
から q まで足しあげると, 以下の式が成り立つ.
Pr[Coll] 
qX
i=1
i  1
2n
=
q(q   1)
2n+1

SMD構造の衝突困難性の証明
定理 8.1 hが衝突困難性を満たすならば SMDh も衝突困難性を満たす.
証明. 定理の対偶を取り, SMDh の衝突困難性を破る攻撃者 B の存在を仮定して, hの衝突困
難性を破る攻撃者 Aの存在を証明する.
B が SMDh(m) = SMDh(m0) となる 2 つの異なる値 m;m0 を出力したとする. この場合,
m;m0 について以下の場合分けを行う.
1. jmj = jm0j
2. jmj 6= jm0j
以下, それぞれのケースで h(x) = h(x0)となる異なる 2つの値 x; x0 を見つける hの衝突困難
性を破る攻撃者 Aが構成できることを証明する.
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まず, jmj = jm0j の場合を考える. この場合, SMDh(m) と SMDh(m0) の計算で呼び
出される h の呼び出し回数は等しくなる. ここで, SMDh(m) と SMDh(m0) の中で最後
に呼ばれる h から順番に IV に向かって h の入出力値をチェックしていくと, m;m0 は
SMDh(m) = SMDh(m0)となる 2つの異なる値なので, 必ず, x 6= x0 かつ h(x) = h(x0)とな
る x; x0 が存在する. この x; x0 を Aの出力値とすると, Aは hの衝突困難性を破る攻撃者と
なる.
次に, jmj 6= jm0j の場合を考える. ここで, jpad(m)j < jpad(m0)j とする. jpad(m)j >
jpad(m0)j の場合は, m と m0 を入れ替えて考えると同様の議論で証明できる. ここで,
pad(m0) の後ろの jpad(m)j bit を m2, 残りの前半の値を m1 と書くことにする. すなわち,
pad(m) = m1km2 となる. pad は sux-free 関数なので, pad(m) 6= m2 となる. そして,
SMDh(m)と SMDh(m0)の中で最後に呼ばれる hから順番に IV に向かって hの入出力値を
チェックしていくと, pad(m0) 6= m2 なので, 必ず x 6= x0 かつ h(x) = h(x0)となる x; x0 が存
在する. この x; x0 を Aの出力値として出力すると, Aは hの衝突困難性を破る攻撃者となる.

IFRO安全な定義域拡張構造
IFRO 安全な定義域拡張構造の設計方法を説明して, IFRO 安全性証明の例として, 簡略化
した ChopMD構造を用いたハッシュ関数の IFRO安全性を証明する.
IFRO安全な定義域拡張構造の設計方法
IFRO安全な HP を設計したい場合, (L;R)と対話する任意の識別者 D が Real Worldであ
る (L;R) = (HP;P) と Ideal World である (L;R) = (RO; S) が識別できないようなシミュ
レータ S が構成できるかどうかを考える必要がある.
そして, S を構成する場合, 次の 2つの S の条件を満たすか否かを確認する必要がある.
 S の条件 1: まず, Rに関するシミュレートで, Real Worldでは R = Pで, Ideal World
では R = S なので, S が P自信をシミュレートできることを確認する必要がある. 例
えば, Pがランダムオラクル圧縮関数 hの場合, 初出のクエリに対する出力はランダム
に選ばれ, 繰り返しのクエリに対する出力は過去に出力した値と同じ値となるため, S
はこの性質をシミュレートする必要がある.
 S の条件 2: L の入出力値と R の入出力値の関係のシミュレートで, Real World で
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は, (L;R) = (HP;P) で, HP は出力値を H の構造に従って P を用いて計算している
ので, (L;R) の入出力に H の構造に依存した関係がある. 一方で, Ideal World では
(L;R) = (RO; S) で RO は H の構造とは関係なく単独で動作する関数なので, S は
(RO; S) の入出力に H の構造に依存した関係があるようにシミュレートする必要が
ある.
Dは (L;R)と対話して, Pの仕様と H仕様をもとに, (L;R)の入出力値から Real Worldと
Ideal Worldを識別しようとするが, 条件 1は Pの仕様に関するシミュレートで, 条件 2は H
の仕様に関するシミュレートで, この 2つの条件を満足する S が構成できれば HP が IFRO安
全となることが証明できる.
IFRO安全性証明の例
IFRO安全性証明を簡易版の ChopMD構造を用いたハッシュ関数を例に説明する. ここで
考えるハッシュ関数は, P としてランダムオラクル圧縮関数 h : f0; 1gr+n ! f0; 1gn を用い
て, H として入力長が r bit と 2r bit に制限して, pad 関数を取り除いて, chops 関数として
s = n=2 とする簡易版 ChopMD 構造を用いたハッシュ関数 ChopMDh を考える. ChopMDh
の入力長は r bitまたは 2r bitで, 出力長は n=2 bitである.
まず, 以下にシミュレータ S を定義する. S は hをシミュレートするため, S の入出力長は h
と同じになるように定義する. そして, 2つの S の条件を満たすように S の手続きを定義する.
条件 1に対応する S の振る舞いとして, 初出のクエリに対して出力をランダムに選んで, テー
ブル T を導入して, このクエリと出力値を T に記録しておく. そして, 繰り返しのクエリが来
た場合, T を参照して, 過去に出力した値と同じ値を出力する. 次に, 2 つ目の条件について,
Real Worldでは, ChopMDの構造から, r bitのm1 に対して, z1 = L(m1), y1 = R(IV;m1)
ならば z1 = y1[s + 1; n]となり, r bitの m2 に対して, z2 = L(m1km2), y2 = R(y1;m2)な
らば z2 = y2[s+ 1; n]となるため, Ideal Worldでも同じ関係が (L;R)の入出力で成り立つよ
うに S を定義する. この 2つの条件に注意して, xを n bitの値, mを r bitとして, S へのク
エリ (x;m)に対して, 以下の手続きにより n bitの出力値 y を定義する.
1. If 9(x;m; y) 2 T then return y
2. Else
（a）If x = IV then y[1; s] $   f0; 1gs; y[s+ 1; n] RO(m)
（b）Else If 9(IV;m0; x) 2 T s.t. there exists just one such triple then y[1; s] $  
f0; 1gs; y[s+ 1; n] RO(m0km)
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（c）Else y $   f0; 1gn
（d）T [   (x;m; y)
（e）Return y
ここで, ステップ 1 より, 繰り返しクエリに対して T を参照して過去に返した値と同じ値
を出力して, ステップ 2 以降の手順で出力値をランダムに選んでいるため, 条件 1 を満足
する. そして, ステップ a より, r bit の m1 に対して, z1 = L(m1), y1 = R(IV;m1) な
らば z1 = y1[s + 1; n] となり, ステップ b より, r bit の m2 に対して, z2 = L(m1km2),
y2 = R(y1;m2)ならば z2 = y2[s+ 1; n]となるため, 条件 2を満足する.
次に, この S に対して任意の D が Real Worldである (L;R) = (HP;P)と Ideal Worldで
ある (L;R) = (RO; S)を識別できないことを証明する. 具体的には, AdvindiChopMDh;RO;S(D)が
無視できる値で抑えられることを, 以下の 3つのゲームを用いて証明する. 以下, それぞれの
ゲームで識別者が (L;R)と対話する.
 Game 1: このゲームは Real Worldである. すなわち, (L;R) = (ChopMDh; h)となる.
 Game 2: Game 1 からの変更点は, R が h から S に変わった点である. すなわち,
(L;R) = (ChopMDS ; S)となる.
 Game 3: このゲームは Ideal Worldである. Game 2からの変更点は, Lが ChopMDS
からRO に変わった点である. すなわち, (L;R) = (RO; S)となる.
ここで, Game i で D が 1 を出力するイベントを Gi と書くことにすると, 以下の式が成り
立つ.
AdvindiChopMDh;RO;S(D) = Pr[G1]  Pr[G3] = Pr[G1]  Pr[G2] + Pr[G2]  Pr[G3]
そして, Pr[G1] Pr[G2]と Pr[G2] Pr[G3]が無視できる値で抑えることができれば, 証明
完了となる.
Pr[G1]  Pr[G2]の評価: Game 1と Game 2では Rオラクルが異なっており, Game 1では
R = h, Game 2では R = S である. ここで, S は前章で述べた条件 1を満たすように定義さ
れているため, Game 1と Game 2で D の振る舞いは変わらない. 具体的には, S は初出のク
エリに対して出力はランダムに選び, 繰り返しのクエリに対しては過去に出力した値と同じ値
を返すように定義されているため, Game 1と Game 2の違いは Dの振る舞いに影響を与えな
い. よって, Pr[G1]  Pr[G2] = 0となる.
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Pr[G2]  Pr[G3]の評価: Game 2と Game 3では Lオラクルが異なっており, Game 2では
L = ChopMDS , Game 3 では L = RO となるため, Game 2 で L へのクエリ m に対して,
L(m)が RO(m)と等しいことを示す必要がある. そして, Game 2では, Lへのクエリ mに
対して, L(m)は ChopMDの構造に従って S を用いて定義されるため, Lの入出力値と R の
入出力値に ChopMDの構造に依存した関係がある. よって, Game 3で, Lの入出力値と Rの
入出力値が同様の関係を持つことを示す必要がある. そして, S は前章で述べた条件 2を満た
すように定義されているため, Game 2と Game 3で Dの振る舞いは無視できる確率を除いて
変わらないことが示せる. 具体的には, 以下の 2点が示せれば Game 2と Game 3で識別者の
振る舞いが同じとなることが言える.
 Point 1: Game 2で任意の Lへのクエリmに対して, 出力値が RO(m)と等しくなる
こと.
 Point 2: Game 3で任意の r bitの値 m1;m2 に対して, Lへのクエリ m1 に対する出
力値 z1 と R へのクエリ (IV;m1)に対する出力値 y1 に対して, y1[s + 1; n] = z1 とな
り, Lへのクエリm1km2 に対する出力値 z2 と Rへのクエリ (y1;m2)に対する出力値
y2 に対して, y2[s+ 1; n] = z2 となること.
ここで, 上記の 2点が成り立つことを示すために, 以下の補助定理を用いる.
補題 29 以下のイベントが起こらなければ,
任意の S へのクエリレスポンス (IV;m; y)に対して y[s+ 1; n] = RO(m)となり,
任意の S へのクエリレスポンス (IV;m1; y1); (y1;m2; y2) に対して y2[s + 1; n] =
RO(m1km2)となる.
y = S(IV;m); y1 = S(IV;m1); y2 = S(y1;m2)であることに注意されたい.
ここで, T i を S が i 回呼び出される前の全ての S のクエリレスポン (x;m; y) の x[1; s],
y[1; s]を記録したテーブルとして, イベント Badを定義する.
 Bad: ある i に対して, S への i 番目のクエリ (xi;mi) に対して, その出力値 yi が
yi[1; s] 2 T i [ fxi[1; s]g となるイベント.
証明. Badが起こらないと仮定する.
まず, Sの構造から任意の Sへのクエリレスポンス (IV;m; y)に対して y[s+1; n] = RO(m)
となる.
次に, 任意の S へのクエリレスポンス (IV;m1; y1); (y1;m2; y2) に対して, Bad は起こら
ないと仮定しているので, (IV;m1; y1) が定義された後で (y1;m2; y2) が定義される. そして,
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Badは起こらないと仮定しているので, S の出力でコリジョンは起こらないため, S へのクエ
リ (y1;m2)に対して bが実行されて y2[s+ 1; n] = RO(m1km2)となる.

上記の補助定理より, Badが Game 2で起こらなければ L = ChopMDS なので Point 1が
成り立ち, そして, Badが Game 3で起こらなければ Point 2が成り立つ. よって, Game 2で
Bad が起こるイベントを Bad2, Game 3 で Bad が起こるイベントを Bad3 と書くことにす
ると, 以下の式が成り立つ.
Pr[G2]  Pr[G3]  Pr[Bad2] + Pr[Bad3]
まず, Pr[Bad2] を評価する. ここで, Game 2 で, S が呼び出される回数を q2 とする. こ
こで, i を固定して, S への i 番目のクエリ (xi;mi) の出力値 yi の yi[1; s] は S によって
yi[1; s] 2 T i [ fxi[1; s]gとは独立にランダムに選ばれるため, yi[1; s] 2 T i [ fxi[1; s]gとな
る確率は (2(i  1) + 1)=2s となる. よって, 以下の式が成り立つ.
Pr[G2] 
q2X
i=1
2(i  1) + 1
2s
=
q22
2s
次に, Pr[Bad3]を評価する. ここで, Game 3で, S が呼び出される回数を q3 とする. この
評価は, Pr[Bad2]の解析と同様の解析方法が適用できて, 以下の式が成り立つ.
Pr[G3] 
q3X
i=1
2(i  1) + 1
2s
=
q23
2s
以上より, 以下の式が成り立つ.
Pr[G2]  Pr[G3]  q
2
3 + q
2
2
2s
以上の議論から, 以下の式が成り立つ.
AdvindiChopMDh;RO;S(D) 
q23 + q
2
2
2s
ここで, q2  2s=2; q3  2s=2 の場合, AdvindiChopMDh;RO;S(D)は無視できるくらい小さい値と
なり, ChopMDh が IFRO安全性を満たす.
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