Abstract. In this paper, we introduce a new variant of the p-median facility location problem in which it is assumed that the exact location of the potential facilities is unknown. Instead, each of the facilities must be located in a region around their initially assigned location (the neighborhood). In this problem, two main decisions have to be made simultaneously: the determination of the potential facilities that must be open to serve the demands of the customers and the location of the open facilities in their neighborhoods, at global minimum cost. We present several mixed integer non-linear programming formulations for a wide family of objective functions which are common in Location Analysis: ordered median functions. We also develop two mathheuristic approaches for solving the problem. We report the results of extensive computational experiments.
Introduction
Facility location concerns with the optimal placement of one or several new facilities/plants to satisfy the customers' demands. In discrete facility location problems, the positions of both the customers and the potential new facilities are part of the input as well as the travel costs between them. On the other hand, in continuous facility location problems, although the (geographical) coordinates (in a given d-dimensional space) of the customers are provided, the information about the potential location of the facilities is unknown, in the sense that the facilities can be located at any place of the given space. Both the discrete and the continuous versions of facility location problems have been widely studied in the literature (see the monographs [14, 31] and the references therein). Several versions of these facility location problems have been analyzed, by considering different objective functions [43] , by fixing either the number of facilities to be located (as in the p-median or pcenter problems) [18] or maximum capacities for the facilities (capacitated facility location) [23, 36] , or assuming uncertainty in the demands of the customers (see [2, 9, 10] for a recent review), amongst many others.
In this paper, we propose a unified framework for facility location problems in which the underlying problem is a discrete facility location problem. However, because of locational imprecision or unaccuracy, the new facilities are allowed to be located not only in the exact location of the potential facilities, but in certain regions around each of them, the neighborhoods. In case the initial placements of the potential facilities are exact enough, that is, their neighborhoods are singletons (with a single element which coincides with the initial placement of the potential facilities), the problem becomes the discrete location version of the problem. On the other hand, if the neighborhoods are large enough, the problem turns into the continuous location version of the problem, allowing the facilities to be located in the entire space. Otherwise, different shapes and sizes for the neighborhoods allow one to model how imprecise the locational information provided is. The goal is, apart from the discrete location decision of the problem (placement of facilities among the given set and allocations customers-plants), to find the optimal location of the open facilities in the neighborhoods. The main difference between this problem and its underlying discrete facility location problem, is that in the latest, the travel distances between facilities and customers are assumed to be known, while in the neighborhood version of the problem, as in the continuous case, those distances depend on the place where the facility is located in the neighborhood. Hence, in this problem, the matrix of travel costs is not provided, but a distance measure to compute the travel costs between customers and facilities is given. This problem, as far as we know, has not been fully investigated in Location Analysis, although some attempts have been presented in [8] and [19] where sensitivity analyses were performed by allowing the customers to move around disc-shaped neighborhoods on the plane. Also, this problem can be seen as a constrained version of the classical multifacility location problem, which have been only partially studied in the literature (see [6] ). This framework will be called Facility Location with Neighborhoods, a terminology borrowed from the neighborhood versions of the Minimum Spanning Tree problem [4, 13] and Traveling Salesman problem [11, 15] .
The importance of analyzing this family of problems comes from its wide range of applications. It is well known that discrete facility location problems are useful in many real-world applications (see [25, 30] , amongst many others). However, in many situations, as for instance in the design of telecommunication networks, where a set of servers must be located to supply connection to a set of customers, the exact location of a server may not be exactly provided. In contrast, a region where the decision maker wishes to locate each of the facilities (a corridor, a room, or any other bounded space) can be easily given. In such a case, a robust worstcase decision would not reflect reality, since the decision maker does not known the location of the facility because a lack of certainty but because it allows locational flexibility to the decision. An optimal design may be obtained if the new facilities are allowed to be located in adequately chosen neighborhoods.
In this paper, we provide suitable mathematical programming formulations for the neighborhood versions of a widely studied family of objective functions in facility location problems: ordered median (OM) functions. In these problems, p facilities are to be located by minimizing a flexible objective function that allows one to model different classical location problems. For instance, OM problems allow modeling location problems in which the customers support the median (p-median) or the maximum (p-center) travel costs, among many other robust alternatives. OM problems were introduced in Location Analysis by Puerto and Fernández [37] and several papers have analyzed this family of objective functions in facility location: discrete problems [21, 24, 35] , continuous problems [3, 5] , network/tree location problems [20, 42, 45] , hub location problems [39] , stochastic facility location problems [47] , multiobjecive location [17] , etc (see [41] for a recent overview on the recent developments on ordered median location problems). In particular, we analyze the neighborhood version of OM location problems for the so-called monotone case. We study the still general case in which the neighborhoods are second-order cone representable regions. These sets allow one to model as particular cases polyhedral neighborhoods or ℓ τ -norm balls. The distance measure to represent travel costs between customers and facilities are assumed to be ℓ ν -norm based distances. Within this framework we present four different Mixed Integer Second Order Cone Optimization (MISOCO) models.
The current limitations of the on-the-shelf solvers to solve mixed integer nonlinear problems, and the difficulty of solving even the underlying problem (the classical p-median problem is NP-hard), makes the resolution of the problem under study a hard challenge. For that reason, we also develop two math-heuristic algorithms based on different location-allocation schemes, which are able to solve larger problems.
Our paper is organized in five sections. In Section 2 we introduce the problem and some general properties are stated. Section 3 is devoted to provide four different mixed integer non linear programming formulations of the problem. At the end of the section, we run some computational experiments in order to compare the four formulations. In Section 4 the two math-heuristic approaches are described, and the results of some computational experiments are reported. Finally, some conclusions are presented in Section 6.
DOMP with Neighborhoods
In this section we introduce the Ordered Median Problem with Neighborhoods (OMPN) in which the underlying discrete facility location problem is the Discrete Ordered p-Median Problem (DOMP).
For the sake of presentation, we first describe the DOMP problem. The input data for the problem is:
• A = {a 1 , . . . , a n } ⊆ R d : set of coordinates of the customers. We assume, as usual in the location literature, that the coordinates of potential facilities coincides with A.
∈ R n×n : Travel cost matrix between facilities.
• λ 1 , . . . , λ n ≥ 0: Ordered median function weights.
The goal of DOMP is to select, from the elements of A, a subset of p facilities, B ⊂ A with |B| = p, that minimizes the ordered median objective function:
where D i = min b∈B d(a i , b) (the smallest travel cost to supply customer i from the open facilities), and D (i) represent the i-th largest element in the set
The DOMP can be stated as the following optimization problem:
(DOMP) min
We will assume that the λ-weights verify λ 1 ≥ · · · ≥ λ n ≥ 0, dealing with the so-called convex ordered median problem. Most of the main well-known objective functions in Locational Analysis are part of this family, as for instance:
• Median (λ = (1, . . . , 1)):
for 0 ≤ α ≤ 1. Ordered median functions are continuous and symmetric (in the sense that they are invariant under permutations). Furthermore, if λ 1 ≥ . . . ≥ λ n ≥ 0, ordered median functions are convex, fact that will be exploited throughout this paper. The interested reader is referred to [41] for a complete description of the properties of ordered median functions.
A few formulations and exact solution approaches for DOMP have been developed since the problem was introduced. In particular Boland et. al [7] formulated the problem as a (non convex) quadratic problem with quadratic constraints. A suitable three index (pure) binary programming reformulation with O(n 3 ) variables and O(n 2 ) linear constraints was provided by linearizing the bilinear terms. A second formulation, reducing to two the indices of the variables in the formulation, was also presented in the same paper by using a different linearization strategy, and that allows reducing the number of binary variables to O(n 2 ). Puerto [36] , Marin et. al [28] , Marin et. al [27] and Labbé et. al [24] provided alternative formulations for the problem with two and three indices, that need, in a preprocessing phase, sorting the elements in the matrix D (and removing duplicates). All the above mentioned formulations are valid for general ordered median problems. Concerning the convex case, Ogryzack and Tamir [34] presented a different formulation which exploits the monotonicity of the λ-weights by applying a k-sum representation of the ordered median function (see also the recent paper [40] for further details on the powerful of this representation in a wide variety of optimization problems). Finally, in Blanco et. al [5] the authors derived a formulation that also avoid using the binary variables for sorting the involved distances. Also, a few heuristic approaches are available in the literature for the DOMP problem (see [12, 38, 44] ).
Observe also that in the DOMP, once the travel costs matrix is provided, the locational coordinates of the customers are not needed, and then, the problem does not depend on the dimension of the space where the customers live.
For the OMPN framework, instead of providing a travel cost matrix between customers, we consider a travel distance measure d :
Also, each potential facility, a ∈ A, is associated to a convex set,
with a ∈ N (a), its neighbourhood. We denote by N = a∈A N (a), the space of neighborhoods. We also consider in this case, set-up costs for opening facilities (which may be neighborhood-dependent), which we denote by f (a) for each a ∈ A. The goals of the Ordered Median Problem with Neighborhoods are:
• to find the indices of the p facilities to open: B = {b 1 , . . . , b p },with b j ∈ A for j = 1, . . . , p, • to locate the facilities into their neighbourhoods:b 1 , . . . ,b p withb j ∈ N (b j ), j = 1, . . . , p, and • to allocate customers to their closest open facilitiesb 1 , . . . ,b p , by minimizing an ordered median function of the travel distances plus set-up costs.
Observe that the optimization problem to solve for the OMPN is similar to (DOMP):
e. the travel distance from a customer to its closest facility depends on the position of the facilities in their neighborhoods. So both the discrete location (open facilities and allocation scheme) and the continuous location decisions (coordinates of the new facilities) are involved in the problem. We use the classical notation for the variables in p-median problem:
Note that, using the above family of variables, the set of open facilities and assignments between customers and p facilitites can be represented by the set X = X R ∩ {0, 1}
n×n , where
is the so-called p-median polytope.
Observe also that, the above settings easily extend to the case in which the possible connections between demand points and facilities is induced by a graph.
On the other hand, the set of distances, will be represented by the following set:
where d ij (when one tries to minimize some aggregating function of the travel-costs) represents the distance between the customer located at a i and the facility located atā j , for all i, j = 1, . . . , n.
Note that the set D can be easily adapted to the case in which each customer uses a different travel distance measure (norm), and the structure of D remains the same.
With the above notation, the general OMPN can be compactly formulated as:
where f j denotes the set-up cost of the facility initially located at a j , j = 1, . . . , n and z i represents the minimum distance between customer located at a i and the open facilities.
Observe that (2.1)-(2.3) is a mixed integer non linear programming problem (MINLP), whose continuous relaxation is not convex nor concave due to the bilinear constraint (2.2) and probably to the constraints in D. In case the neighborhoods are convex, the set D is also convex (because of the convexity of the norm). Hence, if the discrete location variables x were known, the problem (also because the convexity of the ordered median function) becomes a continuous convex problem. On the other hand, if the distances were known, the problem becomes a DOMP, so several formulations can be applied to solve the problem. In the OMPN, both X and D are part of the final decision. Thus, both the difficulties of handling the DOMP problem and the continuous problem are inherited to the OMPN. In particular, since the p-median problem (or the p-center problem) is known to be NP-hard [22] which is a particular case of OMPN, the OMPN is also NP-hard.
The simplest OMPN problem, apart from the DOMP case (where the neighborhoods can be seen as singletons), is obtained when the set D is a polyhedron (and then, defined by a set of linear inequalities). Since the geometry of D depends on the distance measure induced by · and the shapes of the neighborhoods, D will be a polyhedron when these two features can be linearly represented. The norms which are polyhedrally-representable are called block (or polyhedral) norms (see [31] ) which are characterized by the fact that their unit balls are polytopes, i.e., P = {z ∈ R d : z ≤ 1} is a bounded polyhedron. On the other hand, the neighborhoods, because they are assumed to be compact and convex sets, their polyhedral representability is assured if and only if they are also polytopes. In those cases, both the set D and X are identified with sets of linear inequalities (and integrality constraints in X ). Furthermore, as can be checked in [33] or [41] , the ordered median function can be also modeled by using a set of linear inequalities and equations and by adding a set of O(n 2 ) binary variables to our model. The above observations are summarized in the following result. Proof. The proof follows noting that constraints in the form Z ≥ X − Y , as those that appear in the description of D, can reformulated as:
where Ext(P * ) the set of extreme points of
. . . , |Ext(P )|}, the unit ball of the dual norm of P (see [31, 46] ).
The following example illustrates the new framework under study. Note that, as expected, the solutions for the three DOMP problems highly depend on the λ-weights, being the optimal set of open facilities different for the three cases.
Let us now consider, for each demand point, a neighbourhood defined as the Euclidean disk with radii r ∈ {1, 0.6, 1, 0.6, 2.4, 2.4, 0.8, 1.6} (see Figure 2) .
The new facilities, now, are not restricted to be exactly located in the given coordinates but in a disk around them. We consider the radius of its neighborhood (disk) as a mesure of the set-up cost for each facility, that is f (a i ) = r i . The solutions of the neighbourhood version of the 2-median, 2-center and 2-4-center problems are shown in Figure 3 .
In what follows, we derive some structural properties of DOMP that are inherited to the OMPN.
For each i, j = 1, . . . , n, we denote by D ij = max{ a i −ā j :ā j ∈ N j }, and d ij = max{ a i −ā j :ā j ∈ N j }, upper and lower bounds for the distances between the ith customer and the jth potential facility, respectively. Proof. 1. The result follows from the observation that if the facility a ∈ A is an open facility, the travel costs between a and a are zero.
2. Assume that the ith customer is sorted in position r ≥ m in the sorting sequence of distances, i.e.,
which contradicts the hyphotesis.
MINLP Formulations for the OMPN
In this section, we describe different mathematical programming formulations for solving general OMPN. In particular, we extend the formulations presented in [5] , [7] and [34] to our problem. As mentioned above, the main difference between the DOMP and the OMPN problem is that in the OMPN the distances are not part of the input, but part of the decision. Hence, the formulations for the DOMP based on preprocessing the travel distances matrix (as those proposed in [24] , [28] , [27] or [36] ) cannot be applied to our framework.
Observe that, in OMPN, an adequate representation of D is crucial for the development of efficient solution approaches for the problem. We assume that the neighborhoods belong to a family of convex sets that allows us to represent most of the convex shapes which are useful in practice, and that can be efficiently handled by commercial optimization solvers: second order cone (SOC)-representable sets [26] . SOC-representable sets are convex sets defined by second-order cone constraints in the form:
where
. . , M , and · 2 is the Euclidean norm. Most of the state-of-the-art solvers are capable to efficiently solve optimization problems involving SOC constraints by means of quadratic constraints with positive definite matrices, second order cone constraints (in the form x t x ≤ y 2 , for y ≥ 0) or rotated second order cone constraints (x t x ≤ yz with y, z ≥ 0). SOC constraints allow one to represent, not only Euclidean balls, but any ℓ τ -norm ball (see [5] for further details on the explicit representation of ℓ τ -norm based distance constraints as a set of SOC constraints for any τ ∈ Q with τ ≥ 1). Clearly, any polyhedron is SOC-representable (setting A and b equal to zero) so any intersection of ℓ τ -norm balls and polyhedra is suitable to be represented as a set of second order cone constraints. Hence, both our neighborhoods and the distances involved in our problem will be defined as SOC-constraints, being then D a SOC-representable set.
For the sake of simplicity, and without loss of generality, we assume that the neighborhood of each a ∈ A is a ℓ τ -norm ball, i.e. N (a) = {z ∈ R d : z −a τ ≤ r a }, for some r a ∈ R + and τ ∈ Q with τ ≥ 1.
Also, we consider that the travel distances are induced by a ℓ ν -norm with ν ∈ Q and ν ≥ 1. With these settings, we explicitly describe D as follows:
where r j denotes the radius of the neighborhood N (a j ), i.e., r j = r aj . The following result, whose proof is straightforward from [5, Theorem 2], allows us to efficiently represent the set D when the involved norms are ℓ τ -based norms.
Properties 3.1. Let τ = rτ sτ ≥ 1 and ν = rν sν ≥ 1 with r τ , s τ , r ν , s ν ∈ Z + and gcd(r τ , s τ ) = gcd(r ν , s ν ) = 1. Then, D is representable as a set of (n 2 + n)(2d + 1) linear inequalities and nd(n log r ν + log r τ ) second order cone contraints.
3.1.
The three index formulation. The first formulation is based on the one proposed in [7] , which uses, apart from the x jj -variables described above, the following set of sorting/allocation binary variables for the DOMP:
1 if customer i is allocated to facility j and its distance, a i −ā j , is sorted in the kth position. 0 otherwise. This formulation reads as follows:
The objective function assigns to each sorted distance its adequate weight λ. (3.1) (resp. (3.2)) ensures that each demand point (resp. each position) is assigned to a unique facility and a unique position (resp. demand point). (3.3) assures that allocation is not allowed unless the plant is open, and (3.4) restrict the problem to open exactly p facilities. Constraints (3.5) allows us a correct definition of the w-variables in which the sorting of the distances is imposed (the (k − 1)th is at least as larger as the k-th distance).
Although the above formulation is valid for OMPN, both the objective function and the set of constraints (3.5) are quadratic and non-convex. We introduce a new set of variables to account for the non linear terms in the above formulation:
Using the θ-variables, the objective function can be reformulated as:
The correct definition of the new variables and satisfaction of constraints (3.5) is assured by the following sets of linear constraints:
where the first set of constraints comes from the McCormick linear reformulation [29] of the bilinear terms defining the θ-variables, and the second is the reformulation of (3.5) with the new variables. The formulation above, has O(n 3 ) variables and O(n 2 ) constraints. Properties 2.3 allow us to strengthen the formulation (OMPN 3I ). In particular, if U B is a known upper bound for the optimal value of OMPN, then:
Also, because of the relationship between the w and x variables we get that
are valid equations for (OMPN 3I ).
3.2. The 2-index formulation. The second formulation, also based on the one presented in [7] , considers an alternative representation of the sorting variables. It uses two different sets of variables. The first one allows us to sort the distances of supplying each of the customers:
if the distance supported by the ith customer is sorted in the kth position. 0 otherwise.
while the second represents the sorting (non decreasing) sequence of distances:
This representation allows us to simplify the formulation to the following with O(n 2 ) variables and O(n 2 ) constraints.
The correct definition of the ξ-variables is assured by constraints (3.6)-(3.8), while contraints (3.9) and (3.10) allows us the adequate modeling of the s-variables.
As in (OMPN 3I ), to avoid nonconvex terms in the formulation, the bilinear terms d ij x ij can be linearized by introducing a new variable θ ij = d ij x ij and replacing (3.7) and (3.8) by: .13) 3.3. The K-sum formulation. Ogryczak and Tamir presented in [34] some linear programming formulations for the problem of minimizing the sum of the K largest linear functions (which is a particular case of ordered median function). In the same paper, the approach is extended to the minimization of convex ordered median functions by means of a telescopic sum of K-sum functions. In the next formulation, we apply this idea to formulate the OMPN. For the sake of readability, we first formulate the K-center problem.
Let λ = (1,
. . ., 1, 0,
. . . , 0). The ordered median function associated to this particular choice of λ is known as the K-center function. With our notation, provided the set of distances D 1 , . . . , D n , the K-center problem consists of minimizing
. Such an objective function, is proved in [34] to be equivalent to the following expression
where z + = max{0, z} for z ∈ R, and the optimal value t * into the above expression coincides with D (K) (the K-th largest distance). Hence, to minimize Θ K (D) one may proceed by solving:
where the variable z i is identified with (D i − t) + in the above formulation, for i = 1, . . . , n. Thus, incorporating the whole information to define the distances in our location problem, the K-center location problem with neighborhoods can be formulated as:
The above formulation can be extended to general convex ordered median functions. Observe that if λ 1 ≥ · · · ≥ λ n ≥ λ n+1 := 0 one may represent the ordered median function of the distances D 1 , . . . , D n by using a telescopic sum:
Thus, the convex ordered objective functions can be equivalently rewritten as a weighted sum of K-sums, being then suitable to be represented as in the K-center problem. With such an observation and introducing new t-variables (one for each of the K-sums involved) and z-variables, in this case with two indices to account not only for the customer (i) but also for the K-sum representation, one obtain the following valid formulation for the OMPN:
Observe that this formulation has also O(n 2 ) variables and O(n 2 ) constraints, but, as will be shown in the computational results, it has a better performance than (OMPN 2I ) since it uses, intrinsically, the especial structure of the convex ordered median objective.
3.4. The BEP formulation. Finally, we present a formulation, based on the one provided in [5] and that, as the one in the previous subsection, is only valid for the convex case. The idea under the formulation comes from the observation that, because λ 1 ≥ · · · ≥ λ n ≥ 0, the evaluation of the ordered median function on a set of distances, is reached when choosing, among all possible permutations of the indices, P n , the one that maximizes the weighted sum, that is:
Then, if the permutations of {1, . . . , n} are represented by using the set of binary variables
Then, using these variables, the ordered median sum of a given set of values
The optimization problem above is an assignment problem, then, the total unimodularity of the constraints matrix assures that its optimal value coincides with the one of its dual problem which reads:
Merging the above representation of the ordered median function into the location problem, the OMPN is reformulated as: 
Proof. Denote by F 3I , F 2I , F OT and F BEP the feasible regions of (OMPN 3I ), (OMPN 2I ), (OMPN OT ) and (OMPN BEP ) obtained when relaxing the integrality conditions of the models.
• Let us consider the mapping π :
By construction, the constraints (3.1)-(3.4) are verified:
Then, π(θ, ξ, s, x, (d,ā)) ∈ F 3I , so π(F 2I ) ⊂ F 3I , i.e., any solution of the convex relaxation of (OMPN 2I ) induces a solution of the convex relaxation of (OMPN 3I
+ ×X R ×D be the optimal solution of the continuous relaxation of (OMPN BEP ). Let p ik the optimal dual variables associated to constraint (3.21) . By optimality conditions they must verify:
Let us construct the following vector in
By construction,s clearly verifies (3.9) and (3.10). Also, note from the construction of the BEP formulation that for given D 1 , . . . , D n , the problem
which is an assignment problem related to the best sorting on the variables based on their costs given by D 1 , . . . , D n . Because the monotonicity and nonnegativity of the λ-weights, this is equivalent to compute the ordered median sum
λ k D i p ik (where p are the corresponding solution to the problem above indicating if p ik = 1 that element i is sorted in the kth position). Hence,
). The proof of the verification of remainder constraints are straightforward. Also, the reader can easily check that the objective values of both solutions coincide. Thus, z 
By the construction in Subsection 3. If the distance measure is the Euclidean norm and we choose as ordered median function the one with λ = (1, 1, 1, 1, 1) and p = 2, we get that:
where z OP T is the optimal value of the OMPN.
Computational Comparison of Relaxations.
We have run a series of experiments to study the computational performance of the formulations (OMPN 3I ), (OMPN 2I ), (OMPN OT ) and (OMPN BEP ) and also to know the computational limits of the OMPN. We have randomly generated instances of n demand points in [0, 100] 2 and [0, 100] 3 with n ranging in {5, 6, 7, 8, 9, 10, 20, 30}. Five random instances were generated for each number of points. We solved OMPN problems p (number of new facilities to be located) ranging in {2, 3, 5} (provided that p < n). Euclidean distances were considered to measure the distances between points. We considered neighborhoods defined as discs (for the planar instances) or 3-dimensional Euclidean balls (for the 3-dimensional instances) with randomly generated radii. The sizes of the neighborhoods were generated under four scenarios: Scenario 1.: Radii generated in [0, 5] . Scenario 2.: Radii generated in [5, 10] . Scenario 3.: Radii generated in [10, 15] . Scenario 4.: Radii generated in [15, 20] . In Figure 4 we show, for one of our 8-points instances, the neighborhoods for each the four scenarios. Note that Scenario 1 slightly differs from the DOMP while Scenario 4 is closer to the continuous problem. As will be observed from our experiments, the computational difficulty of solving problems with larger radii is higher than the one of those with small radii. The set-up cost of each facility was assumed to be the radius of its neighborhood. It can be interpreted as the cost of covering the neighborhood (larger as r increases).
The four formulations were coded in C, and solved using Gurobi 7.01 in a Mac OSX El Capitan with an Intel Core i7 processor at 3.3 GHz and 16GB of RAM. A time limit of 1 hour was set in all the experiments.
Also, four different convex ordered median problems were solved for each of the instances:
p-Median (M):: λ = (1, . . . , 1). Table 1 . We report the integrality gaps (IG = z * z R ) for each of the formulations ((OMPN 3I ), (OMPN 2I ) and (OMPN BEP ) (obviating (OMPN OT ) whose integrality gap coincides with the one of (OMPN BEP ) by Theorem 3.2). The table summarizes the average integrality gaps for the each of the scenarios. As remarked above, there is no order relation between z R 2I and z R BEP . We have bolfaced those values in which the average integrality gaps of (OMPN 2I ) is smaller than the one for (OMPN BEP ). Note that it only happens for a few combinations of n, p, problem types and scenarios. In particular, it mostly occurs for small values of p and only for Scenario 1. In Table  2 we show the percentage of instances (of all of those with fixed n and p) for which z R 2I ≥ z R BEP . In the total instances, this percentage is 9.97%, while among the instances of Scenario 1 is 26.15%. Tables 3 and 4 show the results for the planar and 3-dimensional problems, respectively. For each of the formulations, we provide the average CPU times (time), the number of nodes explored in the branch-and-bound tree (#nodes) and the deviation with respect to the solution obtained at the end of the root node of the search tree (%gapR). As can be observed from the results, formulations (OMPN OT ) and (OMPN BEP ) are much less time consuming than (OMPN 3I ) and (OMPN 2I ) in all the cases. Also, the solutions obtained after exploring the root node of (OMPN OT ) and (OMPN BEP ) are tighten than the rest. Consequently, the number of explored Table 3 . Average results of comparing the formulations for the planar case for the n = 10 instances.
nodes to find the optimal solution or to certify optimality is higher in the two first formulations. Observe that the results are as expected since the first two formulations do not exploit the convexity of monotone ordered median problems. Observe that the sorting constraints in the first two formulations involve binary variables while in the two last formulations no need of new binary variables are needed for this task. Since (OMPN OT ) and (OMPN BEP ) seems to have a similar computational behavior for the small-size instances, we have performed a series of experiments for medium-size instances to compare these two formulations. The results are shown Table 4 . Average results of comparing the formulations for the 3-dimensional instances with n = 10.
in Table 5 , where now n ranges in {20, 30} and p in {2, 5, 10}. As can be observed, the performance (in terms of CPU time) of both formulation is similar, but (OMPN BEP ) seems to need, in average, less CPU time to solve the problems in most of the problems, and the standard deviations (StDev) of the consuming times for (OMPN BEP ) are smaller than those for (OMPN OT ). Furthermore, we were able to solve all the instances before the 1 hour time limit, but 2.56% of them by using (OMPN BEP ), while (OMPN OT ) was not able to solve 11.34% of the the problems. Moreover, in all the instances, (OMPN BEP ) obtained better upper bounds for the optimal value of the problems in all the instances (the deviation of the best upper bounds obtained with the OT formulation with respect to the best solution obtained with the BEP formulation is shown in column %DevBest). Table 5 . Comparison of (OMPN OT ) and (OMPN BEP ) for instances with n = 20, 30.
Math-heuristics for the OMPN
In this section we describe two mathematical programming location-allocation based heuristic approaches for solving the OMPN for larger instances. Some heuristics have been proposed for solving ordered p-median problems (see [12] ). However, most of them are based on the use of "fast" procedures to compute the overall cost of opening/closing certain sets of facilities. Note that when the travel cost matrix is provided and a set of open facilities is obtained, one can easily evaluate, for each customer, its cheapest facility (or its second cheapest facility), and once all of them are computed, evaluate an ordered median function can be also efficiently performed. In the OMPN, even if the open facilities are known, the allocation costs depend on the final location of the facilities (which depends also on the customers allocated to each facility). Hence, the developed heuristics for the DOMP are no longer valid for the OMPN problem. We propose two alternative local search math-heuristic which allows us to solve larger instances of the problem at smaller computational costs than the exact approaches, at the price of not warrantying the optimality of the solution.
The two heuristics procedures that we propose are part of the well-known familiy of location-allocation procedures. These type of schemes based on performing changes over a set of p facilities candidates for being opened, trying to improve the incumbent objective value. For the sake of that we need to compute the overall cost of opening a given set of facilities J ⊆ {1, . . . , n} with |J| = p. Observe that if a set of open facilities is known, we have to compute the minimum (ordered weighted) cost of allocating the customers to those facilities. As mentioned above the computation of such a cost will involve the computation of the allocation customer-open facility and also the position of the open facilities inside their neighborhoods. Although different formulations can be used for such a task, we will use the one based on formulation (OMPN BEP ). 
Proof. The proof easily follows noting that (ALLOC(J)) is nothing but the simplification of (OMPN BEP ) when the values of x jj are known and fixed to x jj = 1 if j ∈ J and x jj = 0, otherwise.
For each J, (ALLOC(J)) can be reformulated as a mixed integer second order cone constraint problem with (n − p)p binary variables (instead of the n 2 in (OMPN BEP ). Furthermore, a variable fixing strategy can be applied to (ALLOC(J)) in order to reduce the number of binary variables of the problem.
Properties 4.2. Let J ⊆ N with |J| = p, i ∈ N \J, j ∈ J and x * ∈ X optimal allocation solutions of (ALLOC(J)).
(1) Let us assume that
If applying 1, all the facilities except j must verify x * ij ′ = 0, then the unique choice for allocating i is j.
As we will show in our computational experiments, the above strategies for fixing variables allows us to fix an average of 80% of the binary variables in the test problems.
Using the above-described formulation, we implemented two different heuristic algorithms. Both algorithms will move through different feasible solutions in order to improve an initial feasible solution. This initial solution is constructed by either solving the standard DOMP problem with a set of weights based on the distances between centers of the neighborhoods (a convex combination of D ij and d ij ), or solving the OMPN problem for simpler neighborhoods (as polyhedral neighborhoods) and polyhedral distances (which may require less computational effort than general ℓ τ -norm based metrics or neighborhoods). Hence, we consider that an initial solution x 0 ∈ X is known.
4.1. Math-heuristic Algorithm 1. Given a feasible solutionx ∈ X , the first algorithm searches, for each facility j 0 in J, the best replacement by a facility in N \J. Two different options are possible here. First, to construct the new set of open facilities J ′ = J ∪ {i}\{j 0 } for each i ∈ N \J, solve (ALLOC(J)) for such a J ′ and keep the best possible change for j 0 . The second option is to solve a single mixed integer non linear programming problem which decides (through the binary variable ξ i , whether the non-opened facility i is interchanged by j 0 to obtain the best improvement:
Note that constraints (4.1) are the linearization of the bilinear terms as in the previus formulations, but obviating the facility that wants to be replaced (j 0 ). For the candidates to replace j 0 , constraints (4.2) assures that in case j is chosen for the replacement, and a customer i is allocated to j, then the travel cost for i is d ij , otherwise, the constraint is redundant. With respect to the variables ξ that model the selection of the facility to be swapped with j 0 , (4.3) ensures that unchosen facilities cannot serve any customer. (4.4) assures that a single choice for j 0 is possible. Although (BestRepl(j)) is similar to (OMPN BEP ), the number of binary variables in the problemiss (n − p)n instead of n 2 . In our experiments, we have checked that solving (BestRepl(j)) required more CPU time than solving the n − p problems in the form (ALLOC(J)), although for problems in which n − p ≪ n (i.e., when p is large), the compact formulation may consume less CPU time than loading and solving n − p problems in the shape of (ALLOC(J)).
In what follows we describe our math-heuristic procedure, whose pseudocode is shown in Algorithm 1. Given an initial set of p open facilities, it iterates by interchanging open facilities with other potential facilities trying to improve the best upper bound. At each iteration an open facility is selected to be replaced and the best replacement is chosen. After checking all the open facilities, if an improvement is found when compared to the best upper bound, the latest and the set of open facilities are updated. The procedure repeats the same scheme until a termination criterion is fulfilled. In our case, two stopping criteria are considered: maximum number of iterations and maximum number of iterations without improvement in the solution. In order to reduce the computation times required for solving (ALLOC(J)) or (BestRepl(j)), we consider a randomized version of the algorithm in which instead of finding best replacements for all the open facilities, a random one is selected at that phase of the approach. U B = c( J ). while it < it max do for j 0 ∈ J do Find the best replacement for j (by solving (ALLOC(J)) for
A crucial point of local search heuristics is the quality of an initial feasible solution (in the x-variables). We compute the solution of the DOMP problem but using at costs between facilities i and j a convex combination of the lower and upper bounds d ij and D ij which provide good results in practice.
4.2.
Math-Heuristic Algorithm 2. The second heuristic is based on alternating the location and allocation decisions. Initially, a DOMP is solved by fixingā = a, and precomputing the distances between the facilities. Once a solution is obtained, the optimal open facilities are kept and given as input to (ALLOC(J)). Then, the variablesā are updated with the obtained solution and the process is repeated until stabilization. In order to escape from local optima, the scheme is applied again but forbidding the use of one of the facilities opened in the first stage. The process iterates until no improvements are found.
The pseudocode for this approach is shown in Algorithm 2.
Algorithm 2: Math-Heuristic 2 for solving OMPN.
and its objective value f 1 .
• Solve (ALLOC(J)) and updateā. end for j 0 ∈ J do Initializeā = a.
• Solve (ALLOC(J)) and updateā and its objective value f 2 . end end
Experiments
In order to test the performance of the math-heuristic approaches, we have run some experiments over the real dataset instance of 2-dimensional coordinates (normalized longitude and latitude) of geographical centers of 49 states of the Unites States (we exclude Alaska, Hawaii and those outside Northamerica). We considered as neighborhoods Euclidean disks with radii based on the areas of each state. For each state (indexed by j), the area (in km 2 ), A j , was obtained and we construct the radius r 0 j = Aj π . The coordinates and the discs built applying this strategy are drawn in Figure 5 . Then, three different scenarios were considered: S1: : r j = r We implemented in Gurobi under the C API the two math-heuristic approaches and we compare the running times and the best values obtained with these procedures and those obtained with the exact (OMPN BEP ) formulation (with a time limit of 1 hour). We solved the p-Median (M), p-Center (C), p-25-center (K) and p-Centdian (D) with p ∈ {2, 5, 10}. The results are reported in Table 6 . In such a table, the first column indicates the scenario (1, 2 or 3), the second column (Pr.) shows the problem type and the third column indicates the number of facilities to be open, p. The values of the solutions obtained by using the different aproaches as well as their CPU running times (in seconds) are reported:
• Initial solution obtained by solving the nominal DOMP problem and solving (ALLOC(J)) for the obtained open facilities: H0 and t0.
• Best solution obtained by the math-heuristic approach 1: H1 and t1.
• Best solution obtained by the math-heuristic approach 2: H2 and t2.
• Best solution obtained by exact formulation (OMPN BEP ) within the time limit: BEP and tBEP. We also report in the 12th column (%VarFixed) the average number of binary variables fixed in the first heuristic, and the pertentage deviations of the obtained solutions with respect to the best solution found with the exact formulation within the time limit: G1, G2 and G0 for the first heuristic, the second heuristic and the initial solution, respectively. Table 6 . Results of Math-Heuristic Approaches and (OMPN BEP ) in the US dataset.
One can observe from the results that, the CPU times needed to run the mathheuristic approaches are much smaller than those needed to solve the OMPN problem with the MINLP formulation. In those cases in which all the approaches were able to solve the problem before the time limit of one hour, the highest deviation with respect to the optimal solutions was 15% for the first heuristic and 3.2% for the second one. In those cases in which the exact approach was not able to certify optimality in one hour, the math-heuristic approaches found a better solution for the problem. In the first heuristic, we apply the fixing variables strategy each time (ALLOC(J)) is solved. The average percentage of binary variables that are fixed with this strategy, is at least 84% for scenario SC1, 75% for SC2 and 52% for SC3. Observe also that the initial solution based on fixing the open facilities to the solution of the DOMP problem and then compute the location on the neighborhoods and the allocation of the customers according to these positions, is in some case far of being a close-to-optimal choice, with percentage deviations of 33% in some cases.
Note that the two math-heuristic approaches are still very time consuming. One may not forget that both proposed approaches are based on solving mixed integer non linear programming problems which are known to be NP-hard. The advantage of the two approaches is that they provided good quality solutions at the first iterations, which are competitive with the exact solutions (in terms of gap).
In Figure 6 we show the best solutions obtained for the test problem for p = 5 under the center objective function for scenario SC1. The initial solution for this problem is drawn in Figure 7 (the solutions for p = 2, 5, 10 can be found in bit.ly/resultsDOMPN). The reader can observe that small modification of the coordinates of the potential facilities (through neighborhoods) may produce different location-allocation solutions. 
Conclusions
A unified version of the classical p-median problem is introduced in this paper which includes as particular cases the discrete and the continuous p-median and pcenter problems. The problem considers that each facility can be located not only in the exact given position but in a neighborhood around it. Also, ordered median objective functions are modeled for the problem. Several mathematical programming formulations are proposed based on formulations for the discrete ordered median problem obtained from different sources. solve are still NP-hard, the reduced dimensionality of them allows us to provide good quality solution in more reasonable times.
Several extensions are posible within this new framework. The first is the development of decomposition approaches for solving the OMPN. Lagrangean decomposition (relaxing the ordering constraints) combined with Benders decomposition (to separate the discrete and the continuous decisions) may produce exact solutions in better CPU times. On the other hand, although we analyze the ordered p-median problem, the results in this paper can be extended to other discrete location problems. For instance, capacitated [36] or multiperiod [1, 32] location problems can be embedded into the neighborhoods framework. Other interesting related problem which is left for further research is the consideration of location-routing problems with neighborhoods. That problem would involve not only the discrete facility location problem with neighborhoods but also the TSP with neighborhoods, then, the combination of the methods proposed in this paper with those provided in [16] may be applicable to the problem. Also, the case in which the neighborhood of each facility is the union of convex sets would be an interesting next step within this framework. In particular, it would model the case in which two facilities may belong to the same neighborhood. The extended MINLP formulations for such a problem will become disjunctive MINLP for which some techniques are available in the literature. Another approach that would extend the version introduced in this paper is the one in which k j facilities are allowed to be located at the j-th neighborhood to allocate the demand points. In such a case, a nested multifacility p-median problem is considered for which more sophisticated strategies should be developed to solve even small-size instances.
