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a b s t r a c t
In this work, we develop a new two-parameter family of iterative methods for solving
nonlinear scalar equations. One of the parameters is defined through an infinite power
series consisting of real coefficients while the other parameter is a real number. The
methods of the family are fourth-order convergent and require only three evaluations
during each iteration. It is shown that various fourth-order iterative methods in the
published literature are special cases of the developed family. Convergence analysis shows
that the methods of the family are fourth-order convergent which is also verified through
the numerical work. Computations are performed to explore the efficiency of various
methods of the family.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Various problems arising in mathematical and engineering sciences can be formulated in terms of nonlinear equations
of the form f (x) = 0. One of the best known and probably the most used method for solving such nonlinear equations is
Newton’s method. Which is given as follows [1]
xn+1 = xn − f (xn)f ′(xn) , n = 0, 1, 2, 3, . . . . (1)
There exists extensive literature which investigates the quadratic convergent behavior of Newton’s method [1–3]. Several
modifications of Newton’s method, with higher convergence order, have been proposed in the literature (see [1,2,4–14]
and the references therein). We are interested in fourth-order convergent methods which are free from second or higher
derivatives [1,2,4–14]. And furthermore, which also satisfy the Kung–Traub optimality conjecture [15,16]. According to the
Kung–Traub conjecture, an optimal iterative method based upon n+ 1 evaluations could achieve a maximum convergence
order of 2n [15,16]. Consequently, optimal fourth-order iterative methods require three function evaluations.
The purpose of this work is to develop a new family of fourth-order convergent iterative methods which bring together
various methods from the published literature. In this work, we present a new family of fourth-order convergent iterative
methods. We show that the various existing methods (for example [13,2,17,18]) are special cases of the proposed family of
methods. Thus, the developed family unify various fourth-ordermethods developed separately by various authors. Methods
of the proposed family require evaluations of two functions and one derivative during each iterative step and methods are
free from second- or higher-order derivatives. Thus according to the Kung–Traub conjecture [15,16], the methods of the
developed family are optimal. In the next section, we develop a new family of fourth-order methods.
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2. Unified family of fourth-order methods and convergence analysis
We are motivated to develop an iterative family of methods which unite various fourth-order methods. Consider the
following two-step iterative family of methods
yn = xn − f (xn)f ′(xn) ,
xn+1 = xn − f (xn)f ′(xn)

1+ f (yn)
f (xn)
+ 2

f (yn)
f (xn)
2
+ α

f (yn)
f (xn)
3
F

f (yn)
f (xn)

,
 (2)
where α ∈ R and F is a converging power series. That is
F

f (yn)
f (xn)

=
∞−
j=0
aj

f (yn)
f (xn)
j
. (3)
Here, aj are the real coefficients. We prove that the methods of the preceding family are fourth-order convergent through
the theorem.
Theorem 1. Let the function f :D ⊂ R → R have a simple root γ ∈ D in the open interval D. Furthermore the first, second and
the third derivatives of the function f (x) belong in the open interval D. Then the methods of the iterative family (2) are at least
fourth-order convergent for any choice of the real parameter α and the real power series F . The methods of the family (2) satisfy
the error equation
en+1 = − c2((−5+ αa0)c2
2 + c3c1)en4
c13
+ O(en5), (4)
where the error after n iterations en = xn − γ , the constants ck = f (k)(γ )/k! with k ≥ 1 and a0 is the coefficient of the power
series (3).
Proof. The Taylor series expansion of f (xn) and f ′(xn) are given as
f (xn) = c1en + c2en2 + c3en3 + c4en4 + O(en5), (5)
f ′(xn) = c1 + 2c2en + 3c3en2 + 4c4en3 + O(en3). (6)
Here, we have accounted for f (γ ) = 0. Substituting the preceding two equations into the first step of the method (2)
produces
yn − γ = c2c1 en
2 + 2 c3c1 − c2
2
c12
en3 + −7c2c3c1 + 3c4c1
2 + 4c23
c13
en4 + O(en5), (7)
furthermore the Taylor expansion of f (yn) around γ , after taking into account f (γ ) = 0, is given as follows
f (yn) =
∞−
i=1
ci(yn − γ )i,
using Eq. (7), we obtain
f (yn) = c2en2 + 2 c3c1 − c2
2
c1
en3 + −7c2c3c1 + 3c4c1
2 + 5c23
c12
en4 + O(en5). (8)
Dividing Eqs. (5) and (8) yields
f (yn)
f (xn)
= c2
c1
en + 2c3c1 − 3c2
2
c12
en2 + −10c2c3c1 + 3c4c1
2 + 8c23
c13
en3
+ 1
c14
(−14c2c4c12 + 4c5c13 − 8c32c12 + 37c3c1c22 − 20c24)en4 + O(en5). (9)
Finally substituting from Eqs. (5), (6) and (9) into the second step of Eq. (2) furnishes the error equation for the contributed
method
en+1 = − c2((−5+ αa0)c2
2 + c3c1)en4
c13
− 1
c14
((6αa0 − 32)c1c22c3 + (−10αa0 + 36+ αa1)c24
+ 2c12(c32 + c2c4))en5 + O(en6). (10)
Here, a0 is defined by Eq. (3). Thus the methods of family (2) are fourth-order convergent for any choice of a real converging
power series F and the real parameter α. This completes our proof. 
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We notice that for various choices of the real parameter α and the real power series F the proposed family of methods
(2) will produce a variety of methods for solving nonlinear equation f (x) = 0. Few of thesemethods are well-known fourth-
order convergent methods (see for example [13,2,17,18]). Let us now explore few special cases of the family of methods (2)
from the published literature [13,2,17,18]. Selecting
α = 1 and F (x) = 4+ 8x+ 16x2 + · · · ,
in (2) produces the well-known Ostrowskimethod [17] (OM)
xn+1 = xn − f (xn)f ′(xn)
[
f (xn)− f (yn)
f (xn)− 2f (yn)
]
, (11)
and the error equation for the Ostrowskimethod is given as
en+1 = (c3c1 − c2
2)c2
c13
en4 + O(en5),
which is obtained by substituting α = 1 and a0 = 4 in the error equation (4). Let us now select the parameters as
α = 1 and the power series F (x) = 1+ x+ x2 + · · · ,
in the family of methods (2). We obtain a recently developed method by Amit et al. (AMIT) [13]
xn+1 = xn − f (x)f ′(xn)

f (yn)
f (xn)
2
+ f (xn)
f (xn)− f (yn)

. (12)
The error equation for the preceding method is given as
en+1 = c2(−4c2
2 + c3c1)
c13
en4 + O(en5).
On the other hand the choice
α = 2 and F (x) = 1+ x+ x2 + · · · ,
gives rise to a recently developed fourth-order method by Kou et al. (KOU) [1]
xn+1 = xn − f
2(xn)+ f 2(yn)
f ′(xn)(f (xn)− f (yn)) . (13)
The error equation for the preceding method is given as
en+1 = − c2(c3c1 − 3c2
2)
c13
en4 + O(en5).
We see that through the developed family of methods (2) we can construct iterative methods from the published literature.
Let us now use it to generate few new fourth-order iterative methods for computational work.
A proper choice of the power series (3) may result in a fascinating looking method. For example choosing
α = 1 and F (x) =
∞−
m=0
xm
(m+ 3)! ,
gives the following fourth-order method
xn+1 = xn − f (xn)f ′(xn)

exp

f (yn)
f (xn)

+ 3
2

f (yn)
f (xn)
2
, (14)
and the error equation for this method is given as
en+1 = 16
c2(6c3c1 − 29c22)
c13
en4 + O(en5).
Now the reader is invited to choose proper values for α and F (x) to develop the following fourth-order method
xn+1 = xn − f (xn)f ′(xn)

exp(f (yn)/f (xn))
cos f (yn)/f (xn)
+

f (yn)
f (xn)
2
, (15)
with the following error equation
en+1 = 13
c2(3c3c1 − 13c22)
c13
en4 + O(en5).
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The preference α = 0 gives us the following method (M-1)
yn = xn − f (xn)f ′(xn) ,
xn+1 = xn − f (xn)f ′(xn)

1+ f (yn)
f (xn)
+ 2

f (yn)
f (xn)
2
,
 (16)
the error equation for the above method is given as follows
en+1 = 112
c2(−12c3c1 + 60c22)
c13
e4n + O(en5).
For α = 5 and F (x) = 1, we get the following method (M-2)
yn = xn − f (xn)f ′(xn) ,
xn+1 = xn − f (xn)f ′(xn)

1+ f (yn)
f (xn)
+ 2

f (yn)
f (xn)
2
+ 5

f (yn)
f (xn)
3
,
 (17)
with a simple error equation
en+1 = − c2c3c21
e4n + O(e5n).
Selecting
α = 1 and F (x) =
∞−
m=0
5m+1
2m
xm,
produces the following method (M-3)
yn = xn − f (xn)f ′(xn) ,
xn+1 = xn − 1f ′(xn)
[
2f (xn)2 − 3f (xn)f (yn)− f (yn)2
2f (xn)− 5f (yn)
]
,
 (18)
with a simple error equation
en+1 = − c2c3c21
e4n + O(e5n).
Finally selecting
α = 1, a0 = 5, a1 = 14 and aj = 0 with j ≥ 2,
we get the iterative method (M-4)
yn = xn − f (xn)f ′(xn) ,
xn+1 = xn − 1f ′(xn)

1+ f (yn)
f (xn)
+ 2

f (yn)
f (xn)
2
+ 5

f (yn)
f (xn)
3
+ 14

f (yn)
f (xn)
4
,
 (19)
with a simple error equation
en+1 = − c2c3c21
e4n + O(e5n).
This completes the goal of the article: a family of methods which not only unite various fourth-order iterative methods for
example (11), (12), (13) but also offers the opportunity to construct new optimal fourth-order iterativemethods for example
(16), (17), (18). In the next section, we explore the computational efficiency of various methods.
3. Numerical work
The convergence order ξ of an iterative method is defined as
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Table 1
(Number of functional evaluations, COC) for various fourth-order iterative methods.
f (x) x0 OM AMIT KOU M-1 M-2 M-3 M-4
f1(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f2(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f3(x) −1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f4(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f5(x) 0.50 (15, 4) (18, 4) (18, 4) (18, 4) (15, 4) (15, 4) (15, 4)
f6(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f7(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (15, 4)
f8(x) −1.7 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f9(x) −0.1 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (18, 4)
f10(x) 1.0 (18, 4) (18, 4) (18, 4) (18, 4) (18, 4) (15, 4) (18, 4)
Table 2
|f (xn+1)|with n ≥ 1 for the function f1(x) produced by various iterative methods.
OM AMIT KOU M-1 M-2 M-3 M-4
7.0e−1 4.2e−1 2.5e−1 5.9e−1 5.0e−1 3.2e−2 4.4e−1
3.7e−6 2.8e−6 2.7e−7 1.3e−5 8.7e−7 7.4e−12 2.2e−7
8.3e−27 6.3e−27 4.3e−31 3.9e−24 3.7e−30 2.0e−50 1.8e−32
7.3e−110 1.6e−109 2.5e−126 3.0e−98 1.5e−123 1.0e−204 6.9e−133
4.5e−447 6.5e−440 3.0e−507 1.0e−394 4.0e−497 8.7e−822 1.5e−534
3.6e−1960 1.7e−1761 6.4e−2031 1.2e−1580 1.8e−1991 3.8e−3290 2.6e−2141
lim
n→∞
|en+1|
|en|ξ = c ≠ 0,
and the computational order of convergence (COC) is approximated as follows [1,2]
ρ ≈ ln |(xn+1 − γ )/(xn − γ )|
ln |(xn − γ )/(xn−1 − γ )| .
Computations are performed using the programming language C++. Scientific computations in many areas of science
and engineering, for example climate modeling, planetary orbit calculations, Coulomb n-body atomic systems, scattering
amplitudes of quarks, nonlinear oscillator theory, Ising theory, quantum field theory, demand very high degree of numerical
precision [19]. For applications of high precision computations in experimental mathematics and physics, we refer to ([20]
and the references therein). Many applications of real-number computation require to evaluate elementary functions such
as exp(x), tan−1 x to high precision (see for example [21]). For performing high precision computation, we are using the
high precision C++ library ARPREC [19]. The ARPREC library supports arbitrarily high level of numeric precision [19]. In the
program, the precision in decimal digits is set with the command ‘‘mp::mp init (2005)’’ [19]. For convergence it is required:
|xn+1 − xn| < ϵ and |f (xn)| < ϵ. Here, ϵ = 10−320. We test the methods for the following functions
f1(x) = x3 + 4x2 − 10, γ ≈ 1.36523
f2(x) = x2 − exp(x)− 3x+ 2, γ ≈ 0.2575
f3(x) = x exp(x2)− sin2(x)+ 3 cos(x)+ 5, γ ≈ −1.2076
f4(x) = sin2(x)− x2 + 1, γ ≈ ±1.404491
f5(x) = tan−1 x γ = 0
f6(x) = x4 + sin
 π
x2

− 5, γ = √2
f7(x) = ex sin x+ ln(1+ x2), γ = 0
f8(x) =

2+ x2 sin
 π
x2

+ 1
x4 + 1 −
17
√
3+ 1
17
, γ = −2
f9(x) = cos
πx
2

+ ln(x
2 + 2x+ 2)
1+ x2 , γ = −1
f10(x) = 23 (x+ 5)
3/4 − e γ ≈ 1.51399850.
Tables 1 and 2 report computational results. Table 1 presents (number of functional evaluations required, COC during
second last iterative step) while Table 2 presents the residual produced by various iterative methods for the function f1(x).
Though all the methods, reported in the Table 1, are derived from a single family (2). We notice that for the functions
f5(x) and f10(x), the newly derived methods are performing better than the existing methods in the literature [12,13,17].
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We may deduce, from Table 1, that the constructed methods display equal or better performance to the existing methods.
Furthermore, we also notice in Table 2 that the newly derived memberM-3 is producing the least residual, which makes it
suitable for high precision computation [20,21].
4. Conclusions
In this work, we have developed a new two-parameter fourth-order family of iterative methods for solving scalar
nonlinear equations. Here, one parameter is defined through a converging infinite power series. The family unifies various
existing fourth-order iterative methods. The family of methods requires two functions and one derivative evaluations per
iterative step. And methods are free from second or higher derivatives. Several computational examples are reported to
explore the efficiency of various methods of the family.
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