Summary. This paper analyzes the Gibbs sampler applied to a standard variance component model, and considers the question of how many iterations are required for convergence. It is proved that for K location parameters, with J observations each, the number of iterations required for convergence (for large K and J) is a constant times 1 + log K log J . This is one of the rst rigorous, a priori results about time to convergence for the Gibbs sampler. A quantitative version of the theory of Harris recurrence (for Markov chains) is developed and applied.
Introduction.
In the past several years there has been a lot of attention given to the Gibbs Sampler algorithm for sampling from posterior distributions. This Markov chain Monte Carlo algorithm, popularized by Geman and Geman GG] and summarized in GS], has its roots in the Metropolis-Hastings algorithm ( MRRTT], H]). It is closely related to the Data Augmentation algorithm of Tanner and Wong TW] . It exploits the simplicity of certain conditional distributions to de ne a Markov chain that converges in law to the posterior distribution under consideration. Once the Markov chain has converged, the values of the Markov chain provide samples from the posterior. This facilitates sampling from the posterior, even though it may be very di cult to compute directly. Thus, certain computational problems normally associated with Bayesian inference can be overcome. Gibbs sampling has recently been applied in non-Bayesian contexts as well; see GT].
One obvious question is how long the Markov chain must be run \until it converges". In most actual implementations of Gibbs sampling, this question is answered heuristically, as in \Let's run it 1000 times" (see, e.g., BYM], p. 6). This may be risky since Gibbs sampling sometimes converges very slowly; see for example M]. Now, it may be possible to use convergence diagnostics to check if the distribution after (say) 1000 steps is indeed close to the distribution to which the chain appears to converge; see G], Rob]. On the other hand, see GR] for warnings about possible problems. In any case, it would be comforting to have theoretical results regarding how many iterations are required before the chain has in fact converged.
There has been limited analysis of this question to date (though it can be expected that there will be more in the future). In SC] and LWK], general theorems about the functional form of the convergence are obtained, and it is shown that the convergence will often be geometric. However, no quantitative results regarding the convergence rate are given. (Perhaps this point should be stressed: It is one thing to say the variation distance to the true posterior distribution after k steps will be less than A k for some < 1 and A > 0. It is quite another to give some idea of how much less than 1 this will be, and how large A is, or equivalently to give a quantitative estimate of how large k should be to make the variation distance less than some .) In SC] several simple models are analyzed exactly, facilitating convergence results for these cases. In R1], quantitative convergence rates are obtained for Data Augmentation for a two-step hierarchical model involving Bernoulli random variables. Also, see AKP] for an interesting analysis of a related \discretization" algorithm.
In this paper we analyze the convergence rate of the variance component models as described in GS], Section 3.4, and de ned herein in Section 3. (See also BT] and GHRS].) Brie y, this model involves an overall location parameter , and K di erent parameters 1 ; : : : ; K which are normally distributed around . For each i there are J di erent observations Y i1 ; : : : ; Y iJ , normally distributed around i . The point of view is that , the i , and the two variances involved are all unknown and are to be estimated. We focus our attention on the case when K and J are both fairly large. This is a model in which Gibbs sampling may be very useful. Thus, it would appear to be particularly important to know how long to run the Gibbs sampler Markov chain until it converges to the desired posterior distribution. Speci cally, one can ask how many iterations must be run until the variation distance between the law of the Markov chain and the true posterior is appropriately small. This paper provides the following answer (Theorem 1). If we consider a model with K di erent location parameters, and with J observed data for each parameter, then the variation distance in question after k iterations of the Gibbs sampler is less than 1:1 e ?Bk=(1+ log K log J ) plus a small correction term, provided K and J are not too small. Here B is a positive number independent of J, K, and k, though it depends on the priors and on the nature of the data being studied. To the extent that one is willing to ignore the correction term, the result is in some sense sharp up to constants; see the remarks following the statement of the theorem.
Theorem 1 therefore shows that the Gibbs sampler will converge relatively quickly for the variance component models case, even for fairly large J and K. This is an encouraging result, and runs contrary to the warning in GS] (p. 401) that Gibbs sampling tends to converge fairly slowly with many parameters. A partial explanation is that in variance component models as we shall study them, the K location parameters all act as a unit. In particular, conditional on the values of the other three parameters, the K location parameters are all conditionally independent. (We note that it may have been intended in GS] that these K di erent parameters were to be thought of as a single vector parameter, so that their warning is not contradicted.) Thus, while the results herein are encouraging, one should not expect similar results for models with more complicated interdependencies, such as those arising in image processing.
The proof of Theorem 1 employs a coupling argument (Lemma 2) related to the notion of Harris-recurrence (see A], AN], AMN], N]). This lemma is quite general, and reduces the study of convergence rates for Markov chains to the question of how much \overlap" there is between the multi-step transition probabilities starting from di erent points. The lemma produces upper bounds on the variation distance between a Markov chain after k steps and its stationary distribution. This paper is organized as follows. In Section 2 we review the Gibbs sampler algorithm. In Section 3 we de ne the variance component models we shall study, and discuss how Gibbs sampling is applied to them. We also state our main theorem (Theorem 1). In Section 4 we state and prove Lemma 2, the key lemma in the proof of Theorem 1. Finally, in Section 5 we use Lemma 3 (a specialization of Lemma 2), together with some careful computation, to prove Theorem 1. We close with an Appendix that discusses variation distance and coupling. Remarks.
1. The main thrust of this theorem is providing quantitative bounds on the total variation distance (see Appendix) to the stationary distribution after running the Gibbs sampler for k iterations. It thus provides estimates of how long the Gibbs sampler should be run before samples from the Gibbs sampler can be regarded as good approximations to samples from the true posterior. 2. Even for this particular variance components model, there are many factors which a ect the rate of convergence, including the number of parameters K, the amount of data per parameter J, the \spread" of the data as measured by v 1 and v 2 , and the prior distributions as speci ed by a 1 ; b 1 ; a 2 ; b 2 ; 0 , and 2 0 . (Note that from a Bayesian perspective the data and prior are xed throughout, so none of these quantities is a random variable.) Although the results of this paper in principle give rates of convergence in terms of all of these quantities, we have chosen to emphasize how the rate depends speci cally on the values of K and J, with all of the other quantities held xed. We have further concentrated particularly on the case in which K and J are both relatively large. If a di erent dependence is to be emphasized, the same general arguments would apply, but it might be necessary to re-interpret the results somewhat. In particular, in the case of small K and J, it may be necessary to modify the choices of R , etc., in the details of the proof. 3. To the extent that one is willing to ignore terms of the form ke ?(const)K (which are very small if K is large and k is moderate), part (a) of the theorem gives a very pleasing answer. It states that O(1 + log K log J ) iterations are required (provided J is not too small) to make the variation distance small. (In other words, if k is large compared to 1 + log K log J , then the variation distance is small.) In particular, if log K log J remains xed, the number of iterations required does not grow with J and K. This may be somewhat surprising, since as J increases the posterior becomes more peaked, and as K increases the posterior becomes more complicated.
4. The quantity O(1 + log K log J ) of the previous remark is in some sense the best possible. Speci cally, it is seen (see the remark on lower bounds at the end of the paper) that if k is very small compared to 1 + log K log J , then the Gibbs sampler cannot possibly have converged. Thus, to the extent that one ignores the ke ?(const)K term, the quantity O(1 + log K log J ) is \correct", so that the result of part (a) is \sharp up to constants". 5. Despite the previous remarks, the fact remains that the second term in the bound in part (a) of the theorem, of the form ke ?(const)K , is not going to 0 as a function of k (in fact it's going to in nity!). This unfortunate situation arises because of the di culty in controlling the (rare) occurrences when the Gibbs sampler escapes from the set R de ned below. The problem is remedied in part (b) of the theorem, which is proved by the unusual method of allowing the set R to grow as a function of k! The bound in part (b) ensures that the variation distance does indeed go to 0 as a function of k. As a penalty, however, part (b) gives too slow a rate of convergence; if K J, we need k to be large compared to (K 6 =J 2 ) 2 for the variation distance to be small. We take the point of view that part (a) of Theorem 1 shows that the variation distance gets fairly small when k is of order 1 + log K log J , while part (b) shows that for even larger k the variation distance does indeed go to 0. (Furthermore, the bound in part (b) goes to 0 at a super-polynomial but sub-exponential rate. Thus, it does not quite establish that this Gibbs sampler is geometrically ergodic.) 6. While the theorem's aim is to provide quantitative bounds on the time to convergence of this Gibbs sampler, it is still stated in terms of the unspeci ed numbers B, B 0 , A 1 , A 2 , and A 3 . However, the proof of the theorem (Section 5) does explain (in a necessarily complicated and multi-step way) how these numbers are computed, and we have tried to indicate this as explicitly as possible. Thus, a researcher with a given data set could compute values for these numbers, and use Theorem 1 to obtain precise upper bounds for how many iterations of the Gibbs sampler will be required. A general formula for these numbers could be given, but unfortunately it would be very awkward and also not optimal, especially for small data sets. We are presently working on getting sharper values of the numbers in these cases. 7. The theorem requires that we use an appropriate starting distribution. Speci cally, the starting distribution should be supported entirely in the set R de ned in Section 5. However, for reasonably large J (which is our emphasis) this is a very large set, so this requirement is not very severe. (For small values of J, however, the set R could even be empty, hence our requirement that J J 0 . For such small J, the proof could be modi ed to produce a bound using an alternative, non-empty set R . Indeed, any bounded subset R could in principle be used, though of course the quantitative bounds would be a ected.) We note that our Theorem applies for any starting distribution supported in R , including a point mass.
The main lemma used to prove Theorem 1 is stated in Section 4, and Theorem 1 is then proved in Section 5.
The Main Lemma.
It is di cult to approach the proof of Theorem 1 directly. This is because both the law of x (k) (the Gibbs sampler after k iterations) and the true posterior distribution are di cult to compute, and so the variation distance between them is also di cult to compute.
Our approach instead will be to use the following lemma. It gives a bound on the variation distance of a Markov chain to its stationary distribution in terms of the amount of \overlap" of the transition probabilities starting from di erent places. The lemma is closely related to the notion of Harris-recurrence; see A], AN], AMN], and N]. A special case of this lemma was described in R1]. We wish to emphasize that the lemma is valid for any Markov chain, and may be useful in situations quite di erent from Gibbs sampling.
We need the following notation. If Q 1 ( ) and Q 2 ( ) are probability measures, and > 0, then we will write Q 1 ( ) Q 2 ( ) to mean that Q 1 (A) Q 2 (A) for all measurable sets A. If Q 1 ( ) and Q 2 ( ) have densities q 1 (x) and q 2 (x) with respect to Lebesgue measure, then this is equivalent to saying that q 1 (x) q 2 (x) for almost all x.
Lemma 2. Let P(x; ) be the transition probabilities for a time-homogeneous Markov chain on a state space X. Suppose that for some measurable subset R X, some probability distribution Q( ) on X, some positive integer k 0 , and some > 0, Proof. The proof shall be by a coupling argument. (For background on coupling, see the Appendix.) We rst note that, replacing P(x; ) by P k 0 (x; ) if necessary, and using the fact that the variation distance to a stationary distribution is (weakly) monotonically decreasing, it su ces to consider the case k 0 = 1.
We let fX t g begin in the distribution 0 , and let fY t g begin in the distribution . We which may be easier to apply in some cases. 3. It is not necessary that the Markov chain under consideration be time-homogeneous; it is easily seen that the proof still goes through, even with the simpli cation of Remark , Chapter 4A). However, in Lemma 2 the probability measure Q( ) is arbitrary, while in the case of Strong Stopping Times Q( ) is required to be a stationary distribution for the chain. This di erence is signi cant since in many cases the stationary distribution is unknown or di cult to work with. Also, the conclusion is slightly weaker: With Strong Stopping Times one can bound the separation distance to stationarity, while with Lemma 2 it is easy to construct counter-examples to show that only the variation distance is so bounded.
We shall actually require Lemma 2 in a slightly more specialized form. For clarity we record it here.
Lemma 3. Let X, P( ; ), and ( ) be as in Lemma 2. Suppose there are measurable subsets R 1 ; R 2 X, some probability distribution Q( ) on X, some positive integer k 0 , and some 1 ; 2 > 0, such that P k 0 (x; R 2 ) 1 for all x 2 R 1 ; and P(x; ) 2 Q( ) for all x 2 R 2 :
Then for any initial distribution 0 ( ) supported entirely in R 1 , the distribution k ( ) of the Markov chain after k steps satis es Proof. This follows immediately from Lemma 2, since the hypotheses imply that P k 0 +1 (x; ) 1 2 Q( ) for all x 2 R 1 :
Remarks.
1. It is useful to think of the set R 2 above as being very small, so that the transition probabilities from R 2 are all pretty much the same (so 2 is reasonably large). Thus, it is most di cult to show that the Markov chain will jump from R 1 to R 2 after k 0 steps with probability 1 . 2. As in Remark 2 following Lemma 2 above, we can simplify Lemma 3 to state that k k ( ) ? ( )k var (1 ? 1 2 ) bk=(k 0 +1)c + a + 2kb 1 ; where b 1 = sup x2R P(x; R C ). We shall use this in Section 5 in the proof of Theorem 1 (a).
The Proof of Theorem 1.
In this section we prove Theorem 1, making use of Lemma 3. Our plan will be as follows. We shall choose an appropriate \small" set R 2 and \large" set R 1 such that beginning in the set R 1 , with large probability (i.e. with probability bounded below independently of J and K) the Markov chain will get to the set R 2 after some k 0 steps, and such that the transition probabilities from R 2 have large overlap (i.e. overlap bounded below independently of J and K). Here k 0 will be O(1 + log K log J ). We will then use Lemma 3 with 1 ; 2 chosen independent of J and K, to conclude that the Markov chain converges in O(k 0 = 1 2 ) = O(1 + log K log J ) steps. We now proceed to make this more precise. Recall the de nitions of Y , v 1 , and v 2 from Section 3. We let R 2 be the subset of X where and 1 ; : : : ; K Combining all of this information, we conclude that if x (k) 2 R 2 , then L(x (k+1) j x (k) ) 2 2 e Q( ), as measures. Furthermore, while 2 2 e may depend on J and K, it is bounded below by (say) 2 > 0 independent of J and K. This completes the proof.
We wish to use this R 2 and Q( ) as in Lemma 3. We shall show that with uniform probability (i.e. with probability bounded below independently of J and K), the Markov chain will get from any starting point in some large set R 1 to the set R 2 , and that this will happen in some k 0 steps, where k 0 will be O(1 + log K log J ). This will allow us to use Lemma 3 to conclude (once we obtain bounds on a and b) that the Markov chain will converge in O(k 0 ) = O(1 + log K log J ) steps. The argument is trickiest when K >> J. In this case, there are problems if 2 gets \stuck" too close to 0. It is worthwhile to keep this case in mind to fully appreciate the di culties involved.
We begin by letting R be the subset of X on which 
the Markov chain will jump into the set R 2 in a single step. Furthermore, the probabilities that (r (k) ; s (k) ; t (k) ) will fail to get geometrically closer to (r ; s ; t ) are summable and uniformly bounded above by something less than 1. Thus, there is uniform probability that (r (k) ; s (k) ; t (k) ) will proceed geometrically to the set R 2 . (A similar argument is presented in greater detail as Lemma 4 of R1].) We conclude that if we set k = d 1 2 log K log J ? log C 3 e + 2, and set 0 = minfP k (x; R 2 ) j x 2 R 1 g ; then 0 can be bounded below independently of J and K. The lemma follows.
Remark. If J O(K), then the proof of Lemma 5 can be simpli ed greatly. Indeed, in that case it su ces to take k = 2, and it is not necessary to consider the iterative argument at all.
We are now in a position to prove Theorem 1, using Lemma 3. We shall make use of some technical lemmas (Lemmas 6, 7, and 8), whose statements and proofs we defer until the end.
For Theorem 1 (a), we use Lemma 3 with R 1 = R , k 0 = k , and 1 = (and with R 2 , 2 , and Q( ) as in Lemma 5). Lemma 6 below shows that (R C ) and sup x2R P(x; R C ) are both bounded by expressions of the form c 1 e ?c 2 k . Theorem 1 (a) then follows directly from Lemmas 3 (with Remark 2 following it), 4, 5, and 6, and a little bit of re-arranging, with B = ? log(1 ? 1 2 ), A 1 = 2c 1 + 1, and A 2 = c 2 . The factor of 1:1 is included simply to avoid reference to the greatest integers less than certain values; the extra 0.1 leeway, together with appropriate choices of the constants, takes care of this.
For Theorem 1 (b), we x a number of iterations k, and let R 1 be the subset of X on which jY ? P i i j k 1=4 . (Note that we are letting the set R 1 depend on the total number of iterations; see the rst remark after Lemma 2 above.) Lemma 7 below then states that if x (0) 2 R 1 , then with probability 1 > 0 independent of J, K, and k, we will have x (k 1 ) 2 R , where k 1 is O(K 3 p k log k). Combining this with Lemma 5, we conclude that with probability that (R C 1 ) and sup Proof. We examine b rst. We again recall equations ( ) from the proof of Lemma 5.
Those equations imply that
Hence, if x (k) 2 R , then we will have E(r (k+1) 
For su ciently large J, this expression will be greater than v 2 =5 (say), which is \safely inside R ". Furthermore, the variance of r (k+1) given x (k) will be O(1=K Furthermore, it is easily seen to fall o at least as fast as (const)e ?(const)Ky or y ?(const)K away from this mode. The conclusion about a now follows from straightforward bounding, and amounts to observing that the ratio of the density for ( ) near its mode and far from its mode (in R ) is su ciently small. Proof. The idea of the proof is that jY ? P i i j may be very large at the beginning, but for \reasonable" values of 2 and 2 e , it will tend to get smaller by a factor O(1=J) at each iteration, so that the Markov chain will approach R rather rapidly. The only problem is that if 2 is \stuck" at a very small value, then special care must be taken. (We repeat again that this is only an issue if K >> J; if not, then 2 returns to \reasonable" values at most iterations.) Set t (n) = P i (n) i as before, and assume that x (0) 2 R 1 . We proceed as follows. On the rst iteration, with uniform probability we will have (1) close to t (0) , and jY ?t (1) j k 1=4 .
After that, referring to equations ( ) from the proof of Lemma 5, we see directly that with uniform probability s (2) will be (const) We conclude from all of this that after k 0 = (const)K p k(log k)=J iterations, with uniform probability the value of jY ? P i i j will have become less than 10 (say). From then on, the equations ( ) imply that the values of s (n) and jY ? P i i j will tend to remain \reasonable". Thus, we would be done except for the lingering problem that 2 may be \stuck" too close to 0.
To handle this problem, we refer again to equations ( ) from the proof of Lemma 5. Direct computation implies that regardless of the values of s (n) and t (n) , we have E(r (n+1) j x (n) ) r (n) for small r (n) (though it's very close!). Thus, if r (n) is small, then r (n+1) ? r (n) has non-negative mean. Also, it is easily seen to have variance at 2 (n+1) . The rest of the expression comes from the way the law of i depends on 2 .) Now, as long as s (n) is bounded independently of J, K, and k, we conclude that this variance is O(J 2 =K 6 ).
Combining these two facts, and writing r (k 0 +n) = (r (k 0 +1) ? r (k 0 ) ) + (r (k 0 +2) ? r (k 0 +1) ) + : : : + (r (k 0 +n) ? r (k 0 +n?1) ) ; we see that r (k 0 +n) ?r (k 0 ) will have non-negative mean, and variance (const)nJ 2 =K 6 p k.
It follows that for n = k 00 = (const)K 6 p k=J 2 , with uniform probability we will have r (k 00 +k 0 ) v 2 =10 (say). Also, with uniform probability s (k 0 +k 00 ) and t (k 0 +k 00 ) will have stayed \reasonable", and we will have x (k 0 +k 00 ) 2 R .
Putting all of this together, the lemma follows with k 1 = k 0 + k 00 .
Lemma 8. Let ( ) be the true posterior, let k be as in Lemma 5, and let k, R 1 and k 1 be as in Lemma 7. Let t = k 1 + k + 1, and let a = (R C 1 ) and b t = inf Proof. The assertion about a follows from a similar argument to that used in Lemma 6, and is omitted. For the assertion about b t , arguing as in Lemma 7 we note that if the Markov chain begins inside R 1 , then the value of jY ? P i i j after t steps will tend to be small. It is straightforward to argue (by considering the tails of the normal distribution) that the probability that it will be greater than k 1=4 will be c 3 e ?c 4 p k for appropriate c 3 ; c 4 > 0 independent of J, K, and k.
(1) On Lower Bounds. Theorem 1 provides only upper bounds on how many iterations are required for the Gibbs sampler Markov chain to converge. But the upper bound of O(1 + log K log J ), gotten from part (a) of Theorem 1 by ignoring the (small) second term, is easily seen to be \sharp up to constants". That is, if the number of iterations done is small compared to 1 + log K log J , then the distance to stationarity will be close to 1, for all su ciently large K and J. Indeed, if J O(K), then O(1+ log K log J ) = O(1). But we obviously need at least one iteration, so this rate is clearly correct up to a constant! Also, for K >> J, O(1+ log K log J ) = O( log K log J ), and we claim the quantity O( log K log J ) is also necessary to get close to stationarity. Indeed, if we do a number of iterations which is small compared to log K log J , then arguing as in Lemma 5, we see that the probability will be quite small that we will be within 1= p K of the xed point (r ; s ; t ) (unless we started exactly there!). But it is also easily seen (arguing as in Lemma 6) that ( ) has most of its mass in this range. Thus, we conclude: the variation distance to ( ) 25 will be quite close to 1 if the number of iterations done is small compared to log K log J . (2) In principle, Lemma 2 can be used to get rates of convergence for any Markov chain.
The computations, of course, will vary from chain to chain. But the idea of Lemma 3, in which with large probability the Markov chain will go to a certain small \good" set R 2 within a certain number of iterations k 0 , would appear to be quite applicable to Gibbs sampling situations in which there is lots of data. In such situations, the data will \swamp" the conditional distributions, and they will tend to pile up on certain particular values (roughly corresponding to the mode of the posterior). Choosing Q( ) appropriately should allow Lemma 3 to give good rates of convergence for quite a variety of Gibbs sampler problems.
Appendix. Variation Distance and Coupling.
Lemma 2 above provides a bound on the variation distance between two measures, using the coupling inequality. Coupling is widely used in Markov chain theory (see for example P], or Chapter 4E of D]), but it may be less familiar to Statisticians. For completeness, we review it brie y here. Given probability measures 1 and 2 de ned on the same probability space, the variation distance between them is de ned to be k 1 ? 2 k var sup A j 1 (A) ? 2 (A)j ; where the supremum is taken over all measurable subsets A. This distance gives a good idea of how much the measure 1 di ers from the measure 2 .
Given a Markov chain P( ; ) with stationary distribution ( ), suppose we are able to de ne random variables fX k g and fY k g such that (i) L(X k+1 j X k ) = P(X k ; ) ; This completes the proof.
Coupling thus provides a simple method for bounding the variation distance to stationarity for a Markov chain. The trick then becomes how to de ne the random variables fX k g and fY k g in such a way that they are a coupling with a useful coupling time T.
Lemma 2 explains how to do this under the additional hypothesis that P k 0 (x; ) Q( ) for all x 2 R.
