Community structure is one of the most important topological properties of complex networks, which can help us to understand the functions and guide the development of networks. In this article, a community detection algorithm is proposed based on local similarity and hierarchical clustering. Local similarity is used to measure link similarities instead of node similarities in order to form a similarity metric. Hierarchical clustering is used to gather all the links to form a hierarchical tree, and then cut the tree with the optimization value of modularity to get the community structure. Experiments on real-world and generated benchmark networks show the significant performance of the algorithm both in accuracy and efficiency.
of overlapping communities include clique based algorithms, line graph and link partition, local expansion and optimization, fuzzy detection, frequent pattern mining [2] [3] [4] [5] and so on.
The network is usually described as a graph. The entities of networks and their relationships are viewed as nodes and links. Current research often pays too much attention to nodes while ignoring the link information. Most algorithms take an adjacent matrix of nodes as handled objects, but they rarely handle links. Recently, some researchers begin to realize the advantages of constructing and analyzing link graphs. For example, non-overlapping links between communities correspond to overlapping nodes. Link graphs also have many excellent properties through which we can recognize the network in rather different aspects, and they are suitable to community detection. What about the link community detection method's performance in practice? To answer this, we study the network of communities. In real-world networks, a link is more likely to have a unique identity function, while a node usually has multiple functions, so the link communities might be more intuitive and informative than node ones in practice. There are two aspects of link communities that may make them a more practical solution. Firstly, a link usually carries a unique identity. For example, it typically represents a unique relationship between a pair of nodes that the link connects. In contrast, a node may have multiple identities. For example, an individual in a social network may belong to multiple communities, such as families, friends and colleagues. However the link between two individuals typically exists for a particular reason: for instance a family tie, friendship or professional relationship. Secondly, the links connected to a node may carry distinct identities and thus belong to different link communities; consequently, the node can be naturally assigned to multiple communities of nodes when link communities can be identified. Accordingly, overlapping communities of nodes, which form another active research topic of their own, can be detected as a byproduct of link communities. A number of approaches to identify link communities have been proposed. Evans and Lambiotte [6] propose the link division algorithm, which maps the network into a weighted line graph and detects communities by random walking. Ahn et al. [7] reveal the ubiquity of link communities in real world networks, propose a hierarchical clustering algorithm based on link similarity, and give a partition density function to get the optimal result. Kim and Jeong [8] extend the map equation method to the line graphs, which encodes the path of the random walk on the link network under the Minimum Description Length principle. Ball et al. [9] propose a principled statistical approach using generative network models and implement it in a closed-form expectation-maximization algorithm. He et al. [10] consider the relationship between the property of Markov dynamics and community structures, reveal intrinsic partitions of links in a network, and then propose the UELC algorithm. Lu and Nayak [11] proposed a general scheme to define community structures and derive a corresponding detection algorithm, it provoked the researchers to think about a certain general procedure of deriving detection algorithms. Huang et al. [12] propose an extended link similarity method, it considered the link similarity of non-neighbor links to produce a denser transform matrix, and get more sensible and reasonable communities. Wang et al. [13] propose a novel link similarity measure on line graphs, and then propose a novel link community detection algorithm. Yang et al. [14] propose a method DLCH (detecting link communities based on Hadoop), it is an efficient platform for large complex communities, however it has no advantage when the data volume is small due to the mechanism of Hadoop. Despite the previous studies on link community detection, the properties of link communities remain to be fully explored and exploited.
In this paper, we take the links of networks as research objects, and propose a local overlapping community detection algorithm named LLC (Local Link Community detection algorithm). It starts from the adjacency matrix of nodes, makes use of node-link incidence matrix for the transition, and gets the link-link adjacency matrix without any loss. Then the algorithm proposes a local similarity metric to build up the link similarity matrix. By employing the hierarchical clustering algorithm to build a link clustering tree, it designs an effective strategy to cut it with the purpose of getting optimal results. Finally, it converts link communities to node ones and optimizes the result by the threshold of overlap rate. The main contributions of this paper are as follows:
(1)Design a method to destruct node adjacency matrix to link ones without any loss, and then construct a link graph.
(2)Propose a metric of local link similarity to reasonably describe the similarity between links.
(3)Propose an overlapping community detection algorithm called LLC. It can overcome the problem of crisp division of nodes and avoid the excessive overlap of link community detection.
The rest of the paper is organized as follows: Section two describes the concept of link graphs and the method of construction. Section three gives the local similarity metric of links. Section four introduces the algorithm of overlapping detection and the transforming of link communities to node ones with optimization. Section five is the experimental verification and analysis. Finally, there is the summary of the algorithm and discussion of some future works.
II. PRELIMINARIES AND DEFINITIONS
A network is denoted as
| is the number of the links and N = |V (G)| is the number of the nodes. Usually, the relation between links and nodes is L = O(N 2 ) for dense graphs, which is L = O(N ) for sparse graphs.
Definition 1 (Adjacent Matrix for Relationship Between Nodes): Adjacent matrix for node to node of network G is denoted as A, which is a square symmetric matrix with N ×N elements. N is the total number of nodes in graph G. The value of each element in matrix A is 0 or 1,
Definition 2 (Incidence Matrix for Relationship Between Nodes and Links): The incidence matrix for nodes to links of network G is denoted as B, which is an asymmetric matrix with N × L elements. Each element is denoted as B iα , where i denotes a node and α denotes a link. The numbering rule for links is defined as follows: search the non-zero elements with the line priority order from the first non-zero one in the upper triangular of matrix A, and then number the non-zero elements with a natural number to get the link sequence. In the incidence matrix B, if node i is connected with link α, B iα = 1, otherwise B iα = 0. Because the incidence matrix represents relationships between nodes and links, we can deduce the relationship between the degree of each node(k i ) and the connected node number of each link(k α ) as follows.
Definition 3 (Link graph):
The line graph is a network in which each node represents a link of original network, and two nodes are adjacent when their corresponding links share a common endpoint.
The line graph is a graph which takes links as the research object instead of nodes and comes into being according to the common nodes between links. It is denoted as L(G) and satisfies the condition V (L(G)) = E(G). Elements in Line graph L(G) are denoted as l α ,where α = 1, . . . , L. Two elements connect directly in L(G) if and only if they are two links with one common node. Fig.1 shows a network with 9 nodes, and each node is numbered by a natural number sequence. In the research of link community detection, according to the definition above, the node graph can be mapped to link graph, and then we can detect communities. When we take 13 links connecting 9 nodes as the research object, we can get the link graph shown as figure 2 according to the link number rules in definition 2. We can get the adjacent matrix of link to link accordingly for further research.
Definition 4 (Adjacent Matrix for Link to Link): Adjacent matrix for link to link of network G is denoted as E. It is an asymmetric matrix with L × L elements. L is the number of links. Each element is denoted as E αβ , where α, β = 1, . . . , L. E αβ = 1 when two links share a common node in graph G, otherwise E αβ = 0.
According to the definition above, we can get the mapping relationship among node-node adjacent matrix, node-link incidence matrix and link-link adjacent matrix as following.
Definition 5 (Link Community): Unlike traditional community detection algorithm which takes nodes as research object, we focus on links to detect the community. Instead of assuming that a community is a set of nodes densely connected to one another, we consider a community as a set of closely interrelated links, which is called a link community. The object of link mining is to find a proper division of links.
Definition 6 (Overlapping Community): Overlapping community is a community whose parts of nodes belong to several communities at the same time. In this model two communities share some common nodes in one network. Overlap rate of community determines the number of links between communities. If there are two or more links connected with the same node and these links belong to different link communities respectively, the node is called an overlapping node.
III. LOCAL SIMILARITY MEASURE OF LINK COMMUNITY
Similarity is commonly used in community detection, which refers to the connection strength between objects. A common method is to measure the structural equivalence represented with Jaccard index and Cosine similarity usually.
At present, most of the algorithms are carried out by measuring similarities between nodes while we carry out the research on links. Each element in a link graph corresponds to an edge in a node graph. Generally, if there are the same or similar nodes associated with two edges of the network, these two edges are taken as similar. Basing on this idea, we define extended adjacent nodes and extended adjacent links firstly and then put forward the measurement of link similarity.
Definition 7 (Extended Adjacent Nodes): Adjacent nodes of v i are denoted as N (v i ). They consist of nodes connected with v i through at least one link, that is, N (v i ) = {v j |A ij = 1}. Extended adjacent nodes of v i are denoted as N + (v i ). They consist of v i and its adjacent nodes, that is N + (v i ) = N (v i )∪{v i }. For example, extended adjacent nodes of v i in fig.1 
Definition 8 (Extended Adjacent Links): In link graph L(G), adjacent links of l α are denoted as N (l α ) which consists of links having at least one common node with l α except itself, that is N (l α ) = {l β |E αβ = 1}. Extended adjacent links of l α are denoted as N + (l α ), and it consists of l α and its adjacent links. For example, extended adjacent links of l α in fig.2 are {l 1 , l 2 , l 3 , l 4 , l 5 }.
According to the definition of extended adjacent links, we know that the interaction of neighbors and its distribution of the degree reflect the closeness between the edges. We extend the cosine similarity and introduce parameter σ to control discrimination of similarity, and then the similarities between links can be defined as
The degree of each node is integer and greater than zero. In order to limit the similarity within (0,1), the parameter should be limited within (1, 2) according to the mathematical properties of power function. The similarity will be above 1 when σ <1. But the similarity will not have a better discriminating validity when σ >2. We will discuss the impact of the value of σ on similarity results in detail in the experiment section.
In order to describe the local similarity measurement standard clearly, we take the Karate club network. [15] as an example. The Karate network is one of the most popular benchmark test network in community detection. It consists of 34 nodes and 78 links. We number all the links according to the method described in definition 2 and get the results shown in fig.3 . We take part of the sub graphs as the example. The first one is the 3-clique sub graph consisting of l 38 , l 40 and l 41 . The similarities between each pair of links are (l 38 , l 40 |σ = 1.1) = 0.7896, (l 38 , l 41 |σ = 1.1) = 0.7896, (l 40 , l 41 |σ = 1.1) = 0.3959 respectively. Another 3-clique sub graph consisting of l 63 , l 64 and l 65 have similarities between each pair of links under the same parameter with (l 63 , l 65 |σ = 1.1) = 0.4485, (l 63 , l 66 |σ = 1.1) = 0.4575, (l 65 , l 66 |σ = 1.1) = 0.9390. Comparing above similarities, we know that the similarity between l 63 and l 65 , which are connected by a 3-degree node v 25 , is greater than the similarity between l 40 and l 41 ,which are connected by a 2-degree node v 17 . It can illustrate that the similarity between two links sharing a common node is associated with the degree of the common node. The bigger the degree of the common node, the greater the probability of the connection of these two links by another path and the lower the probability of generating a structure hole in a network. That is to say, nodes with higher degrees contribute more to the similarity of links, which locates them as common nodes.
Calculating the link similarity with equation (4) avoids the problem of higher similarity on the non-adjacent link. The link similarity matrix of the Karate network with parameter σ = 1.1 is shown in fig.4 . Blue color indicates that the similarity is 1 while red indicates 0. The color transition from red to blue indicates the similarity between 0 and 1. The closer to blue, the larger the similarity, vice versa.
IV. THE OVERLAPPING COMMUNITY DETECTION ALGORITHM LLC BASED ON LINK HIERARCHICAL CLUSTERING A. LINK HIERARCHICAL CLUSTERING
The hierarchical clustering algorithm is also known as the tree clustering algorithm. It is a classical community detection technology. In the network composed of nodes and links, we can find out some object sets with higher mutual connection intensity by measuring the connection strength of research objects, which are communities in the network.
There are two parameters to be set in the hierarchical clustering algorithms. One is the measurement mode of the distance between objects. Another is the connection mode between classes. We take the equation (4) discussed above as the similarity matrix and the Ward connection method as VOLUME 7, 2019 the connection rule to measure the connection strength in our algorithm. The steps in detail as follows:
1) Initialize. Set each sample as an independent community.
2) Search the two communities with the nearest distance. Select the top two biggest values in the similarity matrix, until only one community left.
3) Merge. Merge the nearest two communities by the Ward method into a new one and update the similarity matrix at the same time.
4) If all the communities have been merged into one, the algorithm terminates. Otherwise, return to step 2. Fig.5 shows the process of generate a clustering tree.
During the clustering process, a partition sequence comes into being. The clustering tree shown in fig.6 is the clustering tree of the Karate network formed by the above process. In the graph, leaves of the tree denote links of the network, which total 78. Merge the links with the bigger similarity in turn and update the similarity matrix. All links merge into one community after 77 merging operations. In order to compress the description height of the whole clustering tree and describe the clustering process clearly, we mark the operation sequence number in the brackets each time.
According to reference. [7] , modularity is extended into the link communities and we obtain the link-modularity shown as equation (5) . Therefore, we take it as evaluation criteria to divide the clustering tree.
where W = αβ L αβ . When G is unweighted and undirected, we can get
Aiming at the Karate network, we can get the modularity of each layer by measuring the link modularity. The modularity reaches its maximum value 0.6183 in the partition before the 75 th merging operation and the network has been divided into four link communities. Because the different Algorithm 1 Hierarchical Clustering Tree Generation Algorithm Input: Network G = (V , E), link-link adjacency matrix E αβ , similarity discrimination parameter σ Output:
Hierarchical clustering tree. Each level corresponds to one kind of partition. 1) Initialize:
3) Calculate similarities between links according to formula (4) to get the similarity matrix S. 4) Do 5) Search for the maximum value in the lower triangular of the matrix of S, MaxS=S αβ ; //update similarity matrix S 6) For k = 1:
features between the link community and the node community may cause the containing situation among communities, we should optimize the clustering results. We will discuss the problem in the next section.
B. TRANSFORM FROM LINK PATTERN TO NODE PATTERN COMMUNITIES AND ITS OPTIMIZATION
The main difference between community structures based on links and nodes are shown as follows:
(1) Non-overlapping link communities correspond to overlapping communities.
For example, nodes stand for persons and links stand for connections between entities in social network. One node can belong to several different communities such as the home, classmates and colleagues etc. But one link is set up based on a special social relationship; therefore, non-overlapping link communities correspond to overlapping node communities. In extreme cases, the degree of a node is k i and all the k i links passing the node belong to different communities. The overlapping degree of the node reaches its maximum.
(2) Link community may lead to redundant communities with excessive overlapping nodes.
For example, taking the sub-graph of fig.2 shown in fig.7 and having the hierarchical clustering according to the links, we can get two link-link communities of {l 1 , l 2 , l 4 } and {l 3 , l 5 , l 6 }. They correspond to nodes communities {v 1 , v 2 , v 3 } and {v 1 , v 2 , v 3 , v 4 } respectively. That is to say, there are complete containment relationships of node communities in the completely independent link communities. Therefore, the overlap rate of nodes should be controlled within a reasonable range and node communities exceeding the threshold limit should be merged. Otherwise, there will be excessive overlapping nodes so that redundant communities come into being.
(3) In terms of node detection method, links can belong to none of any community, but it is not the same as nodes, one node should belong to at least one community.
For the same network, we can study the topology structure from the perspective of the nodes and from the perspective of the links also. When viewed from the perspective of the nodes, each node must be distributed into one or multiple communities, and sometimes some links might not belong to any community. In this situation, some weak ties between nodes are lost and some strong ties still remain inside the community. When viewed and analyzed from a link perspective, each link must belong to a community, and each node belongs to one or more communities, indicated by how many links the node connected with. Therefore, by studying the link communities, an overlapping node community structure can be obtained naturally.
As we can see from fig.2 , link l 9 is always be treated as an individual community in the link-link community detection and then the nodes connected by link l 9 , v 4 and v 7 are divided into one community. Indeed there are more reasonable communities to contain v 4 and v 7 and they should not be divided separately. Therefore, the single link community can be ignored.
In our link analysis-based method, the LLC algorithm was proposed to overcome the drawbacks of hard division within a node scheme. The hard division algorithms force a node into one community only, which fails to accommodate multiple relationships and functions that communities may have. This means the LLC algorithm has the potential to improve actions of both sparse and complex networks. Of course, the link community method has its own problems. The most significant problem is the excessive overlap. That is to say, sometimes links between completely independent communities overlap so much that they appear indistinct from a larger, but separate community. Therefore, it is necessary to control the overlap ratio of nodes within a reasonable range, and consolidate node communities that exceed a certain threshold limit.
Based on the analysis above, the detection results of an overlapping community obtained by converting the link community to the node community are not necessarily optimal globally and should be optimized. We optimize the node communities by setting the overlap rate, which denotes the overlap rate of nodes in two node communities and has several calculation methods. Comparing through several experiments, we choose the method that calculates the ratio of the number of nodes in the intersection of communities and the smaller community to get the overlap rate as follows:
The main purpose of the overlap rate we use here is to judge whether two communities should be merged or not. Therefore, this overlap rate is not a degree of overlap between two sets in the traditional sense. The overlap rate reveals the proportion of overlapping parts on small sets. The small set will be merged into the larger one when the proportion exceeds the specific threshold. The threshold of the overlap rate should be set according to different structures of networks and the requirement of the community detection is in progress. We will discuss it in detail in the experiment section.
The main steps of transforming the link community to the node community and its optimization are as follows.
(1) Transform the link community to the cover of nodes according to the correspondence between the link community and the original graph. (2) Calculate EQ of the current overlapping community structure by formula (5). (3) Calculate the overlap rate between communities, and merge the communities whose overlap rates exceed the threshold set before into one community. (4) If all the overlap rates of communities are below the threshold set before, that is, there are no communities to be merged, then the algorithm is terminated; otherwise, return to step (2). (5) Output the communities with maximum EQ.
The time consuming of our algorithm constitutes mainly of four parts, mapping the node-node adjacency matrix to the link-link adjacency matrix, calculating the local similarity of the link graph, getting the clustering tree by the hierarchical clustering and transforming the link community to the node community and its optimization.
Because both of the real networks and BA scale-free networks have the similar long tail phenomenon, the growth of the number of edges performs a linear relationship with the growth of the number of nodes and the growth rate of links is about ten times to that of nodes. So the community detection algorithm based on the link-link graph needs to add a special space to save the link adjacency matrix. It is the number of links in the network that decide the complexity of the mapping steps from node-node graphs to link-link graphs and the transforming steps from the link-link community to the nodenode community. The complexity is O(l). The calculation of similarity adopts the local method whose time complexity is far lower than O(l). Getting the clustering tree with the hierarchical clustering algorithm related to the matrix cycle, the complexity is O(l 2 ) . This is the main time costs of our algorithm. Because most networks in the real world are sparse ones, we can regard the complexity as O(n 2 ) according to the relationship between nodes and links in the sparse network.
V. NUMERICAL EXPERIMENTS
In this section, we analyze the parameter proposed in the algorithm in detail to test our algorithm in both real-world and synthetic networks, and compare the algorithm with classical algorithms. All experiment are carried out on a Intel(R) Pentium(R) with 3.0GHz CPU and 4.0GB main memory,160GB hard disk, Microsoft Windows 7 operating system.
A. EXPERIMENT DATASETS 1) REAL WORLD NETWORK DATASETS
In order to evaluate the performance of our algorithm, we test it on the real world network datasets listed in table 1. 2) SYNTHETIC NETWORK DATASETS LFR Benchmark. [19] is the most popular synthetic network in the research area of community detection at present. It has two aspects of advantages. Firstly, it simulates the scale-free nature between the degree distribution of nodes and the community size in the real world network. Secondly, it has the known community structure, and there are overlapping and level effects in these communities. So it is suitable for testing community detection algorithms. LFR Benchmark is defined as
The parameters are shown as follows. N is the number of nodes. d and dmax are the average degree and maximum degree of nodes, respectively. γ and b are parameters of the degree of nodes and the community scale.cmin and cmax are the minimum and maximum sizes of communities, respteively. on denotes the total of overlapping nodes, and om denotes the communities of each overlap nodes connected. µ is a mixing parameter, which is defined as the fraction of all edges going from a node that connect it to other communities. With the increasing of µ, it becomes more difficult to detect all predefined communities correctly. The type of networks will be different with different parameter settings. We will configure it in the specific experiments.
B. VALIDATION METRICS
In order to evaluate the community detection effect of the algorithm on different datasets, we adopt five frequently used community detection metrics to test and analyze the algorithm roundly. They are extended modularity EQ, partition density PD, Infomap based on information theory, average conductance AC and overlapping modularity Qov. Furthermore, we adopt normalized mutual information (NMI) to evaluate the algorithms on synthetic networks.
1) EQ(EXTENDED MODULARITY)
Extended modularity is proposed by Shen et. al. [20] , which is based on modularity Q of Newman-Girvan. It takes the overlapping degree of nodes into account, deducing the contribution of overlapping nodes between communities to the modularity, and promoting the contribution of internal nodes to the modularity. So EQ can measure the compactness degree of the relation between nodes inside a community and outside more reasonably. EQ is defined as:
where m denote the number of links in the networks, C i denotes the i th community, O v denotes the number of communities of which v belongs to, k v denotes the degree of v. It is expected that better community partitions lead to larger EQ values.
2) PD (PARTITION DENSITY)
Partition Density is a metric of estimating community detection algorithms based on link community. It structures link graphs from the networks with n nodes and m links and gets a tree according to hierarchical clustering. There are totally c communities in the C layer of the tree, they are {p 1 , . . . , p c }. There are m c links and n c nodes in the p c th layer totally. The partition density of the division of p c is called D c described as equation (8), and then the partition density D of all communities are deduced as equation (9).
D reaches the maximum when all the communities are cliques. It is 0 when all the communities are tree structure, and if all graph is not connected, D will below zero. So the bigger D values the better community structure.
3) INFOMAP BASED ON INFORMATION THEORY
Kim et al. [8] extended the map equation method to the line graph. It is originally developed for node communities. It encodes the path of the random walk on the link network under the MDL principle, and proposes a metric to evaluate link communities. The metric is described as:
4) AC(AVERAGE CONDUCTANCE)
AC is used by Leskovec et al. [21] . It represents the average conductivity of all communities in a cover, and described as:
where K denotes the total of communities, C i denotes the ith community, φ(S) denotes the conductivity of community S. In essence, it is the ratio of the number of links inside the community and outside the community. φ(S) = cs 2ms+cs , where ms denotes links inside the community of S, and cs denotes links outside the community S, that is ms=
So the lower the AC value the better the community structure performs.
5) QOV(OVERLAP MODULARITY)
Qov is a variant of the modularity metric commonly used. It is defined for overlapping and directed networks by Nicosia et al. [22] . It is described as
where β l(i,j),c denotes the belonging coefficient of link l which connected node i and j, it is defined as
, f (x) = 2 px-p, p ∈ R, we take p = 3 in our experiment.
, other parameters are set the same as standard modularity. Aiming at undirected networks, we simplify it as follows
C. SELECTION OF PARAMETER σ
We discuss the affection of parameter σ to the similarity in this section. In the adjacency matrix of 78 links of the Karate network, we get 527 pairs of links whose similarities are not zero calculated by equation (4) . In range of σ >1, we calculate the similarity with σ =(1.1,1.3,1.5,1.7,1.9) respectively and get fig.8 by organizing the similarity ascending. Because the first derivative of the function curve denotes the similarity increment between ordered adjacent links, the ability of the metric to measure the difference between links is poor when the first derivative of the curve approaches zero. On the contrary, the larger the first derivative, the more effective of the metric. As indicated by fig.8, the equation (4) can measure the similarity correctly no matter what σ is in the front of 200 groups of links, but the state changed significantly after the 200 groups of links, the similarity curve remains increasing only when σ =1.1. The curves are close to stable sharply with the increase of σ , that is, it is not fit for the discrimination of link similarity. So the proper value of σ is 1.1.
In order to verify the overall effective value range of the parameter σ , we select parts of links from the Karate networks which are shown in fig.3 to analyze the local similarity. We select five groups: group1:(l 74 , l 75 ), group2: (l 3 , l 35 ), group3:(l 37 , l 39 ), group4:(l 43 , l 78 ), group5: (l 58 , l 59 ). The effectiveness interval of σ lines in (1,2) as described in section two. So we calculate the similarity of the five groups in the interval of σ ∈(1,2), and get the similarity curve shown in fig.9 . It shows that the similarities change significantly when σ ≤1.5 and the similarity curves tend to stable when σ >1.5. It verifies that the optimal value of parameter σ lies in (1∼1.5).
In order to illustrate the effect of parameter σ to similarity clearly, we take three sections from the range of σ , (1∼1.25), (1.4∼1.55) and (1.7∼1.85), and calculate the similarity respectively. Firstly, we arrange the 527 groups of link similarities with non-zero by ascending order. Secondly, we calculate the difference between two neighbors and then divide each 30 values into one group and take the maximum within the group to draw a gradient polyline. The result is shown in fig.10 .
We select red, blue and green to represent the intervals above. It can be seen from the figure that the similarity discrimination performance significantly only on red polyline after the 150th links and the similarity discrimination on blue and green tend to zero, that is to say, the metric cannot distinguish link similarity well. Analyzing the figure in another aspect, the similarity difference is relatively stable on the whole within the range indicated by the red polyline, while the blue polyline is too sensitive on the links whose difference is small. The blue polyline reaches the maximum 0.09 at the 100 th group of ordered links, and then quickly becomes stable. Therefore, it cannot distinguish the similarity smoothly and the function does not have a good similarity measure capacity. Through the experiment above, we validate fully the similarity function with optimal discrimination when σ lies in the interval (1∼1.5). Experiments discussed above are based on the Karate network thanks to its moderate size. It is suitable for the analysis of the algorithm performance and discusses the choice of parameters. But it is just a special case, without loss of generality, we construct synthetic benchmark network to validate the impact of σ to the similarity discrimination on different network size. Five groups of LFR benchmark networks will be generated in the experiment. All the networks share parameters of d = 10, dmax = 50, γ = −2, b = −1, om = 4, and other parameters are listed in table 2.
We generate five groups of datasets to each group of parameter setting to calculate the similarity. And carry out 200 times of experiments on each group of dataset with the parameter σ varying from 1 to 2 with an interval of 0.01. Ascending the similarity, and select the larger part of 1/3 to analyze the difference between two adjacent. Keep a record of the σ value when maximum similarity distinction obtained, record the times that the σ value falls in interval of (1∼1.25], (1.25∼1.5] and (1.5∼2) and get the statistic number shown in table 3. Learn from the statistic results, the times of maximum similarity distinction falling in (1∼1.25] obtains an absolute advantage. It verifies that the value of σ has nothing to do with the network scale. The effective value range lines in (1∼1.5) and it is the best when 1< σ <1.25.
D. SELECTION OF OVERLAP RATE PARAMETER
As described in section IV part B, the link communities gained by the algorithm proposed here need to be optimized when they are converted to node communities according to the overlap rate at first. We discuss how to set the overlap rate threshold in this section.
Take the network shown in fig.3 as an example. Firstly, select three discrete values from the range in which the parameter σ has its best interval, such as 1.05, 1.2 and 1.5, and use hierarchical clustering algorithm to get the link clustering tree. Secondly, employ the five evaluation criteria described in section V part B to cut the clustering tree respectively with the purpose of getting the most optimal link community structure. Then, transform link communities to node ones under the constraint of overlap rate varying within the continuous interval of (0.2∼1). Lastly, we evaluate the node community structure. The result is shown in fig.11 , where abscissa indicates the overlap rate and the ordinate represents the value of the evaluation criteria.
The top five sub-graphs show the results that measured by five kinds of metric, which is described in section V part B. In each evaluation criterion, the varying of parameter σ will not cause any change to the evaluation value when O v falls in the interval from 0.2 to 0.7 and get the relatively stable and best value when O v = 0.6. The last sub-graph shows that the number of communities is two when O v is around 0.6, then the community is in line with the results of the actual values. If the overlap rate is too high, the community is too fragmented. Conversely, if the overlap rate is too low, the communities owning a very small number of overlapping nodes will be merged, and even all the nodes will be merged into a whole community. Therefore, the overlap rate is around 0.6 when the results reach the optimum.
E. COMMUNITY DETECTION RESULTS ANALYSIS ON LFR BENCHMARK
To test the performance of the LLC algorithm on LFR benchmark, we select four typical algorithms to have a comparison analysis, including Link [7] , LFM [23] , Similarity [24] and COPRA [25] . As the real community structure of LFR benchmark network is known, we can use the normalized mutual information NMI (Normalized Mutual Information). [26] to evaluate the quality of each community detection algorithm. NMI is defined as
where N ij refers to the number of the nodes existing in both community i and j, N i. is the sum of the i th row, N .j is the sum of the j th column. NMI is between 0 and 1. If community i is exactly the same as j, which means all nodes are grouped correctly, NMI is 1.
We select the first four groups of artificial data in Table 2 to have a comparative analysis on the performance of LLC with other algorithms. The result is shown in fig.12 . NMI follows downward trend on each dataset because community boundaries become blurred with the increase of the mixing parameters and the nodes will have more outside linking between the communities so that the value of NMI decreases. Analyzing from the decay rate of NMI, LLC is below other algorithms and exhibits certain advantages. COPRA algorithm performs oscillation for its randomness. Link algorithm performs less than LLC due to its lack of consideration of the inclusion relation between the communities.
LFM algorithm performs significant when there are few links between communities, but the result gets poor when the network structure becomes blurred; Similarity algorithm is designed for non-overlapping communities so it leads to low quality of overlapping community detection.
F. ANALYSIS OF COMMUNITY DETECTION RESULTS ON REAL WORLD NETWORKS
The true significance of community detection lies in the awareness of structures of real world networks. As real networks may have different topological properties from the synthetic ones, we consider several real world networks used widely to further evaluate the performance of these algorithms. The community detection of real world networks challenges more than synthetic ones. Because we can't predict their structures, we evaluate them according to each metric of the community detection results returned from them. These networks are listed in Table 1 . We take six algorithms (including SLPA [27] , OSLOM [28] , COPRA [25] , LFM [23] , Similarity [24] and Link [7] ) to compare the performance on different metrics and get the results shown in Table 4 .
In table 4 , the first row lists the name of comparing algorithms, and the first column lists the datasets. The 'Number/Time' in second row represents the number of detected communities and the running time of each algorithm on different datasets respectively, the unit of running time is seconds. To each of the datasets, we can see the performance of the algorithm tested by different metrics in the main body of table 4. For example, we investigate different algorithm on Karate dataset with EQ metric, we can see that the Karate network is divided into three communities and the modularity is 0.4122 at its best by using the Link algorithm comparing to COPRA, SLPA, OSLOM, LFM and Similarity. When test it on our LLC algorithm, the network is divided into two communities with a higher modularity 0.4153. It indicates that the Link algorithm lacks the consideration of the overlap rate, results in redundancy communities that should be merged but not. Because LLC merges some of the communities with the constraint of overlap rate, the number of communities is more in line with the actual situation and the module value is better than other algorithms.
Overall, table 4 shows the better performance of LLC algorithm on the flowing aspects:
1) ACCURACY
Among all of the real world datasets, LLC algorithm can automatically identify the number of communities that exactly matches the actual situation, without preset of the number of communities. The number of community are 2, 12, 4, 3 which correspond to Karate, Football, Dolpins and Polbooks dataset respectively. It shows the accuracy of our algorithm. Some other algorithms which perform better on different metric are at the expense of community identification accuracy. For example, when test on Karate datasets, OSLOM gains the maximum value of 0.8328 on Qov, but the number of the community is not exactly the same as reality. 
2) EFFICIENCY
Comparing all algorithms with respect to running time, our LLC algorithm is the most efficient one, it can process in 0.01 seconds on all datasets. Some other algorithms, such as SLPA reached two times the highest metric value on Dolphins datasets, but it runs slower than LLC.
3) EFFECTIVENESS
The LLC algorithm performs best on metric PD with all the datasets, it gains four times of maximum value totally on all datasets. For one reason, the PD metric is specially designed for link graphs rather than transferred from node to link ones. Additionally, it works through hierarchical clustering tree measurement. Both of the two aspects compatible with our algorithm design, so LLC can perform better than all the other algorithms.
As we know, there is no publicly recognized and universal metrics to measure all the algorithms till now, specific algorithms are often designed and optimized for a certain metric at the beginning of the design process. Therefore, different algorithms will dominate under different metrics. Our LLC algorithm performs best in general.
VI. CONCLUSION
This paper proposes a new community detection algorithm named the LLC. It makes good use of the unique nature of links to detect overlapping node community structures. Firstly, the node adjacency matrix which describes the topological structure is converted to an edge incidence matrix without any loss. Then a similarity metric is proposed based on the local link structure to establish the similarity matrix of links. The metric avoids the problem of high time complexity of global similarity and the biased estimation of the directed links of the traditional local similarity metric. Then a link clustering tree is built through the Ward clustering during the process of updating and iterating the link similarity matrix. Finally, we take effective strategies to get optimal link communities. We have tested the algorithm on four real-world networks and five synthetic networks. These networks vary from small to large, from sparse to dense, and from those with modular structure to those with highly overlapping structure. Table 4 displays the results of this quantitative comparison, showing that the LLC method reveals more about every network's metadata than other tested methods. Additionally, it shows the best results in most individual aspects of the composite performance for all networks, particularly the PD measures. The performance of LLC stands out for the Dolphins and Polbooks networks, which are expected to have pervasively overlapping structure. Because our algorithm is designed for overlap community detection initially, so it performs better on high overlapping rate networks. The networks exhibit dynamic processing with nodes and links constantly being added or deleted. The time complexity of the algorithm puts forward a higher requirement with the expansion of the network size. Therefore, how to design dynamic and efficient community recognition algorithms are issues which we plan to handle in future work.
