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Splitting the discretisation of a partial differential equation by the method of lines
in a semidiscretisation in space and a following integration in time, the coupling
of these schemes has to be considered for fully discrete stability. This article fo-
cuses at first on the extension of adaptive techniques developed by the authors for
semidiscretisations in the correction procedure via reconstruction / flux reconstruc-
tion framework. Additionally, general results about stability of some Runge-Kutta
methods for linear problems are established, followed by numerical examples.
1. Introduction
A common idea in the numerical treatment of time-dependent partial differential equations,
such as conservation laws
∂tu+ ∂xf(u) = 0, (1)
equipped with adequate initial and boundary conditions, is to split the discretisations of space
and time by the method of lines. There, a space discretisation is developed first, resulting in
a system of ordinary differential equations that have to be solved by an appropriate scheme.
Here, Runge-Kutta methods will be considered.
For conservation laws with periodic boundary conditions, L2 stability can often be proven,
and is an adequate concept, especially for linear equations. For nonlinear scalar conservation
laws with convex flux f(u), this concept of entropy stability is similarly successful.
L2 stability of the semidiscretisation means, that an appropriate scalar product of the time
derivative with the solution is non-positive
∂t
1
2
‖u‖2 = 〈u, ∂tu〉 ≤ 0, (2)
resulting in strong stability of the form
∥∥u(t)∥∥2 ≤ ∥∥u(0)∥∥2. In the continuous setting, such
estimates can often be obtained by integration by parts, at least for linear problems. Us-
ing summation-by-parts (SBP) as a discrete analogue, these results can be transferred to the
semidiscrete setting. As references, the review articles of Ferna´ndez, Hicken, and Zingg (2014);
Nordstro¨m and Eliasson (2015); Sva¨rd and Nordstro¨m (2014) and references cited therein can
be used. Originating in finite-difference methods, these concepts have been transferred to nodal
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discontinuous Galerkin methods as described by Gassner (2013). Based on a reformulation of
the correction procedure via reconstruction / flux reconstruction introduced by Huynh (2007), a
framework of high-order semidiscretisations for conservation laws, in this setting of SBP opera-
tors by Ranocha, O¨ffner, and Sonar (2015, 2016), Glaubitz, Ranocha, O¨ffner, and Sonar (2016);
Ranocha, Glaubitz, O¨ffner, and Sonar (2016) investigated fully discrete (strong) stability using
the explicit Euler method as time discretisation.
Looking at strong stability, several results for linear problems have been obtained by Levy and
Tadmor (1998); Tadmor (2002). Recently, Sun and Shu (2016) conducted further investigations
about the classical fourth order Runge-Kutta method.
There are other stability concepts, adapted especially to linear (or linearised) problems, as
described inter alia in the monograph by Gustafsson, Kreiss, and Oliger (2013) and references
cited therein. However, they are not equivalent or can be adapted to nonlinear problems simi-
larly. On the other hand, corresponding results, inter alia of Kreiss and Wu (1993); Wu (1995),
about the extension of semidiscrete stability to the fully discrete scheme are far more developed.
This article is organised as follows. In section 2, general Runge-Kutta time discretisations
will be investigated and the adaptive modal filtering of the authors will be extended to these
schemes. Section 3 focuses on linear problems, providing new results about the strong stability
of some Runge-Kutta methods. Afterwards, some examples will be presented in section 4.
Finally, the results are summed up in section 5. Some calculations of section 3 have been moved
to the appendix A.
2. Runge-Kutta time discretisations and adaptive modal filtering
In this section, a stable semidiscretisation of a scalar conservation law
∂tu+ ∂xf(u) = 0 (3)
in one spatial dimension with adequate initial and periodic boundary conditions will be used
for a fully discrete scheme. Common model equations are linear advection with flux f(u) = u
and Burgers’ equation with nonlinear flux f(u) = u
2
2 .
Semidiscretisations using SBP operators can be derived that are both conservative across
elements and stable in the discrete norm induced by M , the mass matrix associated to the given
SBP operator, as described inter alia by Ranocha, O¨ffner, and Sonar (2015, 2016). These are
obtained by dividing the domain into non-overlapping elements and representing the numerical
solution as a polynomial in each element. If a nodal basis is used, they can be seen as nodal
discontinuous Galerkin (DG) methods.
2.1. Explicit Euler and strong stability preserving methods
The semidiscrete schemes have to be rendered fully discrete by an adequate time integration
method. Ranocha, O¨ffner, and Sonar (2016) observed that a simple explicit Euler method
u 7→ u+ := u+ ∆t ∂tu (4)
is conservative (across elements), but not stable, since∥∥u+∥∥2M = uT+M u+ = uT+M u+ + 2∆t uTM ∂tu+ (∆t)2∂tuT+M ∂tu+
=
∥∥u+∥∥2M + 2∆t 〈u, ∂tu〉M + (∆t)2‖∂tu‖2M , (5)
where the second term can be estimated via the stable semidiscretisation, whereas the last term
of order (∆t)2 is non-negative and may render instabilities. At least, the fully discrete scheme
does not obey the desired estimate of the semidiscrete one.
As a remedy, Ranocha, Glaubitz, O¨ffner, and Sonar (2016) and Glaubitz, Ranocha, O¨ffner,
and Sonar (2016) introduced adaptive artificial viscosity and modal filtering to remove the
undesired increase of the L2 approximating norm induced by M .
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The enforced stability carries over to strong stability preserving (SSP) methods, since these
can be written as a convex combination of explicit Euler steps, see inter alia the monograph of
Gottlieb, Ketcheson, and Shu (2011) and references cited therein. However, since the triangle
inequality is invoked for the resulting estimates, an undesired additional decrease of the norm
may result. Therefore, the adaptive modal filtering should be applied only after a full time step
and not for every stage. Additionally, this renders the computation more efficient.
2.2. Runge-Kutta methods
In this subsection, an explicit Runge-Kutta method with s stages, given by its Butcher tableau
c A
b
(6)
is considered. Here, A ∈ Rs×s and b, c ∈ Rs. Since there is no explicit dependence on the time
in the semidiscretisation, one step from u0 to u+ is given by
ui := u0 + ∆t
s∑
j=1
aij ∂tuj , u+ := u0 + ∆t
s∑
i=1
bi ∂tui. (7)
Here, the ui are the stage values of the Runge-Kutta method. It is also possible to express
the method via the slopes ki = ∂tui, as done inter alia by Hairer, Lubich, and Wanner (2006,
Definition II.1.1).
Using the stage values ui as in (7),∥∥u+∥∥2M −‖u0‖2M (8)
=2∆t
〈
u0,
s∑
i=1
bi ∂tui
〉
M
+ (∆t)2
∥∥∥∥∥∥
s∑
i=1
bi ∂tui
∥∥∥∥∥∥
2
M
(7)
=2∆t
s∑
i=1
bi
〈
ui −∆t
s∑
j=1
aij ∂tuj , ∂tui
〉
M
+ (∆t)2
∥∥∥∥∥∥
s∑
i=1
bi ∂tui
∥∥∥∥∥∥
2
M
=2∆t
s∑
i=1
bi 〈ui, ∂tui〉M + (∆t)2

∥∥∥∥∥∥
s∑
i=1
bi ∂tui
∥∥∥∥∥∥
2
M
− 2
s∑
i,j=1
bi aij
〈
∂tui, ∂tuj
〉
M

=2∆t
s∑
i=1
bi 〈ui, ∂tui〉M + (∆t)2
 s∑
i,j=1
(
bibj − bi aij − bjaji
) 〈
∂tui, ∂tuj
〉
M
 ,
where the symmetry of the scalar product has been used in the last step. Here, the first term on
the right hand side is consistent with
∫ t0+∆t
t0
2 〈u, ∂tu〉, if the Runge-Kutta method is consistent,
i.e.
∑s
i=1 bi = 1. Additionally, it can be estimated via the semidiscretisation.
The second term of order (∆t)2 is undesired. Depending on the method (and the stages, of
course), it may be positive or negative. However, if it is positive, then a stability error may be
introduced. As a special case, if the method fulfils bibj = biaij+bjaji, i, j ∈ {1, . . . , s}, this term
vanishes. These methods can conserve quadratic invariants of ordinary differential equations,
a topic of geometric numerical integration, see Theorem IV.2.2 of Hairer, Lubich, and Wanner
(2006), originally proved by Cooper (1987). A special kind of these methods are the implicit
Gauß methods, see section II.1.3 of Hairer, Lubich, and Wanner (2006).
For an explicit method (aij = 0 for j ≥ i), the undesired term of order (∆t)2 in (8) can be
rewritten as ∥∥∥∥∥∥
s∑
i=1
bi ∂tui
∥∥∥∥∥∥
2
M
− 2
s∑
i=1
i−1∑
j=1
bi aij
〈
∂tui, ∂tuj
〉
M
=
s∑
i=1
b2i ‖∂tui‖2M + 2
s∑
i=1
i−1∑
j=1
bi (bj − aij)
〈
∂tui, ∂tuj
〉
M
.
(9)
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This undesired increase of the norm may be remedied by the application of an adaptive modal
filter F . Similar to Glaubitz, Ranocha, O¨ffner, and Sonar (2016), the adaptive filter strength ε
may be estimated via∥∥∥F u+∥∥∥2
M
!≤ RHS :=‖u0‖2M + 2∆t
s∑
i=1
bi 〈ui, ∂tui〉M
≤ RHS + (∆t)2
 s∑
i,j=1
(
bibj − bi aij − bjaji
) 〈
∂tui, ∂tuj
〉
M
 , (10)
if the term of order (∆t)2 is non-negative. In a modal Legendre basis {ϕi}, the (exact) modal
filter F may be written as
F = diag
(
exp [−ε λsn]pn=0
)
, (11)
where λn = n(n+ 1) ≥ 0. Thus,
p∑
n=0
exp[−2ε λsn]u2+,n ‖ϕn‖2
!≤ RHS. (12)
Here, u+,n are the coefficients of the polynomial u+, expressed in the Legendre basis of polyno-
mials of degree ≤ p. Since
exp[x] ≥ 1 + x, x ∈ R, (13)
the filter strength ε can be estimated by
p∑
n=0
(1− 2ε λsn)u2+,n ‖ϕn‖2 ≤ RHS
⇔
 p∑
n=0
u2+,n ‖ϕn‖2 −RHS
 p∑
n=0
2λsn u
2
+,n ‖ϕn‖2
−1 ≤ ε, (14)
for
∑p
n=0 2λ
s
n u
2
+,n ‖ϕn‖2 > 0. Using
∑p
n=0 u
2
+,n ‖ϕn‖2 ≈
∥∥u+∥∥2M (since ‖·‖M approximates the
exact L2 norm on the left hand side), this results in
ε ≥
∥∥u+∥∥2M −‖u0‖2M − 2∆t s∑
i=1
bi 〈ui, ∂tui〉M
 p∑
n=0
2λsn u˜
2
+,n ‖ϕn‖2
−1 . (15)
This kind of adaptive filtering can be seen as a special case of projection, enforcing the constraint
on the squared norm (a quadratic form) and not violating conservation, i.e. a constraint on the
integral of the solution (a linear form). This is visualised in Figure 1. However, there are various
possibilities to conduct this projection. As noted in section IV.4 of Hairer, Lubich, and Wanner
(2006), projection methods can be useful, but can also destroy good properties. Therefore, they
have to be investigated thoroughly.
As an example, the linear advection equation with constant velocity as in section 4.1 is
simulated in the time interval [0, 4] using 20 000 time steps of the explicit Euler method, the
explicit Euler method with adaptive modal filtering, and the explicit Euler method with a
simple projection, given by a scaling of all the non-constant Legendre modes by the same
factor, resulting in the desired norm inequality and conservation.
If this projection is not really necessary, the results are very similar to the ones of the filtered
Euler method, as can be seen in Figure 2a, where the smooth initial condition
u0(x) = exp(−20x2) (16)
has been evolved and all solutions are visually nearly indistinguishable. However, the non-
smooth initial datum
u0(x) =
{
1, −14 ≤ x ≤ 14 ,
0, otherwise,
(17)
4
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Figure 1: Visualisation of the requirements for projections such as filtering.
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(a) Smooth initial condition (16).
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(b) Discontinuous initial condition (17).
Figure 2: Solutions at t = 4 computed using 20 000 time steps of the unmodified, filtered, and projected
explicit Euler method.
results in Gibbs oscillations and the projection / filter has to be applied a lot more. In this
case, the results of the Euler method using a simple projection obeying the constraints described
above are totally useless, as can be seen in Figure 2b. It may be conjectured that the boundary
values between cells are influenced in such a way that the numerical upwind flux adds further
dissipation.
More numerical results will be presented in section 4.
2.3. Possible optimisation
The (∆t)2 term in (8) can not be estimated via the semidiscrete analysis in general. Therefore,
one may want to optimise an explicit Runge-Kutta method with regard to this error term (9)
err = err(∂tui, A, b) :=
s∑
i=1
b2i ‖∂tui‖2M + 2
s∑
i=1
i−1∑
j=1
bi (bj − aij)
〈
∂tui, ∂tuj
〉
M
. (18)
One possibility is to minimise the error term in the mean, i.e.
min
A,b
∫
B1(0)s
err(∂tui, A, b). (19)
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Here, the time derivatives ∂tui can be seen as iid random variables, distributed uniformly in the
unit ball B1(0). Another possibility is to minimise the maximal error (for ∂tui ∈ R)
min
A,b
max
∂tui∈[−1,1]
err(∂tui, A, b). (20)
A general Runge-Kutta method of second order using two stages is given by the Butcher
tableau
0
a21 a21
b1 b2
(21)
with b1 + b2 = 1 and b2a21 =
1
2 . Using b2 as a free parameter, b1 = 1− b2 and a21 = 12b2 .
The mean value of the error term is given by
∣∣B1(0)2∣∣‖b‖22 and therefore, the optimal value
regarding (19) can be computed via
min
b2
[
(1− b2)2 + b22
]
. (22)
This minimum is attained at b2 =
1
2 and yields the SSPRK(2,2) method given by Gottlieb and
Shu (1998), which is described in section 4.2.
Abbreviating ∂tu1 = x, ∂tu2 = y, the maximal error term is
max
x,y
[
b21x
2 + b22y
2 + 2b2(b1 − a21)xy
]
= max
x,y
[
(1− b2)2x2 + b22y2 + 2 b2
(
1− b2 − 1
2b2
)
︸ ︷︷ ︸
=−(b2− 12)
2− 1
4
xy
]
. (23)
Lengthy calculations yield surprisingly the same optimal value b2 =
1
2 as in the previous case.
This analysis may be a starting point for further optimisation of Runge-Kutta methods. Note
however, that the minimisation of the mean value is equivalent to the minimisation of the `2
norm of b, which has been used as a design criterion for Runge-Kutta methods.
2.4. Linear problems
Using a stable semidiscretisation, a linear problem yields an ordinary differential equation
u˙ = Lu, (24)
where L is a linear operator in a finite-dimensional real Hilbert space. If this operator is coercive,
i.e.
∃η > 0 ∀u : 〈u, Lu〉 ≤ −η‖Lu‖2 , (25)
then the explicit Euler method is clearly stable under the time step restriction ∆t ≤ 2η, as
described inter alia by Levy and Tadmor (1998); Tadmor (2002), since
‖u+ ∆t Lu‖2 −‖u‖2 = 2∆ 〈u, Lu〉+ (∆t)2‖Lu‖2 ≤ (∆t− 2η)∆t‖Lu‖2 . (26)
The adaptive dissipation of Glaubitz, Ranocha, O¨ffner, and Sonar (2016); Ranocha, Glaubitz,
O¨ffner, and Sonar (2016) can be seen as a means to add just enough dissipation to get the
coercivity needed for a stable scheme.
However, since this coercivity is tied to dissipative operators and not fulfilled by stable semidis-
cretisations of transport equations in general, another condition is interesting: semiboundedness.
If the semidiscretisation is stable, L is semibounded, i.e.
∀u : 〈u, Lu〉 ≤ 0. (27)
This property is considered in more detail in section 3.
6
3. Linear ordinary differential equations and explicit Runge-Kutta
methods
In this section, the ordinary linear differential equation
d
dt
u = Lu (28)
in a real Hilbert space is considered. The operator L is assumed to be bounded (i.e. continuous)
and semibounded in the sense
〈u, Lu〉 ≤ 0, ∀u. (29)
In a complex Hilbert space, the corresponding property would be
〈Lu, u〉+ 〈u, Lu〉 ≤ 0, ∀u. (30)
However, only the real case will be considered in the following to simplify the arguments.
Applying a Runge-Kutta method to (28), the solution after one step of size ∆t is given by
the stability polynomial P of the method:
u+ = P (L)u, L := ∆tL. (31)
For an explicit method of order p using s stages, P is a polynomial of degree s and approximates
the exponential function up to order p.
Since the linear operator L is semibounded, the norm of the solution does not increase in
time, since
d
dt
‖u‖2 =
〈
d
dtu, u
〉
+
〈
u, ddtu
〉
= 〈Lu, u〉+ 〈u, Lu〉 ≤ 0. (32)
In the following, this stability estimate will be considered in the discrete case.
3.1. First order method using one stage
The only first order explicit Runge-Kutta method using one stage is the explicit Euler method
with stability polynomial
P (L) = I +L. (33)
Thus, the energy ‖u‖2 after one step is given by
‖u+‖2 −‖u‖2 =
∥∥P (L)u∥∥2 −‖u‖2
=‖Iu‖2 + 2
〈(
P (L)− I)u, Iu〉+∥∥∥(P (L)− I)u∥∥∥2 −‖u‖2
=
〈(
P (L)− I)u, 2u+ (P (L)− I)u〉
=
〈(
P (L)− I)u, (P (L) + I)u〉
=
〈
Lu, (2 I +L)u
〉
= 2 〈u, Lu〉︸ ︷︷ ︸
≤0
+‖Lu‖2︸ ︷︷ ︸
≥0
.
(34)
The first term is non-positive, since L is semibounded for ∆t > 0. However, the second term can
not be controlled by the first one for a general semibounded operator L. For a skew-symmetric
L, the first term vanishes and the second one introduces an erroneous growth of the energy‖u‖2.
For a coercive operator L fulfilling
〈u, Lu〉 ≤ − c
2
‖Lu‖2 , ∀u, (35)
with c > 0, the second term is controlled by the first one if ∆t ≤ c, since L = ∆tL. This
idea has been pursued inter alia by Levy and Tadmor (1998) and extends to strong-stability
preserving methods that can be rewritten as explicit Euler steps, as described inter alia in the
monograph by Gottlieb, Ketcheson, and Shu (2011).
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3.2. Second order methods using two stages
The stability polynomial of a second order Runge-Kutta method using two stages is
P (L) = I +L+
1
2
L2. (36)
An example of this class is the strong-stability preserving method SSPRK(2,2) given by Gottlieb
and Shu (1998). Analogously to the explicit Euler method (34), the energy after one step obeys
‖u+‖2 −‖u‖2 =
〈(
P (L)− I)u, (P (L) + I)u〉
=
〈(
L+
1
2
L2
)
u,
(
2 + L+
1
2
L2
)
u
〉
.
(37)
In order to use the semiboundedness (29) of L, the following procedure will be applied:
Idea 1. In order to estimate the energy after one step, proceed as follows.
1. If there is only one term of lowest order in L on either the left or the right hand side
of the scalar product estimating ‖u+‖2 −‖u‖2, remove this lowest order term using the
semiboundedness of L (29).
2. If the lowest order terms on the left and right hand side are of equal order, estimate the
remaining terms with respect to ‖L‖ = ∆t ‖L‖.
Applying these ideas to (37) yields
‖u+‖2 −‖u‖2 =
〈(
L+
1
2
L2
)
u,
(
2 + L+
1
2
L2
)
u
〉
=
〈(
L+
1
2
L2
)
u, (2 + L)u
〉
+
1
2
〈(
L+
1
2
L2
)
u, L2u
〉
≤1
2
〈(
L+
1
2
L2
)
u, L2u
〉
≤ 1
4
∥∥∥L2u∥∥∥2 .
(38)
Thus, as in the case of a first order method using one stage, Idea 1 does not lead to a viable
stability estimate. This is due to the non-inclusion of an imaginary interval in the stability
region of these methods.
3.3. Third order methods using three stages
The stability polynomial of a third order Runge-Kutta method using three stages is
P (L) = I +L+
1
2
L2 +
1
6
L3. (39)
An example of this class is the strong-stability preserving method SSPRK(3,3) given by Gottlieb
and Shu (1998). Analogously to the explicit Euler method (34), the energy after one step obeys
‖u+‖2 −‖u‖2 =
〈(
P (L)− I)u, (P (L) + I)u〉
=
〈(
L+
1
2
L2 +
1
6
L3
)
u,
(
2 + L+
1
2
L2 +
1
6
L3
)
u
〉
.
(40)
Applying Idea 1 to (40) yields
‖u+‖2 −‖u‖2 =
〈(
L+
1
2
L2 +
1
6
L3
)
u,
(
2 + L+
1
2
L2 +
1
6
L3
)
u
〉
(41)
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=〈(
L+
1
2
L2 +
1
6
L3
)
u,
(
2 + L+
1
3
L2
)
u
〉
+
〈(
L+
1
2
L2 +
1
6
L3
)
u,
(
1
6
L2 +
1
6
L3
)
u
〉
≤1
6
〈(
L+
1
2
L2 +
1
6
L3
)
u,
(
L2 + L3
)
u
〉
=
1
6
〈(L+ L2)u, (L2 + L3)u〉+〈(−1
2
L2 +
1
6
L3
)
u,
(
L2 + L3
)
u
〉
≤ 1
12
〈(
−L2 + 1
3
L3
)
u,
(
L2 + L3
)
u
〉
.
Thus, the first stage of Idea 1 is completed, since the lowest order terms L2u appear in both
arguments of the scalar product. The remaining terms are estimated in the second stage by
‖u+‖2 −‖u‖2 ≤ 1
12
[
1
3
∥∥∥L3u∥∥∥2 − 2
3
〈
L3u, L2u
〉
−
∥∥∥L2u∥∥∥2]
≤ 1
12
[
1
3
∥∥∥L3u∥∥∥2 + 2
3
∥∥∥L3u∥∥∥∥∥∥L2u∥∥∥−∥∥∥L2u∥∥∥2]
≤ 1
12
[
1
3
‖L‖2 + 2
3
‖L‖ − 1
]
︸ ︷︷ ︸
=:p(‖L‖)
∥∥∥L2u∥∥∥2 . (42)
The term in brackets is a polynomial in ‖L‖ with negative constant term. Thus, for sufficiently
small ‖L‖, it is non-positive. Specifically, this term will be non-positive for ∆t ‖L‖ =‖L‖ ≤ 1,
since 1 is the smallest positive root of the polynomial p(x) = (x− 1)
(
1
3x+ 1
)
.
If L is skew-symmetric, this estimate can be sharpened, since
‖u+‖2 −‖u‖2 = 1
12
13∥∥∥L3u∥∥∥2 − 23 〈L3u, L2u〉︸ ︷︷ ︸
=0
−
∥∥∥L2u∥∥∥2

≤ 1
12
[
1
3
‖L‖2 − 1
]∥∥∥L2u∥∥∥2 ,
(43)
and this is non-positive for ∆t ‖L‖ =‖L‖ ≤ √3. These results are summarised in the following
Theorem 1 (Levermore; see Theorem 2 of Tadmor (2002)). The third-order, three stage ex-
plicit Runge-Kutta method applied to the linear ordinary differential equation u˙ = Lu (28) with
semibounded L (29) is strongly stable under the time step restriction
∆t ‖L‖ ≤ 1. (44)
If L is skew-symmetric, the method is strongly stable under the relaxed time step restriction
∆t ‖L‖ ≤
√
3. (45)
3.4. SSPRK(10,4)
The stability polynomial of the strong-stability preserving fourth order Runge-Kutta method
using ten stages SSPRK(10,4) given by Ketcheson (2008) is
P (L) =
L10
251942400
+
L9
4199040
+
L8
155520
+
L7
9720
+
7L6
6480
+
17L5
2160
+
L4
24
+
L3
6
+
L2
2
+L+ I . (46)
Analogously to the proceeding case, the energy after one step obeys
63474972917760000
(
‖u+‖2 −‖u‖2
)
(47)
9
≤− 6312668774400
∥∥∥L4u∥∥∥2 − 398320934400∥∥∥L5u∥∥∥2 − 4555958400∥∥∥L6u∥∥∥2
+
[
− 19591041024000 + 22529697177600‖L‖+ 6312668774400‖L‖2
+ 4406472576000‖L‖3 + 631115712000‖L‖4 + 161621049600‖L‖5
+ 11089664640‖L‖6 + 493698240‖L‖7 + 117858240‖L‖8 + 4101840‖L‖9
+ 1902240‖L‖10 + 20520‖L‖11 + 4284‖L‖12 +‖L‖14]∥∥∥L3u∥∥∥2 ,
as calculated in appendix A. The term in brackets is again a polynomial p
(‖L‖) in the norm
of L with negative constant term. Thus, it is negative for ‖L‖ = 0 and small values of ‖L‖. Its
smallest positive root is approximately 0.67493 as visualised in Figure 3.
0 0.2 0.4 0.6 0.8 1
−1
0
1
·1013
‖L‖
p
( ‖L‖
)
Figure 3: Polynomial p
(‖L‖) appearing in the simple estimate (47) for SSPRK(10,4). The smallest
positive root is approximately 0.67493.
This proves the following
Theorem 2. The fourth-order, ten stage, strong-stability preserving explicit Runge-Kutta method
SSPRK(10,4) of Ketcheson (2008) applied to the linear ordinary differential equation u˙ = Lu
(28) with semibounded L (29) is strongly stable under the time step restriction
∆t ‖L‖ ≤ 0.67493. (48)
Of course, this estimate is not optimal. Various terms in equation (70) can be bounded not
only by multiples of ‖L‖ and ∥∥L3u∥∥, but also by ∥∥L4u∥∥, ∥∥L5u∥∥, or ∥∥L6u∥∥. Thus, to get an
optimal estimate using Idea 1, the terms in equation (70) have to be distributed optimally to
these four negative terms
∥∥∥Lku∥∥∥, k ∈ {3, 4, 5, 6}.
However, a simple numerical example shows that the estimate in Theorem 2 is less than a
factor a ten smaller than an optimal estimate. The initial value problem
d
dt
u1(t)u2(t)
u3(t)
 =
 0 1 0−1 0 0
0 0 0

︸ ︷︷ ︸
=:L
u1(t)u2(t)
u3(t)

︸ ︷︷ ︸
=:u(t)
, u(0) =
11
1

︸ ︷︷ ︸
=:u0
, (49)
is described by a skew-symmetric operator L with norm ‖L‖ = 1 (with respect to the identity
matrix I). Solving this initial value problem (49) using the SSPRK(10,4) method with 203
and 204 time steps in the interval [0, 1000] yields the energies plotted in Figure 4. As can be
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seen there, the energy is bounded by the initial energy ‖u0‖2 = 3 for 204 steps, corresponding
to ∆t‖L‖ ≈ 4.902. However, the energy grows if only 203 steps are used, corresponding to
∆t‖L‖ ≈ 4.926. Thus, an optimal bound in Theorem 2 has to be smaller than ≈ 4.926.
0 200 400 600 800 1000
t
0
50
100
150
200
||u
||2 M
SSPRK(10,4), 203 steps (∆t||L|| ≈4.926)
SSPRK(10,4), 204 steps (∆t||L|| ≈4.902)
Figure 4: Energies (M = I) of the solutions computed with SSPRK(10,4) in [0, 1000] using 203 (blue,
dashed) and 204 (green line) steps.
3.5. Other fourth order methods
A fourth order method with up to six stages has a stability polynomial
P (L) = I +L+
1
2
L2 +
1
6
L3 +
1
24
L4 + a5L
5 + a6L
6. (50)
If the method uses only five or four stages, then a6 = 0 or a6 = a5 = 0, respectively. Using
Idea 1, the energy after one time step can be estimated by
242
(
‖u+‖2 −‖u‖2
)
= 576
〈(
P (L)− I)u, (P (L) + I)u〉 (51)
=
〈(
24a6L
5 + 24a5L
4 + L3 + 4L2 + 12L+ 24
)
Lu,
(
24a6L
6 + 24a5L
5 + L4 + 4L3 + 12L2 + 24L+ 48
)
u
〉
=
〈(
24a6L
5 + 24a5L
4 + L3 + 4L2 + 12L+ 24
)
Lu,
(
48a6L
5 + 48a5L
4 + 2L3 + 8L2 + 24L+ 48
)
u
〉
+
〈(
24a6L
5 + 24a5L
4 + L3 + 4L2 + 12L+ 24
)
Lu,
(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
≤
〈(
24a6L
5 + 24a5L
4 + L3 + 4L2 + 12L+ 24
)
Lu,
(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
=
〈(
144a6L
4 + (144a5 − 288a6)L3 + (6− 288a5)L2 + 12L+ 24
)
Lu,
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(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
+
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,
(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
≤
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,
(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
.
If 288a5−2 = 0, Idea 1 can not be used further in this estimate, since the lowest order terms on
both sides have different orders in L. Thus, Idea 1 can not be used to prove stability for fourth
order methods using only four stages.
If 288a5 − 2 < 0, the semiboundedness (29) of L can not be used as in the previous steps,
since it would yield an estimate in the wrong direction. However, if a5 >
1
144 , the energy can be
further estimated by
576
(
‖u+‖2 −‖u‖2
)
(52)
≤
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,
(
24a6L
4 + (24a5 − 48a6)L3 + (1− 48a5)L2 + 2L+ 4
)
L2u
〉
=
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,
(
48a6L
3 + (48a5 − 288a6)L2 + (2− 288a5 + 576a6)L+ 576a5 − 4
) 1
144a5 − 1L
2u
〉
+
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,(
(3456a5a6 − 24a6)L3 + (3456a25 − 6912a5a6 − 24a5)L2
+ (144a5 + 288a6 − 1− 6912a25)L+ 576a5 − 576a6 − 4
) 1
144a5 − 1L
3u
〉
≤
〈(
24a6L
3 + (24a5 − 144a6)L2 + (1− 144a5 + 288a6)L+ 288a5 − 2
)
L3u,(
(3456a5a6 − 24a6)L3 + (3456a25 − 6912a5a6 − 24a5)L2
+ (144a5 + 288a6 − 1− 6912a25)L+ 576(a5 − a6)− 4
) 1
144a5 − 1L
3u
〉
.
Since a5 >
1
144 , this can be estimated similarly to the previous cases, if 576(a5− a6)− 4 < 0. In
that case, the term
(288a5 − 2)︸ ︷︷ ︸
>0
576(a5 − a6)− 4
144a5 − 1︸ ︷︷ ︸
<0
∥∥∥L3u∥∥∥ (53)
can be used to bound the other terms. Thus, the proof using Idea 1 does not work for fourth
order methods using only four or five stages. This may be the reason for Tadmor’s anticipatory
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conjecture that more than four stages are necessary (Tadmor, 2002, Remark 3 after Theorem
2).
Indeed, Sun and Shu (2016) proved recently that the fourth order Runge-Kutta method is not
strongly stable in the sense considered here. However, applying two steps of it yields a stable
method of order four using eight stages. This stability can be proven using Idea 1 as before.
4. Examples
In this section, some Runge-Kutta methods will be treated as examples.
4.1. Explicit and implicit Euler
In order to demonstrate the impact of the dissipation introduced by an implicit time integra-
tion method and the ability to estimate these, the explicit and implicit Euler method will be
compared.
The explicit Euler method
u+ := u0 + ∆t ∂tu0 (54)
introduces an erroneous growth of energy of size (∆t)2‖∂tu0‖2, whereas the implicit Euler
method
u+ := u0 + ∆t ∂tu+ (55)
yields artificial dissipation of size (∆t)2
∥∥∂tu+∥∥2 per time step.
Similarly to Glaubitz, Ranocha, O¨ffner, and Sonar (2016); Ranocha, Glaubitz, O¨ffner, and
Sonar (2016), the estimate of the semidiscretisation can be mimicked by a filtering of strength
ε =
(
(∆t)2‖∂tu0‖2M
) p∑
n=0
2λsn u˜
2
+,n ‖ϕn‖2
−1 (56)
after each time step. Similarly, application of this filter and an additional filter of strength
ε =
(
(∆t)2
∥∥∂tu+∥∥2M)
 p∑
n=0
2λsn u˜
2
+,n ‖ϕn‖2
−1 (57)
afterwards yields a filtered explicit Euler method mimicking the dissipation introduced by an
implicit Euler method.
These estimates are applied to the linear advection equation
∂tu+ ∂xu = 0 (58)
in [−1, 1] with periodic boundary conditions. The initial condition
u0(x) =
{
1, −14 ≤ x ≤ 14 ,
0, otherwise,
(59)
is evolved during the time interval [0, 4] on a grid of N = 8 elements using polynomials of degree
≤ p = 9 and an upwind numerical flux.
The results using 20 000 time steps are plotted in Figure 5. The initial condition u0 (dashed,
grey) is also the exact solution of the PDE at t = 4, i.e. after two periods. However, ignoring
errors of the spatial discretisation, the semidiscrete exact solution (green) shows a slightly
oscillatory behaviour around the discontinuities at x = ±14 .
Contrary, the explicit Euler method (blue) introduces strong oscillations. Applying the adap-
tive modal filtering once after each time step yields a solution (dashed, magenta) that is visually
indistinguishable from the semidiscrete exact solution (green) computed using the matrix expo-
nential.
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(a) Initial condition and solutions at t = 4.
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
t
0.95
1.00
1.05
1.10
||u
||2
explicit
implicit
filtered
filt. to impl.
(b) Energies for t ∈ [0, 4].
Figure 5: Energies and solutions computed using 20 000 time steps of the implicit and explicit Euler
methods and modal filtering.
The implicit Euler method (red) introduces artificial dissipation and yields a non-oscillatory
solution. Therefore, it does not mimic the semidiscrete exact solution. However, the estimate of
the dissipation yields a solution of the explicit Euler method with modal filtering applied twice
(dashed, cyan) that is nearly indistinguishable from the implicit one.
Although the estimate of the filter strength is conservative (i.e. only necessary), the energy
of the twice filtered explicit solution is slightly less than the energy of the implicitly computed
solution. The reason is probably the appearance of some changes of boundary values due to the
filtering that triggers additional dissipation by the upwind flux.
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(a) Initial condition and solutions at t = 4.
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(b) Energies for t ∈ [0, 4].
Figure 6: Energies and solutions computed using 1000 time steps of the implicit and filtered explicit
Euler methods.
The results of the implicit and filtered explicit Euler method using only 1000 time steps are
plotted in Figure 6. Similarly to the case before, the filtered solutions approximate their targets
very well, although more deviations can be seen.
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4.2. SSPRK(2,2)
The optimal two-stage, second order method given by Gottlieb and Shu (1998) is given by the
Butcher array
0
1 1
1
2
1
2
(60)
Thus, u1 = u0 and∥∥u+∥∥2M −‖u0‖2M =2∆t [12 〈u1, ∂tu1〉M + 12 〈u2, ∂tu2〉M
]
+ (∆t)2
[∥∥∥∥12∂tu1 + 12∂tu2
∥∥∥∥2
M
− 21
2
〈∂tu1, ∂tu2〉
]
=∆t
[〈u1, ∂tu1〉M + 〈u2, ∂tu2〉M]+ (∆t)24 ‖∂tu1 − ∂tu2‖2M .
(61)
Here, the additional term is non-negative and has to be balanced by modal filtering.
4.3. SSPRK(3,3)
The optimal three-stage, third order method given by Gottlieb and Shu (1998) is given by the
Butcher array
0
1 1
1
2
1
4
1
4
1
6
1
6
2
3
(62)
In this case, ∥∥u+∥∥2M −‖u0‖2M
=2∆t
[
1
6
〈u1, ∂tu1〉M +
1
6
〈u2, ∂tu2〉M +
2
3
〈u2, ∂tu3〉M
]
+ (∆t)2
∥∥∥∥16∂tu1 + 16∂tu2 + 23∂tu3
∥∥∥∥2
M
+ 2(∆t)2
[
−1
6
〈∂tu1, ∂tu2〉 −
1
6
〈∂tu1, ∂tu3〉 −
1
6
〈∂tu2, ∂tu3〉
]
=∆t
[
1
3
〈u1, ∂tu1〉M +
1
3
〈u2, ∂tu2〉M +
4
3
〈u2, ∂tu2〉M
]
+ (∆t)2
[
1
36
‖∂tu1‖2M +
1
36
‖∂tu2‖2M +
4
9
‖∂tu3‖2M
]
− (∆t)2
[
5
18
〈∂tu1, ∂tu2〉M +
1
9
〈∂tu1, ∂tu3〉M +
1
9
〈∂tu2, ∂tu3〉M
]
,
(63)
and the additional term has no fixed sign [consider e.g. ∂tu1 = ∂tu2 =
4
3∂tu3 and ∂tu1 = ∂tu2 =
∂tu3]. Thus, the time discretisation can introduce artificial dissipation by itself. However, if the
(∆t)2 term is positive, modal filtering should be applied in the general case.
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4.4. SSPRK(10,4)
The optimal ten-stage, fourth order method given by Ketcheson (2008) is given by the Butcher
array
0
1
6
1
6
1
3
1
6
1
6
1
2
1
6
1
6
1
6
2
3
1
6
1
6
1
6
1
6
1
3
1
15
1
15
1
15
1
15
1
15
1
2
1
15
1
15
1
15
1
15
1
15
1
6
2
3
1
15
1
15
1
15
1
15
1
15
1
6
1
6
5
6
1
15
1
15
1
15
1
15
1
15
1
6
1
6
1
6
1 115
1
15
1
15
1
15
1
15
1
6
1
6
1
6
1
6
1
10
1
10
1
10
1
10
1
10
1
10
1
10
1
10
1
10
1
10
(64)
and can be implemented in a low-storage format. The error term (9) also has no fixed sign in
this case.
5. Summary and conclusions
The target of this article is twofold. At first, the adaptive techniques developed by the authors
for the extension of semidiscrete stability obtained in a summation-by-parts framework using
the explicit Euler method to fully discrete stability have been broadened to general Runge-Kutta
methods in section 2. Additionally, a new interpretation of this adaptive modal filtering has been
described, together with an example demonstrating the importance of a careful choice of the
type of filtering / dissipation. Moreover, some ideas about possibilities for further optimisation
of Runge-Kutta methods have been presented.
Additionally, general stability results of some Runge-Kutta methods for general linear and
semibounded operators have been developed in section 3. There, a conjecture of Tadmor (2002)
has been proven, related to the recent investigation of the stability of fourth order Runge-
Kutta methods using four stages by Sun and Shu (2016). In addition, some examples have been
presented.
Further research includes the deeper investigation of projections as described in section 2 such
as modal filtering. Moreover, the possibilities for optimisation may be further pursued. Last
but not least, the enhancement of the semidiscretisations itself will be an important subject of
further investigations.
A. Appendix
The stability polynomial of the strong-stability preserving fourth order Runge-Kutta method
using ten stages SSPRK(10,4) given by Ketcheson (2008) is
P (L) =
L10
251942400
+
L9
4199040
+
L8
155520
+
L7
9720
+
7L6
6480
+
17L5
2160
+
L4
24
+
L3
6
+
L2
2
+L+ I . (65)
Analogously to the other cases, the energy after one step obeys
2519424002
(
‖u+‖2 −‖u‖2
)
= 63474972917760000
〈(
P (L)− I)u, (P (L) + I)u〉 (66)
=
〈(
L9 + 60L8 + 1620L7 + 25920L6 + 272160L5 + 1982880L4 + 10497600L3 + 41990400L2
+ 125971200L+ 251942400
)
Lu,
16
(
L10 + 60L9 + 1620L8 + 25920L7 + 272160L6 + 1982880L5 + 10497600L4 + 41990400L3
+ 125971200L2 + 251942400L+ 503884800
)
u
〉
=
〈(
L9 + 60L8 + 1620L7 + 25920L6 + 272160L5 + 1982880L4 + 10497600L3 + 41990400L2
+ 125971200L+ 251942400
)
Lu,(
2L9 + 120L8 + 3240L7 + 51840L6 + 544320L5 + 3965760L4 + 20995200L3
+ 83980800L2 + 251942400L+ 503884800
)
u
〉
+
〈(
L9 + 60L8 + 1620L7 + 25920L6 + 272160L5 + 1982880L4 + 10497600L3 + 41990400L2
+ 125971200L+ 251942400
)
Lu,(
L10 + 58L9 + 1500L8 + 22680L7 + 220320L6 + 1438560L5 + 6531840L4
+ 20995200L3 + 41990400L2
)
u
〉
≤
〈(
L9 + 60L8 + 1620L7 + 25920L6 + 272160L5 + 1982880L4 + 10497600L3 + 41990400L2
+ 125971200L+ 251942400
)
Lu,(
L8 + 58L7 + 1500L6 + 22680L5 + 220320L4 + 1438560L3 + 6531840L2
+ 20995200L+ 41990400
)
L2u
〉
=
〈(
6L8 + 348L7 + 9000L6 + 136080L5 + 1321920L4 + 8631360L3 + 39191040L2
+ 125971200L+ 251942400
)
Lu,(
L8 + 58L7 + 1500L6 + 22680L5 + 220320L4 + 1438560L3 + 6531840L2
+ 20995200L+ 41990400
)
L2u
〉
+
〈(
L9 + 54L8 + 1272L7 + 16920L6 + 136080L5 + 660960L4 + 1866240L3 + 2799360L2
)
Lu,(
L8 + 58L7 + 1500L6 + 22680L5 + 220320L4 + 1438560L3 + 6531840L2
+ 20995200L+ 41990400
)
L2u
〉
.
Thus,
63474972917760000
(
‖u+‖2 −‖u‖2
)
(67)
≤
〈(
L7 + 54L6 + 1272L5 + 16920L4 + 136080L3 + 660960L2 + 1866240L+ 2799360
)
L3u,(
L8 + 58L7 + 1500L6 + 22680L5 + 220320L4 + 1438560L3 + 6531840L2
17
+ 20995200L+ 41990400
)
L2u
〉
=
〈(
L7 + 54L6 + 1272L5 + 16920L4 + 136080L3 + 660960L2 + 1866240L+ 2799360
)
L3u,(
15L7 + 810L6 + 19080L5 + 253800L4 + 2041200L3 + 9914400L2
+ 27993600L+ 41990400
)
L2u
〉
+
〈(
L7 + 54L6 + 1272L5 + 16920L4 + 136080L3 + 660960L2 + 1866240L+ 2799360
)
L3u,
(
L8 + 43L7 + 690L6 + 3600L5 − 33480L4 − 602640L3 − 3382560L2 − 6998400L
)
L2u
〉
≤
〈(
L7 + 54L6 + 1272L5 + 16920L4 + 136080L3 + 660960L2 + 1866240L+ 2799360
)
L3u,
(
L7 + 43L6 + 690L5 + 3600L4 − 33480L3 − 602640L2 − 3382560L− 6998400
)
L3u
〉
.
Again, the first stage of Idea 1 is completed, since the lowest order terms L3u appear in both
arguments of the scalar product. In the second stage, the remaining terms have to be estimated.
This will be possible, since the squared norm of the lowest order terms appear with a negative
coefficient as in section 3.3. Expanding the scalar product results in
63474972917760000
(
‖u+‖2 −‖u‖2
)
(68)
≤− 19591041024000
∥∥∥L3u∥∥∥2 − 6312668774400∥∥∥L4u∥∥∥2 − 398320934400∥∥∥L5u∥∥∥2 − 4555958400∥∥∥L6u∥∥∥2
− 22529697177600
〈
L3u, L4u
〉
− 6312668774400
〈
L3u, L5u
〉
− 1046064844800
〈
L3u, L6u
〉
− 3360407731200
〈
L4u, L5u
〉
− 108335232000
〈
L3u, L7u
〉
− 522780480000
〈
L4u, L6u
〉
− 6970406400
〈
L3u, L8u
〉
− 50514451200
〈
L4u, L7u
〉
− 104136192000
〈
L5u, L6u
〉
− 257541120
〈
L3u, L9u
〉
− 3014910720
〈
L4u, L8u
〉
− 7817212800
〈
L5u, L7u
〉
− 4199040
〈
L3u, L10u
〉
− 102409920
〈
L4u, L9u
〉
− 310495680
〈
L5u, L8u
〉
− 76593600
〈
L6u, L7u
〉
− 1516320
〈
L4u, L10u
〉
− 4121280
〈
L5u, L9u
〉
+ 51308640
〈
L6u, L8u
〉
+ 60912000
∥∥∥L7u∥∥∥2 + 58320〈L5u, L10u〉+ 4043520〈L6u, L9u〉+ 16254000〈L7u, L8u〉
+ 102600
〈
L6u, L10u
〉
+ 921960
〈
L7u, L9u
〉
+ 877680
∥∥∥L8u∥∥∥2 + 20520〈L7u, L10u〉
+ 91956
〈
L8u, L9u
〉
+ 1962
〈
L8u, L10u
〉
+ 2322
∥∥∥L9u∥∥∥2 + 97〈L9u, L10u〉+∥∥∥L10u∥∥∥2 .
Using again the semiboundedness (29) of L, the terms
〈
L7u, L8u
〉
,
〈
L8u, L9u
〉
,
〈
L9u, L10u
〉
can be ignored, since they have positive coefficients, yielding
63474972917760000
(
‖u+‖2 −‖u‖2
)
(69)
≤− 19591041024000
∥∥∥L3u∥∥∥2 − 6312668774400∥∥∥L4u∥∥∥2 − 398320934400∥∥∥L5u∥∥∥2 − 4555958400∥∥∥L6u∥∥∥2
− 22529697177600
〈
L3u, L4u
〉
− 6312668774400
〈
L3u, L5u
〉
− 1046064844800
〈
L3u, L6u
〉
− 3360407731200
〈
L4u, L5u
〉
− 108335232000
〈
L3u, L7u
〉
− 522780480000
〈
L4u, L6u
〉
18
− 6970406400
〈
L3u, L8u
〉
− 50514451200
〈
L4u, L7u
〉
− 104136192000
〈
L5u, L6u
〉
− 257541120
〈
L3u, L9u
〉
− 3014910720
〈
L4u, L8u
〉
− 7817212800
〈
L5u, L7u
〉
− 4199040
〈
L3u, L10u
〉
− 102409920
〈
L4u, L9u
〉
− 310495680
〈
L5u, L8u
〉
− 76593600
〈
L6u, L7u
〉
− 1516320
〈
L4u, L10u
〉
− 4121280
〈
L5u, L9u
〉
+ 51308640
〈
L6u, L8u
〉
+ 60912000
∥∥∥L7u∥∥∥2 + 58320〈L5u, L10u〉+ 4043520〈L6u, L9u〉
+ 102600
〈
L6u, L10u
〉
+ 921960
〈
L7u, L9u
〉
+ 877680
∥∥∥L8u∥∥∥2 + 20520〈L7u, L10u〉
+ 1962
〈
L8u, L10u
〉
+ 2322
∥∥∥L9u∥∥∥2 +∥∥∥L10u∥∥∥2 .
The most simple estimate for this expression can be obtained by bounding the scalar products
using the Cauchy-Schwartz inequality against products of the lowest order term
∥∥L3u∥∥ and
multiples of ‖L‖. This results in
63474972917760000
(
‖u+‖2 −‖u‖2
)
(70)
≤− 19591041024000
∥∥∥L3u∥∥∥2 − 6312668774400∥∥∥L4u∥∥∥2 − 398320934400∥∥∥L5u∥∥∥2
− 4555958400
∥∥∥L6u∥∥∥2 + 22529697177600∥∥∥L3u∥∥∥∥∥∥L4u∥∥∥+ 6312668774400∥∥∥L3u∥∥∥∥∥∥L5u∥∥∥
+ 1046064844800
∥∥∥L3u∥∥∥∥∥∥L6u∥∥∥+ 3360407731200∥∥∥L4u∥∥∥∥∥∥L5u∥∥∥+ 108335232000∥∥∥L3u∥∥∥∥∥∥L7u∥∥∥
+ 522780480000
∥∥∥L4u∥∥∥∥∥∥L6u∥∥∥+ 6970406400∥∥∥L3u∥∥∥∥∥∥L8u∥∥∥+ 50514451200∥∥∥L4u∥∥∥∥∥∥L7u∥∥∥
+ 104136192000
∥∥∥L5u∥∥∥∥∥∥L6u∥∥∥+ 257541120∥∥∥L3u∥∥∥∥∥∥L9u∥∥∥+ 3014910720∥∥∥L4u∥∥∥∥∥∥L8u∥∥∥
+ 7817212800
∥∥∥L5u∥∥∥∥∥∥L7u∥∥∥+ 4199040∥∥∥L3u∥∥∥∥∥∥L10u∥∥∥+ 102409920∥∥∥L4u∥∥∥∥∥∥L9u∥∥∥
+ 310495680
∥∥∥L5u∥∥∥∥∥∥L8u∥∥∥+ 76593600∥∥∥L6u∥∥∥∥∥∥L7u∥∥∥+ 1516320∥∥∥L4u∥∥∥∥∥∥L10u∥∥∥
+ 4121280
∥∥∥L5u∥∥∥∥∥∥L9u∥∥∥+ 51308640∥∥∥L6u∥∥∥∥∥∥L8u∥∥∥+ 60912000∥∥∥L7u∥∥∥2 + 58320∥∥∥L5u∥∥∥∥∥∥L10u∥∥∥
+ 4043520
∥∥∥L6u∥∥∥∥∥∥L9u∥∥∥+ 102600∥∥∥L6u∥∥∥∥∥∥L10u∥∥∥+ 921960∥∥∥L7u∥∥∥∥∥∥L9u∥∥∥+ 877680∥∥∥L8u∥∥∥2
+ 20520
∥∥∥L7u∥∥∥∥∥∥L10u∥∥∥+ 1962∥∥∥L8u∥∥∥∥∥∥L10u∥∥∥+ 2322∥∥∥L9u∥∥∥2 +∥∥∥L10u∥∥∥2 .
Thus, by the boundedness of L,
63474972917760000
(
‖u+‖2 −‖u‖2
)
(71)
≤− 6312668774400
∥∥∥L4u∥∥∥2 − 398320934400∥∥∥L5u∥∥∥2 − 4555958400∥∥∥L6u∥∥∥2
+
[
− 19591041024000 + 22529697177600‖L‖+ 6312668774400‖L‖2
+ 4406472576000‖L‖3 + 631115712000‖L‖4 + 161621049600‖L‖5
+ 11089664640‖L‖6 + 493698240‖L‖7 + 117858240‖L‖8 + 4101840‖L‖9
+ 1902240‖L‖10 + 20520‖L‖11 + 4284‖L‖12 +‖L‖14]∥∥∥L3u∥∥∥2 .
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