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Abstract. In order to provide most fully usage of different criteria and get linear order on a set of ob-
jects that to be estimated the generalization (aggregative) functions are used. To provide of correctness ap-
plication of these functions it is necessary that the entire features be measured in the same units and all of the 
criteria be monotonically increasing. The article shows that to satisfy this requirement it is enough to use 
utility (value) functions. Moreover, it is possible to construct any of that function by the parametrization of a 
function from a certain function classes. 
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Введение. Одной из задач принятия решений является задача оценивании достигнутых 
результатов, деятельности сотрудников и подразделений, сравнение стратегий развития и 
т.п. Оценивание выполняется для построения рейтингов, отбора наилучших или отсева 
наихудших решений в процессе управления [1]. Поскольку при этом объекты, подвергаемые 
оценке, характеризуются большим набором разнородных показателей, измеряемых в разных 
шкалах, то непосредственное («умозрительное») их сопоставление не представляется воз-
можным, так как цена ошибки, связанная с не учетом или игнорированием каких-либо 
свойств выбранного варианта решения, может оказаться неприемлемо высокой. Поэтому 
сравниваются не сами объекты, а обобщенно характеризующие их оценки. Их получают аг-
регированием всех значений показателей, характеризующих объекты. В дальнейшем для со-
поставления, отбора, отсева и ранжирования вариантов (по степени их выгодности, прием-
лемости и целесообразности) используются обобщенные оценки. 
Для вычисления обобщенных оценок необходимо привести все показатели к однород-
ным безразмерным величинам (нормировать). В представленной работе показывается, что 
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все применяемые способы нормирования могут быть сведены к построению на шкалах пока-
зателей специальных функций, называемых функциями полезности (ценности), отражающих 
предпочтения лица, принимающего решения (ЛПР). 
Получение многокритериальных оценок. Совокупность объектов, подлежащих 
оценке, обозначим через X = {x1, …, xN}; перечень показателей, выбранных для оценивания 
объектов – через F = {f1(x), …, fn(x)}, xX. Через Y
 
=
 
{y1, …, yN} обозначим множество век-
торных оценок yi
 
=
 
(yi1, …, yin) объектов по всем выбранным показателям, т.е. yij = fj(xi). Мно-
жество возможных (на выборке X) значений показателя f(x) обозначим через Dom f(x). Таким 
образом i, j yij 
 
Dom fj(x). Для каждого показателя ЛПР определяет критерий (правило 
сравнения значений этого показателя) p, порождающий на Х бинарное отношение предпо-
чтения: k
f
ik
p
i xxxfxf  )()( ; f
  F; xi, xk
  X. Для решения оптимизационной задачи (т.е. 
задачи отбора наилучших вариантов) или задачи получения рейтинга необходимо обеспе-
чить построение на Х обобщенного отношения предпочтения 
F
 , являющегося отношением 
порядка и агрегирующего в себе все n частных отношений предпочтения nj
jf
,1,  , так, что-
бы выполнялось: 1)();()( **  xrxxxxrxrxx
F
jij
F
i  , где x
*
 – наилучший (оптималь-
ный) объект, а r(xi) – ранг объекта xi, т.е. его место в итоговой ранжировке. Чтобы отношение 
F
  учитывало все частные отношения 
jf
 , его строят либо на основании отношений покомпо-
нентного векторного доминирования, определяемых на Y, либо применяют обобщающие 
функции (свертки) FO: Y
 → R. При этом в предположении о «рациональности» предпочтений 
ЛПР требуют чтобы полученное отношение предпочтения 
F
  было бы подчинено аксиоме 
Эджворта-Парето [2]. 
В качестве обобщающих функций FO чаще всего применяют «аддитивную» и «мульти-
пликативную» свертки: 
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По сравнению с отношениями векторного доминирования указанные функции облада-
ют рядом практических преимуществ: 
 отношение 
F
  будет отношением линейного порядка на X; 
 весовой вектор w позволяет гибко учитывать информацию о важности показателей; 
 значения всех n показателей будут учтены при получении оценки объекта xi. 
Кроме того, эти функции монотонны относительно отношения Парето-доминирования, 
что гарантирует соблюдение аксиомы Эджворта-Парето, а arg max FO (y; w) всегда будет Па-
рето-оптимальным [3]. Однако вместе с этим приведенные функции налагают ряд суще-
ственных ограничений на используемые показатели и критерии: 
 все показатели должны быть числовыми и одноразмерными (однородными) вели-
чинами: j Dom fj(x)
 
=
 
[fj*; fj
*
]  R, где fj
*
 и fj* – наибольшее и наименьшее (на X) значение 
показателя соответственно; 
 все критерии pj должны порождать отношения 
jf
 , монотонно возрастающие на 
Dom fj(x), nj ,1 . Под немонотонным подразумевается предпочтение ЛПР, не подчиненное 
естественному отношению арифметического порядка, заданного на Dom f(x)  R: 
k
f
iki xxxfxf  )()( , где },{   – отношение арифметического порядка на R. Простей-
шим примером подобного предпочтения будет отношение предпочтения, порождаемое кри-
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терием вида f(x) = c, c  Int Dom f(x). Отношение 
f
  монотонно возрастает, если 
k
f
iki xxxfxf  )()( . 
Для выполнения вышеуказанных требований на практике обычно значения показателей 
либо нормируют (делением их на наибольшее значение fj
*
 или на размах выборки  fj
* – fj*), 
либо пересчитывают в баллы из некоторого диапазона [Bmin; Bmax] (единого для всех показа-
телей) по задаваемым правилам. При этом, если некоторый показатель не числовой, то нор-
мирование оказывается вовсе невозможным. 
Использование функций полезности (ФП). Приведение показателей к безразмерным 
величинам равносильно построению функций полезности (ценности), отражающих предпо-
чтения лица, принимающего решения (ЛПР). Функцией полезности u(x), определенной для 
показателя f(x) в соответствии с критерием p, назовем отображение u: Dom f(x) → [0; 1], что 
)()()()( kik
p
i xuxuxfxf  . Введение ФП обеспечивает выполнение обоих требований к 
однородности, налагаемых на исходные данные обобщающими функциями: j uj(x)
  [0; 1] и 
uj(xi) > uj(xk)  k
f
i xx  . Рассмотрим основные способы определения ФП. Если Dom f(x)
 – дис-
кретное нечисловое множество, то ФП может быть получена путем сопоставления ЛПР гра-
даций показателя, например, с использованием матриц парных сравнений [4]. Для числовых 
показателей (и в частности, показателей, пересчитанных в баллы) ЛПР может аналогично 
определить полезность некоторых значений или диапазонов значений показателя в соответ-
ствии со своим отношением предпочтения (например, если Dom f(x) = [f*; f
*
], а критерием 
является требование f(x) = c, то естественно считать, что u(c) = 1 и u(d) = 0 при d  f* и d
  f*). 
Ясно, что если отношение предпочтения ЛПР не монотонно, то немонотонной оказывается и 
ФП. Если же оно монотонно, то монотонной оказывается и выражающая его ФП. 
Для случая, когда показатель f(x) числовой, ФП, отражающая отношение предпочтения 
f
 , может быть представлена через параметризацию одной или нескольких типовых функций 
(см. табл. 1), отражающих типовые классы предпочтений ЛПР. 
Основные классы типовых непрерывных ФП Табл. 1. 
№ Класс функций Формулы 
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0,
)(
)(
*
*
*
1 









 k
ff
fxf
xu
k
 
1
2 ))))((exp(1()(
 tcxfxu  
2 Монотонно убывающие 
0,
)(
)(
*
*
*
3 









 k
ff
xff
xu
k
 
1
4 ))))(exp((1()(
 tcxfxu  
3 Немонотонные ))(exp()(5 tcxxu
n   
 
Значение параметра k у функций u1, u3 управляет «равнодушием» ЛПР: при k
 
=
 1 он 
«равнодушен», при k > 1 – испытывает склонность к риску («жадность»), а при 0 < k < 1 – не-
склонность к риску («осторожность»). Склонность к риску указывает на ускорение возраста-
ния полезности градаций показателя по мере возрастания их предпочтительности, осторож-
ность – замедление возрастания полезности, а равнодушие – неизменность этой скорости. 
Функции u2, u4 называются логистическими, и характеризуют смену стратегии ЛПР (переход 
от риска к осторожности) по мере возрастания предпочтительности градаций показателя. 
Параметр с задает ординату точки смены стратегии (u2(c)
 
=
 
u4(c)
 
=
 0,5), а параметр t – «кру-
тизну» функции, т.е. скорость приближения ее к экстремальным значениям 0 и 1 по мере 
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удаления значения f(x) от с. Функция u5 представляет собой классический симметричный 
гауссиан с u5(c)
 
=
 
1 (при четном n). Параметр t управляет «размахом» гауссиана по оси абс-
цисс. 
Указанные параметры могут быть связаны с естественными параметрами задачи, сто-
ящей перед ЛПР (точка минимального выполнения требования с, границы выборки показа-
теля f* и f
*
 на X) и выражены через них [5]. В этом случае появляется возможность найти их 
значения путем опроса ЛПР [6], в том числе – путем аппроксимации на множестве значений 
показателя, для которых ЛПР предварительно указал значение их полезности. Использова-
ние функций из указанных классов, заданных простым аналитическим выражением, более 
предпочтительно, нежели использование простых кусочно-линейных аппроксимаций, по-
рождающих громоздкое аналитическое описание функции. 
 
Заключение. В задачах принятия решений, сводящихся к многокритериальному оце-
ниванию, если необходимо получение линейного порядка на множестве оцениваемых вари-
антов, используют обобщающие функции для получения обобщенных оценок вариантов. Так 
как обобщающие функции налагают определенные требования на используемые показатели 
и критерии, то для их использования необходимо выполнить преобразование исходных дан-
ных задачи многокритериального оценивания. Для унифицированного и однородного пред-
ставления различных требований ЛПР на показателях с различными шкалами предлагается 
представлять их функциями полезности, синтезированными путем параметризации типовых 
функций из указанных классов функций. 
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