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Zusammenfasung
Ziel dieser Arbeit ist die Strukturaufkla¨rung von fehlgeordneten oder mikro-
kristallinen Benzol-1,3,5-trisamide (BTAs) mittels NMR Kristallographie
und totaler Ro¨ntgenstreuung, um die Rolle von Dipolmomenten in ausge-
dehnten supramolekularen Kristallen zu verstehen.
Ausgewa¨hlte BTAs, die mittels dreifach-helikalen Wasserstoffbru¨ckenbin-
dungen zu kolumnaren Stapeln assemblieren und dadurch große Makrodi-
pole entlang der Kolumnenachse ausbilden, zeigen ausgepra¨gte Fehlordnung,
die sich in diffuser Ro¨ntgenstreuung an Einkristallen manifestiert. Dies wird
versursacht durch geometrische Frustration der Makrodipolwechselwirkung
von benachbarten Kolumnen auf Grund ihrer Anordnung in einer hexago-
nalen Stabpackung. Die Unordnung konnte mittels Monte-Carlo Simulatio-
nen von zweidimensionalen Ising-Antiferromagnet entsprechenden Modellen
erkla¨rt werden. Eine Reduktion der Makrodipolwechselwirkung durch das
chemische Design der Moleku¨le - entweder durch lange, sterisch anspruchs-
volle Seitengruppen, die den interkolumnaren Abstand erho¨hen, oder durch
die Einfu¨hrung von polaren C-F Bindungen mittels Substitution von Me-
thylgruppen durch Fluoratome, welche die Makrodipolgro¨ße verringern -
vera¨nderte Packungseffekte, die ferroelektrische Wechselwirkungen mit den
zweitna¨chsten Nachbarn bewirkten. Hierdurch konnten axial polare Doma¨-
nen mit spontaner Polarisation in diesen kolumnaren Phasen mittels eines
gezielten Design der molekularen Synthone erzeugt werden.
Die Einfu¨hrung von Fluoratomen ermo¨glichte nicht nur eine Abstimmung
der Makrodipole, sondern resultierte auch in Polymorphismus. Neben der
kolumnaren Phase, die mittels Einkristallro¨ntgenbeugung untersucht wer-
den konnte, wurde auch ein zweites Polymorph, das nur mikrokristalline
Pulver bildete, gefunden. Realraumstrukturlo¨sung mittels Pulverdaten er-
gab ein sinnvolles Strukturmodell, erlaubte aber wegen der gleichen Elektro-
nenzahl nicht zwischen Fluoratomen und Methylgruppen zu differenzieren.
Deshalb wurden 19F Doppelquantenexperimente, die homonukleare dipolare
Wiedereinkopplung in der Gegenwart eines dichten 1H Spinsystems verwen-
den, implementiert. Diese erlaubten veschiedene Strukturmodelle, die sich
nur in der Fluor-Methyl Anordnung unterschieden, zu differenzieren. Die
Strukturlo¨sung zeigte, dass die Fluoratome auf Grund einer schwachen NH-
F Wechselwirkung ausgeordnet sind und dass ein zweidimensionales Was-
serstoffbru¨ckenmuster zu schichtartigen Aggregaten fu¨hrt, die nur mittels
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van der Waals Wechselwirkungen interagieren und somit eine hochgradig
anisotrope Struktur bilden. Der Grund fu¨r dieses fu¨r BTAs ungewo¨hnliche
Packungsmuster wird in der reduzierten Kooperativita¨t der Selbstassemb-
lierung von kolumnaren Stapeln gesehen, da die polaren C-F Bindungen die
Makrodipole reduzieren.
Dieses zweidimensionale Wasserstoffbru¨ckenmuster wurde durch Bisamid-,
Bisurea- und Bisacylureaverbindungen nachgeahmt, in denen das moleku-
lare Design ein exaktes Auslo¨schen der Dipole erlaubt. Selbstassemblierung
ergab nanoskopische Pla¨ttchen mit hohen Aspektverha¨ltnissen; Strukturlo¨-
sung mittels NMR Kristallgraphie zeigte, dass alle Strukturen ausgedehnte
Wasserstoffbru¨ckennetzwerke ausbilden, entweder zweidimensionale Schich-
ten oder eindimensionalen Ketten, welche aber wiederum dicht zu zwei-
dimensionalen Pla¨ttchen packen, was die anisotrope Selbstassemblierung
erkla¨rt. Die Moleku¨le nehmen hierbei immer eine Konfiguration ein, die
intrinsisch die Dipolmomente im Moleku¨l auslo¨scht, sodass die Selbstassem-
blierung nur durch Wasserstoffbru¨cken getrieben ist.
xiv
Abstract
This work aimed to elucidate the structures of disordered or microcrystalline
benzene-1,3,5-trisamides (BTAs) using NMR crystallography and total X-
ray scattering in order to understand the role of dipole moments in extended
supramolecular crystals.
Selected sample BTAs, which assemble into columnar stacks via triple heli-
cal hydrogen bond formation, resulting in large macrodipole moments along
the columnar axis, showed pronounced disorder manifesting in diffuse X-
ray scattering from single crystals. The disorder is caused by geometric
frustration of the macrodipole interactions of neighbouring columns due to
their arrangement in hexagonal rod packings. The disorder could in all
cases be explained by Monte-Carlo simulations of two-dimensional Ising
antiferromagnet-like models. Reduction of the macrodipole interactions by
chemical design of the molecules - namely, the choice of long and bulky
side groups enhancing the intercolumnar distance or the introduction of
polar C-F bonds via substition of methyl groups by fluorine reducing the
macrodipole size - tuned packing effects, which introduced ferroelectric next-
nerarest neighbour interactions. In this way, the creation of axially polar
domains with spontaneous, permanent polarisation was facilitated in these
columnar phases solely by targeted design of the molecular synthons.
The introduction of fluorine not only enabled a tuning of the macrodipoles
but also resulted in polymorphism. Beside the columnar structure estab-
lished by single-crystal diffraction, a second polymorph forming only mi-
crocrystalline powders was found by solid-state NMR. Real-space structure
solution from powder X-ray diffraction data yielded a reasonable model but
did not allow for a differentiation of fluorine atoms and methyl groups due to
their equal electron number. Therefore, 19F double-quantum experiments
using homonuclear dipolar recoupling in the presence of a dense 1H spin
network were implemented. This allowed to distinguish different structure
models differing only in the fluorine-methyl ordering and to show that the
fluorine atoms are ordered due to a weak NH-F interaction. The struc-
ture solution showed that a weak NH-F interaction leads to ordering of
the fluorine atoms and that a two-dimensional hydrogen bond patttern re-
sults in sheet-like aggregates, which only interact via van der Waals forces,
leading to a highly anisotropic structure. The reason for this unusual pack-
ing pattern of BTAs is assumed to lie in the reduced cooperativity in the
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self-assembly of columnar stacks because the polar C-F bonds reduce the
macrodipole moments.
This two-dimensional hydrogen bond pattern was emulated by bisamides,
bisureas and bisacylureas, where the molecular design allows an exact can-
cellation of dipole moments. Self-assembly yielded nanoscopic sheets with
high aspect ratios; structure solution using NMR crystallographic approaches
showed that all structures exhibit extended hydrogen bond patterns, form-
ing either two-dimensional layers of molecules or one-dimensional chains,
which pack densely to two-dimensional sheets, explaining the anisotropic
self-assembly. The molecules always adopt a configuration which intrin-
sically cancels the dipole moments within the molecule, so that the self-
assembly is purely hydrogen-bond driven.
xvi
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1 Introduction
Modern materials research focuses on solving technological1, environmen-
tal2 or human health3 key problems by designing and understanding the
performance of evermore advanced materials. The physical properties - op-
tical4, electrical5, thermal6, and mechanical7 - depend intimately on the
structure of these materials; more precisely, the structure determines the
function. This is well-known for the catalytic activities of proteins8, non-
volatile memory devices1, and battery materials9 or the separation of green
house gases such as CO2 by porous materials
2.
Particularly supramolecular materials10,11 gained considerable interest due
to their easy accessibility, versatility and reversible formation12 since the
establishment of supramolecular chemistry10. The latter is defined as the
chemistry of the intermolecular bond10 and aims to create materials by ex-
ploiting secondary (i.e. non-covalent) interactions, which direct the molec-
ular building units (referred to as synthons) into ordered assemblies.
An interesting class13 of supramolecular synthons is given by benzene-1,-
3,5-trisamides (BTAs) due to their easily controllable and predictable self-
assembly13. This render them valuable model systems to study amplifi-
cation of chirality14,15 in and the influence of chirality on self-assembly16,
breaking of symmetry15,17, cooperativity in self-assembly processes18,19, dy-
namics of supramolecular systems20,21 and long-range energy transport22.
Their easy and low-cost chemical accessibility enables a wide range of inter-
esting application such as MRI contrast agents23, organo24- and hydrogela-
tors25,26 or for thermoplastic elastomers27.
BTAs also have both academic and commercial use as ultra-efficient nucle-
ation and clarification28–31, foaming32, and electret33 additives for isotac-
tic polypropylene in concentrations as low as 50 wt-ppm and as nucleating
agents for poly(butylene terephtalate)34, poly(ethylene-co-propylene), poly-
vinylidene fluoride35, and polylactides36.
The chemical design scheme of BTAs (Fig. 1a) aims to guide the molecules
into columnar stacks via triple helical hydrogen bond networks during self-
assembly37,38. As a result of the alignment of the polar N-H and C=O bonds,
large dipole moments are formed along the columnar axis39 (Fig. 1b), which
have been studied theoretically39,40 as well as experimentally41–43. The
growth of BTA stacks proved to be particularly efficient due to cooperative
effects44: on the one hand, the addition of a new molecule to an existing
1
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Figure 1: a, The molecular structures of
BTAs are based on a benzene core, which is
linked via three amide bonds to easily vari-
able side groups. b, This enables triple heli-
cal hydrogen bonding so that the molecules
self-assemble into columnar stacks, where
the alignment of all N-H in one and all C=O
bonds in the opposite direction leads to
large dipole moments along the stack axis.
stack can be thought as stack-
ing a small dipole moment upon
an existing large dipole moment
with the same dipole direction.
This becomes energetically more
attractive the larger the existing
dipole is, resulting in a coopera-
tive effect. On the other hand, a
redistribution of the NH hydro-
gen electron density towards the
carbonyl oxygen takes place due
to polarisation effects, strength-
ening the hydrogen bonds with
increasing stack size and thereby
increasing the energy gain through addition of new molecules.
To extract the link between the chemical formula and the resulting
supramolecular interactions, the bulk structures of BTAs were often studied
and they reveal a general trend for the dependence of the crystal packing
from the side groups13: short, sterically small side groups form sheet-like
hydrogen bond pattern, e.g. for R = methyl24 and R = ethyl45, or three-
dimensional networks, as e.g. R = propyl45. Long, flexible side groups
tend to result in liquid crystalline phases, for instance R = n-butyl up to
R = n-decyl46. Smaller but sterically demanding sidegroups often induce
columnar stacks47,48, but heteroatoms may take part in the hydrogen bond
network49–51. Derivatives with e.g. R = tert-butyl52,53, i.e. with bulky,
short aliphatic sidegroups, exhibit a triple-helical hydrogen bond packing
and a hexagonal or pseudo-hexagonal packing of the resulting columns.
Because exactly those BTAs with short, bulky side groups constitute ideal
model systems to study supramolecular interactions - the side groups are
big enough to enforce a columnar stacking but not long and flexible enough
to induce liquid crystalline behaviour - elucidation of their bulk structures
might be particularly insightful. However, past studies revealed either
strong correlated disorder and resulting diffuse scattering52 or only micro-
crystallinity53 for exactly those molecules, so that structure elucidation re-
quired an analysis of total X-ray scattering and an NMR crystallographical
approach, respectively.
2
1.1 Investigation of correllated disorder by analysis of diffuse scattering
This work is therefore concerned with the structure elucidation in a range of
different BTAs and closely related materials to understand the fundamen-
tal structure directing interactions in their supramolecular assemblies. In
particular the question of interactions between the supramolecular aggre-
gates, as e.g. the interactions between the dipole moments of neighbouring
columns, and their implications for the bulk properties - being ignored in
many studies due to a focus on the individual columnar supramolecular
structures - will be studied. Both analysis of total X-ray scattering and
NMR crystallographic approaches are utilised to either understand origin
and implications of disorder in the bulk structures or to enhance and support
the information content of powder X-ray studies.
1.1 Investigation of correllated disorder by analysis of
diffuse scattering
Many materials do not form perfect crystals in the sense of a translational
periodic three-dimensional arrangement of atoms or molecules, i.e. they are
disordered on the atomic or mesoscale54 to a certain extend or completely
amorphous55. For instance, it can be shown for a simple dense packing of
polyhedra that the non-crystalline state is more often encountered than the
crystalline one56. This disorder is in many cases not just an undesired side-
product but is often crucial for targeted functions57–59 so that the synthesis
of well-ordered samples might not even be desirable. The disorder violates
the fundamental assumption on which classical powder and single-crystal
crystallography relies - the existence of perfect translational periodicity -
and hence complicates or prevents structural investigations.
In both single-crystalline and powdered samples exhibiting disorder, dif-
fuse scattering may be analysed to deduce information about the structure
and about the origin of the disorder54,60. Classic single-crystal and powder
crystallography derives an unit cell - i.e. the smallest entity which forms
the complete lattice by translations - from Bragg reflections. In disordered
materials, Bragg reflections might still be present and encode the average
(hence periodic) structure in form of a single unit cell61. Additionally, dif-
fuse scattering arising from the difference between this average and the real
electron density, contains information about local correlations and hence
about the origin and form of the disorder61. Physically spoken, because the
3
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scattering amplitude is the Fourier transform of the scattering density, the
amplitude arising from of a periodic crystal is a discrete Fourier series. If,
however, the scattering density becomes aperiodic, its Fourier transform is
not a discrete Fourier series anymore but a continous function of the recip-
rocal space coordinates62. Hence, the intensity is distributed over a range of
scattering vectors and often several oders of magnitude weaker than Bragg
intensities, which are concentrated on isolated directions.
Correlated disorder (Fig. 2) is the intermediate state between random disor-
der, as encountered in liquids, and periodic crystalline order54; although no
translational periodicity exists, the arrangement still exhibits local statisti-
cal correlations in average over a large region. This may arise from a variety
of chemical and physical origins, such as displacive defects63, substitutional
Order Uncorrelated disorderCorrelated disorder
?
Figure 2: Upper row: tilings of black and white hexagons on a triangular lat-
tice, where each hexagon has always six neighbours, examplify various degrees
of (dis)order. For the ordered system (left), each hexagon is surrounded by four
neighbours of different colour in exactly the same arrangement. In the exam-
ple of the correlated disorder (middle), neighbouring hexagons prefer different
colouring, which cannot be fulfilled due to the symmetry of the lattice; this maps
directly onto the two-dimensional frustrated Ising antiferromagnet. Here, each
hexagon has in average four neighbours of different colour reflecting the inter-
actions between nearest neighbours. For the uncorrelated disorder (right), the
distribution of white and black hexagons is random and hence each hexagon has
in average three neighbours of different colour. Lower row: all corresponding
diffraction patterns exhibit spot-like Bragg reflections, in addition to pronounced
diffuse scattering in form of honeycombs in case of correlated (middle) and diffuse
Laue background scattering in case of uncorrelated disorder (right).
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disorder64 or molecular dynamics65, to name only a few. However, many
different types of disorder may be mapped onto two simple archetypes54: i),
overconstrained systems feature geometric frustration66 because the system
cannot fulfill all contraints at the same time (Fig. 2). A prototype for this
is the two-dimensional Ising antiferromagnet67, where the antiferromagnetic
interaction between neighbouring spins is frustrated due to the triangular
symmetry of the underlying lattice. ii), geometric underconstraints may
allow several energetically equivalent arrangements and hence induce disor-
der, as, for instance, in the hydrogen bond pattern in square ice68.
In contrast to powder and single-crystal structure solution using Bragg re-
flections, no general approach exists for analysing diffuse scattering60. The
origins of diffuse scattering are diverse and so are the different methods em-
ployed for extracting the information contained in diffuse intensities.
The most common and powerful approach, however, is the use of Monte-
Carlo simulations for creation of atomistic models, for which the X-ray
scattering is then simulated. In the big-box approach54, a large ensemble of
an underlying average unit cell is optimised using Monte-Carlo simulations
so that both local statistical correlations as well as the average structure
may be captured.
In the direct Monte-Carlo approach, an energy term is defined based on
model system parameters and a Monte-Carlo simulation using e.g. the
Metropolis algorithm69 is performed with respect to that energy term. The
parameters are then varied, until a qualitative or quantitative match be-
tween experimental and simulated scattering intensities is achieved70,71.
The reverse Monte-Carlo approach uses directly the crystallographicR value,
i.e. the deviation between calculated and observed diffuse scattering inten-
sities, as a cost function and minimises that numerically. Instead of refining
against diffuse scattering intensities, one could also refine against the Pat-
terson function72–75, which is the Fourier transform of the intensity. This
function is also commonly called pair distribution function, since it describes
statistical pairwise correlations of atoms, and has the advantage of being
well-defined even for amorphous materials55, thus allowing structural inves-
tigations independent of translational periodicities.
5
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1.2 Structure solution by NMR crystallography
For many materials, single crystals are unavailable and they form only
micro- or nanocrystalline powders76. In powder X-ray diffraction, however,
the information content is significantly reduced compared to single-crystal
X-ray diffraction since the three-dimensional reciprocal space is projected
onto a single dimension, where symmetry-equivalent reflections systemati-
cally collapse into the same point and accidental signal coincidations occur
in addition77,78. Although various approaches utilising direct79, real-space80
and charge flipping81 methods were developed, the ab initio structure solu-
tion from powder data is still challenging82.
A powerful method for structural and dynamic investigations of powdered
materials is solid-state nuclear magnetic resonance spectroscopy83,84 (ss-
NMR). It makes use of the interactions of nuclear spins with external mag-
netic fields to observe internal spin interactions with the chemical environ-
ment, which allow to deduce symmetry information85,86, orientations87, dis-
tances88 and connectivities89,90. ssNMR alone and in combination with pow-
der X-ray diffraction - called NMR crystallography91 - has proven valuable
for structure elucidation in diverse materials such as porous materials92,93,
polymer systems53,94,95, glasses87, molecular solids96,97 or proteins98.
While a wide variety of experimental ssNMR procedures is reported in the
literature84, most of them are based on the three strongest spin interactions
in solids: the chemical shift, the direct dipole-dipole and the quadrupolar
interaction. In comparison to X-ray diffraction - where the X-ray beam
averages over a large ensemble of unit cells - these interactions are of local
nature and hence independent of translational symmetry.
The chemical shift interaction depends strongly on the symmetry of the
chemical spin environment. The number and intensity ratios of signals al-
low to deduce information about the asymmetric unit99 or space groups86,
whereas the chemical shift values are characteristic for chemical groups and
hence may be used to identify structural fragments100. Ab initio calcula-
tions of chemical shifts using Density Functional Theory (DFT) methods101
allow to validate structural models102 or - thanks to the latest increases in
computational power - even ab initio structure solutions entirely based on
chemical shifts103. The quadrupolar interaction may similarly be used to
deduce symmetry information104 but it has particular strengths for investi-
6
1.2 Structure solution by NMR crystallography
gations of dynamics105.
The most important interaction in ssNMR is the direct dipole-dipole in-
teraction between the magnetic moments of two spins in spatial proximity.
Since the interaction strength depends on the distance and orientation of
the spins, observation of dipolar couplings between spins allow to measure
homo88,106–108- and heteronuclear109–111 distances, validate structure mod-
els53,94, solve complete structures92,98 or localise hydrogen atoms112, which
are ususally invisible in powder X-ray diffraction.
For investigation of those interactions, recoupling sequences are often em-
ployed. The sample is subjected to Magic Angle Spinning113 (MAS), which
averages anisotropic interaction parts and hence greatly enhances the res-
olution. The dipolar interaction, which has no isotropic component and is
averaged to zero, may then be selectively recoupled by interference effects
of the MAS and spin manipulations as e.g. radiofrequency pulses114,115.
The recoupled interaction is often used to excite double-quantum (DQ) co-
herences, which intensities depend on the interaction strength and - since
the dipole coupling constant d12 between two spins is proportional to r
−3
12 -
on the internuclear distance. The latter may then be extracted by measuring
a series of DQ filtered spectra (buildup curve), where the signal amplitude
encodes the intensities of DQ coherences as a function of the excitation time
during the pulse sequence (Fig. 3).
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Figure 3: The DQ buildup curve for a spin pair (left, blue curve) allows to
directly deduce the dipolar coupling constant and hence the internuclear distance
from the oscillations, which is not possible for a three-spin system (right, blue
curve) anymore. In both cases, the initial rise of the curves (black dashed line) is
goverend by the second moments, i.e. the sum of all squared coupling constants.
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For isolated spin pairs (Fig. 3, left), the oscillation frequency of the curve
is exactly half the coupling constant88 so that the spin-spin distance is di-
rectly accessible or by fits using analytical expressions116 for the buildup
behaviour. The DQ buildup of an extended spin system (Fig. 3, right),
however, is a nonlinear function of all coupling constants. Since the dis-
tances are not directly accessible any more, the experiments are usually
simulated numerically for model systems, which can be tested in this way.
In both cases, the initial rise of the curve is also dependent on the sum
of the squared coupling constants117 and hence on
∑
ij r
−6
ij , where rij de-
notes the internuclear distance of the spins i and j. This may be used for
second moment analyses, where the initial rise is fitted for different model
systems117.
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This work consists of three publications and two manuscripts (see chapter
3) dealing with different aspects of the bulk structures of BTAs or closely
related materials. Many of them were developed in parallel, so that the
timeline of publication does not necessarily reflect the actual connections
between the differents parts. Therefore, this chapter will focus on highlight-
ing the connection between the different manuscripts and especially on the
overall context formed by these results.
The manuscript ”Mesoscale Polarisation via Geometric Frustration in Colum-
nar Supramolecular Crystals” (no. 5) investigates the role of the dipole
moments in solid BTA crystals and the control of dipole ordering by chem-
ical modification of the synthons. As a result of one modification, namely
fluorine introduction, polymorphism arises, which requires NMR crystallo-
graphic methods for structural investigations.
The publication118 entitled ”Influence of proton coupling on symmetry-
based homonuclear 19F dipolar recoupling experiments” (no. 4) shows, how
homonuclear DQ recoupling experiments developed primarily for distance
measurement between dilute spins with weak homonuclear couplings as e.g.
13C may be transferred to sparse but strongly coupled spin systems as e.g.
19F in the simultaneous presence of extended 1H spin networks.
This aproach is then used to elucidate the structure of a fluorinated BTA in
the publication99 ”Influence of fluorine side-group substitution on the crys-
tal structure formation of benzene-1,3,5-trisamides”(no. 2), where the equal
electron density of fluorine and methyl groups prevents their differentiation
by powder X-ray crystallography. The resulting structure solution exhibits
a fundamentally different hydrogen bond pattern and shows that the molec-
ular conformation itself as well as the space group symmetry prevents the
formation of large dipole moments in this polymorph.
Finally, the publication119 ”NMR-crystallographic study of two-dimensionally
(2D) self-assembled cyclohexane based low-molecular-mass organic com-
pounds”(no. 1) uses NMR crystallography to investigate the bulk structures
and their consequences on the self-assembly, when the molecular synthons
are designed to favour two-dimensional hydrogen bond patterns.
The foundations of ssNMR used in many of the presented works are sum-
marised in the manuscript ”Solid-state NMR spectroscopy” (no. 6), which is
intended for publication as part of the ”Handbook of Solid State Chemistry”.
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2.1 Investigations of macrodipole ordering in the bulk
structures of benzene-1,3,5-trisamides by total X-
ray scattering
In the manuscript ”Mesoscale Polarisation via Geometric Frustration in
Supramolecular Crystals” we investigate the structures formed by aggrega-
tion of the columnar stacks. Although many experimental and theoretical
studies address various aspects of the self-assembly of BTAs within a single
column, none of them systematically studies the interactions between those
supramolecular assemblies (Fig. 4).
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Figure 4: a, The columnar stacks of molecules formed by BTAs assemble in
hexagonal or pseudo-hexagonal rod packings. The macrodipoles of the columns
can only point up (black hexagon) or down (white hexagon) but prefer electrostat-
ically an anti-alignment, so that they frustrate. b, In addition, the requirement
of a dense packing to maximise van der Waals interactions influences the ordering
of the columns. c, Four compounds are chosen as model systems to study the
dipole ordering in their bulk structures: 1 and 2 are expected to exhibit large
macrodipole moments and differ only by the amide connectivity. In 2, the dis-
tance of the macrodipoles is enhanced compared to 1, while the macrodipoles are
expected to be similar. The fluorine atoms in 3 introduce an additional polarity,
which is expected to alter the macrodipoles compared to 2.
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Pioneering work showed that the columns formed by BTAs with bulky,
aliphatic side groups tend to aggregate in hexagonal52 or pseudo-hexagonal53
(i.e. distorted-hexagonal) rod packings (Fig. 4a), which is the natural way
of packing columns densely. The large macrodipoles along the columnar
axis, however, cannot all arrange antiparallel to each other due to geome-
tric frustration in this triangular lattice (Fig. 4a)74.
Beside the electrostatic interactions preferring anti-alignment of neighbour-
ing macrodipoles, the requirement of a dense packing induces additional
interactions, which may favour either alignment (Fig. 4b). The latter may
be varied by different organic side groups, which determine the texture of
the outside of the columns and hence influence the packing. We therefore
study the structures of four different model compounds, where we either
enhance the distance of the macrodipoles (1 vs. 3, Fig. 4c) or alter the size
of the macrodipoles (2 vs. 4).
The crystal structures derived from single-crystal diffraction data (Fig. 5a)
reveal a columnar stacking of the molecules with triple helical hydrogen
bond patterns in all cases. However, each stack is disordered across a mir-
ror plane perpendicular to the stacking direction for compounds 1 - 3 with
varying occupancies for the up- and down-orientations (Fig. 5b). This type
of disorder and diffuse scattering cannot be caused by twinning120 because
J1
J2
Figure 6: In the 2D antiferro-
magnetic Ising model, each spin
(circles) can either point up or
down. The interactions with its
nearest-neighbours and with its
second-nearest neighbours (green)
are given by coupling constants J1
and J2, respectively.
the only possible twinning reverting the
dipole orientation results in an inversion
twin, where both components lead to
the same diffraction pattern. Hence, it
must origin from correlated disorder, over
which the Bragg reflections contain an
average; indeed, the diffraction patterns
exhibit intense diffuse scattering for 1 - 3
(Fig. 5c).
Fig. 4a and b suggest to study the dis-
order by 2D antiferromagnet-type Ising
models67 (Fig. 6). Hereto, an energy
E was calculated for model systems con-
taining 100 x 100 columns (”spins” with
spin states σ) which may either point up
11
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Figure 5: a, Single-crystal structure solutions reveal columnar stacks arranged
in (pseudo-)hexagonal rod packings for 1 - 4. b, The stacks are disordered across
mirror planes perpendicular to the stacking directions and the occupancies for
”up” and ”down” orientations are given and indicated by the amount of black
and white in the hexagons. c, The diffraction patterns show intense diffuse scat-
tering, which can be reproduced by simulated diffraction patterns based on 2D
Ising models for ensembles of 100 x 100 columns. d These models also result in
emperically optimised coupling constants between neighbouring columns, describ-
ing effective intercolumnar interactions (positive values indicate antiferroelectric,
negative values indicate ferroelectric interactions). e, The resulting macrodipole
orientations reveal stripe-like macrodipole patterns for 1 and 2 and honeycomb-
like patterned domains carrying permanent polarisation for 3 and 4. The local
structure (red-boxed zooms) also explain the results of the structure solutions if
one takes into account that the beam averages only within its coherence length.
12
2.1 Investigations of macrodipole ordering in BTA bulk structures
(σ = +1) or down (σ = −1):
E = J1
∑
〈i,j〉
σiσj + J2
∑
〈〈i,j〉〉
σiσj, (2.1)
where 〈〉 and 〈〈〉〉 indicate a summation over the nearest and next-nearest
neighbours (Fig. 6), respectively. The model system was then equilibrated
using the Metropolis algorithm69, the single crystal diffraction pattern cal-
culated and the coupling constants were empirically optimised to achieve
the best match between experimental and simulated diffraction intensities
(Fig. 5c and d).
It becomes apparent that, while 1 and 2 exhibit positive J1 and J2 - indicat-
ing effective antiferroelectric interactions between nearest and next-nearest
neighbouring columns - 3 and 4 have positive J1 but negative J2 and hence
a ferroelectric interaction with the next-nearest neighbours. The resulting
macrodipole ordering shows stripe-like patterns with local macrodipole can-
cellation for 1 and 2, whereas the negative J2 induce a domain structure
with permanent polarisation within each domain for 3 and 4.
To investigate the relation of the observed coupling constants to the
macrodipole interactions, we calculated the latter for stacks of increasing
size for 1, 2 and 4 (Fig. 7a). 2 exhibits slightly smaller macrodipole mo-
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Figure 7: a, The average molecular dipole moments for stacks having crystal
structure geometry increase due to cooperative effects39,44. The limiting value for
an infinite column may be estimated by fitting semiempirical AM1 calculations
to PBE1PBE results. b, The C-F bonds in 4 are aligned antiparallel to the C=O
bonds due to weak NH-F interactions, which reduces the overall macrodipole mo-
ment of the stacks drastically. c, Summary of the relation between intercolumnar
interactions and macrodipole ordering in form of an Ising phase diagram121.
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ments than 1 due to the better conjugation of the benzene core with the
amide bonds, which restrains the alignment of the latter into stacking di-
rection. The average dipole moment per molecule in 4 has only about half
the size of that in 2 because the polar C-F bonds align antiparallel to the
C=O bonds (Fig. 7b) and hence their dipoles partially cancel within each
stack.
These results imply not only that the dominating interactions in the bulk
structures of simple BTAs are intercolumnar dipole-dipole interactions
(since all J1 are positive) but they also show how geometric frustration
can be used to purposefully induce interesting phase behaviour: Due to
the geometric frustration, minimisation of the intercolumnar dipole-dipole
interactions maximises the influence of subtle packing effects, which can
induce ferroelectric interactions (negative J2 values). This allows to move
in the Ising ground state phase diagram (Fig. 7c) from local stripe-like
macrodipole cancellation schemes to polar honeycomb phases with sponta-
neous polarisation within each domain by a targeted design of the molecular
structures.
This structure-property relationship might be useful for the development of
axially polar ferroelectric materials122, which are a vibrant research topic123
due to possible applications in ultra-high density memory devices. More-
over, the results imply that the structure solution of BTAs from powder data
might be severly hampered because the limited information content is addi-
tionally accompanied by structural disorder and diffuse scattering, which is
not taken into acccount by conventional structure solution approaches from
powder X-ray data. Interestingly, even for for other BTA derivatives with
more complicated side groups honeycomb packing pattern was reported, but
the origin and implications of this structural feature were not analysed124.
2.2 Structure elucidation of microcrystalline BTAs by
NMR crystallography: beyond the limits of X-ray
diffraction
The easy self-assembly of BTAs into columnar aggregates is largely based
on cooperative electronic and dipolar effects44. Introduction of additional
dipole moments through the C-F bonds in 4 changes these interactions.
Additionally, the fluorine atoms in the presented columnar structure might
14
2.2 Structure elucidation of microcrystalline BTAs by NMR crystallography
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−145−140−135
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−150−145−135
T > 410K
T < 410K4’ 4
Figure 8: One-dimensional 19F NMR experiments at a MAS rate of 60 kHz
show that the BTA 4 exhibits enantiotropic polymorphism, where the structure
reported above is stable above 410◦ K (right spectrum) and converts to a different
structure 4’ (left spectrum) below.
reduce the strength of the hydrogen bonds by the NH-F interactions and
hence different other packing schemes might have higher stability. Indeed,
4 shows enantiotropic polymorphism with the above investigated structure
being stable only above 140◦ (Fig. 8). The phase being stable below this
temperature - denoted as 4’ - does not form suitable single-crystals so that
powder methods have to be invoked. Initial structure solution from powder
data revealed a layer-like hydrogen bond topology. However, the fluorine
and methyl groups could not be differentiated unequivocally since the X-ray
diffraction contrast origins in the electron density and methyl groups and
fluorine atoms have equal electron density.
We thus attempted to use 19F DQ recoupling experiments to support the
powder X-ray structure solution and verify the fluorine positions. Since each
molecule contains only three 19F molecules which have strong homonuclear
couplings but also many 1H spins, we have to deal with a sparse but strongly
coupled homonuclear 19F network in the presence of a dense and strongly
coupled 1H network. In such cases interference effects occur125 which might
not admit accurate distance measurements or validation of extended mod-
els any more. Hence, we investigated in the publication ”Influence of pro-
ton coupling on symmetry-based homonuclear 19F dipolar recoupling ex-
periments” the existence of 1H decoupling regimes during 19F homonuclear
recoupling and identified an experimental regime, where distance measure-
ments are possible. The basic theory of ssNMR is hereby contained in the
manuscript ”Solid state NMR spectroscopy” and will not be discussed here.
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2.2.1 Implementation of 19F DQ experiments at high magic angle
spinning rates for distance measurements
To systematically investigate the influence of proton coupling and proton
decoupling on symmetry-based R sequences for 19F as well as a supercycled
version of this sequence, we performed numerical simulations using various
model spin systems (Fig. 9). Model a) is a simple 19F spin pair, whereas
model b) is derived from the initial structure solution of 4’. In the remain-
ing models, the different couplings were systematically varied but never
exceeded the maximum values encountered in the crystal structure.
For model system a) and b), extensive simulations of DQ recoupling with
variable continous wave (cw) 1H decoupling were performed and compared
(Fig. 10). Firstly, simulations for the well-established robust R1462 se-
quence88 and its supercycled version126 at slow MAS show that the protons
significantly reduce the maximimum DQ efficiency in all regions; even for
large decoupling fields, where the strong decoupling limit is approached, no
stable decoupling condition can be identified because rotational resonance
effects periodically lead to a recoupling of heteronuclear interactions which
perturb the homonuclear recoupling periodically.
Since this sequence is not transferable to high spinning rates due to hard-
ware limitations, the R1454 sequence was identified as suitable alternative for
a) b)
H
F
c)
d) e) f)
g)
19
1
h)
Figure 9: Different model spin systems were used to simulate the influence
of proton coupling on symmetry-based 19F DQ recoupling experiments, where
the different dipolar interactions were systematically weakend (dashed lines) or
strengthened (bold lines).
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Figure 10: Simulated maximum DQ efficiencies for non-supercycled and super-
cycled R1462 and R1454 sequences under experimentally realisable spinning speeds
(determining the nutation frequencies for R sequences) exhibit no stable strong-
decoupling limit. Only for the SR1454 pulse sequences at ultra-fast MAS in the
no-decoupling limit are the DQ efficiencies of the model systems b) equivalent to
those of the isolated spin pair a) (grey dashed line).
high MAS spinning speeds. The crucial argument beside the applicability
at high MAS rates is that the 1H-19F heteronuclear dipolar coupling has - in
absence of 1H decoupling fields - the same rotational signature as the Chem-
ical Shift Anisotropy (CSA)127. Hence, sequences with intrinsic robustness
against CSA - which is indicated by a low number of second-order cross
terms between dipolar coupling and CSA in the average Hamiltonian128 -
are also less prone to heteronuclear perturbations.
Corresponding simulations (Fig. 10) for the R1454 sequence without and with
supercycling show that both versions are signficantly more robust against
the proton couplings in the absence of decoupling fields, but a strong de-
coupling limit without rotational resonance effects is still not achievable.
However, SR1454 recoupling without any cw decoupling - the so-called ”no-
decoupling limit” - yields almost the same DQ efficiency for the model sys-
tem b) as for the isolated spin pair a).
The corresponding DQ buildup curves (Fig. 11A, C) show that for the non-
17
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supercycled version not only the maximum DQ efficiency decreases but also
the course of the curves is heavily distorted by the protons couplings, while
supercycling efficiently removes these perturbations; this behaviour is also
reproduced by experiments on 4’ (Fig. 11B, D).
The model system b), however, is a drastic simplification of the real circum-
stances, where one has often to deal with dense spin systems of strongly
coupled protons. Hence, the performance of the no-decoupling regime was
probed with model systems c) - f), where the homonuclear 1H as well as
the heteronuclear 1H-19F interactions were systematically varied (Fig. 11E).
The simulations show that the mainly homonuclear 1H interactions play a
crucial role and quenching them reduces the impact of protons on the 19F
DQ buildup curves drastically.
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Figure 11: A, C, The simulation of 19F DQ buildup and B, D, the experimental
DQ buildup curves for 4’ show that the non-supercycled R sequences are prone to
heteronuclear 1H-19F couplings contained in the spin systems b), while supercy-
cling removes these perturbations to a great extend. Additional 1H cw decoupling
leads to interference effects which decreases the maximum DQ effciency. E, Sim-
ulations for the model system c) show that homonuclear 1H couplings have strong
impact on the 19F DQ buildup and quenching of those (system d)) significantly
reduces the heteronuclear interferences, while the simulations for system e) imply
that the heteronuclear 1H-19F couplings are of minor importance. F, Varying
the homonuclear 19F coupling strength reveals that the protons scale the buildup
curves and the scaling factor increases with decreasing 19F coupling strength.
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Hence, the highest possible MAS spinning speeds are favourable because
this averages the homonuclear 1H interactions. Under such conditions, the
proton couplings merely scale the DQ curves, where the exact scaling factor
depends also on the homonuclear 19F interactions (Fig. 11F) so that exper-
imental DQ buildup curves may be corrected by a constant scaling factor,
which, however, has to be optimised empirically as long as the 19F distances
are unknown.
2.2.2 Structure elucidation in a fluorinated BTA: the impact of
fluorine on the supramolecular interactions
The foregoing results allowed us to investigate the structure of 4’ using
NMR crystallography. One-dimensional (1D) spectra of 19F (Fig. 12b) and
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Figure 12: a, Molecular structure of 4’. b, The high-resolution 1D 19F MAS
spectrum acquired after direct excitation shows six distinct signals with equal
intensities (7 demarks an impurity), indicating the presence of two symmetry-
independent molecules in the asymmetric unit. c - e, High-resolution MAS spec-
tra of 1H (b) acquired with direct excitation and CP spectra of 15N (c) and 13C
(d, black curve) support this thesis. The 19F→13C CP (d, blue curve) allows
to assign each 13C signal by using sufficiently short 19F→13C CP contact times,
which probe spatial fluorine-carbon proximities; this also shows that the methyl,
quarternary carbon and carbonyl groups are close to fluorine atoms.
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Figure 13: In the structure model for 4’ obtained from PXRD structure solution
(a), a rotation about the C(O)-CF(CH3)2 bond by 120
◦ (b) results in new models
with equivalent Rp factors and highly similar Rietveld difference curves (c; the
arrows demark the number of bonds about which was rotated).
1H (Fig. 12c) with direct excitation as well as 15N (Fig. 12d) and 13C Cross
Polarisation (CP) experiments (Fig. 12e) strongly suggest that the struc-
tures contains two symmetry-inequivalent molecules.
Indexing of the corresponding powder pattern (Fig. 13a) reveals a mono-
clinic metric and subsequent Pawley refinement admits a serious of different
space groups. The combination of PXRD and NMR information was then
used to exclude all possibilities except one: Under consideration of the unit
cell volume (1924 A3) and of the molecular volume (490 A3, based on the
assumption of 18 A3 for all non-hydrogen atoms) only four molecules can
be contained in the unit cell, while NMR predicts two molecules contained
20
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in the asymmetric unit. Since the molecule cannot exhibit a twofold and
is unlikely to exhibit a mirror symmetry, it must be located on a general
position; this, however, is only possible in the space groups P2, P21, Pm
and Pc. Extinction of odd 0k0 reflections indicates a 21 screw axis and
hence the space group P21 is concluded.
Rietveld refinement yields a reasonable structure solution (Fig. 13a), but
rotation of the fluoro-dimethyl-propionyl groups about the C(O)-CF(CH3)2
bonds of 120◦ (Fig. 13b) results in highly similar Rietveld fits (Fig. 13c).
This is due to the equal electron number of fluorine atoms and methyl
groups, so that the limited information content of a powder pattern is not
sufficient to distinguish them.
Hence, 19F DQ buildup curves were measured and simulations for the var-
ious models were fit to the experimental data by applying a scaling factor
- numerically optimised for each model - to the simulated curves (Fig. 14).
For all models except a), at least one simulation rises faster than any of the
experimental curves, which indicates 19F-19F distances in the model being
shorter than experimentally observed. This behaviour was quantified by
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Figure 14: DQ buildup simulations for the different models (cf. Fig. 13) allow
to discriminate those and support structure a).
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calculating the root-mean-square deviations
(Fig. 15), where a) is at least 1.5 % better than
all others.
Structure a) is the result of intial PXRD struc-
ture solution, which uses molecules being ge-
ometry optimised by DFT methods as a rigid
body during real-space structure solution. Be-
cause these molecules are treated as isolated
during geometry optimisation, the amide bonds
are fully conjugated with the benzene ring and a
weak NH-F contact forms. The rotation about
the C(O)-CF(CH3)2 bonds to form the structure
models b)-e) breaks these contacts and leads to shorter fluorine-fluorine dis-
tances, which, however, can be excluded by the DQ buildup curves.
Hence, the structure (Fig. 16) consists of molecules stacked along the c axis,
but the benzene rings are not coplanar and no columnar packing is formed;
hydrogen bonds along the a and b axes create to a two-dimensional pattern
with van der Waals interactions between neighbouring layers.
Interestingly, the carbonyl bonds within a single molecule do not all point
into the same direction, as observed for 4, but two point in one and the
remaining bond into the opposite half space of the benzene plane. This in-
trinsically reduces the dipole moment of a single molecule from 4 to 4’ by a
factor of three. A coarse estimation of the dipole moments of the molecules
ba
Figure 16: a, In the structure of 4’, a two-dimensional intermolecular hydrogen
bond pattern is formed along the b and c axis. b, This leads to a sheet-like
structure with van der Waals interactions along the a axis between the sheets.
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in the asymmetric unit by simple DFT calculations and subsequent addition
of all moments in the unit cell show that basically no net dipole moment
exists. In contrast to the columnar structure presented above, the growth
of supramolecular aggregates supported by cooperative dipole effects does
also not take place because the dipole of neighbouring molecules cancel
each other. This suggests that, due to the reduction of molecular dipole
moments, the cooperativity in the growth of stacks in 4 is reduced so that
the columnar structure becomes less stable and polymorphism occurs. This
is important for applications such as the nucleation of polymers, where the
epitaxial match of the crystal structures of the polymer and additive govern
the nucleation efficiency. For instance, polymer processing at temperatures
where the undesired modification is formed might then cause unexpected
behaviour and even complete failure of the nucleation because this match
does not hold any more.
The 19F DQ recoupling method presented here might therefore not only be
useful for the particular case of structure solutions in neat materials, but
might also aid in structural investigations for complex material systems: for
the well-established 13C DQ recoupling, prior work has demonstrated the
usefulness not only for NMR crystallographic studies on neat BTAs53, but
the method was also successfully transferred to additive-polymer systems
to show the structural equivalence of BTA clusters in the polymer matrix
and in the bulk phase94. Similarly, a transfer of the presented 19F DQ re-
coupling method could be useful to study the nucleation behaviour of 4/4’.
Since 19F exhibits a higher gyromagnetic ratio than 13C and hence stronger
homo- and heteronuclear dipolar couplings, fluorinated BTAs might also be
useful model systems to probe the epitaxial match itself, which was not pos-
sible before due to the weak homonuclear dipolar 13C interactions between
additive and polymer94.
2.3 Structure elucidation of 2D self-assembling low-
molecular mass organic compounds via NMR crys-
tallography
BTAs are designed to favour helical hydrogen bond patterns leading to
one-dimensional assemblies, where the cooperative effects allow effcient self-
assembly at extremley low concentrations so that even isolated molecular
23
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a b c
5
6 7
Figure 17: a-c, SEM images show that the compounds 5 - 7 self-assemble into
sheet-like supramolecular nanoobjects from organic solvents.
stacks may be formed22. Targeted design of molecular structures forming
two-dimensional hydrogen bond patterns resulting in two-dimensional self-
assembly, however, proved to be more challenging129. One possible expla-
nation might be the lack of or reduced cooperativity, in particular because
these systems do often not exhibit macrodipole formation. Here, knowledge
of the bulk structures reveals the dominating supramolecular interaction
and helps to understand and predict the anisotropic growth of supramolec-
ular nanoobjects.
In the manuscript ”NMR-crystallographic study of two-dimensionally self-
assembled cyclohexane based low-molecular-mass organic compounds” we
studied the crystal structures of three novel low-molecular mass organic
(LMO) compounds, which readily assemble into highly anisotropic nanosheets
from organic solvents (Fig. 17).
The structure solution for these materials - which form only microcrystalline
powders - was achieved using powder X-ray diffraction data and ssNMR in
the same combination as for 4’: first, a complete signal assignment for 1H,
13C and 15N was carried out using 1D high-resolution (Fig. 18a-d) and
2D heteronuclear correlation (Fig. 18e, f) experiments, which allowed to
determine the content of the asymmetric unit to half a molecule for all
three compounds. After indexing and Pawley refinement, the space groups
could be identified based on the symmetry information from ssNMR and the
systematic absences. Subsequent real space structure solution and Rietveld
refinement resulted in plausible structure models (Fig. 19).
5 and 6 both form a 2D hydrogen bond network;
between these molecular sheets only van der Waals interactions exist, lead-
ing to a highly anisotropic interaction profile and explaining the easy 2D self-
assembly (Fig. 17). Surprisingly, 7 forms only 1D molecular chains along
the ab direction via intermolecular hydrogen bonds because the CONH-
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Figure 18: a All chemical units of 5 - 7 can be assigned to the signals in high-
resolution 1H DUMBO (b), 1H→13C CP (c), and 1H→15N CP spectra by 2D 1H -
13C (e) and 1H - 15N (f) correlation experiments which probe spatial proximities;
this is exemplarily depicted for 7.
CONH bond is cis configured leading to an intramolecular hydrogen bond,
which blocks a CO and NH group; the chains are assembled into sheet-like
arrangements, which are stacked along the c∗ direction (Fig. 19b). Because
the packing is denser within one sheet than between the sheets, the van der
a b
a
bc
a
b
c
Figure 19: a, In the structure solution of 5, the molecules are stacked along the
c axis and form a 2D hyrogen bond pattern along the b and c direction; between
neighbouring layers along the a axis only van der Waals interactions exist. c, In
contrast, the molecules of 7 stack along the a axis but form only a 1D hydrogen
bond pattern, leading to chain-like building units along the ab direction.
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2 Synopsis
Waals interactions are likely to be stronger within it; this might explain
the easy self-assembly into 2D nanoobjects despite the 1D hydrogen bond
pattern. This implies that - in analogy to chapter 2.1 - packing effects can
have significant impact on supramolecular interactions and hence on the
resulting self-assembly behaviour.
Morerover, due to the symmetry of the adopted molecular configurations in
all three structures, cooperative macrodipole moments cannot play a role in
the growth of the hydrogen bond networks and hence these materials are ex-
amples of purely hydrogen bond driven supramolecular synthons assembling
into highly anisotropic nanoobjects.
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Using a combined approach based on scanning electron microscopy, powder X-ray diffraction as well as 1D
and 2D multinuclear solid-state NMR spectroscopy, we were able to determine the morphology and the crystal
structures for a set of three supramolecular compounds with different hydrogen bonding motifs, namely
N,N′-(cyclohexane-trans-1,4-diyl)bis(2,2-dimethylpropanamide) 1, 1,1′-(cyclohexane-trans-1,4-diyl)bis(3-tert-butylurea) 2
and N1,N4-bis(tert-butylcarbamoyl)cyclohexane-trans-1,4-dicarboxamide 3. Based on a complete signal assign-
ment of the 1D solid-state MAS NMR spectra (1H, 13C, 15N) employing 2D HETCOR experiments and a quanti-
tative evaluation of the corresponding resonances, the content of the asymmetric unit was determined to one
half of a molecule. Probing the molecular configuration with 1H–1H double-quantum experiments revealed an
intramolecular hydrogen bond for compound 3 while 1 and 2 form exclusively intermolecular H-bonds. Ab
initio structure solutions applying real space methods with an included close-contact penalty were carried out
for all compounds. The following Rietveld refinements led to excellent wRp-values between 2.5% and 4.1%.
Compounds 1 and 2 crystallise isostructurally in the monoclinic space group P21/c exhibiting a pseudo-biaxial
hydrogen bond motif. 3 crystallises in the triclinic space group P1¯ with intermolecular head-to-tail hydrogen
bonds connecting the molecules to one-dimensional ribbons. Nevertheless, all compounds grow in a sheet-like
morphology with lateral dimensions of several hundred micrometres indicating a fast growth in two dimen-
sions along two of the crystal axes. Since all three molecules possess inversion symmetry cancelling the molec-
ular dipole moment the growth mechanism itself has to be dominantly driven by the formation of hydrogen
bond networks.
Introduction
Within the last decades the field of supramolecular chemistry
has attracted significant attention resulting in the synthesis
and design of functional molecules evolving into ordered
superstructures via self-assembly mechanisms. Driven by
non-covalent interactions between the constituent parts,1 like
hydrogen bonding, aromatic π–π stacking, CH–π interactions,
electrostatic or hydrophobic interactions, these complex
structures offer a wide diversity of functions highlighting the
versatility and flexibility within this field of research. The
dimensionality of the resulting nanostructures (from one- to
three-dimensional), however, plays a fundamental role in
order to vary macroscopic properties.
Certain types of supramolecular building blocks form
predominantly one-dimensional nanostructures. Here,
benzene-1,3,5-tricarboxamides (BTAs) represent an impor-
tant class and are described in detail by Cantekin et al.2 The
choice of appropriate substituents results in a broad range
of materials. For example organogels,3–5 hydrogels,6,7
discotic liquid crystals,8 metal complexation9 and MRI-
contrast agents,10 as well as nucleating agents and clarifiers
for semi-crystalline polymers11–18 have been reported. The
hydrogen bond mediated cooperative effect results in the for-
mation of one-dimensional rod-like nanoobjects. The topo-
logical arrangement of these columnar nanostructures is
dominated by a (pseudo)hexagonal rod packing.19,20 Since
each BTA possesses an intrinsic dipole moment, the build-
up of these rods is strongly connected to the formation of a
macrodipole with a high intrinsic potential energy.21 Only
the macroscopic compensation of these macrodipoles by
neighbouring rods being directed antiparallel and leading to
a Inorganic Chemistry III and Bayreuth Center for Colloids and Interfaces,
University of Bayreuth, 95440, Bayreuth, Germany. E-mail: juergen.senker@uni-
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bMacromolecular Chemistry I, Bayreuth Institute of Macromolecular Research
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Bayreuth, Germany. E-mail: hans-werner.schmidt@uni-bayreuth.de; Fax: +49 921-
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an antiferroelectric arrangement allows for a fast one-
dimensional growth.
Recently, two-dimensional nanostructures with a high
aspect ratio have gained increasing interest22 with lateral
dimensions ranging from a few hundred nanometres up to
the micron scale. Well known inorganic examples are layered
silicates23 and graphene with exceptional properties.24–29
Lately, a new pathway to two-dimensional nanoobjects has
emerged based on supramolecular self-assembly of low-
molecular-mass organic molecules (LMOs).22 Among others,
Zentel and co-workers reported a couple of bis-acylurea
compounds possessing a C5 or C6 alkyl spacer with differ-
ent functional end groups.30,31 An in-depth understanding
of the formation of these nanosheets is still challenging. It
is quite evident that hydrogen bonding is important. How-
ever, the role of dipole moments or even macrodipoles as a
driving force for the two-dimensional growth is still an
open question.
In order to derive a deeper understanding of the struc-
ture–property relations of two-dimensional nanosheets, we
selected three compounds with different hydrogen bond
motifs. The materials (Scheme 1) are based on symmetric
substituted trans-(1,4)-cyclohexane derivatives with increas-
ing number of donor (NH) and acceptor groups (CO),
namely amide 1, urea 2 and acylurea 3 moieties. We focus
on the ab initio structure solutions as well as the hydrogen
bond networks of these three LMOs. Since the lack of suit-
able single crystals prevents using single crystal X-ray dif-
fraction experiments, we employ NMR-crystallographic
strategies to derive both detailed local and topological
features of these compounds. To complement powder dif-
fraction data with solid-state NMR experiments and
computational modeling at various steps of the structure
elucidation32–35 has proven to be an efficient way to validate
or disprove structure models.
Experimental section
Materials and instruments
All solvents were purified and dried prior to use according to
standard procedures. The starting materials were purchased
from ABCR, Acros, Aldrich, and TCI Europe and used as
received. Elementary analysis (C, H, N) were carried out using a
Vario elementar EL III instrument. Mass spectra were recorded
at RT on a FINNIGAN MAT 112S instrument (70 eV) with elec-
tronic impact ionisation and direct probe inlet. SEM was
performed on a Zeiss 1530 FESEM (3 kV) with a preceding plat-
inum sputtering using a Cressington Sputter Coater 208HR.
Syntheses of 1–3
The general reaction schemes are depicted in Scheme S1
within the ESI.†
N,N′-(Cyclohexane-trans-1,4-diyl)bis(2,2-
dimethylpropanamide) 1
Compound 1 was synthesised by dropping pivalic acid chlo-
ride (7.3 g, 61 mmol) to a mixture of trans-1,4-
diaminocyclohexane (3 g, 26 mmol), pyridine (10 mL), LiCl
(0.05 g) and N-methyl-2-pyrrolidone (NMP, 180 mL) at 0 °C
under nitrogen atmosphere. The reaction mixture was heated
to 80 °C and stirred overnight. The mixture was precipitated
in cold water and the white solid was filtered off, dried under
vacuum for 2 h (70 °C, 100 mbar) and re-crystallised from
methanol. Yield: 4.5 g (16 mmol, 61.5%, based on trans-1,4-
diaminocyclohexane). Anal. calculated for 1: C, 68.04; H,
10.71; N, 9.92. Found: C, 67.34; H, 12.23; N, 9.80%. MS (70 eV),
m/z (%): 282 (M+, 3.3); 197 (10.4); 181 (74.5); 127 (5.7);
102 (100); 85 (9.4); 80 (6.6); 57 (3.8).
1,1′-(Cyclohexane-trans-1,4-diyl)bis(3-tert-butylurea) 2
Compound 2 was synthesised by dropping tert-butyl isocyanate
(dissolved in 400 mL THF at room temperature, 5 g, 101 mmol)
to a solution of trans-1,4-diaminocyclohexane in THF (10 g,
44 mmol) at 0 °C under argon atmosphere. The mixture was
stirred overnight at 80 °C, filtered off, dried under vacuum and
re-crystallised from methanol. Yield: 12 g (38 mmol, 87.3%,
based on trans-1,4-diaminocyclohexane). Anal. calculated for 2:
C, 61.5; H, 10.32; N, 17.93. Found: C, 61.17; H, 11.10; N,
17.78%. MS (70 eV), m/z (%): 312 (M+, 9.4); 212 (29.2); 197
(18.8); 139 (7.5); 113 (13.2); 96 (18.8); 68 (9.4); 58 (100); 41 (11.3).
N1,N4-Bis(tert-butylcarbamoyl)cyclohexane-trans-1,4-
dicarboxamide 3
Compound 3 was synthesised by dropping a mixture of
cyclohexane-trans-1,4-dicarbonyl dichloride (3.14 g, 15 mmol)
and 3.65 mL pyridine to a solution of 1-tert-butyl urea (3.49 g,
30 mmol) in THF at 0 °C under argon atmosphere. The reac-
tion mixture was stirred overnight at 70 °C, filtered off, dried
Scheme 1 Chemical structures of N,N′-(cyclohexane-trans-1,4-diyl)bis(2,2-
dimethylpropanamide) 1, 1,1′-(cyclohexane-trans-1,4-diyl)bis(3-tert-butylurea) 2 and
N
1
,N
4
-bis(tert-butylcarbamoyl)cyclohexane-trans-1,4-dicarboxamide 3 with labelling
of the atoms for the NMR signal assignment.
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under vacuum for 2 h at 70 °C and re-crystallised from DMF.
Yield: 2.2 g (6 mmol, 40%, based on cyclohexane-trans-1,4-
dicarbonyl dichloride). Anal. calculated for 3: C, 58.64; H, 8.75;
N, 15.21. Found: C, 58.42; H, 8.81; N, 15.16%. MS (70 eV),
m/z (%): 353 (M+, 91.5); 313 (4.7); 280 (33.9); 254 (15.1); 240 (7.5);
197 (6.6); 169 (14.1); 126 (29.2); 109 (3.7); 81 (17.9); 59 (100).
Ab initio structure determination with powder X-ray
diffraction
PXRD measurements for compounds 1–3 were carried out in
Debye–Scherrer geometry on a STOE StadiP diffractometer,
which was equipped with Cu Kα1 radiation (λ = 1.5406 Å) and
a curved germanium monochromator (oriented according to
the 111 plane). The samples were filled in capillary tubes with
a diameter of 0.5 mm and measured in the 2Θ range of 3–50°
with a step size of 0.015°. The powder diffractograms were
fully handled using the module REFLEX PLUS from the com-
mercial program package Accelrys MS Modeling (version 5.0).36
After indexing, Pawley refinement and space group assign-
ment, the structure solution step was performed by means
of real-space methods using the parallel tempering algo-
rithm. For every structure solution, the molecule was first
geometry optimised using DFT methods (see section Compu-
tational methods). As starting models for compounds 1–3
only half a molecule was set into the asymmetric unit as one
motion group. Besides the possible rotational and transla-
tional degrees of freedom, all sustainable torsion angles
in each molecule fragment were set free during the struc-
ture solution. Additionally, a preferred orientation model
(March–Dollase) was applied during the solution with focus
on the shape of the crystallites (R0) as well as the orienta-
tion of the normal of the crystal faces (a*, b*, c*).37
For the Rietveld refinement, at first four cycles including a
relaxation of atomic parameters, a global isotropic temperature
factor and a preferred orientation correction according to the
Rietveld–Toraya equation38,39 were carried out. By taking into
account energy considerations using the COMPASS force field,40
the molecular structure was maintained without limiting rota-
tional and translational degrees of freedom. The resulting num-
ber of refined structural parameters (see Table 1) is hence not
strictly representative due to the application of the energy
constraint during the refinement. This force field assisted
refinement is based on a combined figure of merit (Rcomb) with
Rcomb ¼ ð1−wcombÞwRp þ wcombREnergy ð1Þ
where wcomb represents the energy weighting factor that was set
to 0.5. The energetic contribution, REnergy, to the combined fig-
ure of merit is defined as follows:
R E E
EEnergy tol
 



tanh . min0 1 ð2Þ
where E represents the total energy, Emin the energy in the
global minimum and Etol the energy window above Emin in
which possible structure solutions are tolerated. Here, the
default value of 40 kcal mol−1 was used prohibiting the breaking
of covalent bonds during the refinement and thus reducing the
independent number of refined structural parameters markedly.
Afterwards, besides the adjustment of the lattice parame-
ters, the pseudo-Voigt peak profile including FWHM with its
profile parameters NA and NB were optimized. The pseudo-
Voigt peak shape function as a linear combination of a
Gaussian (G) and a Lorentzian (L) includes a Θ-dependent
mixing parameter η whose Θ-dependence is thus given by
ηðΘÞ ¼ ðNAþ NBÞ2Θ ð3Þ
where NA and NB are adjustable parameters. Besides, the
zero-point shift, sample off-centering, asymmetry correction
(Finger–Cox–Jephcoat)41 and the experimental background
using 20 orthogonal polynomials were refined. For both
refinement steps, 15 evaluations per cycle per degree of free-
dom were performed. Relevant crystallographic data are sum-
marized in Table 1. Atomic parameters, the temperature
factor and the occupancy of 1–3 are included in the CIF files
which are provided in the ESI.†
Solid-state NMR spectroscopy
1H and 13C chemical shifts are referenced to TMS
(δref((
1H3C)4Si) = 0 ppm, δref((H3
13C)4Si) = 0 ppm),
15N
Table 1 Relevant crystallographic data for 1–3 from PRXD
1 2 3
Formula C16H30N2O2 C16H32N4O2 C18H32N4O4
M/g mol−1 282.42 312.45 368.47
Crystal system Monoclinic Monoclinic Triclinic
Space group P21/c P21/c P1¯
a/Å 14.183(3) 15.435(7) 6.092(3)
b/Å 6.159(1) 6.762(3) 7.325(4)
c/Å 9.889(2) 8.883(4) 12.473(6)
α/° 90 90 73.828(3)
β/° 98.383(1) 96.343(2) 83.507(3)
γ/° 90 90 87.597(2)
V/Å3 854.6(8) 921.4(12) 531.1(8)
Z′/Z 0.5/2 0.5/2 0.5/1
ρ/g cm−3 1.097(1) 1.125(2) 1.151(2)
T/K 293 293 293
U 0.20(1) 0.14(1) 0.23(1)
V −0.021(3) 0.005(3) −0.012(4)
W 0.0029(2) 0.0013(2) 0.0025(2)
NA 0.42(2) 0.79(4) 0.76(3)
NB 0.001(1) 0.002(2) 0.00(2)
Zero-point shift −0.031(1) 0.009(1) −0.021(1)
R0
a 0.223 0.654 0.868
a* 0.9877(2) −0.9885(3) −0.109(5)
b* 0.137(1) 0.147(2) −0.087(9)
c* 0.074(1) 0.030(2) −0.990(1)
No. ref. struct. par.b 81 87 93
Rp 0.0272 0.0217 0.0157
wRp 0.0411 0.0301 0.0254
a Preferred orientation coefficient of the sample according to the
March–Dollase function representing a dimensionless value
reflecting the shape of the crystallites; R0 < 1 for platelets, R0 > 1 for
needles. b The number of refined structural parameters includes one
isotropic temperature factor and three translational elements of each
atom within the asymmetric unit. Since a COMPASS force field with
an energy constraint was applied, the refinement of the atomic
positions is not handled independently.
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chemical shifts are reported with respect to nitromethane
(δref(H3C–
15NO2) = 0 ppm). The spin rate for all MAS experi-
ments was set to 10 000 ± 1 Hz. The 1D 1H-DUMBO and 2D
1H–1H double-quantum-single-quantum (DQ-SQ) correlation
experiments were performed on a Bruker Avance III spectrome-
ter at a proton resonance frequency of 400 MHz with a 3.2 mm
triple resonance probe. The CP and the HETCOR experiments
on 13C and 15N were performed on a Bruker Avance II spec-
trometer with a proton frequency of 300 MHz using a 4 mm
triple resonance probe. For the latter experiments proton
broadband decoupling was realised with a SPINAL64 sequence
during acquisition. The nutation frequency and pulse length
were set to 72 kHz and 5.6 μs (15N)/6.8 μs (13C), respectively.
For the 1H-DUMBO experiments the DUMBO pulse length
and the nutation frequency were adjusted to 30.50 μs and
89.3 kHz, respectively. The total window length between the
DUMBO pulses during acquisition was set to 5.6 μs with a
dead time delay of 1.2 μs before acquiring a point. A
CRAMPS scaling factor of λscaling = 0.5 was determined on
glycine, where all isotropic chemical shifts are well known.42
Subsequently, the shifts of all 1H DUMBO spectra were
corrected accordingly.
In the case of the 1H–1H DQ-SQ correlation experi-
ments, double quantum excitation and reconversion was
achieved through the R2092 sequence
43 and high resolution
in both dimensions through a DUMBO sequence.44 For the
R-elements, 90–270° composite pulses were used with 80 μs
excitation/reconversion time (corresponding to 8 R-elements
each) and 100 kHz of nutation frequency. The desired coher-
ences were selected through an eight-fold phase cycling. For
DUMBO in the indirect dimension the window length was set
to 4.6 μs with an increment of three DUMBO cycles, whereas
all remaining parameters for DUMBO in both dimensions
were the same as in the one-dimensional DUMBO experi-
ments. For both the indirect and direct dimension a scaling
factor of λscaling = 0.5 was determined as described above.
The 1D CP spectra of 13C and 15N were recorded using a
ramp on the proton channel and a contact time of 5 ms with
nutation frequencies of 35/45 kHz for 15N/13C. For the
1H–15N/13C HETCOR experiments a DUMBO sequence was
applied in the indirect dimension with a pulse length of
28.8 μs, a nutation frequency of 91 kHz, a delay of 2 μs and
four/three DUMBO cycles as increment. Magnetization transfer
was achieved using the PRESTO-II sequence.45 It ensures that
spin diffusion between the protons during the contact time is
suppressed in contrast to conventional magnetisation transfer
by CP. For all compounds, the transfer time for PRESTO was
set to 178 μs according to 16 R-elements before and after the
90° pulse probing only the closest 1H–13C and 1H–15N dis-
tances. Thus, correlation signals only correspond to covalently
bonded nuclei. The nutation frequency for 1H and 15N/13C dur-
ing PRESTO was set to 90 kHz and 39/70 kHz, while the FID
was recorded after a spin echo for refocusing the chemical shift
interaction. The refocusing period was chosen to one/two rotor
periods for 15N/13C, respectively. An eight-fold phase cycling
allowed the selection of the desired coherences.
Computational methods
Before the ab initio structure solutions of compounds 1–3, all
molecules were geometry optimised by DFT methods using
the module DMol3 from the program package Accelrys MS
Modeling (version 5.0).36 Here, the double zeta plus
polarisation basis set with the GGA functional PW91 was
applied.46 The self-consistent field (SCF) energy convergence
was set to 1.0–6 eV per atom.
Results and discussion
Morphology
Morphological analyses using scanning electron microscopy
(SEM) reveal a two-dimensional growth of compounds 1, 2
and 3. Large platelets possessing a high aspect ratio were
obtained from hot isotropic solutions of butan-2-one with con-
centrations between 50 and 500 ppm depending on their solu-
bility. Bisamide 1 shows platelets with well-defined edges and
a widely homogenous surface (Fig. 1a) whereas bisurea 2
exhibits partly fringed edges but also a homogenous surface
(Fig. 1b). At a first glance the bisacylurea 3 shows sharp edges
and a homogenous surface as well. However, when magnifying
the edge of the platelet, it becomes clear that one platelet
consists of several thin sheets (Fig. 1c). In contrast, no fine
structure can be determined by using SEM in case of 1 and 2.
Structural information obtained from solid-state NMR
spectroscopy
Compounds 1–3 form only microcrystalline powders
preventing structure analysis by single crystal X-ray diffraction.
Since this circumstance is not specific for our samples but a
common case for organic substances, the development of
alternative structure elucidation methods for powder samples
is necessary. Ab initio structure solutions employing solely
PXRD data are often hampered by a severe loss of information.
Symmetry equivalent reflexes always coincide and higher order
reflexes overlap heavily, reducing the number of independent
intensity information.47 While topological information might
still be obtained with reasonable accuracy, local structural
details are strongly affected.34,47 In this context, solid-state
NMR spectroscopy provides complementary data and thus
evolved into an important element of NMR crystallographic
strategies. Meanwhile, solid-state NMR is able to participate in
nearly all steps of the structure solution process starting from
space group selection, over model building up to the final
Rietveld refinement.19,47–50 Symmetry information including
the content of the asymmetric unit might be obtained by
deriving Wyckoff spectra48,51 from high-resolution experiments
and by determining rotational symmetry elements47,52,53 based
on orientation correlations of CSA tensors of neighbouring
nuclei. Analysing hetero- and homonuclear connectivities,
distances, distance sums and even torsion angles measured by
1D and 2D dipolar recoupling experiments support the
construction of structure models.19,20,32–34,49,50 The expressive-
ness of such measurements is significantly increased by
CrystEngComm Paper
CrystEngComm, 2013, 15, 8784–8796 | 8787This journal is © The Royal Society of Chemistry 2013
Pu
bl
ish
ed
 o
n 
04
 S
ep
te
m
be
r 2
01
3.
 D
ow
nl
oa
de
d 
by
 U
N
IV
ER
SI
TA
T 
BA
Y
RE
U
TH
 o
n 
25
/0
3/
20
14
 1
3:
53
:4
3.
 
View Article Online
47
4 Publications
combination with quantum chemical calculations.54,55 For
instance, hydrogen bond scenarios can be probed by combin-
ing ab initio chemical shift calculations and high-resolution
NMR measurements.34,54,56 Even the substructure of light
atoms like hydrogen has successfully been determined.32,50
Since most of these methods require high resolution spectra,
hetero- and homonuclear decoupling of strongly coupled spin
systems like protons is necessary. Moreover, for a correct inter-
pretation of these spectra, a complete assignment of all signals
is essential, which can be obtained through 2D heteronuclear
correlation experiments.
Following this strategy, information about hydrogen bond
patterns, configurations and symmetries of the crystal struc-
tures of compounds 1–3 are deduced. In particular, we
support the ab initio structure solutions by PXRD through
solid-state NMR experiments on the three NMR-active nuclei
Fig. 1 SEM images of two-dimensional structures of (a) bisamide 1 (500 ppm), (b)
bisurea 2 (200 ppm) and (c) bisacylurea 3 (50 ppm) formed in butan-2-one. The regions
where the magnified images (insets) have been collected are marked using white boxes.
Fig. 2 1D MAS spectra at νMAS = 10 kHz for compounds 1 (black), 2 (red) and 3
(blue): (a)
1
H-DUMBO (B0 = 9.4 T); the strong signal of the methyl groups is
truncated to highlight the weaker resonances, in particular the NH signals; (b)
13
C
CP-MAS (B0 = 7.04 T); (c)
15
N CP-MAS (B0 = 7.04 T). For the CRAMPS experiments
the chemical shifts are corrected according to glycine (λscaling = 0.5).
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1H, 13C and 15N. First, a complete assignment of 1D high-
resolution spectra of 1H, 13C, 15N experiments through 2D
1H–13C and 1H–15N HETCOR spectra is conducted. Fig. 2
depicts high-resolution 1D spectra of 1H, 13C and 15N for all
three compounds. The assignment will be done exemplarily
for compound 3, since the procedure for the remaining
samples is almost identical. The 2D 1H–13C-HETCOR and
1H–15N-HETCOR experiments for that purpose are pictured
in Fig. 3a and 3b.
The 1H-DUMBO spectrum of 3 shows a sharp, intense peak
at δ = 1.3 ppm (Fig. 2a). This signal couples in the 1H–13C-
HETCOR to a carbon signal at δ = 29.9 ppm (Fig. 3a). Both the
13C and 1H shifts are indicative for CH3 groups. Moreover, the
sharpness and high intensity of both peaks are characteristic
for CH3 for the following reasons: first, the well-known rota-
tion of the groups around the C–CH3 bond truncates dipolar
coupling to other spins, which raises the transversal relaxa-
tion time and thus reduces the width of the peaks for both
spins. Second, the high abundance of CH3 protons increases
their signals in DUMBO as well as in 13C CP. The carbon
signals at δ = 30.6 ppm and – remarkably shielded – at δ =
26.6 ppm correspond to the two different sets of CH2
groups within the cyclohexane ring, one carbon signal with
couplings to the resolved proton shifts at δ = 0.4 and
1.6 ppm, the other one with two overlapping proton signals
at ca. δ = 0.8 and 1.3 ppm. The CH unit of the ring is assigned
to the more deshielded peak at δ = 1.6 ppm for 1H, coupling to
the carbon signal at δ = 45.0 ppm, since both carbon and pro-
ton shifts are typical for CH groups. The remaining signals in
the 13C CP (Fig. 2b, δ = 51.2 ppm, 155.3 ppm and 177.2 ppm)
do not give rise to cross correlation peaks in the 1H–13C-
HETCOR and are thus not covalently bonded to protons. The
peak at δ = 51.2 ppm in the 13C CP spectrum is unequivocally
assigned to the quaternary carbon atom of the tert-butyl
group while the two remaining signals at δ = 155.3 ppm and
177.2 ppm belong to the CO groups. A comparison of their
line shapes observed at different magnetic fields of 7.1 T and
9.4 T, respectively, reveals an inverse dependence of the split-
ting on the field strength. This line shape is, therefore, caused
by second order quadrupolar interaction between the
neighbouring 14N nucleus and the 13C spins.57 This was also
reproduced by simulations of 1D spectra for a 13C–14N spin
pair with the program WSOLIDS1 (see Fig. S2b in the ESI†).20,58
To assign the remaining peaks in the 1H-DUMBO at δ =
8.0 ppm, 8.6 ppm and 11.2 ppm, 1H–15N HETCOR experi-
ments were performed (Fig. 3b). The 15N CP spectrum of
3 (Fig. 2c) reveals two different peaks at δ = −237.2 ppm and
−261.0 ppm. Here, the 15N site at δ = −261.0 ppm shows cor-
relations with a single proton signal at δ = 8.4 ppm. Since
already the carbon atoms directly bound to a nitrogen atom
were influenced through second order quadrupolar interac-
tion, a single-pulse experiment under MAS at a higher mag-
netic field strength and a line shape simulation using
WSOLIDS1 were conducted (Fig. S1and Table S1 in the
ESI†).58 It becomes clear that the two peaks at δ = 8.0 and
8.6 ppm correspond to a single proton with an isotropic shift
of δ = 8.4 ppm. This effect is well-known for NH groups.57
The remaining 15N signal at δ = −237.2 ppm shows only one
correlation in the 1H–15N HETCOR to the proton signal at
δ = 11.2 ppm and thus corresponds to the second NH group.
In order to assign the two carbonyl and the two NH sig-
nals to the corresponding chemical units, the experimental
resonances were compared to chemical shifts in solution-
state NMR, being calculated based on an increment system
according to ref. 58 (see Table S2 in the ESI†).59 Here, the car-
bon groups C4 and C6 of the acylurea group which are
Fig. 3 (a)
1
H–
13
C-HETCOR and (b)
1
H–
15
N-HETCOR spectrum of compound 3, at B0 = 7.04 T and νMAS = 10 kHz. The
1
H chemical shifts in the f1 domains are corrected
according to glycine (λscaling = 0.5). The transfer time was set to 178 μs visualising only directly bonded protons.
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connected to the tert-butyl unit and the cyclohexane ring,
respectively, show a shift of δ = 155.7 ppm and δ = 179.4 ppm,
which is close to the observed shifts of δ = 155.3 ppm and
177.2 ppm in the solids. In the case of 15N, for the two nitro-
gen atoms N3 and N5 shifts of δ = −277.2 ppm and −246.0 ppm
are predicted, whereas the observed shifts are δ = −261.0 ppm
and −237.2 ppm. Considering that the solid-state shifts of 15N
in NH groups are usually influenced more strongly by e.g.
hydrogen bonds than in the case of 13C, the predicted values
show a sufficient agreement with the observed ones.
Thus, all signals in the 1D 1H, 13C and 15N spectra have
unequivocally been assigned to the molecular units of com-
pound 3. This procedure was also applied to compounds 1
and 2. The corresponding values for the chemical shifts are
summarized in Table 2.
The 1D CP spectra of 15N show only one NH peak for com-
pound 1 and two peaks for 2 and 3. The molecular structures,
however, exhibit two nitrogen atoms in the case of 1 and four
in the case of 2 and 3. The same comparison applies for the
1D CP spectra of 13C and the 1H-DUMBO, where the struc-
tures always show twice the number of groups than the num-
ber of observed resonances. Thus, the asymmetric unit
contains just half a molecule and, therefore, both molecular
and space group symmetry include a two-fold axis or an
inversion centre. The number of possible space groups for
structure solutions is thus reduced which will be discussed at
a later point.
In order to gain information about spatial proximities of
NH protons and thus also possible hydrogen bond patterns
of the molecules, we used 1H–1H DQ-SQ correlation experi-
ments. The NH regions of these spectra are exemplarily
depicted in Fig. 4 for compound 2 and 3 (for compound 1
see Fig. S5 in the ESI†).
For compound 2, both peaks around δ = 5.4 ppm and
6.4 ppm correspond to two overlapping NH signals of the
urea unit with isotropic shifts of δ = 6.0 ppm and 6.1 ppm
(extracted from 1H–15N HETCOR, see Fig. S4 in the ESI†),
both split by the neighbouring 14N (see Table 2). Besides
correlations of the NH protons to the aliphatic region (see
Fig. S6 in the ESI†), correlations of the NH signals among
themselves between δ = 10.8 ppm and 12.8 ppm in the
double-quantum dimension are observed. Since the line
shapes are affected by the 14N nuclei, we cannot distinguish
between cross correlations and autocorrelations. However,
both cases indicate spatial proximity of NH protons to other
Table 2 Chemical shifts in ppm for all
1
H,
13
C and
15
N of compounds 1–3
(for labelling see Scheme 1). The asterisks indicate average shifts for cases
where the corresponding signals show a splitting due to second order
quadrupolar interaction with
14
N. All spectra used for assignment of 1 and 2
are contained in the ESI† (Fig. S3 and S4)
Atom 1 2 3 Unit
C1 29.5 32.4 29.9 CH3
C2 39.0 50.0* 51.2* Cq
C4 178.2* 159.2* 155.3* CO
C6 — — 177.2* CO
C7 48.7* 47.2* 45.0 CH
C8 32.3 34.2 26.6 CH2
C9 33.7 36.7 30.6 CH2
N3 — −280.6 −261.0 NH
N5 −255.2 −276.4 −237.2 NH
H1 1.1 1.3 1.3 CH3
H3 — 6.0* 8.4* NH
H5 7.4* 6.1* 11.2 NH
H7 3.5 3.3 1.6 CH
H8 1.4 0.5/1.0 0.8/1.3 CH2
H9 1.0 1.0/1.5 0.4/1.6 CH2
Fig. 4
1
H–
1
H DQ-SQ correlation spectra of (a) compound 2 and (b) compound 3 at B0 = 9.4 T and νMAS = 10 kHz. The excitation and reconversion time was set to 80 μs in
both cases for which only the shortest distance correlations are observed. Both chemical shifts of f1 and f2 are corrected according to glycine (λscaling = 0.5). Here, the region
around the NH protons is shown (the whole spectra are depicted in Fig. S6 and S7 in the ESI†).
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NH protons. Since the NH units in urea groups usually favour
a trans–trans configuration each with the connected carbonyl
group (e.g. as depicted in Scheme 1 for compound 2) due to
energetic reasons, typical H–H distances for this configura-
tion score around 2 Å.60 Strong DQ coherences as detected in
Fig. 4a for 2 are thus characteristic for such short distance.
In contrast, for compound 3 only one weak autocorrelation
signal is observed for the NH proton H5 (δ(SQ/DQ) =
11.4 ppm/22.8 ppm). First, this clearly indicates a spatial
proximity between H5 protons of the inner NH groups. This is
only possible when neighbouring molecules are arranged in a
hydrogen bond pattern. Second, for the NH signal of proton
H3 at δ = 8.4 ppm no self-correlation signal is observed (δ(DQ,
theo) = 16.8 ppm) and thus the intermolecular distances of H3
protons have to be much longer compared to the ones of H5.
Additionally, no correlation between H3 and H5 was detected
either (δ(DQ,theo) = 19.9 ppm). This implies a long inter-
molecular distance between those NH protons of the same
acylurea unit (d > 2 Å) and thus allows determining the molec-
ular configuration. In compound 3 just an additional CO
group is inserted compared to 2 (acylurea compared to urea
unit). For an all-trans configuration of the acylurea group again
a distance around 2 Å between H3 and H5 and, therefore, an
intense DQ correlation signal similar to Fig. 4a is expected.
However, a trans–cis–trans configuration leads to a distance of
more than 3.5 Å rendering the H3–H5 DQ correlation
unobservable under the chosen experimental conditions. The
resulting spatial proximity between the oxygen atom of the
inner CO group and the NH proton H3 favours the formation
of an intramolecular hydrogen bond which might stabilise this
configuration. The encapsulation of H3 in this intramolecular
hydrogen bond might also explain the absence of any autocor-
relation signal. These results indicate a pair-like arrangement
of the molecules within the crystal structure.
Structural information obtained by powder X-ray diffraction
The crystal structures for 1–3 were all obtained by ab initio
structure solutions based on powder X-ray diffraction applying
real-space methods using the combination of a close-contact
penalty and wRp, respectively, as cost functions. All molecules
were DFT geometry optimised before performing the structure
solutions revealing in all cases a chair conformation of the
cyclohexane ring as well as Ci symmetry which is energetically
favoured over the also previously discussed C2 symmetry. The
inversion centre is thereby positioned in the centre of gravity of
the cyclohexane ring. In accordance to the 1H–1H DQ-SQ experi-
ments the trans–cis–trans configuration of the acylurea unit in
compound 3 revealed the lowest energy during DFT optimisation.
C16H30N2O2 1 and C16H32N4O2 2. The indexing of the
powder patterns lead unequivocally to a monoclinic metric in
both cases and could subsequently be refined in P2 using the
Pawley algorithm. Assuming that all non-hydrogen atoms
within these compounds possess a volume of roughly 18 Å3,
the molecular volumes can be estimated to 360 Å3 and 396 Å3,
respectively. This size restriction just allows for two molecules
within the unit cell at maximum. The reflection conditions do
not provide reasonable results for any of the five C-centred
space groups but, nevertheless, all remaining 8 primitive ones
might be possible. However, based on the symmetry consider-
ations obtained by 1D 15N and 13C solid-state NMR (compare
Fig. 3b and 3c) whereupon only half a molecule is located in
the asymmetric unit, all possible space groups with the multi-
plicity of 2 on general positions (P2, P21, Pm and Pc) – then
leading to only one molecule in the unit cell – could be
excluded. Therefore, only four space groups (P2/m, P21/m, P2/c
and P21/c) remained and, taking into account the reflection
conditions, P21/c fitted the experimental powder pattern best.
The structure solutions with subsequent Rietveld refine-
ment reveal that 1 and 2 are isostructural and crystallise in
the monoclinic space group P21/c (for crystallographic infor-
mation: see Table 1 in the experimental details section). Rep-
resentative for both compounds, the Rietveld profile plot for 1
is depicted in Fig. 5 (the Rietveld profile plot for 2 is
visualised in Fig. S8 in the ESI†). The a-axis of 2 is roughly
1.2 Å longer than for 1 while the c-axis is shortened by ca.
1 Å. The monoclinic angle is slightly reduced by 2° resulting in
an increased cell volume of about 65 Å3 which perfectly agrees
with the volume requirement of two additional NH groups.
Fig. 6 shows the molecular crystal structure as well as
extended packing plots of N,N′-(cyclohexane-trans-1,4-
diyl)bis(2,2-dimethylpropanamide) 1. Here, the cyclohexane
ring exists in the low-energy chair conformation while the
(1,4)-amide linkage exhibits trans-configuration on the ter-
tiary carbon atom in the ring as synthesised. The internal
H4N4C4O4 torsion angle within the molecule picturing the
amide bond is 179.5° which is close to 180° as expected for
an amide function (see Fig. 6a) leading to almost coplanarity
caused by the inversion symmetry of the molecule itself.
The bisamide compound is characterised by an extended 2D
hydrogen bond network. Due to the internal Ci symmetry, only
one NH⋯O length of 2.11 Å is observed. The corresponding
N⋯O distance amounts to 3.1 Å while the NH⋯O angle of
almost 167° is only slightly below the ideal value of 180° demon-
strating medium-strong hydrogen bonds. The trans-configuration
Fig. 5 Rietveld profile plot of the powder X-ray diffraction pattern of 1 for the
solution in space group P21/c collected at room temperature in the 2Θ range 3–50°.
The section of the 2Θ range of 35–50° shows that even at high 2Θ values the simu-
lation fits excellently to the experimental powder pattern.
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of the amide functions hence guarantees the formation of two
H-bond strands in one direction which is schematically
depicted in Fig. 6a.
The propagating direction of the H-bond strands is thereby
aligned parallel to the c-axis of the crystal leading to a fast
growth along this crystal axis. A closer look on the packing
motif reveals two additional important features. First, both
molecules within the unit cell are twisted towards each other.
When assuming a straight line along the main axis of each
molecule propagating through the quaternary carbon atoms of
the t-butyl group followed by a projection into the ab-plane of
the crystal, an opening angle of 60° is obtained (see Fig. 6b,
yellow dashed lines). Second, each amide function within one
molecule (NH/CO as donor/acceptor) is connected to one
independent counterpart within another molecule. So, every
molecule is attached to four neighbouring molecules (see
Fig. 6c and 6d) where one donor group interacts with one
acceptor group (and vice versa). Due to the twist of the mole-
cules, however, a second ‘indirect’ propagation direction along
the b-axis that also possesses the tendency of growing fast is
observed. Since along the crystals' a-axis only van der Waals
interactions seem to play the major role – the shortest proton–
proton distance being obtained along this crystal axis amounts
to 2.44 Å – the corresponding rate of growth is much smaller
compared to the growth along the b- and c-axis, respectively.
Analogous results are obtained for the bisurea compound
2 with an identical molecular geometry as observed for 1 (see
Fig. 7a). Nevertheless, the urea group is not perfectly planar
with corresponding torsion angles (H3N3C4O4 and H5N5C4O4)
of almost 167°. So, the oxygen atom of the carbonyl group is
shifted slightly out of the planar H3N3C4N5H5-plane in order
to form a hydrogen bond network properly. Since one urea
group possesses two NH-donor groups, two different H-bond
lengths might be observed. Nevertheless, the two bonds are
almost equal with bond lengths of 2.19 Å and 2.23 Å, which
is consistent with the results extracted from the 1H and 15N
chemical shifts (compare Fig. 2a and 2b), while the corre-
sponding N⋯O distances result in 3.13 Å and 3.17 Å. All
these distances are slightly longer than found for the
bisamide 1. This tendency is also true for the related NH⋯O
angles which are 154.2° and 153.5°. Therefore, the hydrogen
bonds for the bisurea are supposed to be weaker than the
ones obtained for the bisamide. However, the H-bond pattern
obtained for 2 is more complex than for 1 due to the addi-
tional NH group. Compared to 1, the urea group undertakes
the same role as the amide function. Therefore, one acceptor
carbonyl group is connected to two NH-donor groups and
vice versa so that one molecule is H-bond connected to four
neighbouring molecules, too (see Fig. 7c and 7d).
This is, for example, in contrast to other bisurea com-
pounds where each molecule is hydrogen-bonded to only two
other molecules placed below and above it to self-assemble
into 1D fibrillar aggregates.60,61 Nevertheless, the nature of
the urea group itself enables the molecules to form again two
H-bond strands as already observed for compound 1. The
propagation direction can also be described as parallel to the
c-axis of the crystal, so a comparable fast growth in this direc-
tion is obtained. Moreover, since also an opening angle
Fig. 6 Molecular structure and extended crystal packing plots of compound 1 with hydrogen bonds highlighted in green dashed lines. (a) Molecular structure of 1
represented with all four hydrogen bond interactions with labelling of the amide function as performed in Scheme 1. (b) Section of the crystal structure viewing along the
c-axis. The dashed yellow lines represent the opening angle of the molecules main axes projected into the ab-plane of the crystal. (c) Cutout of the structure presented in
panel b (black dashed circle) showing that one molecule (grey cyclohexane carbon atoms) is enclosed by four molecules (black cyclohexane carbon atoms), two below and
two above. This cutout is rotated by 5° along the b-axis. (d) Packing plot showing that every molecule builds hydrogen bonds to four neighbouring molecules in one direction.
This packing plot is obtained by −90° rotation along the a-axis followed by a −35° rotation along the b-axis as presented in panel c. All hydrogen atoms except the nitrogen-
bonded ones have been omitted in (b)–(d) for clarity.
CrystEngCommPaper
8792 | CrystEngComm, 2013, 15, 8784–8796 This journal is © The Royal Society of Chemistry 2013
Pu
bl
ish
ed
 o
n 
04
 S
ep
te
m
be
r 2
01
3.
 D
ow
nl
oa
de
d 
by
 U
N
IV
ER
SI
TA
T 
BA
Y
RE
U
TH
 o
n 
25
/0
3/
20
14
 1
3:
53
:4
3.
 
View Article Online
52
4.1 Paper I
between the two twisted molecules within the unit cell of 68°
is observed (see Fig. 7b, yellow dashed lines), a second fast
growth direction along the b-axis is ensured. The discrepancy
of 8° is based on the increased length of the bisurea mole-
cule with its accompanying H-bond capabilities that need a
broadening of this angle to achieve a sufficient donor–accep-
tor interaction. Due to the van der Waals forces as the domi-
nating interaction along the crystals' a-axis – as already
observed for 1 – a fast growth in this direction is inhibited.
Here, the shortest intermolecular proton–proton distance
with 2.46 Å is thereby identical as obtained for the bisamide.
C18H32N4O4 3. The indexing of the powder pattern of
compound 3 revealed a triclinic metric that was successfully
refined in P1 using the Pawley algorithm. Based on the symmetry
information obtained by the 1D 15N and 13C spectra
(Fig. 2b and 2c), respectively, where the content of the
asymmetric unit was limited to half a molecule, P1¯ was
considered to be the correct space group. Therefore, 3 crystallises
in P1¯ with crystallographic data summarised in Table 1.
The Rietveld profile plot is depicted in Fig. S9 in the ESI.†
The unit cell consists of one Ci-symmetric molecule
based on only half a crystallographic independent molecule
in the asymmetric unit. The molecule itself possesses simi-
lar structural behaviour as already obtained for compounds
1 and 2 (chair conformation of the cyclohexane ring, see
Fig. 8a). The acylurea unit itself is perfectly planar with
amide torsion angles of 178.8° (H3N3C4O4 and H5N5C6O6,
both trans-configured) and 0.8° (H5N5C4O4, cis-configured)
respectively, leading to a perfect coplanarity (see Fig. 8a). Fur-
thermore, the directly bonded non-urea carboxylic group is
twisted towards the cyclohexane ring with a torsion angle
(H7C7C6O6) of almost 133°. This alignment far beyond the
ideal 180° might explain the significant shielding of the CH2
group with a chemical shift of δ = 26.6 ppm obtained in the
13C CP spectrum (see Fig. 2b) and, moreover, can guarantee
the formation of an H-bond network which will be discussed
later. As already confirmed by 1H–1H DQ-SQ solid-state NMR
(see Fig. 4, right side) and strongly supported by the DFT
geometry optimisation, the acylurea unit possesses a trans–
cis–trans configuration (Fig. 8a). Here, an intrinsic (1,6)-
hydrogen bond with a length of 1.96 Å forming a stable
six-membered ring is built. The corresponding N⋯O distance
as well as the NH⋯O angle are 2.69 Å and 126°.
In 2007, Davis et al. reported the structure of a similar
bisacylurea compound obtained by single crystal X-ray dif-
fraction where an aliphatic pentyl group was chosen as a
linker between the acylurea groups (BUC5BU).31 Here, the
molecule possesses an intrinsic C2 symmetry with the same
configuration of the acylurea group as observed for our mole-
cule. The two-fold axis thereby propagates directly through
the middle carbon atom of the C5 linking unit.
Beyond that, the cis HNCO units forming the intramolecu-
lar hydrogen bond point in the same direction as in contrast
to the Ci symmetric compound 3 (see Fig. 8b). However, the
intramolecular H-bond distance of 2.09 Å and the corresponding
N⋯O distance of 2.74 Å is longer than observed for the cyclohex-
ane derivative while, surprisingly, the NH⋯O angle (128.6°)
is larger. When comparing the planarity, it becomes obvious
that the acylurea group of the BUC5BU compound is slightly
out of plane with torsion angles of 169.9° (H5N5C6O6, trans),
Fig. 7 Molecular structure and extended crystal packing plots of compound 2 with hydrogen bonds highlighted in green dashed lines. (a) Molecular structure of 2
represented with all eight hydrogen bond interactions with labelling of the amide function as performed in Scheme 1. (b) Section of the crystal structure viewing along the
c-axis. The dashed yellow lines represent the opening angle of the molecules main axes projected into the ab-plane of the crystal. (c) Cutout of the structure presented in
panel b (black dashed circle) showing that one molecule (grey cyclohexane carbon atoms) is enclosed by four molecules (black cyclohexane carbon atoms), two below and
two above. This cutout is rotated by 5° along the b-axis. (d) Packing plot showing that every molecule builds hydrogen bonds to four neighbouring molecules in one direction.
This packing plot is obtained by −90° rotation along the a-axis followed by a −25° rotation along the b-axis as presented in panel c. All hydrogen atoms except the nitrogen-
bonded ones have been omitted in (b)–(d) for clarity.
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3.9° (H5N5C4O4, cis) and 180° (H3N3C4O4, trans), respectively,
analogous to the angles obtained for 3. But, moreover, the
acylurea moieties of the molecule do show a non-coplanarity
with a mutual interplanar angle of 43.3°.
The crystal structure of 3 is schematically pictured in
Fig. 8c and 8d. According to the H-bond pattern, it is worth
mentioning that only the cis-configured amide functions partic-
ipate in two intermolecular hydrogen bonds each forming in
principle one intermolecular six-membered ring (similar to
the one already observed in case of the intramolecular
H-bond). Interestingly, the corresponding counterpart within
a neighbouring molecule also belongs to the cis-configured
amide function (see Scheme 2a). The number of neighbouring
molecules for each molecule therefore is two, which is in
contrast to the ones obtained for the compounds 1 and 2. This
alignment in pairs could already be validated by 1H–1H DQ-SQ
solid-state NMR experiments (see Fig. 4). While no cross corre-
lation signal between the two different NH-protons (H3 and
H5) was observed since the proton–proton distance of ∼3.6 Å
is too long, an auto correlation signal for the NH-protons H5
was found (d(H5–H5 = 2.5 Å). In case of the BUC5BU com-
pound from ref. 31, however, a similar 1H–1H DQ-SQ spectrum
as obtained for compound 2 could be expected (compare
Fig. 4a), since an intermolecular H3–H5 distance of ∼3 Å
might still be detectable within the applied excitation time.
However, an extensive 2D hydrogen bond pattern – as
observed for 1 and 2 – is impossible to realise due to this
intermolecular cis-arrangement of the amide functions (com-
pare Scheme 2a). Nevertheless, the obtained H-bond of 1.75 Å
is very short with an N⋯O distance of 2.75 Å and, there-
fore, has to be categorised as strong which is in very good
agreement with the chemical shift of roughly δ = 11.4 ppm
for this NH-proton obtained in the 1D 1H solid-state NMR
spectrum (see Table 2). This fact is, furthermore, corrobo-
rated by the NH⋯O angle of 174° which is very close to the
ideal 180°. The direction of the intermolecular hydrogen
bonds is therefore parallel to the c-axis of the crystal. Since
only three molecules are involved in this pattern, the self-
assembly can – per definition – only be described as classi-
cal monoaxial. Though, the self-assembly direction is
established by stepwise adding of new molecules along the
crystals' b-axis via hydrogen bonds and, therefore, the fast
growth is also observed along this axis. Nevertheless, since
the molecules themselves are twisted by almost 45° com-
pared to both the H-bond direction (c-axis) as well as the
growth direction (b-axis), a two-dimensional morphology as
observed in SEM can still be obtained (see Fig. 8d).
Fig. 8 Molecular structures of compound 3 (a) and BUC5BU31 (b) represented with intra- and intermolecular hydrogen bonds (dashed pink and green lines, respectively) with label-
ling of the acylurea units as performed in Scheme 1. (c) Section of the crystal structure of 3 viewed along the a-axis. The dashed green lines represent the intermolecular hydrogen
bonds to two neighbouring molecules parallel to the crystals' c-axis. (d) Section of the crystal structure of 3 viewed along the c-axis. This packing plot is obtained by 100° rotation
along the a-axis, followed by a small rotation (−10°) along the b-axis. All hydrogen atoms except the nitrogen-bonded ones have been omitted in (c) and (d) for clarity.
Scheme 2 Donor–acceptor interactions observed for (a) compound 3 forming one
intra- and two intermolecular hydrogen bonds per half molecule and (b) BUC5BU
forming one intra- and four intermolecular hydrogen bonds per half molecule. The
black dashed lines represent the hydrogen bonds between the NH- and CO-groups.
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In comparison, the BUC5BU structure presented in ref. 31
shows a different hydrogen bond pattern. It is evident that the
cis-configured amide function (O4C4N5H5) builds inter-
molecular hydrogen bonds, but they are not connected to other
cis-configured amide functions but rather with the appropriate
donor/acceptor counterpart that also forms the intramolecular
H-bond (see Scheme 2b). So, in principle every molecule is
involved in four six-membered rings, two intramolecular and
four intermolecular ones. Here, the correspondent hydrogen
bond lengths result in 2.11 Å and 2.16 Å, respectively, while the
N⋯O distances of 2.88 Å and 2.99 Å are much longer than
observed for the cyclohexane derivative 3. Interestingly, the par-
ticular NH⋯O angles are 135° and 159°, respectively,
suggesting that the intermolecular H-bonds for our bisacylurea
compound are much stronger than observed for BUC5BU. Nev-
ertheless, the compound investigated by Davis et al. possesses
a classic biaxial hydrogen bond system where each BUC5BU
molecule is hydrogen-bonded to four adjacent molecules as
already described for 1 and 2. This, however, might be caused
due to the intrinsic molecular C2 symmetry while a centrosym-
metric molecular symmetry (compound 3) leads only to a clas-
sical monoaxial hydrogen bond system.
Conclusion
In summary, three cyclohexane-based compounds with differ-
ent hydrogen bond motifs were characterised by scanning elec-
tron microscopy, solid-state NMR, PXRD and computational
methods based on DFT. SEM measurements revealed sheet-like
morphologies for all three compounds with lateral dimensions
of several hundred micrometres with substantial aspect ratios.
The crystal structures of those compounds were elucidated by
means of NMR-crystallographic strategies. Based on an
unequivocal signal assignment of the 1D spectra by performing
1H–13C- and 1H–15N HETCOR experiments also considering the
1H/14N- and 13C/14N second-order quadrupolar interaction we
were able to restrict the space group symmetry and to deter-
mine the content of the asymmetric unit. The evaluation of
1H–1H DQ-SQ spectra revealed spatial proton–proton connectiv-
ities of the NH groups for all compounds. Additionally for
compound 3, they allowed probing both the molecular configu-
ration such as the existence of the intramolecular hydrogen
bond and the local environment like the H-bond pattern
leading to a pair-like molecular arrangement. This information
was crucial to make the ab initio structure solutions by real-
space methods more efficient and remove ambiguities.
Compounds 1 and 2 crystallise in P21/c and their crystal
structures exhibit an interesting “pseudo-biaxial” hydrogen
bond system where each molecule is directly connected to
four neighbouring molecules via moderate H-bonds. Caused
by the crossed alignment of the molecules within the unit
cell (see Fig. 6d and 7d), the H-bond mediated strands are
growing fast in two directions even though both H-bond
strands are parallel, while the growth in the third dimension
is retarded resulting in two-dimensional nanosheets.
Although such a structural motif was also observed for one
similar benzene-based compound62 no connection to a fast
two-dimensional growth was made. This arrangement is an
alternative to the classical variant where the hydrogen bond
strands are crossed instead of the molecules. In compound 3
(crystallising in P1¯), on the other hand, each molecule forms
H-bonds to two adjacent molecules, leading to a one-
dimensional ribbon-like structure per definition. It is remark-
able that this compound still shows a sheet-like morphology.
This might be caused by the special arrangement of the mol-
ecules in the packing with respect to the crystal axes.
An important aspect with respect to the growth process of
the sheets deals with the role of dipole moments for the
growth mechanism. For the growth of one-dimensional rod
like nanostructures – e.g. cyclohexane- or benzenetrisamides –
it is known that dipole forces play an important role.21 Here,
every molecule possesses an intrinsic dipole moment. Within
one rod, this dipole moment strongly increases and so-called
macrodipoles are generated. In order to obtain an anti-
ferroelectric crystal being energetically favoured, all macro-
dipoles must be compensated by an antiparallel arrangement
of themselves.63 The net dipole moment of zero is thereby
achieved during the crystallisation process. This argument is
also valid for the BUC5BU compound investigated in ref. 31.
Even if a two-dimensional self-assembly is achieved, the intrin-
sic C2 symmetry of the molecules implies an intrinsic dipole
moment, too, which is only compensated due to the space
group symmetry during crystallisation as well. In contrast, for
the two-dimensional sheet like nanostructures presented here,
dipole forces or even macrodipoles do not play a major role.
The dipole moment is already cancelled in each molecule due
to the inversion symmetry of the molecules themselves. So, the
fast growth of the nanostructures in two directions (1 and 2)
(or one direction for compound 3, respectively) giving two-
dimensional nanosheets is, therefore, mainly induced by the
hydrogen bond mediated donor–acceptor interactions between
the appropriate molecular counterparts.
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Synthesis of compounds 1 - 3 
The principal reaction schemes of the classical addition and elimination reactions is visualised 
in Scheme S1. The full conversion of the educts as well as the purity of the products was 
confirmed by means of elementary analysis (CHN), mass spectrometry and powder X-ray 
diffraction. The CHN analysis revealed a good agreement between calculated and 
experimental values (compare experimental section in the main article). 
 
Scheme S1 Schematic representation of the synthetic routes to obtain 1 and 2 (based on trans-
1,4-diaminocyclohexane) and 3 (based on cyclohexane-trans-1,4-dicarbonyl dichloride). 
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Explanation of the 14N - effect 
A comparison of 13C CP measurements on 300 MHz and 400 MHz spectrometers is depicted 
in Figure S1a. Here, for each compound the spectrum measured at higher field shows a 
decrease of the splitting. This is in accordance with the trend of the second-order quadrupolar 
interaction which depends inversely on the field strength. For 1H, the influence of 14N can be 
visualised in the same way by comparing one-pulse proton spectra measured at different 
magnetic fields. Exemplarily, this is pointed out for compound 1 in Figure S1b. Here, the blue 
line represents a 1H one-pulse experiment at a proton frequency of 400 MHz with νrot = 22.5 
kHz (bottom), while the backline corresponds to a measurement at a 300 MHz device with νrot 
= 32.5 kHz (top). The former shows only one signal without additional splitting perfectly 
matching with the molecular structure obtained for 1. The latter one, on the other hand, 
possesses a shoulder which can easily be misinterpreted as a second signal but is based on the 
14N interaction. Complementary results are obtained for 2 and 3 (not shown here). 
Fig. S1 (a) 13C CP spectra of the three compounds (black = 1, red = 2, blue = 3), where for 
each compound the lower spectrum corresponds to proton frequency of 400 MHz and the 
upper spectrum to 300 MHz; all spectra are recorded at a spinning rate of 10 kHz; (b) 1H one-
pulse spectra of compound 3 measured at a proton frequency of 400 MHz and a rotation 
frequency of 22.5 kHz (blue line, bottom) and 300 MHz at a rotation frequency of 32.5 kHz  
(black line, top). 
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To strengthen this argument, simulations of both 13C CP and 1H DUMBO spectra (both 
measured at B0 = 7.04 T) including a 14N effect were performed using the freeware program 
WSOLIDS1.1 The simulations were done exemplarily for C6 and H3 (compare Table 2 in the 
main article) within the acylurea unit of compound 3 since the resonances of these nuclei are 
sustainably influenced by the neighboured 14N nucleus. For getting reasonable starting values 
for 13C, a comparable OC-NH system was taken from literature.2 Here the quadrupolar 
coupling constant (CQ = -3.2 MHz), the asymmetry parameter (η = 0.22), the azimuth angle 
of the internuclear 13C-14N vector in the principal axis system of the electric field gradient 
(EFG) tensor (α = 43°) as well as the polar angle of the internuclear 13C-14N vector in the 
principal axis system of the EFG tensor (β = 90°) were extracted. The isotropic chemical shift 
was set to δ = 177.15 ppm while the direct dipolar coupling constant (d13C-14N = 840 Hz) was 
calculated according to the crystal structure obtained by PXRD. For the indirect scalar dipolar 
coupling between 13C and 14N (“J-coupling”) 7 Hz was adjusted. A similar procedure was 
performed for the 1H spectrum. Due to the same orientations of the EFG tensors of both 14N 
nuclei the values for CQ and η are equal. The isotropic chemical shift was set to δ = 8.29 ppm 
while the direct dipolar coupling constant (d1H-14N = 8250 Hz) was calculated according to the 
crystal structure. For the indirect scalar dipolar coupling between 1H and 14N 65 Hz was 
chosen which was recalculated from 1J(1H,15N)-couplings of comparable compounds from 
literature.3 For both simulations, the values of the direct as well as scalar dipolar coupling 
constant were not varied while all other values were refined during the simulation. Both the 
simulated and experimental spectra are depicted in Figure S2. For a more detailed description 
of the theoretical background the reader is referred to ref. 2. 
Table S1 Summary of the parameters used for the simulations of the 1H and 13C spectrum, 
respectively. 
 1H (H3) 13C (C6) 
δCS / ppm 8.29 177.15 
dX-14N / Hz 8250 840 
JX-14N / Hz 65 7 
CQ / MHz -3.1 -3.1 
η 0.42 0.4 
α / ° 5 44 
β / ° 85 85 
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Fig S2 Experimental spectra from Figure S1 (black crosses) and simulated spectra of H3 (a) 
and C6 (b) (blue lines, compare Table S1) of the acylurea unit of compound 3. 
 
Prediction of 13C and 15N chemical shifts 
Table S2 Predicted solution-state NMR chemical shifts4 for the carbon atoms of the carbonyl 
groups as well as the nitrogen atoms of compounds 1 - 3. Since the 15N calculations are 
performed without proton decoupling only a mean value is shown, without taking into 
account any 1J(1H,15N)-couplings. All values are based on single molecule calculations 
without considering any inter- or intramolecular interaction, e.g. hydrogen bonding. 
  1 2 3 Unit 
C4 178.5 158.1 155.7 C=O 
C6 - - 179.4 C=O 
N3 - -278.2 -277.2 NH 
N5 -250.9 -274.8 -246.0 NH 
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HETCOR spectra of compound 1 and 2 
 
Fig S3 1H-13C-HETCOR on a 300 MHz spectrometer (left) and 1H-15N-HETCOR on a 400 
MHz spectrometer (right) of compound 1 at a spinning speed of 10 kHz each. The contact 
time was set to 178 µs. 
 
Fig S4 1H-13C-HETCOR (left) and 1H-15N-HETCOR (right) spectrum of compound 2 at a 
spinning speed of 10 kHz on a 300 MHz spectrometer. The contact time was set to 178 µs. 
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1H-1H double-quantum-single-quantum spectra of 1 – 3 
 
 
 
 
 
 
 
 
Fig. S5 1H-1H DQ-SQ correlation spectra of compound 1. The excitation and reconversion 
time was set to 80 µs so that only shortest distance correlations are visible. The protons of the 
CH3-groups are truncated due to the long relaxation times leading to a streak along both the 
SQ- as well as the DQ-axis in the spectrum.  
 
 
 
 
 
 
 
 
Fig. S6 1H-1H DQ-SQ correlation spectrum of compound 2. The excitation and reconversion 
time was set to 80 µs so that only shortest distance correlations are visible. The protons of the 
CH3-groups are truncated due to the long relaxation times leading to a streak along both the 
SQ- as well as the DQ-axis in the spectrum.  
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Fig. S7 1H-1H DQ-SQ correlation spectrum of compound 3. The excitation and reconversion 
time was set to 80 µs so that only shortest distance correlations are visible. The protons of the 
CH3-groups are truncated due to the long relaxation times leading to a streak along both the 
SQ- as well as the DQ-axis in the spectrum. 
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Rietveld profile plots of 2 and 3 
 
Fig. S8 Rietveld profile plot of compound 2 measured at room temperature in the 2Θ range of 
3° - 50° using CuKα1 radiation (λ = 1.5406 Å). 
 
Fig. S9 Rietveld profile plot of compound 3 measured at room temperature in the 2Θ range of 
3° - 50° using CuKα1 radiation (λ = 1.5406 Å). 
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Influence of fluorine side-group substitution
on the crystal structure formation of
benzene-1,3,5-trisamides†
Christoph Zehe,a Marko Schmidt,a Renée Siegel,a Klaus Kreger,b Venita Daebel,c
Sandra Ganzleben,b Hans-Werner Schmidtb and Jürgen Senker*a
By a combination of powder X-ray diffraction, multidimensional and multinuclear solid-state NMR
spectroscopy and quantum chemical calculations, we were able to determine the crystal structure of
1,3,5-tris(2-fluoro-2-methylpropionylamino)benzene. Solid-state NMR experiments guided the structure
solution by predicting the content of the asymmetric unit and the presence of a NH⋯OC hydrogen bond
network. In addition to real-space structure solution and Rietveld refinement, quantitative symmetry-based
19F19F double-quantum recoupling experiments provided a cost function to determine the positions of the
methyl groups and fluorine atoms. The structure solution of this particular fluorine-substituted trisamide
illustrates the impact of fluorine side-group substitution on the common columnar packing motif of
benzene-1,3,5-tricarboxamides. As also in the case 1,3,5-tris(2,2-dimethylpropionylamino)benzene, the supra-
molecular aggregation is then guided by the formation of triple helical NH⋯OC hydrogen bond networks
within the individual columns. In contrast, the substitution of one methyl group by a fluorine atom in each
side chain results in a two-dimensional NH⋯OC hydrogen bond pattern, leading to a lamellar crystal
structure with only van der Waals interactions between the layers. Since fluorine is not involved in the
hydrogen bond network and both chemical units exhibit a similar steric demand, the fundamental
differences of the packing are most probably caused by changes in the molecular polarity.
Introduction
The ability of reversibly forming complex supramolecular
structures and polymers by secondary intermolecular interac-
tions like hydrogen bonding, aromatic π–π stacking or electro-
static and dispersion interactions between the constituting
parts leads to the field of supramolecular chemistry.1,2 Via
the concept of molecular recognition, the targeted synthesis
and design of molecules allow for tuning strength and
direction of the secondary intermolecular interactions.2
For instance, adjusting the number and direction of inter-
molecular interactions leads to columnar,3–5 layer-like6 or
three-dimensionally propagating hydrogen bond networks.7
In particular, the class of benzene-1,3,5-tricarboxamides
(BTAs) has evolved into an attractive supramolecular motif in
recent years.8 Through cooperative hydrogen bonding in a
helical pattern, one-dimensional columnar aggregates which
exhibit large dipole moments are formed.4,5,9–11 The anti-
parallel arrangement of such macrodipoles leads to fast
one-dimensional growth resulting in columnar supramolecu-
lar structures.12,13 The easy chemical accessibility and tunabil-
ity render BTAs into a versatile class of advanced materials
with increasing importance in many fields of research.8
For instance, they show potential as organogelators,7,14
hydrogelators,15 liquid crystals,16 MRI contrast reagents,17
and metal complexation reagents.18 In addition, some deriva-
tives are known to be highly efficient electrets clarifying and
nucleating agents for semicrystalline polymers, e.g., isotactic
polypropylene,19 polybutylene terephthalate,20 poly(ethylene-
co-propylene),21 polyvinylidene fluoride22 or polylactides.23
The structure solution of BTA compounds, however, is
often difficult since only microcrystalline powders are avail-
able, rendering single-crystal X-ray diffraction experiments
impossible. Due to the coincidence of symmetry-equivalent
reflexes and the heavy overlap of higher-order reflexes,24
structure solutions based on ab initio powder X-ray diffrac-
tion (PXRD) are often hampered. Topological information
such as unit cell constants and global arrangements of
molecules might still be obtained with reasonable accuracy,
CrystEngComm, 2014, 16, 9273–9283 | 9273This journal is © The Royal Society of Chemistry 2014
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but local structural details are usually strongly affected.24,25
Here, solid-state nuclear magnetic resonance (NMR) spec-
troscopy offers complementary information based on the
three basic interactions – chemical shift,26 dipolar interac-
tion27 and quadrupolar splitting28 – the local structural prop-
erties may be extracted and combined with PXRD data at
different steps of the structure solution.29
Symmetry information such as the content of the asym-
metric unit can be obtained through Wyckoff spectra,30
high-resolution experiments or direct determination of
symmetry elements by exploiting orientational correlations of
chemical shift tensors.24,31 Hetero- and homonuclear dipole
interactions may be used to extract distances and torsion
angles as well as to select correct space groups and to verify
structure models, respectively.13,25,32–34 This combination of
X-ray diffraction experiments and solid-state NMR spectros-
copy, often called NMR crystallography, has proven to be a
powerful tool for structure elucidation, which is capable of
tackling problems that are unsolvable by any of these
methods alone.6,13,25,33–35 A more thorough discussion of the
topic NMR crystallography including an overview of the
recent literature can be found in ref. 36.
For a better understanding of the structure-directing inter-
actions, the bulk structures of several BTA derivatives were
examined in the past by PXRD.3,9,13,37,38 Here, sterically less
demanding side groups, e.g., methyl groups, prefer two- or
three-dimensional hydrogen bond networks.7,37 In contrast,
bulky moieties such as t-butyl were found to predominantly
lead to columnar packing motifs with triple helical hydrogen
bonds.3,9,11,13 Similarly, long linear or only short-branched
aliphatic side groups often induce columnar mesophases
with an analogous supramolecular organisation pattern at
low transition temperatures.16,39 For such large aliphatic
residues, hydrogen bond networks with a two-dimensional
topology are rarely observed.38
In order to investigate the effect of a side-chain substitution
with an equal steric demand but different polarity, we synthesized
and 1,3,5-tris(2-fluoro-2-methylpropionylamino)benzene and solved
its structure (1) (Scheme 1). In comparison with the structur-
ally similar 1,3,5-tris(2,2-dimethylpropionylamino)benzene (2),
one methyl group in each side chain is replaced by a fluorine
atom. The structure solution was performed using a combined
approach of PXRD, ab initio quantum chemical calculations
and solid-state NMR experiments.
Experimental
Molecular characterisation
1H NMR and 13C NMR solution-state spectra were recorded
with a Bruker AC-300 spectrometer (300 and 75 MHz, respec-
tively) at room temperature and referenced to TMS. Mass
spectra were recorded with a Varian MAT 8500 instrument
using a direct probe inlet and electron impact ionization.
Matrix-assisted laser desorption ionization spectrometry
with time-of-flight mass spectrometry (MALDI-TOFMS)
measurements was performed with a Bruker Reflex III in
reflection mode using trans-2-(3-(4-tert-butylphenyl)-2-methyl-
2-propenylidene)malononitrile (DCTB) as the matrix. Solu-
tions of the analyte (1 mg per 100 μL) and the matrix (1 mg
per 100 μL) in tetrahydrofuran were mixed in a ratio of
5 : 20(v : v) and spotted onto the MALDI target plate prior to
the measurement. The laser intensity was set to around 20%.
Elemental analysis (EA) was performed with a HEKAtech EA
3000 elemental analyzer (EuroVector CHNS) charged with
tungsten oxide and copper. Detection was performed utilizing
a GC setup equipped with a thermal conductivity detector.
Synthesis
All solvents were purified and dried using standard proce-
dures. 2-Fluoroisobutyric acid (97%) was purchased from ABCR
and used without further purification. 1,3,5-Triaminobenzene
was freshly synthesized from 3,5-dinitroaniline (obtained
from Aldrich and used as received) as described in the
literature.13 2-Fluoroisobutyric acid chloride was synthesized
from 2-fluoroisobutyric acid and oxalyl chloride. 2 g
(18.8 mmol) of 2-fluoroisobutyric acid was dissolved in 30 mL
of CH2Cl2 (DCM). The mixture was cooled down to 0 °C, and
after addition of 4.78 g (37.7 mmol) of oxalyl chloride and
three drops of DMF it was refluxed overnight. After cooling to
room temperature, an excess of potassium stearate was
added dropwise (to react the excess oxalyl chloride) until no
further gas evolution was observed. The 2-fluoroisobutyric
acid chloride was then distilled under normal pressure.
All resonances in the 1H liquid NMR spectra could be
unequivocally assigned to solvents and products. Yield: 1.9 g
(15.3 mmol, 81.4%); 1H-NMR (300 MHz, CDCl3): δ = 1.65 ppm
(d, 3J(1H,19F) = 20.7 Hz, 6H, –CH3).
Compound 1 was synthesized by dropping 1.9 g (15.3 mmol)
of 2-fluoroisobutyric acid chloride to a mixture of 0.56 g
(2.6 mmol) of 1,3,5-triaminobenzene, 15 ml of pyridine and
0.08 of LiCl in 80 mL of THF at 0 °C under an argon
atmosphere. The reaction was stirred over 2 days at 70 °C
and cooled down to RT, and the solvents were evaporated
under vacuum. The residual reaction mixture was poured
into an excess of water. The precipitate was filtered off, dried
Scheme 1 Left: molecular structure of 1,3,5-tris(2-fluoro-2-
methylpropionylamino)benzene (1) including a labeling scheme for
different chemical groups. The black arrows assign the structure-
directing torsion angles CArCArNH and NCOCQF of the side groups. Right:
molecular structure of 1,3,5-tris(2,2-dimethylpropionylamino)benzene (2).
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under reduced pressure and recrystallised from methanol. To
remove further impurities, the solid was refluxed in 50 mL of
n-hexane for 3 hours, filtered off hot and dried again. Yield:
0.44 g (3.53 mmol, 23%). 1H-NMR (300 MHz, DMSO-d6):
δ = 1.56 ppm (d, 3J(1H,19F) = 21.7 Hz, 6H, –CH3); 7.75 ppm
(s, 3H, Ar–H); 9.94 ppm (d, 4J(1H,19F) = 3.2 Hz, 3H, –NH). 13C-NMR
(75 MHz, DMSO-d6): δ = 25.3 ppm (d,
2J(13C,19F) = 24 Hz, –CH3);
95.6 ppm (d, 1J(13C,19F) = 182 Hz , –CF); 110.7 ppm (s, –ArH);
138.4. ppm (s, –Ar); 171.3 ppm (d, 2J(13C,19F) = 22 Hz , –CO).
MS (70 eV), m/z (%): 387 (M+, 100); 344 (22); 326 (47); 299 (17);
69 (8); 61 (31). MALDI-TOFMS: m/z calcd: 387.18 ([M]+),
410.17 ([M+Na]+), 426.14 ([M+K]+) g mol−1, found: 387.05 ([M]+),
410.05 ([M+Na]+), 426.01 ([M+K]+) g mol−1. Elemental analysis
(N, C, H): calcd 10.8%, 55.8%, 6.2%; found 11.1%, 57.6%, 6.3%.
Solid-state NMR experiments
1H, 13C and 19F chemical shifts are referenced to TMS and
CFCl3. The
15N chemical shifts are reported relative to nitro-
methane, where all values are shifted by −380.5 ppm com-
pared to those for liquid NH3. All
1H and 19F experiments
were performed using a 1.3 mm double-resonance probe in a
Bruker Avance III HD spectrometer at a field strength of
B0 = 14.1 T. The spin rate for magic angle spinning (MAS)
was set to νrot = 60 000 ± 3 Hz for
19F and νrot = 65 000 ± 3 Hz
for 1H. All 13C and 15N experiments were collected with a
4 mm triple-resonance probe in a Bruker Avance II spectrom-
eter at a field strength of B0 = 7.1 T and at a MAS spin rate of
νrot = 12 500 ± 1 Hz.
The 1H/19F direct excitation experiments were performed
using a nutation frequency of νnut = 179/150 kHz for the 90°
pulse without decoupling of 19F/1H. For the 19F19F double-
quantum experiments, a symmetric R1454 double-quantum
recoupling protocol with the S0S
'
0 S
'
πSπ supercycle was used.
40
Excitation and reconversion were realised through 90°–270°
composite pulses as R-elements with a nutation frequency of
νnut = 210 kHz and a maximum excitation time of 2 ms.
The 13C and 15N cross polarisation (CP) spectra were
recorded using a ramped lock pulse consisting of 100 inter-
vals with a linear decrease from 50/93 kHz to 25/46.5 kHz
on the 1H/19F channel, and the power for 13C/15N was experi-
mentally adjusted to the Hartmann–Hahn conditions. The
contact time was set to 3 ms for both 1H13C and 19F13C exper-
iments. Due to the high spin density and the large gyro-
magnetic ratio of protons, this time is sufficiently long to
allow magnetization transfer from protons to all carbon atoms
and hence all carbon atoms will give rise to signals in the
1H13C CP. In contrast, only carbon atoms in spatial proximity
to the 19F labels appear in the 19F13C CP since the used
contact time of 3 ms is sufficiently short due to the low spin
density of 19F compared to that of 1H.
Proton broadband decoupling was realised using a
SPINAL-64 sequence during acquisition where the nutation
frequency and pulse length were set to 65 kHz and 7 μs,
respectively. For 19F decoupling a XiX sequence41 with a pulse
length of 7 μs and a nutation frequency of 70 kHz was used.
Solid-state NMR simulations
Simulations of the 19F19F DQ build-up curves were performed
with the simulation software package SIMPSON.42 Relative
orientations and principal values of the 19F19F dipole tensors
were calculated based on the possible structure models
obtained from PXRD. The asymmetry and anisotropy parame-
ters for the chemical shift anisotropy were estimated from a
MAS 1D experiment at νrot = 3000 ± 2 Hz. The corresponding
Euler angles were set to zero for all spins since they seem to
show only negligible influence on the supercycled build-up
curves,43 which was tested with different arbitrary angles.
For powder averaging, 232 (α,β) orientations in combination
with 40 γ angles were used.
In all cases, the experimental curves exhibited lower
double-quantum efficiencies than the simulations (see the
ESI† Fig. S1), which might be caused by residual proton
coupling.44 For this reason, all simulated curves were fitted
to the experimental ones by applying a constant scaling
factor, which was determined as follows: for each structure
model, every possible assignment of simulated to experimen-
tal curves was taken into account with one individual scaling
factor for every set of simulated curves. Each scaling factor
was optimised with the software package MATLAB in a least-
square sense.45 Subsequently, for every assignment, a rms
value was calculated in percent according to
rms
sim
 
 
 

100
2
2
exp
exp
i i
i
i
i
where expi is the experimental data point and simi the simulated
data point corresponding to the ith abscissa value. Finally,
for each structure model, only the assignment with the
lowest rms value was considered for the subsequent analysis.
Ab initio structure determination using PXRD
PXRD measurements on compound 1 were carried out using
a STOE STADI P diffractometer equipped with a curved
germanium monochromator (oriented according to the (111)
plane) creating CuKα1 radiation (λ = 1.5406 Å). The samples
were filled in a 0.7 mm capillary tube and measured in
Debye–Scherrer geometry in a 2Θ range of 2°–50°. Above 50°,
reflections were hardly observed. The powder patterns
were fully handled using REFLEX PLUS from the commercial
program package Accelrys MS Modeling (version 5.0).46
After indexing, Pawley refinement and assignment of the cor-
rect space group, the structure solution step was performed
by means of real-space methods with the simulated
annealing algorithm.47 For the structure solution, the mole-
cule was first geometry optimised with DFT methods (see the
section Computational methods). As a starting model, two
molecules were set into the asymmetric unit as one motion
group each. Besides the possible translational and rotational
degrees of freedom, the structure-directing torsion angles in
each molecule were set free during the structure solution
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(see Scheme 1, right). Additionally, a preferred orientation
correction following the model of March–Dollase was applied
during the solution step.48
Concerning the Rietveld refinement, at first, four cycles,
where the atomic parameters were allowed to relax, were
carried out using a global isotropic temperature factor for all
atoms and a preferred orientation adjustment according to
Rietveld–Toraya.49 The molecular structure was retained with-
out any limitations for the rotational and translational
degrees of freedom by taking into account the energy con-
siderations by applying the COMPASS force field.50 Never-
theless, the final number of refined structural parameters
(see Table 1) is not strictly representative due to the
adopted energy constraint. This force field-assisted refine-
ment is based on a combined figure of merit (Rcomb) with
Rcomb = (1 − wcomb)wRp + wcombREnergy (1)
where wcomb represents the energy weighting factor that was
set to 0.5. The energetic contribution, REnergy, is defined as
follows:
R h E E
EEnergy
min
tol
 



tan .0 1 (2)
where E represents the total energy, Emin the energy in the
global minimum and Etol the energy window above Emin in
which possible structure solutions are tolerated. Here, a
default value of 40 kcal mol−1 was used, preventing the break
of covalent bonds as well as an overlap of atoms or atom
groups during the refinement step, which reduced the
absolute number of refined structural parameters noticeably.
Afterwards, the peak profile including FWHM (pseudo-
Voigt) with its profile parameters NA and NB was refined.
The pseudo-Voigt peak shape function as a linear combi-
nation of Lorentzian (L) and Gaussian (G) includes the
Θ-dependent mixing parameter η given by
η(θ) = (NA + NB) × 2θ (3)
where NA and NB are adjustable parameters. Besides, the
lattice parameters, the zero-point shift, the sample off-
centering, the asymmetry correction (Finger–Cox–Jephcoat)51
and the experimental background using 20 orthogonal poly-
nomials were refined. Relevant crystallographic data are
summarized in Table 1. Atomic parameters, the temperature
factor and the occupancy of compound 1 are included in the
crystallographic information file which is available in the ESI.†
Creation of additional structure models
In the structure model obtained from the PXRD structure solu-
tion, the NHCOCQF torsions (see Scheme 1) of the two mole-
cules of the asymmetric unit were altered by 60° and 120° in
different combinations in order to test the influence on PXRD
patterns and 19F19F double-quantum build-up curves. During
the subsequent Rietveld refinement described above, the struc-
tures were allowed to relax. In all cases, NHCOCQF torsion
angles of 0° or 120° compared to those of the original model a)
were observed afterwards. Four models were selected for the
double-quantum simulations: in model b), one torsion of mole-
cule 1 changed by 120° (symbolic representation: ↑); in model
c), all three torsions of molecule 1 changed by 120° (↑↑↑); in
model d), all torsions of both molecules changed by 120°
(↑↑↑↑↑↑); and in model e), all torsions of molecule 1 changed
by 120° and all torsions of molecule 2 by −120° (↑↑↑↓↓↓). For
these models, the Rietveld profiles were calculated and the
double-quantum build-up curves were simulated.
Computational methods
Before the ab initio structure solution of compound 1, the
molecule was geometry optimised by DFT methods using the
module DMol3 of the program package Accelrys MS Modeling
(version 5.0).46 A double-zeta plus polarisation basis set with
the GGA functional PW91 was applied.52 The self-consistent
field (SCF) energy convergence was set to 10−6 eV per atom.
Results and discussion
To gain insight into the structure-directing effect of fluorine
substitution in the side groups of 2, the crystal structure of 1
Table 1 Relevant crystallographic data for 1 from PRXD
1
Formula C18H24F3N3O3
M/g mol−1 387.38
Crystal system Monoclinic
Space group P21
a/Å 11.886(4)
b/Å 15.395(5)
c/Å 10.554(4)
α/° 90
β/° 95.012(2)
γ/° 90
V/Å3 1924(2)
Z′/Z 2/4
ρ/g cm−3 1.337
T/K 293
U 0.24(1)
V −0.033(3)
W 0.0024(2)
NA 0.22(3)
NB 0.005(1)
Zero-point shift 0.0061(9)
R0
a 0.8413
a* 0.142(14)
b* 0.984(2)
c* 0.098(20)
No. of refined structural parametersb 307
Rp 0.0398
wRp 0.0552
a Preferred orientation coefficient of the sample according to the
March–Dollase function representing a dimensionless value reflecting
the shape of the crystallites; R0 < 1 for platelets, R0 > 1 for needles.
b The number of refined structural parameters include one isotropic
temperature factor and three translational elements of each atom
within the asymmetric unit. Since a COMPASS force field with an
energy constraint was applied, the refinement of the atomic positions
is not handled independently.
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was solved by a combination of PXRD and solid-state
NMR experiments. First, we deduce the content of the asym-
metric unit from multinuclear 1D solid-state NMR experi-
ments. With this information, a structure model is obtained
from PXRD data based on real-space methods and quantum
chemical calculations. Finally, the structural disorder of the
side groups is probed by double-quantum dipolar recoupling
experiments.
Symmetry considerations using solid-state NMR
Fig. 1 and 2 depict the high-resolution 1D spectra of 1H, 19F,
13C and 15N. The 1H spectrum (Fig. 1a) exhibits three signal
groups. Group 1 is located between δ = 9 ppm and 8.5 ppm,
group 2 between δ = 8.5 ppm and 5 ppm and group 3 below
δ = 4 ppm. The intensity ratio of groups 1, 2 and 3 is 1.0 :
1.0 : 6.1. The shift of group 1 is characteristic of the NH pro-
tons (4_) (compare Scheme 1 for labeling) participating in
weak hydrogen bonds,53 the shift of group 2 is characteristic
of the aromatic CH groups (6_), and group 3 exhibits a typical
shift region for the methyl groups (1_). Furthermore, the
intensity ratio fits the ratio expected from the molecular
structure (compare Scheme 1, 3NH : 3CH : 18CH3 protons).
Since the aromatic CH signals split into at least four different
resonances, more than one molecule must be contained in
the asymmetric unit.
The 19F spectrum (Fig. 1b) shows five well-separated signal
groups. High-resolution 2D double-quantum single-quantum
(DQSQ) correlation experiments (see Fig. 3a and b) reveal
that the most intense signal in the middle corresponds
to two coinciding peaks (peaks 3 and 4 of Fig. 1b). The
deconvolution of the spectrum reveals an additional signal
on the right side of the signal group (peak 7 of Fig. 1b). Since
it does not show any DQ coherences with one of the remaining
peaks in the 2D DQSQ correlation experiment (Fig. 3a), it is
identified as an impurity and can be neglected for the follow-
ing discussion. The remaining peaks 1–6 exhibit an intensity
ratio of 1.0 : 1.4 : 1.4 : 1.0 : 1.0 : 0.9, which implies that the
asymmetric unit must contain at least two molecules. The
relatively high intensities of peaks 2 and 3 are probably due
to uncertainties in background correction.
In the 1H15N CP spectrum (Fig. 1c), a signal group around
δ = −258 ppm is observed, which is typical for the amide
units (4_). It exhibits at least four distinct resonances, which
support the assumption of two or more independent mole-
cules contained in the asymmetric unit.
In order to assign the 13C resonances, 1H13C and 19F13C CP
experiments are analysed (Fig. 2). Herein, the contact
time was chosen in order to highlight the strongest 1H13C
and 19F13C connectivities (for details, see the Experimental
section). First, in the 1H13C CP, six signal groups appear
(Fig. 2a). Group 1 at δ = 172 ppm is characteristic of the
carbonyl groups (3_), and group 6 around δ = 25 ppm is typi-
cal for the methyl groups (1_). Due to their spatial proximity
to fluorine atoms, they are also observed in the 19F13C CP
(see Fig. 2b). Group 2 of the 1H13C CP is characteristic of
the quaternary aromatic carbon atoms (2_) and groups 3 and
4 of the aromatic CH units (6_). Since their distance to the
fluorine atoms in the molecular structure is long, they do
not appear in the 19F13C CP. The remaining group 5 must,
therefore, belong to the quaternary carbons (2_) which are
directly attached to the 19F spins. This is supported by the
19F13C CP, in which group 5 exhibits quite intense signals.
Since groups 3 and 4 together show at least 5 distinct
Fig. 1 Solid-state NMR spectra of 1. a) 1H MAS spectrum obtained
with single-pulse excitation. The intensity ratio of spectral regions 1–3
is 1 : 1.0 : 6.1. b) 19F spectrum obtained with single-pulse excitation
and deconvolution into peaks 1–7. The intensity ratio of peaks 1–6 is
1.4 : 1.4 : 1 : 1.0 : 0.9. Peak 7 is assigned to an impurity (see text and
Fig. 3). c) 15N spectrum obtained by 1H15N cross polarization.
Fig. 2 13C solid-state NMR spectra of compound 1. a) 1H13C CP exper-
iments with close-ups of the six groups. b) 19F13C CP experiment with
the same shift region. The groups are labelled 1–6 as depicted.
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resonances for the aromatic CH groups, the 13C signals also
indicate that two molecules are contained in the asym-
metric unit.
In conclusion, most resonances for the individual
chemical building units are split into several signals. For the
aromatic CH groups, at least four resonances are visible in
the 1H spectrum and five resonances in the 13C spectrum,
six signals with roughly equal intensities appear in the 19F
direct excitation experiment, and the 15N spectrum exhibits
at least four resonances for the NH groups. Therefore, the
asymmetric unit has to contain at least two molecules.
Moreover, the 1H chemical shift of the NH group is indica-
tive of moderate hydrogen bonds and only one peak is pres-
ent for the NH protons. Thus, all of them are expected to
participate in a homogeneous hydrogen bond network with-
out significant differences in the strength of the hydrogen
bonds.5,13
Crystal structure solution of 1,3,5-tris(2-fluoro-2-
methylpropionylamino)benzene from PXRD and
solid-state NMR spectroscopy
Indexing of the powder pattern leads to a monoclinic metric.
The subsequent refinement in P2 using the Pawley algo-
rithm54 results in lattice constants of a = 11.916 Å, b = 15.433 Å,
c = 10.580 Å and β = 95.011° and a unit cell volume of
1924 Å3. Analysing the integral extinction conditions leads to
8 possible space groups (P2, P21, Pc, Pm, P2/m, P21/m, P2/c,
and P21/c). Assuming that all non-hydrogen atoms within this
compound (C, F, N, and O) possess a volume of approxi-
mately 18 Å3, the molecular volume can be estimated to be
roughly 490 Å3. Compared to a unit cell volume of 1924 Å3,
this size restriction allows a maximum of four molecules
within the unit cell. Additionally, the 1H, 13C, 15N and 19F
solid-state NMR spectra indicate that the asymmetric unit
consists of at least two BTA molecules. Since the molecule
itself does not possess a mirror plane or an intrinsic C2
symmetry, a location of all atoms on special positions
within the unit cell is very unlikely. Therefore, the multiplic-
ity of the general position must be 2 and only P2, P21, Pm
and Pc remain as the possible space groups. A more
detailed analysis of the experimental powder pattern reveals
that odd reflections of the 0k0 series are systematically
absent, which strongly favours the space group P21.
Within the space group P21, ab initio structure solution
with real-space methods was performed based on a combi-
nation of a close-contact penalty and wRp as a cost func-
tion. The DFT geometry-optimized molecule was set twice
in the unit cell and treated independently as rigid bodies
with three rotational and three translational degrees of
freedom for each molecule during the solution step. Addi-
tionally, the two most important structure-directing torsion
angles (see Scheme 1, left) were varied during the solution
step. The wRp value after the solution accounted for
14.66%; full Rietveld refinement finally led to a wRp value
of 5.5%. The resulting metric has unit cell constants of
a = 11.886(4) Å, b = 15.394(5) Å, c = 10.553(4) Å and β = 95.011(2)°
and contains four molecules in the unit cell. The experimental
powder data and the Rietveld profile are depicted in Fig. 4.
Relevant refinement parameters are given in Table 1.
Since the electron density gives rise to the scattering in
X-ray diffraction, the difference between atoms or groups
with similar or equal electron densities is blurred. The
methyl groups and fluorine atoms both possess 9 electrons
which make them hard to distinguish by PXRD experiments.
This indicates that their positions could be exchanged and
even a random distribution might be possible.
To probe this hypothesis, the methyl groups and fluorine
atoms of one or both molecules in the asymmetric unit were
rotated in different ways by changing the NHCOCQF torsion
angles (see Scheme 1, left) and the subsequent Rietveld
refinement described in the Experimental section. From the
resulting structure models, three were selected in addition
to the original structure solution a) in order to probe the
effect of methyl–fluorine exchange on the calculated
Rietveld patterns. In model b), one NHCOCQF torsion of the
Fig. 3 a) 19F19F double-quantum single-quantum correlation spectrum of 1. At the top, the deconvolution of the one-pulse experiment (compare
Fig. 1b) is depicted. Only the area containing signals is depicted. b) Close-up of the area around peaks 3 and 4 of a), where the lines mark the shifts
of the two distinct signals. Signal 7 exhibits no correlations.
CrystEngCommPaper
Pu
bl
ish
ed
 o
n 
12
 A
ug
us
t 2
01
4.
 D
ow
nl
oa
de
d 
by
 U
N
IV
ER
SI
TA
T 
BA
Y
RE
U
TH
 o
n 
09
/0
1/
20
15
 1
2:
05
:1
7.
 
View Article Online
73
4 Publications
CrystEngComm, 2014, 16, 9273–9283 | 9279This journal is © The Royal Society of Chemistry 2014
first molecule of the asymmetric unit was changed by
approximately 120°, which will be symbolically depicted by ↑.
In model c), all NHCOCQF torsions of the first molecule
changed by approximately 120° (↑↑↑) and in model d) all
NHCOCQF torsions of both molecules changed by approxi-
mately 120° (↑↑↑↑↑↑). Finally, in model e), all NHCOCQF
torsions of the first molecule changed by approximately
120° and all NHCOCQF torsions of the second molecule by
−120° (↑↑↑↓↓↓). The Rietveld profiles calculated from these
models are contained in Fig. S2 and S3 in the ESI.†
Fig. 5 (left) depicts the difference plots between the observed
powder diffractogram and calculated Rietveld profiles.
The significantly higher Rp and wRp values of model e)
imply that the resulting structure is unlikely to have larger
deviations in the packing compared to the other models. For
b)–d), however, the difference plots are quite similar and the
wRp values differ by 0.75% at most, which imply similar
electron density distributions. In conclusion, the NHCOCQF
torsions cannot be determined with reasonable accuracy
by PXRD.
Here, solid-state NMR can assist by probing distance
relations through quantitative symmetry-based DQ dipolar
recoupling experiments. The 19F19F homonuclear dipolar
interaction was selectively recoupled by applying a SR1454
sequence which leads to the excitation of 19F19F double-
quantum coherences. Since the dipolar interaction constant
depends inversely on the third power of the internuclear
distance, the recoupling efficiency encodes the structural
environment of each spin. Moreover, the inverse cubic rela-
tion implies that already small structural changes may lead
to high deviations in dipolar coupling. Here, we used sym-
metric build-up curves which were simulated for structure
models a)–d). For every model, a 9-spin system was created
for each 19F of the asymmetric unit by taking all spins into
account within a sphere with a diameter of 13.4 Å at least
(see the ESI† Fig. S4). The relevant rms values are depicted
in Fig. 5 (right).
The original structure solution a) shows the best rms value
of 9.1%, whereas for the remaining models, the rms values
are at 11.6% or higher. Fig. 6 depicts the experimental build-
up curves for the six 19F resonances with the simulated
curves for the four structure models a)–d).
The simulations are scaled by a unique constant factor
for each model in order to compensate for residual dipolar
proton coupling. This leaves the position of the first maxi-
mum and minimum, and therefore, the structural informa-
tion is unaffected. In all cases, the experimental curves show
a fast build-up with maxima around an excitation time of
τexcitation = 1 ms. For the original structure model a), the
curves fit very well for peaks 3–6. For peaks 1 and 2, the
scaled simulations reach higher double-quantum efficiencies
as the experimental curves. These two peaks reach their
maximum at slightly longer excitation times compared
to signals 3–6, which imply weaker homonuclear 19F19F
Fig. 4 Rietveld profile plot of the PXRD pattern in the space group P21
collected at room temperature in a 2Θ range of 2°–50° using CuKα1
radiation. The difference plot is shifted by −0.6 × 10−5 counts.
Fig. 5 Left: difference plots between the experimental PXRD data and the calculated Rietveld profiles for the different structure models (a–e) after
refinement. The difference plots are shifted by 4 × 10−5 counts in model a), 3 × 10−5 counts in model b), 2 × 10−5 counts in model c) and
10−5 counts in model d). Right: rms values of the deviations between the 19F19F DQ build-up simulations for the different structure models (a–e)
and the experimental data. For a detailed explanation of the models, see text and the Experimental section.
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interactions with the consequence of a stronger influence of
residual dipolar proton coupling.
In contrast to model a), the remaining structure models
b)–d) show more pronounced deviations compared to the
experiment. In all cases, at least two build-up curves exist
which exhibit a faster rise, e.g., as in the case of models c)
and d) for peak 4. This implies shorter 19F19F distances since
the total number of 19F is the same for all simulations. In
fact, the shortest 19F19F distances in models a)–d) are 3.9 Å,
3.8 Å, 3.4 Å and 3.4 Å, respectively, and hence the corre-
sponding coupling constants are −1794 Hz, −1940 Hz, and
−2708 Hz. Thus, the sensitivity of this experiment towards
structural details is high, complementing the information
obtained from the PXRD experiment. The lowest wRp value of
5.52% together with the superior rms value of 9.1% strongly
favours structure model a).
Crystal structure of 1,3,5-tris(2-fluoro-2-
methylpropionylamino)benzene
The molecular structures of the two independent molecules
(1a and 1b) after the Rietveld refinement are depicted in
Fig. 7 and the most important intramolecular distances and
angles are listed in Table 2.
Interestingly, both molecules exhibit weak intramolecular
NH⋯F contacts with proton–fluorine distances between 2.1 Å
and 2.3 Å. Herein, the proton positions were determined through
DFT geometry optimisation of a single molecule and retained
during Rietveld refinement due to the energy constraint by
the applied force field. Moreover, both molecules exhibit a
high topological similarity although they are not related
through symmetry operations. For both molecules, two of the
three carbonyl groups point up and one points downwards
with respect to the benzene plane leading to an intrinsically
frustrated molecular system. The corresponding CArCArNH
torsion angles are 40.65°, 40.82° and −152.85° for molecule 1
and 36.49°, 57.0° and −124.53° for molecule 2. The NHCO
torsion angles representing the amide groups show values
between 173° and 177° which are typical values for partial
double bonds. Besides, the torsions including the fluorine
atoms within the side groups (NHCOCqF) are also distin-
guishable with values between roughly 7° and 32°. These
locally different fluorine environments are in agreement with
the six distinct resonances observed in the 1D 19F solid-state
NMR (see Fig. 1b).
Fig. 6 Experimental and simulated 19F19F build-up curves. The assignment of simulated to experimental curves was chosen according to the
smallest rms values. The experimental curves are labeled with respect to the corresponding peaks in the 19F spectrum (see Fig. 1b) and simulations
a)–d) according to the structure models (see Fig. 5 and text). Each set of simulations was scaled by a constant factor of 0.75 in the case of a) and
c) and 0.79 in the case of b) and d).
Fig. 7 Molecular structures of the two independent molecules of the
asymmetric unit of 1,3,5-tris(2-fluoro-2-methylpropionylamino)
benzene (1) as derived from the PXRD experiment.
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The crystal structure of 1 can be described as a hydrogen
bond-mediated layer-like structure including a molecular
zigzag motif due to the 21 screw axis along the b axis of the
unit cell. The two independent molecules of the asymmetric
unit (see Fig. 8, black) are incorporated into one strand along
the crystal's c axis via four moderate NH⋯OC H bonds with
lengths of 2.03 Å and 2.22 Å (corresponding to NH⋯OC
lengths of 2.93 Å and 3.20 Å, see Fig. 8, dashed pink lines)
and NH⋯O angles located in the range of 146.9° and 162.1°.
The distances between the aromatic cores of the mole-
cules within one strand accounts for 5.15 Å up to 5.64 Å,
ruling out the existence of π–π interactions as observed
in other BTA-related systems.9,11,13 The aromatic benzene
rings thereby show a tilt angle of roughly 16° towards
each other. These one-dimensional strands are connected
with a neighbouring strand which arises from the transla-
tion through the 21 screw axis along the monoclinic axis.
Here, two lateral medium strong NH⋯OC hydrogen bonds
with N⋯O lengths of 2.89 Å and 2.94 Å are observed (see
Fig. 8, dashed green lines), and the related NH⋯O angles
account for 157.9° and 160.7°. Interestingly, none of the six
independent fluorine atoms participate in intermolecular
hydrogen bonds.
Thus, a two-dimensional layer-like structure within the
b–c plane of the crystal is observed and due to the transla-
tional symmetry, a second layer arises along the crystalline
a axis (see Fig. 9). Since between neighbouring layers only
van der Waals interactions are relevant, the interaction
pattern in the structure is highly anisotropic.
Conclusion
We used a concerted approach of multidimensional and
multinuclear solid-state NMR spectroscopy, ab initio real-
space PXRD methods and computer simulations to solve the
structure of 1,3,5-tris(2-fluoro-2-methylpropionylamino)benzene.
It can be described by a lamellar arrangement of molecules.
Within each layer, strong to moderate two-dimensional
hydrogen bond patterns along the b and c axes with N⋯O
distances ranging from 2.9 Å up to 3.2 Å are formed. The
molecules are stacked along the c axis, where neighbouring
Table 2 Intramolecular distances in angstrom and angles in degree
derived from PXRD with restrictions based on the COMPASS force
field used for the first Rietveld refinement step. The distances marked
by * use the positions of the protons determined through DFT geometry
optimisation of a single molecule
Molecule 1 Molecule 2
d(CO) 1.214 1.211–1.213
d(CAr–N) 1.390–1.396 1.397–1.398
d(CO–N) 1.368–1.369 1.368–1.373
d(CAr–CAr) 1.381–1.387 1.382–1.386
d(Cq–CMe) 1.525–1.529 1.526–1.533
d(C–F) 1.390 1.388–1.391
d(NH⋯F) 2.121–2.171* 2.239–2.268*
∠(NH⋯F) 107.0–109.2 103.9–105.9
∠(HNCO) 173.2–177.1 176.5–177.0
∠(CArCArNH) −152.9, 40.7, 40.8 −124.5, 36.5, 57.0
∠(NHCOCqF) 6.86–25.04 26.15–31.81
∠(OCOCqF) 156.0–175.1 150.7–158.4
Fig. 8 Hydrogen bond pattern of compound 1. The two independent
molecules of the asymmetric unit (black) are connected to strands
through four H bonds (dashed red lines). The strands are further
connected by two lateral hydrogen bonds along the b axis of the
crystal (dashed green lines), leading to a two-dimensional layer-like
hydrogen bond pattern. All protons except the amide ones as well as
the Cq(CH3)2F groups are omitted for clarity.
Fig. 9 Perspective view of the two unit cells along the c axis
demonstrating the layer-like character of the structure. All protons
except those of the amide group are removed to retain clarity.
Between neighbouring layers, only van der Waals interactions are
possible.
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benzene rings exhibit a non-coplanar arrangement and
distances ranging from 5.15 Å up to 5.64 Å, which prevent
π–π interactions. In each molecule the amide bonds are tilted
with respect to the benzene rings in a way that only two out
of three carbonyl groups point into the same direction. Sur-
prisingly, the fluorine atoms contribute only to weak intra-
molecular NH⋯F contacts but not to the intermolecular
hydrogen bond network. Since between neighbouring layers
only van der Waals interactions are possible, the interaction
pattern is highly anisotropic and one might expect fast
two-dimensional crystal growth along the crystal's b and c
axes, rendering this BTA an interesting candidate for forma-
tion of two-dimensional structures via self-assembly.
In the analogous BTA 1,3,5-tris(2,2-dimethylpropionylamino)
benzene (2), where just the fluorine atoms of 1 are replaced by
methyl groups, the molecules are arranged in columnar
stacks. The latter are stabilized by moderate helical hydrogen
bonds in combination with π–π interactions.13 All amide
bonds of the molecules within one column are also tilted
with respect to the benzene core and point into the same
direction so that a macrodipole is formed. Due to an anti-
parallel arrangement of these macrodipoles in neighbouring
columns of the pseudo-hexagonal rod packing, the net dipole
moment is cancelled. This allows for fast one-dimensional
growth through cooperative effects in the hydrogen bond
network.12,13,55
In spite of the similarities in the molecular structures of
1 and 2, in particular with respect to the steric demand of
the side groups, completely different crystal structures are
formed. Since fluorine does not participate in the hydrogen
bond network, we assume that the different molecular polar-
ity is responsible for this effect. This illustrates the versatility
of BTAs and the easy accessibility of new packing motifs by
small chemical modifications.
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Scaling of the 
19
F 
19
F DQ curves 
 
Figure S1. Left: Experimental 
19
F 
19
F double-quantum buildup curves of 1. The peaks are labeled 
according to Figure 1. Right: Simulations of the buildup experiments for the structure model a) 
(see section Results and Discussion) using 9 spins systems. The numbering of the spin systems 
accounts for the number of the observed spin in the crystallographic information file (see below). 
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Rietveld Profile Plots for modified structures 
 
Figure S2. Calculated Rietveld profiles of after refinement where a) one NHCOCQF torsion (see 
scheme 1) of the first molecule of the asymmetric unit changed by approximately 120° (symbolic 
representation:  ); b) all NHCOCQF torsions of the first molecule (see Figure 4) changed by 
approximately 120° (   ). 
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Figure S3. Calculated Rietveld profiles of after refinement where a) all NHCOCQF torsions of 
both molecules changed by approximately 120°  (      ); b) all NHCOCQF torsions of the first 
molecule changed by approximately 120° and all NHCOCQF torsions of the second molecule by -
120° (      ). 
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Selection of spin systems 
 
 
Figure S4. Spin system No. 2 with grey lines indicating the
 19
F
19
F couplings. The observed 
19
F 
atom is emphasized through a big symbol and nine 
19
F were taken into account located within a 
sphere with a radius of 6.7 Å around the central atom. All hydrogen atoms, CH3 groups and side 
chains without participating 
19
F atoms are omitted for clarity.  
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Input files for simulations of final structure solution with SIMPSON 
Par, pulseq and main section 
par {  
variable         N 14. 
variable         n 4. 
variable         nu 5. 
start_operator   Inz 
detect_operator  I1p 
spin_rate        60000 
gamma_angles     40 
crystal_file     zcw232 
np               90 
proton_frequency 600e6 
verbose          11110 
}  
 
proc pulseq {} { 
 global par 
 maxdt 1.0 
 
      set rf [expr $par(spin_rate)*$par(N)/$par(n)]    
     set p90  [expr 0.25e6/$rf] 
     set p270 [expr 0.75e6/$rf] 
set ph10 [expr 180.00*$par(nu)/$par(N)]    
     set ph11 [expr 180.00*$par(nu)/$par(N)+180.00] 
     set ph12 [expr (-1)*180.00/$par(N)*$par(nu)+360]  
     set ph13 [expr (-1)*180.00/$par(N)*$par(nu)+180.00] 
 
reset 
for {set i 0} {$i < [expr $par(N)/2]} {incr i} { 
pulse $p90 $rf $ph10 
pulse $p270 $rf $ph11 
pulse $p90 $rf $ph12 
pulse $p270 $rf $ph13 
} 
for {set i 0} {$i < [expr $par(N)/2]} {incr i} {  
pulse $p90 $rf $ph12 
pulse $p270 $rf $ph13 
pulse $p90 $rf $ph10 
pulse $p270 $rf $ph11 
} 
store 1 
 
reset 
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for {set i 0} {$i < [expr $par(N)/2]} {incr i} { 
     pulse $p90 $rf $ph13 
pulse $p270 $rf $ph12 
pulse $p90 $rf $ph11 
pulse $p270 $rf $ph10 
} 
for {set i 0} {$i < [expr $par(N)/2]} {incr i} {  
       pulse $p90 $rf $ph11 
pulse $p270 $rf $ph10 
pulse $p90 $rf $ph13 
pulse $p270 $rf $ph12 
} 
store 2 
 
  
 reset 
for {set n 0} {$n<$par(np)} {incr n} { 
 prop [expr $n % 2 + 1]   
 store 9 
 matrix set 1 totalcoherence {-2 2} 
 filter 1 
 prop 9 
 matrix set 2 totalcoherence {0} 
 filter 2 
 pulseid 1 250000 -y  
 acq 
 reset 
 prop 9 
 } 
   } 
 
proc main {} { 
global par 
set f [fsimpson] 
fexpr $f {$re} {$im}  
fsave $f $par(name).dat -xreim 
} 
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Spinsystems for structure model a) 
 
Spinsystem 1 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0 
dipole 1 2 -1750.14958968 180.0 34.4066476848 -60.9200471646 
dipole 1 3 -715.105921667 180.0 78.5327174345 53.0044794181 
dipole 1 4 -316.567489629 180.0 102.998076974 7.57944255997 
dipole 1 5 -646.460659107 180.0 106.57999128 9.79527094101 
dipole 1 6 -573.20595359 180.0 137.698605112 42.1263749075 
dipole 1 7 -509.725830077 180.0 108.693316564 -39.2195461318 
dipole 1 8 -362.481690333 180.0 36.8802309453 -14.0932963035 
dipole 1 9 -325.729456589 180.0 84.0319818435 -83.6058171485 
dipole 2 3 -340.335206426 180.0 108.830830522 71.4357131042 
dipole 2 4 -213.210459891 180.0 127.311951564 26.7079614726 
dipole 2 5 -180.552630075 180.0 124.99295002 24.3821383787 
dipole 2 6 -150.879202231 180.0 146.979105514 68.6292668668 
dipole 2 7 -423.988060148 180.0 144.661100591 -26.2059834011 
dipole 2 8 -656.6885888 180.0 67.6640497975 11.0973585709 
dipole 2 9 -642.30720942 180.0 117.407763801 -86.2713577838 
dipole 3 4 -636.968424125 180.0 118.374743082 -42.1870358491 
dipole 3 5 -132.616945593 180.0 106.359751429 -21.4063752612 
dipole 3 6 -636.381370147 180.0 163.15118707 -79.9892043967 
dipole 3 7 -183.487166913 180.0 110.752061711 -80.9376205172 
dipole 3 8 -118.101864874 180.0 63.8108405985 -36.2025625946 
dipole 3 9 -75.4985693663 180.0 91.7245903613 -77.8315768369 
dipole 4 5 -63.278770806 180.0 90.0 0.0 
dipole 4 6 -859.446988066 180.0 122.19214842 23.4975470839 
dipole 4 7 -827.99249173 180.0 93.8338931321 -62.020703376 
dipole 4 8 -51.2095877063 180.0 57.3740555549 -9.99242948655 
dipole 4 9 -106.510530869 180.0 76.8167763071 -52.2958028527 
dipole 5 6 -166.29854803 180.0 107.94746913 11.8377271408 
dipole 5 7 -91.3667069035 180.0 91.8378533948 -25.0148346963 
dipole 5 8 -279.561956338 180.0 18.3161742922 -54.9658952496 
dipole 5 9 -106.776511618 180.0 76.8056136655 -52.3608851345 
dipole 6 7 -350.202623065 180.0 69.8316169166 -76.1946301762 
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dipole 6 8 -58.7389695405 180.0 38.5376287477 -27.837137763 
dipole 6 9 -84.3682097513 180.0 62.8202575695 -77.4731925068 
dipole 7 8 -74.917235466 180.0 50.0536816673 17.4328955428 
dipole 7 9 -636.968339336 180.0 61.6252619972 -42.1870361883 
dipole 8 9 -158.506886221 180.0 121.692077717 -51.5648175347 
} 
 
Spinsystem 2 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -598.076996747 180.0 100.064843505 39.8233331211 
dipole 1 3 -1536.68283483 180.0 152.37359285 78.3334599328 
dipole 1 4 -330.019158238 180.0 99.3164786433 84.0441997188 
dipole 1 5 -292.522328546 180.0 136.780928824 11.4598823524 
dipole 1 6 -362.481624939 180.0 36.8802327232 14.0932941284 
dipole 1 7 -573.093870717 180.0 70.0693138243 -50.7674406653 
dipole 1 8 -656.688527918 180.0 67.664048299 -11.0973500044 
dipole 1 9 -845.74860721 180.0 131.203517965 -43.2209972565 
dipole 2 3 -859.447149033 180.0 122.192152801 -23.4975511841 
dipole 2 4 -979.866274127 180.0 91.5273546702 41.877731173 
dipole 2 5 -97.1881741627 180.0 114.164698329 -15.8943606074 
dipole 2 6 -89.4475880719 180.0 53.5242667001 -17.5932996336 
dipole 2 7 -187.217548364 180.0 69.3025205802 -83.6199038356 
dipole 2 8 -86.9564959269 180.0 73.4052519415 -26.1467820748 
dipole 2 9 -350.202675687 180.0 110.168382714 -76.1946312506 
dipole 3 4 -642.30720942 180.0 62.5922361994 86.2713577838 
dipole 3 5 -646.460577246 180.0 106.57998714 -9.79526611829 
dipole 3 6 -107.906628535 180.0 25.8918594074 -11.8642949723 
dipole 3 7 -159.214573131 180.0 50.3156085076 -63.4541821812 
dipole 3 8 -185.284046395 180.0 46.609817268 -27.9963478663 
dipole 3 9 -827.992718657 180.0 86.1661029501 -62.0207051105 
dipole 4 5 -148.477265928 180.0 117.210520364 -46.3539790511 
dipole 4 6 -114.281299079 180.0 48.845322258 -51.562458272 
dipole 4 7 -67.8084102933 180.0 74.7591498584 -76.1182531642 
dipole 4 8 -104.279351581 180.0 71.5751453442 -53.7301243251 
dipole 4 9 -113.669053036 180.0 102.940959928 -77.61292903 
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dipole 5 6 -90.3980670427 180.0 5.01159945732 -3.11737997644e-05 
dipole 5 7 -61.3812524539 180.0 53.4923763398 -32.0614562125 
dipole 5 8 -249.188933756 180.0 14.9938439327 -85.3614135892 
dipole 5 9 -170.384176552 180.0 77.1481330849 -25.2360610388 
dipole 6 7 -123.895883155 180.0 110.773887759 -35.2195359513 
dipole 6 8 -1750.15016418 180.0 145.593361469 -60.9200416929 
dipole 6 9 -71.2587781613 180.0 138.928386879 -28.2378401203 
dipole 7 8 -149.504274533 180.0 89.1839202286 20.8923819282 
dipole 7 9 -634.7097557 180.0 162.047545517 67.7044412758 
dipole 8 9 -123.214855491 180.0 124.345762624 -11.8245283095 
} 
 
Spinsystem 3 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -979.866274127 180.0 91.5273546702 41.877731173 
dipole 1 3 -859.447149033 180.0 122.192152801 -23.4975511841 
dipole 1 4 -636.381414336 180.0 163.151185826 79.9892362235 
dipole 1 5 -634.709745618 180.0 17.9524501356 67.704404563 
dipole 1 6 -598.076996747 180.0 79.9351564947 -39.8233331211 
dipole 1 7 -573.206006191 180.0 137.698604699 -42.12637029 
dipole 1 8 -573.093616697 180.0 70.0693173124 50.7674314291 
dipole 1 9 -473.326758651 180.0 59.8414187352 -59.2262021471 
dipole 2 3 -642.30720942 180.0 117.407763801 -86.2713577838 
dipole 2 4 -423.988060148 180.0 144.661100591 -26.2059834011 
dipole 2 5 -309.595680705 180.0 39.9141235216 -21.0064042388 
dipole 2 6 -330.019158238 180.0 80.6835213567 -84.0441997188 
dipole 2 7 -122.878571399 180.0 115.42370199 -41.9886217493 
dipole 2 8 -272.368032177 180.0 73.5358132024 7.95807577733 
dipole 2 9 -94.3120835352 180.0 72.2026274172 -50.9775532828 
dipole 3 4 -636.968339336 180.0 118.374738003 42.1870361883 
dipole 3 5 -117.922517018 180.0 35.1533727912 35.7950397604 
dipole 3 6 -1536.68283483 180.0 27.6264071505 -78.3334599328 
dipole 3 7 -316.567559342 180.0 102.998075294 -7.57943983677 
dipole 3 8 -94.8999825128 180.0 63.7183884997 38.7934958965 
dipole 3 9 -139.075153252 180.0 51.3680627989 -23.3816866811 
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dipole 4 5 -90.3980670427 180.0 5.01159945732 -3.11737997644e-05 
dipole 4 6 -145.580871808 180.0 46.0160309851 -52.1661649236 
dipole 4 7 -715.106110998 180.0 78.5327164088 -53.004485356 
dipole 4 8 -173.366525827 180.0 31.8681724543 35.1281301489 
dipole 4 9 -86.017619635 180.0 39.1276014595 -64.0196274311 
dipole 5 6 -188.248518194 180.0 121.033452152 -46.2644017513 
dipole 5 7 -90.2117443042 180.0 153.609264938 -62.0291847251 
dipole 5 8 -845.74819169 180.0 131.203512727 43.2210035612 
dipole 5 9 -340.335342023 180.0 108.830833117 -71.4357152604 
dipole 6 7 -153.213519955 180.0 125.974488154 7.78856561245 
dipole 6 8 -82.3046549821 180.0 84.9349604508 45.2074863942 
dipole 6 9 -272.368062655 180.0 73.5358109696 -7.95807022429 
dipole 7 8 -139.26522743 180.0 47.6053671468 85.3735936561 
dipole 7 9 -249.188933756 180.0 14.9938439327 -85.3614135892 
dipole 8 9 -157.734338895 180.0 82.7283672666 -85.3708660734 
} 
 
Spinsystem 4 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -325.729456589 180.0 95.9680181565 83.6058171485 
dipole 1 3 -1536.68283483 180.0 27.6264071505 -78.3334599328 
dipole 1 4 -859.447149033 180.0 57.8078471991 23.4975511841 
dipole 1 5 -642.30720942 180.0 62.5922361994 86.2713577838 
dipole 1 6 -636.968339336 180.0 118.374738003 42.1870361883 
dipole 1 7 -316.567559342 180.0 102.998075294 -7.57943983677 
dipole 1 8 -646.460577246 180.0 106.57998714 -9.79526611829 
dipole 1 9 -827.992718657 180.0 86.1661029501 -62.0207051105 
dipole 2 3 -116.187217045 180.0 63.3600268844 -87.5054741556 
dipole 2 4 -234.305472778 180.0 63.984702877 -47.9018131252 
dipole 2 5 -1750.14958968 180.0 34.4066476848 -60.9200471646 
dipole 2 6 -509.725830077 180.0 108.693316564 -39.2195461318 
dipole 2 7 -85.2269056022 180.0 94.5156111566 -45.8392037085 
dipole 2 8 -150.12464154 180.0 95.4560939951 -60.1842879338 
dipole 2 9 -65.9790409074 180.0 84.8458744739 -74.4804651882 
dipole 3 4 -598.076996747 180.0 100.064843505 39.8233331211 
89
4 Publications
12 
 
dipole 3 5 -330.019158238 180.0 99.3164786433 84.0441997188 
dipole 3 6 -145.580871808 180.0 133.983969015 52.1661649236 
dipole 3 7 -153.213519955 180.0 125.974488154 7.78856561245 
dipole 3 8 -292.522328546 180.0 136.780928824 11.4598823524 
dipole 3 9 -845.74860721 180.0 131.203517965 -43.2209972565 
dipole 4 5 -979.866274127 180.0 91.5273546702 41.877731173 
dipole 4 6 -636.381414336 180.0 163.151185826 79.9892362235 
dipole 4 7 -573.206006191 180.0 137.698604699 -42.12637029 
dipole 4 8 -97.1881741627 180.0 114.164698329 -15.8943606074 
dipole 4 9 -350.202675687 180.0 110.168382714 -76.1946312506 
dipole 5 6 -423.988060148 180.0 144.661100591 -26.2059834011 
dipole 5 7 -122.878571399 180.0 115.42370199 -41.9886217493 
dipole 5 8 -148.477265928 180.0 117.210520364 -46.3539790511 
dipole 5 9 -113.669053036 180.0 102.940959928 -77.61292903 
dipole 6 7 -715.106110998 180.0 78.5327164088 -53.004485356 
dipole 6 8 -114.619170332 180.0 83.8003478766 -25.3209170535 
dipole 6 9 -183.487162416 180.0 69.2479384661 -80.9376155936 
dipole 7 8 -63.278770806 180.0 90.0 0.0 
dipole 7 9 -509.725834709 180.0 71.306683377 -39.2195466008 
dipole 8 9 -170.384176552 180.0 77.1481330849 -25.2360610388 
} 
 
 
Spinsystem 5 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1750.14958968 180.0 145.593352315 60.9200471646 
dipole 1 3 -330.019158238 180.0 80.6835213567 -84.0441997188 
dipole 1 4 -979.866274127 180.0 88.4726453298 -41.877731173 
dipole 1 5 -642.30720942 180.0 117.407763801 -86.2713577838 
dipole 1 6 -423.988060148 180.0 144.661100591 -26.2059834011 
dipole 1 7 -656.6885888 180.0 67.6640497975 11.0973585709 
dipole 1 8 -473.326801737 180.0 59.8414194332 59.2262055091 
dipole 1 9 -340.335206426 180.0 108.830830522 71.4357131042 
dipole 2 3 -116.187217045 180.0 63.3600268844 -87.5054741556 
dipole 2 4 -234.305472778 180.0 63.984702877 -47.9018131252 
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dipole 2 5 -325.729456589 180.0 84.0319818435 -83.6058171485 
dipole 2 6 -509.725830077 180.0 108.693316564 -39.2195461318 
dipole 2 7 -362.481690333 180.0 36.8802309453 -14.0932963035 
dipole 2 8 -225.997776157 180.0 35.9345942453 34.3380113988 
dipole 2 9 -715.105921667 180.0 78.5327174345 53.0044794181 
dipole 3 4 -598.076996747 180.0 100.064843505 39.8233331211 
dipole 3 5 -1536.68283483 180.0 152.37359285 78.3334599328 
dipole 3 6 -145.580871808 180.0 133.983969015 52.1661649236 
dipole 3 7 -153.700481804 180.0 83.7584380962 61.1270791037 
dipole 3 8 -63.023581582 180.0 80.6005238926 73.2172359361 
dipole 3 9 -43.056730138 180.0 104.131198235 77.904467016 
dipole 4 5 -859.447149033 180.0 122.192152801 -23.4975511841 
dipole 4 6 -636.381414336 180.0 163.151185826 79.9892362235 
dipole 4 7 -118.109317764 180.0 78.3839059522 26.0479233094 
dipole 4 8 -187.217585187 180.0 69.3025191609 83.6199083646 
dipole 4 9 -117.441118552 180.0 103.859324783 80.7764322871 
dipole 5 6 -636.968339336 180.0 118.374738003 42.1870361883 
dipole 5 7 -158.506886221 180.0 58.3079222827 51.5648175347 
dipole 5 8 -73.2695477859 180.0 60.4620112049 72.2297118782 
dipole 5 9 -75.4985693663 180.0 88.2754096387 77.8315768369 
dipole 6 7 -74.917235466 180.0 50.0536816673 17.4328955428 
dipole 6 8 -98.6989715689 180.0 36.8957591242 84.561084746 
dipole 6 9 -183.487166913 180.0 69.2479382888 80.9376205172 
dipole 7 8 -174.573605218 180.0 83.3428360045 24.9055477833 
dipole 7 9 -118.101864874 180.0 116.189159401 36.2025625946 
dipole 8 9 -634.7097557 180.0 162.047545517 67.7044412758 
} 
 
Spinsystem 6 
spinsys { 
channels 19F 
nuclei 19F 19F 19F 19F 19F 19F 19F 19F 19F 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 3 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 4 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 5 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 6 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 7 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 8 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 9 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -509.725830077 180.0 71.3066834357 39.2195461318 
dipole 1 3 -636.381414336 180.0 16.8488141745 -79.9892362235 
dipole 1 4 -634.709745618 180.0 162.047549864 -67.704404563 
dipole 1 5 -636.968339336 180.0 61.6252619972 -42.1870361883 
dipole 1 6 -423.988060148 180.0 35.3388994086 26.2059834011 
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dipole 1 7 -715.106110998 180.0 78.5327164088 -53.004485356 
dipole 1 8 -845.74819169 180.0 131.203512727 43.2210035612 
dipole 1 9 -827.99249173 180.0 86.1661068679 62.020703376 
dipole 2 3 -234.305472778 180.0 63.984702877 -47.9018131252 
dipole 2 4 -122.373797273 180.0 138.484164739 -54.112191008 
dipole 2 5 -325.729456589 180.0 84.0319818435 -83.6058171485 
dipole 2 6 -1750.14958968 180.0 34.4066476848 -60.9200471646 
dipole 2 7 -85.2269056022 180.0 94.5156111566 -45.8392037085 
dipole 2 8 -153.213501546 180.0 125.974488055 -7.7885575794 
dipole 2 9 -316.567489629 180.0 102.998076974 7.57944255997 
dipole 3 4 -90.3980670427 180.0 174.988400543 3.11737997644e-05 
dipole 3 5 -859.447149033 180.0 122.192152801 -23.4975511841 
dipole 3 6 -979.866274127 180.0 91.5273546702 41.877731173 
dipole 3 7 -573.206006191 180.0 137.698604699 -42.12637029 
dipole 3 8 -111.620081597 180.0 150.589637462 59.2685957809 
dipole 3 9 -203.369332065 180.0 127.767744288 70.8969662572 
dipole 4 5 -169.452621112 180.0 23.3348898818 -29.7218086117 
dipole 4 6 -76.1217714774 180.0 21.6692118013 50.4545020435 
dipole 4 7 -225.997738406 180.0 35.9345966798 -34.3380178043 
dipole 4 8 -573.093616697 180.0 70.0693173124 50.7674314291 
dipole 4 9 -159.214571373 180.0 50.3156100172 63.4541712872 
dipole 5 6 -642.30720942 180.0 62.5922361994 86.2713577838 
dipole 5 7 -316.567559342 180.0 102.998075294 -7.57943983677 
dipole 5 8 -93.1825420002 180.0 124.486071865 42.6394683061 
dipole 5 9 -106.510530869 180.0 103.183223693 52.2958028527 
dipole 6 7 -122.878571399 180.0 115.42370199 -41.9886217493 
dipole 6 8 -94.110591597 180.0 144.169708673 9.157928253 
dipole 6 9 -213.210459891 180.0 127.311951564 26.7079614726 
dipole 7 8 -205.942183236 180.0 122.863492068 86.7867887795 
dipole 7 9 -163.961804352 180.0 94.7442729196 84.9276494592 
dipole 8 9 -1536.68324318 180.0 27.6264009906 78.3334557026 
} 
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Crystallographic information file 
data_1.3.5-tris2-fluoro-2-methylpropionylamino)benzene  
_audit_creation_date              2014-05-06 
_audit_creation_method            'Materials Studio' 
_symmetry_space_group_name_H-M    'P21' 
_symmetry_Int_Tables_number       4 
_symmetry_cell_setting            monoclinic 
_chemical_formula_sum  
 'C18 H24 F3 N3 O3'  
_chemical_formula_weight          387.403 
 
loop_ 
_symmetry_equiv_pos_as_xyz 
  x,y,z 
  -x,y+1/2,-z 
_cell_length_a                    11.8863(44) 
_cell_length_b                    15.3948(59) 
_cell_length_c                    10.5539(40) 
_cell_angle_alpha                 90.0000 
_cell_angle_beta                  95.0116(23) 
_cell_angle_gamma                 90.0000 
_cell_volume          1923.84 
_cell_formula_units_Z         4 
_cell_measurement_temperature   293(2) 
_diffrn_ambient_temperature        293(2) 
_diffrn_radiation_wavelength   1.54056 
_diffrn_radiation_type    CuK\a1 
_diffrn_measurement_device_type   'STOE StadiP' 
 
loop_ 
_atom_site_label 
_atom_site_type_symbol 
_atom_site_fract_x 
_atom_site_fract_y 
_atom_site_fract_z 
_atom_site_U_iso_or_equiv 
_atom_site_adp_type 
_atom_site_occupancy 
  
F1  F  0.1824(9)  -0.2217(5)  1.4597(12) 
 0.08432    Uiso     1     
F2  F  0.1821(12)  0.3414(6)  1.0457(18) 
 0.08432    Uiso     1     
F3  F  -0.4530(5)  0.1111(13)  1.1392(12) 
 0.08432    Uiso     1     
F4  F  0.2413(12)  0.2203(3)  0.3916(13) 
 0.08432  Uiso     1     
F5  F  0.2493(10)  -0.0956(6)  1.1513(10) 
 0.08432  Uiso     1     
F6  F  -0.4375(5)  0.0090(17)  0.6405(14) 
 0.08432  Uiso     1     
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C7  C  -0.1301(5)  0.0621(5)  1.2285(7) 
 0.08432  Uiso     1     
C8  C  -0.0708(5)  -0.0004(5)  1.3009(7) 
 0.08432  Uiso     1     
C9  C  -0.0690(5)  0.1231(5)  1.1674(7) 
 0.08432  Uiso     1     
H10  H  -0.1149(5)  0.1729(5)  1.1100(7) 
 0.08432  Uiso     1     
H11  H  -0.1179(5)  -0.0496(5)  1.3493(8) 
 0.08432  Uiso     1     
C12  C  0.0477(5)  0.1232(5)  1.1758(8) 
 0.08432  Uiso     1     
C13  C  0.1035(5)  0.0593(5)  1.2494(8) 
 0.08432  Uiso     1     
N14  N  0.1041(5)  0.1876(5)  1.1131(8) 
 0.08432  Uiso     1     
H15  H  0.1959(5)  0.0580(5)  1.2572(9) 
 0.08432  Uiso     1     
C16  C  0.2099(6)  0.1837(5)  1.0717(7) 
 0.08432  Uiso     1     
O17  O  0.2668(10)  0.1182(6)  1.0759(16) 
 0.08432  Uiso     1     
C18  C  0.2476(5)  0.2718(5)  1.0117(6) 
 0.08432  Uiso     1     
C19  C  0.2342(19)  0.2631(9)  0.8670(6) 
 0.08432  Uiso     1     
H20  H  0.2582(19)  0.3248(10)  0.8242(7) 
 0.08432  Uiso     1     
H21  H  0.2883(28)  0.2116(8)  0.8338(14) 
 0.08432  Uiso     1     
C22  C  0.3707(7)  0.2887(10)  1.0595(18) 
 0.08432  Uiso     1     
H23  H  0.3807(19)  0.2947(14)  1.1637(17) 
 0.08432  Uiso     1     
H24  H  0.3989(7)  0.3495(10)  1.0182(18) 
 0.08432  Uiso     1     
H25  H  0.0619(6)  0.2442(6)  1.0974(16) 
 0.08432  Uiso     1     
N26  N  -0.2474(5)  0.0640(5)  1.2135(8) 
 0.08432  Uiso     1     
H27  H  -0.2817(5)  0.0768(10)  1.1245(9) 
 0.08432  Uiso     1     
C28  C  -0.3192(5)  0.0568(7)  1.3075(8) 
 0.08432  Uiso     1     
C29  C  -0.4461(5)  0.0643(6)  1.2522(10) 
 0.08432  Uiso     1     
C30  C  -0.5131(8)  0.1121(16)  1.3474(12) 
 0.08432  Uiso     1     
H31  H  -0.4807(13)  0.1779(16)  1.3666(25) 
 0.08432  Uiso     1     
O32  O  -0.2883(5)  0.0448(13)  1.4189(8) 
 0.08432  Uiso     1     
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H33  H  -0.5123(8)  0.0769(26)  1.4381(10) 
 0.08432  Uiso     1     
H34  H  0.4266(6)  0.2365(12)  1.0315(30) 
 0.08432  Uiso     1     
C35  C  -0.4943(8)  -0.0266(6)  1.2262(27) 
 0.08432  Uiso     1     
H36  H  -0.4466(12)  -0.0621(12) 
 1.1581(34)  0.08432  Uiso     1     
H37  H  -0.5824(9)  -0.0207(7)  1.1858(28) 
 0.08432  Uiso     1     
H38  H  -0.4936(10)  -0.0651(12) 
 1.3139(36)  0.08432  Uiso     1     
H39  H  0.1461(23)  0.2487(14)  0.8330(13) 
 0.08432  Uiso     1     
C40  C  0.0460(5)  -0.0031(5)  1.3132(8) 
 0.08432  Uiso     1     
N41  N  0.1014(5)  -0.0688(5)  1.3854(8) 
 0.08432  Uiso     1     
C42  C  0.1986(6)  -0.0625(5)  1.4646(7) 
 0.08432  Uiso     1     
O43  O  0.2439(12)  0.0060(5)  1.4945(13) 
 0.08432  Uiso     1     
H44  H  0.0668(7)  -0.1287(5)  1.3755(14) 
 0.08432  Uiso     1     
C45  C  0.2438(4)  -0.1531(5)  1.5166(6) 
 0.08432  Uiso     1     
C46  C  0.3666(5)  -0.1620(8)  1.4861(16) 
 0.08432  Uiso     1     
H47  H  0.3734(14)  -0.1594(11)  1.3830(18) 
 0.08432  Uiso     1     
H48  H  0.4202(6)  -0.1107(9)  1.5316(25) 
 0.08432  Uiso     1     
C49  C  0.2334(15)  -0.1560(8)  1.6600(6) 
 0.08432  Uiso     1     
H50  H  0.1449(18)  -0.1488(11)  1.6810(14) 
 0.08432  Uiso     1     
H51  H  0.2834(22)  -0.1046(7)  1.7102(9) 
 0.08432  Uiso     1     
H52  H  0.3999(6)  -0.2247(8)  1.5218(16) 
 0.08432  Uiso     1     
H53  H  0.2646(15)  -0.2190(8)  1.6976(7) 
 0.08432  Uiso     1     
H54  H  -0.6016(8)  0.1173(17)  1.3081(13) 
 0.08432  Uiso     1     
C55  C  -0.1110(4)  0.0627(1)  0.7397(7) 
 0.08432  Uiso     1     
C56  C  -0.0498(4)  0.1095(1)  0.6569(7) 
 0.08432  Uiso     1     
H57  H  -0.0953(4)  0.1466(2)  0.5798(7) 
 0.08432  Uiso     1     
N58  N  -0.2289(4)  0.0621(3)  0.7227(8) 
 0.08432  Uiso     1     
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H59  H  -0.2617(4)  0.0619(8)  0.6310(8) 
 0.08432  Uiso     1     
C60  C  0.0670(4)  0.1108(0)  0.6678(7) 
 0.08432  Uiso     1     
C61  C  -0.3040(5)  0.0589(7)  0.8144(9) 
 0.08432  Uiso     1     
O62  O  -0.2770(5)  0.0627(14)  0.9279(9) 
 0.08432  Uiso     1     
C63  C  -0.4305(4)  0.0537(5)  0.7552(10) 
 0.08432  Uiso     1     
C64  C  -0.4998(7)  0.0044(19)  0.8469(15) 
 0.08432  Uiso     1     
H65  H  -0.4667(12)  -0.0614(20) 
 0.8649(33)  0.08432  Uiso     1     
H66  H  -0.5874(7)  -0.0010(18)  0.8047(16) 
 0.08432  Uiso     1     
C67  C  -0.4779(10)  0.1453(5)  0.7320(34) 
 0.08432  Uiso     1     
H68  H  -0.4778(12)  0.1823(14)  0.8211(45) 
 0.08432  Uiso     1     
H69  H  -0.4295(13)  0.1820(14)  0.6659(44) 
 0.08432  Uiso     1     
H70  H  -0.5658(9)  0.1401(6)  0.6905(34) 
 0.08432  Uiso     1     
H71  H  -0.5013(6)  0.0382(33)  0.9385(10) 
 0.08432  Uiso     1     
C72  C  -0.0510(4)  0.0155(0)  0.8349(7) 
 0.08432  Uiso     1     
H73  H  -0.0970(4)  -0.0228(0)  0.9011(7) 
 0.08432  Uiso     1     
C74  C  0.0659(4)  0.0140(1)  0.8482(7) 
 0.08432  Uiso     1     
N75  N  0.1268(4)  -0.0340(2)  0.9435(7) 
 0.08432  Uiso     1     
H76  H  0.1839(8)  -0.0009(4)  1.0015(11) 
 0.08432  Uiso     1     
C77  C  0.1167(7)  -0.1214(2)  0.9632(7) 
 0.08432  Uiso     1     
O78  O  0.0479(12)  -0.1666(2)  0.9025(11) 
 0.08432  Uiso     1     
C79  C  0.2092(6)  -0.1590(4)  1.0647(8) 
 0.08432  Uiso     1     
C80  C  0.1542(7)  -0.2313(8)  1.1369(13) 
 0.08432  Uiso     1     
H81  H  0.2163(6)  -0.2577(9)  1.2102(14) 
 0.08432  Uiso     1     
C82  C  0.3083(9)  -0.1928(10)  0.9951(10) 
 0.08432  Uiso     1     
H83  H  0.3726(9)  -0.2204(11)  1.0649(12) 
 0.08432  Uiso     1     
H84  H  0.3475(8)  -0.1404(15)  0.9438(12) 
 0.08432  Uiso     1     
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H85  H  0.0819(5)  -0.2066(14)  1.1842(14) 
 0.08432  Uiso     1     
H86  H  0.2819(16)  -0.2443(12)  0.9269(12) 
 0.08432  Uiso     1     
H87  H  0.1245(13)  -0.2853(6)  1.0747(19) 
 0.08432  Uiso     1     
N88  N  0.1283(4)  0.1581(0)  0.5842(7) 
 0.08432  Uiso     1     
H89  H  0.1835(8)  0.1244(1)  0.5356(11) 
 0.08432  Uiso     1     
C90  C  0.1185(6)  0.2455(1)  0.5625(6) 
 0.08432  Uiso     1     
O91  O  0.0513(11)  0.2911(3)  0.6118(11) 
 0.08432  Uiso     1     
C92  C  0.2081(5)  0.2828(1)  0.4755(6) 
 0.08432  Uiso     1     
C93  C  0.3121(9)  0.3130(12)  0.5595(6) 
 0.08432  Uiso     1     
H94  H  0.3528(7)  0.2590(18)  0.6137(12) 
 0.08432  Uiso     1     
H95  H  0.2906(16)  0.3635(15)  0.6268(10) 
 0.08432  Uiso     1     
H96  H  0.3735(8)  0.3411(12)  0.4988(7) 
 0.08432  Uiso     1     
C97  C  0.1529(7)  0.3586(8)  0.4004(15) 
 0.08432  Uiso     1     
H98  H  0.2124(7)  0.3846(9)  0.3359(15) 
 0.08432  Uiso     1     
H99  H  0.0760(5)  0.3378(16)  0.3429(16) 
 0.08432  Uiso     1     
H100  H  0.1302(15)  0.4117(5)  0.4628(24) 
 0.08432  Uiso     1     
C101  C  0.1231(4)  0.0624(1)  0.7639(7) 
 0.08432  Uiso     1     
H102  H  0.2156(4)  0.0622(2)  0.7734(8) 
 0.08432  Uiso     1   
 
 
 
loop_ 
_geom_bond_atom_site_label_1 
_geom_bond_atom_site_label_2 
_geom_bond_distance 
C22  H24  1.0978(219) 
C22  H34  1.0994(221) 
C22  H23  1.0993(259) 
C18  C22  1.5277(113) 
F2  C18  1.3898(142) 
C18  C19  1.5269(88) 
C19  H20  1.0996(203) 
C19  H39  1.0992(338) 
C19  H21  1.0984(291) 
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C16  C18  1.5783(110) 
C16  O17  1.2139(130) 
N14  C16  1.3680(97) 
N14  H25  1.0114(120) 
C12  N14  1.3958(109) 
C12  C13  1.3860(105) 
C13  H15  1.0954(77) 
C13  C40  1.3867(106) 
C8  C40  1.3845(77) 
C8  H11  1.0939(104) 
C7  C8  1.3822(101) 
C7  C9  1.3813(103) 
C9  H10  1.0938(101) 
C9  C12  1.3820(77) 
C40  N41  1.3953(103) 
N41  H44  1.0116(114) 
N41  C42  1.3694(92) 
C42  O43  1.2140(123) 
C42  C45  1.5767(107) 
C45  C46  1.5277(99) 
C46  H47  1.0987(253) 
C46  H48  1.0984(184) 
C46  H52  1.0982(175) 
C45  C49  1.5293(97) 
C49  H50  1.0992(280) 
C49  H51  1.0986(204) 
C49  H53  1.0999(168) 
F1  C45  1.3896(116) 
C7  N26  1.3903(77) 
N26  H27  1.0107(122) 
N26  C28  1.3682(109) 
C28  O32  1.2143(117) 
C28  C29  1.5733(84) 
F3  C29  1.3895(180) 
C29  C30  1.5246(184) 
C30  H31  1.0971(335) 
C30  H54  1.1005(141) 
C30  H33  1.0991(274) 
C29  C35  1.5288(132) 
C35  H38  1.0989(413) 
C35  H36  1.0976(350) 
C35  H37  1.0998(181) 
C93  H96  1.1002(156) 
C93  H95  1.0978(231) 
C93  H94  1.0976(263) 
C92  C93  1.5298(116) 
C92  C97  1.5261(130) 
C97  H100  1.0986(221) 
C97  H98  1.0997(183) 
C97  H99  1.0987(157) 
F4  C92  1.3883(117) 
C90  C92  1.5740(91) 
98
4.2 Publication II
21 
 
C90  O91  1.2134(127) 
N88  C90  1.3678(26) 
N88  H89  1.0109(107) 
C60  N88  1.3971(82) 
C60  C101  1.3820(79) 
C101  H102  1.0955(74) 
C74  C101  1.3833(84) 
C72  C74  1.3851(74) 
C72  H73  1.0961(81) 
C55  C72  1.3863(80) 
C55  C56  1.3859(85) 
C56  H57  1.0967(84) 
C56  C60  1.3840(74) 
C74  N75  1.3975(83) 
N75  H76  1.0112(107) 
N75  C77  1.3682(51) 
C77  O78  1.2132(124) 
C77  C79  1.5773(98) 
F5  C79  1.3913(120) 
C79  C80  1.5279(142) 
C80  H87  1.0979(191) 
C80  H81  1.0996(164) 
C80  H85  1.0986(158) 
C79  C82  1.5327(140) 
C82  H84  1.0988(230) 
C82  H83  1.0995(164) 
N58  H59  1.0109(114) 
C61  O62  1.2147(125) 
N58  C61  1.3731(109) 
C61  C63  1.5793(82) 
F6  C63  1.3890(206) 
C63  C67  1.5296(120) 
C67  H68  1.0990(525) 
C67  H69  1.0987(432) 
C67  H70  1.1004(217) 
C63  C64  1.5263(205) 
C64  H71  1.0989(322) 
C64  H66  1.1000(132) 
C64  H65  1.0979(399) 
C82  H86  1.0985(205) 
C55  N58  1.3977(74) 
 
 
loop_ 
_geom_angle_atom_site_label_1 
_geom_angle_atom_site_label_2 
_geom_angle_atom_site_label_3 
_geom_angle 
H94  C93  H96  108.456(1106) 
H95  C93  H96  107.66(104) 
C92  C93  H96  109.027(958) 
H94  C93  H95  108.416(1839) 
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F4  C92  C93  108.659(502) 
C93  C92  C97  110.969(542) 
C92  C93  H95  111.591(926) 
C92  C93  H94  111.567(774) 
C90  C92  C93  109.106(430) 
H98  C97  H100  107.762(1528) 
H98  C97  H99  108.237(945) 
H99  C97  H100  108.188(1663) 
C92  C97  H100  111.982(966) 
C92  C97  H98  109.214(1216) 
C92  C97  H99  111.325(949) 
F4  C92  C97  109.374(500) 
C90  C92  C97  107.421(444) 
F4  C92  C90  111.321(642) 
O91  C90  C92  122.882(782) 
N88  C90  C92  113.826(166) 
H89  N88  C90  118.074(163) 
C60  N88  H89  116.695(595) 
N88  C60  C101  120.004(154) 
C56  C60  N88  122.054(223) 
C60  C101  H102  118.952(457) 
C55  C56  C60  122.256(340) 
H57  C56  C60  118.630(429) 
C60  C101  C74  122.045(257) 
C56  C55  C72  117.656(232) 
C56  C55  N58  119.877(410) 
C72  C74  C101  118.060(359) 
C74  C101  H102  119.002(477) 
C55  C56  H57  119.114(328) 
H73  C72  C74  118.621(203) 
C55  C72  H73  119.336(132) 
N75  C74  C101  119.712(316) 
C74  N75  H76  116.597(809) 
H76  N75  C77  117.799(496) 
N75  C77  O78  123.283(375) 
N75  C77  C79  113.477(392) 
O78  C77  C79  123.072(845) 
F5  C79  C77  111.570(691) 
C77  C79  C80  107.618(614) 
C79  C82  H84  111.298(1017) 
C79  C82  H86  111.906(1218) 
C79  C82  H83  109.215(1079) 
C79  C80  H81  109.258(1233) 
C79  C80  H85  111.101(857) 
C79  C80  H87  112.524(1028) 
F5  C79  C82  108.632(765) 
F5  C79  C80  108.714(706) 
H83  C82  H84  108.210(1434) 
H84  C82  H86  108.447(1739) 
H83  C82  H86  107.630(1342) 
H81  C80  H87  107.533(1441) 
H81  C80  H85  108.184(914) 
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H85  C80  H87  108.088(1547) 
N58  C55  C72  122.431(390) 
C72  C74  N75  122.227(377) 
C55  N58  H59  114.889(648) 
C55  N58  C61  127.997(521) 
H59  N58  C61  117.077(879) 
N58  C61  O62  124.139(840) 
N58  C61  C63  112.211(474) 
O62  C61  C63  123.600(682) 
C61  C63  C67  109.975(647) 
C61  C63  C64  108.773(517) 
F6  C63  C61  110.575(651) 
C63  C67  H69  111.675(1351) 
H68  C67  H69  108.373(2988) 
H69  C67  H70  108.378(1407) 
H68  C67  H70  107.981(1791) 
F6  C63  C67  108.939(932) 
C64  C63  C67  110.361(1106) 
C63  C64  H65  111.323(2024) 
C63  C64  H71  111.957(1131) 
C63  C64  H66  108.974(874) 
H66  C64  H71  107.694(1437) 
H65  C64  H71  108.557(2529) 
H65  C64  H66  108.201(1389) 
N88  C90  O91  123.152(255) 
C56  C60  C101  117.937(272) 
C55  C72  C74  122.035(259) 
C18  C19  H39  110.978(939) 
H21  C19  H39  108.526(2722) 
H20  C19  H39  108.306(2067) 
H20  C19  H21  108.154(1565) 
C18  C19  H20  109.122(687) 
C18  C19  H21  111.656(982) 
F2  C18  C19  108.289(882) 
C19  C18  C22  111.057(803) 
C16  C18  C19  108.536(569) 
O17  C16  C18  123.505(799) 
N14  C16  C18  113.049(607) 
C18  C22  H24  109.338(934) 
C18  C22  H34  111.720(842) 
C18  C22  H23  111.241(1430) 
F2  C18  C22  108.975(806) 
C16  C18  C22  108.108(664) 
H24  C22  H34  107.657(1690) 
H23  C22  H24  108.440(2003) 
H23  C22  H34  108.324(2127) 
C12  N14  C16  127.824(603) 
C16  N14  H25  116.282(724) 
N14  C16  O17  123.373(850) 
C9  C12  N14  119.444(543) 
C13  C12  N14  122.978(742) 
C12  N14  H25  115.889(949) 
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H10  C9  C12  118.965(624) 
C12  C13  H15  118.831(648) 
C12  C13  C40  122.203(740) 
C7  C9  C12  122.462(545) 
C8  C7  C9  117.907(709) 
C9  C12  C13  117.565(555) 
C9  C7  N26  119.705(539) 
C7  C8  C40  122.108(560) 
C7  N26  H27  115.425(673) 
C7  N26  C28  126.767(546) 
C8  C40  C13  117.753(537) 
C8  C40  N41  119.626(557) 
C7  C8  H11  118.836(808) 
H11  C8  C40  119.055(607) 
C8  C7  N26  122.372(563) 
H15  C13  C40  118.966(624) 
C40  N41  H44  115.907(885) 
C40  N41  C42  127.899(631) 
C13  C40  N41  122.598(725) 
N26  C28  C29  111.282(497) 
N26  C28  O32  123.979(816) 
F3  C29  C28  109.875(655) 
C28  C29  C30  109.258(577) 
C28  C29  C35  109.348(634) 
C29  C28  O32  124.731(676) 
C29  C30  H54  108.936(1006) 
C29  C30  H31  111.813(1823) 
C29  C30  H33  111.819(1125) 
C29  C35  H36  111.504(1265) 
C30  C29  C35  110.539(1052) 
C29  C35  H37  108.820(958) 
C29  C35  H38  111.554(1192) 
F3  C29  C35  109.082(936) 
H36  C35  H37  108.434(1316) 
H37  C35  H38  107.924(1642) 
H36  C35  H38  108.493(2474) 
F3  C29  C30  108.726(851) 
H31  C30  H54  108.087(1539) 
H33  C30  H54  107.424(1381) 
H31  C30  H33  108.600(2377) 
N41  C42  O43  123.484(861) 
N41  C42  C45  113.202(597) 
O43  C42  C45  123.284(751) 
F1  C45  C42  111.798(662) 
C42  C45  C49  108.424(582) 
C42  C45  C46  107.959(571) 
F1  C45  C49  108.706(732) 
F1  C45  C46  108.438(643) 
C45  C46  H47  111.071(1112) 
C45  C46  H52  109.207(725) 
C45  C46  H48  111.839(689) 
H47  C46  H52  108.446(1756) 
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H47  C46  H48  108.449(1982) 
C45  C49  H50  111.018(1048) 
C45  C49  H51  111.649(760) 
C45  C49  H53  109.243(714) 
H50  C49  H53  108.286(1750) 
H50  C49  H51  108.458(2094) 
H51  C49  H53  108.084(1275) 
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4.3 Influence of proton coupling on symmetry-based
homonuclear 19F dipolar recoupling experiments
This work has entirely originated from the Inorganic Chemistry III of the
University of Bayreuth and will be reproduced form Zehe, C. S., Siegel, R.,
Senker, J., Solid State Nuclear Magnetic Resonance, 65, 122–133 (2015) in
the following with permission from Elsevier. My contributions are:
• conception and main authorship of the article
• implementation, conduction and evaluation of homonuclear DQ re-
coupling pulse experiments
• conduction and evaluation of all simulations, including creation of
model spin systems
The contributions of all other authors are:
• conception and main authorship of the study
• support of NMR experiments and data evaluation
105
4 Publications
Inﬂuence of proton coupling on symmetry-based homonuclear
19F dipolar recoupling experiments
Christoph S. Zehe, Renée Siegel, Jürgen Senker n
Inorganic Chemistry III, University of Bayreuth, 95447 Bayreuth, Germany
a r t i c l e i n f o
Article history:
Received 3 September 2014
Received in revised form
3 December 2014
Accepted 5 December 2014
Available online 16 December 2014
Keywords:
Solid-state NMR spectroscopy
19F homonuclear DQ recoupling
Symmetry based dipolar recoupling
1H decoupling
a b s t r a c t
We study the efﬁciency of two symmetry based homonuclear 19F double-quantum recoupling sequences
for moderate (R1462) and ultra-fast (R14
5
4) MAS under the inﬂuence of strong
1H–1H and 1H–19F dipolar
interactions and 1H continuous wave decoupling. Simulations based on various spin systems derived
from the organic solid 1,3,5-tris(2-ﬂuoro-2-methylpropionylamino)benzene (F-BTA), used as a model
system, reveal that the strong-decoupling limit is not accessible even for moderate spinning speeds.
Additionally, for the no-decoupling limit improved DQ efﬁciencies are predicted for both moderate and
ultra-fast MAS. Strong perturbations of build-up curves can be avoided by additional stabilisation
through supercycling. Additional 1H cw decoupling during 19F recoupling rapidly reduces the maximum
DQ efﬁciency when deviating from the no-decoupling limit. These effects were conﬁrmed by experi-
mental data on F-BTA. For moderate spinning the inﬂuence of 1H–1H and 1H–19F couplings is markedly
stronger compared to ultra-fast MAS. For the latter case those inﬂuences reduce to a constant scaling if
only short excitation times up to the ﬁrst minimum are taken into account. Based on this analysis the
experimental build-up curves of 1,3,5-tris(2-ﬂuoro-2-methylpropionylamino)benzene can be reﬁned
with homonuclear 19F spin systems which allow to probe even subtle structural differences for the
ﬂuorine atoms of F-BTA.
& 2014 Elsevier Inc. All rights reserved.
1. Introduction
Magic Angle Spinning (MAS) [1,2] has become one of the
greatest advances in modern solid-state NMR spectroscopy. By
averaging anisotropic interactions, high-resolution NMR spectra
can be obtained for solid samples [3]. Thus, by enhancing the
feasibility of identifying chemical building units based on the
isotropic chemical shift, a wide ﬁeld of applications in chemistry
and material science was opened up [3–7]. For structure determi-
nation, however, MAS averages the direct homo- and hetero-
nuclear interactions as well as quadrupolar couplings and thus
prevents access to interatomic distances and electron density
distributions [3]. To overcome this major drawback, recoupling
experiments have been developed allowing to reintroduce speciﬁc
nuclear interactions during MAS, while retaining high-resolution
[8,9]. By a clever combination of radio-frequency pulses and MAS,
additional time dependence is introduced into the interaction
Hamiltonian, which interferes with averaging through physical
rotation of the sample [8–10]. This concept has proven
to be groundbreaking for determining homo- and heteronuclear
distances based on dephasing [11], zero quantum [12] and double
quantum (DQ) [13,14] experiments. In particular, symmetry based
recoupling experiments [10,15–17], such as the class of RNνn
sequences, have been applied most frequently for efﬁcient dipolar
recoupling [18–20] due to their rational design. Meanwhile, such
sequences proved to be an indispensable tool for structural
investigations in a wide range of materials and are often used in
NMR crystallography [5,18,21–23].
Dipolar recoupling experiments were employed extensively for
materials with mainly one type of NMR active nuclei. Well-known
examples are homonuclear 1H DQ experiments in organic [24],
supramolecular, polymer [22,25–27] and biopolymer materials
[28,29] as well as 19F and 31P measurements on inorganic ﬂuorides
[30–32] and phosphates [33,34]. Due to the high natural abun-
dance in such cases isotope enrichment is unnecessary. In parti-
cular, for 1H and 19F, the two NMR-active nuclei with the highest
gyromagnetic ratios, the resulting strong homonuclear dipolar
interactions broaden the individual resonances signiﬁcantly, even
for fast spinning [35]. In such cases, structure determination has
beneﬁted greatly by developing and commercialising MAS probes
allowing for ultra-fast MAS with spinning speeds up to 110 kHz
[36,37]. Even strong dipolar couplings are averaged efﬁciently
enough to result in high-resolution spectra [36]. By using appro-
priate symmetry based R sequences adapted to ultra-fast MAS,
Contents lists available at ScienceDirect
journal homepage: www.elsevier.com/locate/ssnmr
Solid State Nuclear Magnetic Resonance
http://dx.doi.org/10.1016/j.ssnmr.2014.12.002
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homonuclear DQ dipolar recoupling was achieved for 1H and 19F
and applied to structural investigations of inorganic ﬂuorides
[30,31] and peptides [29].
Dipolar recoupling on heteronuclei (X) like 13C, 15N, and 29Si is
usually more demanding. First the low natural abundance of such
nuclei requires extensive isotope labelling which is expensive and
time consuming. More important, however, is the presence of
dense proton spin baths leading to a severe reduction of the X DQ
efﬁciencies by interferences [28] and faster spin–spin relaxation
[38]. Heteronuclear decoupling in rotating solids requires a reduc-
tion of the effective heteronuclear spin–spin interactions by at
least three orders of magnitude [39] which is not an easy task to
accomplish. For the most common nuclei in molecular solids,
polymers or biopolymers – 13C and 15N – essentially two working
limits have been established in the past [12,39–41].
At low spinning speeds, both high-resolution spectra and high
recoupling efﬁciencies can be obtained, when strong resonant
radiofrequency (RF) pulses – usually continuous wave (cw) decou-
pling – are applied on the proton channel to suppress hetero-
nuclear interactions [40]. Although, several broadband decoupling
sequences such as PISSARO [42], XiX [43], TPPM [44] or SPINAL-64
[45] provide a better decoupling performance as cw, they intro-
duce additional time dependencies. This requires a careful theore-
tical analysis using e.g. Floquet theory [46] and makes the system
less predictable and less robust against imperfections and mis-
matches. Thus up to date most studies exploiting dipolar recou-
pling for distance measurements rely on the cw decoupling
scheme to remove the inﬂuence of heteronuclear interactions.
The scenario of strong cw irradiation is called the strong decou-
pling limit, since the proton nutation frequencies must be at least
2.5–3 times stronger compared to the ones applied on the X
channel, in order to avoid destructive interferences between the
recoupling and decoupling ﬁelds [47,48]. Missing this requirement
unavoidably leads to weak DQ efﬁciencies [40]. Commercially
available probes allow for maximum nutation frequencies
between 100 and 200 kHz, in particular, for the proton channel.
This leads to constraints on the recoupling strength and via
symmetry restrictions of the R sequences also limits the maximal
possible spinning speed [49].
At faster spinning, the heteronuclear dipolar couplings are
reduced efﬁciently enough through MAS and the R sequences
alone, leading to a no-decoupling regime [12,40]. Here, high DQ
efﬁciencies are already reached without the need for additional
heteronuclear proton decoupling schemes. R sequences with a
high stability against chemical shift anisotropy (CSA) should
provide favourable performances in this regime, since CSA and
heteronuclear dipolar coupling exhibit the same rotational sym-
metry in the absence of irradiation on the 1H channel [16].
In this work, we focus on materials possessing both dense spin
systems for protons and ﬂuorine like many molecular solids do [23].
Such systems pose a fabulous challenge since the dipolar couplings
between all nuclear combinations – 1H–1H, 1H–19F and 19F–19F – are
quite strong (in the order of several kHz). For instance, with the same
interatomic distances heteronuclear 1H–19F couplings are 3.7 times
stronger as 1H–13C interactions due to the high gyromagnetic ratios
of both 1H and 19F. This requires signiﬁcantly higher decoupling
powers and spinning speeds, respectively. At the same time, the
small difference in resonance frequencies (35 MHz for a ﬁeld of
14.1 T, according to a proton resonance frequency of 600 MHz) makes
the design of probes more difﬁcult. Early works from Harris [50–52],
Scheler [51,52] and Hagaman [53] showed the feasibility using
doubly tuned probes. These are commercialised nowadays by e.g.
Bruker, but the design limits the maximum applicable power for both
channels markedly.
In this stress ﬁeld we strive at developing a systematic picture
about the behaviour of 19F–19F DQ efﬁciencies under the inﬂuence
of strong 1H–19F and 1H–1H dipole interactions as function of the
recoupling sequence, spinning speed and decoupling power.
We have chosen the ﬂuorine containing molecular solid 1,3,5-
tris(2-ﬂuoro-2-methylpropionylamino)benzene (F-BTA) [23] as a
model system. Typical 1H–1H, 1H–19F and 19F–19F couplings
strengths are in the region of 20, 10-15, and 1–2 kHz, respectively.
Based on spin systems derived from the crystal structure [23],
numerical simulations of DQ recoupling efﬁciencies have been
carried out for moderate (12.5 kHz) and ultrafast (60 kHz) spin-
ning frequencies as a function of the ﬁeld strength of 1H cw
decoupling. Both the R1462 and the R14
5
4 sequence have been
chosen due to their superior performance at moderate and
ultrafast spinning [17,29,31]. Hereby, we restrict to 1H cw decou-
pling in order to minimise possible interferences as mentioned
above [40]. We investigate the existence of the no- and strong-
decoupling limit and probe the effect of the S0S
0
0S
0
πSπ supercycling
scheme during recoupling. Supercycling imposes additional selec-
tion rules on excitation and reconversion of DQ coherences. The
resulting enhanced suppression of undesirable higher-order terms
arising from CSA and heteronuclear dipole interactions, might
improve the stability of the recoupling sequences further [17]. The
results of the simulations are accompanied by 19F–19F DQ experi-
ments on F-BTA for the no-decoupling limit of both moderate and
ultra-fast MAS.
2. Pulse sequences
The following essential requirements for 19F dipolar recoupling
sequences should be obeyed for efﬁcient recoupling. (i) Due to the
large homonuclear dipolar 19F couplings, they should be suitable
for spinning speeds larger than 10 kHz to achieve high-resolution.
(ii) The CSA and large isotropic shift range of 19F require sequences
with a high stability against these interactions. Since CSA and
heteronuclear dipolar couplings exhibit the same rotational sym-
metry in the absence of 1H irradiation, this would also lead to a
better intrinsic stability against 1H–19F interactions. A qualitative
indicator of the robustness of a sequence against CSA is hereby
provided by the number of second-order cross terms between the
dipolar interaction and CSA [19,39]. (iii) A fast DQ build-up reduces
the impact of relaxation, experimental errors and other perturba-
tions. This can be estimated by the scaling factors for the
recoupled dipolar terms according to ﬁrst-order average Hamilto-
nian theory [54]. Higher scaling factors lead to a more efﬁcient
recoupling and hence to a faster build-up.
Based on these considerations, the R1462 sequence was chosen
[19] for moderate spinning speeds. The number of 16 second-order
cross terms between dipolar coupling and CSA is the smallest one
observed for a variety of recoupling symmetries [54], leading to a
good CSA compensation [19,54]. Moreover, the scaling factor of
0.172 for (901)0(2701)π composite pulses is close to the maximum
observed values of 0.174 [54]. Since the 19F nutation frequency is
proportional to the MAS frequency by a factor of 7, only moderate
spinning speeds are possible. We ﬁx the MAS rate to 12.5 kHz,
resulting in a 19F nutation frequency of 87.5 kHz. This value is close
to the probe limit for commercially available 3.2 mm HFXY
quadruple resonance MAS probe designs.
We also select the R1454 sequence at ultra-fast MAS of 60 kHz.
This sequence exhibits 34 cross terms with the CSA, which is the
maximum observed [54]. However, due to a multiplicator of
3.5 between nutation and rotation frequency, dipolar recoupling
is possible with this sequence at ultra-fast MAS of 60 kHz [29,31].
Commercially available probes can achieve the resulting nutation
frequency of 210 kHz with rotor diameters of 1.3 mm or below. At
this spinning speed, even large CSA and other interactions are
averaged by the sample rotation alone. The scaling factor of 0.157
C.S. Zehe et al. / Solid State Nuclear Magnetic Resonance 65 (2015) 122–131 123
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is about 9% smaller than the one for the R1462 sequence [54],
ensuring a good DQ recoupling [29,31].
3. Experimental
3.1. Solid-state NMR simulations
All data were handled with the software package MATLAB [55].
Simulations were performed with the simulation software pack-
age SIMPSON [56,57].
The crystal structure of F-BTA is presented in reference [23],
where all relevant NMR parameters are included. For creating
model systems, relative orientations and principal values of the
19F–19F and 1H–19F dipole tensors were calculated from this
structure solution. Afterwards, the coupling strengths were
adjusted for each model system in the way described below. In
all cases the CSA parameter of δaniso ¼ 25 ppm and η¼ 0:45 [23]
were used. Since the Euler angles for the CSA tensors show only
negligible inﬂuence on the build-up curves [17], which was also
tested with different arbitrary angles, they were set to zero. For
powder averaging, 40 γ angles were used in combination with 232
ðα;βÞ pairs, which were calculated according to the Zaremba–
Conroy–Wolfsberg scheme [58–60]. The input ﬁles for all model
systems may be found in the ESI†.
3.2. Solid-state NMR experiments
All experiments were conducted on a Bruker Avance III HD
spectrometer at a ﬁeld of B0¼14.1 T. The measurements at a MAS
spinning speed of 60 kHz were performed in a Bruker 1.3 mm
double resonance probe. For the 19F double-quantum recoupling
experiments a symmetric R1454 double-quantum recoupling pro-
tocol was used with 901–2701 composite pulses as R-elements
[49,10]. For both one-dimensional direct excitation experiments
and double-quantum excitation and reconversion, a nutation
frequency of 210 kHz was adjusted. The measurements at a MAS
spinning speed of 12.5 kHz were conducted in a Bruker 3.2 mm
HFXY quadruple resonance probe. Hereby, a symmetric R1462
double quantum recoupling protocol was used with 901–2701
composite pulses as R-elements [49,10], leading to a nutation
frequency of 87.5 kHz. In an analogous experiment, cw decoupling
was irradiated on the 1H channel with a nutation frequency of
20 kHz and 100 kHz during the R sequence, respectively. SPINAL-
64 [45] decoupling with a pulse length and nutation frequency of
5.8 ms and 83 kHz, respectively, was applied during acquisition.
For both MAS frequencies, the double-quantum intensities were
normalised through repeating the experiment with a phase cycle
adjusted to select only coherence order 0 during the recoupling
sequence [61].
4. Results and discussion
4.1. Inﬂuence of 1H decoupling during 19F dipolar recoupling
As a model compound, we use 1,3,5-tris(2-ﬂuoro-2-methylpro-
pionylamino)benzene 1, whose molecular formula is depicted in
Fig. 1 (right, top). In the crystal structure, the molecules are
stacked along the c axis and connected along the b and c axes
via intermolecular hydrogen bonds, resulting in a layered build-up
with only van der Waals forces acting between neighbouring
layers [23]. The 19F spectrum exhibits six different signals, since
two molecules are contained in the asymmetric unit (Fig. 1, top of
right side).
In this structure, ﬂuorine forms a spin system of medium
density, since a sphere with a radius of 6.5 Å around each ﬂuorine
atom of the asymmetric unit contains at most 8 other ﬂuorine
neighbours. Hereby, the minimum F–F distance is 3.9 Å, corre-
sponding to a coupling constant of 1750 Hz. In contrast, as in
many organic materials, the high natural and structural abundance
of 1H leads to a dense proton spin system. Fig. 1 (right, bottom)
depicts a close-up containing two ﬂuorine atoms with a distance
of 3.9 Å. In the two spheres around each ﬂuorine atom with a
radius of 4 Å, 22 protons are located. The closest proton-ﬂuorine
distance is hereby 2 Å with a resulting coupling constant of
14,134 Hz, whereas the closest proton-proton contact is 1.7 Å
corresponding to 24,450 Hz.
Since the size of density matrix within the simulations grows
with 2N, where N is the number of spins, a realistic simulation
Fig. 1. Left side: perspective view along the c-axis of the crystal structure of F-BTA [23]. For clarity, all protons except those of the amide groups are removed. Right side, top:
Molecular structure of compound F-BTA and 19F direct excitation experiment with deconvolution using 7 signals. Signal 7 arises from an impurity and will, therefore, be
neglected [23]. Right side, bottom: Close-up of two molecules of one layer. For clarity, only the benzene cores and two side-groups including two ﬂuorine atoms of interest
are shown. All protons (22 in total) located in a sphere with a radius of 4.0 Å around one of the two ﬂuorine atoms are added and connected to the respective ﬂuorine by a
grey line.
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including several ﬂuorine atoms and all protons surrounding each
of those is impossible. Therefore, model systems, which mirror the
coupling strengths and contain at maximum 6–9 spins at the same
time, were created (Fig. 2). For model system (a), two ﬂuorine
atoms with a distance of 3.9 Å and the four closest protons of one
of the two ﬂuorine atoms were selected, leading to a spin system
with 6 spins in total. Furthermore, the 1H–19F couplings constants
to the second 19F were increased, emulating the case where the
protons are all located in the middle of the two ﬂuorine atoms.
Hereby, the inﬂuence of the Euler angles of the 1H–19F dipolar
coupling tensors was negligible. The size of this spin system allows
extensive simulations but may underestimate the impact of the
proton spin system on the 19F–19F DQ recoupling.
Therefore, three additional protons were added to model (a) in
the same manner, resulting in model system (b) with 9 spins and
an extended proton spin system (Fig. 1b). Table 1 lists the average
1H–1H, 1H–19F and the 19F–19F coupling constants to provide a
qualitative indicator for the strength of the interactions. For model
system (a) and (b) they are all similar, demonstrating that both
spin systems differ merely in the size of the proton spin network.
Moreover, the strongest couplings never exceed the maximum
values of the experimental structure as discussed above.
For model system (a) simulations of 19F DQ build-up curves
with a systematic variation of cw nutation frequency ωcwnut were
performed (Fig. 3). The depicted area of ωcwnut ¼ 0–200 kHz con-
tains the experimentally accessible region. In the case of the R1462
sequence with and without supercycling at a spinning frequency
of 12.5 kHz, the maximum DQ efﬁciencies are reached for a cw
decoupling strength of ωcwnut ¼ 200 kHz. Hereby, the highest DQ
efﬁciency reached without supercycling is approximately 60%,
Fig. 2. Model systems for numerical simulations. For (a), the two ﬂuorine atoms with the shortest possible distance in the structure of F-BTA and the four closest protons
surrounding one of the two ﬂuorine atoms were selected. The couplings to the second 19F were adapted as if the 1H were located in between the two ﬂuorine atoms. As an
extension of (a), for creation of model (b) two protons were added and all 1H–1H and 1H–19F coupling constants were adapted. For model (c), the 1H–1H, for model (d) the
1H–19F and for model (e) both of these interactions were weakened compared to (b), which is indicated by red dashed lines. In model (f), the 19F–19F coupling constant was
increased (black thickened line) and in (g) this constant was weakened (red dashed line) compared to (b). In all cases, none of the coupling constants exceeded the maximum
possible value based on the distances of the structure. Table 1 summarises the average coupling constants. (For interpretation of the references to color in this ﬁgure legend,
the reader is referred to the web version of this article.)
Table 1
Average dipolar coupling constants ð1=NÞ∑io jð1=dijÞ for all N 1H–19F or N 1H–1H
dipolar couplings, respectively, for the different model systems (compare Fig. 2). All
values are given in Hz.
Model H–H F–H F–F
(a) 15,566 9217 1750
(b) 14,187 8480 1750
(c) 634 8480 1750
(d) 14,187 5054 1750
(e) 3,519 5054 1750
(f) 14,187 8480 3000
(g) 14,187 8480 1000
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which is 96% of the value of 62.5% for an isolated 19F spin pair.
Since supercycling removes the γ-encoding, the maximum efﬁ-
ciency of a spin pair is 51% and the maximum reached for model
system (a) is 48%, which is 94% of the spin pair value.
In the region around ωcwnut ¼ 200 kHz, several local minima in
DQ efﬁciency are present. The 19F nutation frequency is ﬁxed to
87.5 kHz and, therefore, the resulting factor between 1H and 19F
nutation frequencies is 2.3. Usually, a factor of 2.5–3 is necessary
to avoid interferences [40] and hence polarisation transfer to 1H
can explain these minima. This may be avoided by higher
decoupling power, which, however, is outside of current probe
speciﬁcations.
In the area of ωcwnut ¼ 50–100 kHz, where the cw nutation
frequencies are close to the 19F nutation rate of ωRNnut ¼ 87.5 kHz,
a region with low efﬁciencies is observed. This is caused by
recoupling of heteronuclear terms in the ﬁrst-order Hamiltonian
at ωcwnut ¼ ð15=2Þωrot , amounting to ωcwnut ¼ 94 kHz for a rotation
frequency of ωrot¼12.5 kHz [40].
For ωcwnut-0, an increase of the DQ efﬁciencies up to 27% and
29% are observed with and without supercycling, according to 53%
and 46% of the respective spin pair value. These low values
indicate remaining heteronuclear interferences. For 13C without
supercycling, signiﬁcantly higher DQ efﬁciencies up to 60% were
reported for this regime, when the homonuclear 1H interactions
are weak, as e.g. for 13C2 labelled alanine. In contrast, for systems
with both strong heteronuclear and 1H homonuclear interactions
as e.g. 13C2 glycine, the latter signiﬁcantly reduce the maximum
reachable efﬁciencies [40]. This suggests, that in particular strong
dipolar 1H–1H interactions as in e.g. model system (a) are respon-
sible for heteronuclear interferences for the no-decoupling limit
for both 13C and, in our case, 19F.
Therefore, at high MAS frequencies, where both the 1H–19F
couplings and the homonuclear 1H interaction are averaged more
efﬁciently, the no-decoupling limit might improve. Hence, the
R1454 was examined at ultra-fast MAS of 60 kHz (Fig. 3) with and
without supercycling. Since ωRNnut ¼ 210 kHz, a factor of 2.5–3
between the recoupling and decoupling nutation frequencies
to avoid interferences imposes the requirement of at least
ωcwnut ¼ 525 kHz. This, however, is experimentally out of the power
range of conventional probe designs. Fig. 3 (bottom) shows
frequent alternations between low and high recoupling efﬁcien-
cies over the complete range of 1H nutation frequencies. Around
ωcwnut ¼ 50 kHz, 120 kHz and 160 kHz, broader regions with very
low DQ recoupling efﬁciencies are present. Between those, higher
efﬁciencies up to 64% at ωcwnut ¼ 83 kHz for the R sequence,
corresponding to 93% of a spin pair and with supercycling 46% at
ωcwnut ¼ 150 kHz, corresponding to 88% of a spin pair, are reached.
However, the frequent alternations of good and poor recoupling
conditions are not experimentally favourable.
In the case of ωcwnut-0, that is, in the no-decoupling limit, both
the R and supercycled R sequences show an increase of DQ
efﬁciencies. Whereas the R sequence exhibits a DQ efﬁciency of
42%, which is 61% of the spin pair value, the same efﬁciency as a
spin pair, 52%, is reached with supercycling. Thus, the no-
decoupling limit could be reached at ultra-fast MAS using super-
cycled sequences.
In conclusion, the strong-decoupling limit is inaccessible for
both moderate and ultrafast spinning. The no-decoupling limit is
usable in both cases, but provides recoupling efﬁciencies higher by
a factor of 2 for ultra-fast MAS with and without supercycling.
However, for structural investigations the quantitative develop-
ment of the DQ efﬁciencies with respect to the excitation and the
reconversion time is important. Therefore, we investigate the
inﬂuence of heteronuclear interactions on DQ build-up curves in
the no-decoupling limit in more detail in the following.
Fig. 4A depicts the simulated build-up curves using the R1454
sequence for model (a) (black curves) corresponding to the limit
ωcwnut ¼ 0 and for the corresponding isolated spin pairs (blue
curves). In the case of the R sequence a curve shape with negative
efﬁciencies and huge deviations compared to the corresponding
spin pair is observed for model system (a). This means that the
internuclear distance of the ﬂuorine atoms cannot be determined
Fig. 3. Maximum 19F DQ efﬁciencies reached for model systems (a) with the indicated R sequences and MAS frequencies as a function of the nutation frequency for 1H cw
decoupling. The dashed grey line indicates maximum DQ efﬁciency for an isolated 19F spin pair without heteronuclear couplings and without cw decoupling. The smallest
increment for the 1H nutation frequency is 1 kHz. The nutation frequency on the 19F channel is hereby ﬁxed to 210 kHz and 87.5 kHz for the R1454 and R14
6
2 sequence,
respectively.
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using a homonuclear 19F spin pair model any more. Hence,
although high DQ efﬁciencies around 42% are reached, corre-
sponding to 61% of the DQ efﬁciency of a spin pair, structural
information are remarkably affected due to perturbations of
the curve.
Application of a supercycle leads to lower maximum DQ
efﬁciencies of 52% for the spin pair model and smaller oscillations
of the curve, since it removes the γ-encoding. However, model
system (a) exhibits only small deviations from the spin pair model
with equal maximum DQ efﬁciency and hence the structural
information may still be deduced with high accuracy.
Fig. 4B shows simulations for the R1462 and the SR14
6
2 sequence
under moderate spinning for model (a) (black curves) and for the
corresponding isolated spin pairs (blue curves) for the limit
ωcwnut ¼ 0. As in the case of the R1454 scheme, the R sequence
without supercycling exhibits for model system (a) a curve shape
with severely reduced efﬁciencies and huge deviations compared
to the corresponding spin pair. Supercycling reduces the proton
inﬂuence, but the curves still show a reduction of the maximum
DQ efﬁciency from 50% for the isolated 19F spin pair to 27% for
model system (a). This is in contrast to the behaviour of the
simulations for the SR1454 sequence (Fig. 4A, black and blue curves)
where both the spin pair and model (a) lead to similar build-up
curves with maximum DQ efﬁciencies of 50%. Therefore, for
moderate spinning and under the inﬂuence of protons, only half
of the efﬁciency reached for ultra-fast MAS is observed.
Fig. 4C depicts experimental build-up curves for the R1454 and
SR1454 sequence at a MAS frequency of 60 kHz, integrated over the
signals 1–6 of compound F-BTA (compare Fig. 1). The R sequence
exhibits a maximum DQ efﬁciency of 23%, but the curve shows an
alternation of negative and positive intensities for excitation times
up to 1 ms. The shape of the curve is very similar to the one of the
simulated build-up curve of model system (a) (Fig. 4A). Applica-
tion of a supercycle leads to a maximum DQ efﬁciency of 51%,
without negative values in analogy to the simulations. Here, it is
important to keep in mind that this experiment does not corre-
spond to an isolated 19F spin pair, but to an extended 19F spin
system.
Fig. 4D depicts measurements without and with supercycling
for the R1462 sequence at a MAS frequency of 12.5 kHz (black and
blue curves). The R sequence exhibits a maximum DQ efﬁciency of
39%, but the curve shows an alternation of negative and positive
intensities for excitation times up to 1 ms as for the R1454 scheme
at 60 kHz (Fig. 4B). Again, supercycling removes these distortions
and leads to similar maximum DQ efﬁciencies of about 50% as
observed for ultra-fast spinning. This is higher than expected from
the according simulations (see above). The better performance
might be explained by the interplay of the dense proton and dense
ﬂuorine spin system in F-BTA for which model system (a) might
not fully account for. Additional 1H cw irradiation during the
recoupling with a nutation frequency of 20 kHz and 100 kHz
(Fig. 4D, green and red curves) clearly reduces the maximum DQ
efﬁciency as expected from the simulations (Fig. 3).
For probing structural features in organic solids by 19F DQ NMR
spectroscopy usually the 19F spin systems have to be sufﬁciently
large to avoid ﬁnite size effects caused by to the strong homo-
nuclear 19F couplings. This, however, limits the number of protons
which can be taken into account due to the exponential growth of
Fig. 4. 19F DQ build-up curves. (A) Simulations for an isolated 19F spin pair without supercycling (- , blue), with supercycling (-, blue) and for model system (a) without
supercycling (- , black) and with supercycling (-, black) using the R1454 sequence at a MAS frequency of 60 kHz. (B) R1454 Simulations for an isolated 19F spin pair without
supercycling (- , blue), with supercycling (-, blue) and for model system (a) without supercycling (- , black) and with supercycling (-, black) using the R1462 sequence at a MAS
frequency of 12.5 kHz.(C) Experimental DQ build-up curves (integrated over peak 1-6, 1–6, compare Fig. 1) for F-BTA without (-o, blue) and with (-o, black) supercycling using the
R1454 sequence at a MAS frequency of 60 kHz. (D) Experimental DQ build-up curves (integrated over peak 1–6, compare Fig. 1) for F-BTA without (-o, blue) and with (-o, black)
supercycling using the R1462 sequence at a MAS frequency of 12.5 kHz. Moreover, a measurement with an additional cw decoupling of a strength of 20 kHz (-o, green) and 100 kHz
(-o, red) during the recoupling is depicted. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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the spin density matrix with increasing number of spins. Thus only
recoupling schemes are feasible which minimise the inﬂuences of
1H–1H and 1H–19F interactions. The simulations and experimental
data presented above show that these conditions are not fulﬁlled
for the SR1462 sequence at moderate MAS frequencies. In contrast,
the simulations for the SR1454 sequence at ultra-fast MAS show
only a negligible inﬂuence of 1H, and hence we will focus on the
no-decoupling limit for these conditions in the following. An
additional advantage for this scenario is the short increment for
excitation and reconversion time, which allows probing even
stronger couplings and hence shorter distances. Moreover, the
longer relaxation time of the DQ coherences reduces the ﬂattening
of oscillations.
The simulations for model system (a) for the SR1454 sequence at
60 kHz showed the same DQ efﬁciencies and a behaviour almost
identical to the one of a spin pair. However, in this model system
only four protons are contained and hence it may underestimate
the inﬂuence of 1H. In order to probe the impact of an extended
proton spin system, simulations for model system (b) were carried
out. As discussed above, this system exhibits similar dipolar
couplings as (a), but contains a higher number of 1H.
The corresponding simulations are depicted in Fig. 5. For model
system (b), the curve shows a dampening of DQ efﬁciencies
compared to the simulation of a 19F spin pair with an identical
19F coupling constant and compared to model system (a). Since the
average 1H–1H and 19F–1H dipolar interactions for the systems
(a) and (b) are similar (compare Table 1), this effect can be
correlated to the 1H spin system size. This implies for the
experimental build-up curves of F-BTA an even more pronounced
dampening due to the larger number of protons in the structure.
In order to investigate the origin of the dampening, additional
model systems were created (Fig. 2c–e). As discussed before, the
strong homonuclear 1H interactions are supposed to signiﬁcantly
contribute to heteronuclear interferences. Therefore, at ﬁrst the
1H–1H dipolar coupling constants have been reduced in model
system (b), leading to system (c). According to Table 1, the average
1H–1H coupling constant is scaled down by a factor of 22. The
corresponding simulation does not exhibit a dampening and only
small deviations from the curve of the corresponding spin pair are
visible. Next, the 1H–19F coupling constants in (b) were partially
decreased, modelling the case of a 40% weaker average 1H–19F
coupling (see Table 1). The simulation for the resulting model
(d) shows less dampening. In model system (e), both 1H–19F and
1H–1H coupling constants have been reduced compared to (b). The
resulting average 1H–1H and 1H–19F coupling constant is 4 and
1.5 times smaller compared to (b), respectively. Fig. 5 shows that
the corresponding curve exhibits a behaviour almost identical to
the one of a 19F spin pair. Therefore, for heteronuclear interfer-
ences in the no-decoupling limit, not only the strength of hetero-
nuclear 1H–19F interactions, but also the homonuclear 1H dipolar
couplings play a crucial role.
In order to estimate the impact of the 19F–19F coupling strength,
the 19F–19F dipole constant of 1750 Hz in model (b) was altered
to 3000 Hz in model system (f) and to 1000 Hz in model
system (g). The simulations including the curves for corresponding
isolated 19F spin pairs are depicted in Fig. 5B. The curve corre-
sponding to (f) shows increasing deviations to the spin pair
simulation for longer excitation times, suggesting a constant
intensity scaling in combination with an exponential decay. How-
ever, model (g) illustrates that for maximum excitation times
chosen not to exceed the ﬁrst intensity minimum, this can be
reduced to a constant scaling factor, minimising the degrees of
freedom and hence improving the unambiguity between experi-
ment and simulation.
In order to develop a more quantitative picture of the impact of
both homonuclear 1H and heteronuclear couplings on the scaling
factor, average root-sum-square (rss) dipolar coupling constants
[62] have been calculated according to
drssj
D E
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
ka j
d2jk
s* +
ð1Þ
where Uh i indicates the average over all spins of the same isotope
for which the constant is deﬁned. Hence, we obtained an average
rss 1H–1H coupling constant drssHH
 
and an average 19F–1H rss
coupling constant drssFH
 
. Fig. 6 depicts the scaling factors of the
build-up curves for model systems (a)–(e) as a function of these
two coupling constants.
Model (b) and (d) with strong proton–proton couplings but
strong or weak proton–ﬂuorine interactions exhibit intensity
scaling factors of 0.9 and 0.95, respectively. The increase of the
factor with decreasing 1H–19F couplings strengths is obvious since
the limit of drssFH
 ¼ 0 corresponds to an isolated 19F spin pair.
Although model system (c) exhibits a signiﬁcantly higher average
1H–19F rss coupling constant as model (e), both lead to a scaling
factor of essentially 1. This reﬂects the observation that strong
homonuclear 1H interactions contribute signiﬁcantly to the het-
eronuclear interferences. For model system (a), the average het-
eronuclear and homonuclear 1H interactions are slightly higher
than the respective values for model system (b) (Table 1). Due to
Fig. 5. Simulated 19F DQ build-up curves using the R1454 sequence and a MAS frequency of 60 kHz for the indicated model systems. The simulation for an isolated
19F spin
pair ( , black) with the same 19F–19F coupling constant as in the model system (b)–(e) is depicted additionally in (A). Moreover, simulations for isolated 19F spin pairs
corresponding to the model system (f) (- , blue) and (g) (-o, blue), are contained in (B). For the systems (b)–(e), the 19F–19F coupling constant is 1750 Hz, for (f) 3000 Hz
and for (g) 1000 Hz (see Table 1). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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the small number of protons, it nevertheless exhibits only inter-
mediate homonuclear 1H and 1H–19F rss coupling constants.
Therefore, the scaling factor close to 1 may indicate that the size
of the proton spin system plays an important role for the inter-
ferences. Experimental intensity scaling factors of F-BTA, which
will be analysed in the following, should, therefore, be smaller
than the ones observed for all model systems.
4.2. Analysis of experimental build-up curves of 1
Fig. 7 depicts exemplary internuclear 19F–19F distances for two
ﬂuorine atoms of the crystal structure of F-BTA including the
corresponding dipolar coupling constants. The six ﬂuorine atoms
of the asymmetric unit can be split into two groups according to
their local structural environment.
For the ﬁrst group, the distance distribution is exemplarily
depicted in Fig. 7A. Here, the closest ﬂuorine is located in a
distance of around 4 Å, corresponding to a coupling constant of
1729 Hz. The second closest ﬂuorine atom, however, has a
distance of around 5.2 Å and hence the coupling constant of
769 Hz is much smaller. Four of the six ﬂuorine atoms of the
asymmetric unit exhibit a distance distribution of this kind, with a
short ﬂuorine–ﬂuorine distance of around 4 Å (compare Table 2)
and a gap of around 1 Å between this and the next neighbour.
For the ﬂuorine atoms of the second group, as depicted
exemplarily in Fig. 7B, the closest ﬂuorine atom exhibits a distance
of around 5 Å, corresponding to 896 Hz. This is followed by a
larger number of atoms with similar distances and coupling
constants around 723 to 491 Hz. A similar distance distribu-
tion applies for the last remaining ﬂuorine atom of the asymmetric
unit (see Table 2 for the closest distances).
Since the ﬂuorine atoms within one of these two groups exhibit
very similar distance distributions, they show a highly similar DQ
build-up curve [23]. This is quantiﬁed in Table 2 by the rss 19F–19F
coupling constant for the observed ﬂuorine, which is a measure of
the coupling strengths to the next eight closest 19F neighbours. The
ﬁrst two rss constants, corresponding to the two ﬂuorine atoms
with smallest dipole constants of 979 Hz and 845 Hz, are
around 2000 Hz and thus about 200 Hz larger than the remain-
ing four neighbours. Although a differentiation between the two
groups should, therefore, be possible, an unambiguous assignment
of all 19F signals to the content of the asymmetric unit can
probably not be achieved. In the following, we analyse to which
extend the subtle structural differences between the two groups
may be probed by DQ build-up curves in the presence of a dense
1H spin network in the no-decoupling limit.
Fig. 8 depicts experimental DQ build-up curves. Whereas the
signals 1 and 2 exhibit a maximum of DQ efﬁciency at an excitation
time of around 1 ms, it is located for the remaining peaks 3–6 around
0.8 ms. Hence, a discrimination of the two groups discussed above is
possible with an assignment of the peaks 1 and 2 to the second
group and the signals 3–6 to the ﬁrst group.
The ﬁrst rise of the experimental curves was ﬁtted with a 19F
spin pair approximation (Fig. 8), Table 2 summarises the resulting
19F–19F coupling constants. In this approximation, the coupling
will be stronger for each spin as for the smallest possible coupling
constant, since it takes also the contribution of all other couplings
into account. Hence, it provides a lower boundary for the coupling
constants. For signal 1 and 2, the coupling constant of 1650 Hz
achieved the best ﬁt, for the remaining signals constants of
1750 Hz down to 2050 Hz resulted. This reﬂects the distance
distribution discussed above, where for the ﬁrst group corre-
sponding to signals 3–6 (with a closest 19F–19F distance of around
4 Å) the build-up is faster compared to the second group corre-
sponding to the peaks 1 and 2.
In Fig. 8, simulations extracted from the crystal structure [23]
using spin systems with nine 19F are also depicted. They exhibit
signiﬁcantly higher DQ efﬁciencies up to 74% compared to the
experiments, where a maximum of 56% is reached. Scaling of the
simulated curves by a constant factor of 0.75 achieves a good
coincidence. Table 2 contains the strongest coupling constants of
the spin systems according to the shortest 19F–19F distances. As
discussed above, the assignment according to the least square
deviations is not unambiguous due to the similarity of the local
ﬂuorine environments. However, the positions of the maxima
around 1 ms for signal 1 and 2 and around 0.8 ms for the
remaining peaks are reproduced and hence these two groups
can be distinguished.
Table 2 also states the coupling constants corresponding to the
shortest ﬂuorine–ﬂuorine distances of the spin systems assigned
to each signal. The simulations for the peaks 1 and 2 exhibit the
smallest (since the values are negative) coupling constants
Fig. 7. Number of ﬂuorine atoms in distance d(F–F) from a selected ﬂuorine atom
in the crystal structure of F-BTA. The dipolar coupling constants according to these
distances are also contained. In A an exemplary distance distribution of the ﬁrst
type of ﬂuorine atoms, in B an exemplary distance distribution for the second type
is depicted.
Table 2
19F–19F coupling constants dsp used for the ﬁt of the experimental build-up curves
of F-BTA in the spin pair approximation and coupling constants dsh corresponding
to the shortest ﬂuorine–ﬂuorine distance of the spin system assigned to the signals
according to the ﬁt presented in Fig. 8. Moreover, the root-sum-square dipole
coupling constant drss (compare Eq. (1)) for the observed 19F in the 9-spin system
used for the simulations in Fig. 8 is given. All values are stated in Hz.
Peak dsp dsh drss
1 1650 979 2028
2 1650 845 1979
3 1780 1536 2211
4 1750 1750 2294
5 1860 1750 2424
6 2050 1536 2361
Fig. 6. Scaling factors of the ﬁrst maxima of simulated 19F build-up curves for the
model systems indicated as a function of the average rss coupling constants
(compare Eq. (1) and text). The 19F–19F dipolar coupling constant was 1750 Hz
in all cases.
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according to the shortest distances in the spin systems. This is in
accordance to the fact of the smallest coupling constants in the
spin pair approximation, but since the latter contain contributions
of all remaining couplings, they are by a factor of approximately
2 smaller. For the remaining peaks 3–6, both constants exhibit a
better accordance, in particular for peaks 3 and 4 they are
practically identical. This might be explained by the fact that the
strong coupling to the closest 19F dominates the build-up for those.
In contrast to signals 3–6, for peaks 1 and 2, the scaled simula-
tions and the experiments deviate already around the maxima of the
curves. Since signals 1 and 2 exhibit only comparatively weak 19F–19F
interactions, the inﬂuence of heteronuclear 1H interactions and
relaxation is higher, stronger attenuating the curves.
In comparison to the previous section, the scaling factor of 0.75
is signiﬁcantly smaller than the factor of 0.9 for model system (b).
As discussed above, the size of the proton spin system is crucial for
the heteronuclear interferences and hence the experimental factor
must be smaller due to the extended proton network.
5. Conclusion
Simulations with ﬂuorine spin pairs with and without four
additional protons to model the 1H–1H and 1H–19F interactions
indicate that the strong decoupling limit for heteronuclear proton
decoupling during symmetry based 19F dipolar recoupling in
organic solids might be reached only for very high cw nutation
frequencies. However, for both the R1454 recoupling sequence at
ultra-fast MAS of 60 kHz and the R1462 sequence at moderate MAS
of 12.5 kHz, the no-decoupling limit reaches reasonable DQ
efﬁciencies. An additional S0S
0
0 S
0
πSπ supercycle considerably
reduces heteronuclear interferences. Hereby, the SR1454 scheme
at ultra-fast MAS of 60 kHz shows to be unaffected by hetero-
nuclear interferences in the simulations. The SR1462 sequence at
moderate MAS of 12.5 kHz is more sensitive to the latter and
exhibits a reduction of DQ amplitudes by a factor of approximately
2 compared to the SR1454 scheme.
Experiments with the model compound 1,3,5-tris(2-ﬂuoro-2-
methylpropionylamino)benzene conﬁrm the heteronuclear interfer-
ences without supercycling and the reduction of the inﬂuence of
those through supercycling for both sequences. Surprisingly, the no-
decoupling limit exhibits DQ efﬁciencies for the SR1462 scheme at
moderate MAS being comparable to those of the SR1454 sequence at
60 kHz. This is probably due to the dense homonuclear 19F and 1H
spin systems in the sample, leading to complex interplay of both at
moderate MAS. Experiments carried out with simultaneous 1H cw
decoupling and 19F recoupling using a HFXY quadruple resonance
probe exhibit a strong inﬂuence on the 19F maximum DQ efﬁciencies.
With increasing 1H nutation frequencies up to 100 kHz correspond-
ing to the power limit of the probe, a severe reduction of maximum
DQ efﬁciencies were observed. This behaviour conﬁrms the trend of
the simulations.
Simulations with several extended model systems reveal that
for the SR1454 scheme at a MAS rate of 60 kHz even the strong
1H–1H and 1H–19F interactions are diminished sufﬁciently to be
taken into account by a constant reduction factor only. Hereby, the
suppression of strong 1H–1H dipolar interactions plays a crucial role
already reducing the interferences signiﬁcantly. As a consequence,
the analysis of experimental 19F DQ build-up curves can be achieved
with simulations based on homonuclear 19F spin systems only.
This trend was corroborated using the SR1454 scheme at a MAS
rate of 60 kHz experimentally for the model compound 1,3,5-tris
(2-ﬂuoro-2-methylpropionylamino)benzene. The experimental DQ
build-up curves reveal efﬁciencies scaled by a factor of roughly
0.75. Using this as a correction for simulations, subtle structural
details may be probed. Two types of ﬂuorine atoms, differing in
their coupling strengths to the next 19F spins can be discriminated.
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Fig. 8. Experimental 19F DQ build-up curves of F-BTA ( ), simulations based on 9-spin systems extracted from the crystal structure of F-BTA (-, red) and the same
simulations scaled by a factor of 0.75 (-, black). The experimental curves are labelled with respect to the corresponding peaks in the 19F spectrum (see Fig. 1). Moreover,
simulations for 19F spin pairs ﬁtting the ﬁrst rise of the build-up are depicted (- -, blue, compare also Table 2). The SR1454 sequence was applied at a MAS frequency of 60 kHz.
(For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.ssnmr.2014.12.002.
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Input files for simulations with SIMPSON 
In the following, the input file used for simulations of build-up curves are given. Hereby, the 
selection of double-quantum coherences after excitation and before reconversion is facilitated by 
an appropriate filter. Due to the absence of relaxation in these simulations, the curves can be 
normalised by dividing through a factor 0.25*(2^N), where N is the number of spins in the spin 
system. 
Par and main section for R and SR sequences with cw decoupling during recoupling: 
par {  
variable  N                    [N]. 
variable  n                     [n] 
variable  nu                   [nu] 
start_operator                Inz 
detect_operator              I1p 
spin_rate                        [MAS spinning frequency] 
gamma_angles               40 
crystal_file                     zcw232 
np                                   80 
proton_frequency           600e6 
verbose                           11110 
variable l1                       np-1 
variable cw                     [cw nutation frequency] 
} 
 
proc main {} { 
global par 
set f [fsimpson] 
fexpr $f {$re} {$im}  
fsave $f $par(name).dat -xreim 
} 
 
pulseq section for R sequences with cw decoupling during recoupling: 
proc pulseq {} { 
global par 
maxdt 1.0 
set rf [expr $par(spin_rate)*$par(N)/$par(n)]    
set p90  [expr 0.25e6/$rf] 
set p270 [expr 0.75e6/$rf] 
set ph90R    [expr 180.00*$par(nu)/$par(N)]    
set ph270R [expr 180.00*$par(nu)/$par(N)+180.00] 
set ph90Rs   [expr (-1)*180.00/$par(N)*$par(nu)+360]  
set ph270Rs  [expr (-1)*180.00/$par(N)*$par(nu)+180.00] 
 
reset 
for {set m 1} {$m<= [expr $par(N)/2]} {incr m 1} { 
pulse $p90  $rf $ph90R  $par(cw) 0 
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pulse $p270 $rf $ph270R $par(cw) 0 
pulse $p90  $rf $ph90Rs $par(cw) 0 
pulse $p270 $rf $ph270Rs $par(cw) 0 
} 
store 1 
 
reset 
acq  
reset 
 
for {set n 1} {$n<=$par(l1)} {incr n 1} { 
prop 1  
store 9 
matrix set 1 totalcoherence {-2 2} 
filter 1 
prop 9 
matrix set 2 totalcoherence {0} 
filter 2 
pulseid 1 250000 -y 0 0 
acq 
reset 
prop 9 
} 
} 
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pulseq section for SR sequences with cw decoupling during recoupling: 
proc pulseq {} { 
global par 
maxdt 1.0 
set rf [expr $par(spin_rate)*$par(N)/$par(n)]    
set p90  [expr 0.25e6/$rf] 
set p270 [expr 0.75e6/$rf] 
set ph10 [expr 180.00*$par(nu)/$par(N)]    
set ph11 [expr 180.00*$par(nu)/$par(N)+180.00] 
set ph12 [expr (-1)*180.00/$par(N)*$par(nu)+360]  
set ph13 [expr (-1)*180.00/$par(N)*$par(nu)+180.00] 
     
 
reset 
for {set n 0} {$n < [expr $par(N)/2]} {incr n} { 
pulse $p90 $rf $ph10 $par(cw) 0 
pulse $p270 $rf $ph11 $par(cw) 0 
pulse $p90 $rf $ph12 $par(cw) 0 
pulse $p270 $rf $ph13 $par(cw) 0 
} 
for {set n 0} {$n < [expr $par(N)/2]} {incr n} { 
pulse $p90 $rf $ph12 $par(cw) 0 
pulse $p270 $rf $ph13 $par(cw) 0 
pulse $p90 $rf $ph10 $par(cw) 0 
pulse $p270 $rf $ph11 $par(cw) 0 
} 
store 2 
 
reset 
for {set n 0} {$n < [expr $par(N)/2]} {incr n} { 
pulse $p90 $rf $ph13 $par(cw) 0 
pulse $p270 $rf $ph12 $par(cw) 0 
pulse $p90 $rf $ph11 $par(cw) 0 
pulse $p270 $rf $ph10 $par(cw) 0 
} 
for {set n 0} {$n < [expr $par(N)/2]} {incr n} {  
pulse $p90 $rf $ph11 $par(cw) 0 
pulse $p270 $rf $ph10 $par(cw) 0 
pulse $p90 $rf $ph13 $par(cw) 0 
pulse $p270 $rf $ph12 $par(cw) 0 
} 
store 1 
 
reset 
acq  
reset 
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for {set n 1} {$n<=$par(l1)} {incr n 1} { 
prop [expr $n % 2 + 1] 
store 9 
matrix set 1 totalcoherence {-2 2} 
filter 1 
prop 9 
matrix set 2 totalcoherence {0} 
filter 2 
pulseid 1 250000 -y 0 0 
acq 
reset 
prop 9 
} 
} 
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Spinsys section for model a): 
spinsys { 
nuclei 19F 19F 1H 1H 1H 1H  
channels 19F 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0  
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0  
dipole 1 2 -1750.14958968 180.0 34.4066476848 -60.9200471646  
dipole 1 3 -12209.0       180.0 78.5327174345 53.0044794181  
dipole 1 4 -10619.0       180.0 106.57999128 9.79527094101  
dipole 1 5 -6433.2        180.0 137.698605112 42.1263749075  
dipole 1 6 -6433.2        180.0 108.693316564 -39.2195461318  
dipole 2 3 -12209.0       180.0 108.830830522 71.4357131042  
dipole 2 4  -12971.0      180.0 124.99295002 24.3821383787  
dipole 2 5 -6433.2        180.0 146.979105514 68.6292668668  
dipole 2 6 -6433.2        180.0 144.661100591 -26.2059834011  
dipole 3 4 -15015.0       180.0 106.359751429 -21.4063752612  
dipole 3 5 -24450.0       180.0 163.15118707 -79.9892043967  
dipole 3 6 -12971.0       180.0 110.752061711 -80.9376205172  
dipole 4 5 -15015.0       180.0 107.94746913 11.8377271408  
dipole 4 6 -12971.0       180.0 91.8378533948 -25.0148346963  
dipole 5 6 -12971.0       180.0 69.8316169166 -76.1946301762  
} 
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Spinsys section for model b): 
spinsys { 
channels 19F  
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1725.92189436 180.0 146.24188899 -61.0457462218 
dipole 1 3 -10000.25820482 180.0 29.0524696541 -65.2639938593 
dipole 1 4 -2000.13052535 180.0 19.4406926277 -4.77823733223 
dipole 1 5 -14000.656535 180.0 114.067701712 -46.8401500407 
dipole 1 6 -6156.39006723 180.0 110.997907447 -21.6138925407 
dipole 1 7 -10066.87583963 180.0 79.4456632114 3.35810169796 
dipole 1 8 -12000.87583963 180.0 20 8 
dipole 1 9 -5000.87583963 180.0 10 90 
dipole 2 3 -1000.143915852 180.0 17.5709023213 25.4137204028 
dipole 2 4 -13380.167733207 180.0 17.8464655679 84.1658968022 
dipole 2 5 -12000.91547557 180.0 44.8459992086 12.7468909108 
dipole 2 6 -4995.91125146 180.0 34.2407828541 39.537587422 
dipole 2 7 -12120.79453235 180.0 34.0541714082 54.5790462354 
dipole 2 8 -5000 180.0 79.4456632114 3.35810169796 
dipole 2 9 -11000.8 180.0 50 44 
dipole 3 4 -20974.1275948 180.0 84.1537732501 37.6871472125 
dipole 3 5 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 3 6 -14990.67213802 180.0 138.863902851 5.13974263228 
dipole 3 7 -21810.2888571 180.0 118.725346194 23.1152789434 
dipole 3 8 -15000.87583963 180.0 29 32 
dipole 3 9 -17000.87583963 180.0 33 49 
dipole 4 5 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 4 6 -2185.27839342 180.0 154.39377027 -30.5018199722 
dipole 4 7 -10000.38451712 180.0 140.209581296 7.6064987325 
dipole 4 8 -11000.87583963 180.0 88.434 34.543 
dipole 4 9 -9439.87583963 180.0 79.4456632114 3.35810169796 
dipole 5 6 -25280.11007628 180.0 91.5297404383 7.59676392396 
dipole 5 7 -15000.5243361 180.0 72.2532430878 21.8167917474 
dipole 5 8 -12000.87583963 180.0 66.32114 16.9796 
dipole 5 9 -13435.87583963 180.0 44.56632114 45 
dipole 6 7 -21132.3063092 180.0 37.3853389611 76.9797553063 
dipole 6 8 -19000.87583963 180.0 79.4456632114 3.35810169796 
dipole 6 9 -15000.87583963 180.0 79.4456632114 3.35810169796 
dipole 7 8 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 7 9 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 8 9 -12000.91547557 180.0 44.8459992086 12.7468909108 
} 
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Spinsys section for model c): 
spinsys { 
channels 19F  
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1725.92189436 180.0 146.24188899 -61.0457462218 
dipole 1 3 -10000.25820482 180.0 29.0524696541 -65.2639938593 
dipole 1 4 -2000.13052535 180.0 19.4406926277 -4.77823733223 
dipole 1 5 -14000.656535 180.0 114.067701712 -46.8401500407 
dipole 1 6 -6156.39006723 180.0 110.997907447 -21.6138925407 
dipole 1 7 -10066.87583963 180.0 79.4456632114 3.35810169796 
dipole 1 8 -12000.87583963 180.0 20 8 
dipole 1 9 -5000.87583963 180.0 10 90 
dipole 2 3 -1000.143915852 180.0 17.5709023213 25.4137204028 
dipole 2 4 -13380.167733207 180.0 17.8464655679 84.1658968022 
dipole 2 5 -12000.91547557 180.0 44.8459992086 12.7468909108 
dipole 2 6 -4995.91125146 180.0 34.2407828541 39.537587422 
dipole 2 7 -12120.79453235 180.0 34.0541714082 54.5790462354 
dipole 2 8 -5000 180.0 79.4456632114 3.35810169796 
dipole 2 9 -11000.8 180.0 50 44 
dipole 3 4 -204.1275948 180.0 84.1537732501 37.6871472125 
dipole 3 5 -500.1618314 180.0 165.803463256 -16.3723275989 
dipole 3 6 -140.67213802 180.0 138.863902851 5.13974263228 
dipole 3 7 -2110.2888571 180.0 118.725346194 23.1152789434 
dipole 3 8 -100.87583963 180.0 29 32 
dipole 3 9 -1700.87583963 180.0 33 49 
dipole 4 5 -163.08381063 180.0 142.696039213 -31.1360566754 
dipole 4 6 -218.27839342 180.0 154.39377027 -30.5018199722 
dipole 4 7 -1000.38451712 180.0 140.209581296 7.6064987325 
dipole 4 8 -110.87583963 180.0 88.434 34.543 
dipole 4 9 -943.87583963 180.0 79.4456632114 3.35810169796 
dipole 5 6 -252.11007628 180.0 91.5297404383 7.59676392396 
dipole 5 7 -150.5243361 180.0 72.2532430878 21.8167917474 
dipole 5 8 -1200.87583963 180.0 66.32114 16.9796 
dipole 5 9 -134.87583963 180.0 44.56632114 45 
dipole 6 7 -211.3063092 180.0 37.3853389611 76.9797553063 
dipole 6 8 -1900.87583963 180.0 79.4456632114 3.35810169796 
dipole 6 9 -1500.87583963 180.0 79.4456632114 3.35810169796 
dipole 7 8 -163.08381063 180.0 142.696039213 -31.1360566754 
dipole 7 9 -500.1618314 180.0 165.803463256 -16.3723275989 
dipole 8 9 -120.91547557 180.0 44.8459992086 12.7468909108 
} 
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Spinsys section for model d): 
spinsys { 
channels 19F 
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1725.92201793 180.0 33.7581053402 -61.0457490548 
dipole 1 3 -12544.7669222 180.0 65.9322315967 -46.8403977357 
dipole 1 4 -6156.3891049 180.0 69.0021066146 -21.6138961658 
dipole 1 5 -5384.93780157 180.0 15.1224865905 46.5536656041 
dipole 1 6 -3386.15800378 180.0 19.5644942498 -18.573983311 
dipole 1 7 -8179.83691168 180.0 78.4901688885 63.1266199373 
dipole 1 8 -939.902671562 180.0 31.9240821113 0.351703218058 
dipole 1 9 -6184.12922175 180.0 160.559314107 -4.7782750003 
dipole 2 3 -2790.93321611 180.0 135.154132698 12.7469214406 
dipole 2 4 -4995.90798843 180.0 145.759223805 39.5375592821 
dipole 2 5 -6555.48499346 180.0 103.896504795 76.9201209527 
dipole 2 6 -6244.78382567 180.0 95.4531956298 37.1063547762 
dipole 2 7 -741.917350223 180.0 121.676317254 62.1220797615 
dipole 2 8 -6148.87817823 180.0 69.9234282303 51.3655554353 
dipole 2 9 -508.167697363 180.0 162.153543096 84.1658941902 
dipole 3 4 -20974.1275948 180.0 84.1537732501 37.6871472125 
dipole 3 5 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 3 6 -14990.67213802 180.0 138.863902851 5.13974263228 
dipole 3 7 -21810.2888571 180.0 118.725346194 23.1152789434 
dipole 3 8 -15000.87583963 180.0 29 32 
dipole 3 9 -17000.87583963 180.0 33 49 
dipole 4 5 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 4 6 -2185.27839342 180.0 154.39377027 -30.5018199722 
dipole 4 7 -10000.38451712 180.0 140.209581296 7.6064987325 
dipole 4 8 -11000.87583963 180.0 88.434 34.543 
dipole 4 9 -9439.87583963 180.0 79.4456632114 3.35810169796 
dipole 5 6 -25280.11007628 180.0 91.5297404383 7.59676392396 
dipole 5 7 -15000.5243361 180.0 72.2532430878 21.8167917474 
dipole 5 8 -12000.87583963 180.0 66.32114 16.9796 
dipole 5 9 -13435.87583963 180.0 44.56632114 45 
dipole 6 7 -21132.3063092 180.0 37.3853389611 76.9797553063 
dipole 6 8 -19000.87583963 180.0 79.4456632114 3.35810169796 
dipole 6 9 -15000.87583963 180.0 79.4456632114 3.35810169796 
dipole 7 8 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 7 9 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 8 9 -12000.91547557 180.0 44.8459992086 12.7468909108 
} 
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Spinsys section for model e): 
spinsys { 
channels 19F 
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1725.92201793 180.0 33.7581053402 -61.0457490548 
dipole 1 3 -12544.7669222 180.0 65.9322315967 -46.8403977357 
dipole 1 4 -6156.3891049 180.0 69.0021066146 -21.6138961658 
dipole 1 5 -5384.93780157 180.0 15.1224865905 46.5536656041 
dipole 1 6 -3386.15800378 180.0 19.5644942498 -18.573983311 
dipole 1 7 -8179.83691168 180.0 78.4901688885 63.1266199373 
dipole 1 8 -939.902671562 180.0 31.9240821113 0.351703218058 
dipole 1 9 -6184.12922175 180.0 160.559314107 -4.7782750003 
dipole 2 3 -2790.93321611 180.0 135.154132698 12.7469214406 
dipole 2 4 -4995.90798843 180.0 145.759223805 39.5375592821 
dipole 2 5 -6555.48499346 180.0 103.896504795 76.9201209527 
dipole 2 6 -6244.78382567 180.0 95.4531956298 37.1063547762 
dipole 2 7 -741.917350223 180.0 121.676317254 62.1220797615 
dipole 2 8 -6148.87817823 180.0 69.9234282303 51.3655554353 
dipole 2 9 -508.167697363 180.0 162.153543096 84.1658941902 
dipole 3 4 -2528.13110248 180.0 88.4702597121 7.59679397064 
dipole 3 5 -3713.95299692 180.0 55.2932834952 46.7616283599 
dipole 3 6 -8302.22825859 180.0 26.2741719395 75.0894828019 
dipole 3 7 -2776.66490372 180.0 96.0458994499 86.1117945201 
dipole 3 8 -793.510383419 180.0 51.1890292384 19.7269985454 
dipole 3 9 -1634.09023792 180.0 142.696137808 31.1361875474 
dipole 4 5 -5103.04143829 180.0 53.183680386 38.5390562695 
dipole 4 6 -1941.41701865 180.0 58.1302995511 9.66096160087 
dipole 4 7 -1296.06214833 180.0 95.9158563051 41.867364972 
dipole 4 8 -3089.94620422 180.0 16.7640984068 70.8651809525 
dipole 4 9 -2185.27857356 180.0 154.393763877 30.5018018098 
dipole 5 6 -21107.0716985 180.0 78.0101829493 -29.7192270238 
dipole 5 7 -3991.56502512 180.0 134.595164849 45.3151624859 
dipole 5 8 -6405.57352358 180.0 54.9382688827 -13.4652870757 
dipole 5 9 -857.088138372 180.0 172.192017418 -57.540036333 
dipole 6 7 -2723.0407603 180.0 136.305175404 89.0415450929 
dipole 6 8 -2141.69474508 180.0 72.4331443369 5.65204397481 
dipole 6 9 -603.128717865 180.0 160.861255877 8.11801069642 
dipole 7 8 -676.790561506 180.0 48.6870332656 -29.5401728467 
dipole 7 9 -1678.88452276 180.0 135.526319022 -48.2601245167 
dipole 8 9 -366.42889448 180.0 165.396885527 -2.93592222313 
} 
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Spinsys section for model f): 
spinsys { 
channels 19F  
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -3000 180.0 146.24188899 -61.0457462218 
dipole 1 3 -10000.25820482 180.0 29.0524696541 -65.2639938593 
dipole 1 4 -2000.13052535 180.0 19.4406926277 -4.77823733223 
dipole 1 5 -14000.656535 180.0 114.067701712 -46.8401500407 
dipole 1 6 -6156.39006723 180.0 110.997907447 -21.6138925407 
dipole 1 7 -10066.87583963 180.0 79.4456632114 3.35810169796 
dipole 1 8 -12000.87583963 180.0 20 8 
dipole 1 9 -5000.87583963 180.0 10 90 
dipole 2 3 -1000.143915852 180.0 17.5709023213 25.4137204028 
dipole 2 4 -13380.167733207 180.0 17.8464655679 84.1658968022 
dipole 2 5 -12000.91547557 180.0 44.8459992086 12.7468909108 
dipole 2 6 -4995.91125146 180.0 34.2407828541 39.537587422 
dipole 2 7 -12120.79453235 180.0 34.0541714082 54.5790462354 
dipole 2 8 -5000 180.0 79.4456632114 3.35810169796 
dipole 2 9 -11000.8 180.0 50 44 
dipole 3 4 -20974.1275948 180.0 84.1537732501 37.6871472125 
dipole 3 5 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 3 6 -14990.67213802 180.0 138.863902851 5.13974263228 
dipole 3 7 -21810.2888571 180.0 118.725346194 23.1152789434 
dipole 3 8 -15000.87583963 180.0 29 32 
dipole 3 9 -17000.87583963 180.0 33 49 
dipole 4 5 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 4 6 -2185.27839342 180.0 154.39377027 -30.5018199722 
dipole 4 7 -10000.38451712 180.0 140.209581296 7.6064987325 
dipole 4 8 -11000.87583963 180.0 88.434 34.543 
dipole 4 9 -9439.87583963 180.0 79.4456632114 3.35810169796 
dipole 5 6 -25280.11007628 180.0 91.5297404383 7.59676392396 
dipole 5 7 -15000.5243361 180.0 72.2532430878 21.8167917474 
dipole 5 8 -12000.87583963 180.0 66.32114 16.9796 
dipole 5 9 -13435.87583963 180.0 44.56632114 45 
dipole 6 7 -21132.3063092 180.0 37.3853389611 76.9797553063 
dipole 6 8 -19000.87583963 180.0 79.4456632114 3.35810169796 
dipole 6 9 -15000.87583963 180.0 79.4456632114 3.35810169796 
dipole 7 8 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 7 9 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 8 9 -12000.91547557 180.0 44.8459992086 12.7468909108 
} 
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Spinsys section for model g): 
spinsys { 
channels 19F  
nuclei 19F 19F 1H 1H 1H 1H 1H 1H 1H 
shift 1 0.0p -25.0p 0.45 0.0 0.0 0.0 
shift 2 0.0p -25.0p 0.45 0.0 0.0 0.0 
dipole 1 2 -1000 180.0 146.24188899 -61.0457462218 
dipole 1 3 -10000.25820482 180.0 29.0524696541 -65.2639938593 
dipole 1 4 -2000.13052535 180.0 19.4406926277 -4.77823733223 
dipole 1 5 -14000.656535 180.0 114.067701712 -46.8401500407 
dipole 1 6 -6156.39006723 180.0 110.997907447 -21.6138925407 
dipole 1 7 -10066.87583963 180.0 79.4456632114 3.35810169796 
dipole 1 8 -12000.87583963 180.0 20 8 
dipole 1 9 -5000.87583963 180.0 10 90 
dipole 2 3 -1000.143915852 180.0 17.5709023213 25.4137204028 
dipole 2 4 -13380.167733207 180.0 17.8464655679 84.1658968022 
dipole 2 5 -12000.91547557 180.0 44.8459992086 12.7468909108 
dipole 2 6 -4995.91125146 180.0 34.2407828541 39.537587422 
dipole 2 7 -12120.79453235 180.0 34.0541714082 54.5790462354 
dipole 2 8 -5000 180.0 79.4456632114 3.35810169796 
dipole 2 9 -11000.8 180.0 50 44 
dipole 3 4 -20974.1275948 180.0 84.1537732501 37.6871472125 
dipole 3 5 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 3 6 -14990.67213802 180.0 138.863902851 5.13974263228 
dipole 3 7 -21810.2888571 180.0 118.725346194 23.1152789434 
dipole 3 8 -15000.87583963 180.0 29 32 
dipole 3 9 -17000.87583963 180.0 33 49 
dipole 4 5 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 4 6 -2185.27839342 180.0 154.39377027 -30.5018199722 
dipole 4 7 -10000.38451712 180.0 140.209581296 7.6064987325 
dipole 4 8 -11000.87583963 180.0 88.434 34.543 
dipole 4 9 -9439.87583963 180.0 79.4456632114 3.35810169796 
dipole 5 6 -25280.11007628 180.0 91.5297404383 7.59676392396 
dipole 5 7 -15000.5243361 180.0 72.2532430878 21.8167917474 
dipole 5 8 -12000.87583963 180.0 66.32114 16.9796 
dipole 5 9 -13435.87583963 180.0 44.56632114 45 
dipole 6 7 -21132.3063092 180.0 37.3853389611 76.9797553063 
dipole 6 8 -19000.87583963 180.0 79.4456632114 3.35810169796 
dipole 6 9 -15000.87583963 180.0 79.4456632114 3.35810169796 
dipole 7 8 -16340.08381063 180.0 142.696039213 -31.1360566754 
dipole 7 9 -5000.1618314 180.0 165.803463256 -16.3723275989 
dipole 8 9 -12000.91547557 180.0 44.8459992086 12.7468909108 
} 
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• conception and main authorship of the article
• preparation of single-crystals
• conduction of all X-ray diffraction experiments and simulations
• conduction of all single-crystal structure solutions and refinements
• development of FORTRAN code for Monte-Carlo simulation of Ising
models
• conduction of all quantum-chemical calculations
The contributions of all other authors are:
• conception and co-authorship of the study
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• support of structure solutions and refinements
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Columnar supramolecular phases with polarisation along the columnar axis have 
potential for the development of ultrahigh density memories, since every single column 
might function as a memory element. By investigating structure and disorder for four 
columnar benzene-1,3,5-trisamides by total X-ray scattering and DFT calculations, we 
demonstrate that the column orientation and thus the columnar dipole moment is 
receptive to geometric frustration if the columns aggregate in a hexagonal rod packing. 
The frustration suppresses conventional antiferroelectric order and heightens the 
sensitivity towards collective intercolumnar packing effects. The latter finding allows 
for building-up mesoscale domains with spontaneous polarisation. Our results suggest 
how the complex interplay between steric and electrostatic interactions is influenced 
by a straightforward chemical design of the molecular synthons, in order to create 
spontaneous polarisation and to adjust the mesoscale domain sizes. 
 
Organic materials featuring ferroelectric polarisation[1] are attractive candidates for easily 
processible and low-cost electric sensors,[2] electro-optics[3] as well as non-volatile memory 
devices.[4] The fundamental requirements for these materials is spontaneous and switchable 
polarisation. In supramolecular solids[1,3] and liquid crystalline (LC) phases[5] the latter is 
generally induced by ordering either permanent molecular dipoles or supramolecular dipole 
moments that are generated or enhanced by the assembly.[6] In particular materials with 
polarisation along the columnar axis (referred to as axially polar) have gained increasing 
interest due to their potential applicability for ultrahigh density memories, where individual 
columns might ultimately constitute as memory elements.[7,8] 
Recently, the first example of an intrinsically ferroelectric, axially polar LC with remnant 
polarisation of 1.7 µC/cm2 was obtained by columnar stackings of a phthalonitrile derivative.[9] 
Kemerink and Sijbesma et al. reported similar polarisation of up to 2 µC/cm2 for thin films of 
oriented LCs[10] consisting of benzene-1,3,5-trisamides (BTAs)[11] with long aliphatic side 
groups. Although the polarisation could be induced and switched by electric fields, its 
stabilisation was possible by freezing the LC state only.[10,11] Therefore, one of the biggest 
challenges for axially polar materials still is the creation and the control of spontaneous 
polarisation without applying external stimuli. The latter requires a counterbalance of the 
electrostatic interaction between the dipoles of neighbouring columns in a side by side 
arrangement, which inevitably favours anti-alignment of the columnar polarisation, resulting in 
non-polar phases.[3] Hence, suitable columnar materials with spontaneous and stable 
polarisation are rare up to now, and for the few observed cases[8] its emergence remains 
unexplained.[7–9,12–14] 
 
131
4 Publications
3 
 
 
Figure 1. a) Basic design scheme of BTAs consisting of a benzene core linked by amide bonds 
in 1,3,5-position to peripheral groups (denoted as R), e.g. tert-butyl. b) Side-view of a columnar 
stack of six BTA molecules (left) where the hydrogen bonds are indicated as dotted lines (all 
non-NH protons are omitted for clarity). The macrodipole is highlighted as grey arrow. A space-
filling model of the same stack is depicted on the right. c) Side view on two columns in 
antiparallel orientation, where the direction of the macrodipole is symbolised by a black and a 
white hexagon. d) Top view on an ensemble of seven stacks in a hexagonal rod packing 
indicating possible geometric frustration. 
 
Here, we present a structural study of four purposely synthesised BTAs with the aim to 
investigate the origin of spontaneous polarisation for axially polar systems in their solid state, 
which offers the unique possibility to study dipole order solely governed by intrinsic 
interactions. In general, BTAs are based on a benzene core, which is linked to peripheral 
groups via three amide bonds in 1,3,5-positions (Figure 1a). The formation of threefold 
intermolecular hydrogen bonds in a helical arrangement drives the molecular self-assembly 
into well-ordered columns (Figure 1b, left), which aligns all carbonyl bonds in the same 
direction along the columnar axis. The individual dipole moments of these bonds sum up to 
macrodipoles[10] along the columnar axis (Figure 1b, left). In a side by side arrangement of two 
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columns, the electrostatic interaction prefers anti-alignment of the macrodipoles (Figure 1c). 
Simultaneously, the peripheral groups give rise to a corrugated surface topography of the 
supramolecular aggregates (Figure 1b, right), imposing steric restraints (Figure 1c), which may 
favour parallel or antiparallel arrangements depending on subtle structural details of the 
peripheral groups. As van der Waals forces impose neighbouring columns to pack as densely 
as possible, often hexagonal rod packings[14] are induced (Figure 1d). In those, however, the 
macrodipole interaction between neighbouring columns becomes frustrated, as it is not 
possible to simultaneously align all dipoles antiparallel relative to their nearest neighbours 
(Figure 1d). This frustration reduces the contribution of macrodipole interactions to the lattice 
energy and thus amplifies the influence of steric restraints. If the latter favours parallel 
alignments of neighbouring columns, stable ferroelectric domains should be feasible for axially 
polar materials. 
Based on this model, compounds 1 – 4 (Figure 2a) were selected, for which we expect a 
varying ratio of macrodipole and steric interactions. Single crystals were grown either by 
solvent evaporation or by sublimation and analysed by single-crystal X-ray diffraction 
(crystallographic details are given in section 2 of the Supporting Information). All four BTAs 
crystallise in hexagonal rod packings (Figure 2b), which is in agreement with previous studies 
on 1[15] and 2[16]. While 1, 2 and 4 exhibit similar intercolumnar distances dcc of 14.1 Å, 14.5 Å 
and 13.9 Å, the longer peripheral groups of 3 increase dcc to 17.1 Å. The C=O centred linkages 
of 1 and 3 feature higher torsional flexibility of the amide groups with mean side chain torsions 
(CarCarCOO) of 39.5° (1) and 34.6° (3) compared to the N centred systems with (CarCarCOO) 
of about 35.1° (2) and 23.7° (4). Larger torsion angles cause a steeper inclination of the C=O 
bonds towards the columnar axis and will thus lead to larger macrodipoles.  
To derive a more quantitative picture of the macrodipole strengths, we estimated the average 
molecular dipole moments p representative for the columnar dipole for the smaller molecules 
1, 2 and 4 by quantum chemical calculations on finite clusters taken from the single-crystal 
structure solutions (section 3 of Supporting Information). In line with the structural 
considerations, p amounts to 12 D and 11 D for 1 and 2 and to 6.5 D for 4. For the latter, p is 
reduced further due to anti-alignment of the C-F and C=O bonds induced by intramolecular 
NH···F hydrogen bonds (Figures 2a,b and S4b). [17] In case of 3, we expect a value close to 
the one derived for 2, since their mean torsion angles are similar. As a consequence, the 
strongest macrodipole interactions arise for 1 (p = 12 D; dcc = 14.1 Å), closely followed by 2 
(11 D; 14.5 Å) and a significant reduction for 3 (11 D; 17.1 Å) due to the larger dcc and 4 (6.5 
D; 13.9 Å) based on the smaller p. 
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Figure 2. a) Sketches of the BTA molecules 1 – 4. b) Bragg structure solutions viewed along 
the direction of molecular stacks, coinciding with the direction of the polar axis of the indicated 
space groups. c) Schematic representation of b) with the probabilities of up- and down-oriented 
columns within one stack (major components is displayed), which are additionally symbolised 
by the amount of black and white in each hexagon. The dashed blue line indicates the unit cell 
corresponding to the underlying hexagonal or pseudo-hexagonal (in case of 2) lattice, whereas 
the black solid lines demark the unit cells found by single-crystal X-ray diffraction. 
 
Remarkably, for 1 (ref. [15]), 2 and 3 each stack appears as a superposition of two columns 
with opposite macrodipole orientations in the conventional structure solution (Figure 2c). As 
Bragg diffraction arises from spatially averaged electron density within the coherence length 
of the X-ray beam ( 100 nm), this reflects disorder of the macrodipole orientations in individual 
unit cells.[18] For 1, both orientations are equally present (Figure 2c) and hence on average 
each stack bears a 50% probability to be either in the up or the down state. In contrast, we 
observed superstructures with a stripe-type macrodipole arrangement for 2 and with a 
honeycomb pattern for 3 and 4 (Figure 2c). For the latter BTAs, in each stack one column 
orientation is more likely as indicated by the colour code presented in Figure 2c. Nevertheless, 
the unit cells of 1 and 2 contain no net macrodipole moment since an equal part of up- and 
down-oriented columns are present. For 3 and 4, the unit cells contain an excess of one 
orientation leading to a net polarisation along the direction of the columnar axis.  
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Figure 3. a) The hk2 planes for 1, 3 and 4 and h2k plane for 2 of the reciprocal space, together 
with simulations (experimental picture of 1 taken from ref. [15]). These planes are 
perpendicular to the stacking direction. b) Ratios for the refined coupling constants 𝐽1 and 𝐽2 of 
the Ising model simulations for 1 – 4. Due to the reduced crystallographic symmetry in case of 
2, average values are given (Figure S1, SI). All constants are normalised according to 𝐽1/𝑘𝑇 =
 1 with 𝑇 being the simulation temperature. c) Resulting arrangement of up- and down- oriented 
macrodipoles over approximately 70 x 70 columns. The red boxes contain magnifications of 
local features, where the crystallographic unit cells (Figure 2b) are indicated in yellow. The 
blue lines emphasise domains exhibiting net polarisation for 3 and 4 and the scale bars in the 
top left corners correspond to a distance of 10 nm. 
 
Additionally to the sharp Bragg reflections, selected layers of the reciprocal space exhibit 
intense structured diffuse scattering for compounds 1, 2 and 3 (Figure 3a).[18] In all cases, the 
diffuse intensities are confined to layers perpendicular to the stacking direction (Figure S2, SI). 
The diffuse scattering explains the disorder for up- and down-oriented columns as described 
above and depicted in Figure 2c and suggests deviations from the average structures for 
neighbouring columns within a coherence length smaller than 100 nm. In contrast, the columns 
are rather well ordered along the stacking direction on significantly larger length scales. To 
develop models reproducing the observed diffuse scattering pattern, we found it sufficient to 
position supramolecular columns in a hexagonal rod packing, with only the up- and down 
orientation of the macrodipoles subject to disorder, while the packing along the stacking 
direction is ordered over the whole column. We then predict ferroelectric and antiferroelectric 
alignments of neighbouring macrodipoles based on a 2D Ising model.[19] Here, the energy of 
the system is defined based on two effective coupling constants 𝐽1 and 𝐽2 describing the sum 
of both the electrostatic and steric interactions between nearest neighbour (n.n.) and next-
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nearest neighbour (n.n.n.) columns.[19] 𝐽1 and 𝐽2 are subsequently varied until the best match 
between simulated and experimental diffraction patterns (Figures 3a and 3b) is reached. For 
a description of the technical procedure see section 1.4 of the Supporting Information.  
The resulting arrangements of up and down oriented macrodipoles (Figure 3c) reproduce the 
diffuse scattering pattern (Figure 3a) in an almost perfect agreement. 1 and 2 both exhibit 
disorder on a local scale with preferential stripe-type antiferroelectric arrangements between 
neighbouring columns. In contrast, for 3 and 4, mesoscale domains with a honeycomb 
structure carrying spontaneous polarisation are formed. While the average domain size is on 
the order of 20 – 30 nm for 3, the domains become significantly larger (50 – 70 nm) for 4. The 
excellent match between observed and simulated X-ray powder diffraction data (Figure S5-
S8, SI), furthermore, demonstrates that both the disorder and the mesoscale domain formation 
are inherent properties of the bulk materials. Although domains with spontaneous polarisation 
have been suggested for axially polar phases before,[7–9,12,20] our data provide the first 
experimental evidence for their existence. For such small domains other common methods, 
such as the second harmonic generation effect, are inconclusive[21] or change the domain 
structure as for pyroelectric measurements. In our case, total scattering proves to be the 
method of choice for probing small domains without affecting the spontaneous polarisation. 
For the two compounds with the largest macrodipole interactions (1 and 2), both 𝐽1 and 𝐽2 are 
positive, indicating that the electrostatic interaction and thus an antiferroelectric alignment 
between n.n. and n.n.n. columns dominates. This inevitably leads to disorder for up and down 
oriented columns on local length scales and non-polar unit cells as shown in Figures 2c and 
3c. In contrast, for 3 and 4, where the electrostatic interaction is significantly reduced, 𝐽1 and 
𝐽2 bear opposite signs with 𝐽1 > 0 and 𝐽2 < 0. Consequently, only n.n. columns tend to be 
antialigned, while n.n.n. stacks favour a parallel alignment. The latter occurs only, when the 
steric interaction and collective packing effects[22] get stronger than the electrostatic forces. 
The tendency for an opposite alignment for n.n. and n.n.n. columns in turn is the origin for the 
formation of mesoscale domains with spontaneous polarisation and polar unit cells (Figures 
2c and 3c). Based on the calculated molecular dipole moments, the polarisation within these 
domain reaches values of 1.6 µC/cm2 and 1.4 µC/cm2 for 3 and 4, which are among the largest 
values obtained for axially polar phases so far.[9–13,23]  
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Figure 4. The ground state phase diagram[19] of the simple two-dimensional Ising model 
exhibiting antiferroelectric nearest (𝐽1 > 0) and varying next-nearest neighbour interactions. 
 
Common approaches to create ferroelectric order make use of supramolecular interactions 
between individual molecules to compete the electrostatic interaction.[3] In contrast we show, 
that for axially polar phases polarisation emerges from weak steric interactions between self-
assembled supramolecular columns if the systems are prone to geometric frustration. Since 
these interactions are encoded in the molecular structure, the latter drives the dipole ordering 
and the length scale of domain formation. As such, it is possible to move between non-polar 
stripe-type and polar honeycomb phases in an 2D Ising phase diagram (Figure 4).[19] Our 
finding illustrates emerging complexity[24] and is an intriguing example of introducing 
hierarchical order in supramolecular systems.[25] With small but systematic chemical 
modifications of the molecular synthons, a broad range of antiferroelectric and ferroelectric 
domain structures are accessible. Counterintuitively, mesoscale domains are maximised for 
systems where dipolar interactions are reduced. Following this idea for other columnar 
materials may lead to the development of a wide variety of new axially polar columnar 
ferroelectric materials, both solid and liquid crystalline. 
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Graphical Abstract 
   
Supramolecular Chemistry meets Geometric Frustration in axially polar bulk phases of 
benzene-1,3,5-trisamides (BTAs). The macrodipole moments generated by forming 
supramolecular stacks frustrate during progressive aggregation in hexagonal rod packings. 
Here we show with total X-ray scattering, that the frustration can be utilised to induce 
spontaneous polarisation on the mesoscale with domain sizes guided by chemical design of 
the molecular synthons. 
 
Keywords: organic ferroelectrics, supramolecular chemistry, self-assembly, total X-ray 
scattering, Ising model 
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1 Experimental Details 
1.1 Synthesis  
All compounds were synthesised according to the procedures reported in the 
literature.[1] Single crystals of 1, 2 and 3 were obtained by slow solvent evaporation of 
a saturated solution using N,N-dimethylformamide under ambient conditions. Single 
crystals of 4 were grown through sublimation and re-condensation by keeping a small 
amount (~0.5 g) of sample in a closed glass vessel at 160° C for 3 days. 
 
1.2 X-Ray Diffraction Experiments 
Single crystal X-ray diffraction experiments were carried out on a STOE IPDS II 
instrument (Mo-Kα radiation) equipped with a Ge(111) monochromator under ambient 
conditions for 2. The crystal with an approximate size of 0.2 mm × 0.2 mm x 1.5 mm 
was mounted on a glass tip with glue. Data collection, indexing, space group 
determination, data reduction and reconstruction of reciprocal space layers were 
performed with the software package X-Area (Stoe). For 3 and 4, an Oxford Diffraction 
(Agilent) Supernova diffractometer (CuKα1 radiation, graphite monochromator) with an 
Oxford Cryosystems 700 Plus open-flow nitrogen cryostream[2] at 150 K was used. 
Single crystals with a size of approximately 0.06 mm × 0.06 mm × 0.63 mm and 0.03 
mm × 0.03 mm × 0.28 mm, respectively, were mounted using perfluoropolyether oil. 
Data collection, indexing, space group determination, data reduction and 
reconstruction of reciprocal space layers were performed with the software package 
CrysAlis Pro (Agilent). A face-based analytic absorption correction was applied to the 
integrated Bragg diffraction intensities.[3]  
For structure solution and refinement the software package CRYSTALS[4] was used in 
all cases. Structure solution using direct methods was performed by the SIR92 
package[5] and refinement was done against 𝐹2 as implemented in CRYSTALS. All 
non-hydrogen atoms were refined with anisotropic displacement parameters, all 
hydrogen atoms with isotropic displacement parameters. For 2 and 3, all protons were 
added geometrically and riding constrains were applied. For 4, all non-NH hydrogen 
atoms were added geometrically and riding constraints were applied, while all NH 
atoms were located by difference Fourier electron density maps and refined using 
riding constraints as implemented in CRYSTALS. Difference Fourier electron density 
maps were used to locate split sites and visualised by the MCE interface[6] of 
CRYSTALS. See section 2.1 for detailed results. 
Powder X-ray diffraction measurements were carried out on a STOE STADI P 
diffractometer equipped with a Ge(111) monochromator using CuKα1 radiation. 
Experiments on powders obtained from finely ground single crystals filled in 0.5 mm 
capillary tubes were conducted in Debye-Scherrer geometry under ambient conditions. 
 
1.3 Quantum Chemical Calculations 
The structures obtained from single crystal refinement were geometry optimised on 
DFT level with the software package CASTEP[7] using the PBE functional and the 
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Tkatchenko-Scheffler dispersion correction scheme.[8] An electronic cut off energy of 
900 eV and a Monkhorst k point grid spacing of 0.07 Å-1 was used. Dipole moments 
were calculated for clusters of molecules extracted from the geometry optimised crystal 
structures while keeping the geometry fixed with the software package GAUSSIAN09[9] 
using either the PBE1PBE functional on DFT level and a 6-311++G** basis set and the 
AM1 method, respectively. The dipole moments δAM1(nmol) obtained for the 
semiempirical AM1 method as a function of the stack size nmol were first fitted to those 
of the PBE functional δPBE(nmol) for stacks consisting of up to six molecules (nmol ≤ 6) 
by least-squares refinement of the coefficients c1 and c2 in the equation c1· δAM1(nmol) 
+c2. Subsequently, the obtained coefficients were used to correct the AM1 results 
δAM1(nmol) of stacks containing more than six molecules (nmol > 6). 
 
1.4 Model Generation 
Two-dimensional Ising models were generated with a custom Monte Carlo code. The 
energy was defined by 
𝐸 = 𝐽1 ∑ 𝜎𝑖𝜎𝑗
〈𝑖,𝑗〉
+ 𝐽2 ∑ 𝜎𝑖𝜎𝑗
〈〈𝑖,𝑗〉〉
 ,                      (𝑆1) 
 
where single brackets denote a sum over nearest neighbours and double brackets a 
sum over next nearest neighbours. 𝜎𝑖 = 1 / –1 represent up and down oriented columns. 
The energy was equilibrated for systems containing 100 x 100 spins with periodic 
boundary conditions using the Metropolis algorithm[10] with 𝐽1/𝑘𝑇 = 1, where 𝑘 denotes 
the Boltzmann constant and 𝑇 the simulation temperature. We chose the simplest Ising 
model being capable of explaining the observed superstructures, which includes two 
effective coupling constants 𝐽1 and 𝐽2.
[11] The entire code is available upon request. For 
the Ising model for 1, 3 and 4, where 𝐽1 and 𝐽2 are equal for all six n.n. and n.n.n., 
respectively, and where 𝐽1 is positive, only three different ground states exist
[11]: i) for  
𝐽2 > 0 an totally ordered stripe-like pattern; ii) for 𝐽2 < 0 a honeycomb phase with only 
one single domain; iii) for 𝐽2 = 0 a degenerated manifold of disordered states result at 
𝑇 = 0.  
For compound 2, where the underlying rod packing is pseudo-hexagonal, the coupling 
constants were allowed to differ in the different crystallographic directions of the two-
dimensional lattice (Figure S1c). After testing various combinations, the general 
requirement of all coupling constants being non-negative was established. To reduce 
the configuration space the coupling constants J01, J11, J10 (interpreted as 𝐽1 in eqn. 
S1) and J12, J21 and J-11 (interpreted as 𝐽2 in eqn. S1), respectively, were restrained to 
be as similar as possible and the best possible match between simulation and 
observed diffuse scattering possible was identified (Figure S1c). For these constants, 
a totally ordered stripe-like pattern results at 𝑇 = 0.  
Tab. S1 summarises the energies of the equilibrated models as well as the energies 
of the corresponding Ising ground states. Since 𝑇 ≠ 0, all equilibrium energies are 
larger than the ground state energies, leading to domains instead of ordered ground 
state structures. 
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Figure S1: a, The pseudo-hexagonal packing of 2 and b, the macrodipole orientations 
obtained from single-crystal structure solution (cf. Figure 2). c, Due to the pseudo-
hexagonal rod packing in 2, an anisotropic Ising model using different coupling 
constants for different directions is used.  
 
Table S1: Equilibrium energies Eeq per atom obtained in the MC simulations of the 
different Ising models as well as corresponding ground state energies Egr per atom. 
Compound J1, J2 Eeq / a.u. Egr / a.u. 
1 1, 0.1 –0.808 –1.1 
2 1, 0.2 (average) –1.035 –1.049 
3 1, –0.5 –2.130 –4.5 
4 1, –0.8 –3.387 –5.4 
 
 
 
1.5 Simulation of X-Ray Diffraction Patterns 
The calculation of powder and single crystal diffraction intensities was facilitated with 
the programs CrystalDiffract[12]  and SingleCrystal,[13] respectively. For all models, the 
basic shape of diffuse scattering was first inspected using test models being generated 
by populating the 100 x 100 models with carbon in case of 𝜎𝑖 = 1 and voids otherwise. 
The diffuse scattering showed sensitivity towards changes of about 5% of the coupling 
constants, in particular in the region around 𝐽1/2 = 0. Subsequently, 36 x 36 
subensembles were randomly chosen from the 100 x 100 models and populated with 
stacks obtained from the single-crystal structure solutions, where every possible 
subensembles gave the same diffraction pattern. Scattering from these models is 
identical to that of the test models up to a scale factor. Comparisons of the simulations 
of powder diffraction patterns using those models with experimental data obtained from 
ground single crystals are in excellent agreement (see Supplementary Figure S9-S12). 
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2 Analysis of Single-Crystal X-Ray Diffraction Data 
2.1 Data Collection and Refinement Details 
Crystallographic information files (.cif) of a) the refinement of the initial structure 
solution, b) the refinement after adding atoms from difference Fourier electron density 
maps and c) the result of the geometry optimisation of a) are available in the online 
version of the paper (Tab. S2) for 2 and 3. For 4, the .cif files of the full refinement and 
of the geometry optimised structure are available.  
Key crystallographic details and refinement parameters for the full refinements are 
given for the compounds 2-4 in Tables S3-S5 (for details of data handling and 
refinement procedures compare section 1.2; for compound 1 see ref. [14]).  
For compound 2, a pseudo-merohedral twin with a twin matrix (0 0 1, 0 -1 0, 1 0 0), 
swapping the crystallographic a and c axes, and almost equal twin fractions was 
detected during refinement. See section 2.2 for a detailed discussion of this twin law 
and of twinning in general for compounds 2-4. 
The diffuse scattering surrounding certain Bragg reflections for 2 and 3 causes errors 
during integration of the Bragg intensities and leads to large R values, uncommonly 
large and anisotropic thermal displacement parameters and distorted molecular 
geometries for these compounds. However, the split sites appear as well-defined 
residual electron density peaks in Fourier difference maps and the structured diffuse 
scattering strongly supports our models so that our analyses are meaningful. 
 
 
Table S2: Summary of the crystallographic information files available in the online 
version of the paper. 
Comp. File no. Content Name of 
file/data set 
1  Results of refinement may be obtained from 
Steurer et al.[14] 
- 
1 1 Geometry optimisation of results from ref [14] 1.cif 
2 2 Initial refinement 2a.cif 
2 3 Full refinement including split sites 2b.cif 
2 4 Geometry optimisation of file no. 2 2c.cif 
3 5 Initial refinement 3a.cif 
3 6 Full refinement including split sites 3b.cif 
3 7 Geometry optimisation of file no. 5 3c.cif 
4 8 Full refinement 4b.cif 
4 9 Geometry optimisation of file no. 8 4c.cif 
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Table S3: Representative single-crystal X-ray diffraction data and refinement results 
including split sites for 2 (for complete cif file see online version of the paper). 
Radiation Mo-Kα 
Formula C21 H33 N3 O3 
M (g/mol) 375.51 
Z, calculated density (g/cm3) 8, 1.060 
Crystal Size (mm) 0.2 × 0.2 x 1.5 
No. of Reflections 12716 
No. of Reflections (I/σ > 2.0) 7826 
T / K 293 
θ range (°) 1.627-29.358 
Completeness (%) / h, k, l range  98.4 / ±38, ±9, ±38 
Crystal System Monoclinic 
Space Group P21/n 
a (Å) 27.948(6) 
b (Å) 6.7270(13) 
c (Å) 27.953(6) 
β (°) 116.43(3) 
Goodness of Fit 1.9685 
Rp 0.1635 
Rp (I/σ > 2.0) 0.1401 
wRp 0.5152 
wRp (I/σ > 2.0) 0.3650 
Restraints/parameters 0/ 571 
Twin law matrix, twin fractions 
(0 0 1, 0 -1 0, 1 0 0), 0.524(4) / 
0.476(4) 
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Table S4: Representative single-crystal X-ray diffraction data and refinement results 
including split sites for 3 (for complete cif file see online version of the paper). 
Radiation Cu-Kα 
Formula C33 H57 N3 O3 
M (g/mol) 543.83 
Z, calculated density (g/cm3) 6, 1.055 
Crystal Size (mm) 0.061 × 0.061 × 0.634 
No. of Reflections 7099 
No. of Reflections (I/σ > 2.0) 5664 
T / K 150 
θ range (°) 3.466-76.126 
Completeness (%) / h, k, l range 99.4 / -31/+36, -36/+37, ±8 
Crystal System Hexagonal 
Space Group P63 
a (Å) 29.4501(9) 
c (Å) 6.8393(2) 
Goodness of Fit 1.1565 
Rp 0.1175 
Rp (I/σ > 2.0) 0.1026 
wRp 0.2751 
wRp(I/σ > 2.0) 0.2574 
Restraints/parameters 0 / 705 
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Table S5: Representative single-crystal X-ray diffraction data and refinement results 
including split sites for 4 (for complete cif file see online version of the paper). 
Radiation Cu-Kα 
Formula C18 H24 F3 N3 O3 
M (g/mol) 387.4 
Z, calculated density (g/cm3) 6, 1.242 
Crystal Size (mm) 0.026 × 0.026 × 0.284 
No. of Reflections 2278 
No. of Reflections (I/σ > 2.0) 2171 
T / K 150 
θ range (°) 3.802-51.535 
Completeness (%) / h, k, l range 99.9 / ±23, ±23, ±6 
Crystal System Hexagonal 
Space Group P63 
a (Å) 23.2502(4) 
c (Å) 6.63730(10) 
Goodness of Fit 1.0069 
Rp 0.0324 
Rp (I/σ > 2.0) 0.0305 
wRp 0.0798 
wRp(I/σ > 2.0) 0.0780 
Restraints/parameters 9 (N-H hydrogen restraints) / 253 
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2.2 Discussion of Diffuse Scattering and Twinning 
First, we note that the diffuse scattering for compounds 2 and 3 is confined to reciprocal 
lattice planes perpendicular to the stacking direction (Figure S2; 4 does not exhibit any 
diffuse scattering). This implies that the columns are not disordered along the stacking 
direction within the coherence length of the beam. Hence, only macroscopic twinning 
may occur along the column axis, which cannot be the origin of split positions. We will 
discuss the possible twin operations for compounds 2-4 in the following and show that 
the only possible origin of the split positions and the diffuse scattering is microscopic 
disorder. 
 
 
Figure S2: Planes of the reciprocal space reconstruction perpendicular to those 
presented in Figure 3 of the main paper for compounds 2 and 3. The red boxes show 
magnifications of selected regions. 
 
For compounds 3 and 4, the non-centrosymmetric space group P63 was determined. 
In the case of twinning by merohedry, the two twin components are related by a 
symmetry operation, which belongs to the point group of the lattice (holohedry) but not 
to the point group of the crystal. This may be separated in class I and class II 
merohedral twinning. In class I twins by merohedry (inversion twins), the twin symmetry 
operation is part of the Laue group 6/m but not of the point group 6 of the crystal. This 
means that the m plane of the Laue group (or, equivalently, the inversion centre) is the 
twin symmetry operation. Since the diffraction patterns exhibit intrinsic inversion 
symmetry (i.e. Friedel pairs are equivalent since anomalous scattering was not 
detectable / refinement of Flack parameter was indifferent since heavy atoms are 
absent) this kind of twinning does not affect the observed diffraction intensities. It thus 
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cannot be the cause of the split positions for 3. Moreover, since such a twinning would 
require a break in the hydrogen bond network of each stack, it seems energetically 
unfavourable. 
In case of class II twinning by merohedry, the twin symmetry operation is not part of 
the Laue group but part of the holohedry. In this case, the diffraction intensities are 
affected by exact coincidence of non-identical diffraction patterns. Such a twinning, 
however, cannot lead to an apparent space group P63 (see ref. [15]) and hence it can 
be excluded for 3 and 4 (moreover, such a twinning would also retain the macrodipole 
directions and may not cause the well-defined split positions).  
For compound 2, the centrosymmetric space group P21/n was determined. For this 
space group, twinning by merohedry is not possible. However, since the a and c axis 
are basically identical in length, the lattice exhibits approximately a higher point group 
symmetry of 2/m 2/m 2/m (orthorhombic) compared to the point group symmetry 2/m 
of the space group P21/n and hence twinning by pseudomerohedry is likely. Indeed, it 
was found during refinement that consideration of a twin matrix (0 0 1, 0 -1 0, 1 0 0), 
swapping the crystallographic a and c axes (Figure S3a,b), leads to a significant drop 
of more than 10 % of the crystallographic R value. This, however, means that the 
twinning occurs on macroscopic length scales, which does not influence the shape of 
the diffuse scattering, since it is mapped on itself (Figure S3c). 
 
 
 
Figure S3: a, The twin operation (0 0 1, 0 -1 0, 1 0 0), swapping the crystallographic a 
and c axes in the structure of 2, means a reflection of the structure on a mirror plane 
containing the b axis and running through the corners of the unit cell (grey dashed line). 
b, The twin component produces by this twinning operation shows the same stripe-like 
macrodipole pattern, but with a different orientation. The minor parts of the split 
positions are omitted for clarity. c, The diffuse scattering observed maps onto itself by 
this twinning operation. 
 
Twinning by pseudo-merohedry through a 120° rotation about the b axis was not 
detected during refinement; in addition, such a twinning would not map the diffuse 
scattering onto itself but create a checked pattern, which can obviously be excluded. 
As a consequence, the only possible origin of the split sites for 2 and 3 is macrodipole 
disorder on a length scale similar to that of the coherence length of the beam. 
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3 Estimation of Molecular Dipole Moments 
We estimate the average molecular dipole moments of an infinite stack for compounds 
1, 2 and 4 by quantum chemical calculations. First, the crystal structures obtained from 
structure solutions (where only the major part of the split positions were taken into 
account) were geometry optimised by DFT methods using the PBE functional to correct 
the distorted molecular geometries caused by the diffuse scattering during refinement. 
Next, accurate dipole moments were calculated by DFT methods using the PBE1PBE 
functional for stacks containing up to six molecules (Figure S4a), which constitutes the 
computational limit. The average dipole moment per molecule increases steadily with 
increasing number of molecules per stack (nmol) due to cooperative effects.[16] 
Convergence can be reached only using semiempirical AM1 calculations for up to 
twenty molecules; however, the magnitude of the dipole moments differs markedly for 
both techniques. Therefore, we fitted the less precise AM1 results δAM1(nmol) to the 
more accurate PBE1PBE calculations δPBE(nmol) (Figure S4a) by refining a the 
coefficients c1 and c2 of equation δPBE(nmol) = c1· δAM1(nmol) +c2. Subsequently, the 
obtained coefficients were used to correct the AM1 results δAM1(nmol) of stacks 
containing more than six molecules (nmol > 6). By this, we can estimate the average 
molecular contribution to the macrodipole to 12.2 D, 10.8 D and 6.6 D for 1, 2 and 4, 
respectively. 
 
 
 
Figure S4. a, Average dipole moment per molecule for stacks of varying sizes isolated 
from the crystal structure without geometry optimisation. The filled circles correspond 
to calculations δPBE(nmol) using the PBE1PBE functional and are limited to six 
molecules due to calculation time. The open circles are values δAM1(nmol) obtained by the 
semiempirical AM1 method and are scaled by the equation δPBE(nmol) = c1· δAM1(nmol) +c2 
(open circles), where the displayed c1 and c2 values are constants for each compound 
and nmol demarks the number of molecules in the stack. b, Detail of the crystal structure 
of 4 where the N-H, C-F and C=O bonds are blue, green and red, respectively. The 
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polarities of the C=O and C-F bonds are indicated. All non-NH protons are omitted for 
clarity. 
 
4 Comparison of Powder X-Ray Diffraction Data with 
Simulations Based on Ising Models 
Figures S9-S12 show experimental powder X-ray diffraction data from ground single-
crystals in comparison to simulated powder patterns based on the same models used 
for simulation of the single-crystal X-ray diffraction patterns (Figure 3a). They indicate 
that the basic underlying structure, the (pseudo-)hexagonal rod packing, is correct for 
all crystals of the samples and not only for the selected ones chosen for single-crystal 
diffraction experiments. 
 
 
 
 
Figure S5: Comparison of powder X-ray diffraction experiment (black, bottom) of 1 
with simulations of powder X-ray diffraction patterns based on the Ising models for 1 
(blue, top). 
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Figure S6: Comparison of powder X-ray diffraction experiment (black, bottom) of 2 
with simulations of powder X-ray diffraction patterns based on the Ising models for 2 
(blue, top).  
 
 
Figure S7: Comparison of powder X-ray diffraction experiment (black, bottom) of 3 
with simulations of powder X-ray diffraction patterns based on the Ising models for 3 
(blue, top). 
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Figure S8: Comparison of powder X-ray diffraction experiment (black, bottom) of 4 
with simulations of powder X-ray diffraction patterns based on the Ising models for 4 
(blue, top). 
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Solid-State NMR Spectroscopy -
Introduction for Solid-State
Chemists
Christoph S. Zehe*, Rene´e Siegel*, Ju¨rgen Senker*
Solid-state nuclear magnetic resonance spectroscopy (ssNMR) is a powerful
and flexible tool for deriving structural and dynamical information for a broad
variety of material classes ranging from metals, intermetallics and ceramics
over organic, inorganic and metal-organic frameworks up to molecular crystals
and polymers. The combination of relaxation experiments, lineshape analyses
and 2D exchange techniques spans a dynamical window of about 14 decades
with correlation times ranging form 10-12 s for fast ion conduction, up to
100 s for the α relaxation close to the glass transition. ssNMR is element
selective and thus is able to identify chemical building units and simultane-
ously probes their homo- and heteronuclear through-bond and through-space
connectivities, orientation correlations as well as distances up to a few nanome-
tres. Thus ssNMR is ideally suited and often used to complement diffraction
studies and quantum chemical calculations. It does not suffer from a loss of
long range order and may equally be applied to crystalline, disordered and
amorphous samples, to make progress on the structure elucidation of complex
compounds. This chapter provides an overview about fundamental aspects
of ssNMR including the most important nuclear spin interactions and their
typical spectral lineshapes for both wideline and high-resolution experiments.
Based on this, we describe the development and application of various 1D and
2D NMR techniques, for both structural and dynamical aspects, on selected
examples taken from the recent literature. In particular, we focus on strengths,
weaknesses and the expressiveness of the individual methods.
*Inorganic Chemistry III, Universita¨tsstrasse 30, University of Bayreuth, 95447,
Bayreuth, Germany;
Email: juergen.senker@uni-bayreuth.de
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1 Introduction
Since the earliest days of NMR spectroscopy, this technique was used to de-
termine materials properties in solids with one of the first examples being the
determination of the proton-proton distance for water in gypsum CaSO4 ·2H2O
by Pake in 19481. In spite of those early successes, the lack in resolution
and sensitivity prevented a broad application in chemistry, material sciences,
geology and biology. This was changed fundamentally by introducing magic-
angle spinning (MAS)2, Fourier transform NMR spectroscopy3,4 and multiple-
pulse 5,6 methods. While MAS improves the spectral resolution by imprinting
a“liquid-like”motion on the sample based on spatial averaging2, the latter two
techniques made NMR spectroscopy much more flexible and versatile. Indeed,
the combination of MAS with multiple-pulse methods like proton decoupling7
to gain even more resolution, recoupling techniques for selectively reintroduc-
ing desired nuclar spin interactions8,9 and with signal enhancing techniques
like cross polarisation7 matured solid-state NMR spectroscopy (ssNMR) into
one of the most expressive techniques to solve structural problems and derive
information about dynamical processes.
Meanwhile, ultrafast MAS, with spinning speeds up to more than 100 kHz,
allows to almost cancel even the strongest dipole couplings, as a consequence
approaching liquid like resolution. A large battery of individual NMR tech-
niques is now at the disposal of experimentalists enabling to separate and
correlate nuclear spin interactions like the chemical shift and dipole as well as
quadrupolar couplings, in order to answer questions concerning both structure
and dynamics10. In particular, the anisotropic part of those interactions, di-
rectly measurable only in solids, provides an additional wealth of information
which can be exploited for deriving connectivities, and distances on local and
intermediate length scales and for studying motional mechanisms6,11.
ssNMR has proven to be at its best for systems for which conventional
analytic techniques like single crystal diffraction alone fail. An increasing
number of ab initio structure solutions was reported for microcrystalline pow-
ders based on the combination of ssNMR, powder diffraction and computa-
tional modelling - often referred to as NMR crystallography12. Since ssNMR
does not depend on long range order, disordered materials like nanoscopic
photocatalysts13 and porous frameworks14, but also amorphous systems like
glasses15 and polymers6 and even inhomogeneous materials like bone tissue
can be probed10.
Nevertheless, ssNMR is still a complex technique with many individual
facets. Therefore, this chapter intends to provide the necessary background
and a brief overview over the most important techniques for chemists and
2
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material scientists who wish to use ssNMR to unravel structural properties
and dynamical processes.
162
4.5 Publication V
2 Theory and Methods
2.1 Important Interactions for NMR Spectroscopy
The nuclear spin interactions (Hˆint) include the Zeeman (Hˆ0), the chem-
ical shift (HˆCS), the quadrupolar (HˆQ) and the spin rotation (HˆSR) inter-
actions as well as the direct dipole-dipole (HˆDD), the J (HˆJ) and for para-
magnetic materials also the hyperfine (HˆHF ) couplings.16 Additionally, ex-
ternal radio-frequency (rf) fields (HˆRF ) allow to manipulate spin states. Hˆ0
describes the interaction between nuclear spins and static external magnetic
fields ~B0, which is nowadays on the order of several Tesla, and is often the
largest interaction for NMR spectroscopy. Therefore, all other interactions are
treated as perturbation of Hˆ0. HˆCS and HˆHF both originate from couplings of
nuclei with magnetic fields generated by surrounding paired and unpaired elec-
trons, respectively. Dipole-dipole interactions between spins may take place
directly (through-space, HˆDD) or indirectly via electrons in covalent bonds
(through-bond, HˆJ). HˆQ describes the interaction of nuclear spins with the
electric field gradient of the chemical environment, while HˆSR refers to nuclear
spins coupled to angular momenta of molecular rotations. Compared to the
other interactions, HˆJ and HˆSR are both relatively small and are thus less
frequently exploited in ssNMR. Therefore, we will not discuss the latter two
in this chapter (for further information see refs. 11 and 17).
Tensors and Rotations. Hˆint is usually anisotropic and may be de-
scribed via a second rank tensor V , which decodes its orientation dependent
magnitude. Hˆint is then expressed in the form5
Hˆint = ~I · V · ~J , (2.1)
where V couples two vectors ~I and ~J . ~J may be a magnetic field vector or a
spin vector, whereas ~I is always a spin vector. The interaction tensor V may
be decomposed into a symmetric Vsym = (V + V †)/2 and an antisymmetric
part Vasym = (V − V †)/2 so that V = Vsym + Vasym, with Vsym = V †sym and
Vasym = −V †asym. Since only Vsym influences the shape of NMR spectra in
first-order perturbation10, we neglect Vasym for the following discussion. For
simplicity we thus identify V with Vsym. It should be noted, however, that
Vasym plays an important role for the quantitative treatment of relaxation
processes18,19. Under these circumstances, a coordinate system may be chosen
for which the matrix representation of V is diagonal. This coordinate system
is called the principal axis system (PAS) and the diagonal elements VXX , VY Y
4
163
4 Publications
2.1. IMPORTANT INTERACTIONS FOR NMR SPECTROSCOPY 5
and VZZ are called the principal axis values. Tensors are often specified
10
using the isotropic value σiso, the anisotropy σaniso and the asymmetry η:
σiso =
VXX + VY Y + VZZ
3 , σaniso = VZZ − σiso, η =
VY Y − VXX
σaniso
(2.2)
Hereby, the convention |VZZ − σiso| ≥ |VXX − σiso| ≥ |VY Y − σiso| is used,
which leads to 0 ≤ η ≤ 1. σaniso reflects the maximal anisotropic interaction,
whereas η is determined by the deviation of the interaction strength in the
two remaining directions.
The Free Induction Decay (FID) is detected in the laboratory axis system
(LAS), where commonly ~B0 is chosen to point along the z-axis. In contrast, the
interaction tensor V depends on the chemical structure which defines the PAS
and its orientation with respect to the LAS. Since both coordinate systems
are orthonormal, they are linked by the so-called Euler transformations11.
The graphical interpretation of V is hereby often given by drawing V as an
ellipsoid in its PAS (Fig. 1a) and the orientation of ~B0 with respect to the
PAS may then be described6 by the two polar angles θ and φ.
If, however, several reference frames are needed, a more general approach6,20
is advantageous: the relative orientation of two coordinate frames A (e.g. PAS)
and B (e.g. LAS) may be specified by three Euler angles α, β and γ (Fig. 1b).
These angles determine an overall Euler transformation Rˆ(α,β,γ) of the ini-
tial frame into the final one by three subsequent rotations (Fig. 1c). If the
Euler transformation of frame A into frame B is given by Rˆ(α,β,γ) any tensor
V A defined in frame A might be expressed by V B in frame B through the
similarity transformation V B = Rˆ(α,β,γ) · V A · Rˆ(α,β,γ)†. In this notation,
the orientation of ~B0 (frame B with zB = zLAS) in the PAS (frame A) is
given by α = φ, β = θ and γ is arbitrary, since the x and y axis of the LAS
may be freely chosen. Note that for axially symmetric tensors (η = 0) α =
φ becomes arbitrary. The actual calculation of rotations might be performed
expressing Hˆ in either cartesian or, which is more commonly used, in spherical
coordinates6. The latter simplifies the outcome of rotations since they allow
to decompose the tensors in parts with different rotational rank, i.e. with
distinct rotational behaviours (section 3.3).
The Euler transformation for consecutive frame transformations is then
simply given by the product of the rotation matrices20. If e.g. the transforma-
tion of the PAS with respect to a common reference frame for all spins within
the same crystallite (the crystal axis system CAS) is given by Rˆ(αPC ,βPC ,γPC)
and the orientation of the CAS with respect to the LAS is represented by
Rˆ(αCL,βCL,γCL), the overall Euler transformation from the PAS into LAS
164
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a b
c
Figure 1: a: The tensor V is represented graphically by an ellipsoid (flat-
tened into a disc-like shape if η 6= 0), with a PAS {xPAS , yPAS , zPAS}. The
orientation of an external field ~B0 in the PAS is specified6 by the two polar
angles θ and φ. b: The relative orientation of two coordinate frames {xA,
yA, zA} and {xB, yB, zB} may be described6 by the Euler angles α, β and
γ. α appears graphically between the the yA axis and the node line (dashed
line; intersection of the red xAyA plane with the blue xByB plane); a similar
consideration applies for γ. β = θ is the angle between zA and zB. c: The
Euler angles may also be regarded20 as the angles for three subsequent rota-
tions about i) the zA axis of the initial frame A, ii), the y
′ axis and iii) the z′′
axis of the intermediate frames, yielding an overall transformation Rˆ(α, β, γ)
of frame A into frame B.
is determined by Rˆ(αPL,βPL,γPL) = Rˆ(αPC ,βPC ,γPC) · Rˆ(αCL,βCL,γCL).
This is extensively used for numerical simulations21, where not only the orien-
tational average of a powdered sample but also the quantum mechanical time
evolution of spin systems require such rotations.
Zeeman interaction. The quantum mechanical treatment of angular
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momentum leads to energy quantisation16. For spins with a quantum number
I, 2I+1 energetically degenerate wave functions |Ψm〉 with magnetic quantum
numbers m = −I, − I + 1,..., I − 1, I exist. Within a static magnetic field
~B0 = (0, 0, B0) this degeneracy is broken18 according to
Hˆ0 = −γ~I · ~B0 = −γB0Iˆz, (2.3)
with ~I = (Iˆx, Iˆy, Iˆz) (please note that all Hˆint are given in units of ~). Hˆ0
is called Zeeman interaction and is as mentioned before usually significantly
larger than the other nuclear spin interactions. To simulate NMR spectra
thus the high-field (or secular) approximation6 is applied to discard all terms
of Hˆint, which do not commute with Hˆ0. Moreover, a transformation of Hˆint
into a frame rotating with ω0 around the z axis, where Hˆ0 disappears22, is
usually applied for calculating the time evolution of spin systems (section 2.2).
Chemical Shift. The local magnetic field ~B at the site of a nucleus is
composed of two terms, the external field ~B0 and an induced magnetic field
~Bind shielding the nucleus
5. The latter is caused by movements of surrounding
electrons in response to ~B0, resulting in ~B = ~B0 − ~Bind. Based on eqn. 2.1,
the chemical shift interaction HˆCS is given by
HˆCS = γ~I · ~Bind = γ~Iσ ~B0 (2.4)
with σ being the chemical shielding tensor18, which describes strength and
orientation of ~Bind with respect to ~B0. σ is determined by the chemical
environment and may be extracted from quantum mechanical calculations23,24.
It should be noted, that the description of the hyperfine interaction HˆHF for
paramagnetic materials is analogous to eqn. 2.4, with σ representing the
hyperfine coupling tensor18. Another common convention is the use of the
Chemical Shift tensor22 δ = −σ, reverting the sign of eqn. 2.4; this is more
common for practical applications and will hence be used in the following. The
high-field approximated chemical shift interaction22
HˆCS = γσzzB0Iˆz = −γδzzB0Iˆz = ωcsIˆz (2.5)
when combined with eqn. 2.3 results in6
Hˆ0 + HˆCS = (ω0 + ωcs)Iˆz = ω0(1 + δzz)Iˆz, (2.6)
where ω0 = −γB0 represents the Larmor frequency of an unshielded nucleus
and ωcs = −ω0σzz = ω0δzz the chemical shift frequency. The latter may be
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expressed6 in the LAS as
ωcs = −γB0δiso − 12γB0δaniso(3 cos
2 θ − 1− η sin2 θ cos 2φ) (2.7)
where θ and φ are given in Fig. 1 and the three parameters δiso = −σiso,
δaniso = −σaniso and η are defined by the Haeberlen-Mehring-Spiess conven-
tion5 according to eqn. 2.2.
Dipolar interactions. Nuclear spins are not only perturbed by exter-
nal magnetic fields, but also by each other through magnetic dipole-dipole
interactions18. This coupling may take place directly between spins in spatial
proximity, referred to as direct dipole-dipole interaction HˆDD 17. HˆDD may
be derived from classic magnetic dipole-dipole interactions using the canonical
quantisation leading to5,10
HˆDD = −
(
µ0γIγS}
4pir3
)~I · ~S − 3
(
~I · ~r
) (
~S · ~r
)
r2
 = −2~I ·D · ~S (2.8)
where µ0 is the magnetic field constant, γI and γS are the gyromagnetic ra-
tios of the coupled spins I and S with an internuclear vector ~r having the
modulus r representing the distance between I and S and the dipole cou-
pling tensor D. The latter is often given using the dipolar coupling constant
d = (µ0γIγS})/(4pir3), with DXX = −d2 , DY Y = −d2 and DZZ = d in its
principal axis representation10. Thus D is traceless (σiso = 0) and axially
symmetric (η = 0) according to eqn. 2.2. The high-field approximation leads
to
HˆhomoDD = −d
{
IˆzSˆz
(
3 cos2 θ − 1
)
︸ ︷︷ ︸
A
− 14
[
Iˆ+Sˆ− + Iˆ−Sˆ+
] (
3 cos2 θ − 1
)
︸ ︷︷ ︸
B
}
(2.9)
for the homonuclear dipole-dipole interaction6, where the polar angle θ
is the angle between ~B0 and ~r (i.e. ~r points along zPAS in Fig. 1) and
Iˆ± = Iˆx ± iIˆy. The first term is commonly called the A term, the second
one the B term10. For the heteronuclear interaction only the A term remains,
due to the large difference between the resonance frequencies of the I and S
spins6 resulting in
HˆheteroDD = −dIˆzSˆz
(
3 cos2 θ − 1
)
. (2.10)
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Quadrupole interaction. Nuclei with I > 1/2 exhibit electric multipole
moments due to non-spherical charge distributions within the nuclei with the
quadrupolar moment Q being by far the largest one. Q couples to the electric
field gradient (EFG) arising from the nuclear environment20 leading to HˆQ
given by5,18:
HˆQ = eQ2I(2I − 1)~
~I · V · ~I. (2.11)
e is the elementary charge and V is the traceless EFG tensor. V exhibits
the three principal axis values VXX , VY Y , and VZZ and is most commonly
characterised using the quadrupole coupling constant CQ and the biaxiality
parameter ηQ defined
6 as
CQ =
eVZZQ
h
, ηQ =
VY Y − VXX
VZZ
. (2.12)
Since the quadrupolar coupling strength is often quite strong, treating HˆQ
as perturbation of Hˆ0 usually requires two correction terms16,25 added to the
Zeeman splitting: the first-order Hˆ(1)Q and the second-order Hˆ
(2)
Q quadrupole
coupling
Hˆ(1)Q = −
2piCQ
8I (2I − 1)
(
Iˆ2 − 3Iˆ2z
) [
3 cos2 θ − 1− ηQ cos 2φ sin2 θ
]
(2.13)
Hˆ(2)Q =
1
2ω0
[ 2piCQ
2I (2I − 1)
]2
Iˆz
{
− 15
(
Iˆ2 − 3Iˆ2z
) (
3 + η2Q
)
+ 128
(
8Iˆ2 − 12Iˆ2z − 3
) [(
η2Q − 3
) (
3 cos2 θ − 1
)
− 6ηQ sin2 θ cos 2φ
]
+ 18
(
18Iˆ2 − 34Iˆ2z − 5
) [ 1
140
(
18 + η2Q
) (
35 cos4 θ − 30 cos2 θ + 3
)
− 37ηQ sin
2 θ
(
7 cos2 θ − 1
)
cos 2φ+ 14η
2
Q sin4 θ cos 4φ
]}
,
where θ and φ denote the polar angles as given in Fig. 1.
Radio-frequency pulses. In modern Fourier-transform NMR, additional
pulsed magnetic rf fields are used to manipulate the spin states. Hereby, the
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nuclei are subjected to an oscillating magnetic field18,20
~B1(t) = B1(~ez cos θrf + ~ex sin θrf ) cos(ωt+ φrf ) (2.14)
where φrf is the phase of the pulse, ω the frequency and θrf the angle created
between ~B1 and ~B0 by the tilt of the rf coil. Within the secular approximation
the corresponding Hamiltionian Hˆrf reads for an on-resonance pulse (i.e. ω =
ω0 + ωCS) in the rotating frame20
Hˆrf = −ωnut(Iˆx cosφrf + Iˆy sinφrf ), (2.15)
where ωnut = |12γB1 sin (θrf ) |. In contrast to the secular parts of all other
nuclear spin interactions we encountered so far (with the exception of homonu-
clear dipolar couplings), Hˆrf is dominated by Iˆx/y and hence Iˆ± operators,
which allow to mix different spin states and to create superpositions thereof.
Thus, pulses are crucial building blocks for every modern NMR experiment.
2.2 Time Evolution of Spins Systems
To observe and to separate the nuclear interactions, sophisticated experi-
ments are performed in ssNMR4. The interpretation of those often requires to
simulate the time evolution of spin systems under specific interactions, which
is derived by the time-dependent Schro¨dinger equation16
d
dt
|ψ〉 (t) = −iHˆ(t) |ψ〉 (t), (2.16)
where both the wave function |ψ〉 (t) and Hˆ(t) are in general time-dependent.
The time-dependence of |ψ〉 is caused by rf pulses and the quantum mechanical
evolution of non-eigenstates and is described using the spin-density formalism.
Time dependence in the Hamiltonian is mostly imposed by a physical sample
rotation, the magic-angle spinning (MAS), which alters the orientation of the
interaction tensor V (eqn. 2.1) periodically (section 2.3).
Spin density formalism. Since a macroscopic sample always contains
a large number of spins, a quantum statistical density formalism18 is used
to describe interactions and time evolution. The spin density matrix20 ρˆ is
defined as the ensemble average of the ket-bra products of the wavefunctions
|ψi〉 = (ci1, ci2, ..., cin) of the N individual spin systems
ρˆ = 1
N
N∑
i=1
|ψi〉 ⊗ 〈ψi| = |ψi〉 ⊗ 〈ψi| (2.17)
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and consists of N2 elements cic∗j with i, j ∈ {1, ..., N}. The diagonal elements
ρjj = cjc∗j are the probabilities of finding an individual spin system in the
state |ψj〉 and are therefore commonly called populations20. The off-diagonal
elements ρij = cic∗j (i 6= j) are called ±∆m coherences20 (e.g. ±1, ±2,...),
according to the difference ∆m = mj −mk. Since the existence of coherences
imply that different spins systems are coherently in a superposition state, they
cannot exist in thermal equilibrium due to the maximisation of entropy20.
In a static external magnetic field, the Zeeman interaction leads to ρˆ ∼ Iˆz
in thermal equilibrium, i.e. only populations exist weighted by the Boltz-
mann distribution. The time evolution of ρˆ, subjected to a Hamiltonian Hˆ,
is described by the von-Neumann equation4
∂
∂t
ρˆ = [ρˆ,Hˆ]. (2.18)
The density matrix ρˆ(t) at a time t is then derived from the density matrix at
a time t0 by4
ρˆ(t) = Uˆ(t0 → t)ρˆ(t0)Uˆ†(t0 → t) (2.19)
with a propagator Uˆ(t0 → t)
Uˆ(t0 → t) = e
−i
t∫
t0
Hˆ(t′)dt′
. (2.20)
The result of a measurement using quadrature detection may be derived4 by
s(t) ∝ Tr{Iˆ+ρˆ(t)}. (2.21)
In addition to this quantum-mechanical time evolution, relaxation also
leads to a time-dependence of the nuclear spin states4. Hereby, two types of
relaxation are macroscopically differentiated. First, the longitudinal or spin-
lattice relaxation, characterised by a time constant T1, transfers magnetisation
Mz(t) parallel to the external static B0 field into the thermal equilibrium state
according to Mz(t) ∝ 1− e−t/T1 . This requires a change of the populations of
the spin-density matrix and, therefore, energy exchange with the environment.
Second, the transversal or spin-spin-relaxation, characterised by a constant T2,
relaxes magnetisation perpendicular to B0 by Mtrans(t) ∝ e−t/T2 . This type of
relaxation implies a decay of coherences, wich is driven purely by the entropy
maximisation and does not lead to energy exchange.
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Simulation of NMR experiments. If the Hamiltonian can be regarded
as time independent between t0 and t, equation 2.20 simplifies to
Uˆ(t0 → t) = e−iHˆ∆t, (2.22)
with ∆t = t− t0. Dividing the course of a pulse sequence in such ∆t intervals
- usually on the order of microseconds or less - allows to iteratively apply
equation 2.22 to simulate numerically the evolution of a complex spin system
with selected interactions and pulses21.
The large amount of uniformly distributed crystallite orientations in a pow-
dered sample is taken into account by various averaging schemes described in
the literature26. The most common ones are the Lebedev27, the Zaremba-
Conroy-Wolfsberg28–30 and the REPULSION26 method. The orientations pro-
vided by these methods are given as sets of weighted Euler angles, where each
set describes one orientation of the CAS with respect to the LAS, and simu-
lations are carried out for each set. Various simulation packages exist, such as
SIMPSON21, SPINEVOLUTION31, GAMMA32 to name only the most com-
mon ones, and the progress in computing possibilities has greatly enhanced
their capabilities during recent years33. However, the size of the spin density
matrix grows exponentially with the number of spins (eqn. 2.17) which still
limits the tractable size of spin systems.
2.3 Lineshapes in solid-state NMR Spectroscopy
magic-angle spinning. All nuclear spin interactions Hˆint are anisotropic
in the solid state and thus depend on the orientation of the interaction tensor
V (eqn. 2.1) with respect to ~B0. Since V is defined by the chemical structure
of a given material, mechanical rotation of the sample alters the interaction
strength and thus the resonance frequency. If the rotation is sufficiently fast
and the rotation axis is inclined by the so-called magic angle (θMAS = 54.74◦)
with respect to ~B0, the time average of Hˆint over a full rotor period reduces to
the isotropic value σiso (eqn. 2.2) within first-order perturbation. σiso is non-
zero in case of the chemical shift and the J coupling and zero for the first-order
quadrupole and the direct dipole-dipole interactions, which allows to derive the
isotropic chemical shift directly form high-resolution solid-state NMR spectra.
This setup is called magic-angle spinning2 (MAS) and is extensively used in
modern NMR spectroscopy.
The effect of the uniaxial rotation is easier to understand by invoking the
rotor axis system (RAS), in which the macroscopic sample rotates around
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the magic-angle spinning axis. The interaction tensors V of the individual
nuclei are then rotated from their PAS first into a joint crystal axis system
(CAS) and from there into the RAS. The latter is then rotated into the LAS,
whereby this rotation becomes periodically time-dependent due to MAS5,21.
These successive transformations introduce a dependence on the second Leg-
endre polynomial P2(cosθ) = 12 · (3cos2θ − 1) for first order perturbations of
Hˆint as seen e.g. in eqns. 2.7, 2.9 and 2.10. The average Hamiltonian over
full rotor periods thus scales with P2(cosθRL) where θRL represents the angle
between the rotation axis and ~B0 6. When θRL = θMAS this term and thus
the average Hamiltonian becomes zero. Thus signal sampling at every rotor
period leads to liquid-like spectra without anisotropic lineshapes. Sampling
at non-integer multiples of the rotor period, however, leads to spinning side-
bands5, if the spinning speed is slow enough, which will be discussed in the
next section. Note that the second-order quadrupolar interaction (eqn. 2.13)
also contains other terms as function of θ, which do not average under MAS,
leading to anisotropic lineshapes at all spinning rates25.
Lineshapes. The difference between static and MAS spectra are illus-
trated by numerical simulations of NMR experiments for various interactions
(Fig. 2). These lead to shifts of the energy eigenstates and hence influence
position and splitting of the NMR signals6 (Fig. 2, first column). In a single
crystal all translation-related spins have the same chemical surrounding and
thus the same interaction tensor V as well as the same polar angles θ and φ
for the orientation of the external field in the PAS. Hence, they give rise to
the same signal and the shift of this signal depends on the orientation of the
single-crystal with respect to ~B0 (Fig. 2, second column), where the constants
σaniso and η determine the frequency range (cf. eqns. 2.7, 2.9/2.10, and 2.13).
Since a dipolar coupled spin pair as well as a single quadrupolar nucleus exhibit
more than two energy levels with unequal energy differences, they give rise to
several signals, which are affected differently by first- and second-order per-
turbation25. For the case of non-integer I, the central transition between the
+1/2 and −1/2 energy levels is only affected by the second-order coupling,
whereas the satellite transitions are affected by both first and second-order
shifts. Additionally, every transition exhibits a different excitation behaviour
(see literature34 for details).
In a static powder sample, uniform orientation distribution of the crystal-
lites causes the whole range of possible frequencies to be present at the same
time. The signal is thus the superposition of all these individual signals4,5,
which leads to a distinct shape of the NMR signal, the so-called powder pat-
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Figure 2: Influence of the spin interactions on the energy levels of I=1/2 nu-
clei (first row, left), a spin-1/2 pair (second row, left) and a spin-5/2 nucleus
(third row, left) in a static ~B0 field. The energy shifts are orientation depen-
dent and lead to a variation in the peak positions for single crystals (second
column). In a powdered sample, the overlap of the signals from all orienta-
tions leads to characteristic lineshapes (third column). magic-angle spinning
decomposes these into sidebands patterns, where the distance between two
neighbouring lines is the spinning speed (fourth column). If the spinning is
significantly faster than the interactions strength (ωrot > 10 · σaniso), only
the isotropic parts of the interactions remain visible (last column). For non-
integer quadrupolar spins the central transition is depicted as insets above
the full spectrum. For the quadrupolar coupling a magnification of the full
spectrum at νrot →∞ illustrates the difference in linewidth to the static case.
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tern (Fig. 2, third column). The CSA-type powder shape changes its width
with δaniso, whereas η affects the shape
35. For a spin-1/2 pair coupled by the
direct dipolar interaction (illustrated for the homonuclear case), a so-called
Pake doublet36 is formed, which is the superposition of two CSA-type powder
shapes with η = 0, where both pattern are reflected at the isotropic chemical
shift position. For quadrupolar nuclei, the patterns arising from the different
possible transitions overlap25; their shapes are mostly affected by first- and
second-order quadrupolar coupling as explained above. However, in some rare
cases, higher order of perturbation may have a visible effect on the lineshapes.
Slow MAS leads to (partial) averaging of the different interactions and
causes spinning sidebands5. They appear in multiples of the spinning fre-
quency from the isotropic resonance and resemble the shape of the static pow-
der spectrum for νMAS → 0 (Fig. 2, fourth column). Since the intensities
distributed in a powder pattern are now concentrated on a finite set of signals,
the intensities of such sidebands patterns are significantly higher than in a
static spectrum. This is used to extract the interaction constants using e.g.
the Herzfeld-Berger method37 or numerical simulations with e.g. SIMPSON21.
Sufficiently fast spinning eventually leads to full averaging of the interactions,
so that only the isotropic influences on the NMR lines remain (Fig. 2, last
column). For quadrupolar nuclei, this regime is often not reachable due to the
high interaction strength.
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3.1 Wideline Experiments
Since the discovery of MAS,2 most of the ssNMR experiments are done
with spinning. However, MAS is not always possible as for in situ experiments.
E.g. Grey et al.38 investigated silicium based lithium ion batteries in situ using
a homemade modified static probe with a flexible plastic battery design. They
observed local structural changes for the silicon electrode by following the 7Li
NMR signal during charging and discharging the battery (Fig. 3). Compared
to ex situ experiments,38 an additional peak at -10 ppm was observed and
ascribed to a reaction between the very reactive, metastable, “Li15Si4” phase
with the electrolyte, via a “self-charge” mechanism.
Figure 3: Stacked (A) and contour (B) plots of in situ 7Li static NMR spectra
and electrochemical profile of the first discharge (C) of an actual crystalline Si
// Li/Li+ battery (adapted from reference 38).
In some cases, static experiments have proven to be more useful than
MAS, providing more information (e.g. via shape analysis)19. The chemi-
cal shift anisotropy and, for spin > 1/2 , the quadrupolar interaction can
be determined very precisely using static experiments. However, due to the
broadness of the signal and hence the short FID, spin or quadrupolar echo
experiments6,39 are required to compensate for the dead time of the probe
(often due to accoustic ringing) which can be relatively long compared to the
total length of the FID40,41. In the case of 195Pt NMR spectra of Pt electro-
catalysts, the lineshape became so broad because of the Knight shift that even
a point-by-point acquisition was necessary42. Nevertheless, lineshape analyses
can still provide information about the surrounding geometry of the observed
nuclei as shown for Ga containing intermetallic phases. In particular, the 69Ga
16
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and 71Ga quadrupolar (and thus EFG) tensor turned out to be an excellent
probe for the local electronic environment around the Ga atoms43.
To enhance the usually low sensitivivity of static spectra, several groups
demonstrated the usefulness of the Carr-Purcell-Meiboom-Gill44–47 (CPMG
or QCPMG for quadrupolar nuclei) experiment which consists of acquiring a
train of echos. The Fourier transform of such an echo train resembles a spikelet
spectrum with the overall shape of the regular static one and thus allows to
separate the inhomogenous (e.g. CSA and quadrupolar coupling) from the
homogenous (e.g. homonuclear dipolar coupling) interactions48. The latter
being represented in the width of each individual spikelet. Broad spectra can
be obtained in less time with, however, the drawback of losing some precision in
determining the Chemical Shift and the quadrupolar interaction, respectively.
(Q)CPMG experiments were successfully applied on several nuclei too insen-
sitive to be observed, even if acquired with MAS. Examples are 207Pb49,50,
199Hg49,50, 195Pt50, 95Mo51, 14N52. . . .
Pines et al. developed a technique called cross-polarisation53–55 (CP)
which enables a polarisation transfer from abundant spins I with a large γ
and hence high polarisation (e.g. 1H) to dilute spins S with low γ (e.g. 13C,
15N) via the heteronuclear dipolar interaction. Hereby, continous rf irradiation
on both I and S spins leads to a match of the pseudo-energy level difference
in a doubly rotating frame, if the rf amplitudes are chosen in a way that the
Hartmann-Hahn condition γ(I)B1(I) = γ(S)B1(S) is fulfilled. CP has several
advantages: it enhances the signal of the S spin up to a factor of γ(I)/γ(S)
and only requires to wait for the relaxation of the I spins which is very often
much shorter than the one from the S spins making the overall experimental
time much shorter.53–55 However, CP is not quantitative, as its signal inten-
sities rely on several aspects including the nuclei distances (∝ 1/r6) and their
spin-lattice relaxation times in the rotating frame, T1ρ. Nonetheless, CP is so
powerfull that it is now routinely used to observe less abundant nuclei such
as 13C or 15N but also abundant spins like 31P since the 31P T1 are often very
long.6,56 CP can also be applied to quadrupolar nuclei, but it is more trouble-
some due to the presence of several possible transitions in those cases57–59.
A crucial wideline NMR application concerns the study of dynamics. Mo-
tional processes can be investigated covering more than 14 decades for the
jump rates κ by analysing both spin-spin and spin-lattice relaxation (10−7s−1 ≤
κ ≤ 10−3s−1), following lineshape changes (10−12s−1 ≤ κ ≤ 10−4s−1) and per-
forming 2D exchange as well as stimulated echo experiments (10−4s−1 ≤ κ ≤
102s−1)6,11,60–62. For example, Spiess et al.63 used temperature dependent T1
relaxation measurements and lineshape analyses to identify large angle jumps
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as well as their rates about all 2- and 3-fold rotation axes of the tetrahedral
P4 units within the β-phase of white phosphorous at low temperatures.
Similarly, Reimer et al.64 studied the absorption of CO2 in the Mg2(dobdc)
metal-organic framework (MOF) using 13C lineshapes and the corresponding
T1 data, providing insight into the active CO2 adsorptions sites and the re-
maining rotational degrees of freedom for CO2. More imortantly, 2H (I = 1) is
ideal to investigate rotational molecular dynamics as its quadrupolar interac-
tion mostly depends on the type of the covalent bond (e.g. CD, ND CD3) and
thus gives distinct lineshape depending on the rotational processes.62 In this
way the anisotropic dynamics of liquid crystalline phases was characterised62.
Also Hologne et al.65 have identified two-site flip motions of dimethyl sulfone in
the -p-tert-butylcalix[4]arene-nitrobenzene inclusion compounds. Such studies
might also be performed under MAS condition65 or using a CPMG-like echo
train to enhance the sensitivity.66
By making additionally use of the anisotropy within relaxation processes
(T1Z and T1Q) even for fast motional processes different jump models might
be distinguished. This was done e.g. to link the reorientational dynamics of
the amide ions within KND2 salts to the macrosopic phase transitions.67 In
all phases the amide ion dynamics has to be described as a superposition of
thermally activated large angle jumps and anisotropic librations with charac-
teristic jump geometries within the monoclinic, tetragonal and cubic phases.
In contrast, 2D exchange techniques allow for tracing extremely slow motional
processes. In this way, the local dynamics of small molecules like benzene-d6
or hexamethyl benzene-d18 within a rigid polymer matrix could be successfully
studied based on 2H NMR data.68
2D exchange experiments can also provide information about the prox-
imity and interconnectivity of domains. For instance, the formation of two
aluminophosphates frameworks, AlPO4-5 and AlPO4-18, has been monitored
using hyperpolarised 129Xe gas as a probe demonstrating an intimate contact
on mesoscopic length scales between both frameworks.69 129Xe NMR spectra70
are also used to study pore sizes and geometry for a wide variety of porous
materials such as zeolites71, nanotubes72 or MOFs14. Indeed, the 129Xe chem-
ical shift is very sensitive to its surroundings and, following, for example, the
Fraissard model,71 one can directly relate the 129Xe isotropic chemical shift
with the pore sizes of zeolites.
Finally, 2D exchange wideline spectra can be used to derive connectivi-
ties and orientation correlations between neighbouring building units if the
exchange is driven by spin-diffusion. The transfer rates might be enhanced
and controlled by applying specific pulse sequences, such as WALTZ1773,74 or
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BLEW1275, during the mixing time, where one component of the transverse
magnetization is spin-locked in the rotating frame. For the nucleated but still
amorphous phase of the molecular glass former triphenyl phosphite, 31P and
13C (Fig. 4) rf-driven spin-diffusion spectra were measured as function of the
mixing time to derive average intermolecular molecular distances, the packing
density and the preferred molecular conformer56,76–78.
Figure 4: 2D 13C rf-driven spin-diffusion exchange spectra for phase aII of
triphenyl phophite. The experimental spectrum (tm = 10 ms) in the centre is
compared to simulated ones for possible conformers (adapted from ref. 78).
3.2 High Resolution Experiments
MAS (Section 2.3) drastically improves the spectral resolution and usually
allows to distinguish different chemical environments in a sample. A prominent
example is the study of zeolites, where MAS enables to resolve up to five
signals in a 29Si NMR spectrum79. These signals correspond to the silicon
atoms having Q0, Q1, Q2, Q3, and Q4 environments, allowing the structures
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of alumino-silicate networks to be determined. Similarly, 31P MAS NMR
spectroscopy has been used to obtain information about the chemical bonding
around PO4 units in various phosphate glasses80 and the isotropic 27Al NMR
Chemical Shift strongly depends on the Al coordination and nature of bonded
atoms. Since 27Al is very easy to observe, it has been used to study a plethora
of materials15 and was for instance applied to study hydration processes of
alumina cement, where the Al environment changes from tetrahedral in the
dry state to octahedral when hydrated81.
Many other quadrupolar nuclei exhibit, however, broad lineshapes and
have a low natural abundance, sometimes coupled with low gyromagnetic ra-
tios, which makes them much harder to measure. Therefore, techniques were
developed to increase the sensitivity. Again, QCPMG improves the signal to
noise ratio46,47 and population transfer techniques82 such as RAPT83, DFS84
or HS50 can either saturate or invert the population of the different energy
levels in order to achieve the highest possible population differences for the
central transition (Fig. 5). These techniques result in a theoretical signal gain
of 2I, making the experiment up to (2I)2 times faster.
Figure 5: Top: Schematic representation of the population distribution for
spin 3/2 nuclei before and after applying population transfer techniques. Bot-
tom, left to right: Comparison of the 87Rb MAS NMR signal intensity of
RbClO4 obtained with a Hahn-echo, RAPT, DFS and HS. The experimental
enhancement is shown next to the spectra (adapted from ref. 50).
When the spinning speed of MAS is slower than the latitude of the nuclear
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spin interactions, spinning sidebands arises, which mimics the static powder
pattern (Fig. 2). Fitting those gives access to magnitude and asymmetry of the
corresponding interaction and thus provide additional structural information.
For example, the analysis of 59Co and 6,7Li MAS spectra of LiCoO2 battery
materials allowed to determine the quadrupolar coupling constant which was
then correlated to the partial charge of the nuclei using a simple point charge
model85. The 6,7Li chemical shift anisotropy was shown to arise from the
paramagnetism of the sample. Similarily, for dehydrated and water-loaded
Cu3(BTC)2 MOFs differences in the 1H–63/65Cu hyperfine coupling, mani-
festing themselves in changes of the 1H NMR spinning side band intensities,
allowed to identify the active binding sites for water86.
Many MAS NMR experiments, in particular for low-γ nuclei in a low natu-
ral abundance, would still be very difficult to acquire without the use of CP to
enhance spectral intensities. For MAS experiments, the CP Hartmann-Hahn
condition differs slightly from the one for non-rotating samples to adopt the
additional time dependence due to sample spinning: γ(I)B1(I) = γ(S)B1(S)±
n·νMAS with (n = 1,2...)87. Only then, 15N CP MAS NMR spectroscopy made
it possible to identify the chemical building units for various semi-crystalline
and amorphous carbon nitride materials, which are promising photocatalysts
for water splitting88–90.
With the increased resolution of MAS, the need for even better resolution
arises. For mainly two reasons, interactions might not be averaged out com-
pletely using only MAS10. First, the spinning speed may not be fast enough,
which is often the case for dipolar couplings involving 1H and 19F6,91–93. Sec-
ond, the interaction cannot be cancelled by spinning at the magic-angle only,
which is the case e.g. for second order quadrupolar interactions25,94. These
problems were addressed using a variety of solutions.
When observing nuclei close to protons, 1H heteronuclear decoupling95,96
needs to be applied during acquisition. While continuous wave (cw) irradia-
tion is sufficient for non-rotating samples97, cw appeared to be insufficient in
combination with MAS and more refined multiple-pulse schemes for 1H decou-
pling such as TPPM98, SPINAL99, XiX100 and SWf -TPPM
101 evolved. Their
common point is the application of series of pulses with flip angles close to 180◦
with varying phases, which introduces additional time dependencies, in turn
allowing for more efficient averaging of the heteronuclear dipolar interaction.
In spite of this, the gain in resolution strongly depends on the magnitude of the
dipolar coupling and the internal mobility within the sample95,96. The more
recent decoupling sequences,101 usually, provide narrower resonances, with the
drawback, however, of more experimental parameters needing optimisation.
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Note, that when using a recoupling sequence, which simultaneously requires
heteronuclear decoupling, one should only apply cw decoupling to avoid pos-
sible interferences with the recoupling102. Heteronuclear decoupling is also
benefitial for other abundant I = 1/2 nuclei with large γ such as 31P and 19F
and allowed for instance to distinguish pharmaceutical polymorphs with only
small differences in the isotropic Chemical Shifts103. For quadrupolar nuclei
specific heteronuclear decoupling sequences were developed104,105. Combining
1H and 27Al decoupling, for instance, greatly improved the resolution of 31P
NMR spectra for AlPO4-14.106
To improve the resolution for spin systems with dominant homonuclear
dipole interactions, like 1H and 19F, is more challenging since detection and
decoupling has to be managed on the same channel. To circumvent this prob-
lem, homonuclear decoupling was initially used in a 2D fashion with the de-
coupling sequence being applied in the indirect dimension (t1 domain) of a
2D separation experiment107. The first scheme developed is the Lee-Goldburg
(LG) sequence108. It relies on an off-resonance cw pulse with a frequency off-
set ∆ω = ω1/
√
2 with ω1 being the rf field strength. This causes the spins
to rotate around an effective field ωeff =
√
ω21 + ∆ω2 tilted away from the
static field direction by the magic angle. The zero-order average of the dipolar
Hamiltonian vanishes in such a case, resulting in an enhanced line narrowing.
When combined with MAS, so-called CRAMPS (combined rotation and
multiple-pulse sequences) experiments arise5. The earliest sequence with win-
dows, to enable detection on the same channel, is WHH-4109. It is based on a
repetitive cycle of four 90◦ pulses applied in different directions of the rotating
frame by adapting the pulse phases and having two different inter-pulse delays,
which allow to average the homonuclear interaction while retaining but scaling
the chemical shift5. Based on this idea, more stable sequences such as MREV-
8110,111, BR-24112, BLEW1275, MSHOT-3113, FSLG114, symmetry-based R
and C sequences115,116, PMLG117 and DUMBO118 (a numerically optimized
continous phase modulation) were developed. They all have their effective
field tilted away from the static field direction by a certain angle α, which re-
duces shift interactions by the so-called scaling factor. When α is equal to the
magic-angle (e.g for LG, WHH-4, PMLG, DUMBO), the theoretical sccaling
factor is 1/
√
3. Other sequences, with different α, lead to other scaling factors
such as
√
2/3 for MREV-819. For further details please refer to the follow-
ing reviews107,119,120. Homonuclear techniques have been broadly applied to
organic molecules121,122, drugs123–125, inorganic-organic hybrid materials126
and inorganic compounds127 where they are often used in combination with
2D recoupling sequences.
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The 2nd order quadrupolar interaction might also significantly broaden
the NMR spectrum94. However, it is inversely proportional to B0 and thus is
diminished by going to higher fields, as shown by Gan et al.128. Nevertheless,
in most cases B0 is not large enough and additional techniques have to be
applied to reach narrow lines. The 2nd order effect cannot be averaged solely
by MAS since it also depends on the 4th rank Legendre polynom (line 4 in
eq. 2.13) which requires spinning at angles of 70.12◦ or 30.56◦. The obvious
solution is to rotate the sample at two angles at the same time. This is
done by DOR129, which consists of two rotors: an outer one inclined at the
magic-angle and an inner one inclined at 70.12◦ or 30.56◦. Another solution,
DAS,130 uses only one rotor, which toggles between two angles (37.38◦ and
79.19◦) for two equal period of times with a z-filter inbetween. Using 23Na
DOR experiments, the structures of two sodium diphosphates (Na4P2O7 and
Na3HP2O7·H2O) could be refined based on 2D 23Na spin-diffusion correlation
spectra as function of the mixing time131.
In 1995, Frydman et al.132,133 showed that, by manipulating the spin part
of the Hamiltonian during MAS, one can obtain high-resolution in a so-called
2D MQMAS experiment by correlating a multiple-quantum transition such as
3Q (−3/2↔ +3/2) and 5Q (−5/2↔ +5/2)134 with the single-quantum coher-
ence. Later, Gan135 introduced the STMAS method, which correlates single-
quantum satellite transitions with the central one. STMAS has been shown
to often have an improved signal-to-noise ratio over MQMAS.136 However, it
is very sensitive to setting the magic-angle precisely and is more sensitive to
dynamical processes.136 Both MQMAS and STMAS have been improved over
the years and several variants are now available, such as z-filter137 or SPAM-
MQMAS138, DQF STMAS,139 using shearing4 or split-t1140 schemes. More
detailed are found in refs. 136,141 and 142. Both techniques are meanwhile
indispensable for a wide range of materials containing quadrupolar nuclei15,94.
For example, 17O MAS and MQMAS experiments allowed to distinguish the
six polymorphs of MgSiO3 demonstrating the sensitivity of the 17O quadrupole
interaction towards its local environment143. For orthoenstatite, all six 17O
sites could be resolved (Fig. 6) revealing dependencies between the 17O chemi-
cal shift, the quadrupolar coupling constant and the coordination environment
as well as the Si-O bond-length.
As mentioned previously, the analysis of spinning sideband patterns (ss-
bps) provides additional valuable information about structural and dynamical
aspects. To derive proper parameters becomes difficult, however, if the ssbps
of several signals overlap to heavily for an unambiguous deconvolution of 1D
spectra as is often the case for 13C NMR spectra of organic molecules and
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Figure 6: (a) Structure of orthoenstatite (MgSiO3) with its corresponding
(b) 17O MAS and (c) 17O MQMAS spectra (adapted from ref. 143).
drugs103,144,145. For quadrupolar nuclei with strong 2nd order effects, addi-
tionally, the signal of the central transition becomes too broad and overlaps
with the ssbps of the satellites146,147 In those cases, spinning sidebands sep-
aration techniques are helpful. E.g. the 2D PASS experiment148 separates
the CSA from isotropic chemical shifts. It is based on a row of pi pulses with
varying interpulse distances. Changing the timing between the pulses allows
for the isotropic part of the chemical shift to evolve and the ssbps are sorted
according to their order in 1D slices. A similar sequence, QPASS146, has been
developed for quadrupolar nuclei and was used for example on 71Ga of GaPO4
quartz147.
The CSA can also be recoupled when using fast MAS and two classes of
pulse schemes may be differentiated. The first one recouples CSA during the
indirect dimension of a 2D MAS experiment, while recording high-resolution
MAS spectra in the direct dimension. The earliest sequences in this respect
used rotor-synchronized pulses149,150. Subsequently, CODEX151,152 was de-
veloped, which is particularly valuable for probing dynamical processes151,153.
Similar recoupling schemes154–156 differ mainly in the type of the recoupling
pulses. Rotary resonance157, phase-shifted FSLG158 and symmetry-based re-
coupling159–161 might also be used to recouple the CSA with the advantage
that also the homonuclear interaction can be suppressed. The second class
also records 2D MAS spectra with high resolution in the direct dimension,
but creates ssbps in the indirect dimension with an apparent sample spinning
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νapp = νMAS/s reduced by an adjustable factor s compared to the actual spin-
ning speed νMAS . These might alternatively be viewed as an magnification of
the CSA in the indirect dimension162–170.
3.3 Dipolar Recoupling Experiments
The gain in resolution obtained through MAS is accompanied by an unde-
sired loss of information, since MAS reduces or cancels the anisotropic parts
of interactions, containing valuable information about molecular orientations,
distances and connectivities12,144. Extensive efforts were, therefore, made to
selectively reintroduce desired interactions by preventing their averaging, while
others remain suppressed9. This concept is called recoupling and utilises the
fact, that the time-dependence of V (eqn. 2.1) may be accompanied by a peri-
odically time-dependent spin manipulation or interaction which interferes with
MAS. Additionally, spin interactions behave differently under spin or space ro-
tations, as characterised by their space and spin rank115. For instance, if the
space-part averaging by MAS is accompanied by a rotation of the spin parts
~I and/or ~J by precisely timed, periodically repeated pulses, both rotations
interfere. For defined time intervals the effective Hamiltonian might then be
calculated using Average Hamiltonian Theory171,172 and Floquet theory173,
respectively, allowing to tune pulse sequences so that only desired interactions
are recoupled22,174.
The majority of recoupling sequences focus on the reintroduction of homo-
and heteronuclear dipole-dipole interactions for I = 1/2 nuclei. They allow to
measure distances in case of small clusters as well as isolated spin pairs and
probe distance sums for dense extended spins systems, respectively. Addition-
ally, ”through-space” or ”through-bond” connectivities might be derived from
2D correlation spectra12,175, depending on whether the direct dipole interac-
tion or the J coupling is recoupled12. Although the principles of recoupling
also apply to quadrupolar interactions, its magnitude causes severe perturba-
tions176 (since already the averaging of it by MAS is incomplete) and hence
many sequences may only provide qualitative results176,177.
Homonuclear dipolar recoupling. Homonuclear dipolar recoupling
(HomDR) experiments178 are frequently used for structural investigations.
They may be appplied either to abundant nuclei (such as 1H, 31P and 19F)102,126,179,180
or rare spins (like 13C, 15N and 29Si)181,182. Due to usually strong signal inten-
sities, the former are easier to record with the drawback, that dense arrange-
ments of NMR-active nuclei require large spin systems for proper simulations
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with the potential to give access to quantitative structural data102,180. In con-
trast, if the sensitivity issue can be overcome, HomDR measurements on rare
spins are particularly powerful, since they allow to derive individual distances
based on simple two spin system simulations182–184.
The simplest HomDR method is rotational resonance185,186 (R2). For MAS
experiments, the B-terms within eqn. 2.9 is reintroduced even in the absence
of rf fields, when the chemical shift difference between two spins, coupled by
the direct homonuclear dipolar interaction, matches a multiple of the spinning
speed, which manifests in broadening the resonance lines185. The accompanied
magnetisation exchange between spins by energy conserving flip-flop processes
- also referred to as zero-quantum (ZQ) transfer or spin-diffusion - was used
to determine intramolecular 13C-13C distances as in zinc acetate186 The ro-
tational resonance condition may also be reintroduced by spin echos as for
radio-frequency driven dipolar recoupling187,188 (RFDR) and variants like the
finite pulse RFDR (fpRFDR)189. In particular, working with finite real pulses
has proven to be significantly more robust and broad-banded than the basic
R2 scheme. As such RFDR was used to obtain spatial proximities e.g. in the
metal-organic framework MIL-121190 and phosphate glasses191. Usually, when
simulating ZQ recoupling schemes, spins within a distance of several tens of
angstrom around a central probe nucleus have to be taken into account192.
This makes density matrix simulations of NMR observables quite demand-
ing and is only possible for special cases exhibiting isolated small clusters
as for 13C labelled p-Xylene/Dianin inclusion compounds193. Alternatively, a
phenomenological rate matrix approach194, treating the spin exchange as clas-
sic diffusion problem, is commonly employed, as e.g. for SrP2N4, where
31P
fpRFDR exchange spectra measured as function of the mixing time allowed to
confirm the network topology of corner sharing PO4 tetrahedra
192.
Instead of rf-pulses, strong heteronuclear dipole interactions like 1H-X may
be used to broaden the X resonance and thus counterbalance chemical shift dif-
ferences and MAS leading to proton-driven spin-diffusion variants of rotational
resonance195–197 (PDSD). Quantitative evaluation of such experiments are dif-
ficult198,199 since the exchange kinetics now depends on both the efficiency of
the energy match and the distance sums. For the detection of connectivities
PDSD is a valuable tool and was, for instance, used as restraints in the struc-
ture solution of proteins200, as a cost function for ab initio structure solution in
combination with quantum chemical modelling201, and to investigate local or-
der in polymers194. Additionally, 1H-X couplings are actively reintroduced by
rf fields dipolar-assisted rotational resonance202 (DARR) to adjust to higher
MAS spinning speeds. This sequence is often used for proteins203 to detect
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through-space connectivities9 up to 10 Å.
Alternatively to ZQ recoupling, the use of double-quantum (DQ) schemes
were developed10,179. While the former allows to treat large spin systems
with weak dipolar couplings using kinetic matrices, the latter is advantageous
and more accurate for small spin clusters and shorter distances. Most DQ
sequences truncate small dipolar interactions in the presence of strong dipole
ones, and may not be detected under these circumstances any more204. DQ
recoupling was first used in dipolar recovery at the magic angle205 (DRAMA),
where the interference of rf pulses synchronised with the periodic manipula-
tion of the interaction tensor reintroduces DQ homonuclear dipolar interaction
terms. This sequence is sensitive to CSA and thus more robust schemes like
homonuclear rotary resonance206 (HORROR), it’s adiabatic version dipolar
recoupling enhanced by amplitude modulation207 (DREAM) and the dipolar
recoupling with a windowless sequence208 (DRAWS) were developed. Here,
continous rf irradiation is used to cause interferences when the rf nutation
frequency matches the spinning speed. These sequences were very successfully
employed for determination of torsion angles209 and distances210 in biological
macromolecules, for distance measurements in crystalline organic solids such
as nucleic acids211 and cytidines212, or to detect Li-Li proximities in lithium
overstoichiometric (x>1) LixCoO2 battery materials
213.
The back-to-back (BABA) sequence214,215 uses short 90◦pulses instead of
a continous irradiation to achieve HomDR. Therefore, it is well-suited for fast
MAS and long recoupling times, where high power during continous irradation
may not be feasible. It was applied to probe through-space proton connectiv-
ities in Ba(ClO3)2·H2O salts216, the local connectivities of PO4 polyhedra in
phosphate glasses217 or to investigate 31P-31P distances in magnesiumultra-
phosphate215 MgP4O11. Various other sequences employing DQ and ZQ recou-
pling were identified by applying symmetry arguments22,183,184,218,219. This re-
sulted in a variety220 of R and C sequences, which allowed to specifically recou-
ple selected terms of arbitrary spin interactions, including robust pulse schemes
for HomDR. The POST-C7, R1462 and SR26114 sequences proved valuable tools
for structure elucidation in inorganic CN materials221, zeolites182,222, fluori-
nated organic materials102 or phosphate glasses223. In particular, the com-
pensation for CSA and pulse imperfections due to supercycling224 allows to
measure weak dipolar couplings on the order of a few tens of Hertz, which was
essential for the structure elucidation of supramolecular nano-objects consist-
ing of 1,3,5-tris(2,2-dimethylpropionyl amino)benzene (BTA) additives within
the bulk and iPP/BTA composites (Fig. 7)181,225.
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Figure 7: a: Potential structure models derived from powder X-ray diffrac-
tion for neat BTA. b: In all cases columnar stacks of molecules are formed
either without (I) or with (II) intermolecular hydrogen bonds. c, From these
models, nine-spin systems (black circles) were extracted by selecting three
subsequent molecules (grey triangles) within each stack for simulating 13C
DQ build-up curves. d: Comparison between the experimental and simulated
DQ build-ups strongly favour stacks with a helical hydrogen bond network
(topology II). e: Build-up curve for the autocorrelation signal of the additives
in the polymer composite at a concentration of 0.1 wt-% (blue markers, inset)
confirms the existence of similar stacks. Red circles (inset) depict the neat
additive for comparison. The BTA was 13C enriched at the C=O position for
these NMR experiments (We acknowledge the SFB 840 for funding).
Heteronuclear dipolar recoupling. Heteronuclear dipolar recoupling
(HetDR) covers a range of powerful methods for polarisation enhancement and
structural investigations. The aforementioned CP technique may be used to
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detect through-space connectivities and for spectral editing for inorganic and
organic materials12,144,226. The Lee-Goldburg CP227 (LG-CP) adds homonu-
clear decoupling on the I channel to suppress spin-diffusion, which enables
to determine heteronuclear I-S distances more accurately228. Additionally,
it might be used in a spectral-editing fashion by selectively transferring po-
larisation to nearest neighbouring spins e.g. to improve the assignment of
small organic molecules229. Rotary resonance recoupling230,231 (R3) and im-
proved versions using amplitude and phase modulations232–234 recouple the
heteronuclear dipolar interaction by matching the sample rotation with the
nutation frequency of the spin-locked nuclei of one of the two targeted spin
species. This, for instance, allowed to measure heteronuclear 1H-13C distances
of directly bonded pairs in adamantane, ferrocene and hexamethylbenzene235.
Echo double-resonance schemes, such as spin-echo double resonance236,237
(SEDOR) for static samples and the MAS experiments rotational-echo dou-
ble resonance238,239 (REDOR) as well as transferred-echo double resonance240
(TEDOR) apply cleverly timed rf pulses to avoid averaging I-S dipolar cou-
plings. They can be used to determine I-S spin pair distances in selectively
enriched materials and provide heteronuclear connectivities, distance sums and
other geometric information for extended spin systems. For instance, 23Na-7Li
SEDOR was used to investigate the cation clustering in mixed-alkali disilicate
glasses241 by analysing second moments. For MAS, REDOR allowed to anal-
yse the heterogeneous mesoscale spatial apportionment of functional groups
in mixed linker MOFs by comparing the experimental dephasing to spin pair
simulations for structural models with ordered and disordered linker arrange-
ments242. Furthermore, it is frequently used to derive distance and other
geometric restraints in a variety of organic natural products243. TEDOR with
its better background suppression was, employed to unravel the lithium ion
coordination sites in a lithium-glycine-water complex by extracting Li-C dis-
tances from 2D experiments244 and to demonstrate the influence of side-group
functionalisation of poly(arylene vinylene) copolymers on the molecular pack-
ing and hence on the hole mobility in organic thin-film transistors245.
The aforementioned symmetry-based R and C sequences22,183,184,218,219
also allow to recouple the heteronuclear dipolar interaction. The PRESTO
scheme246, like LG-CP, uses transfer of heteronuclear polarisation to estimate
distances and connectivities, while suppressing undesired homonuclear dipole-
dipole couplings and in particular strong CSA interactions. E.g. PRESTO was
used to assign chemical groups in supramolecular assemblies247 and in func-
tionalised MOFs126 The supercycled symmetry-based SR421 sequence219,248
was applied to measure three-dimensional 13C-14N HETCOR experiments249
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Figure 8: a: The framework of fluorinated aluminophosphate cloverite180
exhibits pores (yellow spheres) and channels (filled with orange spheres). b:
The basic building units in this structure are double 4-rings (D4R), which
form cubic cages. Two different D4R types exist due to the two different ways
of connecting them. c: The 1D 19F MAS as well as the 2D 19F-31P and 19F-
27Al HETCOR spectra (from left to right) reveal three distinct 19F signals.
The 19F assigned to peak 1 are in close proximity with both the Al and the
P atoms, whereas the ones for resonances 2 and 3 are either connected to Al
or to P. This indicates that F1 is trapped in the D4R cages while F2 and
F3 are covalently bonded to either Al or P thus interrupting the framework.
d: Possible configurations for the two types of D4R units (red, blue) with
terminal OH and F outside of the cages.
in a HMQC-like way250,251, in spite of the low γ and large CQ of
14N. In a flu-
orinated Al-cloverite180 (Fig. 8a) 31P-27Al, 1H-31P, 19F-31P and 19F-27Al CP
HETCOR experiments allowed to link the periodic framework to a nonperiodic
subnetwork of fluorine. Two kinds of fluorine atoms have to be distinguished:
F− ions trapped in D4R units (F1) and F atoms (F2 and F3) covalently bonded
to terminal Al or P atoms and which interrupt the AlPO network.
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