Truncating the Fourier transform averaged by means of a generalized Hausdorff operator, we approximate the adjoint to that Hausdorff operator of the given function. We find the formulas for the rate of approximation in various metrics in terms of the parameter of truncation and the components of the Hausdorff operator. Explicit rates of approximation and comparison with approximate identities are given in the case of Lipschitz α continuous functions.
Introduction
The classical Hausdorff operator is defined, by means of a kernel ϕ, as 1) and, as is shown first in [7] (see also [13] or [9] ), such an operator is bounded in L 1 (R) whenever ϕ ∈ L 1 (R). In the last two decades various problems related to Hausdorff operators attracted much attention. The number of publications is growing considerably; to add some most notable, we mention [1, 4, 8, 11, 12, 14] . There are two survey papers: [3] and [9] ). In the latter, as well as in [10] , numerous open problems are given.
The Hausdorff operator (1.1) is expected to have better Fourier analytic properties than f . For example, in general, the inversion formula
does not hold for f ∈ L 1 (R); in order to "repair" this, one may consider some transformation of the function f or its Fourier transform. In the case of the Hausdorff operator, what we expect is that R (H ϕ f ) (y)e ixy dy or R (H ϕ f )(y)e ixy dy characterizes f , in a sense. The latter way seems to be more natural.
Here we analyze not this Hausdorff operator but a more general one, apparently first considered in [5] (see also [6] ). Given an odd function a such that |a(t)| is decreasing, positive, and bijective on (0, ∞) (so that both |a| and 1/|a| possess inverse functions in such an interval), we define (Hf )(x) = (H ϕ,a f )(x) = R ϕ(t)|a(t)|f (a(t)x) dt .
( 1.2)
It is clear that (1.1) corresponds to (1.2) with a(t) = t −1 . There is one more reason for considering the most general case: it is a proper basis for future multidimensional extensions.
The consideration of these "alternative" transformations requires developing a parallel theory to Fourier integrals. In this paper we address two basic issues of approximation theory applied to (generalized) Hausdorff operators.
1. To find the operator T such that the integrals of the type
ixy dy approximate T f as N → ∞, for reasonable choices of ϕ. As we will see, the operator T is by no means the identity operator. It is nothing but H * , the dual operator of H, formally defined by the relation
2. To study the rate of convergence to H * f of the partial integrals
The structure of the paper is as follows. In the next section, starting with certain preliminaries, we then formulate the main results. In the section following after that, we prove the main results. In the last Section 4, various examples are considered, including the comparison with some of the classical approximate identity results.
Throughout the paper we denote, for 1 ≤ p ≤ ∞,
the modulus of continuity in the L p norm. For p = ∞, ω(f ; δ) ∞ = ω(f ; δ) is the usual modulus of continuity. We will also write A B to denote A ≤ C · B for some constant C which does not depend on essential quantities. The symbol A ≍ B means that A B and B A simultaneously.
Main results
We give a couple of observations before stating our main results. First, it is easy to check by substitution that
we have
Let us now define the partial integrals
By substitutions, it is easy to see that
These observations make clear that (H N f )ˇis a natural approximation sequence and that H * f is what it approximates.
Our main results read as follows.
where the factor 1/2 on the left-hand side is omitted in the case p = 1.
Remark 1. In order for the right-hand sides of (2.2) and (2.3) to be finite, one should assume that ϕ vanishes at a fast enough rate as |t| → ∞, or even more, that it has compact support. The latter is the case for the Cesàro operator (where ϕ = χ (0,1) ), which we discuss in more detail in Section 4, along with other examples.
Proofs
First of all we have the following pointwise estimate for
which will be the starting point for all subsequent estimates.
Proof. To prove (3.1), we apply rather straightforward estimates. Indeed,
dt ds, as desired. In the last inequality we use that 1/|a| possesses an inverse on (0, ∞) (and therefore also on (−∞, 0), since it is an odd function), and moreover (1/|a|)
We now proceed to prove Theorems 1 and 2.
Proof of Theorem 1. Using (3.1), we get
Note that if p = 1, the factor 1 2 on the left-hand side can be taken to be 1 (in fact, such a factor appears due to the
, for a, b ≥ 0 and p > 1). On the one hand, applying Minkowski's inequality twice, we get
Since ω(f ; δ) p is nondecreasing in δ, we have
On the other hand, applying Minkowski's inequality again, we obtain
Collecting all the estimates, we derive
where the factor 1/2 on the left-hand side is omitted in the case p = 1. The proof is complete.
Proof of Theorem 2. It suffices to estimate the two terms on the right-hand side of (3.1) in the L ∞ norm. For the first one, we have
and since ω(f ; δ) is nondecreasing in δ, we obtain
As for the second term,
Collecting all the estimates, we get
where the right-hand side is uniform in x.
Examples
Let us consider some examples of Hausdorff operators by choosing particular functions ϕ and a. We shall give bounds for the approximation error explicitly in L p , 1 ≤ p ≤ ∞, in each case.
Approximating the Cesàro operator
The Cesàro operator C is the prototype Hausdorff operator H ϕ,a [9, 13] . Letting a(t) = 1/t and ϕ(t) = χ (0,1) (t), we obtain
This is the Cesàro (Hardy) operator. We have
In this case, Theorem 1 yields, for 1 < p < ∞,
The case p = 1 is different, more precisely, we obtain an additional logarithm as compared with the case 1 < p < ∞. Indeed, Theorem 1 yields
Finally, in the case p = ∞ we obtain a Dini-type condition from Theorem 2,
Now, given a continuous function f , if
Therefore, we can conclude the following.
Corollary 1.
Let f be a function defined on R.
In particular, if
For the uniform norm, we have
In particular, if f is continuous and
We shall now compare the approximation estimates from Corollary 1 with those for approximate identities.
Comparison: Cesàro operators and approximate identities
Since the Cesàro operator is the prototype example of Hausdorff operator, we are also interested in comparing the obtained approximations with the classical ones given by approximate identities for convolutions. A family of functions {F r } r>0 defined on R is called an approximate identity if 1. sup r F r L 1 (R) < ∞, and 2. for every δ > 0,
The following is well known [2, Theorem 3.1.6].
As an example of an approximate identity satisfying (4.1), we have the family of functions
where F (x) is the Fejér kernel on the real line,
From now on we assume that the approximate identities we consider satisfy condition (4.1).
Comparing Theorem A and Corollary 1, we readily see that the latter requires further assumptions in order to guarantee L p convergence (p < ∞), namely that the integral
is finite for p > 1, and that
is finite for p = 1. However, when restricted to certain classes of functions, the approximation rates become the same, or even better.
As classes of functions, we consider Λ p α (R) with 0 < α ≤ 1, and 1 ≤ p ≤ ∞, which consists of the functions f satisfying ω(f ; δ) p δ α , δ > 0.
Note that Λ ∞ α (R) is the class of usual Lipschitz α continuous functions on R, i.e., those satisfying
For f ∈ Λ p α (R), 0 < α < 1, and 1 ≤ p < ∞, it is known that any approximate identity {F r } yields the approximation rate
see [2, Corollary 3.4.4] , whilst for α = 1, an additional logarithm appears, 
and
These approximation rates are the same as those for approximate identities when restricted to functions f ∈ Λ p α (R) with 0 < α < 1 (compare with (4.2)), and are actually better than their counterpart in the case α = 1 (compare with (4.3)), in the sense that the extra logarithm from (4.3) does not appear.
As for the case p = ∞, we have the following estimates for approximate identities. Let f be a bounded function. 
Again we obtain the same rates of approximation for functions f ∈ Λ ∞ α (R) as those for approximate identities, whenever 0 < α < 1. On the other hand, in the case f ∈ Λ ∞ 1 (R), the "Hausdorff" approximation rate is better than (4.3), differing by a logarithm.
Approximating the adjoint Cesàro operator
We now wish to approximate the adjoint Cesàro operator (Bellman operator) B. Its adjoint B * is defined by letting a(t) = 1/t and ϕ(t) = t −1 χ (1,∞) (t) in (2.1):
It will be approximated by means of
For 1 ≤ p < ∞, one has, by Theorem 1, 4) whilst in the case p = ∞, Theorem 2 yields
i.e., in this case we cannot guarantee any convergence on the L ∞ norm by using our estimates, even for wellbehaved functions f . As was pointed out in Remark 1, this is because in order to obtain useful estimates from Theorems 1 and 2, one should assume that ϕ is of compact support, or that decays fast enough as |t| → ∞. For the adjoint Cesàro operator the functions ϕ has some decay, but it is certainly not enough. The estimate (4.4) is also not very promising.
The Riemann-Liouville integral
For α > 0, the Riemann-Liouville integral is defined as
A re-scaled version of this operator may be easily obtained as a dual Hausdorff operator. Indeed, for a(t) = 1/t and ϕ(t) = (1 − t) α χ (0,1) (t), we have
Using Theorems 1 and 2 we approximate I α (f ) by
In L p , for 1 < p < ∞, we have
Secondly, for L 1 , we obtain
and finally, in L ∞ we have the estimate
Note that these estimates are the same as those for the Cesàro operator. More generally, one can readily see from the estimates in Theorems 1 and 2 that, fixing a(t) = 1/t, any Hausdorff operator with ϕ supported on (0, 1) such that ϕ(t) ≍ 1 in some neighbourhood (0, ε) will satisfy such approximation estimates. In fact, if ϕ is supported on (0, r) with r > 0 rather than on (0, 1), these estimates are still valid, with the integration carried out over (0, r).
Final remarks
One can also approximate the Hausdorff operator instead of its adjoint, if one considers the adjoint Hausdorff averages in the approximant. More precisely, it is also possible to approximate Hf By means of the pointwise estimate from Lemma 2 it is possible to obtain approximation results analogous to Theorems 1 and 2, where the Hausdorff operator, rather than its adjoint, is approximated. The details are essentially the same and are thus omitted.
