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Spatial patterns in the early fruit fly embryo emerge from a network of interactions among tran-
scription factors, the gap genes, driven by maternal inputs. Such networks can exhibit many qual-
itatively different behaviors, separated by critical surfaces. At criticality, we should observe strong
correlations in the fluctuations of different genes around their mean expression levels, a slowing of
the dynamics along some but not all directions in the space of possible expression levels, correla-
tions of expression fluctuations over long distances in the embryo, and departures from a Gaussian
distribution of these fluctuations. Analysis of recent experiments on the gap genes shows that all
these signatures are observed, and that the different signatures are related in ways predicted by
theory. While there might be other explanations for these individual phenomena, the confluence of
evidence suggests that this genetic network is tuned to criticality.
Genetic regulatory networks are described by many pa-
rameters: the rate constants for binding and unbinding
of transcription factors to their target sites along the
genome, the interactions between these binding events
and the rate of transcription, the lifetimes of mRNA and
protein molecules, and more. Even with just two genes,
each encoding a transcription factor that represses the
other, changing parameters allows for several qualita-
tively different behaviors [1]. With delays (e.g., in trans-
lation from mRNA to protein), mutual repression can
lead to persistent oscillations. Alternatively, if mutual
repression is sufficiently strong, the two genes can form a
bistable switch, admitting both on/off and off/on states,
with the choice between these states modulated by inputs
to the network [2]. Finally, if interactions are weak, the
two interacting genes have just one stable state, and the
expression levels in this state are controlled primarily by
the inputs. The bistable switch and the graded response
to inputs are limiting cases; surely the truth lies some-
where in between. But if we imagine smooth changes
in the strength of the repressive interactions, the transi-
tion from graded response to switch–like behavior is not
smooth: the behavior is qualitatively different depend-
ing on whether the relevant interactions are stronger or
weaker than a critical value. Here we explore the possibil-
ity that the gap gene network in the Drosophila embryo
might be tuned to such a critical point.
Early events in the fruit fly embryo provide an experi-
mentally accessible example of many questions about ge-
netic networks [3–5]. Along the anterior–posterior axis,
for example, information about the position of nuclei
flows from primary maternal morophogens to the gap
genes, shown in Fig 1 [6–8], to the pair rule and seg-
ment polarity genes. Although the structure of the gap
gene network is not completely known, there is consid-
erable evidence that the transcription factors encoded
by these genes are mutually repressive [6, 9–11]. If we
focus on a small region near the midpoint of the em-
bryo (near x/L = 0.47), then just two gap genes, hunch-
back (Hb) and kru¨ppel (Kr), are expressed at significant
levels, and this is repeated at a succession of crossing
points or expression boundaries: Hb–Kr, Kr–Kni (knirps;
x/L = 0.57), Kni–Gt (giant; x/L = 0.66), and Gt–Hb
(x/L = 0.75), as we move from anterior to posterior. In
each crossing region, it is plausible that the dynamics
of the network are dominated by the interactions among
just the pair of genes whose expression levels are crossing.
We argue that criticality in a system of two mutually
repressive genes generates several clear, experimentally
observable signatures. First, there should be nearly per-
fect anti–correlations between the fluctuations in the two
expression levels. As a result, there are two linear com-
binations of the expression levels, or “modes,” that have
very different variances. Second, fluctuations in the large
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FIG. 1: Normalized gap gene expression levels in the early
Drosophila embryo, from Ref [7]. Measurements by simulta-
neous immunoflourescent staining of all four proteins, along
the dorsal edge of the mid–saggital plane of the embryo, 38–49
min into nuclear cycle 14; error bars are standard deviations
across N = 24 embryos. Upper left shows an expanded view
of the shaded regions, near the crossings between Hb and Kr
levels, where just these two genes have significant expression,
and similarly for the Kr–Kni, Kni–Gt, and Gt–Hb crossings
in upper panels from left to right.
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2variance mode should have a significantly non–Gaussian
distributions, while the small variance mode is nearly
Gaussian. Third, there should be a dramatic slowing
down of the dynamics along one direction in the space
of possible expression levels. Finally, there should be
correlations among fluctuations at distant points in the
embryo. These signatures are related: the small variance
mode will be the direction of fast dynamics, and under
some conditions the large variance mode will be the di-
rection of slow dynamics; the fast fluctuations should be
nearly Gaussian, while the slow modes are non–Gaussian;
and only the slow mode should exhibit long–ranged spa-
tial correlations. We will see that all of these effects are
found in the gap gene network. Importantly, these sig-
natures do not depend on the molecular details.
To see that signatures of criticality are quite general,
we consider a broad class of models for a genetic regu-
latory circuit. The rate at which gene products are syn-
thesized depends on the concentration of all the relevant
transcription factors, and we also expect that the gene
products are degraded. To simplify, we ignore delays,
so that the rate at which the protein encoded by a gene
is synthesized depends instantaneously on the other pro-
tein (transcription factor) concentrations, and we assume
that degradation obeys first order kinetics. We also focus
on a single cell, leaving aside (for the moment) the role
of diffusion. Then, by choosing our units correctly we
can write the dynamics for the expression levels of two
interacting genes as
τ1
dg1
dt
= f1(c; g1, g2)− g1 + ξ1 (1)
τ2
dg2
dt
= f2(c; g1, g2)− g2 + ξ2, (2)
where g1 and g2 are the normalized expression levels of
the two genes, τ1 and τ2 are the lifetimes of the proteins,
and c represents the external (maternal) inputs. The
functions f1 and f2 are the “regulation functions” that
express how the transcriptional activity of each gene de-
pends on the expression level of all the other genes; with
our choice of units, the regulation function runs between
zero (gene off) and one (full induction). All of the molec-
ular details of transcriptional regulation are hidden in the
precise form of these regulation functions [12], which we
will not need to specify. Finally, the random functions ξ1
and ξ2 model the effects of noise in the system.
If the interactions are weak, then for any value of the
external inputs c there is a single steady state response,
defined by expression levels g¯1(c) and g¯2(c). We can check
whether this hypothesis is consistent by asking what hap-
pens to small changes in the expression levels around this
steady state. We write g1 = g¯1 + δg1, and similarly for
g1, and then expand Eqs (1, 2) assuming that δg1 and
δg2 are small. The result is
d
dt
[
δg1
δg2
]
=
[ −Γ1 γ12
γ21 −Γ2
] [
δg1
δg2
]
+
[
η1
η2
]
. (3)
Here Γ1 and Γ2 are effective decay rates for the two pro-
teins, which must be positive if the steady state we have
identified is stable. The parameter γ12 reflects the incre-
mental effect of gene 2 on gene 1—γ12 < 0 means that
the protein encoded by gene 2 is a repressor of gene 1—
and similarly for γ21. The noise terms η1 and η2 play the
same role as ξ1 and ξ2, but have different normalization.
If the steady state that we have identified is stable,
then the matrix
Mˆ ≡
[ −Γ1 γ12
γ21 −Γ2
]
(4)
must have two eigenvalues with negative real parts. This
is guaranteed if the interactions are weak (γ12, γ21 → 0),
but as the interactions become stronger it is possible for
one of the eigenvalues to vanish. This is the critical point.
Notice that we can define the critical point without giv-
ing a microscopic description of all the interactions that
determine the form of the regulation functions.
The linearized Eqs (3) predict that the relaxation of
average expression levels to their steady states can be
written as combinations of two exponential decays,[ 〈g1(t)〉
〈g2(t)〉
]
=
[
g¯1(c)
g¯2(c)
]
+
[
A1s A1f
A2s A2f
] [
eΛst
eΛf t
]
(5)
where Λs and Λf are the “slow” and “fast” eigenvalues
of Mˆ . Thus, while we measure the two expression levels,
there are linear combinations of these expression levels—
different directions in the (g1, g2) plane—that provide
more natural coordinates for the dynamics, such that mo-
tion along each direction is a single exponential function
of time. As we approach criticality, the dynamics along
the slow direction becomes very slow, so that Λs → 0.
The linearized Eqs (3) also predict the fluctuations
around the steady state. As we approach criticality,
things simplify, and we find the covariance matrix[ 〈(δg1)2〉 〈δg1δg2〉
〈δg1δg2〉 〈(δg2)2〉
]
→ σ2
[
1 Γ1/γ12
Γ1/γ12 (Γ1/γ12)
2
]
, (6)
where σ2 is the variance in the expression level of the
first gene. As with the dynamics, there are two “natural”
directions in the (g1, g2) plane corresponding to eigenvec-
tors of this covariance matrix (principal components). In
this linear approximation, the critical point is the point
where we “lose” one of the dimensions, and the fluctua-
tions in the two expression levels become perfectly corre-
lated or anti–correlated. In addition, the direction with
small fluctuations is the direction of fast relaxation.
Testing the predictions of criticality requires measur-
ing the time dependence of gap gene expression levels,
with an accuracy better than the intrinsic noise levels of
the system. Absent live movies of the expression levels,
the progress of cellularization provides a clock that can
be used to mark the time during nuclear cycle fourteen
at which an embryo was fixed [13], accurate to within
one minute [7]. Fixed embryos, with immunofluorescent
staining of the relevant proteins, thus provide a sequence
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FIG. 2: Fluctuations in gap gene expression levels. (a) Pair-
wise correlation coefficients between fluctuations in the differ-
ent gap genes vs. anterior–posterior position, from the same
data as in Fig 1 [7]. Mean expression levels at top to guide
the eye, colors as in Fig 1; error bars are from bootstrap anal-
ysis. Correlations which are not significant at p = 0.01 are
shown as zero. Major crossing points of the mean expression
profiles are labelled A, B, C, and D; other points marked as
described in the text. (b) Scatter plot of expression levels for
pairs of genes in individual embryos: Kr vs Hb at point A
(grey circles), Kni vs Kr at point B (blue diamonds), Gt vs
Kni at point C (green squares), and Hb vs Gt at point D (red
triangles). (c) Probability distribution of expression fluctua-
tions. In each of the crossing regions from Fig 1, we form the
combinations δgf (fast modes, cyan) and δgs (slow modes,
magenta), and normalize the fluctuations across embryos to
have unit variance at each position. Data from all four re-
gions are pooled to estimate the distributions; error bars are
from random divisions of the set of 24 embryos. Gaussian
distribution (black) shown for comparison.
of snapshots that can be placed accurately along the time
axis of development. Immunofluorescent staining itself
provides a measurement of relative protein concentra-
tions that is accurate to within ∼ 3% of the maximum
expression levels in the embryo [7].
In Fig 2a we show the correlations between fluctua-
tions in pairs of gap genes at each position. Gap gene
expression levels plateau at ∼ 40 min into nuclear cycle
fourteen [7], and the mean expression levels are shown
as a function of anterior–posterior position in Fig 1. At
each position we can look across the many embryos in our
sample, and analyze the fluctuations around the mean, as
in Ref [8]. We see that, precisely in the “crossing region”
where Hb and Kr are the only genes with significant ex-
pression (marked A in Fig 2a), the correlation coefficient
approaches C = −1, perfect (anti–)correlation, as ex-
pected at criticality. This pattern repeats at the crossing
between Kr and Kni (B), at the crossing between Kni and
Gt (C), and, perhaps less perfectly, at the crossing be-
tween Gt and Hb (D) [14]. These strong anti–correlations
are shown explicitly in Fig 2b, where we plot the two rel-
evant gene expression levels against one another at each
crossing point. In all cases, the direction of small fluc-
tuations is along the positive diagonal, while the large
fluctuations are along the negative diagonal.
It is important that the strong anti–correlations tell
us something about the underlying network, rather than
being a necessary (perhaps even artifactual) corollary of
the mean expression profiles. A notable feature of Fig
2a thus is what happens away from the major crossing
points. There is a Hb–Kni crossing at x/L = 0.1 (E),
but this does not have any signature in the correlations,
perhaps because spatial variations in expression levels at
this point are dominated by maternal inputs rather than
being intrinsic to the gap gene network [15, 16]. This is
evidence that we can have crossings without correlations,
and we can also have correlations without crossings, as
with Hb and Kr at point H; interestingly, H marks the
point where an additional posterior Kr stripe appears
during gastrulation [17, 18]. We also note that strong
correlations can appear when expression levels are very
small, as with Hb and Kni at points F and G; there also
are extended regions of positive Kr–Kni and Kni–Gt cor-
relations in parts of the embryo where the expression
levels of Kr and Kni both are very low. Taken together,
these data indicate that the pattern of correlations is not
simply a reflection of the mean spatial profiles, but an
independent measure of network behavior.
If we transfrom Eq (3) to a description in terms of the
fast and slow modes gf and gs, then precisely at critical-
ity there is no “restoring force” for fluctuations in gs and
formally the variance σ2 in Eq (6) should diverge. This is
cut off by higher order terms in the expansion of the reg-
ulation functions around the steady state, and this leads
to a non–Gaussian distribution of fluctuations in gs. Al-
though the data are limited, we do find, as shown in Fig
2c, that fluctuations in the small variance (fast) direction
are almost perfectly Gaussian, while the large variance
(slow) direction show significant departures form Gaus-
sianity, in the expected direction.
The time dependence of Hb and Kr expression levels
during nuclear cycle fourteen is shown, at the crossing
point x/L = 0.47, in Fig 3. Criticality predicts that if we
take a linear combination of these expression levels cor-
responding to the direction of small fluctuations in Fig
2b (cyan), then we will see relatively fast dynamics, and
this is what we observe. In contrast, if we project onto
the direction of large fluctuations (magenta), we see only
very slow variations over nearly one hour. Indeed, the
expression level along this slow direction seems almost to
diffuse freely, with growing variance rather than system-
atic evolution. Thus, strong (anti–)correlations are ac-
companied by a dramatic slowing of the dynamics along
one direction in the space of possible expression levels,
and a similar pattern is found at each of the crossings,
Kr–Kni, Kni–Gt, and Gt–Hb (data not shown). Again,
this is consistent with what we expect for two–gene sys-
tems at criticality.
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FIG. 3: Dynamics at the Hb–Kr crossing point. (a) Normal-
ized expression levels of the individual genes, plotted vs. time
during nuclear cycle fourteen; data from Ref [7]. (b) Linear
combinations of expression levels corresponding to the small
variance (fast) and large variance (slow) directions in Fig 2b.
Curves are best fit single exponentials for each mode and are
also shown projected back into the individual expression levels
in (a). Eigenvalues, as in Eq (5), are Λf = −0.04±0.01 min−1
and Λs = −0.002± 0.007 min−1.
If we move along the anterior-posterior axis in the
vicinity of the crossing point, the sum of expression lev-
els of two genes, which is proportional to the fast mode,
remains approximately constant, while the difference,
which is proportional to the slow mode, changes. There-
fore the dynamics of the slow mode, shown in Fig 3,
will generate motion of the pattern along the anterior–
posterior axis. This slow shift is well known [7, 19].
The slow dynamics associated with criticality also im-
plies that correlations should extend over long distance
in space. As is clear from Fig 3, the eigenvalues Λs and
Λf define time scales τs = −1/Λs and τf = −1/Λf . If
we add diffusion to the dynamics in Eqs (3), then these
time scales define length scales, through the usual rela-
tion `s,f =
√
Dτs,f ; although there is some dependence
on details of the underlying model, these lengths define
the distances over which we expect fluctuations to be
correlated. In particular, as we approach criticality, Λs
vanishes and the associated correlation length `s can be-
come infinitely long, limited only by the size L of the em-
bryo itself. Searching for these long–ranged correlations
is complicated by the fact that the system is inhomoge-
neous, but we have a built in control, since we should see
the long ranged correlations only in the slow, large vari-
ance mode δgs, and not in δgf . This control also helps
us discriminate against systematic errors that might have
generated spurious correlations.
In Fig 4a we show the normalized correlation function
Css(x, y) =
〈δgs(x)δgs(y)〉
(〈[δgs(x)]2〉〈[δgs(y)]2〉)1/2
, (7)
with x held fixed at the Hb–Kr crossing and y allowed
to vary. We see that this correlation function is essen-
tially constant throughout the crossing region. In con-
trast, the same correlation computed for the fast mode
decays rapidly, with a length constant ξ/L ∼ 0.02, just a
few nuclear spacings along the anterior–posterior axis.
The dominant slow mode corresponds to different com-
binations of expression levels in different regions of the
embryo. Generally, we can write the slow mode as a
weighted sum of the different expression levels,
gs(x) =
4∑
i=1
Wi(x)gi(x), (8)
where we label the gap genes i = 1 for Hb, i = 2 for Kr,
i = 3 for Kni, and i = 4 for Gt. Near the Hb–Kr crossing,
labelled A in Fig 2a, we have Wi ≈ WAi , where WAi are
the weights that give us the anti–symmetric combination
of Hb and Kr, as drawn in Fig 2b: WA1 = −1/
√
2, WA2 =
1/
√
2, and WA3 = W
A
4 = 0. Similarly, near the Kr–Kni
crossing, labelled B in Fig 2a, we have Wi ≈ WBi with
WB2 = −1/
√
2, WB3 = 1/
√
2, and WB1 = W
B
4 = 0, and
this generalizes to crossing regions C and D. Using these
weights, we obtain approximations to the slow mode,
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FIG. 4: Spatial correlations of fluctuations in gene expres-
sion. (a) Auto–correlations of slow (magenta) and fast (cyan)
modes near the Hb–Kr crossing, as defined in Eq (7). Line
shows a fit, Cff (x, y) ∝ e−|x−y|/ξ, with ξ/L = 0.015± 0.002.
(b) Correlations between the slow mode at the Hb–Kr cross-
ing and slow modes at other crossings, as defined in Eq (10),
indicated by the colors. All correlation functions are evalu-
ated at x/L = 0.47 with y varying as shown. Middle peak is
the same (auto–)correlation function Css as in (a). Dashed
line is e−|x−y|/ξ, with ξ = L.
5and we expect that these approximations are accurate
in their respective crossing regions. Now we can test
for correlations over longer distances by computing, for
example,
CABss (x, y) =
〈δgAs (x)δgBs (y)〉
(〈[δgAs (x)]2〉〈[δgBs (y)]2〉)1/2
, (10)
holding x/L = 0.47 in the crossing region A while letting
y vary through the crossing region B, and similarly for
CACss (x, y) and C
AD
ss (x, y). The results of this analysis are
shown in Fig 4b; note that CAAss (x, y) is the correlation
we have plotted in Fig 4a.
Figure 4b shows that the slow mode is correlated over
very long distances. We can see, for example, in CACss ,
correlations between fluctuations in expression level at
the Hb–Kr crossing region and at the Kni–Gt crossing
region, despite the fact that these regions are separated
by ∼ 20% of the length of the embryo and have no sig-
nificantly expressed genes in common. These peaks in
the correlation functions appear also at points anterior
to the crossing regions, presumably at places where our
approximations in Eq (9) come close to some underlying
slow mode in the network. The pattern of correlations
has an envelope corresponding to an exponential decay
with correlation length ξ = L (dashed line in Fig 4b), and
similar results are obtained for the correlation functions
CBCss , C
BD
ss , C
CD
ss , etc.. This means that fluctuations in
expression level are correlated along essentially the entire
length of the embryo, as expected at criticality.
To summarize, the patterns of gap gene expression in
the early Drosophila embryo exhibit several signatures of
criticality: near perfect anti–correlations of fluctuations
in the expression levels of different genes at the same
point, non–Gaussian distributions of the fluctuations in
the large variance modes, slowing down of the dynamics
of these modes, and spatial correlations of the slow modes
that extend over a large fraction of the embryo. While
each of these observations could have other explanations,
the confluence of results strikes us as highly suggestive.
Note that we have focused on aspects of the data that
are connected to the hypothesis of criticality in a very
general way, independent of other assumptions, rather
than trying to build a model for the entire network.
The possibility that biological systems might be poised
near critical points, often discussed in the past [20], has
been re–invigorated by new data and analyses on systems
ranging from ensembles of amino acid sequences to net-
works of neurons to flocks of birds [21]. In the specific
context of transcriptional regulation, the approach to
criticality serves to generate long time scales, which may
serve to reduce noise and optimize information transmis-
sion [22]. For the embryo in particular, these long time
scales and the corresponding long length scales may give
us a different view of the problem of scaling expression
patterns to variations in the size of the egg [23, 24].
Even leaving aside the possibility of criticality, the as-
pects of the data that we have described here are not at
all what we would see if the gap gene network is described
by generic parameter values. There must be something
about the system that is finely tuned in order to gener-
ate such large differences in the time scales for variation
along different dimensions in the space of expression lev-
els, or to insure that correlations are so nearly perfect
and extend over such long distances.
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