This paper aims to develop new and fast algorithms for recovering a sparse vector from a small number of measurements, which is a fundamental problem in the field of compressive sensing (CS). Currently, CS favors incoherent systems, in which any two measurements are as little correlated as possible. In reality, however, many problems are coherent, and conventional methods such as L 1 minimization do not work well. Recently, the difference of the L 1 and L 2 norms, denoted as L 1 -L 2 , is shown to have superior performance over the classic L 1 method, but it is computationally expensive. We derive an analytical solution for the proximal operator of the L 1 -L 2 metric, and it makes some fast L 1 solvers such as forward-backward splitting (FBS) and alternative direction method of multipliers (ADMM) applicable for L 1 -L 2 . We describe in details how to incorporate the proximal operator into FBS and ADMM and show that the resulting algorithms are convergent under mild conditions. Both algorithms are shown to be much more efficient than the original implementation of L 1 -L 2 based on a difference-of-convex approach in the numerical experiments.
1. Introduction. Recent developments in science and technology have caused a revolution in data processing, as large datasets are becoming increasingly available and important. To meet the need in "big data" era, the field of compressive sensing (CS) [8, 3] is rapidly blooming. The process of CS consists of encoding and decoding. The process of encoding involves taking a set of (linear) measurements, b = Ax, where A is a matrix of size M × N . If M < N , we say the signal x ∈ R N can be compressed. The process of decoding is to recover x from b with an additional assumption that x is sparse. It can be expressed as an optimization problem, (1) minimize
with · 0 being the L 0 "norm". Since L 0 counts the number of non-zero elements, minimizing the L 0 "norm" is equivalent to finding the sparsest solution.
One of the biggest obstacles in CS is solving the decoding problem, eq. (1), as L 0 minimization is NP-hard [20] . A popular approach is to replace L 0 by a convex norm L 1 , which often gives a satisfactory sparse solution. This L 1 heuristic has been applied in many different fields such as geology and geophysics [26] , spectroscopy [19] , and ultrasound imaging [21] . A revolutionary breakthrough in CS was the derivation of the restricted isometry property (RIP) [3] , which gives a sufficient condition of L 1 minimization to recover the sparse solution exactly. It was proved in [3] that random matrices satisfy the RIP with high probabilities, which makes RIP seemingly applicable. However, it is NP-hard to verify the RIP for a given matrix. A deterministic result in [7, 11] says that exact sparse recovery using L 1 minimization is possible if (2) x
where µ is the mutual coherence of a matrix A, defined as µ(A) = max i =j |a i a j | a i 2 a j 2 , with A = [a 1 , · · · , a N ].
The inequality (2) suggests that L 1 may not perform well for highly coherent matrices. When the matrix is highly coherent, we have µ ∼ 1, then the sufficient condition x 0 being at most one means that x has at most one non-zero element.
Recently, there has been an increase in applying nonconvex metrics as alternative approaches to L 1 . In particular, the nonconvex metric L p for p ∈ (0, 1) in [4, 5, 13, 30] can be regarded as a continuation strategy to approximate L 0 as p → 0. The optimization strategies include iterative reweighting [4, 5, 14] and half thresholding [28, 29, 30] . The scale-invariant L 1 , formulated as the ratio of L 1 and L 2 , was discussed in [9, 23] . Other nonconvex L 1 variants include transformed L 1 [32] , sorted L 1 [12] , and capped L 1 [18] . It is demonstrated in a series of papers [16, 17, 31] that difference of the L 1 and L 2 norms, denoted as L 1 -L 2 , outperforms L 1 and L p in terms of promoting sparsity when sensing matrix A is highly coherent. Theoretically, a RIP-type of sufficient condition is given in [31] to guarantee L 1 -L 2 can exactly recover a sparse vector.
In this paper, we generalize the L 1 -L 2 formalism by considering the L 1 − αL 2 metric for α ≥ 0. Define
We consider an unconstrained minimization problem to allow the presence of noise in the data, i.e.,
where l(x) has Lipschitz continuous gradient with Lipschitz constant L. Computationally, it is natural to apply a difference-of-convex algorithm (DCA) [22] to minimize the L 1 -L 2 functional. The DCA decomposes the objective function as the difference of two convex functions, i.e.,
Then, giving an initial x 0 = 0, we obtain the next iteration by linearing H(x) at the current iteration, i.e.,
It is an L 1 minimization problem, which may not have analytical solutions and usually requires to apply iterative algorithms. It was proven in [31] that the iterating sequence (4) converges to a stationary point of the unconstrained problem (3) . Note that the DCA for L 1 -L 2 is equivalent to alternating mininization for the following optimization problem:
x 2 for any fixed x. Since the DCA for L 1 -L 2 amounts to solving an L 1 minimization problem iteratively as a subproblem, it is much slower than L 1 minimization. This motivates fast approaches proposed in this work.
We propose fast approaches for minimizing (3) , which are approximately of the same computational complexity as the L 1 . The main idea is based on a proximal operator corresponding to L 1 -αL 2 . We then consider two numerical algorithms: forwardbackward splitting (FBS) and alternative direction method of multipliers (ADMM), both of which are proven to be convergent under mild conditions. The contributions of this paper can be summarized as follows:
• We derive analytical solutions for the proximal mapping of r α (x) in Lemma 1.
• We propose a fast algorithm-FBS with this proximal mapping-and show its convergence in Theorem 3. Then, we analyze the properties of fixed points of FBS and show that FBS iterations are not trapped at stationary points near 0 if the number of non-zeros is greater than one. It explains that FBS tends to converge to sparser stationary points when the L 2 norm of the stationary point is relatively small; see Lemma 4 and Example 1. • We propose another fast algorithm based on ADMM and show its convergence in Theorem 6. This theorem applies to a general problem-minimizing the sum of two (possibly nonconvex) functions where one function has Lipschitz continuous gradient and the other has analytical proximal mapping or the mapping can be computed easily. The rest of the paper is organized as follows. We detail the proximal operator in Section 2. The numerical algorithms (FBS and ADMM) are described in Section 3 and Section 4 respectively, each with convergence analysis. In Section 5, we numerically compare the proposed methods with the DCA on different types of sensing matrices. During experiments, we observe a need to apply a continuation strategy of α to improve sparse recovery results. Finally, Section 6 concludes the paper.
2. Proximal operator. In this section, we present a closed-form solution of the proximal operator for L 1 -αL 2 , defined as follows, (5) prox λrα (y) = arg min
for a positive parameter λ > 0. Proximal operator is particularly useful in convex optimization [24] . For example, the proximal operator for L 1 is called soft shrinkage, defined as
The soft shrinkage operator is a key for rendering many efficient L 1 algorithms. By replacing the soft shrinkage with prox λrα , most fast L 1 solvers such as FBS and ADMM are applicable for L 1 -αL 2 , which will be detailed in Sections 3-4. The closed-form solution of prox λrα is characterized in Lemma 1, while Lemma 2 gives an important inequality to prove the convergence of FBS and ADMM when combined with the proximal operator.
Lemma 1. Given y ∈ R N , λ > 0, and α ≥ 0, we have the following statements about the optimal solution x * to the optimization problem in (5):
1) When y ∞ > λ, x * = z( z 2 + αλ)/ z 2 , where z = S 1 (y, λ).
2) When y ∞ = λ, x * is an optimal solution if and only if it satisfies x * i = 0 if |y i | < λ, x * 2 = αλ, and x * i y i ≥ 0 for all i. When there are more than one components having the maximum absolute value λ, the optimal solution is not unique; in fact, there are infinite many optimal solutions. 3) When (1 − α)λ < y ∞ < λ, x * is an optimal solution if and only if it is a 1-sparse vector satisfying
The number of optimal solutions is the same as the number of components having the maximum absolute value y ∞ . 4) When y ∞ ≤ (1 − α)λ, x * = 0. Proof. It is straightforward to obtain the following relations about the sign and order of the absolute values for the components in x * , i.e.,
Otherwise, we can always change the sign of x * i or swap the absolute values of x * i and x * j and obtain a smaller objective value. Therefore, we can assume without loss of generality that y is a non-negative non-increasing vector, i.e., y 1 ≥ y 2 ≥ · · · ≥ y N ≥ 0.
Denote F (x) = x 1 −α x 2 + 1 2λ x−y 2 2 and the first-order optimality condition of minimizing F (x) is expressed as
where p ∈ ∂ x 1 is a subgradient of the L 1 norm. When x = 0, we have the first order optimality condition y − λp 2 = αλ. Simple calculations show that for any x = 0 satisfying (7), we have
Therefore, we have to find the x * with the largest norm among all x satisfying (7). Now we are ready to discuss the four items listed in order, 1) If y 1 > λ, then y 1 − λp 1 > 0. For the case of x * = 0, we have x * 1 > 0 and 1 − αλ x * 2 > 0. For any i such that y i ≤ λ, we have x i = 0; otherwise for this i, the left-hand side (LHS) of (7) is positive, while the right-hand side (RHS) is nonpositive. For any i such that y i > λ, we have that p i = 1. Therefore, y − λp = S 1 (y, λ). Let z = S 1 (y, λ), and we have x * = z( z 2 + αλ)/ z 2 . Therefore, x * = 0 is the optimal solution. 2) If y 1 = λ, then y 1 − λp 1 ≥ 0. Let j = min{i : y i < λ}, and we have x * i = 0 for i ≥ j; otherwise for this i, RHS of (7) is negative, and hence 1 − αλ x * 2 < 0. It implies that x * 1 = 0 and x * is not a global optimal solution because of (6). For the case of x * = 0, we have 1− αλ x * 2 = 0. Therefore, any optimal solution
x * satisfy that x * i = 0 for i ≥ j, x * 2 = αλ, and x * i y i ≥ 0 for all i. When there are multiple components of y having the same absolute value λ, there exist infinite many solutions.
which is a contradiction to y 1 > y i . For the case of x * = 0, we have 1 − αλ x * 2 < 0. From (7) , we know that αλ − x * 2 = y − λp 2 . Finding x * with the largest norm is equivalent to finding p ∈ ∂ x * 1 such that y − λp 2 is smallest and x * = 0. So we choose x * to be a 1-sparse vector, and
Thus we can not find x * = 0. However, we can find p ∈ ∂ 0 1 such that y − λp 2 = αλ. Thus x * = 0 is the optimal solution. Remark 1. When α = 0, r α reduces to the 1 norm and the proximal operator prox λrα is equivalent to the soft shrinkage S 1 (y, λ). When α > 1, items 3) and 4) show that the optimal solution can not be 0 for any y and positive λ.
Proof. Since y ∞ > (1 − α)λ, Lemma 1 guarantees that prox λrα (y) = 0, i.e.,
x * = 0. The optimality condition of x * reads p = 1
Here, the first inequality comes from p ∈ ∂ x * 1 , and the last inequality comes from the Cauchy-Schwartz inequality.
3. Forward-Backward Splitting. Each iteration of forward-backward splitting applies the gradient descent of l(x) followed by a proximal operator. It can be expressed as follows:
where λ > 0 is the stepsize. To prove the convergence, we make the following assumptions, which are standard in compressive sensing and image processing. Assumption 1. l(x) has Lipschitz continuous gradient, i.e., there exists L > 0 such that
The next theorem establishes the convergence of FBS algorithm based on these two assumptions together with appropriately chosen stepsizes.
Theorem 3. If Assumptions 1-2 are satisfied and λ < 1/L, then the objective value is decreasing and there exists a subsequence that converges to a stationary point. In addition, any limit point is a stationary point.
Proof. Simple calculations give that
The first inequality comes from Assumption 1, and the second inequality comes from Lemma 2 with y replaced by x k − λ∇l(x k ) and x replaced by x k . Therefore, the function value r α (x) + l(x) is decreasing; in fact, we have
Due to the coerciveness of the objective function (Assumption 2), we have that
Therefore, there exists a convergent subsequence x ki . Let x ki → x * , then we have x ki+1 → x * and x * = prox λrα (x * − λ∇l(x * )), i.e., x * is a stationary point.
Remark 2. When α = 0, the algorithm is identical to the iterative soft thresholding algorithm (ISTA) [1] , and the stepsize can be chosen as λ < 2/L since (9) becomes
When α > 0, if we know a lower bound of x k 2 , we may choose a larger stepsize to speed up the convergence.
Remark 3. The result in Theorem 3 is true for any regularization r(x), and the proof follows from replacing min
Since the main problem (3) is nonconvex, there exist many stationary points. We are interested in those stationary points that are also fixed points of the FBS operator because a global solution is a fixed point of the operator and FBS converges to a fixed point. In fact, we have the following property for global minimizers to be fixed points of the FBS algorithm for all parameters λ < 1/L. Lemma 4.
[Necessary conditions for global minimizers] Each global minimizer x * of (3) satisfies:
1) x * ∈ prox λrα (x * − λ∇l(x * )) for all positive λ < 1/L.
2) If x * = 0, then we have ∇l(0) ∞ ≤ 1 − α. In addition, we have ∇l(0) = 0 for α = 1 and x * = 0 does not exist for α > 1.
2 < α/L and x * = 0, then x * is 1-sparse, i.e., the number of nonzero components is 1. In addition, we have (9) by replacing x k with x * . The function value can not decrease because x * is a global minimizer. Thus x k+1 = x * , and x * is a fixed point of the forward-backward operator. Let x * = 0, then item 1) and Lemma 1 together give us item 2).
For items 3) and 4), we denote y(λ) = x * − λ∇l(x * ) and have y(λ) ∞ > λ for small positive λ because x * = 0. If x * 2 ≥ α/L, then from Lemma 1, we have that x * 2 ≥ αλ and y(λ) ≥ λ for all λ < 1/L. Therefore, we have x * = S 1 (y, λ)( S 1 (y, λ) 2 + αλ)/ S 1 (y, λ) 2 for all λ < 1/L from Lemma 1. S 1 (y, λ) is in the same direction of x * , and thus x * Λ is in the same direction of ∇ Λ l(x * ) + sign(x * Λ ). In addition, ∇ Λ l(x * ) + sign(x * Λ ) 2 = α. If x * 2 < α/L, then from Lemma 1, we have that x * is 1-sparse. We also have ∇ i l(x * ) = (α − 1)sign(x * i ) for x * i = 0, which is from Item 3). For x * i = 0, we have |λ∇ i l(
The following example shows that FBS tends to select a sparser solution, i.e., the fixed points of the forward-backward operator may be sparser than other stationary points.
Example 1. Let N = 3 and the objective function be
We can verify that 0, 1.2 − 1/ √ 2, 0 is a global minimizer. In addition, we get (0.2, 0, 0.2), 1.2 − 1/ √ 2, 0, 0 , 0, 0, 1.2 − 1/ √ 2 , and (4/5 − 2/9 − √ 2/3, 2/5 − 1/9 − √ 2/6, 4/5 − 2/9 − √ 2/3) are stationary points. Let x 0 = (0, 0, 0), we have that x * = 0, 1.2 − 1/ √ 2, 0 . If we let x 0 = (0.2, 0, 0.2), we will have that x * = 1.2 − 1/ √ 2, 0, 0 (or 0, 0,
Similarly, if we let x 0 = (4/5 − 2/9 − √ 2/3, 2/5 − 1/9 − √ 2/6, 4/5 − 2/9 − √ 2/3), we will have that x * = 0, 1.2 − 1/ √ 2, 0 for λ > 6/5 − 1/3 − √ 2/2 ≈ 0.1596. For both stationary points that are not 1-sparse, we can verify that their L 2 norms are less than 1/L = 1/3. Therefore, Lemma 4 shows that they are not fixed points of FBS for all λ < 1/L and hence they are not global solutions.
Alternating Direction Method of Multipliers.
In this section, we consider a general regularization r(x) with an only assumption that it is coercive; it includes r α (x) as a special case. We apply the ADMM to solve the unconstrained problem (3) . In order to do this, we introduce an auxiliary variable y such that (3) is equivalent to the following constrained minimization problem: minimize x,y r(x) + l(y) subject to x = y.
Then the augmented Lagrangian is
and the ADMM iteration is:
Note that the optimality condition of (11b) guarantees that 0 = ∇l(y k+1 ) + δ(y k+1 − x k+1 − u k ) and δu k+1 = ∇l(y k+1 ).
Lemma 5. Let (x k , y k , u k ) be the sequence generated by ADMM. We have the following statements:
1) If l(x) satisfies Assumption 1, then we have
and, in addition, if l(x) is convex,
2) If l(x) satisfies Assumption 1, then there exists
where ∂ x L δ is the set of general subgradients of L with respect to x for fixed y and u; see e.g. [25, Denition 8.3 ] such that
Proof. 1): From (11a), we have
From (11b) and (11c), we derive
Assumption 1 gives us
and, by Young's inequality, we have
for any positive c (we will decide c later). Therefore we have
Let c = δ/(2L), and we obtain:
By combining (15) and (17), we get (12) . If, in addition, l(x) is convex, we have, from (16) , that
Thus (13) is obtained by combining (15) and (18) .
2) It follows from the optimality condition of (11a) that there exists q ∈ ∂r(x k+1 ) such that q + δ(x k+1 − y k + u k ) = 0.
Let p = q + δ(u k+1 + x k+1 − y k+1 ) ∈ ∂ x L δ (x k+1 , y k+1 , u k+1 ), then we have
The optimality condition of (11b) and the update of u in (11c) give that
Thus (14) is obtained by combining (19) , (20) , and (21) . Theorem 6. Let Assumptions 1 and 2 be satisfied. Let δ > (3 +
is convex), then 1) the sequence (x k , y k , u k ) generated by ADMM is bounded and has at least one limit point.
2L. There exists a positive constant C 1 that depends only on L and δ such that
Next, we show that the augmented Lagrangian L δ has a global lower bound during the iteration. From Assumption 1, we have
Thus L δ (x k , y k , u k ) has a global lower bound because of the coercivity of r(x) + l(x) and δ > L. It follows from (23) that x k , y k , r(x k ) + l(x k ), and x k − y k 2 are all bounded. Therefore, u k is bounded because of Assumption 1.
Due to the boundedness of (x k , y k , u k ), there exists a convergent subsequence (x ki , y ki , u ki ), i.e., (x ki , y ki , u ki ) → (x * , y * , u * ).
2) Since the sequence L δ (x k , y k , u k ) is bounded below, (22) implies ∞ k=1 y k+1 − y k 2 2 < ∞ and y k+1 −y k 2 2 → 0, i.e., y k+1 −y k → 0. In addition, we have u k+1 −u k → 0 and x k+1 − x k → 0 due to Assumption 1 and (11c) respectively.
3) Part 2 of Lemma 5 and y k+1 − y k → 0 suggest that (x * , y * , u * ) is a stationary point of L δ (x, y, u). Since (x * , y * , u * ) is a stationary point, we have x * = y * from (21), then (19) implies that δu * = ∇l(y * ) and 0 ∈ ∂ x r(x * ) + ∇l(x * ), i.e., x * is a stationary point of r(x) + l(x).
Remark 4. The proof is inspired from [27] . However, the function r(x) does not need to satisfy assumption A3 (objective-f regularity) in Theorem 2.1 of [27] . In fact, Lemma 2 shows that r α (x) does not satisfy the assumption.
The following example shows that both FBS and ADMM may converge to a stationary point that is not a local minimizer.
Example 2. Let n = 2 and the objective function be
We can verify that (1, 0) and (0, 1) are two global minimizers with objective function value 0. There is another stationary point
2 ) for this function. Assume that we assign the initial x 0 = (c 0 , c 0 ) with c 0 > 0, FBS generates x k = (c k , c k ) where c k+1 = (1 − 2λ)c k + λ/ √ 2 for all λ < 1/L = 1/2. For ADMM, let y 0 = (d 0 , d 0 ) and u 0 = (e 0 , e 0 ) such that e 0 > 0 and d 0 > e 0 + 1/δ, then ADMM generates x k = (c k , c k ), y k = (d k , d k ), and u k = (e k , e k ) with
5. Numerical Experiments. In this section, we compare our proposed algorithms with DCA on three types of matrices: random Gaussian, random partial DCT, and random over-sampled DCT matrices. Both random Gaussian and partial DCT matrices satisfy the RIP with high probabilities [3] . The over-sampled DCT matrices are highly coherent, and they are derived from the problem of spectral estimation [10] in signal processing. An over-sampled DCT matrix is defined as
where w is a random vector of length M and F is the parameter used to decide how coherent the matrix is. The larger F is, the higher the coherence is. We test all the algorithms on random Gaussian and partial DCT matrices with size 64×256 and two over-sampled DCT matrices of size 100×1500 with F = 5 and F = 20. The sensing matrices are normalized to have unit (spectral) norm. In all cases, the non-zero elements of the sparse vector are drawn from random Gaussian distributions. We compare the performance and efficiency of all algorithms in recovering the sparse vectors for the noise-free case and the case where the sparse vectors are stationary points. In particular, we look at success rates with 100 random realizations. A trial is considered to be successful if the relative error of the reconstructed solution x r by an algorithm to the ground truth x g is less than .001, i.e., xr−xg xg < .001. For the noisy case, we compare the mean-square-error of the reconstructed solutions.
Constructed Stationary Points.
We construct the data term b such that a given sparse vector x * is a stationary point of the unconstrained L 1 -L 2 problem, (24) x * = arg min
for a given positive parameter γ. This can be done using a similar procedure as for the L 1 problem [15] . In particular, any non-zero stationary point satisfies the following first-order optimality condition: b is constructed such that xg is a stationary point of the unconstructed L 1 -L 2 minimization. In each case, we plot the error to the ground-truth solution versus iteration numbers for three L 1 -L 2 minimization methods: DCA, FBS, and ADMM; FBS and ADMM are much faster than DCA.
where p * ∈ ∂ x * 1 . Denote Sign(x) as the multi-valued sign, i.e.,
Given A, γ, and x * , we want to find w ∈ Sign(x * ) and w − x * x * 2 ∈ Range(A ). If y satisfies A y = w − x * x * 2 and b is defined by b = γy + Ax * , then x * is a stationary point to (24) . To find w, we consider projection onto convex sets (POCS) [6] by alternatively projecting an initial guess onto both sets. Note that w may not exist, and POCS may not converge, especially when A is highly coherent.
For constructed test cases (A, γ, x * , and b), we study the convergence of three L 1 -L 2 implementations (DCA, FBS, and ADMM). We start with incoherent matrices (random Gaussian and partial DCT) of size 64 × 256. Fix γ = 0.01, and generate sparse vector x with different sparse level L 0 being 10 or 20. Figure 1 shows that FBS and ADMM are equally good, both of which are much faster than the DCA in finding the stationary point x * .
We and b). The matrix A is either random Gaussian or random DCT. We exclude oversampled DCT matrices, as it is hard to find an optimal solution to (25) for these matrices. We vary the sparsity of the ground-truth solution x * from 10 to 30, and compare the success rates of three implementations of L 1 -L 2 (DCA, FBS, and ADMM). As shown in Figure 2 , DCA gives the worst performance, compared to FBS and ADMM.
5.2.
Noise-free case. In this section, we look at the success rates of finding a sparse solution while satisfying the linear constraint Ax = b. We consider an unconstrained formulation with a small regularizing parameter. Figure 3 shows that both DCA and ADMM often yield the same solutions when sensing matrix is incoherent, e.g., random Gaussian and over-sampled DCT with F=5; while DCA is better than ADMM for highly coherent matrices (bottom left plot of Figure 3 .) The reason could be that DCA is less prone to parameters and numerical errors than ADMM, as each DCA subproblem is convex. This hypothesis motivates us to design a continuation strategy of updating α in the weighted model of L 1 -αL 2 . Particularly for incoherent matrices, we want α to approach to 1 very quickly, so we consider a linear update of α capped at 1 with a large slope. If the matrix is coherent, we want to impose a smooth transition of α going from zero to one, and we choose a sigmoid function to change α at every iteration k, i.e.,
where a and r are parameters. We plot the evolution of α for over-sampled DCT when K = 5 (incoherent) and K = 20 (coherent) on the top right plot of Figure 3 . Note that the iteration may stop before α reaches to one. We call this updating scheme a weighted model. In Figure 3 , we show that the weighted model is better than DCA and ADMM when the matrix is highly coherent.
Although the DCA gives better results for coherent matrices, it is much slower than ADMM in the run time. The computational time averaged over 100 realizations for each method is reported in Table 1 . DCA is almost one order of magnitude slower than ADMM and weighted model. The weighted model achieves the most efficient recovery results in terms of both success rates and computational time.
Noisy Data.
Finally we provide a series of simulations to demonstrate sparse recovery with noise, following an experimental setup in [30] . We consider a
Gaussian
The update for α 100 × 1500 1.2308 0.3891 0.2996 signal x of length N = 512 with K = 130 non-zero elements. We try to recover it from M measurements determined by a random Gaussian matrix A, with white Gaussian noise of standard deviation σ = 0.1. To compensate the noise, we use the mean-square-error (MSE) to quantify the recovery performance.
In Figure 4 , we record the MSE for various implementations of L 1 -L 2 . The halfthresholding method for L 1/2 [30] is also included. Each number is based on the average of 100 random realizations of the same setup. For L 1 -L 2 , different implementations roughly have the similar performance no matter how many measurements are taken. L 1 -L 2 is better than L 1/2 when M is small, but it is the other way around for large M . It is consistent with the observation in [31] that L p (0 < p < 1) is better than L 1 -L 2 for incoherent sensing matrices. When M is small, the sensing matrix becomes coherent, and L 1 -L 2 seems to show advantages and/or robustness over L p . 6. Conclusions. We derived a proximal operator for L 1 -αL 2 , as analogue to the soft shrinkage for L 1 . This makes some fast L 1 solvers such as FBS and ADMM applicable to minimize L 1 -αL 2 . We discussed these two algorithms in details with convergence analysis. We demonstrated numerically that FBS and ADMM together with this proximal operator are much more efficient than the DCA approach. In addition, we observed DCA gives better recovery results than ADMM for coherent matrices, which motivated us to consider a continuation strategy in terms of α.
