We investigate the stabilizability of discrete-time linear switched systems, when the sole control action of the controller is the switching signal, and when the controller has access to the state of the system in real time. Despite their importance in many control settings, no algorithm is known that allows to decide the stabilizability of such systems, and very simple examples have been known for long, for which the stabilizability question is open.
Introduction
Joint spectral characteristics are numerical quantities that describe the asymptotic behaviour of matrix semigroups. They have found many applications, in particular in Systems and Control.
Consider a finite set of m matrices M ∈ R n×n , and the corresponding linear discrete time switching systems, which is a system whose behaviour follows the following law:
x(k + 1) = A σ k x(k) σ k ∈ {1, . . . , m}.
These systems are not uniquely defined, but any 'switching signal' σ implies a well defined law of evolution for the system. The joint spectral characteristics have emerged quite independently during the second half of the 20th century, with the goal of characterizing the rate of growth of System (1) for some possible switching signal. These quantities have attracted a lot of attention, not only because of their applications, but probably also because, despite the apparent simplicity of their definition, they turn out to be extremely hard to compute. See for instance [1, 2] for typical complexity results on the topic. The first quantity, and perhaps the most well-known, was introduced in the context of robust control, and represents the worst case rate of growth of a switching system:
It is commonly referred to as the Joint Spectral Radius (JSR in short) of the set M. It has been introduced by Rota and Strang [3] . See [4] for a monograph on the topic. Since then, several other quantities were proposed, in order to describe other possible rates of growth of the system. Let us mention the p-radius, [5, 6] with motivations in mathematical analysis; the Lyapunov exponent (see [7, 8] ) with motivations in randomly switching systems; or the Joint Spectral Subradius, which represents the minimal rate of growth for the evolution operator of System (1) (see [9, 10] ).
In this paper, we are concerned with the stabilizability radius, which, similarly to the subradius, is also concerned with the smallest possible rate of growth over all switching signals, but now it is assumed that at every step k, one can choose the matrix depending on the present value of x(k). The stabilizability radius is thus smaller than the previously introduced subradius. It has only been introduced formally recently [11] , but the reader can find earlier implicit studies of it in [12, 13] .
Following [11] , we introduce the following definition, which is the main topic of study of the present work: Definition 1. The stabilizability radius of M is defined as
minimizes the exponential growth rate of the trajectories of (1) starting at x 0 . As shown in [11] we may equivalently writẽ
for any x 0 ∈ R n , t ≥ 0 and for some solution x(·) of (1) starting at x 0 .
The stabilizability radius is related to the possibility of stabilizing (1) by appropriately choosing the switching law (either in open loop form or in feedback form, see [11, Proposition 2.5 and Corollary 3.4] ). We recall the following basic properties: Proposition 1. The stabilizability radius satisfies the following basic properties:
(i) Homogeneity: For any compact set of matrices M, ∀γ > 0,ρ(γM) = γρ(M),
We illustrate the above concept with an example, which we will use as a running example throughout this paper:
[Based on an example by Stanford and Urbano [13] ] Let us consider
It is easy to see that the norm of any product of matrices in M is larger or equal to one. Indeed, det(A σ(t) . . . A σ(0) ) = 1 independently on the switching sequence, which implies that A σ(t) . . . A σ(0) ≥ 1. However, the definition of the stabilizability radius allows the switching sequence to depend on the value of x(t), so that the stabilizability radius can be smaller than one, and it is the case in our example. Indeed, consider System (1), and any time instant k. For any value of x(k) ∈ R 2 there always exists a natural number n x ≤ 3 such that the absolute value of the angle formed by the vector A nx 1 x and the x 1 axis is smaller or equal than π/8. As a consequence it is easy to obtain the estimate |A 2 A nx 1 x| < 0.9|x| and thusρ < 0.9 1/4 ∼ 0.974.
In [11, Theorem 4.7] it was shown that the minimum singular value computed among all matrices of M provides a lower bound forρ(M) : However, the study of Example 1 seems to suggest that such a lower bound does not represent a good approximation of the actual value of the stabilizability radius: Some techniques have been proposed in the control literature, which allow to derive an upper bound on the stabilizability radius, mainly based on semidefinite programming [14, 12, 15] . However, it seems much harder to provide a tight lower bound. In this manuscript we tackle the above question. By a closer inspection at all the singular values of a matrix product, we provide a much better lower bound, which can be improved by increasing the length of the products. In particular, we improve the lower bound previously obtained by applying Theorem 1 to Example 1. Then, in Section 3, we show that the present result is actually general and has rather nonintuitive consequences concerning the regularity of the radiusρ x0 in terms of the initial condition x 0 .
Notation: We denote by M n (R) the set of real n× n matrices. For a matrix M ∈ M n (R) we denote by s 1 (M ) ≤ s 2 (M ) · · · ≤ s n (M ) the corresponding singular values.
Lower bound for the stabilizability radius
In this section we first provide a simple and actionable lower bound on the stabilizability radius, based on the determinants of the matrices in M. We then provide a more powerful bound, which is in some sense less actionable because it relies on more involved computations. Theorem 1 provides a simple lower bound on the stabilizability radius in terms of the smallest singular value of the matrices. We start with a simple lemma that pushes this reasoning further, by pointing out a geometric property of a given matrix related both to its smallest singular value and to its determinant.
• for every nonsingular matrix A ∈ M n (R), and if s 1 (A) ≤ r, the measure of S r,A is bounded by m n−1 min{r n | det A| −1 , 1}, where m n−1 is the surface area of the unit sphere.
Proof. The fact that the set S r,A is empty if s 1 (A) > r follows from the definitions. In order to prove the second part of the lemma we define the cone
and consider the image of C r,A by the matrix A. We know that the corresponding volumes scale by a factor | det(A)| and that the image of C r,A is completely contained inside the closed ball of radius r. We deduce that
where V r,A is the volume of C r,A and M n denotes the volume of the unit ball. The desired bound is then obtained by observing that the surface area of S r,A is equal to V r,A m n−1 /M n . Remark 1. It is possible to show that the surface area of S r,A is bounded by 2(πr) n−1 s 1 (A)| det A| −1 whenever A is nonsingular and s 1 (A) ≤ r. This improves the estimate provided by Lemma 1 in the case s 1 (A) ≪ r ≤ | det(A)| 1/n .We omit the proof of this result as it is more involved than that of Lemma 1 and the improved estimate does not allow to enhance the later results.
Below we exploit the previous lemma in order to provide a first lower bound toρ(M). Roughly speaking, the idea is that for any λ >ρ(M) and any x ∈ S n−1 there should exist a matrix A in M t , for t large enough, such that Ax belongs to the ball of radius λ t . In other words, in the notations of the previous lemma, the union of all the sets S λ t ,A for A ∈ M t must cover the whole sphere S n−1 .
Theorem 2. Consider System (1) and assume that M only contains nonsingular matrices. Then, the stabilizing radius satisfies
Proof. Let us fix λ = ρ + ǫ for some ǫ > 0, and fix some T ∈ N. By Lemma 1, for any product A ∈ M T , the set S r,A of unit vectors which are mapped inside the ball of radius r by A has measure bounded by m n−1 r n | det(A)| −1 , where m n−1 is the surface area of the unit sphere. This implies that the set ∪ A∈M T S r,A has measure bounded by
Now, by definition, for any λ >ρ(M) there exists a positive constant C such that any x ∈ S n−1 may be mapped to a ball of radius Cλ T by at least one product of T matrices in M. Setting r = Cλ T , we deduce that the set ∪ A∈M T S r,A must cover the whole sphere S n−1 , so that
Letting T tend to infinity we get It is worth noticing that, for an arbitrary given set M, Theorem 2 might not necessarily improve on the simple lower bound from Theorem 1:ρ(M) ≥ min A∈M s 1 (A). (Indeed consider for instance a trivial example with two rotation matrices. For such an example we have min A s 1 (A) = 1 andρ − = √ 2/2.) Intuitively, on the one hand Theorem 1 estimates the maximal norm contraction at each step, among all available matrices and all initial conditions, but it does not take into account the fact that trajectories may move away from the most contracting directions; on the other hand, Theorem 2 is essentially based on the assumption of a homogeneous occupation measure, and it does not exploit the possible presence of privileged directions or modes which may be used for optimizing the contraction rate. The result below mingles the two approaches.
Theorem 3. Consider System (1) and assume that M only contains nonsingular matrices. Let us denote, for simplicity, 
we haveρ * − ≥ min k=1,...,m δ k and
Moreover, if δ i = δ j for every i = j, the argument of the minimum in (3) takes the formν
for some real value β and S ⊆ {1, . . . , m}. As a consequence,ρ * − may be calculated numerically by solving the scalar equations Ψ(ν 1 (β), . . . ,ν m (β)) = 0 obtained for all possible S ⊂ {1, . . . , m}.
Proof. If A is a product of length T containing n k copies of A k then | det A| = m k=1 ∆ n k k . By Lemma 1, the portion of the unit sphere that is mapped into a ball of radius r has measure bounded by m n−1 r n | det A| −1 = m n−1 r n k ∆ −n k k .
Moreover one has that m k=1 n k log δ k = log( m k=1 δ n k k ) ≤ log(s 1 (A)) so that, applying the first item in Lemma 1, it follows that S r,A is empty whenever m k=1 n k log δ k > log r. Thus, we obtain the following upper bound on the measure of the union of all sets S r,A among all possible products of length T of matrices of M
where in the last two equalities the sum is taken over all m-tuples of positive integers satisfying m k=1 n k log δ k ≤ log r, m k=1 n k = T.
Noticing that k (n k !∆ n k k ) = k,n k =0 (n k !∆ n k k ), we can apply Stirling approximation N ! ≈ N N + 1 2 e −N , N > 0 to (6) obtaining that c 1Ũ (T ) ≤ U (T ) ≤ c 2Ũ (T ) for some positive numbers c 1 , c 2 only depending on m, n, wherẽ
Since, for any T > 0 T k,n k =0 n k ≤ T max k n k ≤ m, the expression on the right is bounded by
where we estimate the number of elements in the summation by T +m−1 m−1 ≤ (T + 1) m−1 , and the maximum is taken over all m-tuples of positive integers satisfying (7) .
In particular, by replacing each n k T with a continuous variable ν k , the subset of the unit sphere which can be mapped into the ball of radiusĈρ T has measure bounded by
for some C > 0, where the ν k 's satisfy
Note that the constraint (9a) corresponds to ν ∈ Σ m . Whenever ρ >ρ(M) and for someĈ large enough, E(ρ,Ĉ, T ) must necessarily be larger than the measure of the (n − 1)-dimensional unit sphere for every integer T > 0. In particular, setting 
Note that (10) is always satisfied at the vertices of the simplex Σ m , with equality if the corresponding matrix in M is proportional to an orthogonal matrix, that is, ∆ k = δ n k . From what precedes a lower bound ρ * forρ(M) should satisfy the following minimization problem:
where
In particular Φ is convex, as it is the sum of convex functions of a single real variable. Also, Φ(ν) = Ψ(ν) + n Consider now the problem of minimizing Φ under the sole condition (9a), i.e. on the simplex Σ m . Since ∂Φ ∂ν k tends to −∞ if ν k goes to 0, the minimum of Φ is not attained at the boundary of Σ m and can therefore be computed using Lagrange multipliers. In particular the valueν ∈ Σ m minimizing Φ is given bȳ
and it is easy to see that e 1 n Φ(ν) =ρ − . Therefore, if Ψ(ν) ≥ 0 we obtain that ρ * =ρ − in (11) , concluding the proof of Item (a).
Assume now that Ψ(ν) < 0. We claim that the minimum in the definition of ρ * is attained when Ψ is equal to 0. Indeed, by continuity of Ψ, for any ν satisfying (10) there exists a convex combination ν λ = λν + (1 − λ)ν such that Ψ(ν λ ) = 0. Moreover Φ(ν λ ) ≤ Φ(ν) (with equality only if ν = ν λ ) by convexity of Φ and since Φ(ν) < Φ(ν). Thus, without loss of generality, in the problem (11) one may replace the constraint (10) with Ψ = 0, that is we can minimize Φ restricted to the subset Z. We observe that Φ(ν) = Ψ(ν) + n m k=1 ν k log δ k = n m k=1 ν k log δ k for ν ∈ Z, from which we deduce that ρ * =ρ * − = min ν∈Z m k=1 δ ν k k . This proves the first inequality in (4) . The last strict inequality in (4) is a consequence of the uniqueness of the minimizerν obtained with the sole constraint (9a).
Concerning the last part of the theorem, if the minimum of Φ restricted to Z is attained in the interior of Σ m then it can be computed by using Lagrange multipliers. In particular, if the values δ i are all different, one finds that
where α, β depend on the parameters δ i , ∆ i , i = 1, . . . , m. Since ν ∈ Σ m , we get α = α(β) = ( k δ β k ∆ −1 k ) −1 , so that, settingν k (β) = α(β)δ β k ∆ −1 k the value β may be found numerically by solving the equation Ψ(ν(β)) = 0.
If the minimum of Φ restricted to Z is attained at the boundary of Σ m then either it is attained at one vertex of Σ m , or in the interior of a subsimplex {ν ∈ Σ m | ν k = 0, ∀k / ∈ S}, for some S ⊂ {1, . . . , m}. In the latter case it minimizes the restriction of Φ to that subsimplex under the constraint Ψ = 0 and one can again find the minimizer by means of Lagrange multipliers, obtaining that min ν∈Z Φ(ν) is attained at a pointν of the form (5) . This concludes the proof of Item (b).
Remark 2. Theorem 3 shows that the inequalityρ(M) ≥ min k=1,...,m δ k (first provided in [11, Theorem 4.7] ) is actually strict, except for very special cases. In particular the strict inequality holds if min k=1,...,m δ k is attained only for a single index k =k and Ak is not proportional to an orthogonal matrix (that is, if ∆k > δ n k ). • We haveρ(M) =ρ(M t ) 1/t (see Proposition 1). In particular, computing a lower bound forρ(M t ) for t > 1 by means of Theorem 3 may lead to better estimate ofρ(M) compared to a direct application of Theorem 3 to the set M.
We show below through a simple example that Theorem 3 may strictly increase the lower bound onρ(M). Whether the iteration of such a method leads asymptotically to the actual valueρ(M) remains an open problem.
Example 4. To illustrate the previous result we consider a set of matrices M = {A 1 , A 2 } where A 1 = diag(c, c −1 ) with c ∈ (0, 1), and A 2 is a two-bytwo orthogonal matrix. In particular the matrices in Example 1 satisfy such assumptions with c = 1/2. In the notation of Theorem 3 we have δ 1 = c, δ 2 = 1 and ∆ 1 = ∆ 2 = 1. Moreover,ν 1 =ν 2 = 1/2 and Ψ(ν) = log 1 2 − log c. Thus, for c ∈ (0, 1/2] we fall into case (a) of the theorem; the lower bound ρ − = 1/ √ 2 provided by both Theorem 2 and Theorem 3 improves the value δ min min{δ 1 , δ 2 } = c of [11, Theorem 4.7] . On the other hand, if c ∈ (1/2, 1) we fall into case (b) of Theorem 3, and the lower boundρ * − is strictly larger than bothρ − and δ min . In this case it is easy to see that the minimum is attained at the interior of Σ 2 and that it is associated with the unique solution of the equation Ψ(ν 1 (β), . . . ,ν m (β)) = 0, obtained for S = {1, 2}, which may be easily found numerically. In Table 1 we collect the lower bounds δ min ,ρ − ,ρ * − for different values of c ∈ (0, 1).
Dependence of the stabilizability radius on the initial condition
We consider now an application of Theorem 3. We are interested in studying the dependence ofρ x0 (M) on the initial condition x 0 . In general, one cannot expect this function to be everywhere continuous. For instance, if M is made of a single matrix A = diag{λ 1 , . . . , λ n }, then the image of such a function is equal to {|λ 1 |, . . . , |λ n |} andρ x0 (M) = |λ i | if (x 0 ) i = 0 and (x 0 ) j = 0 for all j such that |λ i | ≤ |λ j |. In particularρ x0 (M) is discontinuous at any point x 0 with zero component along the eigenspaces corresponding to the eigenvalues of maximum absolute value. We show below a much more surprising result, which entails the existence of linear switched systems such thatρ x0 (M) is nowhere continuous. Namely, we provide general conditions on the linear switched system ensuring the existence of an open set A ⊂ R n and two disjoint subsets U, S both dense in A, such thatρ x0 (M) ≥ c 1 for x 0 ∈ U andρ x0 (M) ≤ c 2 for x 0 ∈ S for some c 1 > c 2 > 0. In other words, up to multiplying the matrices of M by a common constant, from each point of S it is possible to stabilize exponentially the system and from each point of U it is impossible to stabilize the system.
We start with the following definitions which adapt classical notions from continuous-time controlled dynamical systems.
Definition 2. Consider the discrete-time switched system on the projective space P n−1 (for simplicity, we identify here a point of P n−1 with a pair of opposite points z, −z in S n−1 )
and denote the attainable set in positive time O + (z 0 ) from z 0 as the set of all points that can be reached from z 0 for all t ≥ 0 and switching laws B(·), that is O + (z 0 ) = Bz0 |Bz0| | B ∈ N t , t ≥ 0 . If N is made by nonsingular matrices, we also define the attainable set in negative time from
We have the following general result concerning the stabilizability rateρ x0 (M). Proposition 2. Consider System (1) and assume that M = {A 1 , . . . , A m } ⊂ M n (R) only contains nonsingular matrices. Consider the projected switched system on P n−1
Assume that there exist two points z (1) , z (2) ∈ P n−1 ⊂ R n such thatρ z (1) (M) < ρ z (2) (M). Then the function x →ρ x (M) is discontinuous at every point of the cone (2) ). The conclusion follows since both O − (z (1) ) and O + (z (2) ) are dense in D.
Of course the previous result is of some interest only if the set D is nonempty. This is the case under some (approximate) controllability property of the system. For instance, if n = 2 and if there exists t ∈ N and A ∈ M t with nonreal eigenvalues such that A k is not proportional to the identity for every integer k = 0 then clos(O + (z)) = clos(O − (z)) = P 1 for any z ∈ P 1 . Indeed, in this case A is similar to a multiple of a rotation matrix whose corresponding attainable sets are dense in P 1 . Furthermore, Theorem 3 allows to determine some sets of matrices for which the existence of z (1) , z (2) such thatρ z (1) (M) <ρ z (2) (M), as required in Proposition 2, is satisfied. An example of application, which immediately follows from the discussion above and from Remark 2, is given as follows.
Proposition 3. Let n = 2 and assume that there exists A ∈ ∪ t∈N M t with nonreal eigenvalues such that A l is not proportional to the identity for every nonzero integer l and that there is a single indexk satisfying min k=1,...,m δ k = δk, with Ak diagonal and not proportional to the identity. Thenρ x (M) is discontinuous at each point of R 2 .
It is easy to see that the matrices in Example 1 satisfy the assumptions of Proposition 3. Indeed, the matrix A 2 A 1 is similar to a rotation matrix of angle θ, with θ incommensurable with π (see [11] for more details). An even simpler application of Proposition 3 is obtained if one directly replaces the rotation angle π 4 in the matrix A 1 of Example 1 with any angle incommensurable with π. A further numerical example is given below. The assumptions of Proposition 3 are satisfied since A 1 has nonreal eigenvalues which are not proportional to roots of the unit while the minimum singular value is equal to 0.8 and is associated with the diagonal matrix A 2 . An application of Theorem 3 gives the lower boundsρ − = 1.059 andρ * − = 1.0675 forρ(M). As a consequence, there exists a dense subset of R 2 starting from which it is possible to stabilize exponentially the system (with the exponential rateρ x (M) = 0.8) and another dense subset starting from which it is not possible to stabilize the system.
Conclusion
In this paper, we have studied the stabilizability radius of linear switched systems. Even though such systems are well known to be extremely complex to analyse, we believe that the stabilizability radius exhibits particularly complex phenomena (see for instance Example 5), and on the other hand it has been the topic of very little study in the literature. As an example of this, no method was available in order to provide a nontrivial lower bound on the stabilizability radius of the matrices in Example 1, even though they were introduced more than 25 years ago.
We have provided two results allowing to improve this lower bound. In particular, Theorem 3 provides a lower bound that can be refined by simply iteratively computing longer products of the matrices in the studied set. We leave open the question of whether this procedure leads to the true value of the stabilizability radius (as is the case for other classical algorithms allowing to compute other joint spectral characteristics). In Section 3, we provide a more theoretical analysis, showing that complex discontinuity phenomena occur, even for quite simple examples.
From a control-theoretic perspective, we believe that the problem studied here is of high importance in the context of formal methods and cyber-physical systems control, where the set of control actions available to the controller is often made of a discrete set. We hope that the present research sheds some light on the complexity of the phenomena at stake, and that it will motivate further research in that direction.
