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STRONG TRACES TO DEGENERATE PARABOLIC EQUATIONS
M. ERCEG AND D. MITROVIC´
Abstract. We prove existence of strong traces at t = 0 for quasi-solutions to the degenerate
parabolic equations under non-degeneracy assumptions. In order to solve the problem, we
introduce a defect measure type functional and combine it with the blow up method.
1. Introduction
In the current contribution, we consider the advection diffusion equation:
∂tu+ divx f(u) = D
2
x
· A(u) , (1)
where f ∈ C1(R;Rd), A ∈ C1,1(R;Rd×d) and A is symmetric at every point. Here we use the
notation D2
x
· A(u) = ∑
k,j
∂2xkxjAkj(u), while C
1,1 stands for the Ho¨lder space. Usually, the
equation above is written in the divergence form (non convenient for us at the moment)
∂tu+ divx f(u) = divx(a(u)∇u) ,
where a(λ) = A′(λ) and divx(a(u)∇u) =
d∑
k,j
∂xj(akj(u)∂xku). Given equation is very important
and it describes phenomena containing the combined effects of nonlinear convection, degenerate
diffusion, and nonlinear reaction. More precisely, the equation describes a flow governed by
• the convection effects (bulk motion of particles) which are represented by the first order
terms;
• diffusion effects which are represented by the second order term and the matrix A′(λ) =
[aij(λ)]i,j=1,...,d describes direction and intensity of the diffusion.
The equation is degenerate in the sense that the matrix a(λ) = A′(λ) can be equal to zero in
some directions, which are allowed to depend on λ. Roughly speaking, if this is the case (i.e.
if for some vector ξ ∈ Rd we have 〈A′(λ)ξ | ξ〉 = 0), then diffusion effects do not exist for the
state λ in the direction ξ.
The equation appears in a broad spectrum of applications, such as e.g. flow in porous media
[15], sedimentation-consolidation processes [7] and many others which we omit here (see the
Introduction of [10] for more details).
Existence and uniqueness for the Cauchy problem corresponding to (1) is well established
in quite general situations [8, 9, 10]. The question of existence of strong traces for entropy
solutions to (1) is however still open. Before precisely formulating the problem and our results,
let us first introduce the notion of solutions to (1) which is considered in this paper.
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Definition 1. A measurable function u defined on Rd+1+ := (0,+∞) × Rd is called a quasi-
solution to (1) if for a.e λ ∈ R the Kruzhkov type entropy equality holds
∂t|u− λ|+ divx
(
sgn(u− λ)(f(u)− f(λ))) (2)
+D2
x
·
(
sgn(u− λ)(A(u)−A(λ))) = −γ(t,x, λ) ,
where γ ∈ C(Rλ;w ⋆−M(Rd+1+ )) we call the quasi-entropy defect measure.
By sgn we denote the signum function, while byM(Rd+1+ ) we denote the space of unbounded
Radon measures γ on Rd+1+ which are locally finite up to the boundary t = 0, i.e.
for any T > 0 and compact set K ⊆ Rd it holds Var γ((0, T ] ×K)) <∞,
where Var γ is the total variation of γ.
Remark 2. We shall often consider γ as a measure in λ as well. More precisely, when we write
dγ(t,x, λ) in fact we would think of dγλ(t,x)dλ, where dλ is the Lebesgue measure, which is
still locally finite (up to the boundary t = 0) on Rd+1+ × Rλ.
The notion of quasi-solutions is introduced in [31] and it is a generalization of the Kruzhkov-
type admissibility concept (see e.g. [8, 9, 20]). In a special situation, the quasi-solution is an
entropy admissible solution that singles out a physically relevant solution to the equation (1)
(see e.g. [9]).
Recently, several existence results of quasi-solutions to (1) in the case of irregular and het-
erogeneous fluxes were obtained (see e.g. [14, 19, 30]). All these results require suitable non-
degeneracy conditions to be fulfilled, which we will need in this paper as well (see (3)). Such
kind of assumptions are standard in the theory of velocity averaging lemmas [14, 22, 33, 34]
(see in particular [34, (2.18)-(2.19)]), which is substantially used in the frame of the blow up
method [38]. Here, we cannot use known velocity averaging results due to specific form of the
transport equation that we are going to obtain after appropriate (blow up) change of variables
(see (15)).
Let us recall that the function u = u(t,x) has the (strong) trace u0 = u0(x) at t = 0 if
L1loc − limt→0u(t, ·) = u0. More precisely, we shall use the following definition.
Definition 3. Let u ∈ L1loc(Rd+1+ ). A locally integrable function u0 defined on Rd is called the
strong trace of u at t = 0 if for any relatively compact set K ⊂⊂ Rd it holds
lim
t→0
‖u(t, ·) − u0‖L1(K) = 0 .
The strong traces appeared in the context of limit of hyperbolic relaxation toward scalar
conservation laws [28, 37]. In particular, they appeared to be very useful related to the unique-
ness of solutions to scalar conservation laws with discontinuous fluxes (see very restrictive list
[2, 3, 11] and references therein).
One of the first results concerning the existence of traces was proved in [38] for entropy
solutions to scalar conservation laws [20] where the basic technique for the proof – the blow up
technique – was introduced. The results are further extended in [31, 32] for quasi-solutions to
scalar conservation laws by combining the blow up techniques and the H-measures. The first
result for degenerate parabolic equations was obtained in [21], where the authors studied the case
of scalar matrix a. With this assumption a significant problem of directions dependent on λ in
which matrix a annihilates is avoided. All the mentioned results were confined on homogeneous
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scalar conservation laws. We extended them in [1] on heterogeneous ultra-parabolic equations
under special assumptions. Let us remark in passing that existence of traces for entropy solutions
for general multi-dimensional scalar conservation laws is still open (for some more recent results
we refer to [29]).
As for the (entropy) solutions to degenerate parabolic equations (see e.g. [8, 9, 10, 39]),
there are no results for traces either in homogeneous or heterogeneous setting (apart from the
above mentioned result for scalar diffusion matrices). An obvious problem is inadequacy of the
standard blow-up technique which involves scaling of the variables. Namely, if we are in the
hyperbolic setting we use the scaling (t,x) 7→ (εt, εx) (the same with respect to both variables)
[38], while in the (ultra) parabolic setting, we need (t,x) 7→ (εt,√εx¯+ εxˆ), x = (x¯, xˆ) [1]. This
clearly causes problems if the equations changes type and we cannot use the adapted scaling as
in the ultraparabolic case.
The idea used here is to somehow split parabolic and non-parabolic parts of the equation and
to obtain the existence of traces by means of a variant of H-measures.
Let us formulate the main result of the paper.
Theorem 4. Let f ∈ C1(R;Rd) and let A ∈ C1,1(R;Rd×d) be such that there exists σ ∈
C0,1(R;Rd×d) such that for any λ ∈ R we have a(λ) := A′(λ) = σ(λ)Tσ(λ). Moreover, as-
sume that the non-degeneracy condition is satisfied: for any compact Kλ ⊆ R,
sup
(ξ0,ξ)∈Sd
meas
{
λ ∈ Kλ : ξ0 + 〈f′(λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0
}
= 0 . (3)
Then any bounded quasi-solution u to (1) admits the strong trace at t = 0, i.e. there exists
u0 ∈ L∞(Rd) such that for any relatively compact K ⊂⊂ Rd, it holds
lim
t→0
∫
K
|u(t,x)− u0(x)|dx = 0 .
In (3), as well as in the rest of the paper, we use 〈· | ·〉 to denote scalar product on Rd and Sd
for the unit sphere in Rd+1, while meas(S) stands for the Lebesgue measure of S ⊆ Rd.
The assumption on a of the previous theorem has been already used in [14]. It is a technical
assumption which ensures some desirable properties of certain Fourier multiplier operators (see
step IV of the Appendix and [14, Lemma 9]). Many interesting and novel cases of degenerate
matrix a fulfill this assumption, e.g.
a(λ) =
(
1√
λ2 + 1
[
λ 1
1 −λ
])[
0 0
0 λ2 + 1
](
1√
λ2 + 1
[
λ 1
1 −λ
])
=
[
1 −λ
−λ λ2
]
.
In [14, Remark 20] a discussion on possible relaxations of this assumptions can be found.
Let us say a few words about the H-measures [16, 35]. They represent a generalization of the
defect measures [24] in the sense that, unlike the defect measures which take into account only
the space variable, the H-measures take into account both space and dual variables, making
them “finer” than the defect measures. The standard example is the following sequence
un(x) = exp(−ikx) , x ∈ (−π, π) , k is fixed ,
and the corresponding defect measure is defined as the weak limit along a subsequence of (u2n)n
in the space of Radon measuresM([−π, π]). Interestingly, for any k ∈ N, the defect measure is
the same (it is equal to the Lebesgue measure), which means that the oscillation effects were not
taken into account. This is not the case with the H-measures which “see” the oscillation effects
as well. In the recent couple of years, several variants of the H-measures and their generalizations
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were introduced (see e.g. [4, 5, 22, 27]), and they appeared to be useful in various applications.
Here we shall apply this theory together with the blow up technique. Thus, a suitable scale is
built-in the definition of the measure which we use (see Teorem 7). A similar situation can be
seen with one-scale H-measures [6, 36].
In the frame of the blow up technique that we are going to use here, the question of existence of
traces reduces to the question of strong L1loc-convergence of families of the form (u(εt,y + εx))
where u is a solution to (1) and y is fixed. Such a simplified version of the family whose
convergence we intend to prove enables us to apply a simplified version of the H-measures and
thus to simplify the standard blow up procedure.
More precisely, one of the key elements of the proof of existence of H-measures is the commu-
tation lemma [3, 35] which we can avoid in our case. Moreover, we can also avoid the argument
of uniqueness of solution to Cauchy problem for a linear degenerate parabolic PDE which would
represent a problem here due to inhomogeneous scaling. We shall explain the situation more
precisely in later sections.
The paper is organized as follows.
In Section 2, we define a variant of defect measures that we are going to use. Also, we
obtain localisation principle where the non-degeneracy condition appears. Remark that such
conditions are standard in approaches that involve kinetic formulations [22, 25, 34], i.e. reduction
of nonlinear equations to transport type equations [12, 13, 23, 33] and then using the velocity
averaging results [14, 22, 25, 33, 34] (we repeat that here we cannot use the existing velocity
averaging results). In the third section, we study the kinetic formulation of (1) and prove the
main result (Theorem 4) under the non-degeneracy conditions. Finally, some technical parts of
the proof we left for the Appendix.
2. Auxiliary statements, notions and notations
In this section, we shall introduce the notion of the defect measures – the basic tools that
we are going to use. The defect measures introduced in [24] describe loss of the strong L2loc
compactness due to concentration effects, but they are insensitive to oscillation effects. However,
if we take the Fourier transform (F(un)) of the sequence (un) generating the defect measure,
and consider the defect measure generated by (F(un)), we actually get an object describing
the oscillation effects. In this contribution, we know that we cannot have the concentration
effects (we are dealing with bounded sequences), so we can consider behaviour of the sequences
of interest only in the dual space. This in particular avoids question of extension of bilinear
functionals which typically appears in the frame of H-measures (see [23, 26] in a more general
situation).
In order to introduce the necessary tools, we need the notion of Fourier multiplier operators.
Definition 5. Let F and F−1 be the Fourier and inverse Fourier transform. The mapping
Aψ : L2(Rd)→ L2(Rd), ψ ∈ L∞(Rd), defined by
Aψ(u) = F−1(ψ(ξ)F(u))
is called the Fourier multiplier operator with the symbol ψ.
Let us fix the definition of the Fourier transform by uˆ(ξ) = Fu(ξ) = ∫
Rd
e−2πi〈ξ |x〉u(x)dx,
which will be important for the forthcoming calculations. If t appears, we shall use ξ0 for the
dual variable.
The fact that the symbol ψ is bounded provides L2-continuity of the mapping Aψ. The
question of necessary and sufficient conditions for Lp-continuity, p 6= 2, of the mapping Aψ is
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still open. However, there exist a few criteria giving necessary conditions for the Lp-continuity.
One of them is the Marcinkiewicz multiplier theorem, which we shall use in the following form.
Theorem 6. [17, Corollary 5.2.5] Suppose that ψ ∈ Cd(Rd \ ∪dj=1{ξj = 0}) is a bounded
function such that for some constant C > 0 it holds
|ξα∂αψ(ξ)| ≤ C , ξ ∈ Rd\ ∪dj=1 {ξj = 0}
for every multi-index α = (α1, . . . , αd) ∈ Nd0 such that |α| = α1 + α2 + · · · + αd ≤ d. Then ψ
is an Lp-multiplier for any p ∈ (1,∞), and the operator norm of Aψ equals Cd,pC, where Cd,p
depends only on p and d.
Here, we used the notations ξα =
d∏
i=1
ξαii and ∂
α =
d∏
i=1
(
∂
∂ξi
)αi
.
Now, we can introduce the defect measure that we are going to use. In the sequel
t ∈ (0,∞) = R+, x ∈ Rd, i.e. (t,x) ∈ Rd+1+ , and (y, λ) ∈ Rd+1.
We also denote for m ∈ N and (ξ0, ξ) ∈ Rd+1
πm(λ, ξ0, ξ) = 1 + |(ξ0, ξ)|+m〈a(λ)ξ, ξ〉 . (4)
The following theorem holds.
Theorem 7. Let (um) be a sequence bounded in L
2(Rd+1+ × Rd+1) and uniformly compactly
supported with respect to λ ∈ R in Kλ ⊂⊂ R. Let (vm) be a sequence bounded in L2(Rd+1+ ×Rd).
Then there exists a measure µ ∈ M(Rd+1 ×B[0, 1] × [0, 1]), B[0, 1] is the closed unit ball in
Rd+1, such that for every ψ ∈ C0(Rd+1 ×B[0, 1]× [0, 1])) along a subsequence it holds
lim
m→∞
∫
Rd+1×Rd+1
ψ
(
y, λ,
(ξ0, ξ)
πm(λ, ξ0, ξ)
,
m〈a(λ)ξ | ξ〉
πm(λ, ξ0, ξ)
)
uˆm(ξ0, ξ,y, λ)vˆm(ξ0, ξ,y) dξ0dξdydλ
=
〈
µ,ψ(y, λ, ξ0, ξ, z)
〉
.
Moreover, the following estimate holds
∣∣〈µ,ψ〉∣∣ ≤ C lim sup
m→∞
sup
(ξ0,ξ)∈Rd+1\{0}
y∈Rd
∥∥∥ψ(y, ·, (ξ0, ξ)
πm(·, ξ0, ξ) ,
m〈a(·)ξ | ξ〉
πm(·, ξ0, ξ)
∥∥∥
L2(Kλ)
, (5)
where C is independent of ψ.
Proof: We start with the standard approach by defining the sequence of functionals bounded
on C0(R
d+1 ×B[0, 1] × [0, 1])):
〈µm,ψ〉 =
∫
Rd+1×Rd+1
ψ
(
y, λ,
(ξ0, ξ)
πm(λ, ξ0, ξ)
,
m〈a(λ)ξ | ξ〉
πm(λ, ξ0, ξ)
)
uˆm(ξ0, ξ,y, λ)vˆm(ξ0, ξ,y) dξ0dξdydλ .
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We have
|〈µm, ψ〉|
≤
∫
Rd×Rd+1
∥∥∥ψ(y, ·, (ξ0, ξ)
πm(·, ξ0, ξ) ,
m〈a(·)ξ, ξ〉
πm(·, ξ0, ξ)
)∥∥∥
L2(Kλ)
‖uˆm(ξ0, ξ,y, ·)‖L2(Kλ)|vˆm(ξ0, ξ,y)| dξ0dξdy
≤ lim sup
m→∞
(
‖um‖L2(Rd+1+ ×Rd+1)‖vm‖L2(Rd+1+ ×Rd)
)
lim sup
m→∞
sup
(ξ0,ξ)∈Rd+1\{0}
y∈Rd
∥∥∥ψ(y, ·, (ξ0, ξ)
πm(·, ξ0, ξ) ,
m〈a(·)ξ, ξ〉
πm(·, ξ0, ξ)
)∥∥∥
L2(Kλ)
≤ C sup
(y,λ)∈Rd+1
(ξ0,ξ)∈B[0,1]
z∈[0,1]
|ψ(y, λ, ξ0, ξ, z)| ,
where C = lim supm→∞
(‖um‖L2(Rd+1+ ×Rd+1)‖vm‖L2(Rd+1+ ×Rd))√meas(Kλ), and in the second
inequality we have used the Cauchy-Schwarz inequality and the Plancherel theorem. Thus, we
see that (µn) is a bounded sequence of measures which therefore admits a weakly converging
subsequence. The previous computations ensure that the limiting measure µ satisfies (5).
✷
The criteria under which the measure above is trivial (often called localisation principle) will
play an important role in the proof of the main theorem of the paper. Here we use the following
modification of [14, Lemma 18].
Lemma 8. Under the conditions of Theorem 7, if function F ∈ C0(Rd+1 × B[0, 1] × [0, 1]) is
such that it holds
sup
(ξ0,ξ)∈Rd+1\{0}
y∈Rd, m∈N
meas
{
λ ∈ Kλ :
∣∣∣F(y, λ, (ξ0, ξ)
πm(λ, ξ0, ξ)
,
m〈a(λ)ξ, ξ〉
πm(λ, ξ0, ξ)
)∣∣∣ = 0} = 0 (6)
and
Fµ ≡ 0 , (7)
then
µ ≡ 0 .
Proof: Let us take an arbitrary φ ∈ Cc(Rd+1 × B[0, 1] × [0, 1]) and ε > 0. Applying (7) to
φ F|F |2+ε , we get
0 =
〈
µ, φ
|F |2
|F |2 + ε
〉
= 〈µ, φ〉 −
〈
µ, φ
ε
|F |2 + ε
〉
.
Thus, it is sufficient to show that the second term on the right hand side goes to 0 as ε→ 0.
By (5) we have∣∣∣∣〈µ, φ ε|F |2 + ε
〉∣∣∣∣ ≤ C‖φ‖L∞ sup
(ξ0,ξ)∈Rd+1\{0}
y∈Rd,m∈N
∥∥∥∥ ε∣∣F (y, ·, (ξ0,ξ)πm(·,ξ0,ξ) , m〈a(·)ξ | ξ〉πm(·,ξ0,ξ)))∣∣2 + ε
∥∥∥∥
L2(Kλ)
,
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where C is the norm of µ. According to the definition of supremum, for every k ∈ N there exist
(ξ0k, ξk) ∈ Rd+1 \ {0}, yk ∈ Rd, and mk ∈ N such that∣∣∣∣〈µ, φ ε|F |2 + ε
〉∣∣∣∣ ≤ C‖φ‖L∞∥∥∥∥ ε∣∣F (yk, ·, (ξ0k ,ξk)πmk (·,ξ0k ,ξk) , mk〈a(·)ξk | ξk〉πmk (·,ξ0k,ξk)) )∣∣2 + ε
∥∥∥∥
L2(Kλ)
+
1
k
.
Now by the Lebesgue dominated convergence theorem and condition (6) on the limit ε→ 0 we
get
lim sup
ε→0
∣∣∣∣〈µ, φ ε|F |2 + ε
〉∣∣∣∣ ≤ 1k .
By the arbitrariness of k ∈ N, the claim follows. ✷
In the application of the previous lemma we shall have a specific form of the function F for
which the non-degeneracy assumptions simplifies.
Lemma 9. Let us define
F (y, λ, ξ0, ξ, z) := i
(
ξ0 + 〈f(λ) | ξ〉
)
+ 2πz ,
where f ∈ C(R;Rd).
For the function F condition (6) is equivalent to
sup
(ξ0,ξ)∈Sd
meas
{
λ ∈ Kλ : ξ0 + 〈f(λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0
}
= 0 .
Proof: The claim trivially follows by noting that the following equivalence holds:∣∣∣F(y, λ, (ξ0, ξ)
πm(λ, ξ0, ξ)
,
m〈a(λ)ξ, ξ〉
πm(λ, ξ0, ξ)
)∣∣∣ = 0 ⇐⇒ ξ0 + 〈f(λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0 .
✷
3. Existence of traces for quasi-solutions to (1)
The notion of quasi-solutions leads to an appropriate kinetic formulation of the equation
under consideration (in our case equation (1)), which will enable us to use the defect measures.
In particular, the following kinetic formulation can be proved.
Theorem 10. Denote f := f′ and a := A′. If the function u is a quasi-solution to (1) then the
function
h(t,x, λ) = sgn
(
u(t,x)− λ) = −∂λ|u(t,x) − λ| (8)
is a weak solution to the following linear equation:
∂th+ divx
(
f(λ)h
)
+D2
x
· (a(λ)h) = ∂λγ(t,x, λ) . (9)
Proof: It is enough to find derivative of (2) with respect to λ ∈ R to obtain (9). ✷
Let us first prove that a weak solution to (9) admits a weak trace.
Proposition 11. Let h ∈ L∞(Rd+1+ × R) be a distributional solution to (9) and let us define
E = {t ∈ R+ : (t,x, λ) is the Lebesgue point of
h(t,x, λ) for a.e. (x, λ) ∈ Rd × R} .
Then there exists h0 ∈ L∞(Rd+1), such that
h(t, ·, ·) ⇀ h0 , weakly-⋆ in L∞(Rd+1) , as t→ 0 , t ∈ E .
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Proof: Note first that E is of full measure. Since h ∈ L∞(Rd+1+ ×R), the family {h(t, ·, ·)}t∈E
is bounded in L∞(Rd+1). Due to weak-⋆ precompactness of L∞(Rd+1), there exists a sequence
{tm}m∈N in E such that tm → 0 as m→∞, and h0 ∈ L∞(Rd+1), such that
h(tm, ·, ·) ⇀ h0 , weakly-⋆ in L∞(Rd+1), as m→∞ . (10)
For φ ∈ C∞c (Rd), ρ ∈ C1c (R), denote
I(t) :=
∫
Rd+1
h(t,x, λ)ρ(λ)φ(x) dxdλ , t ∈ E .
With this notation, (10) means that
lim
m→∞
I(tm) =
∫
Rd+1
h0(x, λ)ρ(λ)φ(x) dxdλ =: I(0) . (11)
Now, fix τ ∈ E and notice that for the regularization Iε = I ⋆ ωε, where ωε is the standard
convolution kernel, it holds
lim
ε→0
Iε(τ) = I(τ).
Then, fix m0 ∈ N, such that E ∋ tm ≤ τ , for m ≥ m0, and remark that
I(τ)− I(tm) = lim
ε→0
∫ τ
tm
I ′ε(t) dt
=
d∑
j=1
∫
(tm,τ ]×Rd+1
h(t,x, λ)fj(λ)ρ(λ)∂xjφ(x) dt dx dλ
−
d∑
j,k=1
∫
(tm,τ ]×Rd+1
h(t,x, λ)ajk(λ)ρ(λ)∂xjxkφ(x) dt dx dλ
−
∫
(tm,τ ]×Rd+1
φ(x)ρ′(λ) dγ(t,x, λ) ,
where we have used that h is a distributional solution to (9). Hence, passing to the limit as
m→∞, and having in mind (11) and the fact that γ is locally finite up to the boundary t = 0,
we obtain
I(τ)− I(0) =
d∑
j=1
∫
(0,τ ]×Rd+1
h(t,x, λ)fj(λ)ρ(λ)∂xjφ(x) dt dx dλ
−
d∑
j,k=1
∫
(0,τ ]×Rd+1
h(t,x, λ)ajk(λ)ρ(λ)∂xjxkφ(x) dt dx dλ
−
∫
(0,τ ]×Rd+1
φ(x)ρ′(λ) dγ(t,x, λ) .
The right hand side clearly tends to zero as τ → 0. Thus, for all φ ∈ C∞c (Rd+1) and ρ ∈ C1c (R)
we have limE∋τ→0 I(τ) = I(0), i.e.
lim
E∋τ→0
∫
Rd+1
h(τ,x, λ)ρ(λ)φ(x) dxdλ =
∫
Rd+1
h0(x, λ)ρ(λ)φ(x) dxdλ .
Having in mind that h(τ, ·, ·), τ ∈ E, is bounded, and that C∞c (Rd+1) is dense in L1(Rd+1), we
complete the proof. ✷
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Remark 12. If u is a bounded quasi-solution to (1), then in [31, Corollary 2.2] was proved that
it admits the weak trace. The same conclusion can be derived from the previous proposition.
Indeed, let M > 0 be such that
|u(t,x)| ≤M , a.e (t,x) ∈ Rd+1+ .
Then, by the definition of h (it is the sign function; see (8))∫ M
−M
h(t,x, λ) dλ =
∫ M
−M
sgn
(
u(t,x)− λ) dλ = ∫ u(t,x)
−M
dλ−
∫ M
u(t,x)
dλ = 2u(t,x) .
Thus, the claim follows by Proposition 11 by noting that the characteristic function χ[−M,M ] of
the interval [−M,M ] is in L1(R). More precisely, we have
u(t, ·) ⋆⇀ u0 := 1
2
∫ M
−M
h0(·, λ) dλ (12)
weakly-⋆ in L∞(Rd) as t→ 0, t ∈ E.
Moreover, for λ 7→ λχ[−M,M ](λ) ∈ L1(R) we have∫ M
−M
λh(t,x, λ) dλ =
∫ u(t,x)
−M
λdλ−
∫ M
u(t,x)
λdλ = u(t,x)2 −M2 .
Therefore, one can similarly conclude that
u2(t, ·) ⋆⇀ u1 :=
∫ M
−M
λh0(·, λ) dλ +M2 (13)
weakly-⋆ in L∞(Rd) as t→ 0, t ∈ E.
If one can get that u1 = u
2
0, by the standard procedure a strong convergence (i.e. a strong
trace) can be obtained from the above weak convergences. Namely, for an arbitrary ϕ ∈ Cc(Rd)
by (12)–(13) we have
lim
E∋t→0
∫
Rd
(
u(t,x)−u0(x)
)2
ϕ(x) dx
= lim
E∋t→0
∫
Rd
(
u(t,x)2 − 2u(t,x)u0(x) + u0(x)2
)
ϕ(x) dx
=
∫
Rd
(
u1(x)− u0(x)2
)
ϕ(x) dx .
(14)
A sufficient condition for u1 = u
2
0 in terms of a certain strong convergence of rescaled
(sub)sequences is given in Proposition 13.
Now we use the rescaling procedure (or the so-called blow-up method) in order to obtain
a sufficient condition for the existence of the strong trace. More precisely, let us change the
variables in (9) in the following way: t = tˆm , x1 = y1 +
xˆ1
m , x2 = y2 +
xˆ2
m , . . . , xd = yd +
xˆd
m , i.e.
(t,x, λ) =
( tˆ
m
,
xˆ
m
+ y, λ
)
, (15)
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where y ∈ Rd is a fixed vector. We get that a rescaled solution to (9), denoted by hm(tˆ, xˆ,y, λ) :=
h( tˆm ,
xˆ
m + y, λ), satisfies
Lhm :=
1
m
(
∂tˆhm +
d∑
k=1
∂xˆk (fkhm)
)
−
d∑
k,j=1
∂2xˆj xˆk(ajkhm) =
1
m2
∂λγ
y
m , (16)
hm|t=0 =h0
( xˆ
m
+ y, λ
)
, (17)
where the initial conditions are understood in the weak sense, and h0 is the weak trace from
Proposition 11. Let us remark that the equality between γ and γym is understood in the sense
of distributions:
〈γym, ϕ〉 = md+1
∫
R
d+1
+
ϕ
(
mt,m (x− y), λ)dγ(t,x, λ) . (18)
If we prove that there exists α > 0 such that for any ρ ∈ C1c (R), the sequence∫
R
h
( tˆ
mα
,
xˆ
mα
+ y, λ
)
ρ(λ)dλ , m ∈ N , (19)
converges strongly in L1loc(R
d+1
+ ×Rd) along a subsequence, we will obtain that function u admits
the trace in the sense of Definition 3. More precisely, the following proposition holds.
Proposition 13. Let u be a bounded quasi-solution to (1) and let h be given by (8). Assume
that for every ρ ∈ C1c (R) the sequence given by (19) converges toward
∫
R
h0(y, λ)ρ(λ)dλ in
L1loc(R
d+1
+ × Rdy) along a subsequence, where h0 is the weak trace of h (see Proposition 11).
Then, the function u admits the strong trace at t = 0 and it is equal to
u0(x) :=
1
2
∫ M
−M
h0(x, λ) dλ ,
where M = ‖u‖L∞(Rd+1+ ).
Proof: Since both h and h0 are bounded, using the density arguments we conclude that if
the (sub)sequence from (19) converges in L1loc(R
d+1
+ × Rd) for any ρ ∈ C1c (R), then it will also
converge for any ρ ∈ L1(R). Let us take ρ = χ[−M,M ], where χ[−M,M ] is the characteristic
function of the interval [−M,M ], and M > 0 is such that
|u(t,x)| ≤M , a.e. (t,x) ∈ Rd+1+ .
Thus, for any non-negative ϕ ∈ Cc(Rd+1+ × Rd), it holds (along the subsequence from the
formulation of the proposition)
lim
m→∞
∫
Rd×Rd+1+
ϕ(tˆ, xˆ,y)
∣∣∣∣∫ M
−M
(
h
( tˆ
mα
,
xˆ
mα
+ y, λ
)
− h0(y, λ)
)
dλ
∣∣∣∣dydxˆdtˆ = 0 .
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Using the definition of the function h (it is the sign function; see (8)) we have∫ M
−M
h
( tˆ
mα
,
xˆ
mα
+ y, λ
)
dλ =
∫ M
−M
sgn
(
u
( tˆ
mα
,
xˆ
mα
+ y
)
− λ
)
dλ
=
∫ u( tˆ
mα
, xˆ
mα
+y)
−M
dλ−
∫ M
u( tˆ
mα
, xˆ
mα
+y)
dλ
= 2u
( tˆ
mα
,
xˆ
mα
+ y
)
.
Taking this into account and the change of variables z = xˆmα + y (with respect to y), the
previous limit reads
lim
m→∞
∫
Rd×Rd+1+
ϕ
(
tˆ, xˆ, z− xˆ
mα
)∣∣∣∣2u( tˆmα , z)−
∫ M
−M
h0
(
z− xˆ
mα
, λ
)
dλ
∣∣∣∣ dzdxˆdtˆ = 0 .
Furthermore, the limit still holds if we replace ϕ(tˆ, xˆ, z − xˆmα ) by ϕ(tˆ, xˆ, z) and h0(z − xˆmα , λ)
by h0(z, λ), i.e.
lim
m→∞
∫
Rd×Rd+1+
ϕ(tˆ, xˆ, z)
∣∣∣∣2u( tˆmα , z)−
∫ M
−M
h0(z, λ) dλ
∣∣∣∣ dzdxˆdtˆ = 0 . (20)
Indeed, the first replacement is justified since
(tˆ, xˆ, z) 7→
∣∣∣∣2u( tˆmα , z)−
∫ M
−M
h0
(
z− xˆ
mα
, λ
)
dλ
∣∣∣∣
is bounded and ϕ is a continuous function with compact support, hence the convergence
lim
m
ϕ
(
tˆ, xˆ, z− xˆ
mα
)
= ϕ(tˆ, xˆ, z)
is uniform in (tˆ, xˆ, z). The second one follows by the convergence (implied by the continuity of
the average and the Lebesgue dominated convergence theorem)
lim
m
∫ M
−M
∣∣∣∣h0(z− xˆmα , λ)− h0(z, λ)
∣∣∣∣ dλ = 0
in L1loc(R
d × Rd+1+ ).
Therefore, due to arbitrariness of ϕ in (20), we conclude
u
( tˆ
mα
, z
)
→ 1
2
∫ M
−M
h0(z, λ))dλ, m→∞
in L1loc(R
d+1
+ ) along the subsequence from the formulation of the proposition. This means that
(for another subsequence not relabelled) for almost every tˆ ∈ R+
u
( tˆ
mα
, z
)
→ 1
2
∫ M
−M
h0(z, λ) dλ = u0(z), m→∞ (21)
in L1loc(R
d). Now, choose ρ(λ) = λχ[−M,M ](λ) where χ[−M,M ](λ) is the characteristic function
of the interval [−M,M ]. It holds according to Proposition 11 (see also Remark 12)
u2(t,x) =
∫ M
−M
λh(t,x, λ) dλ +M2
⋆
⇀
∫ M
−M
λh0(x, λ) dλ +M
2 =: u1(x)
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in L∞(Rd) as E ∋ t → 0. Since u is bounded and since weak and strong limits coincide, from
here and (21) we see that it must be u1 = u
2
0. Finally, by (14) (see Remark 12) we have
u(t, ·)→ u0
in L2loc(R
d) as t→ 0 (for a.e. t), which implies the convergence in L1loc. Hence, u0 is the strong
trace.
✷
Having the last proposition in mind, we clearly need the following theorem.
Theorem 14. Under assumption of Theorem 4, let h be given by (8).
Then, for any ρ ∈ C1c (R), the sequence of functions
(t,x,y) 7→
∫
R
ρ(λ)h
( t
m1/3
,
x
m1/3
+ y, λ
)
dλ
is strongly precompact in L1loc(R
d+1
+ × Rd).
Proof: Take an arbitrary ϕ ∈ C2c (Rd+1+ ) and ρ ∈ C1c (Rd+1), and multiply (16) by
ϕm(tˆ, xˆ)ρ(y, λ) ,
where ϕm is given by
ϕm(tˆ, xˆ) =
1
m(d+1)/3
ϕ
( (tˆ, xˆ)
m2/3
)
, m ∈ N . (22)
We can rewrite the obtained equation in the following way (equality holds in the weak sense):
1
m
(
∂tˆ
(
ϕmρ hm
)
+ divxˆ
(
hmϕmρf(λ)
))− d∑
k,j=1
ajk(λ) ∂
2
xˆj xˆk
(
ϕmρ hm
)
− 1
m
((∂tˆϕm)ρ hm + ρ hm〈f(λ) |∇xˆϕm〉)
+ 2
d∑
k,j=1
ajk(λ) ∂xˆj
(
hmρ∂xˆkϕm
)− ρ hm d∑
k,j=1
ajk(λ) ∂
2
xˆj xˆk
ϕm =
1
m2
ϕmρ ∂λγ
y
m .
(23)
Denote
um = ϕmρ hm
and remark that (um) is bounded in L
2(Rd+1+ ×Rd+1) and uniformly compactly supported with
respect to λ.
Now, introduce the sequence of functions
θm(tˆ, xˆ,y, λ) = A m
pim(λ,·,·) ψ¯
(
y,λ,
(·,·)
pim(λ,·,·) ,
m〈a(λ)· | ·〉
pim(λ,·,·)
)(Ωm(·, ·,y))(tˆ, xˆ) , (24)
where A is the Fourier multiplier operator as usual, and ψ ∈ Cd+1c (Rd+1 × B[0, 1] × [0, 1]) is
arbitrary, and the sequence (Ωm) is fixed (defined on R
d+1
+ ×Rd) weakly-⋆ converging to zero in
L∞(Rd+1+ ×Rd)∩L2(Rd+1+ ×Rd) (the sequence will be specified later). In the sequel, to simplify
the notations, we shall omit arguments and use a shorthand
ψm(y, λ, ξ0, ξ) := ψ
(
y, λ,
(ξ0, ξ)
πm(λ, ξ0, ξ)
,
m〈a(λ)ξ | ξ〉
πm(λ, ξ0, ξ)
)
.
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For an arbitrary (but fixed) m, we test (23) against θm, i.e. multiply by θm, integrate over
Rd+1×Rd+1+ , and apply the integration by parts. We get (we label each line below since we will
consider each of it separately):
∫
R
d+1
+ ×R
d+1
umA 2piiξ0+2pii〈f(λ) | ξ〉
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (25)
−
∫
R
d+1
+ ×R
d+1
(
(∂tˆϕm) + 〈f(λ) |∇xˆϕm〉
)
ρ hmA 1
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (26)
−
∫
R
d+1
+ ×R
d+1
umA 4pi2m〈a(λ)ξ | ξ〉
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (27)
+2m
∫
R
d+1
+ ×R
d+1
ρ hm
d∑
k,j=1
ajk(∂xˆkϕm)A 2piiξj
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (28)
+m
∫
R
d+1
+ ×R
d+1
ρ hm
d∑
k,j=1
ajk(∂xˆj xˆkϕm)A 1
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (29)
=
1
m2
∫
R
d+1
+ ×R
d+1
ϕm ∂λ(ρ θm) dγ
y
m(tˆ, xˆ, λ)dy . (30)
Let us consider line by line in (25)–(30) as m→∞.
We begin with (25). According to Theorem 7, we have along appropriate subsequence
lim
m→∞
∫
R
d+1
+ ×R
d+1
umA 2piiξ0+2pii〈f(λ) | ξ〉
pim
ψ¯m
(Ωm) dtˆdxˆdydλ (31)
= −2π
〈
µ, i
(
ξ0 + 〈f(λ) | ξ〉
)
ψ(y, λ, ξ0, ξ, z)
〉
, (32)
where µ is the measure given by Theorem 7 associated to (sub)sequences (um) and (Ωm).
Analogously, the limit of (27) is equal to
−4π2〈µ, zψ(y, λ, ξ0, ξ, z)〉 .
Terms (26) and (29) tend to zero. Indeed, by Lemma 15 we have
∂xˆjϕm , ∂tˆϕm , m∂xˆj xˆkϕm −→ 0 in L2(Rd+1) ,
while 1πm ψ¯m is a bounded function (uniformly in λ and y), hence the corresponding Fourier
multiplier operator is bounded on L2(Rd+1+ ) uniformly in λ and y. This implies that for any fixed
λ and y integrals in tˆ, xˆ of the corresponding integrands converge to zero. Using boundedness
and compact support in λ,y, by the Lebesgue dominated convergence theorem we obtain that
the overall integrals converge to zero as m tends to infinity.
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After appropriate modification of (28), the previous analysis leads to the same conclusion
here as well. More precisely, using a = σTσ we can rewrite (28) as:
2m
∫
R
d+1
+ ×R
d+1
ρ hm
d∑
k,j=1
ajk ∂xˆkϕmA 2piiξj
pim
ψ¯m
(Ωm) dtˆdxˆdydλ
= −4πi
∫
R
d+1
+ ×R
d+1
ρ hm
d∑
k,s=1
σsk
√
m∂xˆkϕmA∑dj=1(√mσξ)j
pim
ψ¯m
(Ωm) dtˆdxˆdydλ .
Since m〈a(λ)ξ | ξ〉 = |√mσξ|2 we have∑d
j=1
∣∣(√mσξ)j∣∣
πm(λ, ξ0, ξ)
≤
∑d
j=1
(
1 + (
√
mσξ)2j
)
1 + |(ξ0, ξ)|+ |
√
mσξ|2 ≤ d .
Thus, the symbol of the Fourier multiplier operator is bounded and by Lemma 15 it holds
√
m∂xˆjϕm → 0 in L2(Rd+1+ ) . (33)
Therefore, one can proceed as with terms (26) and (29) to conclude that (28) converges to zero
as m tends to infinity.
Proving that the term (30) converges to zero is somewhat more complicated and we leave it
for the Appendix.
From the previous considerations, we conclude that after taking limit as m→∞ in (25)–(30),
we reach to 〈
µ,
(
i
(
ξ0 + 〈f(λ) | ξ〉
)
+ 2πz
)
ψ(y, λ, ξ0, ξ, z)
〉
= 0 .
From here and Lemma 8 (see also Lemma 9) we conclude
µ ≡ 0 . (34)
Now, we choose
Ωm(tˆ, xˆ,y) = ϕm(tˆ, xˆ)ωm(tˆ, xˆ,y) , (35)
where
ωm(tˆ, xˆ,y) :=
∫
R
ρ(y, λ)
(
hm(tˆ, xˆ,y, λ) − h0(y, λ)
)
dλ .
Since (ϕm) is bounded in L
2(Rd+1+ ) and (ωm) is bounded in L
∞(Rd+1+ × Rd) and uniformly
compactly supported with respect to y, (Ωm) is indeed bounded in L
2(Rd+1+ ) (which was needed
for the application of Theorem 7). Moreover, we have ωm ⇀ 0 weakly-⋆ in L
∞(Rd+1+ × Rd).
More precisely, for Ψ ∈ Cc(Rd+1+ × Rd) we write∫
R
d+1
+ ×R
d
Ψωm dtˆdxˆdy =
∫
R
d+1
+ ×R
d
Ψ(tˆ, xˆ,y)
∫
R
ρ(y, λ)
(
hm(tˆ, xˆ,y, λ) − h0
(
y +
xˆ
m
,λ
))
dλ
+
∫
R
d+1
+ ×R
d
Ψ(tˆ, xˆ,y)
∫
R
ρ(y, λ)
(
h0
(
y +
xˆ
m
,λ
)
− h0(y, λ)
)
dλ .
The first term goes to zero as m → ∞ by Proposition 11, after introducing the change of
variables z = y + xˆm and noting that for a.e. t ∈ R we have tˆm ∈ E, m ∈ N. The second term
can be handled simply by applying the continuity of the average and the Lebesgue dominated
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convergence theorem. This argument can be directly used to show the following minor, but
useful generalization:
for any fixed α ∈ [0, 1) we have ωm(mα·,mα·, ·) ⇀ 0 weakly-⋆ in L∞(Rd+1+ × Rd). (36)
Let us take test function independent of ξ0, ξ and z, ψ(y, λ, ξ0, ξ, z) = ψ(y, λ), and such that
ψ ≡ 1 on the support of ρ. Let us apply Theorem 7, taking into account that the measure is
zero and that it is associated to (sub)sequences (um) and (Ωm). Thus, we get
0 = 〈µ,ψ〉 = lim
m→∞
∫
Rd+1×Rd+1
ψ(y, λ)uˆm(ξ0, ξ,y, λ)Ωˆm(ξ0, ξ,y) dξ0dξdydλ
= lim
m→∞
∫
R
d+1
+ ×R
d+1
ψ(y, λ)um(tˆ, xˆ,y, λ)Ωm(tˆ, xˆ,y) dtˆdxˆdydλ
= lim
m→∞
∫
R
d+1
+ ×R
d+1
ρ(y, λ)|ϕm(tˆ, xˆ)|2 hm(tˆ, xˆ,y, λ)ωm(tˆ, xˆ,y) dtˆdxˆdydλ ,
where in the second line we have used the Plancherel theorem. We continue with the calculations
by introducing the change of variables ( tˆ
m2/3
, xˆ
m2/3
) = (τ, z). Hence, recalling the definition of
ϕm, hm and ωm we finish the proof since
0 = lim
m→∞
∫
R
d+1
+ ×R
d+1
ρ(y, λ)|ϕ(τ, z)|2 h
( τ
m1/3
,y +
z
m1/3
, λ
)
ωm(m2/3τ,m2/3z,y) dτdzdydλ
= lim
m→∞
∫
R
d+1
+ ×R
d+1
|ϕ(τ, z)|2
∣∣∣∣∫
R
ρ(y, λ)
(
h
( τ
m1/3
,y +
z
m1/3
, λ
)
−h0(y, λ)
)
dλ
∣∣∣∣2 dτdzdy .
Let us emphasize that in the second equality we have used (36), i.e. that ωm(m
2/3·,m2/3·, ·) ⇀ 0
in L∞(Rd+1+ × Rd). ✷
Lemma 15. Let ϕ ∈ C∞c (Rd+1), α ∈ Nd+10 , and s < 2|α|3 . Then
lim
m→∞
ms∂αϕm = 0
in L2(Rd+1), where ϕm is given by (22).
Proof: The claim trivially follows by the identity
‖ms∂αϕm‖L2(Rd+1) = ms−
2|α|
3 ‖∂αϕ‖L2(Rd+1) .
✷
Now, we have the proof of the main theorem.
Proof of Theorem 4: The proof directly follows from Theorem 14 and Proposition 13.
✷
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4. Appendix
The analysis of term (30) we divide into several steps as follows.
I. Change of variables
In order to have that the corresponding test function has a compact support with respect to
all variables we introduce: (t˜, x˜) = ( tˆ
m2/3
, xˆ
m2/3
). Since the Jacobian is m2(d+1)/3, the measure
γ
y
m in new variables, which we denote by γ˜
y
m = γ˜
y
m(t˜, x˜, λ), is defined by
〈γ˜ym,Φ〉 = m−
2(d+1)
3
〈
γym,Φ
( ·
m2/3
,
·
m2/3
, ·)〉
= m
d+1
3
〈
γ,Φ(m1/3·,m1/3(· − y), ·)〉
= m
d+1
3
∫
R
d+1
+ ×R
Φ(m1/3t,m1/3(x− y), λ) dγ(t,x, λ) ,
(37)
where we have used (18). Therefore, (30) can be equivalently rewritten as
m
2(d+1)
3
−2
∫
R
d+1
+ ×R
d+1
ϕ˜m ∂λ(ρ˜ θm) dγ˜
y
m(t˜, x˜, λ)dy . (38)
where the sign ˜ denotes functions in new variables, i.e. g˜(t˜, x˜) = g(m2/3 t˜,m2/3x˜). In the rest
we shall see that the above sequence of integrals converges to zero as m tends to infinity.
II. Convergence of m−1/3γ˜ymdy
Similarly as in [31, Lemma 3.2] one can prove thatm−1/3γ˜ymdy converges to zero inM(Rd+1+ ×
Rd+1), as m tends to infinity, where here dy is the Lebesgue measure on Rd (in variable y).
Indeed, first observe that since Var γ˜ym = (V˜ar γ)
y
m, we can without loss of generality assume
that γ is a non-negative measure. Let r > 0 and let χ be the characteristic function of the set
(0, r]×B[0, r]×B[0, r]× [−r, r] (here by B[0, r] we denote the closed ball in Rd centered at the
origin with radius r). By (37) we have〈
m−1/3γ˜ymdy, χ
〉
= m
d
3
∫
R
d+1
+ ×R
d+1
χ(m1/3t,m1/3(x− y),y, λ) dγ(t,x, λ)dy .
Appling the Fubini theorem and the change of variables z = m1/3(x− y) we get〈
m−1/3γ˜ymdy, χ
〉
=
∫
R
d+1
+ ×R
d+1
χ
(
m1/3t, z,x − z
m1/3
, λ
)
dzdγ(t,x, λ)
≤ meas(B[0, r]) γ
((
0,m−1/3r
]×B[0, r +m−1/3r]× [−r, r]) ,
where meas(B[0, r]) is the Lebesgue measure of B[0, r]. Since
(
0,m−1/3r
]×B[0, r+m−1/3r]×
[−r, r] is a decreasing sequence of sets (with respect to m) with the empty intersection, the
right hand side of the above estimate converges to zero. Thus, by the arbitrariness of r we get
the claim.
Therefore, to prove that (38) converges to zero it is sufficient to show that the sequence of
functions (
m
2d
3
−1ϕ˜m ∂λ(ρ˜ θm)
)
m
(39)
is bounded, continuous, and uniformly compactly supported on Rd+1+ × Rd+1.
III. Scaling of (39)
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By (22) we have
ϕ˜m(t˜, x˜) = ϕm(m
2/3t˜,m2/3x˜) = m−
d+1
3 ϕ(t˜, x˜) .
Furthermore, recalling the definitions of θm and Ωm (see (24) and (35)), and using the following
property of dilations of Fourier multiplier operators (c ∈ R):
Aψ(g)(cx) = Aψ( ·
c
)
(
g(c ·))(x) ,
we get
θ˜m(t˜, x˜,y, λ) = m
1+ 2
3
− d+1
3 AΨ¯m(·,·,y,λ)
(
ϕωm(m2/3·,m2/3·,y)
)
(t˜, x˜) ,
where
Ψm(ξ0, ξ,y, λ) =
1
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
× ψ
(
y, λ,
(ξ0, ξ)
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
,
m1/3〈a(λ)ξ |ξ〉
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
)
.
(40)
Thus, sequence of test functions (39) are given by
(t,x,y, λ) 7→ ϕ(t,x)∂λ
(
ρ(y, λ)AΨ¯m(·,·,y,λ)
(
ϕωm(m2/3·,m2/3·,y)
)
(t,x)
)
.
It is evident that it is uniformly compactly supported (due to ϕ and ρ), and continuous with
respect to λ and y. Therefore, by the Sobolev embedding theorem it is sufficient to prove that
for some p > 2(d+ 1) sequences
AΨ¯m(·,·,y,λ)
(
ϕωm(m
2/3·,m2/3·,y)) and A∂λΨ¯m(·,·,y,λ)(ϕωm(m2/3·,m2/3·,y))
are bounded in W
1
2
,p(Rd+1) uniformly with respect to λ and y, which, according to the Sobolev
embedding W
1
2
,p(Rd+1) ⊂ C0(Rd+1), p > 2(d + 1), will ensure the continuity in (t,x) as well.
Moreover, since ωm is bounded in L
∞(Rd+1+ × Rd), for fixed x ∈ Rd the mapping
(t,x) 7→ ϕ(t,x)ωm(m2/3t,m2/3x,y)
is bounded in Lp(Rd+1+ ) for every p ∈ [1,∞], uniformly in y. Hence, it is sufficient to study
Fourier multiplier operators with symbols Ψ¯m(·, ·,y, λ) and ∂λΨ¯m(·, ·,y, λ), and prove that they
have a smoothing property with the corresponding bounds independent on λ, y and m.
Let us note that because of the condition from the Sobolev embedding it must be p > 2(d+1)
(and d ≥ 1) which is why the simplest case p = 2 does not provide any information.
IV. Fourier multiplier operators
To prove continuity of Fourier multipliers we shall use the Marcinkiewicz multiplier theo-
rem (see Theorem 6). Moreover, since the space of Lp-Fourier multipliers is an algebra [17,
Proposition 2.5.13], we can study each summand and each factor of symbols Ψ¯m(·, ·,y, λ) and
∂λΨ¯m(·, ·,y, λ) separately.
Since both functions ψ and ∂λψ are smooth and bounded, by the generalised chain rule
formula (known as the Faa´ di Bruno formula; see e.g. [18]) it is enough to verify the assumptions
of Theorem 6 for (j ∈ {0, 1, . . . , d})
ξj
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
and
m1/3〈a(λ)ξ |ξ〉
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
(41)
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to prove that
ψ
(
y, λ,
(ξ0, ξ)
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
,
m1/3〈a(λ)ξ |ξ〉
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
)
(42)
and
(∂λψ)
(
y, λ,
(ξ0, ξ)
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
,
m1/3〈a(λ)ξ |ξ〉
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
)
(43)
are Lp-Fourier multipliers for any p ∈ (1,∞). The first symbol in (41) can be replaced by
|ξ|
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
since
ξj
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
=
ξj
|ξ|
|ξ|
m2/3 + |(ξ0, ξ)|+m1/3〈a(λ)ξ |ξ〉
and the Riesz transform is an Lp-multiplier, p ∈ (1,∞).
The space of Lp-Fourier multipliers is invariant under dilations (and the norms are preserved;
see e.g. [17, Proposition 2.5.14]). Hence, instead of (41) we can study
|ξ|
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉 and
m〈a(λ)ξ |ξ〉
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉 ,
which we get by applying (ξ0, ξ) 7→ (m2/3ξ0,m2/3ξ). Moreover, the space of Lp-Fourier mul-
tipliers is invariant under orthogonal change of variables [17, Proposition 2.5.14] as well and
the corresponding norms coincide. Thus, applying ξ 7→ Q(λ)T ξ, where Q(λ) is an orthogonal
matrix such that
a(λ) = Q(λ)T diag
(
κ1(λ), κ2(λ), . . . , κd(λ)
)
Q(λ) ,
it is left to study
|ξ|
1 + |(ξ0, ξ)|+
∑d
j=1mκj(λ)ξ
2
j
and
∑d
l=1mκl(λ)ξ
2
l
1 + |(ξ0, ξ)|+
∑d
j=1mκj(λ)ξ
2
j
. (44)
By Lemma 16 below these functions are, for any p ∈ (1,∞), Lp-Fourier multipliers and the
norms are independent of m and λ.
Lemma 16. For any κ = (κ1, κ2, . . . , κd) ∈ [0,∞)d, l ∈ {1, 2, . . . , d}, s ∈ [0,∞), and p ∈
(1,∞), functions f s and gs, where f, g : Rd → R are given by
f(ξ) =
|ξ|
1 + |ξ|+
d∑
j=1
κjξ
2
j
and g(ξ) =
κlξ
2
l
1 + |ξ|+
d∑
j=1
κjξ
2
j
,
are Lp-Fourier multipliers and the norm of the corresponding Fourier multiplier operators de-
pends only on d, s and p, i.e. it is independent of κ.
The proof of Lemma 16 is omitted here, since it is a minor modification of [14, Lemma 8],
which can be proved in a completely same way.
We have proved that (42) and (43) are Lp-Fourier multipliers. Thus, other factors in each
summand of Ψ¯m(·, ·,y, λ) and ∂λΨ¯m(·, ·,y, λ) have to provide in addition some regularity. After
composing by the dilation (ξ0, ξ) 7→ (m2/3ξ0,m2/3ξ), all other factors are (up to a sign) of one
of the following form:
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i) m
−2/3
1+|(ξ0,ξ)|+m〈a(λ)ξ |ξ〉
;
ii) m
1/3〈a′(λ)ξ | ξ〉(
1+|(ξ0,ξ)|+m〈a(λ)ξ | ξ〉
)2 ;
iii)
ξj
1+|(ξ0,ξ)|+m〈a(λ)ξ |ξ〉
m1/3〈a′(λ)ξ | ξ〉(
1+|(ξ0,ξ)|+m〈a(λ)ξ | ξ〉
)2 ;
iv) m〈a(λ)ξ | ξ〉1+|(ξ0,ξ)|+m〈a(λ)ξ |ξ〉
m1/3〈a′(λ)ξ | ξ〉(
1+|(ξ0,ξ)|+m〈a(λ)ξ | ξ〉
)2 .
Let us consider only the first two cases, while for the remaining ones the analysis is completely
analogous.
For (i) we have
m−2/3
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉 =
m−2/3
|(ξ0, ξ)|
|ξ|
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉 ,
so the Riesz potential ensures that the corresponding term is in W 1,p(Rd+1).
With (ii) we proceed as in [14, Lemma 9]. More precisely, taking derivative of
〈a(λ)ξ | ξ〉 = |σ(λ)ξ|2 =
d∑
j=1
(
σ(λ)ξ
)2
j
we get (for almost every λ ∈ R)
〈a′(λ)ξ | ξ〉 = d
dλ
〈a(λ)ξ | ξ〉 = 2
d∑
j=1
(
σ(λ)ξ
)
j
(
σ′(λ)ξ
)
j
.
Thus, (ii) can be rewritten as
−2
d∑
j=1
m−1/6√
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉
(√
mσ(λ)ξ
)
j√
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉
(
σ′(λ)ξ
)
j
1 + |(ξ0, ξ)|+m〈a(λ)ξ |ξ〉 .
The third factor is an Lp-Fourier multiplier, p ∈ (1,∞), by Lemma 16, and the norm is in-
dependent of λ since σ′ is bounded. The same holds for the middle factor by the orthogonal
transformation and Lemma 16 (applied for
√
g). Finally, the first factor ensures that the whole
corresponding term is in W
1
2
,p(Rd+1), p ∈ (1,∞).
Therefore, with the analysis above, passing to the limit in (30) is justified.
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