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Etat de l’art
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1.1 Introduction
Un syste`me alge´brique polynomial est un ensemble fini de polynoˆmes multivarie´s a`
coefficients dans un corps F . Re´soudre un tel syste`me revient a` trouver les ze´ros communs
de ses polynoˆmes dans une cloˆture alge´brique F de F .
La question pose´e est de de´crire l’ensemble de solutions de ce syste`me en distinguant deux
cas possibles :
- Si cet ensemble est fini (i.e., le syste`me est ze´ro-dimensionnel), celle-la` revient a`
donner ces solutions explicitement.
- Si cet ensemble est infini (i.e., le syste`me est de dimension positive), une fac¸on de
les de´crire est d’exprimer les variables du syste`me comme de fonctions de quelques
parame`tres qui peuvent eˆtre pris parmi ces variables.
La re´solution des syste`mes alge´briques est l’un des proble`mes importants de la
ge´ome`trie alge´brique et du calcul formel. La simulation de plusieurs phe´nome`nes phy-
siques [85, 107, 44], chimiques [41, 44, 54], optimisation [122], interpolation [109, 110, 54],
robots [55, 31, 109, 110] et des proble`mes ge´ome´triques [47, 83] conduit a` des syste`mes
d’e´quations polynomiales a` parame`tres. Un syste`me alge´brique parame´trique est une
collection infinie de syste`mes alge´briques parame´trise´s par un nombre fini de variables
appele´es les parame`tres du syste`me.
1.1.1 Notations
Conside´rons une famille (f1, . . . , fk) de polynoˆmes dans F [u,X] parame´tre´s par les
variables u = (u1, . . . , ur) (les parame`tres) , homoge`nes en les variables X = (X0, . . . , Xn)
de degre´ d chacun. Ces polynoˆmes de´finissent un syste`me polynomial parame´tre´ f1 =
· · · = fk = 0, l’ensemble P = F r sera appele´ l’espace des parame`tres. Pour tout point
a = (a1, . . . , ar) ∈ P (spe´cialisation des parame`tres), on note par V (a) la varie´te´ projective
de P n(F ) de´finie par les polynoˆmes homoge`nes f
(a)
1 , . . . , f
(a)
k ∈ F [X0, . . . , Xn], ou`
f
(a)
i = fi(a1, . . . , ar, X0, . . . , Xn), 1 ≤ i ≤ k
D’une manie`re ge´ne´rale, pour un polynoˆme g ∈ F (u1, . . . , ur)[X0, X1, . . . , Xn], on note
par g(a) le polynoˆme de F [X0, X1, . . . , Xn] obtenu en remplac¸ant u1, . . . , ur par a1, . . . , ar
respectivement dans g lorsque les de´nominateurs des coefficients de g ne s’annulent pas en
a.
Exemple 1.1.1 Conside´rons le syste`me parame´tre´ suivant qui de´crit l’e´tat d’un bras ar-
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ticule´ constitue´ de deux tiges de longueur 1 [55, 109, 110] :
x1 + x2 = u
x3 + x4 = v
x21 + x
2
3 = 1
x22 + x
2
4 = 1
Les variables u et v sont les parame`tres, les inconnues sont les variables x1, . . . , x4.
1.1.2 Re´solution
Pour un tel syste`me alge´brique parame´tre´ (f1, . . . , fk), on peut poser la question
suivante : Qu’est-ce qu’une re´solution ?
La re´ponse a` cette question de´pend du proble`me original qui a donne´ naissance a`
ce syste`me. Par exemple on se demande parfois de trouver les valeurs des parame`tres la` ou`
le syste`me spe´cialise´ (i.e., le syste`me obtenu apre`s spe´cialisation des parame`tres) admet
une solution, i.e., trouver le lieu de consistance du syste`me dans l’espace des parame`tres.
Ceci est e´quivalent a` calculer l’ensemble U1 = {a ∈ P , V (a) 6= ∅} qui n’est autre que la
F -re´alisation dans la the´orie des corps alge´briquement clos de la formule suivante :
(∃X0) · · · (∃Xn)f1(u1, . . . , ur, X0, . . . , Xn) = · · · = fk(u1, . . . , ur, X0, . . . , Xn) = 0
cette formule admet u1, . . . , ur comme variables libres. Le calcul de U1 revient donc a`
e´liminer les quantificateurs de cette formule, ce qui sera e´tudie´ dans le chapitre 2.
Parfois on se demande de calculer l’ensemble U2 ⊂ U1 ⊂ P forme´ par les valeurs
des parame`tres a ∈ U1 tel que la varie´te´ V (a) est un sous-ensemble fini de P n(F ), i.e., le
syste`me f
(a)
1 = · · · = f (a)k = 0 est ze´ro-dimensionnel. Ou bien de de´crire les sous-ensembles
U2,s de U2 la` ou` le syste`me associe´ admet exactement s solutions distinctes dans P n(F ),
i.e., U2,s := {a ∈ U2, ](V (a)) = s} pour tout 1 ≤ s ≤ dn. Par conse´quence, calculer
les solutions de ce syste`me d’une fac¸on uniforme sur les parame`tres, i.e., de´crire une
repre´sentation parame´trique des solutions comme de fonctions rationnelles parame´tre´es
des racines d’un polynoˆme univarie´ parame´tre´ [109, 110], ce qu’on appelle une re´solution
ge´ome´trique parame´trique du syste`me (voir le paragraphe suivant et le chapitre 3). Celle-ci
est donne´e dans l’exemple suivant :
Exemple 1.1.2 Reprenons l’exemple pre´ce´dent, une re´solution ge´ome´trique parame´trique
de ce syste`me est donne´e par [109, 110] :
x24 − vx4 +
1
4
u4 + 2u2v2 − 4u2 + v4
u2 + v2
= 0,

x1 =
v
u
x4 +
1
2
u2−v2
u
x2 = − vux4 + 12 u
2+v2
u
x3 = −x4 + v
8
Soit le sous-ensemble constructible U1 de l’espace des parame`tres C2 de´fini par les
ine´quations suivantes :
u 6= 0, u2 + v2 6= 0
Pour toute spe´cialisation (a, b) des parame`tres (u, v) dans U1 les solutions (x1, . . . , x4) ∈ C4
du syste`me correspondant sont obtenues par extraction des racines (i.e., x4) d’une e´quation
du second degre´ a` coefficients dans C. Les valeurs de (x1, x2, x3) sont donne´es en fonction
de ces racines.
Dans le cas ge´ne´ral, peut-on de´composer l’espace des parame`tres P en un nombre fini
d’ensembles constructibles U deux a` deux disjoints tel que pour chaque U le nombre des
composantes absolument irre´ductibles de la varie´te´ associe´ est constant, i.e., pour tout
a, b ∈ U les deux varie´te´s projectives V (a) et V (b) ont le meˆme nombre des composantes
absolument irre´ductibles qui est borne´ par le nombre de Be´zout dn [66, 125, 15, 112].
En plus de´crire chacune de ces composantesW par l’interme´diaire de deux voies suivantes :
a) Calculer un point ge´ne´rique efficace de W [125, 22, 23, 101]. Ceci est e´quivalent
a` calculer des polynoˆmes φ, B0, . . . , Bn ∈ F (C, u)(t1, . . . , tn−m)[Z] et χ ∈ F (u)[C] ou`
m = codim(W ), t1, . . . , tn−m sont de variables alge´briquement inde´pendantes sur F et
C,Z sont de nouvelles variables et a` calculer un indice s, 0 ≤ s ≤ n et une puissance pν
ou` p est le caracte´ristique de F (pν est suppose´ e´gale a` 1 si F est de caracte´ristique ze´ro).
Pour tout a ∈ U , il existe une racine c de χ(a) dans F qui ve´rifie :
- Les coefficients rationnels de φ, B0, . . . , Bn (resp. χ) sont bien de´finis en (c, a)
(resp. a).
- La composante W n’est pas contenue dans l’hyperplan V (Xs) ⊂ P n(F ).
- Les fractions
(
X0
Xs
)pν
, . . . ,
(
Xn
Xs
)pν
sont des fonctions rationnelles sur W de´finies
par
φ(c,a)(θ) = 0,

(
X0
Xs
)pν
= B
(c,a)
0 (θ)
...(
Xn
Xs
)pν
= B
(c,a)
n (θ)
ou` θ est alge´brique sur le corps F (t1, . . . , tn−m) de polynoˆme minimal diviseur de
φ(c,a) ∈ F (t1, . . . , tn−m)[Z].
Ceci nous donne une re´solution ge´ome´trique parame´trique au sens de [47, 52] pour
chaque composante, i.e., une repre´sentation parame´trique des e´le´ments de toutes les
composantes par une spe´cialisation des parame`tres par des valeurs dans U .
b) Calculer une famille finie de polynoˆmes homoge`nes ψ1, . . . , ψM ∈ F (C, u)[X0, . . . , Xn].
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Pour tout a ∈ U , il existe une racine c de χ(a) dans F qui ve´rifie :
- Les coefficients rationnels de ψ1, . . . , ψM sont bien de´finis en (c, a).
- Les polynoˆmes homoge`nes ψ
(c,a)
1 , . . . , ψ
(c,a)
M ∈ F [X0, . . . , Xn] de´finissent la compo-
sante W , i.e.,
W = V (ψ
(c,a)
1 , . . . , ψ
(c,a)
M ) ⊂ P n(F ).
Exemple 1.1.3 Reprenons encore une fois l’exemple pre´ce´dent, on se demande que se
passe-t-il pour des valeurs (a, b) des parame`tres dans C2 \ U1, i.e., a = 0 ou a2 + b2 = 0 ?.
En effet, on peut de´composer C2 en 4 ensembles constructibles U1, . . . , U4 donne´s
par les e´quations et les ine´quations qui les de´finissent ainsi pour chacun d’eux on donne
une repre´sentation parame´trique des solutions valable pour toute spe´cialisation des
parame`tres dans cet ensemble. Plus pre´cisement,
U1 = {u 6= 0, u2 + v2 6= 0}, θ2 − −u
4 + 4u2 − u2v2
u2 + v2
= 0,

x1 =
v
2u
θ + u
2
x2 = − v2uθ + u2
x3 = −12θ + 3v2
x4 =
1
2
θ + v
2
U2 = {u 6= 0, u2 + v2 = 0}, pas de solutions.
U3 = {u = 0, v 6= 0}, θ2 + v
2
4
− 1 = 0,

x1 = θ
x2 = −θ
x3 =
v
2
x4 =
v
2
U4 = {(0, 0)}, θ2 + t2 − 1 = 0,

x1 = θ
x2 = −θ
x3 = −t
x4 = t
On remarque que le syste`me est ze´ro-dimensionnel sur U1, U2, U3 et de dimension 1 sur U4
(t est un parame`tre qui prend des valeurs dans C).
Dans cette the`se nous conside´rons le cas ge´ne´ral en de´crivant un algorithme qui donne
une telle partition de l’espace des parame`tres et en e´tudiant sa complexite´ (voir le dernier
paragraphe de ce chapitre et le chapitre 5 pour plus des de´tails). D’abord nous de´crivons
quelques algorithmes de la litte´rature pour re´soudre des syste`mes polynomiaux parame´tre´s
avec leurs bornes de complexite´ dans le paragraphe suivant et ensuite nous montrons
nos algorithmes dans le dernier paragraphe. Il faut signaler que personne n’a e´tudie´ la
de´composition de varie´te´s parame´tre´es en composantes irre´ductibles avant notre contribu-
tion.
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1.2 Historique et Algorithmes
Nous montrons dans cette section quelques algorithmes de re´solution de syste`mes
alge´briques avec parame`tres.
1.2.1 Re´solution de syste`mes line´aires parame´tre´s
Conside´rons le cas d’un syste`me parame´tre´ d’e´quations line´aires (i.e. chaque
fi, 1 ≤ i ≤ k est une forme line´aire en X = (X0, . . . , Xn) a` coefficients dans F [u1, . . . , ur]).
Plus ge´ne´ralement, les syste`mes line´aires parame´tre´s avec second membre ont e´te´ e´tudie´s
par Heintz en 1983 [66]. Sa me´thode est base´e sur une version parame´trique de l’algorithme
d’e´limination de Gauss et elle est utilise´e pour de´crire un algorithme d’e´limination de
quantificateurs dans la the´orie des corps alge´briquement clos. Un autre algorithme presente´
par W. Sit [113, 114] qui de´compose le lieu de consistance (i.e., l’ensemble U1 de´fini
ci-dessus) en un nombre fini de sous-ensembles S (appele´s re´gimes du syste`me). Pour
chaque S, cet algorithme calcule une matrice Z de dimension n × (ν + 1) a` coefficients
des fonctions rationnelles de F (u) avec colonnes Z0, Z1, . . . , Zν qui ve´rifient les proprie´te´s
suivantes :
a) Les entre´es de Z sont bien de´finies sur S, i.e., pour tout a ∈ S, les de´nominateurs de
ces entre´es ne s’annulent pas en a.
b) Pour tout a ∈ S, Z(a)0 ∈ V (a) (i.e., Z(a)0 est une solution particulie`re du syste`me
spe´cialise´ par a) et la famille {Z(a)1 , . . . , Z(a)ν } forme une base du syste`me homoge`ne
associe´.
1.2.2 Calcul d’un P.G.C.D. d’une famille finie de polynoˆmes uni-
varie´s parame´tre´s
Pour n = 1, Grigoriev [59] a de´crit un algorithme de re´solution d’un syste`me pa-
rame´trique d’e´quations polynomiales univarie´es par la construction d’un plus grand com-
mun diviseur d’une famille des polynoˆmes univarie´s a` coefficients parame´triques. De
meˆme, dans [8], chapitre 1, on trouve un algorithme de meˆme nature que celui de Gri-
goriev [59], base´ sur une version parame´trique de l’algorithme d’Euclide. Ces algorithmes
de´composent l’espace des parame`tres P en de sous-ensembles constructibles W deux a`
deux disjoints. Pour chaque ensemble W , l’algorithme calcule un polynoˆme parame´trique
g ∈ F [u1, . . . , ur][X1] qui constitut un te´moin du P.G.C.D de la famille des polynoˆmes
f1, . . . , fk ∈ F [u1, . . . , ur][X1], i.e., pour toute spe´cialisation des parame`tres a ∈ W , le
polynoˆme g(a) ∈ F [X1] est un P.G.C.D de f (a)1 , . . . , f (a)k ∈ F [X1].
Donc pour tout a ∈ W, V (a) = V (g(a)) ⊂ F , i.e. V (a) co¨ıncide avec l’ensemble des racines
du polynoˆme g(a) = g(a,X1) ∈ F [X1] dans F . La complexite´ de l’algorithme de [59] est
polynomiale en k, d et exponentielle en r tandis que celle de [8] est exponentielle en k, d et
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r (voir le chapitre 2 pour plus de de´tails et pour d’autres algorithmes pour ce proble`me).
1.2.3 Re´solution de syste`mes alge´briques parame´tre´s
Nous de´composons ce paragraphe en deux parties : la premie`re partie traite les algo-
rithmes et les me´thodes existants qui calculent l’ensemble U2 de´fini ci-dessus en le parta-
geant en un nombre fini d’ensembles constructibles et en de´crivant les solutions (en nombre
fini) du syste`me correspondant par une repre´sentation parame´trique. La deuxie`me partie
conside`re le cas ge´ne´ral.
1- Cas dimension ze´ro :
Plusieurs algorithmes sont destine´s a` la re´solution de syste`mes alge´briques parame´tre´s
ze´ro-dimensionnels. Parmi les outils et les techniques utilise´s on distingue l’ope´rateur de
Newton-Hensel [109, 110, 65], le calcul d’une base de Gro¨bner parame´trique [60, 100], les
ensembles triangulaires parame´triques [33, 111] et les varie´te´s discriminantes [84]. Dans ce
paragraphe on de´crit les entre´es et les sorties de ces algorithmes, leurs repre´sentations, les
conditions sur le syste`me d’entre´e ainsi que leurs complexite´s.
1-a- Re´solution ge´ome´trique parame´trique [109, 110, 65] :
On se place dans le cas ou` f1, . . . , fk ∈ F [u1, . . . , ur, X1, . . . , Xn] et k = n, soit
K = F (u) = F (u1, . . . , ur) le corps des fonctions rationnelles en les parame`tres a`
coefficients dans F . Conside´rons l’ide´al I =< f1, . . . , fn >⊂ F [u1, . . . , ur, X1, . . . , Xn],
J = I : jac((f1, . . . , fn), X)
∞ est la saturation de I par le Jacobien de´terminant de
(f1, . . . , fn) et JK est l’extension de J dans K[X1, . . . , Xn].
Une re´solution ge´ome´trique parame´trique du syste`me (f1, . . . , fn) est une description des
solutions simples du syste`me de la manie`re suivante :
φ(θ) = 0,

x1 = B1(θ)
...
xn = Bn(θ)
ou` θ =
∑
1≤i≤n αixi est un e´le´ment primitif de l’extension finie K ⊂ K[X1, . . . , Xn]/JK ,
les polynoˆmes φ,B1, . . . , Bn ∈ K[Z], les degre´s de leurs coefficients par rapport aux
parame`tres sont borne´s par dn.
Dans sa the`se Schost [109, 110] a de´crit un algorithme probabiliste qui calcule une
re´solution ge´ome´trique parame´trique du syste`me (f1, . . . , fn) avec une complexite´ d
O(rn)
simplement exponentielle en le nombre d’inconnues du syste`me. Cet algorithme calcule
aussi l’e´quation d’une hypersurface S de l’espace des parame`tres la` ou` la spe´cialisation
e´choue, i.e., ∀a ∈ P , si a ∈ S l’un de de´nominateurs des coefficients de φ,B1, . . . , Bn
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s’annule en a et si a /∈ S, les solutions simples du syste`me f (a)1 = · · · = f (a)n = 0 sont
obtenues par une spe´cialisation des parame`tres en a dans la re´solution parame´trique.
Le degre´ de cette e´quation est borne´ par dO(n) et la varie´te´ S est appele´e une varie´te´
discriminante du syste`me au sens de [84].
Remarquons que puisque JK est un ide´al ze´ro-dimensionnel de K[X1, . . . , Xn], une
repre´sentation rationnelle univarie´ [108, 49, 51, 2] nous donne une re´solution ge´ome´trique
parame´trique.
1-b- Bases de Gro¨bner parame´triques :
En ce qui concerne les bases de Gro¨bner parame´triques dans le cas ze´ro-dimensionnel,
un algorithme est de´crit dans [60] qui calcule les e´quations et les ine´quations qui
de´finissent l’ensemble constructible U2 de´fini ci-dessus. Cet algorithme partage U2 en un
nombre fini d’ensembles constructibles W chacun avec une base de Gro¨bner parame´trique
G1, . . . , Gm ∈ F (u)[X] qui ve´rifient :
1) Les coefficients de G1, . . . , Gm dans F (u) sont bien de´finis sur W .
2) Pour tout a ∈ W , la famille G(a)1 , . . . , G(a)m est une base de Gro¨bner re´duite du
syste`me (f
(a)
1 , . . . , f
(a)
k ) (pour un ordre monomial fixe´).
3) Le vecteur des multiplicite´s des solutions du syste`me est constant sur W et il
est calcule´ par l’algorithme.
Cet algorithme a une complexite´ dO(rn
2) simplement exponentielle en le nombre n
des variables dans le cas ou` f1, . . . , fk sont donne´s en repre´sentation dense.
Dans [61] Grigoriev montre que le nombre des vecteurs des multiplicite´s des solu-
tions des syste`mes polynomiaux est doublement exponentiel en le nombre n des variables.
Plus pre´cisement, pour des syste`mes avec n = d, il construit N ≥ ddΩ(n) e´le´ments de
l’espace des parame`tres distincts deux a` deux et pour chacun d’eux il attribue un certain
syste`me polynomial ze´ro-dimensionnel avec des vecteurs des multiplicite´s distincts deux a`
deux. En particulier, le nombre des ensembles constructibles qui constituent une partition
de P avec les proprie´te´s 1), 2) et 3) ci-dessus est doublement exponentiel en n, ce qui
donne une borne infe´rieure doublement exponentielle en n de la complexite´ de construction
d’une telle partition.
1-c- Ensembles triangulaires parame´triques[33, 111] :
Soit V = V (f1, . . . , fn) ⊂ F n+r la varie´te´ affine de´finie par f1, . . . , fn ∈
F [u1, . . . , ur, X1, . . . , Xn], on suppose que la projection de V sur les r premiers va-
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riables u1, . . . , ur est dense dans F
r
pour la topologie de Zariski. Cette condition
implique que l’extension J de l’ide´al I =< f1, . . . , fn >⊂ F [u1, . . . , ur, X1, . . . , Xn] dans
F (u)[X1, . . . , Xn] est un ide´al ze´ro-dimensionnel. Les ze´ros de J sont appele´s les solutions
ge´ne´riques de V . Dans [33] on trouve un algorithme probabiliste qui calcule un ensemble
triangulaire parame´trique (T1, . . . , Tn) ∈ F (u)[X1, . . . , Xn] tel que J =< T1, . . . , Tn >,
Ti ∈ F (u)[X1, . . . , Xi] unitaire en Xi et les degre´s des coefficients de chaque Ti par rapport
aux parame`tres sont borne´s par 2d2n tandis que dans [111] ces degre´s sont borne´s par dO(n
2).
Cet algorithme calcule aussi une hypersurface S ⊂ F r de´fini par un polynoˆme de
degre´ ≤ dn tel que ∀a /∈ S, les de´nominateurs des coefficients de T1, . . . , Tn ne s’annulent
pas en a et V (T
(a)
1 , . . . , T
(a)
n ) = V (f
(a)
1 , . . . , f
(a)
n ). La complexite´ de cet algorithme est
dO(nr), polynomiale en la taille de sa sortie.
1-d- Varie´te´s discriminantes [84] :
Soit pi la projection de F
n+r
sur l’espace des parame`tres P = F r. Une varie´te´
discriminante du syste`me parame´tre´ (f1, . . . , fk) est une sous-varie´te´ W de P tel que pour
tout ouvert U de P \W , la restriction de pi sur pi−1(U) ∩ V est un reveˆtement analytique
de U .
La varie´te´ discriminante minimale du syste`me (f1, . . . , fk) est l’intersection de toutes
ses varie´te´s discriminantes. Lazard et Rouillier [84] ont propose´ un algorithme efficace
du calcul de la varie´te´ discriminante minimale. Le degre´ de cette varie´te´ ainsi que la
complexite´ de cet algorithme sont simplement exponentiels en le nombre n des variables.
2- Cas ge´ne´ral :
Cette section recouvre les deux cas : ze´ro-dimensionnel et dimension positive.
2-a- Re´solution ge´ome´trique parame´trique[47] :
Sous certaines conditions sur le syste`me (f1, . . . , fk), la cloˆture alge´brique de Zariski
U1 de U1 est un hypersurface de l’espace des parame`tres. Une e´quation polynomiale de
degre´ minimal qui de´finit cet hypersurface est donne´e dans [47]. Il s’agit d’appliquer la
me´thode de re´solution ge´ome´trique de [49, 52] sur le syste`me parame´trique (f1, . . . , fk).
Une description d’une solution ge´ne´rique du syste`me est donne´e comme une fonction
rationnelle des parame`tres de´finie sur cet hypersurface.
2-b- Bases de Gro¨bner parame´triques :
Les bases de Gro¨bner constituent un outil pratique pour re´soudre des syste`mes
alge´briques [13, 31, 38]. Elles permettent aussi de calculer la cloˆture alge´brique de Zariski
U1 de U1 par une me´thode d’e´limination des variables X1, . . . , Xn [31]. Pour un syste`me
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alge´brique parame´tre´ (f1, . . . , fk), on proce`de de deux fac¸ons suivantes :
- Calculer une base de Gro¨bner de l’ide´al engendre´ par f1, . . . , fk dans
F (u1, . . . , ur)[X1, . . . , Xn] en respectant un certain ordre monomial sur les monoˆmes
en X1, . . . , Xn.
- Calculer une base de Gro¨bner de l’ide´al engendre´ par f1, . . . , fk dans
F [u1, . . . , ur, X1, . . . , Xn] en respectant un certain ordre monomial sur les monoˆmes
en u1, . . . , ur, X1, . . . , Xn.
Dans ces deux strate´gies on se rame`ne a` calculer un sous-ensemble constructible de
P tel que la spe´cialisation des parame`tres par des valeurs de cet ensemble conduit a` une
base de Gro¨bner de l’ide´al spe´cialise´ [70, 46, 53, 54, 31, 75]. Notons aussi les bases de
Gro¨bner compre´hensive [121, 122] qui partagent l’espace des parame`tres en des ensembles
constructibles chacun avec une base de Gro¨bner parame´trique (pas de borne de complexite´
pour cette construction). D’ailleurs, on peut e´tudier les conditions sur les parame`tres pour
que le syste`me n’a pas de solutions, a un nombre fini de solutions, s solutions ou` s est un
entier quelconque, de dimension s ou l’existence de solutions re´elles.
2-c- Ensembles caracte´ristiques et triangulaires :
Pour un syste`me d’e´quations et d’ine´quations polynomiaux parame´tre´es, les auteurs
de [44] de´crivent le lieu de consistance U1 en le de´composant en un nombre fini d’ensembles
constructibles chacun avec un ensemble triangulaire parame´tre´ qui repre´sente les solutions
ge´ne´riques du syste`me. En particulier la dimension du syste`me est constante sur chacun
d’eux. D’ailleurs, il n’y a pas une analyse de complexite´ dans [44].
Des imple´mentations des me´thodes base´es sur les ensembles caracte´ristiques se trouvent
dans [120].
3- Solutions re´elles :
Des e´tudes sur les solutions re´elles des syste`mes parame´tre´s se trouvent dans [83, 84,
85] (une e´tude sur le nombre de solutions re´elles d’un syste`me d’e´galite´s et d’ine´galite´s
de´pendant des parame`tres) et dans [41] (une e´tude des conditions sur les parame`tres pour
qu’un syste`me parame´trique venant de la chimie admet trois solutions re´elles positives).
Ainsi dans [124], on trouve un algorithme qui partage P en des ensembles semi-alge´briques
chacun avec un nombre constant des racines re´elles distinctes et leurs multiplicite´s pour
un polynoˆme univarie´ parame´tre´ (pas de borne de complexite´ pour cet algorithme).
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1.3 Nos contributions principales
Nous de´composons cette section en quatre paragraphes. Dans le premier paragraphe,
nous pre´cisons le mode`le de calcul utilise´ dans nos algorithmes.
Dans le deuxie`me paragraphe, nous de´crivons un algorithme de re´solution de syste`mes
alge´briques parame´tre´ ze´ro-dimensionnels qui sera le sujet du chapitre 3. Cet algorithme
calcule des U -re´sultants parame´triques du syste`me parame´tre´ f1 = · · · = fk = 0 et de´crit
les solutions du syste`me en utilisant le the´ore`me de l’e´le´ment primitif (Shape lemma
parame´trique) et l’algorithme de re´solution de syste`mes alge´briques non-parame´tre´s
de [23, 58, 22].
Dans le troisie`me paragraphe, un algorithme de factorisation absolue de polynoˆmes
parame´tre´s qui formera le contenu du chapitre 4. Cet algorithme utilise une version pa-
rame´trise´e du lemme de Hensel avec un algorithme d’e´limination de quantificateurs dans
la the´orie des corps alge´briquement clos [24] pour re´duire le proble`me de la repre´sentation
des facteurs absolument irre´ductibles a` celui de la repre´sentation des solutions d’un certain
syste`me polynomial parame´tre´ ze´ro-dimensionnel.
Le quatrie`me paragraphe est une illustration du chapitre 5 qui contiendra un algo-
rithme de re´solution de syste`mes polynomiaux parame´tre´s de dimensions positives. Cet
algorithme est une parame´trisation de l’algorithme de Grigoriev [58] qui de´crit toutes les
composantes irre´ductibles d’une varie´te´ alge´brique par des points ge´ne´riques efficaces et par
des syste`mes alge´briques qui les de´finissent. Cette parame´trisation n’e´tait pas e´vidente, il
fallait de´passer toutes les difficulte´s rencontre´es pour aboutir a` de meilleures bornes sur les
degre´s des polynoˆmes de la sortie et sur la complexite´ totale de l’algorithme. Cet algorithme
de´compose l’espace des parame`tres par induction sur la codimension des composantes ab-
solument irre´ductibles, durant cette induction une intersection d’une certaine varie´te´ avec
le plan ge´ne´rique conduit a` un certain syste`me parame´tre´ ze´ro-dimensionnel. D’ou` le be-
soin d’utiliser les deux algorithmes des chapitres 3 et 4 comme sous-algorithmes de cet
algorithme.
1.3.1 Mode`le de calcul
Le corps de base F est une extension finie d’une extension purement transcendante
de son corps premier H, ou` H = Q si car(F ) = 0 et H ⊇ Fp est une extension finie de
cardinal assez large si car(F ) = p > 0 est un nombre premier, i.e., F := H(T1, . . . , Tl)[η] ou`
T1, . . . , Tl sont alge´briquement inde´pendants sur H, l’e´le´ment η est alge´brique, se´parable
sur le corps H(T1, . . . , Tl), de polynoˆme minimal
φ = Zdeg(φ) +
∑
0≤i<deg(φ)
φ
(1)
i
φ(2)
Zi ∈ H(T1, . . . , Tl)[Z]
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avec φ
(1)
i , φ
(2) ∈ H[T1, . . . , Tl] et deg(φ(2)) est le plus petit possible qu’on peut extraire.
Les polynoˆmes f1, . . . , fk de l’entre´e de nos algorithmes sont code´s en repre´sentation dense,
i.e., ils sont donne´s par tous leurs coefficients dans le corps H. Chaque fj, 1 ≤ j ≤ k
peut-eˆtre repre´sente´ d’une manie`re unique (a` un e´le´ment pre`s de H∗) sous la forme
fj =
∑
0≤i<degZ(φ),j1,...,jr,i0,...,in
ai,i0,...,in,j1,...,jr
b
ηiuj11 · · ·ujrr X i00 · · ·X inn
ou` ai,i0,...,in,j1,...,jr , b ∈ H[T1, . . . , Tl] et deg(b) est le plus petit possible.
On de´finit le degre´ de fj par rapport aux variables T1, . . . , Tl par
degT1,...,Tl(fj) := maxi,i0,...,in,j1,...,jr
{degT1,...,Tl(ai,i0,...,in,j1,...,jr), degT1,...,Tl(b)}
De la meˆme fac¸on on de´finit degT1,...,Tl(φ) le degre´ de φ par rapport a` T1, . . . , Tl.
On de´signe par l(fj) (resp. l(φ)) la longueur de fj (resp. φ), qui est le maximum
de longueurs des coefficients (tailles binaires) dans H de monoˆmes en T1, . . . , Tl des
polynoˆmes ai,i0,...,in,j1,...,jr et b (resp. φ
(1)
i et φ
(2)) (voir l’appendice pour les proprie´te´s des
longueurs).
On suppose qu’on a les bornes suivantes :
degT1,...,Tl,Z(φ) ≤ d1, l(φ) ≤M1
et
degT1,...,Tl(fj) ≤ d2, degX0,...,Xn(fj) ≤ d, degu1,...,ur(fj) ≤ δ, l(fj) ≤M2.
Nous calculons deux sortes des complexite´s dans nos algorithmes : le nombre d’ope´rations
e´le´mentaires dans le corps H et la complexite´ binaire totale en conside´rant les tailles bi-
naires des polynoˆmes interme´diaires des algorithmes. Ces deux complexite´s sont exprime´es
en fonction des valeurs suivantes : k, n, d, r, δ, l, d1, d2,M1,M2, p.
1.3.2 Re´solution de syste`mes parame´tre´s ze´ro-dimensionnels
Nous conservons les meˆmes notations de l’introduction et nous introduisons l’ensemble
U des valeurs a ∈ P des parame`tres tel que le syste`me f (a)1 = · · · = f (a)k = 0 est ze´ro-
dimensionnel et n’admet pas de solutions a` l’infini, i.e la varie´te´ V (a) est un sous-ensemble
fini de P n(F ) avec V (a) ∩ V (X0) = ∅. Nous re´sumons cet algorithme de la fac¸on suivante
(voir the´ore`me 3.5.3 du chapitre 3) :
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1- Algorithme :
On peut produire une de´composition de l’ensemble constructible U en (au plus)
(δdd1)
O(n2r2)
ensembles constructibles A deux a` deux disjoints qui ve´rifient :
1) Les degre´s des e´quations et des ine´quations qui de´finissent chaque A par rap-
port a` u1, . . . , ur et par rapport a` T1, . . . , Tl ainsi que leurs tailles binaires sont simplement
exponentiels en n et r (voir le the´ore`me 3.5.3 du chapitre 3 pour les bornes explicites).
2) Le nombre des solutions D est constant sur A, ce nombre est borne´ par dn.
3) Le vecteur des multiplicite´s est constant sur A et il est calcule´ par l’algorithme.
4) Pour chaque A, l’algorithme calcule de polynoˆmes χ, ψ1, . . . , ψn ∈ F (u1, . . . , ur)[Z] de
degre´s infe´rieurs ou e´gale a` D. Toute spe´cialisation des parame`tres a ∈ A ve´rifie :
- Aucun des de´nominateurs des coefficients de χ, ψ1, . . . , ψn ne s’annule en a.
- Les degre´s des coefficients de χ, ψ1, . . . , ψn par rapport a` u1, . . . , ur et par rapport
a` T1, . . . , Tl ainsi que leurs tailles binaires sont simplement exponentiels en n et r.
- Une repre´sentation parame´trique des solutions du syste`me f
(a)
1 = · · · = f (a)k = 0
est donne´e par
χ(a)(θ) = 0,

(
X1
X0
)pν1
= ψ
(a)
1 (θ)
...(
Xn
X0
)pνn
= ψ
(a)
n (θ)
2- Complexite´ :
Le nombre des ope´rations e´le´mentaires dans H utilise´s dans cet algorithme est borne´ par
(δd2)
O(r2(l+1))(dd1)
O(n2r2(l+1))
Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(r2(l+1))(dd1)
O(n2r2(l+1)).
Cette borne de complexite´ est exponentielle en n et r, analogue a` celles obtenues en 2000
par Grigoriev et Vorobjov [60] (par un calcul des bases de Gro¨bner parame´triques), en 2003
par Schost [109, 110] (ope´rateur de Newton-Hensel) et en 2004 par Lazard et Rouillier [84]
(varie´te´s discriminantes).
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Remarque 1.3.1 L’algorithme de [58, 23, 22] (voir aussi le chapitre 2) s’applique sur
des syste`mes alge´briques (non parame´tre´s) ze´ro-dimensionnels a` coefficients dans le corps
F = H(T1, . . . , Tl)[η] de´fini ci-dessus pour de´crire les solutions (en nombre fini) par des
repre´sentations univarie´es polynomiales (RUP). Appliquons directement cet algorithme
sur le syste`me parame´tre´ f1 = · · · = fk = 0 en le conside´rant a` coefficients dans le
corps F ′ := H(T1, . . . , Tl, Tl+1, . . . , Tl+r)[η] ou` pour tout 1 ≤ j ≤ r, Tl+j = uj. On ob-
tient une repre´sentation ge´ne´rique de solutions valable seulement pour les valeurs des pa-
rame`tres qui n’annulent aucun des de´nominateurs des expressions qui interviennent dans
cette repre´sentation.
1.3.3 Factorisation absolue des polynoˆmes parame´triques
La factorisation absolue des polynoˆmes parame´tre´s constitue un premier pas vers la
re´solution des syste`mes alge´briques parame´tre´s de dimensions positives (pour le moment
conside´rons le cas k = 1, i.e., le syste`me est forme´ d’une seule e´quation parame´tre´e, les
composantes absolument irre´ductibles de l’hypersurface V (f1) sont de´finies par les fac-
teurs absolument irre´ductibles de f1). Pour k > 1, l’utilisation de la factorisation absolue
parame´trique dans la re´solution du syste`me f1 = · · · = fk = 0 n’est pas visible pour le
moment et sera e´tudie´ dans le chapitre 5.
1- Algorithme :
Nous de´crivons dans le chapitre 4 un algorithme de factorisation absolue des polynoˆmes
parame´tre´s. Cet algorithme de´compose l’espace des parame`tres P en
(δdd1)
O(nr2d2)
pie`ces U deux a` deux disjoints qui sont des ensembles constructibles tel que la factori-
sation absolue de f1 est donne´e d’une manie`re uniforme sur chaque pie`ce. Plus pre´cisement :
1) Chaque U est donne´ par des e´quations et des ine´quations dans F [u] de degre´s
par rapport a` u et par rapport a` T1, . . . , Tl ainsi que leurs tailles binaires sont simplement
exponentiels en n, r et d (voir la section 6 du chapitre 4 pour plus des de´tails sur les
bornes explicites).
2) Pour chaque U l’algorithme calcule s polynoˆmes G1, . . . , Gs ∈ F (C, u)[X0, . . . , Xn]
(s ≤ d) et un polynoˆme χ ∈ F (u)[C] ou` C est une nouvelle variable. Pour toute
spe´cialisation des parame`tres a ∈ U , il existe c ∈ F , racine de χ(a) ∈ F [C] (aucun des
de´nominateurs des coefficients de χ ne s’annule en a) qui ve´rifie :
- Aucun des de´nominateurs des coefficients de Gj ne s’annule en (c, a).
- Les degre´s des coefficients de χ,G1, . . . , Gs ainsi que leurs tailles binaires sont
simplement exponentiels en r et d.
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- La factorisation absolue du polynoˆme f
(a)
1 = f1(a,X0, . . . , Xn) ∈ F [X0, . . . , Xn]
est donne´e par :
f
(a)
1 =
∏
1≤j≤s
G
(c,a)
j , G
(c,a)
j est absolument irre´ductible.
En particulier, le nombre des facteurs absolument irre´ductibles distincts de f
(a)
1 est constant
sur U et est e´gale a` s. Par conse´quence, si s = 1, f1 est absolument irre´ductible sur U .
2- Complexite´ :
La complexite´ totale de cet algorithme est
(δd2)
O(r2l)(dd1)
O(nr2ld3)
en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(r2l)(dd1)
O(nr2ld3).
Cette borne de complexite´ est exponentielle en n, r et d.
Exemple 1.3.2 Conside´rons le polynoˆme parame´tre´ suivant :
f = (u2 + v)x2 + uxy + vx+ uy + v
x et y sont deux variables, u et v sont deux parame`tres. L’algorithme de´compose l’espace
des parame`tres sous la forme :
C2 = U1 unionsq U2 unionsq U3
ou` U1 = {u2 + v = 0}. Pour tout (a, b) ∈ U1 on obtient la factorisation absolue :
f (a,b) = (x+ 1)(ay + b).
U2 = {u2 + v 6= 0, u 6= 0}. Pour tout (a, b) ∈ U2, f (a,b) est absolument irre´ductible.
U3 = {u = 0, v 6= 0}. Pour tout (a, b) ∈ U3, il existe c racine cubique primitive de l’unite´
(dans ce cas χ = C3 − 1) qui ve´rifie
f (a,b) = b(x− c)(x− c2).
1.3.4 Re´solution de syste`mes parame´tre´s de dimensions positives
On re´sume dans ce paragraphe le re´sultat principal du chapitre 5, il s’agit de l’algo-
rithme suivant de re´solution de syste`mes alge´briques parame´tre´s. Cet algorithme a pour
entre´e un syste`me parame´tre´ (f1, . . . , fk) (avec les notations ci-dessus), code´ par une
repre´sentation dense et comme sortie une description de toutes les composantes abso-
lument irre´ductibles des varie´te´s projectives V (a) d’une manie`re uniforme sur les valeurs a
des parame`tres (voir the´ore`me 5.2.5 et corollaire 5.7.1 du chapitre 5).
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1- Algorithme :
L’algorithme partage l’espace des parame`tres P en (au plus)
k(δdd1)
r3dO(n
3)
ensembles constructibles U deux a` deux disjoints ve´rifiant les proprie´te´s suivantes :
1) Chaque U est donne´ par des e´quations et des ine´quations dans F [u] de degre´s
par rapport a` u et par rapport a` T1, . . . , Tl ainsi que leurs tailles binaires sont doublement
exponentiels en n et simplement exponentiels en r et d (voir the´ore`me 5.2.5 pour les
bornes explicites).
2) Pour tout ensemble U et a ∈ U , le nombre L des composantes W (a)1 , . . . ,W (a)L
absolument irre´ductibles de la varie´te´ projective V (a) ⊂ P n(F ) est le meˆme i.e., L est
inde´pendant de a. En plus L ≤ deg(V (a)) ≤ (kd)O(n) (ine´galite´ de Be´zout [66, 125, 15, 112]).
3) Pour chaque U , l’algorithme calcule une base Y0, . . . , Yn de l’espace des formes
line´aires en X0, . . . , Xn a` coefficients dans H. Chaque composante absolument irre´ductible
W parmi W1, . . . ,WL, de codimension m, est donne´e par un syste`me repre´sentatif
parame´trique et un point ge´ne´rique efficace parame´trique au sens suivant :
Syste`me repre´sentatif parame´trique :
Pour chaque U , l’algorithme calcule des polynoˆmes ψ1, . . . , ψN ∈
F (C, u1, . . . , ur)[Y0, . . . , Yn] homoge`nes en Y0, . . . , Yn de degre´s ≤ dO(m) et un po-
lynoˆme χ ∈ F (u1, . . . , ur)[C]. Pour tout a ∈ U , il existe c ∈ F racine de χ(a) ∈ F [C] (les
coefficients de χ sont bien de´finis sur U) qui ve´rifient :
- Aucun des de´nominateurs des coefficients de ψ1, . . . ψN ne s’annule en (c, a).
- N ≤ dO(n2).
- Les polynoˆmes homoge`nes ψ
(c,a)
1 , . . . , ψ
(c,a)
N ∈ F [Y0, . . . , Yn] de´finissent la varie´te´
W (a), i.e.,
W (a) = V (ψ
(c,a)
1 , . . . , ψ
(c,a)
N ) ⊂ P n(F ).
Point ge´ne´rique efficace parame´trique :
i) La varie´te´ W (a) n’est pas contenue dans l’hyperplan V (Y0) ⊂ P n(F ).
ii) Les fonctions rationnelles t1 =
Y1
Y0
, . . . , tn−m =
Yn−m
Y0
sur W (a) forment une base
de transcendance de F (W (a)) sur F .
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iii) Pour chaque U , l’algorithme calcule des polynoˆmes φ,B1, . . . , Bn ∈
F (C, u1, . . . , ur)(t1, . . . , tn−m)[Z] et une fonction rationnelle θ =
∑
0≤j≤n αj
Yj
Y0
avec
0 ≤ αj ≤ deg(W (a)vm ) ≤ dm. Il calcule aussi une puissance pν (pν = 1 si car(F ) = 0 et ν ≥ 0
si car(F ) = p > 0). Pour tout a ∈ U , il existe c ∈ F racine de χ(a) ∈ F [C] ve´rifiant :
- Aucun des de´nominateurs des coefficients de φ,B1, . . . , Bn dans F (C, u1, . . . , ur)
ne s’annule en (c, a).
- Un point ge´ne´rique efficace de W (a) (voir [58, 23, 22] et le chapitre 2 pour sa
de´finition) est de´fini par la repre´sentation univarie´e polynomiale suivante des e´le´ments de
W (a) :
φ(c,a)(t1, . . . , tn−m, θ) = 0,

(
Y1
Y0
)pν
= B
(c,a)
1 (t1, . . . , tn−m, θ)
...(
Yn
Y0
)pν
= B
(c,a)
n (t1, . . . , tn−m, θ)
4) Les degre´s des coefficients de ψ1, . . . , ψN et B1, . . . , Bn ainsi que leurs tailles bi-
naires sont simplement exponentiels en n, r et d tandis que ceux des coefficients de
χ et φ sont doublement exponentiels en n et simplement exponentiels en r et d (voir
the´ore`me 5.2.5 pour les bornes explicites).
Remarque 1.3.3 On pouvait conside´rer le syste`me (f1, . . . , fk) comme un syste`me a` co-
efficients dans le corps F ′ = F (u1, . . . , ur) de fonctions rationnelles en les parame`tres et
appliquer ensuite l’algorithme de [58, 23] sur ce syste`me en conside´rant u1, . . . , ur comme
de variables alge´briquement inde´pendantes sur H. De cette fac¸on on repre´sente les points
ge´ne´riques efficaces et les e´quations de´finissantes de toutes les composantes irre´ductibles
de la varie´te´ V (f1, . . . , fk) ⊂ P n(F ′) par de polynoˆmes a` coefficients rationnelles en
u1, . . . , ur. Alors on peut construire un hypersurface S de l’espace des parame`tres sur lequel
les de´nominateurs de ces coefficients s’annulent identiquement. Pour tout a /∈ S on obtient
une description de toutes les composantes absolument irre´ductibles de la varie´te´ V (a) (i.e.,
un point ge´ne´rique efficace avec une famille de polynoˆmes qui de´finit la composante) par
une simple spe´cialisaion des parame`tres en a. Par contre pour a ∈ S l’algorithme ne dit
rien sur les composantes absolument irre´ductibles de V (a). D’ou` le besoin d’un algorithme
qui de´crit toutes les composantes absolument irre´ductibles de toutes les varie´te´s V (a) pour
tout a ∈ P par des spe´cialisations simples des parame`tres.
2- Complexite´ :
La complexite´ totale de l’algorithme est
(δd1d2)
O(r4(l+1))dr
4(l+1)dO(n
3)
.
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en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd1d2)
O(r4(l+1))dr
4(l+1)dO(n
3)
.
Cette borne de complexite´ est doublement exponentielle en le nombre n des variables du
syste`me parame´tre´, simplement exponentielle en r et d. Vu qu’une borne infe´rieure du
proble`me de re´solution de syste`mes alge´briques parame´tre´s ze´ro-dimensionnels est dou-
blement exponentielle en n (voir [61] et la section pre´ce´dente), la borne ci-dessus pour la
re´solution de syste`mes alge´briques parame´tre´s de dimensions positives est donc proche de
la borne exacte (i.e., borne infe´rieure).
Exemple 1.3.4 1) Reprenons l’exemple pre´ce´dent et conside´rons l’hypersurface V = V (f)
de´fini par le polynoˆme
f = (u2 + v)x2 + uxy + vx+ uy + v
L’espace des parame`tres est de´compose´ en 3 ensembles constructibles U1, U2 et U3. Pour
tout (a, b) ∈ U1 l’hypersurface V (a,b) admet deux composantes absolument irre´ductibles
de´finies par les polynoˆmes x + 1 et ay + b. Sur U2 on a une seule composante absolument
irre´ductible car f (a,b) est absolument irre´ductible. Pour tout (a, b) ∈ U3 l’hypersurface
V (a,b) admet deux composantes absolument irre´ductibles de´finies par les polynoˆmes x − c
et x− c2 ou` c est une racine cubique primitive de l’unite´.
2) Conside´rons le syste`me polynomial parame´tre´ suivant apparu dans [13, 121, 44] :
x4 − u4 + u2 = 0
x4 + x3 + x2 + x1 − u4 − u3 − u1 = 0
x3x4 + x1x4 + x2x3 + x1x3 − u1u4 − u1u3 − u3u4 = 0
x1x3x4 − u1u3u4 = 0
ou` les variables u1, . . . , u4 sont les parame`tres et les variables x1, . . . , x4 sont les inconnus
du syste`me.
On peut de´composer l’espace des parame`tres C4 en 3 ensembles contructibles U1, U2
et U3 qui ve´rifient :
U1 = {u2 − u4 6= 0}, θ3 − αθ2 + βθ − u1u3u4 = 0,

x1 = − 1u2−u4 θ2 + αu2−u4 θ −
β
u2−u4
x2 =
1
u2−u4 θ
2 − α′
u2−u4 θ +
β′
u2−u4
x3 = θ
x4 = u4 − u2
U2 = {u2 − u4 = 0, u1u3u4 6= 0}, pas de solutions.
U3 = {u2 − u4 = 0, u1u3u4 = 0}, θ2 − (u21 + u23 + u24 − 2β) = 0,

x1 = −12θ − t+ α2
x2 = t
x3 =
1
2
θ + α
2
x4 = 0
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ou` α = u1 + u3 + u4, β = u1u4 + u1u3 + u3u4, α
′ = u1 + u2 + u3 et
β′ = u1u2 + u1u3 + u2u3 − u2u4 + u22.
Remarquons que pour toute spe´cialisation (a1, . . . , a4) des parame`tres dans U1, le
syste`me associe´ admet 3 solutions qui correspondent aux 3 racines a1, a3 et a4 de
l’e´quation θ3 − αθ2 + βθ − u1u3u4 = 0. Pour (a1, . . . , a4) ∈ U3 le syste`me associe´ est de
dimension 1.
3- Perturbation :
On peut perturber le syste`me (f1, . . . , fk) en introduisant une nouvelle variable  et le
nouveau syste`me (f˜1, . . . , f˜k) de´fini par :
f˜i := fi − Xdi ∈ F ()[u1, . . . , ur, X0, . . . , Xn], 1 ≤ i ≤ k
Ce syste`me forme une intersection comple`te. Une parame´trisation de l’algorithme de [22]
permet de partager l’espace des parame`tres en un nombre fini d’ensembles construc-
tibles et de construire toutes ses composantes absolument irre´ductibles par de syste`mes
repre´sentatifs parame´triques et par de points ge´ne´riques efficaces parame´triques. Un pas-
sage a` la limite  → 0 (voir [106]) donne toutes les composantes absolument irre´ductibles
du syste`me d’origine (f1, . . . , fk) d’une manie`re uniforme sur les valeurs des parame`tres
(i.e., au sens de l’algorithme ci-dessus). La complexite´ d’une telle construction est plus
grande que celle donne´e ci-dessus, i.e., cette borne est au moins double-exponentielle en le
nombre n des variables.
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Chapitre 2
Quelques algorithmes interme´diaires
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2.1 Factorisation de polynoˆmes sans parame`tres
Conside´rons un polynoˆme f ∈ F [X1, . . . , Xn] a` n variables X1, . . . , Xn a` coefficients
dans un corps F . On dit que f est irre´ductible dans F [X1, . . . , Xn] (i.e., irre´ductible
sur F ) s’il n’existe pas deux polynoˆmes f1, f2 non constants dans F [X1, . . . , Xn] tel que
f = f1f2. Il est bien connu que f se de´compose d’une manie`re unique (a` un facteur pre`s
de F ∗) en produit d’un nombre fini de polynoˆmes f1, . . . , fs, irre´ductibles sur F . Cette
de´composition est appele´e la factorisation de f sur F .
Etablir des algorithmes efficaces qui permettent de calculer les facteurs irre´ductibles
d’un certain polynoˆme f est un proble`me fondamental en alge`bre commutative et
en ge´ome´trie alge´brique (par exemple, une factorisation de f donne les composantes
irre´ductibles V (f1), . . . , V (fs) de l’hypersurface V (f) dans l’espace affine F
n).
2.1.1 Factorisation sur le corps des nombres rationnels
Kronecker a factorise´ de polynoˆmes univarie´s a` coefficients entiers avec un algorithme
de complexite´ exponentielle en le degre´ (voir [71, 96]).
En se basant sur l’algorithme de Berlekamp [10, 11] et le lemme de Hensel (voir
e.g., [118, 96, 102, 103, 22, 58, 126]), Zassenhaus (voir e.g., [96, 126]) a fait un algorithme
de factorisation de polynoˆmes dans Z[X] mais aussi avec une complexite´ exponentielle en
la taille de l’entre´e. Le premier algorithme de factorisation de polynoˆmes univarie´s sur Q
avec une complexite´ polynomiale en la taille de l’entre´e a e´te´ publie´ en 1982 dans [89]
par A.K. Lenstra, H.W. Jr. Lenstra et L. Lovasz (LLL -algorithme). Cette complexite´ est
d12 + d9 log3 l ou` d est le degre´ du polynoˆme conside´re´ et l sa taille binaire.
L’utilisation de l’algorithme LLL avec une version multivarie´e du lemme de Hensel
ont conduit en 1982 a` un algorithme polynomial de factorisation des polynoˆmes multi-
varie´s a` coefficients dans Q par Chistov et Grigoriev [25] (voir aussi [58, 22, 23]).
Quelques mois plus tard en 1982 Kaltofen (voir [74]) a de´crit un algorithme de´terministe de
re´duction de la factorisation de polynoˆmes multivarie´s a` celle de polynoˆmes univarie´s. Cet
algorithme a une complexite´ polynomiale en le degre´ d et la taille binaire des coefficients
du polynoˆme conside´re´ lorsque le nombre des variables est constant.
2.1.2 Factorisation sur un corps fini
Vers la fin des anne´es 60, Berlekamp [10, 11] a de´crit un algorithme probabiliste qui
factorise un polynoˆme univarie´ a` coefficients dans un corps fini a` q e´le´ments par des
me´thodes d’alge`bre line´aire avec une complexite´ polynomiale O(d3 log q) ou` d est le degre´
de ce polynoˆme (voir aussi [96]).
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Chistov et Grigoriev (voir [25, 58, 22, 23] ont pre´sente´ des algorithmes polynomiaux en la
taille de l’entre´e pour factoriser des polynoˆmes a` n variables a` coefficients dans Fq, i.e.,
leur complexite´ est (dn log q)O(1). Ces algorithmes sont base´s sur le calcul d’un vecteur
minimal des re´seaux en utilisant l’algorithme LLL de [89].
Von zur Gathen et Kaltofen [119] ont de´crit deux algorithmes polynomiaux pour
factoriser de polynoˆmes a` deux variables a` coefficients dans Fq, le premier algorithme est
probabiliste avec une complexite´ (d log q)O(1) et le deuxie`me est de´terministe avec une
complexite´ (dq)O(1) ou` d est le degre´ du polynoˆme a` factoriser.
La meˆme borne de complexite´ (i.e., polynomiale) est obtenue en 1983 par Lens-
tra [90] pour la factorisation des polynoˆmes multivarie´s a` coefficients dans un corps fini.
La complexite´ de factorisation des polynoˆmes univarie´s a` coefficients dans Fq est
ame´liore´ en 1995 par Kaltofen et Shoup [73] et elle est devenue O(d1.815 log q) par une
famille d’algorithmes probabilistes.
Une ame´lioration sur l’exposant O(1) de ces bornes de complexite´ est re´alise´e dans [12] en
de´crivant un algorithme de´terministe avec une complexite´ O˜(dω+1) et un autre algorithme
probabiliste avec une complexite´ O˜(dω) pour factoriser de polynoˆmes bivarie´s a` coefficients
dans Fq ou` ω est l’exposant de l’alge`bre line`aire [118], i.e., la multiplication de deux
matrices carre´s d’ordre n se fait en nω ope´rations e´le´mentaires dans le corps de base ou`
2 < ω ≤ 3 (ω ≤ 2.376 dans [29]).
2.1.3 Factorisation sur une extension alge´brique
En 1982, dans leurs travaux sur la de´composition des varie´te´s alge´briques en compo-
santes irre´ductibles, Chistov et Grigoriev (voir [25, 58, 22, 23]) ont de´crit un algorithme
polynomial de factorisation de polynoˆmes multivarie´s a` coefficients dans un corps qui est
une extension finie d’une extension purement transcendante de son corps premier, i.e., le
corps F = H(T1, . . . , Tl)[η] introduit au chapitre 1.
Dans le cas ou` l = 0 et F est de caracte´ristique ze´ro, i.e., F = Q[η] ou` η est
alge´brique sur Q de polynoˆme minimal φ ∈ Q[Z]. La factorisation d’un polynoˆme
multivarie´ f ∈ Z[η][X1, . . . , Xn], se fait dans un temps polynomial aussi en la taille
d’entre´e [74, 78, 91], les coefficients des facteurs sont repre´sente´s par de polynoˆmes en η
de degre´s < deg(φ). Plus pre´cisement, ce temps est (h deg(φ)dn)O(1) ou` d est le degre´ de f
en X1, . . . , Xn et h est la taille binaire maximale des coefficients de f dans Z.
2.1.4 Factorisation absolue
Un polynoˆme f ∈ F [X1, . . . , Xn] est dit absolument irre´ductible s’il est irre´ductible
sur la cloˆture alge´brique F de F , ceci est e´quivalent a` que f est irre´ductible sur toute
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extension alge´brique de F . La factorisation absolue de f est sa de´composition en produit
de facteurs absolument irre´ductibles.
Deux strate´gies sont adopte´es pour factoriser absolument un certain polynoˆme f :
1- Un calcul symbolique :
Il s’agit de trouver une extension primitive F [α] de F repre´sente´e par le polynoˆme mi-
nimal de α sur F , qui contient les coefficients de tous les facteurs absolument irre´ductibles
de f .
En 1983, Chistov et Grigoriev [23] (voir aussi [22]) ont propose´ un algorithme avec
une complexite´ polynomiale de re´duction de la factorisation absolue a` la factorisation sur
le corps de base. Cet algorithme est combine´ avec un autre algorithme polynomial de
factorisation sur le corps de base pour produire un algorithme polynomial de factorisation
absolue.
En 2003 Gao [42] propose un algorithme probabiliste de factorisation absolue de
polynoˆmes bivarie´s a` coefficients dans un corps de caracte´ristique ze´ro ou de ca-
racte´ristique p > d(d − 1) ou` d est le degre´ des polynoˆmes a` factoriser. Cet algorithme
est base´ sur la re´solution de syste`mes line´aires larges et sur la factorisation de polynoˆmes
univarie´s sur le corps de base, il se fait avec O˜(d5) ope´rations e´le´mentaires. Cette borne de
complexite´ e´tait ame´liore´e par Che`ze et Lecerf [20, 19] et elle est devenue O˜(d4) par un
algorithme de´terministe et une complexite´ sous-quadratique O˜(d(ω+3)/2) en la taille d2 du
polynoˆme d’entre´e par un algorithme probabiliste. Ces algorithmes sont implante´s et ils
sont efficaces en pratique [19].
2- Un calcul nume´rique :
Il s’agit de calculer une approximation des coefficients des facteurs absolument
irre´ductibles de f lorsque F = Q. Soit f1, . . . , fs les facteurs absolument irre´ductibles de
f ∈ Q[X, Y ] et f˜1 · · · f˜s ∈ C[X, Y ]. On dit que f ≈ f˜1 · · · f˜s est une factorisation absolue
approximative de f avec une pre´cision  si pour tout 1 ≤ i ≤ s les coefficients de f˜i
sont des approximations nume´riques de ceux de fi avec une pre´cision , i.e., pour tout
1 ≤ i ≤ s, ‖ fi − f˜i ‖∞<  ou` ‖ g ‖∞ est le maximum des valeurs absolues des coefficients
de g.
Che`ze et Galligo [21, 19] ont e´tabli un algorithme qui reconstruit les facteurs exactes a`
partir des facteurs approximatifs, i.e., les facteurs f1, . . . , fs a` partir des facteurs f˜1 · · · f˜s.
Plusieurs algorithmes ge´ome´triques effectuent une approximation nume´rique des co-
efficients des facteurs des polynoˆmes bivarie´s a` coefficients rationnels [19, 21, 30, 43, 116].
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2.2 Re´solution de syste`mes alge´briques sans pa-
rame`tres
2.2.1 Historique
Supposons qu’on a une famille de polynoˆmes f1, . . . , fk ∈ F [X1, . . . , Xn], de degre´ borne´
par d chacun et on cherche a` trouver les ze´ros communs de ces polynoˆmes dans une cloˆture
alge´brique F de F . Nous verrons comment repre´senter ces ze´ros dans les exemples suivants :
Exemple 2.2.1 Soit le syste`me line´aire suivant
X + 2Y − Z − 3 = 0
X − Y − 4Z + 9 = 0
Y + Z − 4 = 0
Ce syste`me admet une infinite´ de solutions repre´sente´es par la parame´trisation suivante :
X = 3t− 5
Y = −t+ 4
Z = t
ou` t est un parame`tre. Cela` veut dire que Z joue le roˆle d’un parame`tre, les autres variables
X et Y sont exprime´es en fonction de Z.
Peut-on ge´ne´raliser cette repre´sentation pour un syste`me non-line´aire ?
Exemple 2.2.2 Soit le syste`me non-line´aire suivant
XY Z2 −XY + 1 = 0
−X2Y +X − 1 = 0
X2 + Z + 1 = 0
Ce syste`me est e´quivalent au syste`me suivant (par un calcul d’une base de Gro¨bner en
respectant l’ordre lexicographique) :
Z4 + Z3 − Z2 − Z + 1 = 0
Y + Z3 + Z2 − 1 = 0
X − Z3 − 2Z2 + 1 = 0
Ce dernier syste`me est ze´ro-dimensionnel et ses solutions sont donne´es par la
repre´sentation suivante :
θ4 + θ3 − θ2 − θ + 1 = 0,

X = θ3 + 2θ2 − 1
Y = −θ3 − θ2 + 1
Z = θ
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Exemple 2.2.3 Soit le syste`me
X2 +XY + Y − 1 = 0
−X2 + Y 2 + 2X − 1 = 0
−3X + Y + 4Z + 3 = 0
La varie´te´ de´finie par ce syste`me se de´compose en deux composantes irre´ductibles V1 (de
dimension 0) et V2 (de dimension 1) qui sont de´finies par :
V1 :

X + 1 = 0
−X + Z = 0
−X + Y + 1 = 0
V2 :
{
X + Y − 1 = 0
Y + Z = 0
Les polynoˆmes f1, . . . , fk de´finissent une varie´te´ alge´brique V = V (f1, . . . , fk) ⊂ F n.
Les varie´te´s alge´briques sont des objets fondamentaux en ge´ome´trie alge´brique, leur
de´composition en des objets ge´ome´triques plus simples (i.e, leurs e´le´ments dans le cas
ze´ro-dimensionnel et les composantes irre´ductibles dans le cas de dimension positive) est
un proble`me naturel et inte´ressant qui rend leur manipulation plus facile pour faire de
calculs ge´ome´triques.
La the´orie d’e´limination permet de re´soudre de syste`mes polynomiaux en e´liminant
les variables (l’une apre`s l’autre [117] ou toutes a` la fois [24]) et en re´duisant ces syste`mes
a` d’autres syste`mes e´quivalents et plus faciles a` re´soudre par une me´thode qui calcule
les racines de polynoˆmes univarie´s. Cette the´orie a e´te´ e´tudie´ par Macaulay [93] dans le
cas projectif et k = n, i.e., f1, . . . , fn sont de polynoˆmes homoge`nes en X1, . . . , Xn (voir
chapitre 3). Macaulay a calcule´ un polynoˆme en les coefficients du syste`me e´tudie´, appele´
le re´sultant du syste`me tel que son annulation est e´quivalent au fait que le syste`me admet
une solution dans l’espace projectif (n− 1)-dimensionnel P n−1(F ).
1- Re´solution de syste`mes alge´briques ze´ro-dimensionnels :
Pour tout 1 ≤ i ≤ k, conside´rons f˜i l’homoge´nisation de fi par l’introduction d’une
nouvelle variable X0. Dans le cas ou` le syste`me f˜1 = · · · = f˜k = 0 admet un nombre fini
de solutions dans P n(F ), la the´orie d’e´limination calcule un autre polynoˆme, appele´ le
u-re´sultant du syste`me, note´ R, a` coefficients dans F , homoge`ne en des nouvelles variables
U0, . . . , Un tel qu’il existe une correspondance bijective entre les solutions du syste`me
dans P n(F ) (compte´es avec leurs multiplicite´s) d’une part et les facteurs line´aires de R
a` coefficients dans F d’autre part, i.e., pour tout facteur line´aire L = ξ0U0 + · · · + ξnUn
de R dans F [U0, . . . , Un], le point (ξ0 : · · · : ξn) ∈ P n(F ) est une solution du syste`me
f˜1 = · · · = f˜k = 0, sa multiplicite´ est e´gale a` celle de L en tant que facteur de R
(voir [93, 117, 81, 58, 17] et le chapitre 3 pour des algorithmes qui calculent le u-re´sultant).
30
Une borne de complexite´ double-exponentielle d2
n
est connue dans les travaux de
Kronecker (voir e.g., Collins [28] et Heintz [66]) pour la re´solution de syste`mes ze´ro-
dimensionnels. Lazard [81] a calcule´ le u-re´sultant des syste`mes ze´ro-dimensionnels
d’e´quations homoge`nes par une me´thode base´e sur la re´duction des matrices en exe´cutant
dO(n) ope´rations e´le´mentaires, polynomial en le nombre de solutions.
Dans le cas ou` F est une extension finie d’une extension purement transcendante de son
corps premier H (i.e., le corps introduit au chapitre 1), Grigoriev [58] (voir aussi [22, 23])
a de´crit un algorithme qui combine le u-re´sultant du syste`me f˜1 = · · · = f˜k = 0 avec le
lemme de l’e´le´ment primitif (Shape lemma) [50, 76, 2] pour de´composer l’ensemble fini de
solutions du syste`me en de classes de conjugaison C1, . . . , Cs sur F tels que pour chaque
classe C l’algorithme calcule des polynoˆmes φ,B0, . . . , Bn ∈ F [Z], un indice j0, 0 ≤ j0 ≤ n
et une puissance pν de la caracte´ristique p de F qui ve´rifient :
- φ est se´parable et irre´ductible sur F .
- Une repre´sentation univarie´e polynomiale de solutions du syste`me dans C est
donne´e par :
φ(θ) = 0,

(
X0
Xj0
)pν
= B0(θ)
...(
Xn
Xj0
)pν
= Bn(θ)
i.e., toute solution (ξ0 : · · · : ξn) ∈ P n(F ) du syste`me dans C ve´rifie ξj0 6= 0 et les fractions(
ξj
ξj0
)
sont obtenues par un calcul des racines du polynoˆme univarie´ φ dans F et par
extraction des racines pν-e`me d’e´le´ments de F . En particulier, le cardinal de C est e´gal au
degre´ de φ en Z. La complexite´ de cet algorithme est pdO(n) polynomiale en la taille de la
sortie.
Cette manie`re de repre´senter les solutions des syste`mes alge´briques ze´ro-dimensionnels
est devenue ce´le`bre par Fabrice Rouillier [108] (voir aussi [2, 8]) sous le nom de RUR
(Repre´sentation Univarie´e Rationnelle). Cette repre´sentation exprime les solutions du
syste`me f1 = · · · = fk = 0 comme des fonctions rationnelles des racines d’un polynoˆme
univarie´ tout en conservant les multiplicite´s et les racines re´elles, i.e.,
φ(θ) = 0,

X1 =
B1(θ)
φ′(θ)
...
Xn =
Bn(θ)
φ′(θ)
ou` φ,B1, . . . , Bn ∈ F [Z], φ est se´parable dans F [Z]. La complexite´ de la construction
d’une telle repre´sentation est dO(n) polynomiale en le nombre des solutions du syste`me.
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En 1965, Bruno Buchberger (voir e.g. [13]) a invente´ les bases de Gro¨bner qui per-
mettent de transformer le syste`me e´tudie´ a` un syste`me triangulaire qui peut-eˆtre re´solu
par la recherche des racines des polynoˆmes univarie´s. Cette me´thode est une ge´ne´ralisation
de l’algorithme d’e´limination de Gauss a` des syste`mes non-line´aires et de l’algorithme
d’Euclide a` des polynoˆmes multivarie´s [27, 82]. Pour une bonne exposition des bases de
Gro¨bner et leurs applications voir les livres de Cox et. al. [31, 32]. La complexite´ du calcul
d’une base de Gro¨bner d’un ide´al ze´ro-dimensionnel est dO(n), polynomiale en la taille de
l’entre´e du syste`me de´finissant l’ide´al [82, 77, 39]. Cette borne de complexite´ est ame´liore´e
dans [64] et elle est devenue polynomiale en max{S,Dn} ou` S est la taille de l’entre´e
pour la repre´sentation dense et D est la moyenne arithme´tique des degre´s des polynoˆmes
d’entre´e.
Si les polynoˆmes de l’entre´e sont repre´sente´s par un programme d’e´valuation (Straight-line
program [76]), des algorithmes probabilistes existent dans [51, 49, 67] avec des complexite´s
polynomiales qui calculent une re´solution ge´ome´trique du syste`me.
La the´orie des ensembles triangulaires [86, 4, 5] et les ensembles caracte´ristiques [120]
permettent de de´composer l’ensemble de solutions du syste`me e´tudie´ en un nombre fini
d’ensembles de ze´ros d’ensembles triangulaires.
Si le syste`me f1 = · · · = fk = 0 admet un nombre fini de solutions dans F n alors
l’alge`bre A = F [X1, . . . , Xn]/(f1, . . . , fk) est de dimension finie sur F et donc on peut
manipuler des me´thodes d’alge`bre line´aire pour calculer les solutions du syste`me.
Une me´thode simple de re´solution des syste`mes ze´ro-dimensionnels consiste a` calcu-
ler les valeurs propres des endomorphismes ΦXi de l’alge`bre A, pour tout 1 ≤ i ≤ n,
ou` ΦXi est la multiplication par Xi dans A. Il suffit d’e´valuer les polynoˆmes f1, . . . , fk
en (λ1, . . . , λn) ou` λi est une valeur propre de ΦXi , en tenant compte que pour tout
f ∈ F [X1, . . . , Xn], les valeurs propres de Φf sont les f(x) ou` x est une solution du
syste`me f1 = · · · = fk = 0. La complexite´ de cette me´thode est parfaitement large.
D’autres me´thodes consistent a` calculer les espaces propres des endomorphismes de
multiplication de A [6, 99, 32, 35].
2- Re´solution de syste`mes alge´briques de dimensions positives :
Dans le cas ou` le syste`me f1 = · · · = fk = 0 est de dimension positive, sa re´solution
revient a` calculer les composantes irre´ductibles de la varie´te´ alge´brique V = V (f1, . . . , fk).
En 1983, Chistov et Grigoriev [23, 22, 58] ont de´crit un algorithme qui de´compose
une varie´te´ projective arbitraire a` ses composantes irre´ductibles. Chaque composante est
donne´e par les deux voies suivantes :
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i) Un point ge´ne´rique (voir [125, 101, 79, 23, 22, 58] et le paragraphe suivant).
ii) Une famille finie de polynoˆmes homoge`nes qui de´finit cette composante.
Dans le paragraphe suivant, nous de´taillons les grandes lignes de leur algorithme
ge´ome´trique effectif qui sera parame´trise´ dans le chapitre 5 pour re´soudre des syste`mes
alge´briques parame´tre´s. Notons que sa complexite´ est polynomiale en dn
2
.
En 1988, Gianni et. al. [45] utilisent les bases de Gro¨bner et les ide´aux quotients
dans l’anneau polynomial F [X1, . . . , Xn] pour calculer une de´composition primitive de
l’ide´al I =< f1, . . . , fk > (voir aussi [31, 35]). La factorisation des polynoˆmes f1, . . . , fk,
combine´e avec l’algorithme de Buchberger permet aussi de de´composer la varie´te´ V [56, 57].
Giusti et Heintz [48] ont e´tabli en 1990 un algorithme bien paralle´lisable qui de´compose
la varie´te´ V en composantes e´quidimensionnelles et en composantes irre´ductibles avec une
complexite´ se´quentielle d’ordre k5dO(n
2) et en 1993 [50] un algorithme bien paralle´lisable
aussi qui calcule la dimension, le degre´ ge´ome´trique et les points isole´s de la varie´te´ V dans
un temps se´quentiel polynomial en la taille de la sortie. Elkadi et Mourrain [36] proposent
aussi un algorithme probabiliste base´ sur les matrices Be´zoutiennes avec la meˆme borne
de complexite´.
Giusti et. al. [49, 52] ont calcule´ une re´solution ge´ome´trique qui donne une repre´sentation
parame´trique de solutions qui est une ge´ne´ralisation du lemme de l’e´le´ment primitif
et de la repre´sentation univarie´ rationnelle au cas dimension positive. Notons qu’une
repre´sentation des composantes irre´ductibles par des points ge´ne´riques [23, 22, 58] donne
aussi une telle repre´sentation (voir le paragraphe suivant).
Re´cemment Lecerf [87, 88] de´crit un algorithme qui calcule une re´solution ge´ome´trique de
chaque composante e´quidimensionnelle de la varie´te´ V avec une complexite´ polynomiale
en kdn.
En 2002, Jeronimo et Sabia [69] proposent un algorithme probabiliste qui repre´sente
chaque composante e´quidimensionnelle de V par une famille de n+1 polynoˆmes de degre´s
≤ dn. Ces polynoˆmes sont code´s par un programme d’e´valuation de longueur polynomial
en kdn.
Sommese et. al. [115] proposent un algorithme nume´rique pour la de´composition de
la varie´te´ V en composantes irre´ductibles. Chaque composante W est donne´e par les deux
voies suivantes :
- Un sous-ensemble fini des points de W de cardinal e´gale au degre´ de W qui est
calcule´ par l’algorithme.
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- Une famille de polynoˆmes qui la de´finit comme dans ii) ci-dessus.
En particulier, l’algorithme calcule l’ensemble des points isole´s de V .
2.2.2 Algorithme de Chistov-Grigoriev
Nous montrons dans ce paragraphe les entre´es et les sorties de l’algorithme de Chistov-
Grigoriev [23, 22, 58] avec sa borne de complexite´. Le corps de base de cet algorithme
(i.e., le corps des coefficients des polynoˆmes du syste`me d’entre´e f1, . . . , fk) est le corps
F = H(T1, . . . , Tl)[η] introduit au chapitre 1. On suppose que f1, . . . , fk ∈ F [X0, . . . , Xn]
sont homoge`nes enX0, . . . , Xn et qu’ils sont code´s en repre´sentation dense par leurs vecteurs
des coefficients dans le corps H. On suppose aussi qu’on a les meˆmes bornes sur les degre´s
et les tailles binaires de polynoˆmes f1, . . . , fk qu’au chapitre 1, i.e., pour tout 1 ≤ j ≤ k
degT1,...,Tl(fj) ≤ d2, degX0,...,Xn(fj) ≤ d, l(fj) ≤M2.
et
degT1,...,Tl,Z(φ) ≤ d1, l(φ) ≤M1
ou` φ est le polynoˆme minimal de η sur le corps H(T1, . . . , Tl). La taille binaire de fj (resp.
φ), note´e l(fj) (resp. l(φ)), est le maximum de longueurs binaires des coefficients dans H
de monoˆmes en T1, . . . , Tl dans fj (resp. φ).
Notons par F p
−∞
l’extension purement inse´parable maximale de F , i.e.,
F p
−∞
=
⋃
ν∈N
F p
−ν
ou`
F p
−ν
:= {α ∈ F , αpν ∈ F}
ou` p = car(F ). Si car(F ) = 0 alors F p
−∞
:= F (voir [79]).
Toutes les bornes sur les degre´s des polynoˆmes interme´diaires et sur la complexite´
binaire totale de cet algorithme sont mesure´es en fonction des valeurs suivantes :
k, d, n, l, d1, d2,M1,M2, p.
Dans la suite nous rappelons la notion des points ge´ne´riques [125, 101, 79, 23, 22, 58]
dans les deux cas affine et projective afin que nous de´crivions le re´sultat fondamental de
l’algorithme qui consiste a` la description de toutes les composantes irre´ductibles de la
varie´te´ projective V = V (f1, . . . , fk) ⊂ P n(F ).
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1- Points ge´ne´riques :
1-a- Cas d’une varie´te´ affine :
Nous distinguons deux types des points ge´ne´riques, les F -points ge´ne´riques [101] et les
points ge´ne´riques efficaces [23, 22, 58] et nous verrons que le deuxie`me conduit au premier
(the´ore`me 2.2.7).
Soit V ⊂ F n une varie´te´ affine de´finie et irre´ductible sur F , l’anneau F [V ] des fonctions
polynomiales sur V est isomorphe a` l’anneau quotient F [X1, . . . , Xn]/I(V ) = F [x1, . . . , xn]
ou` I(V ) ⊂ F [X1, . . . , Xn] est l’ide´al premier de F [X1, . . . , Xn] forme´ par les polynoˆmes
qui s’annulent identiquement sur V et pour tout 1 ≤ i ≤ n, xi est la classe de Xi modulo
I(V ), le point x = (x1, . . . , xn) est appele´ le F -point ge´ne´rique canonique de V .
D’une manie`re ge´ne´rale, un F -point ge´ne´rique de V est de´finit par :
De´finition 2.2.4 Un point x ∈ V est dit un F -point ge´ne´rique de V si tout polynoˆme
f ∈ F [X1, . . . , Xn] qui s’annule en x, il s’annule en tout point de V ( i.e., f s’annule
identiquement sur V ).
Exemple 2.2.5 Soit g2, . . . , gn ∈ Q[X1] et V ⊂ Cn la varie´te´ affine de´finie sur Q par :
V = V (X2 − g2(X1), . . . , Xn − gn(X1))
L’ide´al (X2 − g2(X1), . . . , Xn − gn(X1)) ⊂ Q[X1, . . . , Xn] est un ide´al premier car il est le
noyau de l’homomorphisme suivant :
Q[X1, . . . , Xn] −→ Q[X1]
X1 −→ X1
Xi −→ gi(X1), 2 ≤ i ≤ n.
Donc V est de´finie et irre´ductible sur Q. Le point (pi, g2(pi), . . . , gn(pi)) ∈ V est un
Q-point ge´ne´rique de V . En ge´ne´ral, pour tout α ∈ C transcendant sur Q, le point
(α, g2(α), . . . , gn(α)) ∈ V est un Q-point ge´ne´rique de V .
Le corps F (V ) des fonctions rationnelles sur V est le corps de fraction de l’anneau inte`gre
F [V ], alors F (V ) = F (x1, . . . , xn).
Notons que si m = codim(V ) alors le degre´ de transcendance de F (V ) sur F est
degtrFF (V ) = dim(V ) = n−m, soit t1, . . . , tn−m une base de transcendance de F (V ) sur
F alors F (V ) est une extension finie de F (t1, . . . , tn−m). Soit pν une puissance maximale
(ν ≥ 0), xpνi est se´parable sur F (t1, . . . , tn−m) pour tout 1 ≤ i ≤ n (pν = 1 si car(F ) = 0)
alors F (xp
ν
1 , . . . , x
pν
n ) est une extension finie et se´parable de F (t1, . . . , tn−m).
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De´finition 2.2.6 Un point ge´ne´rique efficace de V est de´fini par l’existence de l’isomor-
phisme de corps suivant
τ : F (t1, . . . , tn−m)[θ] −→ F (xpν1 , . . . , xp
ν
n ) ⊂ F (V )
ou` θ est un e´le´ment primitif de l’extension F (xp
ν
1 , . . . , x
pν
n ) sur F (t1, . . . , tn−m), θ est
alge´brique se´parable sur F (t1, . . . , tn−m) de polynoˆme minimal Φ(Z).
L’existence d’un point ge´ne´rique efficace de V (i.e., d’un tel isomorphisme de corps) donne
une repre´sentation parame´trique rationnelle des e´le´ments de V (analogue a` celle obtenue
par une re´solution ge´ome´trique [52, 47, 87, 88]) de la fac¸on suivante :
Φ(t1, . . . , tn−m, θ) = 0,

Xp
ν
1 =
φ1(t1,...,tn−m,θ)
ψ(t1,...,tn−m)
...
Xp
ν
n =
φn(t1,...,tn−m,θ)
ψ(t1,...,tn−m)
ou` φi ∈ F [t1, . . . , tn−m, Z], 0 6= ψ ∈ F [t1, . . . , tn−m] et degZ φi < degZ Φ pour tout
1 ≤ i ≤ n.
Dans le cas ou` V est fini (dim(V ) = 0 et m = n), on obtient une repre´sentation
parame´trique polynomiale des e´le´ments de V :
Φ(θ) = 0,

Xp
ν
1 = φ1(θ)
...
Xp
ν
n = φn(θ)
ou` φi ∈ F [Z] et degZ φi < degZ Φ pour tout 1 ≤ i ≤ n.
Le the´ore`me suivant montre qu’un point ge´ne´rique efficace est un F -point ge´ne´rique.
The´ore`me 2.2.7 Si F a un degre´ de transcendance infini sur F , alors tout point ge´ne´rique
efficace de V est un F -point ge´ne´rique de V .
Preuve. Il existe un isomorphisme σ de F (xp
ν
1 , . . . , x
pν
n ) sur un sous-corps de F . Le point
a = (a1, . . . , an) ou` ai = σ(x
pν
i ) ∈ F est un F -point ge´ne´rique de V . En effet, pour tout
polynoˆme f ∈ I(V ) on a
f(a1, . . . , an) = σ
(
f(xp
ν
1 , . . . , x
pν
n )
)
= σ
(
fp
ν
(x1, . . . , xn)
)
= 0 dans F
car f(x1, . . . , xn) = 0 dans F (V ), ce qui montre que a ∈ V . D’autre part, soit f ∈
F [X1, . . . , Xn], supposons que f ne s’annule pas identiquement sur V alors f /∈ I(V ),
ce qui implique que f(x1, . . . , xn) 6= 0 dans F (V ). Donc
f(a1, . . . , an) = σ
(
fp
ν
(x1, . . . , xn)
)
6= 0 dans F
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car σ est injectif. D’ou` a est un F -point ge´ne´rique de V .
1-b- Cas d’une varie´te´ projective :
Soit W ⊂ P n(F ) une varie´te´ projective non vide de´finie et irre´ductible sur F ,
F [W ] ∼= F [X0, X1, . . . , Xn]/I(W ) = F [x0, x1, . . . , xn] ou` I(W ) est l’ide´al homoge`ne
premier de F [X0, X1, . . . , Xn] forme´ par les polynoˆmes qui s’annulent identiquement sur
W et pour tout 0 ≤ i ≤ n, xi ≡ Xi mod I(W ), le point x = (x0, x1, . . . , xn) est appele´ le
F -point ge´ne´rique canonique de W , ce point est non nul car W est non vide.
De la meˆme manie`re qu’au cas affine, on peut aussi de´finir un F -point ge´ne´rique
de W comme e´tant un point de W tel que tout polynoˆme homoge`ne de F [X0, X1, . . . , Xn]
qui s’annule en ce point, il s’annule identiquement sur W .
Le corps F (W ) des fonctions rationnelles sur W est le sous-corps du corps de frac-
tion de l’anneau inte´gre F [W ] forme´ par les quotients g
h
ou` g, h sont des polynoˆmes
homoge`nes dans F [X0, X1, . . . , Xn] de meˆme degre´ et h /∈ I(W ), alors
F (W ) = F
(xi
xj
, 0 ≤ i, j ≤ n
)
= F
(x0
xs
, . . . ,
xn
xs
)
ou` xs 6= 0 (Xs /∈ I(W ))
Conside´rons m = codim(W ), soit t1, . . . , tn−m une base de transcendance de F (W ) sur F .
Un point ge´ne´rique efficace de la varie´te´ W est de´fini par l’isomorphisme de corps suivant :
τ : F (t1, . . . , tn−m)[θ] −→ F
(
Xj1
Xs
, . . . ,
Xjn−m
Xs
,
(X0
Xs
)pν
, . . . ,
(Xn
Xs
)pν)
⊆ F (W ) (2.1)
ou` 0 ≤ s ≤ n est choisi de telle manie`re que la varie´te´W n’est pas contenue dans l’hyperplan
de´fini par l’e´quation Xs = 0, θ est alge´brique se´parable sur le corps F (t1, . . . , tn−m), de
polynoˆme minimal Φ(Z) ∈ F (t1, . . . , tn−m)[Z], lcZ(Φ) = 1. En plus θ =
∑
j αj
Xj
Xs
ou`
αj ∈ Z et 0 ≤ αj ≤ deg(W ), les e´le´ments XjXs sont des fonctions rationnelles sur W, pν = 1
si car(F ) = 0 et ν ≥ 0 si car(F ) = p > 0.
Cet isomorphisme donne une repre´sentation parame´trique rationnelle des e´le´ments de V
sous la forme :
Φ(t1, . . . , tn−m, θ) = 0,

(
X0
Xs
)pν
= φ0(t1,...,tn−m,θ)
ψ(t1,...,tn−m)
...(
Xn
Xs
)pν
= φn(t1,...,tn−m,θ)
ψ(t1,...,tn−m)
ou` φj ∈ F [t1, . . . , tn−m, Z], 0 6= ψ ∈ F [t1, . . . , tn−m] et degZ φj < degZ Φ pour tout
0 ≤ j ≤ n.
A chaque choix de τ1, . . . , τn−m dans F qui n’annulent pas ni ψ, ni les de´nominateurs
des coefficients du polynoˆme univarie´ Φ(Z) ∈ F (t1, . . . , tn−m)[Z], θ0 racine de
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Φ(τ1,...,τn−m)(Z) ∈ F [Z] dans F , on obtient un point de W par extraction des ra-
cines pν-e`me d’e´le´ments de F .
On peut de´montrer un re´sultat analogue au the´ore`me 2.2.7 qui caracte´rise l’ide´al
I(W ) ⊂ F [X0, . . . , Xn] et qui est donne´ par le lemme 2.7 de [58] :
Lemme 2.2.8 Soit ψ ∈ F [X0, . . . , Xn] un polynoˆme homoge`ne, ψ s’annule identique-
ment sur W (i.e., ψ ∈ I(W )) si et seulement si ψpν
(
X0
Xs
, X1
Xs
, . . . , Xn
Xs
)
= 0 dans le corps
F (t1, . . . , tn−m)[θ] en utilisant l’isomorphisme (2.1).
Preuve. On a ψp
ν
(
X0
Xs
, X1
Xs
, . . . , Xn
Xs
)
= ψ
((
X0
Xs
)pν
,
(
X1
Xs
)pν
, . . . ,
(
Xn
Xs
)pν)
=
P (t1, . . . , tn−m, θ) pour un certain P ∈ F (t1, . . . , tn−m)[θ] en utilisant l’isomorphisme (2.1).
Alors ψ ∈ I(W ) si et seulement si 0 = ψ
(
X0
Xs
, X1
Xs
, . . . , Xn
Xs
)
∈ F (W ) et ceci est e´quivalent
au fait que P (t1, . . . , tn−m, θ) = 0.
Pour ve´rifier si une varie´te´ W ⊂ P n(F ) de´finie et irre´ductible sur F , donne´e par un point
ge´ne´rique efficace, est inclue dans une composante de la varie´te´ V = V (f1, . . . , fk), on
utilise la proce´dure suivante :
Test : Pour une valeur de i allant de 1 a` k, on calcule fp
ν
i
(
X0
Xs
, . . . , Xn
Xs
)
∈ F (t1, . . . tn−m)[θ]
par l’isomorphisme (2.1). Si pour un certain i cette valeur n’est pas nulle alors W n’est
pas contenue dans une composante de V et si on obtient des ze´ros pour tout 1 ≤ i ≤ k
alors W est inclue dans une composante de V .
2- Algorithme :
L’algorithme de´compose la varie´te´ projective V (f1, . . . , fk) ⊂ P n(F ) en ses compo-
santes irre´ductibles W qui sont de´finies et irre´ductibles sur le corps F p
−∞
. Chaque W de
codimension m est repre´sente´e par les deux voies suivantes :
i) L’algorithme calcule un point ge´ne´rique efficace de W , i.e., il produit une base
de transcendance t1, . . . , tn−m de F (W ) sur F , un e´le´ment alge´brique θ se´parable sur
le corps F (t1, . . . , tn−m) avec son polynoˆme minimal Φ(Z) ∈ F (t1, . . . , tn−m)[Z] et les
expressions de fonctions rationnelles
(
Xj
Xs
)pν
, 0 ≤ j ≤ n par l’isomorphisme τ ci-dessus
avec les bornes suivantes :
- pν ≤ d2m, degZ(Φ) ≤ deg(W ) ≤ dm.
- degT1,...,Tl,t1,...,tn−m(Φ), degT1,...,Tl,t1,...,tn−m(φj), degT1,...,Tl,t1,...,tn−m(ψ) ≤ d2(dmd1)O(1).
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- Les tailles binaires de coefficients de Φ, φj, ψ sont donne´es par
l(Φ), l(φj), l(ψ) ≤
(
M1 +M2 + (n+ l) log2 d2
)(
dmd1
)O(1)
.
ii) L’algorithme calcule une famille de polynoˆmes homoge`nes ψ1, . . . , ψN ∈ F [X0, . . . , Xn]
qui de´finit W , i.e.,
W = V (ψ1, . . . , ψN) ⊂ P n(F )
avec les bornes suivantes :
- N ≤ m2d4m.
- degX0,...,Xn(ψ) ≤ d2m, degT1,...,Tl(ψi) ≤ d2(dmd1)O(1).
- La taille binaire de coefficients de ψi est donne´e par
l(ψi) ≤
(
M1 +M2 + l log2 d2
)(
dmd1
)O(1)
.
La complexite´ binaire totale de ce calcul est borne´e par
(pkM1M2)
O(1)(dnd1d2)
O(c+l)
ou` c = 1 + maxdim(W ) ≤ 1 + n. Donc pour p,M1,M2, d1, d2, l fixe´s, cette complexite´ est
polynomiale en dn
2
.
iii) L’algorithme repre´sente chaque composante absolument irre´ductible W1 de W
par un point ge´ne´rique efficace et par une famille finie de polynoˆmes qui la de´finit
avec les meˆmes bornes sur les degre´s et les tailles binaires de polynoˆmes interme´diaires
comme dans i) et ii). L’algorithme calcule une extension se´parable maximale F (c) de F la`
ou`W1 est de´finie et irre´ductible avec le polynoˆme minimal χ ∈ F [C] de c sur F qui ve´rifie :
- degC(χ) ≤ degW1, degT1,...,Tl(χ) ≤ d2(dmd1)O(1).
- La taille binaire de coefficients de χ est donne´e par
l(χ) ≤
(
M1 +M2 + (n+ l) log2 d2
)(
dmd1
)O(1)
.
La complexite´ binaire totale de cette construction est e´gale a` celle de i) et ii).
Cet algorithme est base´ sur un algorithme polynomial de factorisation de polynoˆmes
multivarie´s sur le corps F de´crit dans [25, 23, 22, 58]. L’ide´e de repre´senter les com-
posantes irre´ductibles d’une telle fac¸on vient du cas k = 1, i.e., la varie´te´ V = V (f1)
est un hypersurface de P n(F ). Dans ce cas si on factorise f1 en produit de facteurs
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irre´ductibles g1, . . . , gs sur F alors les composantes irre´ductibles de V sont les hyper-
surfaces V (gi), 1 ≤ i ≤ s de´finis par les polynoˆmes g1, . . . , gs. Prenons un certain gi et
l’e´crivons comme un polynoˆme univarie´ en Xn, i.e.,
gi = g˜i(X
pν
0 , . . . , X
pν
n ) = AhX
h
n + · · ·+ A1Xn + A0
ou` h = degXn(gi), 0 6= Ah, . . . , A1, A0 ∈ F [X0, . . . , Xn−1] et pν est la puissance maximale
qu’on peut extraire. Posons t1 =
X1
X0
, . . . , tn−1 =
Xn−1
X0
, une repre´sentation parame´trique des
e´le´ments de V (gi) est donne´e par
Φ(t1, . . . , tn−1, θ) = 0,

X1
X0
= t1
...
Xn−1
X0
= tn−1(
Xn
X0
)pν
= θ
ou` θ est alge´brique sur F (t1, . . . , tn−1) de polynoˆme minimal
Φ(Z) =
g˜i(t1, . . . , tn−1, Z)
Ah(t1, . . . , tn−1)
∈ F (t1, . . . , tn−1)[Z]
(g˜i ∈ F [Z0, . . . , Zn] est irre´ductible sur F ou` Z0, . . . , Zn sont de nouvelles variables).
2.3 Elimination de quantificateurs dans la the´orie des
corps alge´briquement clos
Cette section est divise´e en trois paragraphes. Nous de´crivons dans le premier
paragraphe le proble`me d’e´limination de quantificateurs dans la the´orie des corps
alge´briquement clos. On passe dans le deuxie`me a` l’histoire de ce sujet avec les meilleures
bornes de complexite´ des algorithmes qui le re´solvent. Dans le troisie`me paragraphe, on
de´taille l’algorithme de Chistov-Grigoriev de´crit en 1984.
2.3.1 Description du proble`me
Une formule est une collection des atomes avec les symboles des connections ∨ (ou),
∧ (et), ¬ (ne´gation) et les quantificateurs ∃ et ∀. Un atome est de la forme P = 0 ou
P 6= 0, ou` P est un polynoˆme de F [X1, . . . , Xn]. Pour une formule φ, il y a deux sortes des
variables, les variables lie´es (ou quantifie´e) et les variables libres (ou non-quantifie´e). On
note lib(φ), l’ensemble des variables libres de φ, cet ensemble ve´rifie les proprie´te´s suivantes :
- Un atome P = 0 ou P 6= 0, ou` P ∈ F [X1, . . . , Xn] est une formule avec variables
libres X1, . . . , Xn.
40
- Si φ1 et φ2 sont deux formules alors φ1 ∨ φ2 et φ1 ∧ φ2 sont aussi de formules et
lib(φ1 ∨ φ2) = lib(φ1 ∧ φ2) = lib(φ1) ∪ lib(φ2).
- Si φ est une formule alors ¬φ est une formule avec lib(¬φ) = lib(φ).
- Si φ est une formule et X ∈ lib(φ) alors (∃X)φ et (∀X)φ sont aussi de formules
avec lib((∃X)φ) = lib((∀X)φ) = lib(φ) \ {X}
Une formule est dite non-quantifie´e si elle ne contient pas de quantificateurs. Une
formule φ sans variables libres, i.e., lib(φ) = ∅ est appele´e sentence.
D’une manie`re ge´ne`rale, on peut repre´senter une formule φ a` coefficients dans F
avec variables libres u1, . . . , ur par :
φ := φ(u1, . . . , ur) := (Q1X1) · · · (QnXn)F(X1, . . . , Xn, u1, . . . , ur)
ou` Qi ∈ {∃,∀} et F est une formule non-quantifie´e qui contient des polynoˆmes de
F [X1, . . . , Xn, u1, . . . , ur]. Celle-ci est appele´e la forme normale prenex de φ et X1, . . . , Xn
sont ses variables lie´es.
La F -re´alisation de φ, note´e R(φ, F r), est l’ensemble des a = (a1, . . . , ar) ∈ F r tel
que la sentence obtenue φ(a) est ve´rifie´e, i.e.,
R(φ, F r) := {a = (a1, . . . , ar) ∈ F r/φ(a)}.
Deux formules φ et ψ avec les meˆmes variables libres u1, . . . , ur sont dites F -e´quivalentes
si R(φ, F r) = R(ψ, F r).
Exemple 2.3.1 Conside´rons la formule suivante :
φ1 := φ1(u0, u1, . . . , ur) := (∃X, urXr + · · ·+ u1X + u0 = 0)
dont X est la seule variable lie´e et u0, u1, . . . , ur sont ses variables libres.
La C-re´alisation R(φ1,Cr+1) est l’ensemble des uples a = (a0, a1, . . . , ar) ∈ Cr+1
tel que le polynoˆme univarie´ associe´ P (X) = arX
r+ · · ·+a1X +a0 admet une racine dans
C, ceci est toujours ve´rifie´ a` moins que P (X) est un polynoˆme constant non nul. Donc
R(φ1,Cr+1) = {a ∈ Cr+1,∨1≤i≤r(ai 6= 0) ∨ (a0 = 0)}
En d’autre terme, la formule quantifie´e φ1 est C-e´quivalente a` la formule non-quantifie´e
ψ1 qui est de´finie par :
ψ1 := ψ1(u0, u1, . . . , ur) := ∨1≤i≤r(ui 6= 0) ∨ (u0 = 0).
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Exemple 2.3.2 Soit la formule
φ2 := (∃X, urXr + · · ·+ u1X + u0 6= 0)
R(φ2,Cr+1) est l’ensemble des uples a = (a0, a1, . . . , ar) ∈ Cr+1 tel que le polynoˆme uni-
varie´ associe´ n’est pas nul. Donc
R(φ2,Cr+1) = {a ∈ Cr+1,∨0≤i≤r(ai 6= 0)}
et φ2 est C- e´quivalente a` la formule non-quantifie´e suivante :
ψ2 := ∨0≤i≤r(ui 6= 0).
De´finition 2.3.3 Un ensemble constructible de F
r
, de´fini sur F , est la F -re´alisation d’une
formule non-quantifie´e a` coefficients dans F
Le proble`me d’e´limination de quantificateurs dans la the´orie des corps alge´briquement clos
est l’un des proble`mes essentiels de la the´orie d’e´limination et de la ge´ome´trie alge´brique. Il
s’agit d’e´liminer les quantificateurs dans une formule quantifie´e φ(u1, . . . , ur), i.e., calculer
une formule non-quantifie´e ψ(u1, . . . , ur) qui est F -e´quivalente a` φ.
L’e´tude de ce proble`me se rame`ne a` trouver des me´thodes constructives efficaces
qui calculent ψ. Par conse´quence, e´tudier la complexite´ de ces algorithmes en tant que
nombre d’ope´rations e´le´mentaires dans le corps de base F .
2.3.2 Historique
Plusieurs algorithmes connus pour ce proble`me sont base´s sur l’efficacite´ d’une
proce´dure qui re´soud le proble`me de de´cision suivant : De´cider si une famille de polynoˆmes
multivarie´s a` coefficients dans F admet une solution alge´brique commune dans F .
Ge´ome´triquement, ceci est e´quivalent au proble`me de de´cider si une varie´te´ alge´brique est
vide ou non, plus ge´ne´ralement, de´cider si un ensemble constructible est vide ou non.
Il est bien connu que par le the´ore`me des ze´ros de Hilbert, ce proble`me de de´cision
est e´quivalent a` celui d’appartenance d’un polynoˆme a` un ide´al polynomial dont l’age`bre
line´aire [93] et les bases de Gro¨bner [31] le re´solvent.
D’autres algorithmes pour ce proble`me de de´cision utilisent la the´orie des re´sultants
pour e´liminer les variables (si les polynoˆmes sont homoge`nes) et le rame`nent a` tester si
une certaine quantite´e (appele´e re´sultant de la famille de polynoˆmes) est nulle ou non
(Voir [117, 93] , la section pre´ce´dante et le chapitre 3).
Notons que dans la the´orie des corps re´ellement clos, l’e´limination des quantifica-
teurs d’une formule quantifie´e avec atomes de la forme P = 0, P > 0, P < 0 ou`
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P ∈ F [X1, . . . , Xn], ici F est un corps re´ellement clos, a e´te´ e´tudie´ par Tarski et Seiden-
berg en de´crivant une proce´dure d’e´limination des quantificateurs avec une complexite´
hyperexponentielle. Par une de´composition alge´brique cylindrique, Collins [28] a de´crit un
algorithme d’e´limination de quantificateurs sur les re´els avec une complexite´ doublement
exponentielle de la forme :
(kd)O(1)
n+r
ou` k est le nombre d’atomes et d est une borne supe´rieure de degre´s des atomes dans la
formule φ e´tudie´e.
D’autres algorithmes avec le meˆme genre de complexite´ ont e´te´ fait par Ben-Or,
Kozen et Reif [9], Weispfenning [123], Davenport et Heintz [34] (pour une borne infe´rieure).
Le proble`me de de´cision dans le cas re´el se fait dans un temps simplement expo-
nentiel en n (voir [63, 62, 16]) et dans un temps doublement exponentielle en le nombre
d’alternance de quantificateurs dans la formule e´tudie´e, i.e., de la forme :
(kd)O(n+r)
4m−2
ou` m est le nombre d’alternance de quantificateurs [63]. Heintz et. al. [68] et Renegar [106]
ont montre´ que le proble`me d’e´limination de quantificateurs par bloc se fait avec des
algorithmes bien paralle´lisables de complexite´s doublement exponentielles en m. Nous
n’abordons pas le cas re´ellement clos dans la suite de cette section et nous nous inte´ressons
seulement au cas alge´briquement clos.
Une borne de complexite´ doublement exponentielle en n a e´te´ e´tabli par Heintz
dans [66] pour l’e´limination des quantificateurs dans la the´orie des corps alge´briquement
clos. La premie`re borne simplement exponentielle en n et doublement exponentielle en m
est re´alise´e dans les travaux de Chistov et Grigoriev [24], i.e., de la forme
(kd)O(n+r)
2m+2
.
Nous de´taillons au paragraphe suivant leur algorithme qui sera utilise´ tout au long de
prochains chapitres surtout les bornes sur les degre´s et les tailles de polynoˆmes obtenus qui
de´finissent la formule non-quantifie´e. Cet algorithme est paralle´lisable si le caracte´ristique
de F est positif et n’est pas paralle´lisable si le caracte´ristique de F est ze´ro car il utilise
l’algorithme LLL de [89] pour calculer un vecteur minimal.
Fitchas, Galligo et Morgenstern [40] ont de´crit un algorithme bien paralle´lisable
avec une complexite´ se´quentielle simplement exponentielle en n. En 1998, Puddu et
Sabia [104] de´crivent un algorithme bien paralle´lisable d’e´limination de quantificateurs
avec une complexite´ se´quentielle
(kd)O(n+r)
m
simplement exponentielle en n et doublement exponentielle enm, la sortie de cet algorithme
est repre´sente´e par un programme d’e´valuation.
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2.3.3 Algorithme de Chistov-Grigoriev
Cet algorithme [24] e´limine les quantificateurs d’une formule de´finie sur une large
classe de corps, i.e., le corps F = H(T1, . . . , Tl)[η] introduit au chapitre 1. Il est base´
sur leur algorithme de factorisation de polynoˆmes multivarie´s a` coefficients dans F d’une
part et sur leur algorithme de de´composition d’une varie´te´ alge´brique en composantes
irre´ductibles [23, 22, 58] d’autre part. Nous montrons ici l’entre´e, la sortie, la complexite´
binaire totale de cet algorithme ainsi que les bornes sur les degre´s et les tailles de
polynoˆmes de la sortie.
Conside´rons la formule quantifie´e suivante :
Φ(u1, . . . , ur) := (∃X1) · · · (∃Xn)(∧1≤i≤kfi = 0 ∧ g 6= 0)
ou` fi, g ∈ F [u1, . . . , ur, X1, . . . , Xn], de degre´s borne´s par d (resp. δ) par rapport a`
X1, . . . , Xn (resp. u1, . . . , ur), les variables u1, . . . , ur sont les variables libres de Φ. Ces
polynoˆmes sont donne´s en repre´sentation dense par leurs vecteurs de coefficients dans
H, leurs bornes sur les degre´s par rapport a` T1, . . . , Tl ainsi que leurs tailles binaires de
coefficients dans H sont comme dans le chapitre 1.
L’algorithme construit une formule non-quantifie´e Ψ(u1, . . . , ur), qui est F -e´quivalente a`
Φ(u1, . . . , ur) et de´finie par
Ψ(u1, . . . , ur) :=
∨
1≤i≤α
( ∧
1≤j≤β
(B
(i)
j = 0) ∧ (C(i) 6= 0)
)
avec pour tout 1 ≤ i ≤ α et 1 ≤ j ≤ β on a :
1) B
(i)
j , C
(i) ∈ F [u1, . . . , ur].
2) degu1,...,ur(B
(i)
j ) ≤ δ(kd)4(n+r+2)(2n+3).
3) degu1,...,ur(C
(i)) ≤ δ(3kd)2n+3.
4) degT1,...,Tl(B
(i)
j ) ≤ δd2dO(1)1 (kd)O(n2r).
5) degT1,...,Tl(C
(i)) ≤ δd2dO(1)1 (kd)O(n).
6) l(B
(i)
j ) ≤
(
M1 +M2 + (n+ r + l) log2 d2
)
δd
O(1)
1 (kd)
O(n2r).
7) l(C(i)) ≤
(
M1 +M2 + (n+ r + l) log2 d2
)
δd
O(1)
1 (kd)
O(n).
8) α, β ≤ δ(kd)O(n2r).
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La complexite´ binaire totale de cet algorithme est
(pδM1M2)
O(1)(d1d2)
O
(
n+r+l
)
(kd)O
(
n(n+r)(n+r+l)
)
.
Si la formule Φ est de´finie par m blocs de quantificateurs, i.e., de la forme
Φ(u1, . . . , ur) := ∃(X1,1, . . . , X1,s1)∀(X2,1, . . . , X2,s2) · · · ∃(Xm,1, . . . , Xm,sm)F
ou` F est formule non-quantifie´e avec k atomes dans F [u1, . . . , ur, X1,1, . . . , Xm,sm ].
L’ite´ration m fois de l’algorithme pre´ce´dent sur la formule Φ conduit a` une formule
non-quantifie´e F - e´quivalente a` Φ de´finie par des atomes h ∈ F [u1, . . . , ur] ve´rifiant :
1) degu1,...,ur(h) ≤ δ(kds)O(s
2m)m .
2) degT1,...,Tl(h) ≤ δd2dO(m)1 (kds)O(s
2m)m .
3) l(h) ≤ (M1 +M2 + l log2 d2)dO(m)1 (kds)O(s2m)m .
4) Le nombre des atomes h est borne´ par δ(kds)O(s
2m)m .
La complexite´ binaire totale de cet algorithme est
(pδM1M2)
O(1)(dm1 d2)
O(s+l)(kds)O(s
3l)m
ou` s := r + s1 + · · ·+ sm est le nombre total de variables.
2.4 Re´solution des syste`mes line´aires parame´triques
Conside´rons le syste`me line´aire
AX = b
ou` A = (Aij)1≤i,j≤n est une matrice carre´e d’ordre n et b = (bi)1≤i≤n est un vecteur.
Les entre´es Ai,j et bi (1 ≤ i, j ≤ n) appartiennent a` l’anneau polynomial F [u1, . . . , ur]
de degre´s borne´s par δ. Les variables (u1, . . . , ur) sont de parame`tres qui prennent des
valeurs dans l’espace F
r
qui sera appele´ l’espace des parame`tres. Le syste`me AX = b est
ainsi appele´ un syste`me line´aire parame´tre´. Nous allons e´tudier dans ce paragraphe la
de´pendance de solutions de ce syste`me en fonction de parame`tres.
Il est bien connu qu’un syste`me line´aire (non-parame´tre´) se trouve uniquement dans
l’un de trois cas suivants : aucune solution, une seule solution, une infinite´ de solutions.
L’ouvert de F
r
de´fini par det(A) ∈ F [u1, . . . , ur] est le lieu la` ou` le syste`me associe´ admet
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une seule solution dans F
n
. Cette solution est donne´e par les formules de Cramer comme
une fonction rationnelle de parame`tres :
Xj =
det(Aj)
det(A)
∈ F (u1, . . . , ur) 1 ≤ j ≤ n
ou` Aj est la matrice obtenue en remplac¸ant la j-e`me colonne de A par le vecteur b.
On s’inte´resse aussi au comple´mentaire de cet ouvert dans l’espace de parame`tres
i.e., la` ou` la matrice A est non inversible. Nous avons cite´ au premier chapitre les travaux
de Heintz [66] et de William Sit [114, 113] qui a de´crit un algorithme qui de´compose
l’espace de parame`tres en un nombre fini d’ensembles constructibles S deux a` deux
disjoints. Le rang de la matrice A est constant sur chaque S et une base de l’espace de
solution du syste`me homoge`ne associe´ est donne´e comme une fonction rationnelle de
parame`tres (e´videmment l’un de ces ensembles constructibles est le lieu d’inconsistance
du syste`me). Le nombre de ces ensembles est exponentiel en n.
2.4.1 Algorithme de Gauss parame´trique
La parame´trisation de l’algorithme de Gauss consiste a` performer l’algorithme de
Gauss ordinaire et a` se´parer dans chaque e´tape le cas ou` le pivot de Gauss est nul ou
non. Celui-ci est un e´le´ment de F [u1, . . . , ur] et le fait qu’il est nul ou non de´finit un
sous-ensemble constructible de l’espace des parame`tres.
Le corps F conside´re´ ici est le corps H(T1, . . . , Tl)[η] du premier chapitre. Les entre´es Ai,j
et bi (1 ≤ i, j ≤ n) sont donne´es en repre´sentation dense par leurs vecteurs de coefficients
dans H. Leurs degre´s par rapport a` T1, . . . , Tl sont borne´s par d2 et les tailles binaires de
leurs coefficients dans H sont borne´es par M2.
Cet algorithme construit donc une famille des couples (C(i), A(i)), 0 ≤ i ≤ n ou`
C(0) = F
r
, A(0) = A, C(i) (1 ≤ i ≤ n) est un sous-ensemble constructible de F r donne´ par
ses e´quations et ses ine´quations qui le de´finissent et A(i) =
(
A
(i)
s,t
)
1≤s,t≤n
est une matrice a`
coefficients dans F [u1, . . . , ur] obtenue a` partir de A par transformations line´aires sur les
lignes et par de permutations. Cette matrice est donne´e par :
A(i) =

A
(i)
1,1 . . . . . . . . . . . . . . . A
(i)
1,n
0 A
(i)
2,2 . . . . . . . . . . . . A
(i)
2,n
... 0
. . .
...
...
...
...
...
... 0 A
(i)
i,i . . . . . . A
(i)
i,n
...
...
... 0 A
(i)
i+1,i+1 . . . A
(i)
i+1,n
...
...
...
...
...
. . .
...
0 0 0 0 A
(i)
n,i+1 . . . A
(i)
n,n

46
Pour tout a ∈ C(i)
A
(i)
1,1(a) 6= 0, . . . , A(i)i,i (a) 6= 0.
Cette construction se fait par induction sur i. On suppose qu’a` l’e´tape i, C(i) est de´fini
par des e´quations et des ine´quations de la forme g = 0 et h 6= 0 ou` g, h ∈ F [u1, . . . , ur] qui
ve´rifient :
- Les degre´s de g, h et A
(i)
s,t (1 ≤ s, t ≤ n) par rapport a` u1, . . . , ur (resp. T1, . . . , Tl) sont
borne´s par iδ (resp. id2).
- Les tailles binaires de coefficients de g, h et A
(i)
s,t (1 ≤ s, t ≤ n) sont borne´es
par
i(M2 + 1)
L’e´tape i+ 1 consiste a` faire les de´marches suivantes :
- Si A
(i)
i+1,i+1 ∈ F [u1, . . . , ur] est line´airement de´pendant des polynoˆmes g, e´changer
la (i + 1)-e`me ligne de A(i) par la (i + 2)-e`me ligne et tester de nouveau si A
(i)
i+2,i+1
est line´airement de´pendant des e´le´ments g et ainsi de suite. Chaque test correspond a`
re´soudre un certain syste`me line´aire d’au plus i inconnues et
(
r+iδ
r
) ≤ (iδ)r e´quations a`
coefficients dans F . Cette re´solution se fait avec (iδ)O(r) ope´rations dans F [95]. Chacune
de ces ope´rations se fait entre deux e´le´ments de degre´s ≤ id2 par rapport a` T1, . . . , Tl et
des tailles binaires ≤ i(M2 + 1). Alors chaque test se fait avec
(iδd1d2)
O(rl)
ope´rations dans le corps H. Sa complexite´ binaire est borne´e par
M1M2(iδd1d2)
O(rl)
- Si tous les A
(i)
s,t, s ≥ i+1, t ≥ i+1 (apre`s des e´changes des colonnes aussi) sont line´airement
de´pendants de polynoˆmes g alors A
(i)
s,t(a) = 0 pour tout a ∈ C(i). Dans ce cas l’algorithme
s’arreˆte et ne conside`re pas le couple (C(i+1), A(i+1)). Le nombre des tests a` effectuer ici est
e´gale a` (n− i)2. Ces tests se font avec
n2(iδd1d2)
O(rl)
ope´rations dans H et avec une complexite´ binaire borne´e par
n2M1M2(iδd1d2)
O(rl)
- S’il existe s0 ≥ i+ 1, t0 ≥ i+ 1 tel que A(i)s0,t0 est line´airement inde´pendant de polynoˆmes
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g alors on pose C(i+1) = C(i) ∩ {A(i)s0,t0 6= 0}. Apre`s e´change des lignes et des colonnes,
on met A
(i)
s0,t0 dans la position (i + 1, i + 1) et on applique les transformations line´aires
ordinaires sur les lignes i + 2, . . . , n sur la matrice obtenue qui rendent ze´ros les entre´es
au-dessous de A
(i)
s0,t0 (A
(i)
s0,t0 est le pivot de Gauss parame´trique, i.e., A
(i)
s0,t0(a) 6= 0 pour
tout a ∈ C(i+1)). Donc A(i+1) est la matrice obtenue ve´rifiant A(i+1)i+1,i+1 = A(i)s0,t0 ne s’annule
pas sur C(i+1).
Par la me´thode de Bareiss (voir e.g., [14, 8]), les coefficients A
(i+1)
s,t ∈ F [u1, . . . , ur]
sont des (i+ 1)× (i+ 1) mineurs de la matrice A donne´s par la formule :
A
(i+1)
s,t = det

A1,1 . . . A1,i A1,t
...
...
...
Ai,1 . . . Ai,i Ai,t
As,1 . . . As,i As,t

ce qui prouve les bornes de re´currence ci-dessus sur la taille binaire et les degre´s de A
(i+1)
s,t
par rapport a` u1, . . . , ur et par rapport a` T1, . . . , Tl.
Puisque le nombre d’e´tapes est au plus n alors la complexite´ totale de l’algorithme
de Gauss parame´trique est
(nδd1d2)
O(rl)
ope´rations dans H. Sa complexite´ binaire totale est
M1M2(nδd1d2)
O(rl).
Cette borne de complexite´ est polynomiale en la taille n de la matrice A et le degre´ δ
des entre´es de A par rapport aux parame`tres. Elle est exponentielle en le nombre r des
parame`tres. On peut re´sumer cette section par le the´ore`me suivant :
The´ore`me 2.4.1 Il existe un algorithme, appele´ l’algorithme de Gauss parame´trique qui
pour un syste`me line´aire parame´tre´ AX = b ve´rifiant les conditions ci-dessus, produit une
partition de l’espace des parame`tres F
r
sous la forme :
F
r
=
⋃
0≤i≤n
Ui
ou` chaque Ui est un ensemble constructible ve´rifiant :
a) Le rang de A est constant sur Ui et est e´gale a` i, i.e., pour tout a ∈ Ui, rg(A(a)) = i.
b) L’algorithme calcule (n − i + 1) vecteurs Z0, Z1, . . . , Zn−i de F (u1, . . . , ur)n ou`
Z0 est une solution particulie`re parame´trique du syste`me AX = b et {Z1, . . . , Zn−i} est
une base parame´trique de l’espace de solutions de dimension n − i du syste`me parame´tre´
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homoge`ne, i.e., pour tout a ∈ Ui on a :
i) Les de´nominateurs des entre´es de Z0, Z1, . . . , Zn−i ne s’annulent pas en a.
ii) Z
(a)
0 est une solution particulie`re du syste`me spe´cialise´ en a (i.e., le syste`me
A(a)X = b(a)) et la famille {Z(a)1 , . . . , Z(a)n−i} forme une base du syste`me homoge`ne associe´.
c) Les degre´s des e´quations et des ine´quations qui de´finissent Ui et des entre´es de
Z0, Z1, . . . , Zn−i par rapport a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par nδ (resp. nd2).
Leurs tailles binaires sont borne´es par
nM2.
d) La complexite´ de cet algorithme est celle qui est donne´e juste au-dessus du the´ore`me.
2.5 Calcul d’un P.G.C.D. d’une famille finie de po-
lynoˆmes univarie´s parame´tre´s
Conside´rons une famille finie {f1, . . . , fk} ⊂ F [u1, . . . , ur, X] de polynoˆmes parame´tre´s
univarie´s, de degre´s borne´s par d (resp. δ et d2) par rapport a` X (resp. u1, . . . , ur et
T1, . . . , Tl). Ces polynoˆmes sont donne´s en repre´sentation dense par leurs vecteurs de
coefficients dans H, de tailles binaires borne´es par M2. On s’inte´resse dans ce paragraphe
au calcul d’un p.g.c.d. de la famille {f (a)1 , . . . , f (a)k } ⊂ F [X] d’une manie`re uniforme pour
toute spe´cialisation a = (a1, . . . , ar) des parame`tres dans l’espace des parame`tres F
r
ou`
f
(a)
i := fi(a1, . . . , ar, X) pour tout 1 ≤ i ≤ k.
Ecrivons chaque fi (1 ≤ i ≤ k) sous la forme :
fi =
∑
0≤j≤d
fijX
j ou` fij ∈ F [u1, . . . , ur], deg(fij) ≤ δ.
On s’inte´resse a` l’ouvert
U = F
r \ V (fij, 1 ≤ i ≤ k, 0 ≤ j ≤ d)
de F
r
pour la topologie de Zariski.
On pre´sente dans cette section trois algorithmes qui calculent un p.g.c.d. de la fa-
mille {f (a)1 , . . . , f (a)k } ⊂ F [X] d’une manie`re uniforme pour toute spe´cialisation a ∈ U .
Le premier algorithme est exponentiel en k et d et base´ sur l’algorithme d’Euclide.
Le deuxie`me et le troisie`me algorithme sont polynomiaux en k, d et exponentiels en r.
Le troisie`me est base´ sur la re´solution des syste`mes line´aires parame´tre´s de la section
pre´ce´dente.
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2.5.1 Algorithme A1
Supposons que k = 2 et conside´rons f1, f2 comme de polynoˆmes univarie´s a` coeffi-
cients dans le corps F (u1, . . . , ur) de fonctions rationnelles en les parame`tres. Calculons la
se´quence
(R0, R1, . . . , Rs, Rs+1 = 0) ⊂ F (u1, . . . , ur)[X]
des restes de divisions euclidiennes successives applique´es sur R0 := f1 et R1 := f2, i.e.,
pour tout 2 ≤ i ≤ s+ 1, Ri est le reste de la division euclidienne de Ri−2 par Ri−1. Cette
se´quence ne couvre pas les p.g.c.d. de f
(a)
1 , f
(a)
2 pour toutes les spe´cialisations a ∈ U de
parame`tres pour les deux raisons suivantes :
1) Les ze´ros des de´nominateurs des coefficients de R0, R1, . . . , Rs ne sont pas cou-
verts.
2) Pour tout a ∈ U qui n’annule aucun de´nominateur de coefficients de R2, . . . , Rs,
R
(a)
s ∈ F [X] n’est pas ne´cessairement un p.g.c.d. de f (a)1 et f (a)2 meˆme s’il est non nul.
Tandis que Rs est un p.g.c.d. de f1 et f2 dans F (u1, . . . , ur)[X].
Le premier proble`me peut-eˆtre e´viter par un calcul des se´quences de pseudo-restes
de divisions euclidiennes successives :
De´finition 2.5.1 Soient g, h ∈ F [u1, . . . , ur][X] deux polynoˆmes univarie´s.
a) La pseudo-division de g par h est la division euclidienne de lc(h)deg(g)−deg(h)+1g
par h dans F (u1, . . . , ur)[X] ou` 0 6= lc(h) ∈ F [u1, . . . , ur] est le coefficient dominant de h.
Alors ils existent de polynoˆmes uniques Q,R ∈ F [u1, . . . , ur][X] tel que
lc(h)deg(g)−deg(h)+1g = Qh+R avec degX(R) < degX(h)
Q est appele´ le pseudo-quotient et R est le pseudo-reste de la pseudo-division de g par h,
note´ Prem(g, h).
b) La se´quence de pseudo-restes de pseudo-divisions successives applique´es a` R˜0 := g et
R˜1 := h est la se´quence
(R˜0, R˜1, . . . , R˜s, R˜s+1 = 0)
ou` pour tout 2 ≤ i ≤ s+ 1, R˜i est le pseudo-reste de la pseudo-division de R˜i−2 par R˜i−1.
Le lemme suivant nous montre que la se´quence de pseudo-restes permet aussi de calculer
le p.g.c.d. et nous donne les bornes sur les degre´s et les tailles binaires des polynoˆmes qui
constituent la se´quence :
Lemme 2.5.2 Soient g, h ∈ F [u1, . . . , ur][X] deux polynoˆmes univarie´s de degre´s ≤ d
ou` F est le corps H(T1, . . . , Tl)[η]. On suppose que les degre´s de g et h par rapport
a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par δ (resp. d2), leurs tailles binaires sont
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≤ M2. Soit (R˜0, R˜1, . . . , R˜s, R˜s+1 = 0) la se´quence de pseudo-restes de pseudo-divisions
successives applique´es a` R˜0 := g et R˜1 := h. Alors
a) R˜s est un p.g.c.d. de g et h dans F [u1, . . . , ur][X]. Pour tout a ∈ U qui n’est pas ze´ro
de tous les coefficients dominants de la se´quence, R˜
(a)
s ∈ F [X] est un p.g.c.d. de g(a) et h(a).
b) Pour tout 0 ≤ i ≤ s, le degre´ de R˜i par rapport a` u1, . . . , ur (resp. T1, . . . , Tl)
est borne´ par O(d2δ) (resp. O(d2d2)). La taille binaire de son vecteur de coefficients dans
H est ≤ O(M2d2 log2 d).
c) Le calcul de cette se´quence se fait avec
O
(
(δd1d2)
2d9
)
ope´rations dans H. Sa complexite´ binaire est
O
(
(δd1d2)
2M22d
13 log22 d
)
.
Preuve. Toutes les bornes de ce lemme se de´duisent des estimations de the´ore`mes 6.54,
6.62 et de l’exercice 6.54 de [118].2
Le deuxie`me proble`me peut-eˆtre e´vite´ par la conside´ration de troncations :
De´finition 2.5.3 Soit g = gmX
m + · · ·+ g0 ∈ F [u1, . . . , ur][X] ou` m := deg(g).
a) Pour tout 0 ≤ i ≤ m, la i-e`me troncation de g, note´e Troi(g), est le polynoˆme
Troi(g) := giX
i + · · ·+ g0 ∈ F [u1, . . . , ur][X]
b) L’ensemble de troncations de g, note´ Tro (g), est un sous-ensemble fini de
F [u1, . . . , ur][X] de´fini par
Tro (g) :=
{ {g} si gm := lc(g) ∈ F
{g} ∪ Tro (Trom−1(g)) sinon
De´finition 2.5.4 [8] Pour chaque polynoˆme R ∈ Tro (f1), on associe un arbre de
se´quences de pseudo-restes de divisions de f1 par f2, note´ TRems(f1, f2), qui a R comme
racine. Les fils de R sont les e´le´ments de l’ensemble de troncations de f2. Chaque noeud
N contient un polynoˆme Pol(N) ∈ F [u1, . . . , ur][X]. Un noeud N est une feuille de l’arbre
si Pol(N) = 0. Si N n’est pas une feuille, les fils de N sont les e´le´ments de l’ensemble de
troncations de Prem(Pol(p(N)), Pol(N)) ou` p(N) est le pe`re de N . L’ensemble de tous les
arbres associe´s aux e´le´ments de Tro (f1) est appele´ la foreˆt de se´quences de pseudo-restes
de divisions de f1 par f2, elle est note´e par T (f1, f2).
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Remarque 2.5.5 Chaque arbre TRems(f1, f2) dans la de´finition 2.5.4 se termine puisque
le passage d’un niveau a` un autre dans l’arbre se fait par une pseudo-division et donc par
une diminution de degre´s par rapport a` X. Donc nous avons un nombre fini de feuilles
dans l’arbre.
De´finition 2.5.6 Soient R0 ∈ Tro (f1) et TRems(f1, f2) l’arbre de racine R0. A chaque
feuille L de TRems(f1, f2), on conside`re l’unique chemin CL := {R0, R1, . . . , Rs, Rs+1 :=
Pol(L) = 0} liant L a` la racine R0 ou` R1 ∈ Tro (f2) est un fils de R0 et on associe a` L
un sous-ensemble constructible UL de F
r
de´fini par la formule non-quantifie´e suivante :∧
2≤i≤s+1
degX(Ri) = degX
(
Prem(Ri−2, Ri−1)
)
The´ore`me 2.5.7 Les ensembles constructibles UL := UL ∩ U ou` L sont les feuilles de la
foreˆt T (f1, f2) forment une partition de l’ouvert U . Cette partition ve´rifie les proprie´te´s
suivantes :
a) Le nombre de feuilles L de T (f1, f2) est borne´ par d
d.
b) Les degre´s des e´quations et des ine´quations qui de´finissent chaque UL par rapport
a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par O(d
2δ) (resp. O(d2d2)). Leurs tailles
binaires sont borne´es par O(M2d
2 log2 d).
c) Pour toute feuille L de T (f1, f2), le chemin CL := {R0, R1, . . . , Rs, Rs+1 := Pol(L) = 0}
(voir de´finition 2.5.6) constitue une se´quence parame´tre´e de pseudo-restes de f1 et f2, i.e.,
pour tout a ∈ UL, la se´quence (R(a)0 , R(a)1 , . . . , R(a)s , Rs+1 := Pol(L) = 0} ⊂ F [X] est la
se´quence de pseudo-restes de f
(a)
1 et f
(a)
2 . En particulier, 0 6= R(a)s ∈ F [X] est un p.g.c.d. de
f
(a)
1 et f
(a)
2 . Les degre´s et la taille binaire de Rs sont analogues a` ceux du point b) ci-dessus.
d) La construction de la foreˆt T (f1, f2) se fait avec
(δd1d2)
2dO(d)
ope´rations dans H. Sa complexite´ binaire est
(δd1d2M2)
2dO(d).
Preuve. Toutes ces bornes se de´duisent du lemme 2.5.2 ci-dessus.2
Revenons maintenant au cas ge´ne´ral, i.e., k ≥ 2 et calculons une partition de U en
un nombre fini d’ensembles constructibles chacun avec un p.g.c.d. parame´trique.
The´ore`me 2.5.8 Soient f1, . . . , fk ∈ F [u1, . . . , ur][X] de polynoˆmes parame´tre´s ve´rifiant
les meˆmes bornes ci-dessus sur les degre´s et les tailles binaires de leurs coefficients. On
peut construire une partition de l’ouvert U de F
r
en
d(k−1)d
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ensembles constructibles U qui ve´rifient :
a) Les degre´s des e´quations et des ine´quations qui de´finissent chaque U par rapport
a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par O(d
(2k−2)δ) (resp. O(d(2k−2)d2)). Leurs
tailles binaires sont borne´es par O(M2d
(2k−2) logk−12 d).
b) Pour tout ensemble constructible U , il existe un polynoˆme g ∈ F [u1, . . . , ur][X]
tel que pour tout a ∈ U , g(a) ∈ F [X] est un p.g.c.d. de f (a)1 , . . . , f (a)k . Les degre´s et la taille
binaire de g sont analogues a` ceux du point a).
c) La construction de cette partition de U se fait avec
(δd1d2)
2dO(kd)
ope´rations dans H. Sa complexite´ binaire est
(δd1d2M2)
2dO(kd).
Preuve. La de´monstration se fait par induction sur k, le cas k = 2 est le the´ore`me 2.5.7.
Supposons qu’a` l’e´tape k− 1 nous avons une partition de U en d(k−2)d ensembles construc-
tibles V chacun avec un polynoˆme parame´trique G ∈ F [u1, . . . , ur][X] ve´rifiant les points
a) et b) du the´ore`me (pour f1, . . . , fk−1). Pour chaque couple (V , G), on calcule la foreˆt
T (G, fk) et pour chaque feuille L de cette foreˆt, on conside`re l’ensemble constructible
VL := V ∩ UL
ou` UL est l’ensemble constructible associe´ a` L dans T (G, fk) (voir de´finition 2.5.6). Les
ensembles VL ou` L sont les feuilles de T (G, fk) pour tous les couples (V , G) de l’e´tape
k − 1, forment une partition de U . Pour chaque VL, le polynoˆme g := Pol(p(L)) ∈
F [u1, . . . , ur][X] ve´rifie le point b). Les bornes sur les degre´s et les tailles binaires de a) et
b) ainsi la complexite´ totale se de´duisent du the´ore`me 2.5.7.2
2.5.2 Algorithme A2
En 1989, Grigoriev [59] de´crit un algorithme qui calcule un p.g.c.d. parame´trique de la
famille {f1, . . . , fk}. Cet algorithme de´compose U en
N1 ≤ k(δ + d)O(r)
ensembles constructibles U qui ve´rifient :
i) Les degre´s des e´quations et des ine´quations qui de´finissent U par rapport a` u1, . . . , ur
(resp. T1, . . . , Tl) sont borne´s par
(δ + d)O(1)
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(resp. d2
(
d1(δ + d)
)O(1)
). Leur nombre est borne´ par k(δ + d)O(r) et les tailles binaires de
leurs coefficients dans H sont borne´es par(
M1 +M2 + (l + r) log2(d2)
)(
d1(δ + d)
)O(1)
ii) Pour chaque U , l’algorithme calcule un polynoˆme parame´trique g ∈ F [u1, . . . , ur, X]
qui ve´rifie :
- degu1,...,ur,X(g) ≤ (δ + d)O(1), degT1,...,Tl(g) ≤ d2
(
d1(δ + d)
)O(1)
.
- l(g) ≤
(
M1 +M2 + (l + r) log2(d2)
)(
d1(δ + d)
)O(1)
.
- Pour tout a ∈ U , le polynoˆme g(a) ∈ F [X] co¨ıncide avec le p.g.c.d. de la famille
{f (a)1 , . . . , f (a)k } ⊂ F [X].
La complexite´ binaire totale de cet algorithme est
(kM1M2)
O(1)(d1d2)
O(l)(δ + d)O(r+l).
2.5.3 Algorithme A3
L’ide´e de cet algorithme vient du lemme suivant :
Lemme 2.5.9 Soit h1, . . . hk ∈ F [X] de degre´s ≤ d et h = pgcd(h1, . . . , hk). Alors
a) Il existe de polynoˆmes g1, . . . , gk ∈ F [X] de degre´s < d tel que
h =
∑
1≤i≤k
gihi
b) Le degre´ de h est donne´ par
D := deg(h)
= min{deg(g);∃g1, . . . , gk ∈ F [X], deg(gi) < d, ∀1 ≤ i ≤ k, g =
∑
1≤i≤k
gihi 6= 0}
Pour tout 0 ≤ t ≤ d, on conside`re le syste`me line´aire parame´tre´ St de´fini par la proprie´te´
suivante : ∑
1≤i≤k
gifi est un polynoˆme unitaire de degre´ t avec deg(gi) < d.
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Ecrivons chaque gi sous la forme :
gi =
∑
0≤j<d
gijX
j
Alors St est de´fini par les e´quations line´aires parame´tre´es suivantes :∑
1≤i≤k,0≤j≤s
gijfi,s−j =
{
0 Si t < s < 2d
1 Si s = t
Les inconnus de ce syste`me sont les variables gij, leur nombre est kd, le nombre d’e´quations
est 2d − t. Les degre´s des entre´es du syste`me St par rapport aux parame`tres u1, . . . , ur
(resp. T1, . . . , Tl) sont borne´s par δ (resp. d2), leurs tailles binaires sont borne´es par M2.
Appliquons l’algorithme de re´solution des syste`mes line´aires parame´tre´s de la sec-
tion pre´ce´dente sur les syste`mes S0, . . . , Sd, ceci nous permet de calculer de sous-ensembles
constructibles U0, . . . ,Ud de U avec de fonctions rationnelles
g0,i,j, . . . , gd,i,j ∈ F (u1, . . . , ur), 1 ≤ i ≤ k, 0 ≤ j < d.
qui ve´rifient :
i) U = ⋃0≤t≤d U˜t ou` U˜t := Ut \⋃0≤t′<t Ut′ .
ii) Pour tout 0 ≤ t ≤ d, Ut est le lieu de consistance du syste`me St, i.e., pour tout
a ∈ Ut, le syste`me St spe´cialise´ en a admet le vecteur(
g
(a)
t,i,j
)
1≤i≤k, 0≤j<d
∈ F kd
comme solution particulie`re. Donc pour tout a ∈ U˜t le polynoˆme unitaire g(a)t ∈ F [X] de
degre´ t, co¨ıncide avec le p.g.c.d. de f
(a)
1 , . . . , f
(a)
k ∈ F [X] ou`
gt =
∑
1≤i≤k, 0≤j<d
gt,i,jX
jfi ∈ F (u1, . . . , ur)[X]
iii) Les degre´s des e´quations et des ine´quations qui de´finissent chaque U˜t ainsi de gt
(0 ≤ t ≤ d) par rapport a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par kdδ (resp. kdd2).
Leurs tailles binaires sont borne´es par kdM2.
De la complexite´ de l’algorithme de Gauss parame´trique (voir the´ore`me 2.4.1), on
de´duit que cet algorithme se fait avec
(kδdd1d2)
O(rl)
ope´rations dans H. Sa complexite´ binaire totale est
M1M2(kδdd1d2)
O(rl).
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Chapitre 3
Re´solution de syste`mes alge´briques
parame´tre´s de dimensions ze´ros
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3.1 Introduction et notations
Conside´rons k polynoˆmes parame´tre´s f1, . . . , fk ∈ F [u1, . . . , ur, X0, . . . , Xn] homoge`nes
en X0, . . . , Xn, de degre´ D1, . . . , Dk ≤ d respectivement. Le corps F est le corps
H(T1, . . . , Tl)[η] introduit au chapitre 1 ou` H = Q si car(F ) = 0 et H ⊃ Fp est un
corps fini si car(F ) = p. Chaque polynoˆme fj (1 ≤ j ≤ k) est donne´ en repre´sentation
dense par ses coefficients dans H. On suppose que
degu1,...,ur fj ≤ δ, degT1,...,Tl fj ≤ d2
La taille binaire de fj est borne´e par M2. On rappelle que M1 est une borne supe´rieure de
la taille binaire du polynoˆme minimal φ ∈ H(T1, . . . , Tl)[Z] de η sur le corps H(T1, . . . , Tl)
et que degZ,T1,...,Tl(φ) ≤ d1.
Ces polynoˆmes de´finissent un syste`me alge´brique parame´tre´ f1 = · · · = fk = 0, les
variables u1, . . . , ur sont les parame`tres du syste`me, leur nombre est borne´ par le nombre
de coefficients de f1, . . . , fk, i.e., r ≤ kdn. Ces parame`tres u = (u1, . . . , ur) prennent
de valeurs dans l’espace P := F r qui sera appele´ comme d’habitude l’espace des parame`tres.
Pour une certaine fonction rationnelle g ∈ F (u1, . . . , ur), le degre´ de g par rapport
a` u1, . . . , ur est de´fini comme e´tant le maximum entre le degre´ de son nume´rateur et de
son de´nominateur par rapport a` u1, . . . , ur (de la meˆme manie`re on de´finit le degre´ de g
par rapport a` T1, . . . , Tl). Pour tout a ∈ P , g(a) ∈ F est l’e´valuation de g en a a` condition
que son de´nominateur ne s’annule pas en a. On note V (a) la varie´te´ projective de P n(F )
de´finie par les polynoˆmes f
(a)
1 , . . . , f
(a)
k ∈ F [X0, . . . , Xn].
L’outil de base de ce chapitre est le calcul du re´sultant de chaque syste`me
f
(a)
1 = · · · = f (a)k = 0 (a ∈ P) d’une manie`re uniforme sur les parame`tres. On in-
troduira ce qu’on appelle un U -re´sultant parame´trique ou` U = (U0, . . . , Un) sont de
nouvelles variables alge´briquement inde´pendantes sur le corps F (u1, . . . , ur, X0, . . . , Xn).
Chaque U -re´sultant parame´trique R est un polynoˆme de F [u1, . . . , ur, U0, . . . , Un] ho-
moge`ne en U0, . . . , Un, associe´ a` un sous-ensemble constructible W de P tel que pour tout
a ∈ W , R(a) ∈ F [U0, . . . , Un] est le U -re´sultant du syste`me f (a)1 = · · · = f (a)k = 0 (voir
les sections 1 et 2). Lorsqu’un U -re´sultant parame´trique (W,R) est calcule´, on re´duit R
a` des polynoˆmes univarie´s parame´tre´s (par des spe´cialisations convenables des variables
U0, . . . , Un) qui nous permettent par un calcul d’un p.g.c.d. parame´trique (voir le chapitre
2) de trouver le vecteur des multiplicite´s de solutions du syste`me f
(a)
1 = · · · = f (a)k = 0
d’une manie`re uniforme sur les valeurs a ∈ W des parame`tres (voir la section 3). La
section 4 est consacre´e a` la description de solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 par
une repre´sentation univarie´e polynomiale uniforme sur les valeurs des parame`tres (voir
the´ore`me 3.5.3).
On s’inte´resse dans ce chapitre aux syste`mes surde´termine´s, i.e. lorsque le nombre
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d’e´quations est plus grand que celui des variables et on e´tudie le sous-ensemble U de P
forme´ par les valeurs a ∈ P des parame`tres tel que le syste`me associe´ f (a)1 = · · · = f (a)k = 0
est de dimension ze´ro et n’admet pas de solutions a` l’infini, i.e., la varie´te´ V (a) est un
sous-ensemble fini de P n(F ) et V (a) ∩ V (X0) = ∅.
3.2 Re´sultant parame´trique
De´finition 3.2.1 Le syste`me re´sultant d’un syste`me polynomial f1 = · · · = fk = 0 est
un ensemble fini de polynoˆmes R1, . . . , Rs ∈ F [u1, . . . , ur] tel que pour toute valeur a ∈ P
des parame`tres, le syste`me f
(a)
1 = · · · = f (a)k = 0 admet une solution dans P n(F ) si et
seulement si R
(a)
1 = 0, . . . , R
(a)
s = 0.
Proposition 3.2.2 Chaque syste`me f1 = · · · = fk = 0 admet un syste`me re´sultant
R1, . . . , Rs ∈ F [u1, . . . , ur].
Preuve. Voir paragraphe 80 de [117], voir aussi [92, 37].2
Le nombre k d’e´quations du syste`me parame´tre´ f1 = · · · = fk = 0 est suppose´
≥ n. Dans cette section, nous e´tudions le cas k = n + 1 (i.e., n + 1 formes homoge`nes
en n + 1 variables X0, . . . , Xn). On peut montrer l’existence d’un seul polynoˆme
R ∈ F [u1, . . . , ur], appele´ le re´sultant du syste`me f1 = · · · = fn+1 = 0 tel que pour tout
a ∈ P , le syste`me f (a)1 = · · · = f (a)k = 0 admet une solution dans P n(F ) si et seulement si
R(a) = 0 (voir [93, 117, 32, 35, 17, 18, 94]).
Proposition 3.2.3 Soit R le re´sultant du syste`me f1 = · · · = fn+1 = 0. Alors
degT1,...,Tl(R) ≤ (n+ 1)d2dn, degu1,...,ur(R) ≤ (n+ 1)δdn
Preuve. Pour tout 1 ≤ j ≤ n + 1, le degre´ de R par rapport aux coefficients de fj est
borne´ par
D1 · · ·Dn+1
Dj
≤ dn
(Voir [93, 117, 32]). Ce qui prouve la proposition.2
Cette notion de re´sultant est une ge´ne´ralisation de celle du re´sultant de deux po-
lynoˆmes univarie´s qui est de´fini comme e´tant le de´terminant du matrice de Sylvester. Dans
le cas ge´ne´ral, on peut exprimer le re´sultant R du syste`me f1 = · · · = fn+1 = 0 comme le
quotient de deux de´terminants :
R =
det(M)
det(M ′)
M est une matrice carre´ d’ordre N :=
(
n+D
n
)
ou`
D :=
∑
1≤j≤n+1
(Dj − 1) + 1 =
∑
1≤j≤n+1
Dj − n.
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Les entre´es de M sont parmi les coefficients de f1, · · · , fn+1 dans F [u1, . . . , ur], M ′ est une
sous-matrice de M d’ordre (
n+D
n
)
−
∑
1≤j≤n+1
D1 · · ·Dn+1
Dj
.
La matrice M est appele´e la matrice de Macauly [93] ou la matrice type de Sylvester
associe´e au syste`me f1 = · · · = fn+1 = 0, R est le re´sultant de Macauly du syste`me (voir [35,
32] pour la construction de ces matrices). Cette formalisation du re´sultant est valable
seulement pour les valeurs a ∈ P des parame`tres tel que det(M ′) ne s’annule pas en a. Pour
e´viter l’annulation de det(M ′) et pour calculer les re´sutants associe´s a` tous les syste`mes
f
(a)
1 = · · · = f (a)n+1 = 0 (pour tout a ∈ P), Canny [18] (voir aussi [94]) introduit la notion
du polynoˆme caracte´ristique ge´ne´ralise´ du syste`me f1 = · · · = fn+1 = 0 (une ge´ne´ralisation
du polynoˆme caracte´ristique du matrice associe´e a` un syste`me line´aire homoge`ne). On
perturbe ce syste`me par une nouvelle variable v en conside´rant les polynoˆmes perturbe´s
suivants :
f˜j := fj − vXDjj−1, 1 ≤ j ≤ n+ 1.
On peut montrer que le re´sultant R˜ du syste`me perturbe´ f˜1 = · · · = f˜n+1 = 0 s’e´crit sous
la forme :
R˜ =
det(M − vI)
det(M ′ − vI) ∈ F [u1, . . . , ur][v]
ou` I est la matrice unite´e convenable.
De´finition 3.2.4 Le polynoˆme R˜ est appele´ le polynoˆme caracte´ristique ge´ne´ralise´ du
syste`me f1 = · · · = fn+1 = 0.
Proposition 3.2.5 Le polynoˆme R˜ ve´rifie :
a) degv(R˜) =
∑
1≤j≤n+1
D1···Dn+1
Dj
.
b) Le re´sultant R du syste`me f1 = · · · = fn+1 = 0 est le terme constant de R˜ dans
F [u1, . . . , ur].
c) La taille binaire de R est donne´e par
l(R) ≤M1M2rld2(δd1)O(1)dO(n).
Preuve. Les points a) et b) sont e´vidents. Pour c), l’exercice 18, page 105 de [32] montre
que R s’e´crit sous la forme :
R =
P
Q
ou` P (resp. Q) est le coefficient non nul dans F [u1, . . . , ur] du monoˆme de degre´ minimal
en v du nume´rateur (resp. de´nominateur) de R˜. Les tailles de P et Q sont
l(P ), l(Q) ≤ Dn(M2 + 1) ≤
(
(n+ 1)d
)n(
M2 + 1
)
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Leurs degre´s par rapport a` u1, . . . , ur (resp. T1, . . . , Tl) sont borne´s par ((n+ 1)d)
nδ (resp.
((n+ 1)d)nd2). La taille binaire de R s’obtient par application du lemme 1.3 de [22]. 2
Donc l’hypersurface de l’espace P de´fini par le re´sultant R du syste`me f1 = · · · = fn+1 = 0
est le lieu de consistance du syste`me. Pour de´crire le sous-ensemble de P la` ou` le syste`me
n’admet pas de solutions a` l’infini, on conside`re les polynoˆmes homoge`nes suivants :
gj := fj(0, X1, . . . , Xn) ∈ F [u1, . . . , ur, X1, . . . , Xn], 1 ≤ j ≤ n+ 1
Soit R′ ∈ F [u1, . . . , ur] le re´sultant du syste`me g1 = · · · = gn+1 = 0, alors nous avons la
proposition suivante :
Proposition 3.2.6 L’ouvert de P de´finit par le polynoˆme R′ ∈ F [u1, . . . , ur] est l’ensemble
des points a ∈ P tel que le syste`me associe´ f (a)1 = · · · = f (a)n+1 = 0 n’admet pas de solutions
a` l’infini.
Preuve. Pour tout a ∈ P, le syste`me f (a)1 = · · · = f (a)n+1 = 0 n’admet pas de solutions a`
l’infini si et seulement si le syste`me g
(a)
1 = · · · = g(a)n+1 = 0 n’admet pas de solutions dans
P n−1(F ).
3.3 U-Re´sultant parame´trique
On suppose dans cette section que le nombre k d’e´quations du syste`me parame´tre´
f1 = · · · = fk = 0 est ≥ n. La ge´ne´ralistion de la notion de re´sultant a` des syste`mes
surde´termine´s a e´te´ faite par Lazard [80, 81]. Dans cette section, nous e´tudions la
notion de U -re´sultant du syste`me f1 = · · · = fk = 0 qui e´tait e´tudie´ par Kronecker et
Van der Waerden [117] en introduisant une forme line´aire en X0, . . . , Xn a` coefficients
inde´termine´s. Nous allons suivre dans cette section les constructions de [81] (voir aussi [58]).
Supposons que d ≥ D1 ≥ · · · ≥ Dk et posons
D = D1 +
∑
2≤i≤n
(Di − 1) ≤ nd.
On introduit de nouvelles variables U0, . . . , Un qui sont alge´briquement inde´pendantes
sur F (u1, . . . , ur, X0, . . . , Xn) et une forme line´aire fk+1 = U0X0 + · · · + UnXn ∈
F (u1, . . . , ur, U0, . . . , Un)[X0, . . . , Xn].
Notons par Bi (respectivement B) l’espace des polynoˆmes homoge`nes en X0, . . . , Xn a`
coefficients dans le corps F (u1, . . . , ur, U0, . . . , Un) de degre´s D − Di (respectivement D)
pour tout 1 ≤ i ≤ k + 1 ou` Dk+1 = 1.
On conside`re l’application F (u1, . . . , ur, U0, . . . , Un)-line´aire suivante :
Ψ : B1 ⊕ · · · ⊕Bk+1 −→ B
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de´finie par :
Ψ(h1, . . . , hk+1) =
∑
1≤i≤k+1
hifi pour tout (h1, . . . , hk+1) ∈ B1 ⊕ · · · ⊕Bk+1.
Posons Ni := dim(Bi) =
(
n+D−Di
n
)
, 1 ≤ i ≤ k + 1 et N = dim(B) = (n+D
n
)
(les dimensions
sont donne´es en tant qu’espaces vectoriels sur F (u1, . . . , ur, U0, . . . , Un)).
Soit M la matrice associe´e a` Ψ dans les bases de B1, . . . , Bk+1, B forme´es par les
monoˆmes. On peut repre´senter M sous la forme :
M =M(u1, . . . , ur, U0, . . . , Un) = (M1 M2)
ou`M1 est une matriceN×
(∑
1≤i≤kNi
)
a` entre´es dans F [u1, . . . , ur] etM2 est une matrice
N ×Nk+1 dont ses entre´es sont des formes line´aires sur F en les variables U0, . . . , Un.
Remarque 3.3.1 Les entre´es de M1 sont prises parmi les coefficients de f1, . . . , fk dans
F [u1, . . . , ur]. La construction de M de´pend du rangement de polynoˆmes f1, . . . , fk (sous
la condition D1 ≥ · · · ≥ Dk) et du classement des e´le´ments des bases monomiales de
B1, . . . , Bk+1, B.
Exemple 3.3.2 Soit le syste`me parame´tre´ (f1, f2, f3) ⊂ Q(t)[
√
2][u, v,X0, X1, X2] sui-
vant : 
f1 = uvtX0X1 +
√
2vX21 +X0X2 +X
2
2
f2 = uX
2
0 + vtX1X2
f3 = 3
√
2X22 − 2tX0X1 + 5uX1X2
On introduit la forme f4 = U0X0 + U1X1 + U2X2, D1 = D2 = D3 = 2 et D4 = 1. Alors
D = 3, N = 10 et Ni = 3 (1 ≤ i ≤ 3), N4 = 6. Donc M est la matrice 10× 15 suivante :
M =

0 0 0 u 0 0 0 0 0 U0 0 0 0 0 0
uvt 0 0 0 u 0 −2t 0 0 U1 U0 0 0 0 0
1 0 0 0 0 u 0 0 0 U2 0 U0 0 0 0√
2v uvt 0 0 0 0 0 −2t 0 0 U1 0 U0 0 0
0 1 uvt vt 0 0 5u 0 −2t 0 U2 U1 0 U0 0
1 0 1 0 0 0 3
√
2 0 0 0 0 U2 0 0 U0
0
√
2v 0 0 0 0 0 0 0 0 0 0 U1 0 0
0 0
√
2v 0 vt 0 0 5u 0 0 0 0 U2 U1 0
0 1 0 0 0 vt 0 3
√
2 5u 0 0 0 0 U2 U1
0 0 1 0 0 0 0 0 3
√
2 0 0 0 0 0 U2

Les lignes (resp. les colonnes) deM sont indexe´es par les monoˆmes en X0, X1, X2 de degre´
D = 3 (resp. D−Di pour tout 1 ≤ i ≤ 4). Ces monoˆmes sont range´s en respectant l’ordre
lexicographique avec X0 > X1 > X2.
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La description de l’ensemble U et le calcul de solutions du syste`me f (a)1 = · · · = f (a)k = 0
pour tout a ∈ U sont base´s sur le the´ore`me suivant [80, 81] :
The´ore`me 3.3.3 1) Soit a = (a1, . . . ar) ∈ P, le syste`me f (a)1 = · · · = f (a)k = 0
admet un nombre fini de solutions dans P n(F ) si et seulement si rg(M(a)) = N ou`
M(a) =M(a1, . . . ar, U0, . . . Un) est a` coefficients dans le corps F (U0, . . . , Un).
2) Pour tout a ∈ U , l’ide´al engendre´ par les de´terminants de toutes les sous-matrices
N × N de la matrice M(a) est un ide´al principal de F [U0, . . . , Un] engendre´ par leur plus
grand commun diviseur Ra ∈ F [U0, . . . , Un] de degre´ e´gal a` N − rg(M(a)1 ).
3) Pour tout a ∈ U , le polynoˆme homoge`ne Ra ∈ F [U0, . . . , Un] se de´compose sous
la forme :
Ra =
∏
i
Li ou` Li =
∑
0≤j≤n
ξ
(i)
j Uj avec ξ
(i)
j ∈ F
chaque point (ξ
(i)
0 : . . . : ξ
(i)
n ) ∈ P n(F ) est une solution du syste`me f (a)1 = · · · = f (a)k = 0,
sa multiplicite´ est e´gale a` celle de Li en tant que facteur de Ra, le nombre de solutions de
ce syste`me (compte´es avec leurs multiplicite´s) est e´gale a` degU0,...Un(Ra).
Preuve. Voir [80, 81].2
De´finition 3.3.4 Pour tout a ∈ U , le polynoˆme homoge`ne Ra ∈ F [U0, . . . , Un] est appele´
le U-re´sultant du syste`me f
(a)
1 = · · · = f (a)k = 0.
Pour tout a ∈ U , le calcul du polynoˆme Ra est base´ sur le lemme suivant [81] :
Lemme 3.3.5 Pour tout a ∈ U , le polynoˆme Ra co¨ıncide avec n’importe quel de´terminant
non nul d’une sous-matrice N ×N de M(a) qui contient rg(M(a)1 ) colonnes de M(a)1 .
Le calcul des U -re´sultants parame´triques annonce´s au de´but de ce chapitre se fait par
l’algorithme suivant :
Lemme 3.3.6 Il existe un algorithme qui de´compose U en (au plus) N en-
sembles constructibles W1, . . . ,WN . Pour chaque Wi, l’algorithme calcule un po-
lynoˆme Ri ∈ F [u1, . . . , ur, U0, . . . , Un], appele´ U-re´sultant parame´trique du syste`me
f1 = · · · = fk = 0. Chaque couple (Wi, Ri) ve´rifie :
a) Ri est homoge`ne en U0, . . . , Un de degre´ N − i ≤ N . En plus deguRi ≤ iδ ≤ Nδ,
degT1,...,Tl Ri ≤ id2 ≤ Nd2 et l(Ri) ≤ iM2 ≤ NM2.
b) Les degre´s des e´quations et des ine´quations qui de´finissent Wi par rapport a` u et
T1, . . . , Tl sont respectivement borne´s par Nδ et Nd2. Leurs tailles binaires sont borne´es
par NM2.
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c) Pour tout a ∈ Wi, Ra = R(a)i ∈ F [U0, . . . , Un] ou` Ra est le polynoˆme du point 3) du
the´ore`me 3.3.3 et R
(a)
i est le polynoˆme obtenu a` partir de Ri en spe´cialisant les parame`tres
par a, i.e., les coefficients des formes line´aires facteurs de R
(a)
i sont les composantes des
solutions a` distance finie (solutions qui ne sont pas contenues dans l’hyperplan a` l’infini
{X0 = 0} ⊂ P n(F )) du syste`me f (a)1 = · · · = f (a)k = 0. En particulier, le nombre de so-
lutions (compte´es avec leurs multiplicite´s) est constant sur Wi et il est e´gal a` degU0,...Un(Ri).
Cet algorithme se fait avec
(Nδd1d2)
O(rl)
ope´rations e´le´mentaires dans H. Sa complexite´ binaire est
M1M2(Nδd1d2)
O(rl).
Preuve. Conside´rons la matrice de Macaulay M de taille N ×
(∑
1≤i≤k+1Ni
)
a` entre´es
dans F ′[u1, . . . , ur] ou` F ′ := H(T1, . . . , Tl, U0, . . . , Un)[η]. Appliquons l’algorithme de Gauss
parame´trique du chapitre 2 sur M. Cet algorithme de´crit un ensemble constructible W la`
ou` le rang deM est maximal, i.e., pour tout a ∈ W, rg(M(a)) = N . Donc par le point 1) du
the´ore`me 3.3.3, W est le sous-ensemble de P la` ou` le syste`me f (a)1 = · · · = f (a)k = 0 admet
un nombre fini de solutions dans P n(F ). Cet algorithme permet aussi de de´composer P
en N ensembles constructibles Ui deux a` deux disjoints qui ve´rifient :
- Le rang de M1 est constant sur chaque Ui et il est e´gal a` i, i.e., pour tout
a ∈ Ui, rg(M(a)1 ) = i.
- Les degre´s des e´quations et des ine´quations qui de´finissent Ui par rapport a` u1, . . . , ur
(resp. T1, . . . , Tl) sont borne´s par Nδ (resp. Nd2). Leurs tailles binaires sont borne´es par
NM2.
Pour chaque Ui, calculons Ri ∈ F [u1, . . . , ur, U0, . . . , Un] le de´terminant d’une sous-matrice
N ×N de M qui contient i colonnes de M1.
Soient ∆i = degU0,...,Un Ri = N − i et Ii ∈ F [u1, . . . , ur] le coefficient de U∆i0 dans
Ri. Posons
Wi = Ui ∩W ∩ {Ii 6= 0}
Les ensembles W1, . . . ,WN forment une partition de U et les couples (Wi, Ri) (1 ≤ i ≤ N)
ve´rifient les points a) et b) du lemme. Le point c) est assure´ par le lemme 3.3.5 et l’existence
de Ii. L’estimation de la complexite´ de cet algorithme se de´duise de celle de l’algorithme
de Gauss parame´trique.2
Remarque 3.3.7 Si k = n, on obtient un seul couple (U , R) qui ve´rifie les points a), b)
et c) du lemme 3.3.6 ou`
U = W ∩ {I 6= 0}
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W est le sous-ensemble constructible de P calcule´ dans la preuve du lemme 3.3.6.
Le U-re´sultant parame´trique R du syste`me f1, . . . , fn est le re´sultant du syste`me
f1, . . . , fn, fn+1 = U0X0 + · · · + UnXn (n + 1 e´quations homoge`nes en n + 1 variables)
au sens du section pre´ce´dente, i.e.,
R =
det(M)
det(M′)
ou` M′ est une sous-matrice de M1 (det(M′) est inde´pendante des variables U0, . . . , Un).
Par une perturbation du syste`me f1, . . . , fn, fn+1, on peut calculer R par le point b) de la
propposition 3.2.5.
3.4 Vecteur constant des multiplicite´s
On fixe un certain couple (Wi, Ri) du lemme 3.3.6 (1 ≤ i ≤ N). Pour tout a ∈ Wi, le
polynoˆme homoge`ne R
(a)
i se de´compose sous la forme
R
(a)
i = L
s1
1 · · ·Lshh
ou` les Lj (1 ≤ j ≤ h) sont de formes line´aires distinctes en U0, . . . , Un a` coefficients dans
F . Les solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 sont donne´es par les coefficients de
L1, . . . , Lh au sens du point 3) du the´ore`me 3.3.3. Le vecteur s = (s1, . . . sh) ∈ Nh est
appele´ le vecteur des multiplicite´s de solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 (pas
d’ordre sur la se´quence s1, . . . , sh). On voudrait dans cette section calculer uniformement
les vecteurs des multiplicite´s pour tout a ∈ Wi i.e., de´composer Wi en un nombre fini
d’ensembles constructibles tel que le vecteur des multiplicite´s est constant sur chacun d’eux.
Pour tout 1 ≤ j ≤ n, conside´rons les polynoˆmes parame´tre´s suivants :
Qj := Ri(U0, 0, . . . , 0, Uj, 0, . . . , 0) ∈ F [u1, . . . , ur, U0, Uj]
et
Gj(Z
pνj ) = Qj(Z,−1) ∈ F [u1, . . . , ur][Z] (3.1)
ou` Z est une nouvelle variable et pνj est une puissance maximale qu’on peut extraire, i.e,
Gj /∈ F [u1, . . . , ur][Zp] (pνj = 1 si car(F ) = 0). Le lemme suivant de´termine la relation
entre les solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 et les racines dans F des polynoˆmes
G
(a)
1 , . . . , G
(a)
n ∈ F [Z] (pour tout a ∈ Wi).
Lemme 3.4.1 Soient a ∈ Wi et ξ = (ξ0 : . . . : ξn) ∈ P n(F ). Si ξ est une solution du
syste`me f
(a)
1 = · · · = f (a)k = 0 de multiplicite´ β alors pour tout 1 ≤ j ≤ n,(ξj
ξ0
)pνj
est une racine de G
(a)
j ∈ F [Z] de multiplicite´ ≥ β.
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Preuve. Si ξ est une solution du syste`me f
(a)
1 = · · · = f (a)k = 0 de multiplicite´ β alors
(ξ0U0 + · · · + ξnUn)β divise R(a)i . Donc pour tout 1 ≤ j ≤ n, (ξ0U0 + ξjUj)β divise
Q
(a)
j (U0, Uj), ce qui prouve le lemme.2
Pour calculer les vecteurs constants des multiplicite´s des syste`mes f
(a)
1 = · · · = f (a)k = 0
(a ∈ Wi), nous aurons besoin d’un algorithme qui calcule un vecteur constant des
multiplicite´s des racines d’un polynoˆme univarie´ parame´tre´ :
Lemme 3.4.2 Soit G ∈ F [u1, . . . , ur][Z] un polynoˆme univarie´ parame´tre´ de degre´ par
rapport a` Z (resp. u1, . . . , ur et T1, . . . , Tl) borne´ par d
′ (resp. δ′ et d′2), de taille binaire
M ′2. Il existe un algorithme qui de´compose l’espace des parame`tres P en
(δ′ + d′)O(r)
ensembles constructibles V deux a` deux disjoints qui ve´rifient :
a) Les degre´s des e´quations et des ine´quations qui de´finissent V par rapport a` u1, . . . , ur
(resp. T1, . . . , Tl) sont borne´s par (δ
′+d′)O(1) (resp. d′2
(
d1(δ
′+d′)
)O(1)
). Les tailles binaires
de leurs coefficients dans H sont borne´es par(
M1 +M
′
2 + (l + r) log2(d
′
2)
)(
d1(δ
′ + d′)
)O(1)
b) Pour chaque V, l’algorithme calcule un vecteur s = (s1, . . . , sh) ∈ Nh tel que pour
tout a ∈ V, le vecteur s est le vecteur des multiplicite´s des racines du polynoˆme G(a) ∈ F [Z].
c) Cet algorithme se fait avec
(d1d
′
2)
O(l)(δ′ + d′)O(r+l)
ope´rations dans H. Sa complexite´ binaire est
(M1M
′
2)
O(1)(d1d
′
2)
O(l)(δ′ + d′)O(r+l).
Preuve. Pour tout 1 ≤ j ≤ degZ(G) ≤ d′, l’algorithme A2 du chapitre 2 permet de
calculer un plus grand commun diviseur parame´trique de la famille {G,G′, . . . , G(j)} ⊂
F [u1, . . . , ur][Z] des de´rive´es successives de G. Cet algorithme repre´sente ce p.g.c.d. sous
la forme :
Aj,mZ
m + Aj,m−1Zm−1 + · · ·+ Aj,0 ∈ F [u1, . . . , ur][Z]
avec degu1,...,ur(Aj,α) ≤ (δ′ + d′)O(1) pour tout 0 ≤ α ≤ m ≤ d′ − j . Le degre´ de
p.g.c.d.(G,G′, . . . , G(j)) pour tout 1 ≤ j ≤ d′ de´termine le vecteur des multiplicite´s des
racines de G. Conside´rons les ensembles constructibles suivants :
Vj,α := {Aj,α ∗j,α 0} ⊂ P
65
ou` ∗j,α ∈ {=, 6=}. Ces ensembles constituent une de´composition de P , sur chacun d’eux le
vecteur des multiplicite´s des racines de G est constant. Les degre´s, les tailles binaires ainsi
que la borne de complexite´ se de´duisent de ceux de l’algorithme A2 du chapitre 2. 2
Nous pouvons maintenant e´noncer le re´sultat principal de cette section, i.e., le cal-
cul des vecteurs constants des multiplicite´s de solutions des syste`mes f
(a)
1 = · · · = f (a)k = 0
(a ∈ Wi) :
Lemme 3.4.3 Soit (Wi, Ri), 1 ≤ i ≤ N un couple donne´ au lemme 3.3.6 (Ri est un
U-re´sultant parame´trique du syste`me f1 = · · · = fk = 0). Il existe un algorithme qui
de´compose Wi en
(Nδ)O(nr)
ensembles constructibles W deux a` deux disjoints qui ve´rifient :
a) Les degre´s des e´quations et des ine´quations qui de´finissent W par rapport a` u1, . . . , ur
(resp. T1, . . . , Tl) sont borne´s par (Nδ)
O(1) (resp. d2(Nδd1)
O(1)). Les tailles binaires de
leurs coefficients dans H sont borne´es par(
M1 +M2 + rl log2(d2)
)(
Nδd1
)O(1)
b) Pour chaque W, l’algorithme calcule un vecteur s = (s1, . . . , sh) ∈ Nh tel que
pour tout a ∈ W, le vecteur s est le vecteur des multiplicite´s de solutions du syste`me
f
(a)
1 = · · · = f (a)k = 0
c) Cet algorithme se fait avec
(d1d2)
O(l)(Nδ)O(r+l)
ope´rations dans H. Sa complexite´ binaire est
(M1M2)
O(1)(d1d2)
O(l)(Nδ)O(r+l)
Preuve. Conside´rons les polynoˆmes parame´tre´s G1, . . . , Gn ∈ F [u1, . . . , ur][Z] de´finis ci-
dessus par (3.1). L’application de l’algorithme du lemme 3.4.2 surG1 permet de de´composer
Wi en un nombre fini d’ensembles constructibles Wi,q1 chacun avec un vecteur constant
s(1) = (s
(1)
1 , . . . , s
(1)
h1
) ∈ Nh1 des multiplicite´s des racines de G1. De nouveau, Wi,q1 se
de´compose en des ensembles constructibles Wi,q1,q2 chacun avec un vecteur constant s
(2) =
(s
(2)
1 , . . . , s
(2)
h2
) ∈ Nh2 des multiplicite´s des racines de G2 et ainsi de suite. On obtient a` la fin
une partition de Wi en un nombre fini d’ensembles constructibles W
(n)
i,q1,...,qn
. Pour chaque
ensemble W parmi eux, on pose h = min(h1, . . . , hn) et pour tout 1 ≤ j ≤ h,
sj := min(s
(1)
j , . . . , s
(n)
j )
Alors par le lemme 3.4.1, s := (s1, . . . , sh) est un vecteur constant des multiplicite´s de
solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 pour tout a ∈ W . Les degre´s, les tailles binaires
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ainsi que la borne de complexite´ se de´duisent du lemme 3.4.2 en tenant compte que pour
tout 1 ≤ j ≤ n,
degZ(Gj) ≤ degU0,...,Un(Ri) ≤ N, degu1,...,ur(Gj) ≤ Nδ, degT1,...,Tl(Gj) ≤ Nd2
et la taille binaire de Gj est borne´e par NM2.2
3.5 Shape lemma parame´trique
Fixons un ensemble constructible W ⊂ Wi du lemme 3.4.3 avec le U -re´sultant
parame´trique Ri du syste`me f1 = · · · = fk = 0 et les polynoˆmes univarie´s parame´tre´s
G1, . . . , Gn ∈ F [u1, . . . , ur][Z] de´finis par (3.1). Nous avons vu que pour tout a ∈ W les
composantes des solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 sont les racines des polynoˆmes
univarie´s G
(a)
1 , . . . , G
(a)
n ∈ F [Z] (lemme 3.4.1). Dans cette section nous allons partager
de nouveau W en un nombre fini d’ensembles constructibles et exprimer les solutions
du syste`me f
(a)
1 = · · · = f (a)k = 0 comme des fonctions polynomiales des racines d’un
polynoˆme univarie´ a` coefficients dans F d’une manie`re uniforme sur chaque ensemble
constructible (voir the´ore`me 3.5.3).
Soient K = F (u1, . . . , ur) le corps de fonctions rationnelles en les parame`tres et
pour tout 1 ≤ j ≤ n, λj une racine de Qj(Z,−1) dans K. Chaque λp
νj
j est alge´brique
se´parable sur K de polynoˆme minimal diviseur de Gj dans K[Z]. Le lemme suivant
construit un e´le´ment primitif θ de l’extension E := K[λp
νj
1 , . . . , λ
pνn
n ] sur K avec son
polynoˆme minimal χ ∈ K[Z].
Lemme 3.5.1 Sous les notations et les hypothe`ses ci-dessus, il existe un algorithme
qui calcule un e´le´ment primitif θ de l’extension E := K[λp
νj
1 , . . . , λ
pνn
n ] sur K avec son
polynoˆme minimal χ ∈ K[Z] ve´rifiant :
- degu1,...,ur(χ) ≤ δ(Nd1)O(n), degT1,...,Tl(χ) ≤ d2(Nd1)O(n). La taille binaire de χ est
borne´e par (M1 +M2)rld2(Nd1)
O(n).
- Cet algorithme se fait avec
(δd2)
O(rl)(Nd1)
O(nrl)
ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(rl)(Nd1)
O(nrl)
Preuve. Nous construisons un e´le´ment primitif θj de l’extension finie et se´parable
Ej := K[λ
pν1
1 , . . . , λ
pνj
j ] sur K avec son polynoˆme minimal χj par induction sur j.
Pour j = 1, calculons χ1 ∈ K[Z] un facteur irre´ductible unitaire de G1 dans K[Z]
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admettant λp
ν1
1 comme racine par application de l’algorithme de factorisation de po-
lynoˆmes multivarie´s de [22] (voir aussi [58]) sur le corps H(T1, . . . , Tl, u1, . . . , ur)[η], i.e,
χ1 est le polynoˆme minimal de λ
pν1
1 sur K. Le lemme 1.3 de [22] montre que les degre´s
de χ1 par rapport a` u1, . . . , ur et T1, . . . , Tl sont respectivement borne´s par δ(Nd1)
O(1) et
d2(Nd1)
O(1). Sa taille binaire est
l(χ1) ≤ (M1 +M2)rld2(Nd1)O(1).
La factorisation de G1 [22] se fait avec
(δNd1d2)
O(rl)
ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δNd1d2)
O(rl).
Supposons qu’a` l’e´tape j − 1, un e´le´ment primitif θj−1 de l’extension Ej−1 =
K[λp
ν1
1 , . . . , λ
pνj−1
j−1 ] sur K est calcule´ avec son polynoˆme minimal χj−1 ∈ K[Z] ve´rifiant
degu(χj−1) ≤ δ(Nd1)O(j), degT1,...,Tl(χj−1) ≤ d2(Nd1)O(j) et l(χj−1) ≤M1M2rld2(Nd1)O(j).
Calculons hj ∈ Ej−1[Z] un facteur irre´ductible unitaire de Gj admettant λp
νj
j comme ra-
cine, i.e, hj est le polynoˆme minimal de λ
pνj
j sur Ej−1 [22]. De meˆme degu(hj) ≤ δ(Nd1)O(1),
degT1,...,Tl(hj) ≤ d2(Nd1)O(1) et l(hj) ≤ M1M2rld2(Nd1)O(1) (lemme 1.3 de [22]). La com-
plexite´ de factorisation de Gj sur Ej−1 est e´gale a` celle de G1 ci-dessus. Nous avons
l’extension
Ej = K[λ
pν1
1 , . . . , λ
pνj
j ] = Ej−1[λ
pνj
j ] = K[θj−1, λ
pνj
j ]
finie et se´parable sur K de degre´ infe´rieur ou e´gale a` N . Fixons des e´le´ments
0 = c1, . . . , cN ∈ H distincts deux a` deux et conside´rons les e´le´ments
θj−1 + c1λ
pνj
j , . . . , θj−1 + cNλ
pνj
j de Ej. Le the´ore`me de l’e´le´ment primitif implique
l’existence d’un e´le´ment θj = θj−1 + cλ
pνj
j parmi eux qui est un e´le´ment primitif de
l’extension Ej sur K.
Pour calculer le polynoˆme minimal χj de θj sur K, il suffit d’exprimer les puis-
sances de θj dans la base θ
α
j−1
(
λp
νj
j
)β
, 0 ≤ α < degZ(χj−1), 0 ≤ β < degZ(hj) de Ej sur
K. Les coefficients de χj forment une solution non triviale d’un certain syste`me line´aire
homoge`ne a` coefficients dans K (si ce syste`me n’admet pas de solutions non triviales
alors l’algorithme conside`re un autre e´le´ment c parmi c1, . . . , cN). C’est un syste`me carre´
d’ordre
(
degZ(χj−1)
)(
degZ(hj)
)
= degZ(χj) ≤ N , les degre´s de ses entre´es par rapport
a` u1, . . . , ur et T1, . . . , Tl sont respectivement borne´s par δ(Nd1)
O(j) et d2(Nd1)
O(j),
leurs tailles binaires sont borne´es par M1M2rld2(Nd1)
O(j). Donc par les formules de
Cramer, les degre´s des coefficients de χj par rapport a` u1, . . . , ur et T1, . . . , Tl sont
respectivement borne´s par δ(Nd1)
O(j) et d2(Nd1)
O(j), leurs tailles binaires sont borne´es
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par (M1+M2)rld2(Nd1)
O(j). La re´solution de ces syste`mes (pour tous les c ∈ {c1, . . . , cN})
se fait avec
(δd2)
O(rl)(Nd1)
O(jrl)
ope´rations dans H. Sa complexite´ binaire est
M1M2(δd2)
O(rl)(Nd1)
O(jrl).
Prenons θ := θn et χ := χn ∈ K[Z] alors En = K[λpν11 , . . . , λpνnn ] = K[θ] = E. 2
Lemme 3.5.2 On peut calculer de polynoˆmes ψ1, . . . , ψn ∈ K[Z] de degre´s strictement
infe´rieurs a` N tels que pour tout 1 ≤ j ≤ n,
λp
νj
j = ψj(θ)
Ces polynoˆmes ve´rifient :
- Les degre´s des coefficients de ψ1, . . . , ψn par rapport a` u1, . . . , ur et T1, . . . , Tl sont
respectivement borne´s par δ(Nd1)
O(n) et d2(Nd1)
O(n). Leurs tailles binaires sont borne´es
par (M1 +M2)rld2(Nd1)
O(n).
- Le calcul de ψ1, . . . , ψn se fait avec
(δd2)
O(rl)(Nd1)
O(nrl)
ope´rations dans H. Sa complexite´ binaire est
M1M2(δd2)
O(rl)(Nd1)
O(nrl)
Preuve. Le calcul de ψ1, . . . , ψn se fait par re´currence sur j. Pour j = 1, on a λ
pν1
1 = θ1. Sup-
posons que λp
ν1
1 , . . . λ
pνj−1
j−1 sont exprime´s en fonction de θj−1 par de polynoˆmes a` coefficients
dans K de degre´s par rapport a` u1, . . . , ur et par rapport a` T1, . . . , Tl respectivement borne´s
par δ(Nd1)
O(j) et d2(Nd1)
O(j). Puisque θj = θj−1+cλ
pνj
j (voir preuve du lemme 3.5.1), on ex-
prime les puissances de θj dans la base θ
α
j−1
(
λp
νj
j
)β
, 0 ≤ α < degZ(χj−1), 0 ≤ β < degZ(hj)
de Ej sur K. Pour exprimer θj−1 et λ
pνj
j comme de combinaisons line´aires des puissances
de θj a` coefficients dans K, il suffit de re´soudre un syste`me line´aire carre´ d’ordre ≤ N .
Par les formules de Cramer, les degre´s de l’expression de λp
νj
j par rapport a` u1, . . . , ur et
par rapport a` T1, . . . , Tl sont respectivement borne´s par δ(Nd1)
O(j) et d2(Nd1)
O(n), sa taille
binaire est borne´e par M1M2rld2(Nd1)
O(j). Par substitution de l’expression de θj−1 dans
les expressions de λp
ν1
1 , . . . λ
pνj−1
j−1 , on obtient les expressions de λ
pν1
1 , . . . λ
pνj−1
j−1 comme des
combinaisons line´aires des puissances de θj a` coefficients dans K. Cette re´solution se fait
avec
(δd2)
O(rl)(Nd1)
O(jrl)
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ope´rations dans H. Sa complexite´ binaire est
M1M2(δd2)
O(rl)(Nd1)
O(jrl).2
De´signons par ψ ∈ F [u1, . . . , ur] le P.P.C.M des de´nominateurs des coefficients de
χ, ψ1, . . . , ψn. Conside´rons l’ensemble constructible P1 =W ∩ {ψ = 0} ⊂ P .
Pour tout a ∈ W \ P1, une repre´sentation parame´trique de solutions du syste`me
f
(a)
1 = · · · = f (a)k = 0 est donne´e par (voir les lemmes 3.4.1 et 3.5.2) :
χ(a)(θ) = 0,

(
X1
X0
)pν1
= ψ
(a)
1 (θ)
...(
Xn
X0
)pν1
= ψ
(a)
n (θ)
Cette repre´sentation de solutions du syste`me f1 = · · · = fk = 0 est valable seulement
sur W \ P1. Le the´ore`me suivant montre qu’on peut construire des repre´sentations pa-
rame´triques pour toutes les valeurs des parame`tres a ∈ W ∩ P1. Ce the´ore`me re´sume
l’algorithme principal de ce chapitre :
The´ore`me 3.5.3 Soient f1 = · · · = fk = 0 un syste`me parame´tre´ et U un sous-ensemble
de P ve´rifiant les conditions ci-dessus. Il existe un algorithme qui partage U en
(Nδd1)
O(nr2) ≤ (δdd1)O(n2r2)
ensembles constructibles A deux a` deux disjoints qui ve´rifient :
1) Les degre´s des e´quations et des ine´quations qui de´finissent A par rapport a` u1, . . . , ur
et par rapport a` T1, . . . , Tl sont borne´s par
d2δ
O(r)(Nd1)
O(nr) ≤ d2δO(r)(dd1)O(n2r)
Leurs tailles binaires sont borne´es par
(M1 +M2)ld2δ
O(r)(Nd1)
O(nr) ≤ (M1 +M2)ld2δO(r)(dd1)O(n2r)
2) Le nombre D des solutions est constant sur A, ce nombre est borne´ par N ≤ (nd)n.
3) Le vecteur des multiplicite´s est constant sur A, ce vecteur est calcule´ par l’algo-
rithme.
4) Pour chaque A, l’algorithme calcule de polynoˆmes χ, ψ1, . . . , ψn ∈ F (u1, . . . , ur)[Z] de
degre´s infe´rieurs ou e´gale a` D. Toute spe´cialisation des parame`tres a ∈ A ve´rifie :
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- Aucun des de´nominateurs des coefficients de χ, ψ1, . . . , ψn ne s’annule en a.
- Les degre´s des coefficients de χ, ψ1, . . . , ψn par rapport a` u1, . . . , ur et par rapport
a` T1, . . . , Tl sont borne´s par
d2δ
O(r)(Nd1)
O(nr) ≤ d2δO(r)(dd1)O(n2r)
Leurs tailles binaires sont borne´es par
(M1 +M2)ld2δ
O(r)(Nd1)
O(nr) ≤ (M1 +M2)ld2δO(r)(dd1)O(n2r)
- Une repre´sentation parame´trique des solutions du syste`me f
(a)
1 = · · · = f (a)k = 0 est
donne´e par
χ(a)(θ) = 0,

(
X1
X0
)pν1
= ψ
(a)
1 (θ)
...(
Xn
X0
)pνn
= ψ
(a)
n (θ)
En plus, θ =
∑
1≤j≤n γj
(
Xj
X0
)pνj
avec 0 ≤ γj ≤ D ≤ N est un entier.
5) Cet algorithme se fait avec
(δd2)
O(r2l)(Nd1)
O(nr2l) ≤ (δd2)O(r2l)(dd1)O(n2r2l)
ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(r2l)(Nd1)
O(nr2l) ≤ (pM1M2)O(1)(δd2)O(r2l)(dd1)O(n2r2l)
Preuve. La preuve se fait par une continuation de la discussion juste avant ce the´ore`me.
Reprenons la varie´te´ W ∩ P1 ⊂ F r, l’algorithme de re´solution de syste`mes alge´briques
de [23, 58, 22] (voir aussi le chapitre 2) calcule pour chaque composante irre´ductible S1 de
codimension m de la varie´te´ W ∩ P1 un point ge´ne´rique efficace de´fini par l’isomorphisme
suivant :
F (t1, . . . , tr−m)[µ] ∼= F (S1) (3.2)
ou` t1, . . . , tr−m sont alge´briquement inde´pendantes sur F , µ est alge´brique se´parable sur
le corps F (t1, . . . , tr−m) de polynoˆme minimal Φ ∈ F (t1, . . . , tr−m)[Z]. Cet isomorphisme
permet d’exprimer chaque variable ui (1 ≤ i ≤ r) comme e´le´ment de F (t1, . . . , tr−m)[µ].
Par substitution de ces expressions dans les polynoˆmes Gj ∈ F [u1, . . . , ur][Z], on
obtient de polynoˆmes gj ∈ F (t1, . . . , tr−m)[µ][Z] avec degZ(gj) ≤ N .
L’application de cet algorithme [23, 58, 22] se fait avec
(d1∆
r∆2)
O(rl)
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ope´rations dans H ou` ∆ = δO(1)(Nd1)
O(n) est une borne supe´rieure de degre´s des e´quations
de W ∩ P1 par rapport a` u1, . . . , ur, ∆2 = d2δO(1)(Nd1)O(n) est une borne supe´rieure de
degre´s des e´quations de W ∩ P1 par rapport a` T1, . . . , Tl (voir lemme 3.3.6, lemme 3.4.3 et
lemme 3.5.2 ci-dessus). Ce nombre est borne´ par(
δd2
)O(r2l)(
Nd1
)O(nr2l)
Sa complexite´ binaire est borne´e par
(pM1M
′
2)
O(1)(d1∆
r∆2)
O(rl)
ou` M ′2 = (M1 +M2)rld2δ
O(1)(Nd1)
O(n) est taille binaire des coefficients des e´quations de
W ∩ P1 dans H. Cette complexite´ est borne´e par(
pM1M2
)O(1)(
δd2
)O(r2l)(
Nd1
)O(nr2l)
La meˆme proce´dure pre´ce´dente (voir lemme 3.5.1) calcule un e´le´ment primitif θ(1)
de l’extension K ′[λp
ν1
1 , . . . , λ
pνn
n ] sur K
′ avec son polynoˆme minimal χ ∈ K ′[Z] ou`
K ′ := F (t1, . . . , tr−m)[θ] et λ
pνj
j est une racine de gj ∈ K ′[Z] dans K ′.
En tenant compte des degre´s des expressions des variables u1, . . . , ur comme e´le´ment
de F (t1, . . . , tr−m)[µ] donne´s par l’algorithme de Chistov-Grigoriev (voir chapitre 2), les
degre´s de chaque gj par rapport a` µ, t1, . . . , tr−m et par rapport a` T1, . . . , Tl sont borne´s
par
d2δ
O(r)(Nd1)
O(nr)
Sa taille binaire est
(M1 +M2)ld2δ
O(r)(Nd1)
O(nr)
Ils existent de polynoˆmes ψ1, . . . , ψn ∈ K ′[Z] de degre´s infe´rieurs ou e´gale a` N tels que
pour tout 1 ≤ j ≤ n,
λp
νj
j = ψj(θ
(1)).
De´signons par ψ(1) ∈ F [t1, . . . , tr−m] le P.P.C.M des de´nominateurs des coefficients de
χ, ψ1, . . . , ψn. Exprimons ψ
(1) (resp. χ, ψ1, . . . , ψn) comme un e´le´ment de F [u1, . . . , ur]
(resp. des e´le´ments de F (u1, . . . , ur)[Z]) en utilisant l’isomorphisme (3.2). Conside´rons la
varie´te´ P2 = S1 ∩ {ψ(1) = 0} ⊂ F r.
Pour tout a ∈ S1 \ P2, une repre´sentation parame´trique de solutions du syste`me
f
(a)
1 = · · · = f (a)k = 0 est donne´e par (voir les lemmes 3.4.1 et 3.5.2) :
χ(a)(θ(1)) = 0,

(
X1
X0
)pν1
= ψ
(a)
1 (θ
(1))
...(
Xn
X0
)pν1
= ψ
(a)
n (θ(1))
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Les lemmes 3.5.1 et 3.5.2 ainsi que l’isomorphisme (3.2) montrent que les degre´s
de χ, ψ1, . . . , ψn par rapport a` u1, . . . , ur et par rapport T1, . . . , Tl sont borne´s par
d2δ
O(r)(Nd1)
O(nr). Leurs tailles binaires sont borne´es par (M1 + M2)ld2δ
O(r)(Nd1)
O(nr).
La complexite´ de ce calcul est
(δd2)
O(rl)(Nd1)
O(nrl)
On applique de nouveau la meˆme proce´dure sur la varie´te´ P2, l’algorithme se termine
apre`s un nombre fini d’e´tapes (au plus r e´tapes) car a` chaque e´tape la dimension de la
varie´te´ diminue (dim(P2) = dim(S1)− 1 = r −m− 1).
Les bornes sur les degre´s et sur la complexite´ totale de cet algorithme se de´duisent
de la discussion ci-dessus et des lemmes 3.3.6, 3.4.3, 3.5.1 et 3.5.2. Il reste a` estimer
le nombre des ensembles constructibles A. En effet, le nombre des Wi est au plus N
(lemme 3.3.6) et le nombre desW est ≤ (Nδ)O(nr) (lemme 3.4.3). Les degre´s des e´quations
qui de´finissent W ∩ P1 par rapport a` u1, . . . , ur sont borne´s par (Nδd1)O(n) (voir les
lemmes 3.3.6, 3.4.3 et 3.5.2). Le nombre des composantes S1 de W ∩ P1 (de meˆme pour le
nombre des composantes de chaque S1 ∩ P2) est borne´ par
deg(W ∩ P1) ≤ (Nδd1)O(nr)
Puisque le nombre d’e´tapes est au plus r alors le nombre total N des ensembles A du
the´ore`me est :
N ≤ N(Nδ)O(nr)(Nδd1)O(nr2)
≤ (Nδd1)O(nr2).2
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Chapitre 4
Factorisation absolue des polynoˆmes
parame´tre´s
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4.1 Introduction et notations
Conside´rons un polynoˆme parame´tre´ f ∈ F [u1, . . . , ur][Z0, . . . , Zn] ve´rifiant
degZ0,...,Zn(f) ≤ d, degu(f) ≤ δ
Le corps F est comme d’habitude le corps H(T1, . . . , Tl)[η] du chapitre 1.
Dans un premier temps, nous supposons que F = H et que chaque coefficient de f
est un parame`tre. Alors f est line´aire en les parame`tres et le nombre r des parame`tres est
e´gale au nombre des coefficients de f en tant que polynoˆme en Z0, . . . , Zn de degre´ ≤ d.
Le cas ge´ne´ral sera e´tudie´ dans la sixie`me section de ce chapitre.
Le polynoˆme f s’e´crit sous la forme
f =
∑
|I|≤d
uIZ
I
ou` I = (i0, . . . , in) ∈ Nn+1, |I| = i0 + · · · + in est la norme de I et ZI = Zi00 · · ·Zinn . Les
variables (uI)|I|≤d sont les parame`tres u = (u1, . . . , ur) de f . Alors r =
(
n+1+d
n+1
)
est le
nombre des coefficients de f (voir le lemme 6.2.1 de l’appendice).
On pose Hd[Z0, . . . , Zn] := {h ∈ H[Z0, . . . , Zn], deg(h) = d}, l’ensemble des po-
lynoˆmes de degre´s exactement d en Z0, . . . , Zn. Il existe une bijection entre Hd[Z0, . . . , Zn]
et l’ensemble
P =
(
H
(n+dn ) \ {(0, . . . , 0)}
)
×H(
n+d
n+1)
qui sera appele´ l’espace des parame`tres. Le premier facteur correspond aux monoˆmes de
degre´s d, le second correspond aux monoˆmes de degre´s strictement infe´rieurs a` d.
Pour toute spe´cialisation a = (a1, . . . , ar) ∈ P des parame`tres u1, . . . , ur, on note
par f (a) ∈ H[Z0, . . . , Zn] le polynoˆme obtenu en remplac¸ant les ui par les ai. Nous nous
inte´ressons dans ce chapitre a` la factorisation absolue de f (a) d’une manie`re uniforme sur
les valeurs des parame`tres (voir the´ore`me 4.5.1).
Dans la deuxie`me section nous pre´parons le polynoˆme parame´tre´ f aux hypothe`ses du
lemme de Hensel (lemme 4.3.1). Cette pre´paration se fait par une premie`re de´composition
de l’espace des parame`tres P en un nombre fini d’ensembles constructibles chacun avec un
changement parame´trique des variables et un polynoˆme parame´tre´ ve´rifiant les hypothe`ses
du lemme de Hensel (voir lemme 4.2.1). La troisie`me section est un rappel d’une version
du lemme de Hensel pour les polynoˆmes multivarie´s. Nous appliquons le lemme de Hensel
pour partager de nouveau P et calculer les facteurs absolument irre´ductibles de f d’une
manie`re uniforme dans la quatrie`me et la cinquie`me section.
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4.2 Pre´paration au lemme de Hensel
L’outil essentiel de ce chapitre est le lemme de Hensel (voir le lemme 4.3.1). Ce lemme
ne s’applique que sur les polynoˆmes g ∈ F [X,Y1, . . . , Yn] ve´rifiant les deux conditions
suivantes :
(H1) : lcX(g) = 1, i.e., g est unitaire par rapport a` X.
(H2) : g0(X) := g(X, 0, . . . , 0) est se´parable dans F [X].
ou` lcX(g) est le coefficient principal de g conside´re´ comme un polynoˆme univarie´
en X a` coefficients dans F [Y1, . . . , Yn].
Pour a ∈ P , f (a) ∈ H[Z0, . . . , Zn] ne ve´rifie pas ne´cessairement les conditions (H1)
et (H2). Le lemme suivant e´vite ce proble`me :
Lemme 4.2.1 Sous les notations ci-dessus, il existe un algorithme qui de´compose l’espace
des parame`tres P en
dO(n)
ensembles constructibles W deux a` deux disjoints qui ve´rifient :
1) Les degre´s des e´quations et des ine´quations qui de´finissent chaque W sont borne´s par
2d. Leurs tailles binaires sont borne´es par O(nd2 log2(d))
2) Pour tout ensemble W, ils existent une transformation line´aire des variables
X, Y1, . . . , Yn et un polynoˆme g ∈ H(u)[X, Y1, . . . , Yn] (un polynoˆme a` coefficients ration-
nels en les parame`tres). Toute spe´cialisation des parame`tres a ∈ W ve´rifie :
- Les de´nominateurs des coefficients de g dans H(u) ne s’annulent pas en a.
- degu(g) ≤ 2d2, degX(g) ≤ d, degY (g) ≤ 2d3 et l(g) ≤ O(nd3 log2(d)).
- Le polynoˆme g(a) ∈ H[X, Y1, . . . , Yn] ve´rifie les conditions (H1) et (H2) ci-dessus,
i.e.,
lcX(g
(a)) = 1, g(a)(X, 0, . . . , 0) est se´parable dans H[X].
Pour de´montrer ce lemme nous aurons besoin de quelques notations et re´sultats in-
terme´diaires. Tout d’abord, pour des raisons techniques on suppose que |H| ≥ 2d2 (dans
le cas ou` car(H) = p > 0). On commence par un lemme connu sous le nom du lemme de
Zippel-Schwartz (voir aussi [118, 8]) :
Lemme 4.2.2 Soit K un corps commutatif et h ∈ K[X1, . . . , Xn] un polynoˆme non nul de
degre´ total d. Alors pour toute famille finie {b0, . . . , bd} d’e´le´ments deux a` deux distincts
de K, il existe (t1, . . . , tn) ∈ {b0, . . . , bd}n qui ve´rifie 0 6= h(t1, . . . , tn) ∈ K.
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Preuve. Par induction sur n. La proprie´te´ est vraie pour n = 1 car un polynoˆme univarie´
non nul de degre´ d admet au plus d racines dans K. Supposons que cette proprie´te´ est
vraie jusqu’a` n− 1, conside´rons h comme un polynoˆme univarie´ en Xn a` coefficients dans
K[X1, . . . , Xn−1], l’un de ses coefficients est non nul. Par hypothe`se de l’induction, il existe
(t1, . . . , tn−1) ∈ {b0, . . . , bd}n−1 tel que h(t1, . . . , tn−1, Xn) est non nul dans K[Xn], de degre´
≤ d. D’ou` l’existence de tn ∈ {b0, . . . , bd} tel que h(t1, . . . , tn) 6= 0.2
A chaque couple (a, T ) ou` a ∈ P est une spe´cialisation des parame`tres et T une matrice
carre´e d’ordre (n+1) a` coefficients dans H, on associe le polynoˆme g(a,T ) ∈ H[X, Y1, . . . , Yn]
de´fini par
g(a,T )(X, Y1, . . . , Yn) = f
(a)(T (X, Y1, . . . , Yn)).
Proposition 4.2.3 On peut produire explicitement une famille {T1, . . . , TN1} des matrices
inversibles d’ordres (n + 1) a` coefficients dans H. Pour toute valeur a ∈ P (i.e., f (a) ∈
Hd[Z0, . . . , Zn]), il existe 1 ≤ i ≤ N1 = (d+ 1)n tel que le polynoˆme g(a,Ti) ve´rifie
0 6= lcX(g(a,Ti)) ∈ H.
Preuve. Soient a = (aI)|I|≤d ∈ P et T = (ti,j)1≤i,j≤n+1 une matrice d’ordre (n + 1) a`
coefficients conside´re´s comme des inde´termine´s sur H. Alors
g(a,T )(X, Y1, . . . , Yn) =
∑
|I|≤d
aI
(
t1,1X + t1,2Y1 + · · ·+ t1,n+1Yn
)i0
· · ·
(
tn+1,1X + tn+1,2Y1 + · · ·+ tn+1,n+1Yn
)in
=
 ∑
i0+···+in=|I|=d
aIt
i0
1,1t
i1
2,1 · · · tinn+1,1
Xd +G
avec degX(G) < d et
0 6= h := lcX(g(a,T )) =
∑
i0+···+in=|I|=d
aIt
i0
1,1t
i1
2,1 · · · tinn+1,1 ∈ H[t1,1, t2,1, . . . , tn+1,1]
h est un polynoˆme homoge`ne en t1,1, t2,1, . . . , tn+1,1 de degre´ d. Ce polynoˆme est non nul
car a ∈ P , i.e., l’un des aI (|I| = d) est non nul.
On fixe b0, . . . bd ∈ H, distincts deux a` deux (si car(H) = 0 alors on prend bi = i
et si car(H) = p > 0, on prend bi ∈ Fpm ou` pm−1 ≤ d < pm). Par le lemme 4.2.2, il existe
(t1,1, t2,1, . . . , tn+1,1) ∈ {b0, . . . bd}(n+1) tel que h(t1,1, t2,1, . . . , tn+1,1) 6= 0. Puisque h est
homoge`ne alors on peut prendre t1,1 = 1. En tenant compte de la condition det(T ) 6= 0,
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on peut prendre
T =

1 0 0 . . . 0
t2,1 1 0 . . . 0
t3,1 0
. . . . . .
...
...
...
. . . . . . 0
tn+1,1 0 . . . 0 1

ou` les coefficients de T sont tous nuls a` l’exception de la premie`re colonne et la diagonale
principale. Ce qui prouve la proposition en prenant N1 = (d+ 1)
n.2
Corollaire 4.2.4 On peut de´composer l’espace des parame`tres P en N1 = (d + 1)n
ensembles constructibles Wi deux a` deux disjoints. Pour chaque Wi, il existe une transfor-
mation line´aire inversible Ti et un polynoˆme parame´tre´ gi ∈ H[u][X,Y1, . . . , Yn] ve´rifiant :
a) degu(gi) = 1, degX(gi) = d, degY (gi) ≤ d. Sa taille binaire est l(gi) ≤ d log2(d).
b) Pour tout a ∈ Wi, 0 6= lcX(g(a)i ) ∈ H.
Cette partition se fait avec (d + 1)2n+1 ope´rations dans H. Sa complexite´ binaire
est (d+ 1)2n+1 log2(d).
Preuve. Pour chaque matrice Ti (1 ≤ i ≤ N1) du proposition 4.2.3, conside´rons les
polynoˆmes suivants :
gi := g(u,Ti) ∈ H[u][X,Y1, . . . , Yn] et hi := lcX(gi) ∈ H[u].
Prenons Wi l’ensemble constructible de´fini par les e´quations et les ine´quations suivantes :
h1 = 0, . . . , hi−1 = 0, hi 6= 0.
La taille binaire de chaque coefficient de Ti est borne´e par log2(d) (voir la preuve du
proposition 4.2.3). La complexite´ de cette partition est e´gale a` celle du calcul des polynoˆmes
g1, . . . , gN1 ou`
gi = f(X, t2,1X + Y1, . . . , tn+1X + Yn).
Ce qui prouve le corollaire par le lemme 6.1.5 de l’appendice. 2
Par une division de chaque gi par son coefficient principal hi on obtient un polynoˆme
de H(u)[X, Y1, . . . , Yn] qui ve´rifie la condition (H1) ci-dessus pour toute spe´cialisation
a ∈ Wi. Nous proce´dons maintenant a` la de´monstration du lemme 4.2.1.
Preuve du lemme 4.2.1 :
Pour assurer la se´parabilite´ (i.e., la condition (H2)), nous fixons un triplet (Wi, gi, hi) du
corollaire 4.2.4. Pour tout a ∈ Wi, il existe un exposant t tel que pt est la plus grande
puissance qui divise tous les exposants de X dans le polynoˆme 1
h
(a)
i
g
(a)
i ∈ H[X,Y1, . . . , Yn].
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Pour tout 0 ≤ t ≤ b log2 d
log2 p
c (ou` b∗c est la partie entie`re de ∗), conside´rons le polynoˆme
gi,t ∈ H(u)[X, Y1, . . . , Yn] de´fini par :
1
hi
gi(X, Y1, . . . , Yn) = gi,t(X
pt , Y1, . . . , Yn)
et le sous-ensemble constructible Wi,t de´fini dans Wi par l’ine´quation :
∂
∂X
(gi,t) 6= 0 (4.1)
Alors
Wi =
⋃
0≤t≤b log2 d
log2 p
c
Wi,t
et pour tout a ∈ Wi,t, le polynoˆme g(a)i,t ∈ H[X, Y1, . . . , Yn] ve´rifie :
- Les degre´s des coefficients de gi,t par rapport a` u sont e´gaux a` 1.
- g
(a)
i,t est unitaire par rapport a` X
- ∂
∂X
(g
(a)
i,t ) 6= 0, degX(g(a)i,t ) = dp−t, degY (g(a)i,t ) ≤ d.
Si car(F ) = 0, on obtient Wi = Wi,0 qui est de´fini par (4.1) avec la convention
00 = 1.
Fixons un ensemble Wi,t et calculons le discriminant suivant :
Dis := DiscX(gi,t) = resX
(
gTi,t,
∂
∂X
(gi,t)
)
∈ H(u)[Y1, . . . , Yn]
Ce polynoˆme ve´rifie (voir le lemme 6.2.3 de l’appendice) :
- degY (Dis) ≤ d(2dp−t − 1) =: D1.
- Les degre´s de ses coefficients par rapport a` u sont borne´s par 2dp−t − 1 ≤ 2d.
- La taille binaire de Dis est l(Dis) ≤ 2d2 log2(d).
Conside´rons les deux ensembles suivants :
W
(1)
i,t = {a ∈ Wi,t, 0 ≡ Dis(a) ∈ H[Y1, . . . , Yn]}, W (2)i,t = {a ∈ Wi,t, 0 6= Dis(a)}
alors
Wi,t = W
(1)
i,t ∪W (2)i,t
On commence a` de´composer W
(2)
i,t , pour cela` on fixe b0, . . . , bD1 ∈ H deux a` deux distincts
(si car(F ) = p > 0, on prend bi ∈ Fpm ou` pm−1 ≤ D1 < pm). Pour chaque a ∈ W (2)i,t ,
le lemme 4.2.2 montre qu’il existe c(j) = (c
(j)
1 , . . . , c
(j)
n ) ∈ {b0, . . . , bD1}n qui ve´rifie
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0 6= Dis(a)(c(j)) ∈ H. Alors g(a)i,t (X, c(j)1 , . . . , c(j)n ) est se´parable dans H[X].
Pour tout 1 ≤ j ≤ N2 = (D1 + 1)n, conside´rons le polynoˆme
gi,t,j(X,Y1, . . . , Yn) = gi,t(X,Y1 + c
(j)
1 , . . . , Yn + c
(j)
n ) ∈ H(u)[X, Y1, . . . , Yn]
et le sous-ensemble constructible W
(2,j)
i,t de´fini dans W
(2)
i,t par l’ine´quation :
Dis(c(j)) 6= 0
ou` Dis(c(j)) ∈ H(u) est de degre´ borne´ par 2d et de taille binaire ≤ O(d2 log2(d)). Alors
W
(2)
i,t =
⋃
1≤j≤N2
W
(2,j)
i,t
Pour tout a ∈ W (2)i,t , le polynoˆme g(a)i,t,j(X,Y1, . . . , Yn) ∈ H[X, Y1, . . . , Yn] ve´rifie :
- Les degre´s des coefficients de gi,t,j par rapport a` u sont e´gaux a` 1.
- degX(gi,t,j) = dp
−t, degY (gi,t,j) ≤ d et l(gi,t,j) ≤ O(d log2(d)).
- g
(a)
i,t,j est unitaire par rapport a` X (i.e., la condition (H1)).
- g
(a)
i,t,j(X, 0, . . . , 0) est se´parable dans H[X] (i.e., la condition (H2)).
Pour de´composer W
(1)
i,t , on conside`re les deux polynoˆmes univarie´s P := gi,t, Q =
∂
∂X
(gi,t) ∈ K[X] ou` K = H(u)[Y1, . . . , Yn]. Calculons la suite signe´e suivante des
sous-resultants de P et Q :
SRdp−t , SRdp−t−1, . . . , SR1, SR0 ∈ K[X]
par l’algorithme 8.73 de [8].
Pour tout a ∈ W (1)i,t , les de´nominateurs des coefficients de cette suite ne s’annulent
pas en a. Puisque degX(P
(a)) = degX(P ) et degX(Q
(a)) = degX(Q) (P est unitaire en X)
alors la suite signe´e des sous-resultants de P (a) et Q(a) est :
SR
(a)
dp−t , SR
(a)
dp−t−1, . . . , SR
(a)
1 , SR
(a)
0 ∈ H[Y1, . . . , Yn][X]
(proposition 8.71 de [8]).
Puisque degu(P ) = degu(Q) = 1 et degY (P ), degY (Q) ≤ d, les propositions 8.68 et
8.69 de [8] montrent que :
degu SRj ≤ 2d, degY SRj ≤ 2d2, l(SRj) ≤ O(nd2 log2(d)), 0 ≤ j ≤ dp−t.
Ecrivons SRj sous la forme
SRj = A
(j)
j X
j + · · ·+ A(j)0
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ou` A
(j)
k ∈ H(u)[Y1, . . . , Yn] et degY A(j)k ≤ 2d2. Pour tout 1 ≤ j ≤ dp−t, soit le sous-ensemble
constructible W
(1,j)
i,t de W
(1)
i,t de´fini par les e´quations et les ine´quations suivantes :
A
(1)
1 = 0, . . . , A
(j−1)
j−1 = 0, A
(j)
j 6= 0.
En tenant compte du corollaire 8.55 de [8], pour tout a ∈ W (1,j)i,t , SR(a)j ∈ H[Y1, . . . , Yn][X]
est un p.g.c.d. de P (a) et Q(a) de degre´ j en X.
En plus par cette construction on obtient la partition suivante :
W
(1)
i,t =
⋃
1≤j≤dp−t−1
W
(1,j)
i,t .
Soit b = A
(j)
j ∈ H(u)[Y1, . . . , Yn] et m le premier entier pair plus grand que dp−t − j +
1. Par la division Euclidienne de bmgi,t par SRj, on calcule deux polynoˆmes Qj, Rj ∈
H(u)[Y1, . . . , Yn][X] avec
bmgi,t = SRjQj +Rj, degX Rj < j
(En d’autres termes, effectuons la pseudo-division de gi,t par SRj dans K[X]).
Pour tout a ∈ W (1,j)i,t , R(a)j = 0 et le polynoˆme Q(a)j ∈ H[X, Y1, . . . , Yn] ve´rifie :
- Les degre´s des coefficients de Qj par rapport a` u sont borne´s par 2d
2.
- Q
(a)
j est unitaire par rapport a` X (i.e., la condition (H1)).
- Q
(a)
j (X, 0, . . . , 0) est se´parable dans F [X] (i.e., la condition (H2)).
- degX(Q
(a)
j ) = dp
−t − j, degY (Q(a)j ) ≤ 2d3 et l(Qj) ≤ O(nd3 log2(d)).
Il reste a` estimer le nombre M1 des ensembles constructibles obtenus par la parti-
tion pre´paratoire de l’espace des parame`tres :
M1 ≤ N1b log2 d
log2 p
c(N2 + d)
≤ (d+ 1)nd
(
(2d2 + 1)n + d
)
≤ dO(n).2
Corollaire 4.2.5 L’algorithme du lemme 4.2.1 se fait avec
dO(n)
ope´rations dans H. Sa complexie´ binaire est
dO(n) log22(d).
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Preuve. Dans la preuve du lemme 4.2.1, le calcul du discriminant Dis se fait avec
O ((2dp−t − 1)2.376) ≤ O(d2.376) ope´rations dans H(u)[Y1, . . . , Yn] [29]. Chacune de ces
ope´rations se fait entre deux e´le´ments de H(u)[Y1, . . . , Yn] de degre´s ≤ (d+1)(2dp−t−1) ≤
4d2 en (u, Y1, . . . , Yn), et des tailles binaires ≤ O(d2 log2(d)). Donc le calcul de Dis se fait
avec
O(d2.376)dO(n) ≤ dO(n)
ope´rations dans H. Sa complexite´ binaire est borne´e par dO(n) log22(d).
La construction de tous les W
(2,j)
i,t couˆte
N2
(
n+D1
n
)
≤ dO(n)
ope´rations dans H. Sa complexite´ binaire est borne´e par dO(n) log22(d).
Le calcul de la suite signe´e des sous-resultants de P et Q se fait avec O
(
dp−t(dp−t− 1)
)
=
O(d2) ope´rations dans K (Voir Algorithme 8.73 de [8]). Chacune de ces ope´rations se fait
avec dO(n) ope´rations dans H. Le calcul de la suite signe´e des sous-resultants se fait donc
en utilisant dO(n) ope´rations dans H. Sa complexite´ binaire est borne´e par dO(n) log22(d).
La division Euclidienne de bmgi,t par SRj se fait par (dp
−t − j + 1)(2j + 3) = O(d2)
ope´rations dans K (Algorithme 8.6 de [8]). Donc cette division se fait avec dO(n) ope´rations
dans H. Sa complexite´ binaire est borne´e par dO(n) log22(d). 2
4.3 Lemme de Hensel
Nous rappelons dans cette section le lemme de Hensel (voir [126, 103, 102, 22, 58, 96, 118]).
Lemme 4.3.1 Soit RN = F [Y1, . . . , Yn]/((Y1, . . . , Yn)
N), ou` 1 ≤ N < ∞, et R∞ =
F [Y1, . . . , Yn].
Soit N > 1 et g ∈ RN [X] ve´rifiant les proprie´te´s suivantes :
(H1) lcX(g) = 1.
(H2) g0(X) = g(X, 0, . . . , 0) est se´parable dans F [X].
Alors pour toute de´composition de g0 sous la forme g0 = g
(1)
0 · · · g(s)0 ou` g(1)0 , . . . , g(s)0 ∈ F [X]
sont unitaires on a :
Pour tout multi-indice I = (i1, . . . , in), |I| > N ≥ 1, il existe des polynoˆmes uniques
g
(1)
I , . . . , g
(s)
I ∈ F [X] qui ve´rifient :
i) deg(g
(j)
I ) < deg(g
(j)
0 ), |I| ≥ 1, 1 ≤ j ≤ s.
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ii) Dans la comple´tion de RN [X] en respectant (Y1, . . . , Yn) nous avons la de´composition
suivante :
g = G1 · · ·Gs, ou` Gj = g(j)0 +
∑
|I|≥1
g
(j)
I Y
I , 1 ≤ j ≤ s.
Pour N ′ < N la de´composition ii) de l’image de g par l’homomorphisme naturel ν :
RN [X]→ RN ′ [X] est obtenue en appliquant ν.
Pour prouver le lemme de Hensel nous aurons besoin du lemme suivant [118] :
Lemme 4.3.2 Soit K un corps commutatif et f, g, h ∈ K[X] trois polynoˆmes univarie´s
tels que f et g sont premiers entre eux et deg(h) < deg(f) + deg(g). Alors il existe de
polynoˆmes uniques u, v ∈ K[X] tels que
uf + vg = h
et
deg(u) < deg(g), deg(v) < deg(f).
Preuve. Par l’e´galite´ de Be´zout, ils existent u˜, v˜ ∈ K[X] tel que u˜f + v˜g = 1. Alors
(hu˜)f +(hv˜)g = h. Effectuons la division Euclidienne de hu˜ par g, ils existent q, u ∈ K[X]
tels que hu˜ = qg + u et deg(u) < deg(g). Donc
uf + (qf + hv˜)g = h
ce qui prouve l’existence de u et v := qf + hv˜. Puisque vg = h − uf alors deg(vg) ≤
deg(h) < deg(f) + deg(g), ce qui prouve que deg(v) < deg(f). S’ils existent u′, v′ ∈ K[X]
tels que u′f + v′g = h et deg(u′) < deg(g), deg(v′) < deg(f) alors
(u− u′)f + (v − v′)g = 0
donc g divise (u− u′) car g est premier avec f , mais deg(u− u′) < deg(g) alors u− u′ = 0
et par suite v − v′ = 0. Ce qui prouve l’unicite´ et le lemme. 2
Preuve du lemme 4.3.1
Ecrivons g sous la forme g = g0 +
∑
|I|≥1 gIY
I ou` gI ∈ F [X], deg(gI) < deg(g0) car
lcX(g) = 1. Nous allons montrer ce lemme par re´currence sur s. Commenc¸ons par le cas
s = 2 :
Existence : L’e´galite´ g = G1G2 dans ii) est e´quivalente a` :
g
(1)
0 g
(2)
I + g
(2)
0 g
(1)
I = hI pour tout |I| ≥ 1 (4.2)
ou`
hI := gI −
∑
1≤|J |<|I|
g
(1)
J g
(2)
I−J
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Supposons que pour tout |J | < |I|, g(1)J , g(2)J existent et ve´rifient la condition i). Donc hI
est construit et deg(hI) < deg(g
(1)
0 ) + deg(g
(2)
0 ). Puisque g0 est se´parable alors g
(1)
0 et g
(2)
0
sont premiers entre eux, ce qui prouve l’existence de g
(1)
I et g
(2)
I ve´rifiant i) par application
du lemme 4.3.2.
Unicite´ : S’ils existent de polynoˆmes g
(1)
I , g
(2)
I ∈ F [X], |I| ≥ 1 qui verifient les
conditions i) et ii) du lemme, alors ils ve´rifient les e´galite´s (4.2). Ce qui prouve leurs
unicite´s par le lemme 4.3.2.
Supposons que cette proprie´te´ est vraie jusqu’a` s − 1 et de´montrons-la pour s. Po-
sons h0 := g
(2)
0 · · · g(s)0 alors g0 = g(1)0 h0 ve´rifie les conditions (H1) et (H2) ci-dessus. Par
l’hypothe`se de re´currence, il existe de polynoˆmes uniques g
(1)
I , g˜
(2)
I ∈ F [X] tels que
deg(g
(1)
I ) < deg(g
(1)
0 ), deg(g˜
(2)
I ) < deg(h0)
et
g = G1G˜2 ou` G˜2 := h0 +
∑
|I|≥1
g˜
(2)
I Y
I
G˜2 est unitaire par rapport a` X (i.e., ve´rifie la condition (H1)) et G˜2(X, 0, . . . , 0) = h0
se de´compose en produit de (s − 1) facteurs ve´rifiant la condition (H2). Ce qui prouve le
lemme par application de l’hypothe`se de re´currence pour (s− 1). 2
Sous les hypothe`ses du lemme de Hensel, une ge´ne´ralisation des e´galite´s (4.2) au
cas s ≥ 2 est donne´e par les e´quations suivantes qui sont e´quivalentes au condition ii) du
lemme 4.3.1 :
gI =
∑
∪0≤l≤sJl=I
∏
0≤k≤s
g
(k)
Jk
, |I| ≥ 1.
Alors
gI =
∑
1≤j≤s
g
(1)
0 · · · g(j−1)0 g(j)I g(j+1)0 · · · g(s)0 + VI , |I| ≥ 1. (4.3)
ou` VI de´pend seulement des polynoˆmes g
(1)
J , . . . , g
(s)
J |J | < |I|.
Soit D := degX(g) = deg(g0). Pour |I| fixe´, les coefficients de g(1)I , . . . , g(s)I forment
un vecteur de FD qui est la solution unique du syste`me line`aire Bx = bI obtenu par (4.3),
ou` B est une matrice carre´ d’ordre D dont ses entre´es de´pendent seulement des coefficients
de g
(1)
0 , . . . , g
(s)
0 (B est inversible par l’unicite´ de g
(1)
I , . . . , g
(s)
I dans le lemme 4.3.1). Le
second membre bI de´pend des coefficients de gI et VI .
Remarque 4.3.3 Dans le cas s = 2, on obtient que B = Sylv(g
(1)
0 , g
(2)
0 ) est la matrice de
Sylvester de g
(1)
0 et g
(2)
0 .
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Notations : Pour tout 1 ≤ j ≤ s, soit kj = deg(g(j)0 ) alors D =
∑
j kj. Posons
g
(j)
0 = X
kj +
∑
0≤i<kj
α
(j)
i X
i, g
(j)
I =
∑
0≤i<kj
α
(j,I)
i X
i
et
gI =
∑
0≤i<D
vi,IX
i, |I| ≥ 1.
The´ore`me 4.3.4 Sous les hypothe`ses du lemme 4.3.1 et les notations ci-dessus, pour tout
|I| ≥ 1, les coefficients de g(1)I , . . . , g(s)I sont des fonctions rationnelles des coefficients de
g
(1)
0 , . . . , g
(s)
0 et des coefficients de g et sont donne´s par :
α
(j,I)
i =
P
(j,I)
i
(det(B))2|I|−1
, 1 ≤ j ≤ s, 0 ≤ i < kj.
ou` P
(j,I)
i est un polynoˆme dont ses variables sont les coefficients de g
(1)
0 , . . . , g
(s)
0 et les
coefficients de g conside´re´s comme des inde´termine´s sur H. Ses coefficients sont des
e´le´ments de H. En plus,
a) Les degre´s par rapport aux coefficients de g
(1)
0 , . . . , g
(s)
0 et ceux de g sont donne´s
par
deg
α
(j)
i
(P
(j,I)
i ) ≤ (2|I| − 1)(D − 1)(s− 1), degα(j)i (det(B)) ≤ (D − 1)(s− 1)
et
degvi,I (P
(j,I)
i ) ≤ (2|I| − 1)(s− 1).
b) Si F = H et M est une borne supe´rieure de taille binaire de g alors celle de P
(j,I)
i est
borne´e par
sM + (2|I| − 1)(D − 1)(s− 1).
Preuve.
On donne la preuve dans le cas s = 2, le cas ge´ne´ral est analogue.
Pour s = 2, on de´montre le the´ore`me par re´currence sur |I| :
Pour |I| = 1, e´crivons les formules de Cramer du syste`me line´aire Bx = bI :
α
(j,I)
i =
det(∆)
det(B)
ou` ∆ est la matrice obtenue a` partir de B en remplac¸ant une certaine colonne (qui cor-
respond a` j, i) par le vecteur bI qui est forme´ dans ce cas des coefficients vi,I de gI seulement.
Le polynoˆme P
(j,I)
i := det(∆) ve´rifie les bornes sur les degre´s et la taille binaire du
the´ore`me.
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Supposons que les conditions a) et b) du the´ore`me sont ve´rifie´es pour tout multi-
indice J tel que |J | < |I| et montrons-les pour I. Les entre´es du vecteur bI sont donne´s
par :
bD−1 = vD−1,I et bk = vk,I −
∑
1≤|J |<|I|
∑
0≤l≤k
α
(1,J)
l α
(2,I−J)
k−l , 0 ≤ k ≤ D − 2
En utilisant l’hypothe`se de re´currence on obtient :
bk =
1
(det(B))2|I|−2
vk,I(det(B))2|I|−2 − ∑
1≤|J |<|I|
∑
0≤l≤k
P
(1,J)
l P
(2,I−J)
k−l
 .
De nouveau les formules de Cramer nous donnent α
(j,I)
i =
det(∆)
det(B)
, on de´veloppe det(∆)
suivant le vecteur bI :
det(∆) =
∑
0≤k≤D−1
(−1)kbk det(Bk) = (−1)D−1vD−1,I det(BD−1)
+
1
(det(B))2|I|−2
∑
0≤k≤D−2
(−1)k
vk,I(det(B))2|I|−2 − ∑
1≤|J |<|I|
∑
0≤l≤k
P
(1,J)
l P
(2,I−J)
k−l
 det(Bk)
ou` chaque Bk est une sous-matrice de B d’ordre D − 1. Donc on peut e´crire chaque α(j,I)i
sous la forme :
α
(j,I)
i =
P
(j,I)
i
(det(B))2|I|−1
avec
deg
α
(j)
i
(P
(j,I)
i ) ≤ max {(2|I| − 2 + 1)(D − 1), (2|J | − 1)(D − 1) + (2|I − J | − 1)(D − 1) + (D − 1)}
≤ (2|I| − 1)(D − 1)
et
degvi,I (P
(j,I)
i ) ≤ max {1, (2|J | − 1) + (2|I − J | − 1)}
≤ (2|I| − 1).
Sa taille binaire est donne´e par
l(P
(j,I)
i ) ≤ max{M + (2|I| − 2 + 1)(D − 1), 2M + (2|I| − 1)(D − 1)}
≤ 2M + (2|I| − 1)(D − 1).2
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4.4 Partition de l’espace des parame`tres par le lemme
de Hensel
Revenons au re´sultat du lemme 4.2.1 et fixons un couple (W , g) ou` W est un en-
semble constructible, g est un polynoˆme parame´tre´, i.e., g ∈ H(u)[X, Y1, . . . , Yn]. Toute
spe´cialisation des parame`tres a ∈ W ve´rifie :
lcX(g
(a)) = 1, g(a)(X, 0, . . . , 0) est se´parable dansH[X].
(i.e., g(a) satisfait les conditions (H1) et (H2) du lemme 4.3.1).
Soit D := degX(g) ≤ d, degY (g) ≤ 2d3 (voir lemme 4.2.1). On e´crit g sous la
forme :
g = XD +
∑
0≤|I|≤2d3,0≤i<D
vi,IX
iY I = g0 +
∑
1≤|I|≤2d3
gIY
I
ou` vi,I ∈ H(u). Soit k = (k1, . . . , ks) ∈ Ns une partition de D, c’est a` dire
D = k1 + · · · + ks, k1 ≥ · · · ≥ ks, on associe a` cette partition un sous-ensemble
Uk de W de´fini par :
De´finition 4.4.1 Uk est l’ensemble des valeurs a ∈ W des parame`tres tel que le polynoˆme
associe´ g(a) ve´rifie la condition suivante :
(H3) : ils existent des polynoˆmes unitaires g
(1)
0 , . . . , g
(s)
0 ∈ H[X] qui ve´rifient
g
(a)
0 = g
(1)
0 · · · g(s)0 , deg(g(j)0 ) = kj, 1 ≤ j ≤ s
et tel que par application du lemme 4.3.1 on obtient une factorisation de g(a) dans
H[X, Y1, . . . , Yn]. En d’autres termes les G
(a)
j (1 ≤ j ≤ s) donne´s par le lemme 4.3.1
sont dans H[X, Y1, . . . , Yn]. Cette condition sera appele´e la condition de terminaison.
Ecrivons les fonctions rationnelles vi,I (coefficients de g) sous la forme :
vi,I =
Si,I
Ri,I
ou` Si,I , Ri,I ∈ H[u]
avec R
(a)
i,I 6= 0 pour tout a ∈ W .
La condition g
(a)
0 = g
(1)
0 · · · g(s)0 est e´quivalente a` :
S
(a)
i,0 = R
(a)
i,0
∑
0=l0≤l1≤···≤ls=i
∏
1≤m≤s
α
(m)
lm−lm−1 , 0 ≤ i < D (4.4)
ou` α
(j)
kj
= 1, 1 ≤ j ≤ s et les α(j)i sont les coefficients de g(j)0 (comme dans la section
pre´ce´dente).
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Rappelons que chaque Gj est e´crit dans le lemme 4.3.1 sous la forme :
Gj = g
(j)
0 +
∑
|I|≥1
g
(j)
I Y
I
Les coefficients de g
(j)
I forment la solution unique d’un certain syste`me line´aire Bx = bI
(voir la section pre´ce´dente). Nous allons e´tablir dans la suite une condition e´quivalente a`
la condition de terminaison.
Lemme 4.4.2 Soit I un multi-indice, |I| > 2d3. Alors g(j)I = 0 pour tout 1 ≤ j ≤ s si et
seulement si VI = 0 (ou` VI est donne´ par (4.3)).
Preuve. Puisque gI = 0 (car degY (g) ≤ 2d3). Alors VI = 0 si et seulement si le second
membre bI du syste`me line´aire Bx = bI est nul, ceci est e´quivalent a` que ce syste`me admet
0 comme solution unique, ce qui prouve le lemme. 2
The´ore`me 4.4.3 La condition de teminaison est e´quivalente a` que
VI = 0, 2d
3 < |I| ≤ 2sd3.
Preuve.
La condition de terminaison est e´quivalente a` que degY (Gj) ≤ 2d3 pour tout 1 ≤ j ≤ s,
donc a` g
(j)
I = 0 pour tout 1 ≤ j ≤ s et |I| > 2d3. Par le lemme 4.4.2, ces conditions sont
e´quivalentes a` que VI = 0 pour tout |I| > 2d3. Nous faisons la preuve dans le cas s = 2, le
cas ge´neral se fait d’une manie`re analogue. Nous avons
VI =
∑
1≤|J |<|I|
g
(1)
J g
(2)
I−J
La seule chose qu’il faut montrer est que VI = 0 pour tout 2d
3 < |I| ≤ 4d3 implique VI = 0
pour tout |I| > 2d3. Le lemme 4.4.2 montre que g(1)I = g(2)I = 0 pour tout 2d3 < |I| ≤ 4d3,
montrons par re´currence sur t que VI = 0 pour |I| = 2d3 + t et tout t ≥ 2d3 + 1. En effet
pour t = 2d3 + 1 (i.e., |I| = 4d3 + 1). On de´compose VI en deux sommes :
VI =
∑
1≤|J |≤2d3
g
(1)
J g
(2)
I−J +
∑
2d3<|J |≤4d3
g
(1)
J g
(2)
I−J
Pour 2d3 < |J | ≤ 4d3, g(1)J = 0 alors la seconde quantite´ est nulle et pour 1 ≤ |J | ≤ 2d3
on obtient 2d3 < |I − J | ≤ 4d3 et g(2)I−J = 0 et donc la premie`re quantite´ est nulle, d’ou`
VI = 0. Supposons maintenant que VI = 0 pour 2d
3 < |I| ≤ 2d3 + t et t ≥ 2d3 + 1. Alors
pour |I| = 2d3 + t+ 1 on a :
VI =
∑
1≤|J |≤2d3
g
(1)
J g
(2)
I−J +
∑
2d3<|J |≤2d3+t
g
(1)
J g
(2)
I−J
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pour 2d3 < |J | ≤ 2d3 + t, on obtient g(1)J = 0 (hypothe`se de re´currence) et pour
1 ≤ |J | ≤ 2d3 on obtient 2d3 < |I − J | ≤ 2d3 + t et g(2)I−J = 0, donc VI = 0. 2
Nous donnons les e´quations sur les parame`tres qui sont e´quivalentes a` la condition
de terminaison du the´ore`me 4.4.3. Chaque polynoˆme VI ∈ H(α(j)i , u)[X] donne´ par (4.3)
de´pend seulement des polynoˆmes {g(j)J }|J |<|I|, 1≤j≤s. Remplac¸ons les coefficients des po-
lynoˆmes {g(j)J }1≤|J |≤2sd3, 1≤j≤s dans les conditions de terminaison VI = 0, 2d3 < |I| ≤ 2sd3
par leurs expressions donne´es par le the´ore`me 4.3.4, on obtient des e´quations polynomiales
de la forme :
Q
(I)
i = 0, 2d
3 < |I| ≤ 2sd3, 0 ≤ i ≤ D − 2 (4.5)
ou` chaque Q
(I)
i ∈ H[α(j)i , u], les α(j)i sont les coefficients de g(j)0 .
Les degre´s de ces e´quations par rapport aux parame`tres u et par rapport aux α
(j)
i
sont donne´s par le corollaire suivant :
Corollaire 4.4.4 Pour tout 2d3 < |I| ≤ 2sd3, 0 ≤ i ≤ D − 2 on a :
deg
α
(j)
i
(Q
(I)
i ) ≤ 2(|I| − 1)(D − 1)(s− 1)
≤ 2(2sd3 − 1)(D − 1)(s− 1)
et
degu(Q
(I)
i ) ≤ 4d2(|I| − 1)(s− 1)
≤ 4d2(2sd3 − 1)(s− 1)
Preuve. (cas s = 2)
Q
(I)
i =
∑
1≤|J |<|I|,0≤l≤i
P
(1,J)
l P
(2,I−J)
i−l
En utilisant les bornes des degre´s dans le the´ore`me 4.3.4 on obtient
deg
α
(j)
i
(Q
(I)
i ) ≤ (2|J | − 1)(D − 1) + (2|I − J | − 1)(D − 1)
= 2(|I| − 1)(D − 1).
et
degvi,I (Q
(I)
i ) ≤ (2|J | − 1) + (2|I − J | − 1)
= 2(|I| − 1)
En tenant compte aussi que degu(g) et donc deg(vi,I) sont borne´s par 2d
2 (lemme 4.2.1)
on obtient
degu(Q
(I)
i ) ≤ 4d2(|I| − 1).2
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Corollaire 4.4.5 Soit k = (k1, . . . , ks), s ≥ 2 une partition de D. Alors l’ensemble Uk
est la H-re´alisation dans W de la formule quantifie´e suivante :
∃ α(j)i , 1 ≤ j ≤ s, 0 ≤ i < kj qui ve´rifient (4.4) et (4.5). (4.6)
Preuve. la preuve est donne´e par le the´ore`me 4.4.3 et la discussion ci-dessus. 2
Nous allons maintenant e´tablir une borne supe´rieure M sur les tailles binaires des
polynoˆmes Q
(I)
i des e´quations (4.5).
Si H = Fp alors les coefficients des Q(I)i sont dans Fp, on prend M = log2 p.
Si H = Q, dans ce cas on commence a` calculer une borne supe´rieure sur les lon-
gueures des polynoˆmes P
(j,I)
i du the´ore`me 4.3.4 par le lemme suivant :
Lemme 4.4.6 Pour tout 1 ≤ j ≤ s, 0 ≤ i < kj, |I| ≥ 1 on a :
l(P
(j,I)
i ) ≤ sO(nd3 log2(d)) + (2|I| − 1)(D − 1)(s− 1)
Preuve. C’est une conse´quence directe du point b) du the´ore`me 4.3.4 et du fait que
M = O(nd3 log2(d)) est une borne supe´rieure des tailles binaires des coefficients de g dans
H (voir le lemme 4.2.1). 2
Corollaire 4.4.7 Pour tout 2d3 < |I| ≤ 2sd3, 0 ≤ i ≤ D − 2 on a :
l(Q
(I)
i ) ≤ sO(nd3 log2(d)) + 2(|I| − 1)(D − 1)(s− 1)
≤ sO(nd3 log2(d)) + 4sd3(D − 1)(s− 1).
Preuve. (cas s = 2) on a :
Q
(I)
i =
∑
1≤|J |<|I|,0≤l≤i
P
(1,J)
l P
(2,I−J)
i−l
donc par la proposition 6.1.2 de l’appendice et le lemme 4.4.6, on obtient
l(Q
(I)
i ) ≤ max
l,J
{
l
(
P
(1,J)
l P
(2,I−J)
i−l
)}
≤ O(nd3 log2(d)) + 2(|I| − 1)(D − 1).2
Corollaire 4.4.8 Le nombre d’e´quations dans la formule (4.6) est
N = (D − 1)
((
n+ 2sd3
n
)
−
(
n+ 2d3
n
))
+D ≤ dO(n)
Le nombre des quantificateurs de cette formule est D ≤ d, les degre´s de ses e´quations par
rapport aux α
(j)
i sont borne´s par D ≤ 4d6. Leurs degre´s par rapport a` u sont borne´s par
δ ≤ 8d7. La taille binaire des coefficients de ses e´quations dans H est borne´e par
M = O(nd6 log2(d))
dans le cas ou` H = Q (M = log2 p si H = Fp).
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Preuve. Le nombre d’e´quations dans la formule (4.6) est donne´ par le lemme 6.2.1 de
l’appendice. Les autres bornes se de´duisent des corollaires 4.4.4 et 4.4.7 en tenant compte
que s ≤ D ≤ d. 2
Lemme 4.4.9 Soit k une partition de D, alors on peut produire la de´composition suivante :
Uk =
⋃
β
{∧
α
(B(β)α = 0) ∧ (C(β) 6= 0)
}
avec pour tout α, β on a :
1) B
(β)
α , C(β) ∈ H[u1, . . . , ur].
2) degu(B
(β)
α ), l(B
(β)
α ) ≤ dO(nrd2).
3) degu(C
(β)), l(C(β)) ≤ dO(nd).
4) Le nombre des α et celui des β sont ≤ dO(nrd2).
Cette de´composition se fait avec
dO(nr
2d3)
ope´rations dans H. Sa complexite´ binaire est borne´e par
pO(1)dO(nr
2d3).
Preuve. Par application de l’algorithme d’e´limination de quantificateurs de Chistov-
Grigoriev [24] (voir aussi le chapitre 2) sur la formule (4.6) qui de´finit Uk (corollaire 4.4.5)
en tenant compte des bornes du corollaire 4.4.8. 2
Les ensembles constructibles Uk ou` les k sont les partitions de D ne forment pas
une partition de W parce qu’ils ne sont pas deux a` deux disjoints et pour tout a ∈ Uk,
la de´composition g(a) = G
(a)
1 · · ·G(a)s donne´e par le lemme de Hensel n’est pas une
factorisation absolue de g(a). Pour avoir une partition deW en ensembles constructibles et
une factorisation absolue de g(a) uniforme sur chacun d’eux, nous introduisons la de´finition
suivante :
De´finition 4.4.10 On dit qu’une partition k′ = (k′1, . . . , k
′
h) de D est plus fine qu’une
autre partition k = (k1, . . . , ks) de D si pour tout 1 ≤ l ≤ s, kl = k′il + k′il+1 · · · + k′il+1−1
pour certains 1 ≤ i1 < · · · < is ≤ h.
Proposition 4.4.11 Si k′ est plus fine que k alors Uk′ ⊂ Uk.
Preuve. Voir la de´finition 4.4.1. 2
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The´ore`me 4.4.12 Pour chaque couple (W , g) du lemme 4.2.1, l’ensemble constructible
W se partage sous la forme :
W =
⋃
k∈pt(D)
Uk
ou` pt(D) est l’ensemble des partitions de D. Pour chaque Uk, ils existent de polynoˆmes
G1, . . . , Gs ∈ H(C1, . . . , CD, u)[X, Y1, . . . , Yn]
ou` C1, . . . , CD sont de nouvelles variables. Pour toute spe´cialisation des parame`tres a ∈ Uk,
il existe (c1, . . . , cD) ∈ HD, une solution du syste`me alge´brique de´fini par (4.4) et (4.5) qui
ve´rifient :
- Aucun des de´nominateurs des coefficients de Gj ne s’annule en (c1, . . . , cD, a).
- degu(Gj) ≤ 8d6, degC1,...,CD(Gj) ≤ 4d5, degX(Gj) ≤ D ≤ d, degY (Gj) ≤ 2d3.
- La taille binaire de Gj est l(Gj) ≤ O(nd5 log2(d)).
- La factorisation absolue du polynoˆme g(a) ∈ H[X, Y1, . . . , Yn] est donne´e par :
g(a) =
∏
1≤j≤s
G
(c1,...,cD,a)
j , G
(c1,...,cD,a)
j est absolument irre´ductible.
Preuve. Pour tout k ∈ pt(D) prenons
Uk = Uk \
⋃
k′ 6=k
Uk′
la re´union est faite sur les partitions k′ de D plus fine que k. Les ensembles constructibles
Uk, k ∈ pt(D) forment une partition de W . Les polynoˆmes G1, . . . , Gs sont donne´s par le
lemme de Hensel, leurs coefficients sont de fonctions rationnelles des parame`tres u et des
coefficients C1, . . . , CD de g
(1)
0 , . . . , g
(s)
0 (voir the´ore`me 4.3.4). Les bornes sur les degre´s et
la taille binaire se de´duisent du lemme 4.2.1 et du the´ore`me 4.3.4. 2
4.5 The´ore`me principal
Dans cette section, nous voulons remplac¸er les variables C1, . . . , CD du the´ore`me 4.4.12
par une seule variable C et nous de´crivons le passage retour de la factorisation absolue de
g(a) donne´e par le the´ore`me 4.4.12 a` celle de f (a) d’une manie`re uniforme, ce qui constitue
le re´sultat final de ce chapitre (the´ore`me 4.5.1). L’ide´e principale de cette section est
l’utilisation de l’algorithme de re´solution des syste`mes alge´briques de dimensions ze´ros du
chapitre 3.
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Fixons un certain ensemble constructible Uk ⊂ W donne´ par le the´ore`me 4.4.12 et
conside´rons le syste`me alge´brique parame´tre´ S de´fini par les e´quations (4.4) et (4.5) ci
dessus, les parame`tres de ce syste`me sont les variables u = (u1, . . . , ur), les inconnues sont
les variables C1, . . . , CD qui remplac¸ent les α
(j)
i dans ces e´quations. Pour tout a ∈ Uk le
syste`me S(a) obtenu apre`s spe´cialisation des parame`tres en a dans ses e´quations admet
de solutions (corollaire 4.4.5). En plus, S(a) admet un nombre fini de solutions qui
correspondent aux permutations des facteurs de g
(a)
0 (voir la de´finition 4.4.1 de Uk).
Les degre´s des e´quations du syste`me S par rapport a` u (resp. C1, . . . , CD) sont borne´s
par 8d7 (resp. 4d6), leur nombre est N ≤ dO(n). Les tailles binaires des coefficients (dans
H) de ces e´quations sont borne´es par O(nd6 log2(d)) (voir the´ore`me 4.3.4 et corollaire 4.4.8).
L’algorithme de re´solution des syste`mes alge´briques parame´tre´s ze´ro-dimensionnels
de´crit dans le the´ore`me 3.5.3 du chapitre 3 permet de de´composer Uk en
dO(r
2d2)
ensembles constructibles V deux a` deux disjoints qui ve´rifient :
1) Les degre´s des e´quations et des ine´quations (dans H[u]) qui de´finissent V sont
borne´s par dO(rd
2). Leurs tailles binaires sont ≤ ndO(rd2).
2) Pour chaque V , l’algorithme calcule de polynoˆmes χ, ψ1, . . . , ψD ∈ H(u)[C] ou` C
est une nouvelle variable. Toute spe´cialisation des parame`tres a ∈ V ve´rifie :
- Aucun des de´nominateurs des coefficients de χ, ψ1, . . . , ψD ne s’annule en a.
- Les degre´s des coefficients de χ, ψ1, . . . , ψD par rapport a` u sont borne´s par dO(rd
2). Leurs
tailles binaires sont ≤ ndO(rd2).
- degC(χ), degC(ψj) ≤ dO(d) pour tout 1 ≤ j ≤ D.
- Pour toute solution (c1, . . . , cD) ∈ HD du syste`me S(a), il existe c ∈ H, racine de
χ(a) ∈ H[C] tel que 
c1 = ψ
(a)
1 (c)
...
cD = ψ
(a)
D (c)
Nous pouvons maintenant e´noncer le the´ore`me principal de ce chapitre :
The´ore`me 4.5.1 Sous les notations de la section 1, il existe un algorithme qui partage
l’espace des parame`tres P en
dO(nr
2d2)
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ensembles constructibles U deux a` deux disjoints qui ve´rifient :
1) Chaque U est donne´ par des e´quations et des ine´quations dans H[u] de degre´s et
des tailles binaires borne´s par dO(nrd
2).
2) Pour chaque U l’algorithme calcule de polynoˆmes f1, . . . , fs ∈ H(C, u)[Z0, . . . , Zn]
(s ≤ d) et un polynoˆme χ ∈ H(u)[C] ou` C est une nouvelle variable. Pour toute
spe´cialisation des parame`tres a ∈ U , il existe c ∈ H, racine de χ(a) ∈ H[C] (aucun des
de´nominateurs des coefficients de χ ne s’annule en a) qui ve´rifie :
- Aucun des de´nominateurs des coefficients de fm ne s’annule en (c, a).
- degC(fm), degC(χ) ≤ dO(d), degu(fm), degu(χ) ≤ dO(rd2).
- Les tailles binaires de fm et χ sont ≤ ndO(rd2).
- La factorisation absolue du polynoˆme f (a) ∈ H[Z0, . . . , Zn] est donne´e par :
f (a) =
∏
1≤m≤s
f (c,a)m , f
(c,a)
m est absolument irre´ductible.
En particulier, le nombre des facteurs absolument irre´ductibles distincts de f (a) est
constant sur U et est e´gale a` s. Par conse´quence, si s = 1, f est absolument irre´ductible
sur U .
Cet algorithme se fait avec
dO(nr
2d3)
ope´rations dans H. Sa complexite´ binaire est
pO(1)dO(nr
2d3)
Preuve. Reprenons la discussion au dessus du the´ore`me 4.5.1, fixons un ensemble construc-
tible V ⊂ Uk ⊂ W ou` Uk est donne´ par le the´ore`me 4.4.12 et (W , g) est donne´ par le
lemme 4.2.1. Remplac¸ons les expressions
C1 = ψ1(C)
...
CD = ψD(C)
dans les coefficients des polynoˆmes Gj ∈ H(C1, . . . , CD, u)[X,Y1, . . . , Yn] du
the´ore`me 4.4.12, on obtient de polynoˆmes gj ∈ H(C, u)[X, Y1, . . . , Yn] qui ve´rifient :
degC(gj) ≤ dO(d) degu(gj) ≤ dO(rd2), degX(gj) ≤ d, degY (gj) ≤ 2d3.
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- La taille binaire de gj est l(gj) ≤ ndO(rd2).
- Pour tout a ∈ V , il existe c ∈ H, racine de χ(a) ∈ H[C]. La factorisation absolue
du polynoˆme g(a) est donne´e par :
g(a) =
∏
1≤j≤s
g
(c,a)
j , g
(c,a)
j est absolument irre´ductible.
Ceci est une factorisation absolue uniforme du polynoˆme g ∈ H(u)[X, Y1, . . . , Yn] sur
V . Nous allons voir comment obtenir uniformement (i.e., dans le sens du the´ore`me) la
factorisation absolue de f ∈ H[u][Z0, . . . , Zn]. Pour cela, nous revenons a` la forme du
polynoˆme g associe´ a` W dans la section 2 (revoir la preuve du lemme 4.2.1). Deux formes
e´taient obtenues :
Cas ou` W = W (2,j)i,t pour certain i, t, j fixe´s :
Dans ce cas g = gi,t,j, on calcul la matrice inverse T
−1
i de Ti et pour tout 1 ≤ m ≤ s on
pose :
fm(Z0, . . . , Zn) = gm(X
pt , Y1 − c(j)1 , . . . , Yn − c(j)n ) ∈ H(C, u)[Z0, . . . , Zn]
ou` (X, Y1, . . . , Yn)
tr = T−1i (Z0, . . . , Zn)
tr. Ces polynoˆmes ve´rifient le point 2) du
the´ore`me 4.5.1.
Cas ou` W = W (1,j)i,t pour certain i, t, j fixe´s :
Dans ce cas g = Qj, pour tout a ∈ V , ils existent c ∈ H, racine de χ(a) ∈ H[C] et
un vecteur α = (α1, . . . , αs) ∈ Ns avec α1k1 + · · ·+ αsks = D tel que :
g
(a)
i,t =
∏
1≤m≤s
(
g(c,a)m
)αm
.
Cette proprie´te´ permet de partager V en des sous-ensembles constructibles Vα. Pour tout
1 ≤ m ≤ s posons
fm(Z0, . . . , Zn) = g
αm
m (X
pt , Y1, . . . , Yn) ∈ H(C, u)[Z0, . . . , Zn]
ou` (X, Y1, . . . , Yn)
tr = T−1i (Z0, . . . , Zn)
tr. Ces polynoˆmes ve´rifient le point 2) du
the´ore`me 4.5.1.
Il reste a` compter le nombre des ensembles constructibles qui partagent l’espace
des parame`tres P et a` estimer la complexite´ totale de l’algorithme. Le lemme 6.3.2 de
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l’appendice montre que le nombre des partitions de D est ≤ DD+1. En tenant compte du
nombre des W (lemme 4.2.1), celui des Uk (≤ dd+1) et celui de V (≤ dO(r2d2)) on obtient
le nombre totale des ensembles constructibles du the´ore`me.
Pour tout multi-indice I, le calcul des coefficients de g
(j)
I , 1 ≤ j ≤ s (i.e., re´solution du
syste`me line´aire Bx = bI ) couˆte O(d
2.376). Pour construire la formule quantifie´e (4.6)
qui de´finit Uk, il fallait calculer tous les polynoˆmes g
(j)
I , 1 ≤ j ≤ s, 1 ≤ |I| ≤ 2sd3. La
complexite´ de ce calcul est borne´e par(
n+ 2sd3
n
)
O(d2.376) ≤ dO(n).
Puisque le nombre des partitions k de D est ≤ d(d+1) (lemme 6.3.2 de l’appendice), alors
la complexite´ (lemme 4.4.9) de la construction de tous les Uk est
dd+1dO(nr
2d3) ≤ dO(nr2d3)
ope´rations dans H. Sa complexite´ binaire est pO(1)dO(nr
2d3).
La complexite´ de l’algorithme de re´solution des syste`mes alge´briques parame´tre´s
ze´ro-dimensionnels (voir le the´ore`me 3.5.3 du chapitre 3) est dO(r
2d2) ope´rations dans H.
Sa complexite´ binaire est ndO(r
2d2).
En tenant compte de la complexite´ du construction des W (corollaire 4.2.5), on
obtient la borne de complexite´ totale du the´ore`me. 2
4.6 Cas ge´ne´ral
Revenons au cas ge´ne´ral qui consiste a` conside´rer le corps F = H(T1, . . . , Tl)[η] du
chapitre 1. Soit f ∈ F [u][Z0, . . . , Zn] un polynoˆme parame´tre´ de degre´ par rapport aux
parame`tres u borne´ par δ, son degre´ par rapport aux variables T1, . . . , Tl est ≤ d2 et sa
taille binaire l(f) est ≤M . L’espace des parame`tres dans ce cas est P = F r.
En suivant les diffe´rentes e´tapes de l’algorithme pre´ce´dent (the´ore`me 4.5.1) et en
tenant compte des bornes e´tablies dans le chapitre 3 sur la re´solution de syste`mes
parame´tre´s ze´ro-dimensionnels, on peut produire un algorithme qui partage P en
(δdd1)
O(nr2d2)
ensembles constructibles U deux a` deux disjoints qui ve´rifient :
1) Chaque U est donne´ par des e´quations et des ine´quations dans F [u] de degre´s
par rapport a` u et par rapport a` T1, . . . , Tl sont borne´s par d2δ
O(r)(dd1)
O(nrd2). Leurs tailles
binaires sont borne´es par
(M +M1)ld2δ
O(r)(dd1)
O(nrd2).
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2) Pour chaque U l’algorithme calcule de polynoˆmes f1, . . . , fs ∈ F (C, u)[Z0, . . . , Zn]
(s ≤ d) et un polynoˆme χ ∈ F (u)[C] ou` C est une nouvelle variable. Pour toute
spe´cialisation des parame`tres a ∈ U , il existe c ∈ F , racine de χ(a) ∈ F [C] (aucun des
de´nominateurs des coefficients de χ ne s’annule en a) qui ve´rifie :
- Aucun des de´nominateurs des coefficients de fj (1 ≤ j ≤ s) ne s’annule en (c, a).
- degC(fj), degC(χ) ≤ δdO(d), degu(fj), degu(χ) ≤ δO(r)dO(rd2).
- degT1,...,Tl(fj), degT1,...,Tl(χ) ≤ δO(r)d2dO(rd
2).
- Les tailles binaires de fj et χ sont ≤ n(M +M1)δO(r)d2dO(rd2).
- La factorisation absolue du polynoˆme f (a) ∈ F [Z0, . . . , Zn] est donne´e par :
f (a) =
∏
1≤j≤s
f
(c,a)
j , f
(c,a)
j est absolument irre´ductible.
La complexite´ totale de cet algorithme est borne´e par
(δd2)
O(r2l)(dd1)
O(nr2ld3)
en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pMM1)
O(1)(δd2)
O(r2l)(dd1)
O(nr2ld3).
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Chapitre 5
Re´solution de syste`mes alge´briques
parame´tre´s de dimensions positives
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5.1 Introduction et notations
Conside´rons un syste`me polynomial parame´tre´ f1 = · · · = fk = 0 ou`
f1, . . . , fk ∈ F [u1, . . . , ur, X0, . . . , Xn] sont de polynoˆmes parame´tre´s homoge`nes en
X = (X0, . . . , Xn) de degre´s ≤ d. Le corps F est le corps utilise´ dans les chapitres
pre´ce´dents, i.e., F := H(T1, . . . , Tl)[η] ou` H = Q si car(F ) = 0 et H ⊃ Fp est un corps
fini de cardinal suppose´ (dans ce chapitre) > kdn si car(F ) = p > 0. Les degre´s des
coefficients de ces polynoˆmes ainsi que leurs tailles binaires sont comme dans le chapitre 3.
Ces polynoˆmes sont donne´s en repre´sentation dense par leurs vecteurs des coefficients
dans H. Les parame`tres u = (u1, . . . , ur) prennent des valeurs de l’ensemble P := F r qui
est appele´ l’espace des parame`tres.
On s’inte´resse dans ce chapitre a` la re´solution des syste`mes alge´briques
f
(a)
1 = · · · = f (a)k = 0
(i.e., la de´composition des varie´te´s projectives V (a) := V (f
(a)
1 , . . . , f
(a)
k ) ⊂ P n(F ) en
composantes absolument irre´ductibles) d’une manie`re uniforme sur les valeurs a ∈ P des
parame`tres dans un sens qui sera pre´cise´ ci-apre`s (voir corollaire 5.7.1).
Dans la deuxie`me section, on de´finit pour chaque a ∈ P un arbre T (a) tel que les
feuilles de cet arbre sont associe´es aux composantes absolument irre´ductibles de la varie´te´
V (a). Ces arbres sont appele´s les arbres des composantes des syste`mes f
(a)
1 = · · · = f (a)k = 0.
Ensuite, on pre´sente le re´sultat ge´ne´ral de ce chapitre (the´ore`me 5.2.5) qui est un algo-
rithme qui calcule toutes les varie´te´s absolument irre´ductibles associe´es aux noeuds de
l’arbre des composantes. La preuve du the´ore`me 5.2.5, i.e., la construction de ces arbres
se fait par un calcul de combinaisons line´aires h1, . . . , hn+1 de f1, . . . , fk a` coefficients dans
le corps H et par un changement parame´trique des variables X0, . . . , Xn. Ce calcul se fait
par induction sur le niveau m des arbres des composantes, la premie`re e´tape (section 3)
n’est autre que l’algorithme de factorisation absolue de polynoˆmes parame´tre´s pre´sente´ au
chapitre 4. La formalisation des hypothe`ses de l’induction se situe dans la section 4. Le
coeur de l’induction (i.e., l’e´tape m+ 1) constitue le contenu du section 5.
5.2 Arbres des composantes
A chaque spe´cialisation a ∈ P des parame`tres, on de´finit un arbre T (a) des composantes
associe´ au syste`me f
(a)
1 = · · · = f (a)k = 0 de la fac¸on suivante (voir [58] dans le cas non
parame´trique) :
La racine de T (a) est l’espace projectif P n(F ) tout entier, le niveau d’un certain
noeud de cet arbre est le nombre des branches qui le relient au racine. Le nombre des
niveaux de l’arbre T (a) est au plus n + 1. Pour chaque noeud de niveau m (note´ vm), on
associe une varie´te´ projective W
(a)
vm ⊂ P n(F ), absolument irre´ductible de codimension m
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(pour m = n + 1, on prend W
(a)
vn+1 = ∅). La construction de ces varie´te´s est base´e sur le
lemme suivant :
Lemme 5.2.1 Il existe un algorithme qui partage l’espace des parame`tres P en un nombre
fini d’ensembles constructibles. Pour chaque ensemble U parmi eux, l’algorithme calcule
des combinaisons line´aires h1, . . . , hn+1 de f1, . . . , fk a` coefficients dans le corps H tel que
tout a ∈ U ve´rifie la proprie´te´ suivante :
Pour tout 1 ≤ m ≤ n + 1, la codimension de chaque composante absolument
irre´ductible de la varie´te´ V (h
(a)
1 , . . . , h
(a)
m ) ⊂ P n(F ) qui n’est pas une composante abso-
lument irre´ductible de V (a) est m. Par conse´quence V (a) = V (h
(a)
1 , . . . , h
(a)
n+1).
Supposons pour le moment que ce lemme est de´montre´ et fixons un ensemble construc-
tible U de cette partition de P avec les polynoˆmes h1, . . . , hn+1 associe´s. Retournons a` la
construction des arbres T (a) pour a ∈ U , les fils de la racine sont les composantes absolu-
ment irre´ductibles de l’hypersurface V (h
(a)
1 ). Pour un noeud vm de l’arbre, ses fils sont les
composantes absolument irre´ductibles de la varie´te´
W(a)vm := W (a)vm ∩ V (h(a)m+1).
On peut distinguer deux cate´gories des noeuds :
De´finition 5.2.2 Un noeud vm de l’arbre T
(a) est dit du premier type (i.e., vm est une
feuille de T (a)) si la varie´te´ W
(a)
vm est une composante absolument irre´ductible de V
(a) et vm
est dit du second type si W
(a)
vm * V (a).
Corollaire 5.2.3 Pour tout 1 ≤ m ≤ n + 1, les composantes absolument irre´ductibles de
la varie´te´ V (h
(a)
1 , . . . , h
(a)
m ) sont les varie´te´s W
(a)
vm pour tous les noeuds vm de niveau m de
T (a) et les varie´te´s W
(a)
vj (j < m) qui sont des composantes de V
(a) (i.e., les feuilles vj de
l’arbre de niveaux j < m).
Preuve. La de´monstration se fait par induction sur m en se basant sur la construction
ci-dessus des arbres des composantes.2
Proposition 5.2.4 Pour tout a ∈ U , toutes les composantes absolument irre´ductibles de
V (a) sont a` l’inte´rieur de T (a), i.e, pour une composante W de V (a), de codimension m, il
existe une feuille vm de T
(a) de niveau m tel que W = W
(a)
vm .
Preuve. On a W ⊂ V (a) ⊂ V (h(a)1 , . . . , h(a)m ), alors W est contenue dans une composante
absolument irre´ductible de V (h
(a)
1 , . . . , h
(a)
m ), mais W * W (a)vj pour toute feuille vj de
niveau j < m, alors il existe un noeud vm de T
(a) tel que W ⊂ W (a)vm (corollaire 5.2.3), or
dimW = dimW
(a)
vm = n−m donc W = W (a)vm . 2
Dans la suite de ce chapitre, on de´montre un re´sultat plus important que le lemme 5.2.1,
celui-ci donne une partition plus fine de l’espace des parame`tres en ensembles construc-
tibles et calcule toutes les varie´te´s W
(a)
vm pour tout noeud vm de l’arbre T
(a) d’une manie`re
uniforme sur chaque e´le´ment de cette partition :
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The´ore`me 5.2.5 Sous les notations et les hypothe`ses ci-dessus, il existe un algorithme
qui partage l’espace des parame`tres P en
k(δdd1)
r3dO(n
3)
ensembles constructibles U tels que tout ensemble U ve´rifie les proprie´te´s suivantes :
1) U est donne´ par des e´quations et des ine´quations dans F [u] de degre´s par rap-
port a` u et par rapport a` T1, . . . , Tl borne´s par
d2δ
O(r3)(dd1)
r3dO(n
3)
.
Leurs tailles binaires sont borne´es par (M1 +M2)d2δ
O(r3)(dd1)
r3dO(n
3)
.
2) Pour tout 1 ≤ m ≤ n + 1, le nombre des noeuds de niveau m est constant sur
U , i.e., pour tout a, b ∈ U , le nombre des noeuds vm de l’arbre T (a) est e´gale a` celui de
T (b).
3) L’algorithme calcule une base Y0, . . . , Yn de l’espace des formes line´aires en X0, . . . , Xn
a` coefficients dans H. Chaque varie´te´ absolument irre´ductible Wvm de codimension m, est
donne´e par un syste`me repre´sentatif parame´trique et un point ge´ne´rique efficace
parame´trique au sens suivant :
Syste`me repre´sentatif parame´trique :
Pour chaque U , l’algorithme calcule des polynoˆmes ψ1, . . . , ψN ∈
F (C, u1, . . . , ur)[Y0, . . . , Yn] homoge`nes en Y0, . . . , Yn de degre´ ≤ dO(m) et un polynoˆme
χ ∈ F (u1, . . . , ur)[C]. Pour tout a ∈ U , il existe c ∈ F racine de χ(a) ∈ F [C] (les
coefficients de χ sont bien de´finis sur U) qui ve´rifient :
- Aucun des de´nominateurs des coefficients de ψ1, . . . ψN ne s’annule en (c, a).
- degC(ψj) ≤ δdO(n3d), degC(χ) ≤ δO(r2)dr2dO(n
3)
.
- degu(ψj) ≤ δO(r2)dO(n3r2d2), degu(χ) ≤ δO(r3)dr3dO(n
3)
.
- degT1,...,Tl(ψj) ≤ d2δO(r
2)dO(n
3r2d2), degT1,...,Tl(χ) ≤ d2δO(r
3)dr
3dO(n
3)
.
- Les tailles binaires des coefficients de ψj (resp. χ) sont borne´es par
(M1 +M2)d2δ
O(r2)dO(n
3r2d2) (resp. (M1 +M2)d2δ
O(r3)dr
3dO(n
3)
).
- N ≤ dO(n2).
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- Les polynoˆmes homoge`nes ψ
(c,a)
1 , . . . , ψ
(c,a)
N ∈ F [Y0, . . . , Yn] de´finissent la varie´te´
W
(a)
vm , i.e.,
W (a)vm = V (ψ
(c,a)
1 , . . . , ψ
(c,a)
N ) ⊂ P n(F ).
Point ge´ne´rique efficace parame´trique :
i) La varie´te´ W
(a)
vm n’est pas contenue dans l’hyperplan V (Y0) ⊂ P n(F ).
ii) Les fonctions rationnelles t1 =
Y1
Y0
, . . . , tn−m =
Yn−m
Y0
sur W
(a)
vm forment une base
de transcendance de F (W
(a)
vm ) sur F .
iii) Pour chaque U , l’algorithme calcule des polynoˆmes φ,B1, . . . , Bn ∈
F (C, u1, . . . , ur)(t1, . . . , tn−m)[Z] et une fonction rationnelle θ =
∑
0≤j≤n αj
Yj
Y0
avec
0 ≤ αj ≤ deg(W (a)vm ) ≤ dm. Il calcule aussi une puissance pν (pν = 1 si car(F ) = 0 et ν ≥ 0
si car(F ) = p > 0). Pour tout a ∈ U , il existe c ∈ F racine de χ(a) ∈ F [C] ve´rifiant :
- Aucun des de´nominateurs des coefficients de φ,B1, . . . , Bn dans F (C, u1, . . . , ur)
ne s’annule en (c, a).
- degC(Bj) ≤ δdO(n3d), degC(φ) ≤ δO(r2)dr2dO(n
3)
.
- degu(Bj) ≤ δO(r2)dO(n3r2d2), degu(φ) ≤ δO(r3)dr3dO(n
3)
.
- degt1,...,tn−m(Bj), degt1,...,tn−m(φ) ≤ dO(n
3).
- degT1,...,Tl(Bj) ≤ d2δO(r
2)dO(n
3r2d2), degT1,...,Tl(φ) ≤ d2δO(r
3)dr
3dO(n
3)
.
- degZ(Bj) < degZ(φ) ≤ dO(m) et pν ≤ dO(m).
- Les tailles binaires des coefficients de Bj (resp. φ) sont borne´es par
(M1 +M2)d2δ
O(r2)dO(n
3r2d2) (resp. (M1 +M2)d2δ
O(r3)dr
3dO(n
3)
).
- Un point ge´ne´rique efficace de la varie´te´ W
(a)
vm est donne´ par l’isomorphisme de
corps suivant :
τ : F
(
1,
(Y1
Y0
)pν
, . . . ,
(Yn
Y0
)pν)
−→ F (t1, . . . , tn−m)[θ] (5.1)
Cet isomorphisme est de´fini par la repre´sentation univarie´e polynomiale suivante des
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e´le´ments de W
(a)
vm :
φ(c,a)(t1, . . . , tn−m, θ) = 0,

(
Y1
Y0
)pν
= B
(c,a)
1 (t1, . . . , tn−m, θ)
...(
Yn
Y0
)pν
= B
(c,a)
n (t1, . . . , tn−m, θ)
ou` θ est alge´brique sur le corps F (t1, . . . , tn−m), racine du polynoˆme φ(c,a) ∈
F (t1, . . . , tn−m)[Z]. Ceci de´finit un point ge´ne´rique efficace des varie´te´s W
(a)
vm d’une manie`re
uniforme sur chaque U .
La de´monstration de ce the´ore`me se fait par induction sur le niveau m des arbres des
composantes (i.e., la codimension). Dans chaque e´tape de cette induction, l’espace des
parame`tres P sera partage´ convenablement pour aboutir aux re´sultats souhaite´s dans le
the´ore`me 5.2.5 :
5.3 Base de l’induction
Pourm = 1, on prend h1 = f1 ∈ F [u1, . . . , ur, X0, X1, . . . , Xn], l’algorithme de factorisation
absolue de polynoˆmes parame´tre´s de´crit au chapitre 4 partage l’espace des parame`tres en
(au plus)
(δdd1)
O(nr2d2)
ensembles constructibles U1 deux a` deux disjoints qui ve´rifient :
1) Chaque ensemble U1 est donne´ par des e´quations et des ine´quations dans F [u]
de degre´s par rapport a` u et par rapport a` T1, . . . , Tl sont borne´s par d2δ
O(r)(dd1)
O(nrd2).
Leurs tailles binaires sont borne´es par
(M1 +M2)ld2δ
O(r)(dd1)
O(nrd2).
2) Pour chaque U1, l’algorithme calcule des polynoˆmes G1, . . . , Gs ∈ F (C, u)[X0, . . . , Xn]
(s ≤ d) et un polynoˆme χ ∈ F (u)[C] ou` C est une nouvelle variable. Pour toute
spe´cialisation des parame`tres a ∈ U1, il existe c ∈ F , racine de χ(a) ∈ F [C] (aucun des
de´nominateurs des coefficients de χ ne s’annule en a) qui ve´rifie :
- Aucun des de´nominateurs des coefficients de Gj ne s’annule en (c, a).
- degC(Gj), degC(χ) ≤ δdO(d), degu(Gj), degu(χ) ≤ δO(r)dO(rd2).
- degT1,...,Tl(Gj), degT1,...,Tl(χ) ≤ δO(r)d2dO(rd
2).
- Les tailles binaires de Gj et χ sont ≤ n(M1 +M2)δO(r)d2dO(rd2).
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- Chaque Gj est homoge`ne en X0, . . . , Xn de degre´ infe´rieur ou e´gale a` d.
- La factorisation absolue du polynoˆme h
(a)
1 ∈ F [X0, . . . , Xn] est donne´e par :
h
(a)
1 =
∏
1≤j≤s
G
(c,a)
j , G
(c,a)
j est absolument irre´ductible.
La famille des varie´te´s W
(a)
v1 ou` v1 est un noeud de niveau 1, co¨ıncide avec la fa-
mille des composantes absolument irre´ductibles de la varie´te´ V (h
(a)
1 ) ⊂ P n(F ), cette
dernie`re famille est forme´e par les hypersurfacesW
(a)
j := V (G
(c,a)
j ). ChaqueW
(a)
j est de´finie
parame´triquement par le polynoˆme homoge`ne Gj, i.e., {Gj} est un syste`me repre´sentatif
parame´trique de la varie´te´ W
(a)
j au sens du the´ore`me 5.2.5.
Pour construire parame´triquement un point ge´ne´rique efficace de chaque W
(a)
j , il
faut tout d’abord calculer une base de transcendance de l’extension F (W
(a)
j ) sur F .
Pour cela`, nous utilisons le lemme 2.2 de [58] avec son corollaire qui calcule une base
de transcendance de chaque composante de dimension maximale d’une varie´te´ projective
donne´e (i.e., une composante de dimension e´gale a` celle de la varie´te´) :
Lemme 5.3.1 Soit V = V (g1, . . . , gs) ⊂ P n(F ) une varie´te´ projective de codimension
m, de´finie par de polynoˆmes homoge`nes g1, . . . , gs ∈ F [X0, . . . , Xn]. Alors les conditions
suivantes sont e´quivalentes :
1) V ∩ V (X0, . . . , Xn−m) = ∅
2) le syste`me d’e´quations
gi(X0, t1X0, . . . , tn−mX0, Xn−m+1, . . . , Xn) = 0, 1 ≤ i ≤ s
a` coefficients dans le corps F (t1, . . . tn−m) ou` t1, . . . tn−m sont alge´briquement inde´pendants
sur F , a un nombre fini de solutions dans Pm(F (t1, . . . tn−m)) et n’admet pas de solutions
a` l’infini (i.e., solutions qui sont contenues dans l’hyperplan V (X0)).
De plus, si ces conditions sont ve´rifie´es et si W est une composante irre´ductible de
V de dimension maximale (i.e., dim(W ) = n − m) alors les fonctions rationnelles
X1
X0
, . . . , Xn−m
X0
forment une base de transcendance de F (W ) sur F .
Preuve.
1) =⇒ 2) : L’ensemble des solutions du syste`me du point 2) est en bijection avec l’ensemble
V1 ⊂ P n(F (t1, . . . tn−m)) des solutions du syste`me
g1 = · · · = gs = 0, X1 − t1X0 = · · · = Xn−m − tn−mX0 = 0.
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D’une part V1 ∩ V (X0) = V ∩ V (X0, . . . , Xn−m) = ∅, d’autre part par le the´ore`me de
la dimension de l’intersection [125, 112, 101, 31] on a dim(V1 ∩ V (X0)) ≥ dim(V1) − 1
donc dim(V1) ≤ 0 et par suite V1 est un ensemble fini. Si V1 ∩ V (X0) 6= ∅ alors
V ∩ V (X0, . . . , Xn−m) 6= ∅, ceci est en contradiction avec la condition 1).
2) =⇒ 1) : Supposons qu’il existe un e´le´ment (0 : . . . : 0 : ξn−m+1 : . . . : ξn) ∈
V ∩ V (X0, . . . , Xn−m). Alors (0 : ξn−m+1 : . . . : ξn) ∈ Pm(F (t1, . . . tn−m)) est une solution
a` l’infini de 2).
Soit W une composante irre´ductible de V de dimension maximale. Supposons que
X0 s’annule identiquement sur W alors W ∩ V (X1, . . . , Xn−m) =W ∩ V (X0, . . . , Xn−m) ⊂
V ∩ V (X0, . . . , Xn−m) = ∅, d’ou` la contradiction par le the´ore`me de la dimension de
l’intersection qui montre que dim(W ∩ V (X1, . . . , Xn−m)) ≥ dimW − (n −m) = 0. Donc
les fonctions rationnelles X1
X0
, . . . , Xn−m
X0
sont bien de´finies sur W .
Il reste a` prouver que ces fonctions rationnelles sont alge´briquement inde´pendantes
sur F . Supposons qu’il existe un polynoˆme multivarie´ homoge`ne ψ ∈ F [X0, . . . , Xn−m]
tel que ψ(X0, . . . , Xn−m) = 0 sur W . Par une transformation line´aire on
peut supposer que lcX0(ψ) = 1, alors d’une part W ∩ V (X1, . . . , Xn−m) =
W ∩ V (X1, . . . , Xn−m) ∩ V (ψ(X0, . . . , Xn−m)) = W ∩ V (X0, . . . , Xn−m) = ∅, d’autre part
par le the´ore`me de la dimension de l’intersection on a dim(W ∩ V (X1, . . . , Xn−m)) ≥ 0,
ceci conduit a` une contradiction, ce qui prouve le lemme. 2
En ge´ne´ral, W
(a)
j ∩ V (X0, . . . , Xn−1) 6= ∅, on ne peut pas donc appliquer directe-
ment le lemme 5.3.1 sur la varie´te´ W
(a)
j . Par contre le lemme suivant [58] montre
l’existence de formes line´aires Y0, . . . , Yn−1 en X0, . . . , Xn a` coefficients dans le corps H
qui ve´rifient :
W
(a)
j ∩ V (Y0, . . . , Yn−1) = ∅.
Lemme 5.3.2 On peut construire une famille Mn,n−m,d forme´ des (n − m + 1)-uples
des formes line´aires en X0, . . . Xn a` coefficients dans H tel que pour toute varie´te´ V ⊂
P n(F ), codim(V ) = m, deg(V ) ≤ d, il existe (Y0, . . . , Yn−m) ∈Mn,n−m,d avec
V ∩ V (Y0, . . . , Yn−m) = ∅.
En plus, card(Mn,n−m,d) =
(
nd+1
n−m+1
)
et Mn,n−m,d est construit dans un temps polynomial en
card(Mn,n−m,d).
Preuve. Soit N = 1 + nd et α1, . . . , αN ∈ H distincts deux a` deux, conside´rons
les formes line´aires Yi =
∑
0≤j≤n α
j
iXj pour tout 1 ≤ i ≤ N . Montrons que l’ensemble
des collections (Yi0 , . . . , Yin−m) ou` 1 ≤ i0 < · · · < in−m ≤ N ve´rifie les conditions du lemme.
En effet, soit V une varie´te´ projective de codimension m, de degre´ ≤ d, montrons
par induction que pour tout 0 ≤ l ≤ n − m, il existe 1 ≤ i0 < · · · < il ≤ N tel
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que dim(V ∩ V (Yi0 , . . . , Yil)) = n − m − l − 1. En particulier, pour l = n − m on a
V ∩V (Yi0 , . . . , Yin−m) = ∅. Supposons que cette proprie´te´ est vraie jusqu’a` l− 1, il suffit de
prouver qu’il existe une forme line´aire Yj, 1 ≤ j ≤ N qui ne s’annule pas identiquement
sur la varie´te´ V1 = V ∩ V (Yi0 , . . . , Yil−1). Sinon, puisque deg(V1) ≤ deg V ≤ d alors par le
principe de Dirichlet (voir l’appendice), il existe une composante V2 de V1 et (n+1) formes
line´aires Yj0 , . . . , Yjn qui s’annulent identiquement sur V2 et donc V2 ⊂ V (Yj0 , . . . , Yjn) = ∅
car la matrice du syste`me line´aire homoge`ne qui de´finit la varie´te´ V (Yj0 , . . . , Yjn) est la
matrice de Vandermonde. D’ou` la contradiction, ce qui prouve le lemme. 2
Dans [48], on trouve une version affine et ze´ro-dimensionnelle du lemme 5.3.2 :
Lemme 5.3.3 Soit Γ un sous-ensemble fini de c e´le´ments de H et d un entier ve´rifiant
(n− 1)d < c. Pour tout sous-ensemble fini V de F n, de cardinal au plus d, il existe α ∈ Γ
tel que V ∩ V (Y ) = ∅ ou` Y = X1 + αX2 + · · ·+ αn−1Xn.
Preuve. Soit Z une nouvelle variable et P (Z) un polynoˆme de´fini par
P (Z) :=
∏
(ξ1,...,ξn)∈V
(ξ1 + ξ2Z + · · ·+ ξnZn−1).
Ce polynoˆme est non-nul et de degre´ borne´ par (n − 1)d. Puisque card(Γ) > (n − 1)d, il
existe α ∈ Γ tel que P (α) 6= 0. Ce qui prouve le lemme. 2
Remarque 5.3.4 Une meilleure construction des lemmes 5.3.2 et 5.3.3 se trouve
dans [26], mais dans notre cas, celle-ci n’ame´liore pas les bornes sur les degre´s de la sortie
de notre algorithme.
Pour tout a ∈ U1, dim(W (a)j ) = n − 1 et deg(W (a)j ) ≤ d, le lemme 5.3.2 assure l’exis-
tence d’un e´le´ment (Y0, . . . , Yn−1) ∈ Mn,n−1,d tel que W (a)j ∩ V (Y0, . . . , Yn−1) = ∅. Ceci
permet de de´composer chaque ensemble U1 en des ensembles constructibles U˜1,t, 1 ≤ t ≤
card(Mn,n−1,d) de´finis par :
U˜1,t = U1,t \
⋃
1≤t′<t
U1,t′
ou`
U1,t = {a ∈ U1, W (a)j ∩ V (Y (t)0 , . . . , Y (t)n−1) = ∅ pour tout 1 ≤ j ≤ s}.
Fixons un certain t et posons Y
(t)
0 = Y0, . . . , Y
(t)
n−1 = Yn−1 qui sont line´airement
inde´pendantes sur H par construction (voir la preuve du lemme 5.3.2), comple´tons-les
en une base Y0, . . . , Yn de l’espace des formes line´aires en X0, . . . , Xn a` coefficients dans H.
En exprimant X0, . . . , Xn en fonction de cette base, on peut repre´senter chaque Gj comme
un e´le´ment de F (C, u1, . . . , ur)[Y0, . . . , Yn]. Pour tout a ∈ U˜1,t, il existe c ∈ F , racine de
χ(a) avec W
(a)
j ∩ V (Y0, . . . , Yn−1) = ∅ pour tout 1 ≤ j ≤ s. Le lemme 5.3.1 montre donc
que les fonctions rationnelles t1 =
Y1
Y0
, . . . , tn−1 =
Yn−1
Y0
forment une base de transcendance
de F (W
(a)
j ) sur F pour tout j.
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Proposition 5.3.5 Chaque U1,t est un sous-ensemble constructible de U1. Les degre´s des
e´quations et des ine´quations qui le de´finissent par rapport a` u (resp. T1, . . . , Tl) sont borne´s
par
δO(r)dO(rd
2)
(resp. δO(r)d
O(1)
1 d2d
O(rd2)). Leurs tailles binaires sont borne´es par
n(M1 +M2)δ
O(r)d
O(1)
1 d2d
O(rd2)
Preuve. a ∈ U1,t si et seulement si (0 : . . . : 0 : 1) /∈ W (a)j ⊂ P n(F ) pour tout 1 ≤ j ≤ s.
Alors U1,t est la F -re´alisation dans U1 de la formule quantifie´e suivante :
∃C, Gj(0, . . . , 0, 1) 6= 0, χ(C) = 0 1 ≤ j ≤ s.
Les degre´s des atomes de cette formule par rapport a` C (resp. u et T1, . . . , Tl) sont
≤ δdO(d)
(resp. ≤ δdO(rd2) et ≤ δd2dO(rd2)), leur nombre est au plus d + 1. Par application de
l’algorithme d’e´limination de quantificateurs de´crit dans [24] (voir aussi le chapitre 2) sur
cette formule, on obtient les bornes sur les degre´s des e´quations et des ine´quations qui
de´finissent U1,t. 2
Fixons aussi j et posons Gj = G˜j
(
Y p
νj
0 , . . . , Y
pνj
n
)
avec G˜j ∈ F (C, u1, . . . , ur)[Z0, . . . , Zn]
(Z0, . . . , Zn sont de nouvelles variables) et νj est le plus grand entier possible (p
νj = 1 si
car(F ) = 0), alors pour tout a ∈ U˜1,t,
G
(c,a)
j = G˜j
(c,a)
(
Y p
νj
0 , . . . , Y
pνj
n
)
et G˜j
(c,a)
est absolument irre´ductible.
Posons θj =
(
Yn
Y0
)pνj
et
φj(Z) = G˜j(1, t1, . . . , tn−1, Z) ∈ F (C, u1, . . . , ur)(t1, . . . , tn−1)[Z]
Pour tout a ∈ U˜1,t, le polynoˆme φ(c,a)j (Z) ∈ F (t1, . . . , tn−1)[Z] admet θj comme ra-
cine (par le lemme 2.2.8 du chapitre 2) et ve´rifie :
degC(φj) ≤ δdO(d), degu(φj) ≤ δO(r)dO(rd2), degT1,...,Tl(φj) ≤ δO(r)d2dO(rd
2)
degt1,...,tn−1(φj) ≤ d et degZ(φj) ≤ d.
Un point ge´ne´rique efficace de W
(a)
j est donc donne´ par l’isomorphisme de corps
suivant :
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τ1 : F (t1, . . . , tn−1)[θj] −→ F
(
Y1
Y0
, . . . ,
Yn−1
Y0
,
(Yn
Y0
)pνj)
de´fini par τ1(tl) =
Yl
Y0
, 1 ≤ l ≤ n− 1, τ1(θj) = (YnY0 )p
νj
.
Ceci termine la construction des toutes les varie´te´s absolument irre´ductibles W
(a)
v1
(les v1 sont les noeuds de T
(a) de niveau 1) par des syste`mes repre´sentatifs parame´triques
et par des points ge´ne´riques efficaces parame´triques. Le lemme suivant e´tablie une borne
supe´rieure sur la complexite´ de cette premie`re e´tape.
Lemme 5.3.6 La base de l’induction se fait avec
(δd2)
O(r2l)(dd1)
O(nr2ld3)
ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(r2l)(dd1)
O(nr2ld3).
Preuve. La complexite´ de l’algorithme de factorisation absolue de polynoˆmes parame´tre´s
applique´ sur le polynoˆme h1 est
(δd2)
O(r2l)(dd1)
O(nr2ld3)
en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd2)
O(r2l)(dd1)
O(nr2ld3).
Pour tout 1 ≤ t ≤ card(Mn,n−1,d) ≤
(
nd+1
n
) ≤ dO(n), la construction de U1,t se fait par
application de l’algorithme d’e´limination de quantificateurs sur la formule du preuve de la
proposition 5.3.5 en utilisant
δO(r
2l)(d1d2)
O(rl)dO(r
2ld2)
ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)δO(r
2l)(d1d2)
O(rl)dO(r
2ld2).2
5.4 Hypothe`ses de l’induction
On suppose qu’a` l’e´tape m + 1 de l’induction, les polynoˆmes h1, . . . , hm sont construits,
l’espace des parame`tres est partage´ en
Nm ≤ (δdd1)O(mnr2d2)
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ensembles constructibles Um deux a` deux disjoints ve´rifiant :
1) Chaque Um est donne´ par des e´quations et des ine´quations dans F [u] de degre´s
par rapport a` u et par rapport a` T1, . . . , Tl borne´s par
d2δ
O(r)(dd1)
O(mnrd2)
Leurs tailles binaires sont borne´es par
(M1 +M2)ld2δ
O(r)(dd1)
O(mnrd2)
2) Pour chaque Um, il existe une base Y0, . . . , Yn de l’espace des formes line´aires en
X0, . . . , Xn a` coefficients dans H. Chaque varie´te´ absolument irre´ductible Wvj de
codimension j ≤ m, associe´e au noeud vj, est donne´e par un syste`me repre´sentatif pa-
rame´trique et un point ge´ne´rique efficace parame´trique au sens du the´ore`me 5.2.5,
i.e., par exemple, pour une varie´te´ Wvm :
Syste`me repre´sentatif parame´trique :
Pour chaque Um, on suppose qu’ils existent des polynoˆmes ψ1, . . . , ψN ∈
F (C, u1, . . . , ur)[Y0, . . . , Yn] homoge`nes en Y0, . . . , Yn de degre´s ≤ dO(m) et un po-
lynoˆme χ ∈ F (u1, . . . , ur)[C]. Pour tout a ∈ Um, il existe c ∈ F racine de χ(a) ∈ F [C] (les
coefficients de χ sont bien de´finis sur Um) qui ve´rifient :
- Aucun des de´nominateurs des coefficients de ψ1, . . . ψN ne s’annule en (c, a).
- degC(ψj), degC(χ) ≤ δdO(md).
- degu(ψj), degu(χ) ≤ δO(r)dO(mrd2).
- degT1,...,Tl(ψj), degT1,...,Tl(χ) ≤ δO(r)d2dO(mrd
2)
- Les tailles binaires des coefficients de ψj et χ sont borne´es par (M1+M2)δ
O(r)d2d
O(mrd2).
- N ≤ dO(mn).
- Les polynoˆmes homoge`nes ψ
(c,a)
1 , . . . , ψ
(c,a)
N ∈ F [Y0, . . . , Yn] de´finissent la varie´te´
W
(a)
vm , i.e.,
W (a)vm = V (ψ
(c,a)
1 , . . . , ψ
(c,a)
N ) ⊂ P n(F ).
Point ge´ne´rique efficace parame´trique :
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i) La varie´te´ W
(a)
vm n’est pas contenue dans l’hyperplan V (Y0) ⊂ P n(F ).
ii) Les fonctions rationnelles t1 =
Y1
Y0
, . . . , tn−m =
Yn−m
Y0
sur W
(a)
vm forment une base
de transcendance de F (W
(a)
vm ) sur F .
iii) Pour chaque Um , on suppose qu’ils existent des polynoˆmes φ,B1, . . . , Bn ∈
F (C, u1, . . . , ur)(t1, . . . , tn−m)[Z], une fonction rationnelle θ =
∑
0≤j≤n αj
Yj
Y0
et une puis-
sance pν (pν = 1 si car(F ) = 0 et ν ≥ 0 si car(F ) = p > 0). Pour tout a ∈ Um, il existe
c ∈ F racine de χ(a) ∈ F [C] ve´rifiant :
- Aucun des de´nominateurs des coefficients de φ,B1, . . . , Bn dans F (C, u1, . . . , ur)
ne s’annule en (c, a).
- degC(Bj), degC(φ) ≤ δdO(md), degu(Bj), degu(φ) ≤ δO(r)dO(mrd2).
- degt1,...,tn−m(Bj), degt1,...,tn−m(φ) ≤ dO(m).
- degT1,...,Tl(Bj), degT1,...,Tl(φ) ≤ d2δO(r)dO(mrd
2).
- degZ(Bj) < degZ(φ) ≤ dO(m) et pν ≤ dO(m).
- Les tailles binaires des coefficients de Bj et φ sont borne´es par (M1+M2)d2δ
O(r)dO(mrd
2).
- Un point ge´ne´rique efficace de la varie´te´ W
(a)
vm est de´fini par les expressions suivantes :
φ(c,a)(t1, . . . , tn−m, θ) = 0,

(
Y1
Y0
)pν
= B
(c,a)
1 (t1, . . . , tn−m, θ)
...(
Yn
Y0
)pν
= B
(c,a)
n (t1, . . . , tn−m, θ)
ou` θ est alge´brique sur le corps F (t1, . . . , tn−m), racine du polynoˆme φ(c,a) ∈
F (t1, . . . , tn−m)[Z].
5.5 Coeur de l’induction
L’e´tape m+1 de l’induction consiste a` partager de nouveau chaque Um et a` introduire
le polynoˆme hm+1 (combinaison line´aire de f1, . . . , fk) pour calculer parame´triquement un
point ge´ne´rique efficace et un syste`me repre´sentatif homoge`ne pour chaque composante
absolument irre´ductible W
(a)
wm de la varie´te´ W(a)vm := W (a)vm ∩ V (h(a)m+1) de´finie au section 2
ci-dessus (les wm sont les fils des noeuds vm qui ne sont pas des feuilles de l’arbre T
(a)).
110
5.5.1 Construction de hm+1
Soit a ∈ Um, alors par la de´finition de l’arbre T (a), la famille des varie´te´s W (a)vm+1 ou` vm+1
sont les noeuds de niveau m + 1 co¨ıncide avec la famille des composantes absolument
irre´ductibles des varie´te´s W(a)vm ou` vm sont les noeuds du second type, de niveau m. Donc
le polynoˆme h
(a)
m+1 ne doit pas s’annuler identiquement sur toutes les varie´te´s W
(a)
vm ou` vm
sont les noeuds du second type, de niveau m.
La construction de hm+1 est base´e sur le lemme 2.2.8 du chapitre 2 et le lemme
suivant [58] :
Lemme 5.5.1 Pour tout a ∈ Um, le nombre des noeuds vm de niveau m de l’arbre T (a)
est infe´rieur ou e´gale a` dm.
Preuve. Pour tout 1 ≤ m ≤ n, les varie´te´s W (a)vm (les vm sont les noeuds, de niveau m)
sont des composantes de la varie´te´ V (h
(a)
1 , . . . , h
(a)
m ) (corollaire 5.2.3) alors leur nombre est
borne´ par deg V (h
(a)
1 , . . . , h
(a)
m ) ≤ dm. 2
Proposition 5.5.2 Soient N := (k − 1)dm + 1 et α1, . . . αN ∈ H, N e´le´ments non-nuls
de H distincts deux a` deux. Pour tout a ∈ Um, il existe un polynoˆme parmi h(a)α1 , . . . , h(a)αN
ou` pour tout 1 ≤ s ≤ N ,
hαs :=
∑
1≤j≤k
αj−1s fj
qui ne s’annule pas identiquement sur toutes les varie´te´s W
(a)
vm ou` vm sont les noeuds du
second type, de niveau m.
Preuve. Sinon, par le lemme 5.5.1 et le principe de Dirichlet, il existe un noeud vm
du second type, de niveau m de T (a) et k e´le´ments αs1 , . . . , αsk parmi α1, . . . , αN , tel
que h
(a)
αs1
, . . . , h
(a)
αsk
s’annulent identiquement sur W
(a)
vm . Alors f
(a)
1 , . . . , f
(a)
k s’annulent
identiquement sur W
(a)
vm car αs1 , . . . , αsk sont deux a` deux distincts, ceci en contradiction
avec le fait que vm est du second type. 2
Pour tout 1 ≤ s ≤ N , on pose
Um,s = {a ∈ Um, h(a)αs ne s’annule pas identiquement sur toutes lesW (a)vm , vm s.t}
et
U˜m,s = Um,s \
⋃
1≤s′<s
Um,s′
ou` s.t est une abre´viation de ”second type”.
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Lemme 5.5.3 Les ensembles U˜m,s (1 ≤ s ≤ N ) forment une partition de Um. Chaque
Um,s est un sous-ensemble constructible de Um. Les degre´s des e´quations et des ine´quations
qui le de´finissent par rapport a` u (resp. T1, . . . , Tl) sont borne´s par
δO(r)dO(mrd
2)
(resp. δO(r)d
O(1)
1 d2d
O(mrd2)). Leurs tailles binaires sont borne´es par
(M1 +M2)δ
O(r)d
O(1)
1 d2d
O(mrd2).
Preuve. Par le lemme 2.2.8 du chapitre 2, l’ensemble constructible Um,s est la re´alisation
de la formule quantifie´e de´finie sur le corps F (t1, . . . , tn−m) par :
∃C, θ, hαs
(
1, B1(C, θ), . . . , Bn(C, θ)
)
6= 0, χ(C) = 0, φ(C, θ) = 0
Ceci pour tous les noeuds vm du second type. Le nombre des atomes de cette formule est
borne´ par 3dm (par le lemme 5.5.1), leurs degre´s par rapport aux variables (C, θ) (resp. u
et T1, . . . , Tl) sont borne´s par
δdO(md)
(resp. δO(r)dO(mrd
2) et δO(r)d2d
O(mrd2)). Leurs tailles binaires sont borne´es par (M1 +
M2)δ
O(r)d2d
O(mrd2) en tenant compte des expressions et des bornes sur les degre´s de
χ, φ,B1, . . . , Bn donne´s par les hypothe`ses de l’induction (voir section 4 ci-dessus). Ce
qui prouve le lemme en appliquant l’algorithme d’e´limination de quantificateurs de [24]
(voir le chapitre 2 aussi). 2
5.5.2 Re´duction au cas parame´trique ze´ro-dimensionnel
On s’inte´resse dans ce paragraphe aux varie´te´s
W(a)vm = W (a)vm ∩ V (h(a)αs )
= V (ψ
(c,a)
1 , . . . , ψ
(c,a)
N , h
(a)
αs ) ⊂ P n(F )
pour tout noeud vm de T
(a) du second type et ceci pour tout a ∈ U˜m,s. Puisque
h
(a)
αs ne s’annule pas identiquement sur la varie´te´ absolument irre´ductible W
(a)
vm alors
dim(W(a)vm ) = n −m − 1 et la dimension de chaque composante W (a)wm de W(a)vm est e´gale a`
n−m− 1 (The´ore`me de la dimension de l’intersection [125, 112, 101, 31]).
Fixons un ensemble U˜m,s, le lemme suivant construit une base de transcendance
commune des corps des fonctions rationnelles de toutes les composantes W
(a)
wm :
Lemme 5.5.4 Sous les hypothe`ses et les notations ci-dessus, on peut produire une
partition finie de U˜m,s en (au plus) d
O(n) ensembles V. Pour chaque V, il existe une
transformation line´aire inversible Z0, . . . , Zn a` coefficients dans H tel que pour tout a ∈ V
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et pour tout noeud vm du second type de T
(a) on a :
i) Les varie´te´s W
(a)
wm ne sont pas contenues dans l’hyperplan V (Z0).
ii) Les fonctions rationnelles t1 :=
Z1
Z0
, . . . , tn−m−1 :=
Zn−m−1
Z0
forment une base de
transcendance commune de chaque composante W
(a)
wm de W(a)vm .
Preuve. Soit a ∈ U˜m,s, puisque deg(W(a)vm ) ≤ dm+1 (par l’ine´galite´ de Be´zout ), alors le
lemme 5.3.2 assure l’existence d’un e´le´ment (Z0, . . . , Zn−m−1) ∈ M := Mn,n−m−1,dm+1 qui
ve´rifie
W(a)vm ∩ V (Z0, . . . , Zn−m−1) = ∅.
Pour tout e´le´ment (Z0, . . . , Zn−m−1) de M , on associe un sous-ensemble V de U˜m,s de´fini
par :
V :=
{
a ∈ U˜m,s, W(a)vm ∩ V (Z0, . . . , Zn−m−1) = ∅, pour tout vm s.t.
}
.
Ces ensembles forment une partition de U˜m,s et ve´rifient les points i) et ii) ci-dessus par le
lemme 5.3.1 en comple´tant chaque Z0, . . . , Zn−m−1 en une base Z0, . . . , Zn de l’espace de
formes line´aires en Y0, . . . , Yn a` coefficients dans H. 2
On fixe un certain ensemble V du lemme 5.5.4 avec la base (Z0, . . . , Zn) correspon-
dante. On peut e´crire V comme intersection des ensembles suivants (pour tous les noeuds
vm du second type) :
Vvm := {a ∈ U˜m,s, W(a)vm ∩ V (Z0, . . . , Zn−m−1) = ∅}.
En exprimant Y0, . . . , Yn en fonction de cette base, on peut repre´senter chaque po-
lynoˆme ψj comme un e´le´ment de F (C, u1, . . . , ur)[Z0, . . . , Zn] et hαs comme un e´le´ment
de F [u1, . . . , ur, Z0, . . . , Zn]. On fixe un certain noeud vm, du second type et on conside`re
le corps F ′ := F (t1, . . . , tn−m−1). On de´finit un syste`me alge´brique parame´tre´ Svm par :
Svm :
{
ψj(Z0, t1Z0, . . . , tn−m−1Z0, Zn−m, . . . , Zn) = 0, 1 ≤ j ≤ N
hαs(Z0, t1Z0, . . . , tn−m−1Z0, Zn−m, . . . , Zn) = 0
Pour tout a ∈ V , on note par S(a)vm le syste`me alge´brique a` coefficients dans F ′ obtenu a`
partir de Svm par e´valuation de ses e´quations en (c, a) ou` c est une racine de χ
(a) ∈ F [C].
Ce syste`me est ze´ro-dimensionnel dans Pm+1(F ′) et n’a pas de solutions a` l’infini par le
lemme 5.3.1. Par les hypothe`ses de l’induction, les degre´s des e´quations de ce syste`me par
rapport a` u et par rapport a` T1, . . . , Tl (resp. C et t1, . . . , tn−m−1) sont borne´s par
d2δ
O(r)dO(mrd
2)
(resp. δdO(md) et dO(m)). Leurs tailles binaires sont ≤ (M1 + M2)d2δO(r)dO(mrd2). Leurs
degre´s par rapport a` Z0, Zn−m, . . . , Zn sont ≤ dO(m). Leur nombre est ≤ dO(mn)
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The´ore`me 5.5.5 Sous les notations ci-dessus, il existe un algorithme qui partage chaque
ensemble Vvm en
(δdd1)
r3dO(m
2n)
ensembles constuctibles E ve´rifiant :
1) Chaque E est donne´ par des e´quations et des ine´quations dans F [u] de degre´s
par rapport a` u et par rapport a` T1, . . . , Tl borne´s par
d2δ
O(r3)(dd1)
r3dO(m
2n)
.
Leurs tailles binaires sont borne´es par (M1 +M2)ld2δ
O(r3)(dd1)
r3dO(m
2n)
.
2) Pour chaque E, l’algorithme calcule des polynoˆmes Bn−m, . . . ,Bn ∈ F ′(C, u)[Z]
de degre´s infe´rieurs ou e´gale a` dO(m
2). Il calcule aussi un polynoˆme χ2 ∈ F (u)[C] tel que
pour toute spe´cialisation des parame`tres a ∈ E, il existe c ∈ F , racine de χ(a)2 qui ve´rifie :
- Aucun des de´nominateurs des coefficients de Bn−m, . . . ,Bn ne s’annule en (c, a).
- Les degre´s des coefficients de Bn−m, . . . ,Bn par rapport a` u et par rapport a` T1, . . . , Tl
(resp. C et t1, . . . , tn−m−1) sont borne´s par
d2δ
O(r2)dO(m
3r2d2)
(resp. δdO(m
3d) et dO(m
2n)). Leurs tailles binaires sont borne´es par (M1 +
M2)d2δ
O(r2)dO(m
3r2d2)
- L’ensemble de solutions du syste`me S
(a)
vm est divise´ en (au plus) d
O(m2n)
classes S de solutions. Pour chaque classe S, l’algorithme calcule un polynoˆme
Γ ∈ F (C, u)[t1, . . . , tn−m−1, Z] tel qu’une repre´sentation parame´trique des e´le´ments
de S est donne´e par
Γ(c,a)(η) = 0,

(
Zn−m
Z0
)pµ
= B(c,a)n−m(η)
...(
Zn
Z0
)pµ
= B(c,a)n (η)
Les degre´s des coefficients de Γ et χ2 par rapport a` u et par rapport a` T1, . . . , Tl (resp. C
et t1, . . . , tn−m−1) sont borne´s par
d2δ
O(r3)dr
3dO(m
2n)
(resp. δO(r
2)dr
2dO(m
2n)
et dO(m
2n)). Leurs tailles binaires sont borne´es par (M1 +
M2)d2δ
O(r3)dr
3dO(m
2n)
.
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Preuve. Pour tout a ∈ Vvm , le syste`me S(a)vm admet un nombre fini de solutions dans
Pm+1(F ′) et n’a pas de solutions a` l’infini, alors l’algorithme du the´ore`me 3.5.3 du chapitre
3 permet d’obtenir une partition finie de Vvm en ensembles constructiblesA. Pour chaqueA,
l’algorithme calcule de polynoˆmes Λ,Bn−m, . . . ,Bn ∈ F ′(C, u)[Z]. Pour toute spe´cialisation
a ∈ A, il existe c ∈ F , racine de χ(a) tel qu’une repre´sentation parame´trique de solutions
du syste`me S
(a)
vm est donne´e par
Λ(c,a)(η) = 0,

(
Zn−m
Z0
)pµ
= B(c,a)n−m(η)
...(
Zn
Z0
)pµ
= B(c,a)n (η)
Les bornes sur les degre´s et les tailles binaires des coefficients de Bn−m, . . . ,Bn ainsi que
celles de Λ (voir le point 2 du the´ore`me 5.5.5) se de´duisent du the´ore`me 3.5.3 en tenant
compte de celles du syste`me Svm ci-dessus.
Ecrivons Λ sous la forme Λ = Λ1
Λ2
ou`
Λ1 ∈ F (C, u)[t1, . . . , tn−m−1, Z], Λ2 ∈ F [t1, . . . , tn−m−1]
avec degu(Λ1) ≤ δO(r2)dO(m3r2d2) et degt1,...,tn−m,Z(Λ1) ≤ dO(m
2n). Appliquons l’algorithme
de factorisation absolue de polynoˆmes parame´tre´s du chapitre 4 sur le polynoˆme Λ1 ou`
les variables sont t1, . . . , tn−m−1, Z. Cet algorithme partage chaque A en un nombre fini
d’ensembles constructibles G.
Pour chaque G, l’algorithme calcule au plus dO(m2n) polynoˆmes G ∈
F (C, u)[t1, . . . , tn−m−1, Z] et un polynoˆme χ1 ∈ F (u)[C]. Pour tout a ∈ G, il existe
c ∈ F racine de χ(a)1 ve´rifiant :
Λ
(c,a)
1 =
∏
G
G(c,a), G(c,a) est absolument irre´ductible.
Appliquons maintenant l’algorithme A2 du chapitre 2 pour calculer les p.g.c.d. pa-
rame´triques de χ et χ1 dans F (u)[C]. Cet algorithme partage de nouveau chaque G en
un nombre fini d’ensembles constructibles E . Pour chaque E , l’algorithme calcule un
polynoˆme χ2 ∈ F (u)[C] tel que pour tout a ∈ E , le polynoˆme χ(a)2 est un p.g.c.d. de χ(a)
et χ
(a)
1 dans F [C].
Pour chaque polynoˆme G, prenons
Γ :=
G
Λ2
∈ F ′(C, u)[Z]
Ces polynoˆmes partagent l’ensemble de solutions du syste`me S
(a)
vm au sens du point 2)
du the´ore`me 5.5.5. Le nombre totale des e´le´ments de cette partition de Vvm ainsi que les
bornes sur les degre´s et les tailles binaires sont obtenus par le the´ore`me 3.5.3, la section 6
du chapitre 4 et l’algorithme A2 du chapitre 2. 2
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5.5.3 Construction d’un point ge´ne´rique efficace parame´trique
de chaque composante W
(a)
wm
Fixons un ensemble constructible E du the´ore`me 5.5.5, pour chaque couple (c, a) ∈ F×E
ou` c est une racine de χ
(a)
2 , on conside`re l’anneau suivant de coordonne´s de la varie´te´ affine
W(a)vm ∩ {Z0 6= 0} sur F :
A = F [W(a)vm ∩ {Z0 6= 0}]
= F
[
Z1, . . . , Zn
]
/
(
ψ
(c,a)
1 (1, Z1, . . . , Zn), . . . , ψ
(c,a)
N (1, Z1, . . . , Zn), h
(a)
αs (1, Z1, . . . , Zn)
)
Dans la suite nous allons e´tablir une adaptation du lemme 2.5 de [58] au cas parame´trique
pour e´laborer une correspondance bijective entre les composantes absolument irre´ductibles
W
(a)
wm de W(a)vm et les classes (S,Γ(c,a)) du syste`me S(a)vm (lemme 5.5.8 ci-dessous). Celle-ci
permettra d’avoir un point ge´ne´rique efficace de chacune de ces composantes d’une manie`re
uniforme (voir corollaire 5.5.9). Nous aurons besoin de deux lemmes suivants [125, 79].
Lemme 5.5.6 Il existe une correspondance bijective entre l’ensemble des composantes ab-
solument irre´ductibles de la varie´te´ W(a)vm et l’ensemble des ide´aux premiers minimaux de
l’anneau A.
Conside´rons l’ensemble multiplicatif P = F [Z1, . . . , Zn−m−1] \ {0} ⊂ A. La localisation
P−1A de A en P est un anneau local, i.e, admet un seul ide´al maximal.
Lemme 5.5.7 Les ide´aux premiers minimaux de l’anneau P−1A sont de la forme P−1I
ou` I est un ide´al premier minimal de A qui n’intersecte pas P .
Lemme 5.5.8 Sous les notations ci-dessus, les trois ensembles suivants sont en bijection :
1) L’ensemble des composantes absolument irre´ductibles W
(a)
wm de la varie´te´ W(a)vm ,
i.e., l’ensemble des fils wm du noeud vm de l’arbre T
(a).
2) L’ensemble de classes d’homomorphismes d’alge`bres P−1A −→ F ′ de meˆme noyaux sur
le corps F ′ = F (t1, . . . , tn−m−1).
3) L’ensemble des classes (S,Γ(c,a)) du syste`me S(a)vm (voir the´ore`me 5.5.5).
Preuve. 1) ⇔ 2) : Soit W (a)wm une composante absolument irre´ductible de W(a)vm alors par
le lemme 5.5.6, l’ide´al Iwm := I(W
(a)
wm) est un ide´al premier minimal de A. Puisque Iwm
n’intersecte pas P car Z1, . . . , Zn−m−1 sont alge´briquement inde´pendants dans l’anneau
F [W
(a)
wm∩{Z0 = 1}], alors par le lemme 5.5.7, P−1Iwm est un ide´al premier minimal de P−1A.
Or P−1A est une alge`bre de dimension finie sur F (t1, . . . , tn−m−1) car le syste`me
S
(a)
vm admet un nombre fini de solutions dans P
m+1(F ′), alors P−1Iwm est un ide´al maximal
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de P−1A et F ′ ⊂ P−1A/P−1Iwm est une extension finie des corps. Alors il existe un
homomorphisme des corps
P−1A/P−1Iwm −→ F ′
qui envoie Zi en ti pour tout 1 ≤ i ≤ n − m − 1. Donc on associe a` W (a)wm la classe
d’homomorphismes de meˆme noyaux engendre´ par la composition de cet homomorphisme
avec la surjection canonique P−1A −→ P−1A/P−1Iwm .
Re´ciproquement, pour une classe d’homomorphismes, son noyau est un ide´al maxi-
mal de P−1A, par le lemme 5.5.7 il est de la forme P−1I ou` I est un ide´al premier minimal
de A qui n’intersecte pas P , il lui correspond une composante absolument irre´ductible de
W(a)vm par le lemme 5.5.6.
2)⇔ 3) : Soit τ : P−1A −→ F ′ une classe d’homomorphismes sur F ′, le point
ξ := (1, τ(Zn−m), . . . , τ(Zn))
est une solution du syste`me S
(a)
vm alors il existe une certaine classe de solutions S avec son
polynoˆme associe´ Γ(c,a) tel que ξ ∈ S (the´ore`me 5.5.5). Donc il existe une racine η de
Γ(c,a) ∈ F ′[Z] tels que les e´quations
τ(Zn−m)p
µ
= B(c,a)n−m(η)
...
τ(Zn)
pµ = B(c,a)n (η)
nous donnent l’e´galite´ suivante :
F ′[η] = F ′[τ(Zn−m)p
µ
, . . . , τ(Zn)
pµ ]
on associe a` τ la classe (S,Γ(c,a)).
Reciproquement, soit (S,Γ(c,a)) une classe de solutions du syste`me S(a)vm , on a l’e´galite´
suivante des corps (par le point 2 du the´ore`me 5.5.5) :
F ′[η] = F ′
[(ξn−m
ξ0
)pµ
, . . . ,
(ξn
ξ0
)pµ]
ou` η est une racine de Γ(c,a) ∈ F ′[Z] et (ξ0 : ξn−m : . . . : ξn) ∈ S. Il existe un homomorphisme
de F ′[η] dans F ′, celui-ci peut-eˆtre prolonge´ a` un homomorphisme
σ : F ′
[ξn−m
ξ0
, . . . ,
ξn
ξ0
]
−→ F ′
car l’extension
F ′
[(ξn−m
ξ0
)pµ
, . . . ,
(ξn
ξ0
)pµ]
⊂ F ′
[ξn−m
ξ0
, . . . ,
ξn
ξ0
]
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est purement inse´parable. Puisque (ξ0 : ξn−m : . . . : ξn) est une solution du syste`me S
(a)
vm
alors il existe un homomorphisme d’alge`bre sur F ′ :
pi : P−1A −→ F ′
[ξn−m
ξ0
, . . . ,
ξn
ξ0
]
Donc on associe l’homomorphisme σ ◦ pi a` cette classe de solutions. 2
Corollaire 5.5.9 Sous les notations ci-dessus, on peut construire un point ge´ne´rique ef-
ficace pour chaque composante W
(a)
wm de la varie´te´ W(a)vm . Les bornes sur les degre´s et les
tailles binaires des expressions qui interviennent dans la repre´sentation du point ge´ne´rique
efficace sont comme dans le the´ore`me 5.2.5.
Preuve. Soit wm un fils de vm, par le lemme 5.5.8, on associe une classe (S,Γ(c,a)) de
solutions du syste`me S
(a)
vm et un homomorphisme de F
′-alge`bre
σ : P−1A −→ F ′
de noyau P−1Iwm . Il existe donc un homomorphisme P
−1A/P−1Iwm −→ F ′, ceci nous
donne l’e´galite´
F ′[η] = F ′
[
σ(Zn−m)p
µ
, . . . , σ(Zn)
pµ
]
ou` η est une racine de Γ(c,a). D’ou` l’isomorphisme de corps suivant qui de´finit un point
ge´ne´rique efficace de la composante W
(a)
wm :
F ′[η] ' F
(Z1
Z0
, . . . ,
Zn−m−1
Z0
,
(Zn−m
Z0
)pµ
, . . . ,
(Zn
Z0
)pµ)
⊂ F (W (a)wm).
Cet isomorphisme est de´fini par les expressions suivantes :
Γ(c,a)(η),

Z1
Z0
= t1
...
Zn−m−1
Z0
= tn−m−1(
Zn−m
Z0
)pµ
= B(c,a)n−m(η)
...(
Zn
Z0
)pµ
= B(c,a)n (η)
Les bornes sur les degre´s et les tailles binaires de polynoˆmes Bn−m, . . . ,Bn et Γ sont donne´es
par le the´ore`me 5.5.5. 2
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5.5.4 Construction d’un syste`me repre´sentatif parame´trique de
chaque composante W
(a)
wm
Fixons dans ce paragraphe un ensemble constructible E du the´ore`me 5.5.5 et un fils
wm du noeud vm, de second type. Nous voulons dans ce paragraphe partager de nouveau
E en un nombre fini d’ensembles constructibles. Pour chacun d’eux, nous calculons de
polynoˆmes Ψ1, . . . ,ΨM ∈ F (C, u)[Z0, . . . , Zn] homoge`ne en Z0, . . . , Zn tels que leurs
spe´cialisations en (c, a) de´finissent la varie´te´ W
(a)
wm pour toute valeur a des parame`tres dans
cet ensemble et c une racine de χ
(a)
2 (voir le lemme 5.5.12).
On associe au fils wm un F -sous-espace vectoriel, note´ Ωwm , de l’espace de tous les
polynoˆmes homoge`nes de F [Z0, . . . , Zn] de degre´s d
m+1 par :
Ωwm := {g ∈ F [Z0, . . . , Zn], homoge`ne, deg(g) = dm+1, g ≡ 0 sur W (a)wm}.
Il est e´vident que W
(a)
wm ⊂ V (Ωwm) ou` V (Ωwm) ⊂ P n(F ) est l’ensemble des ze´ros communs
des polynoˆmes de Ωwm . Pour montrer l’e´galite´ entre ces deux varie´te´s, nous aurons besoin
du lemme suivant [66, 58] :
Lemme 5.5.10 Soient W1 ⊂ W2 ⊂ P n(F ) deux varie´te´s projectives avec deg(W1) ≤ d.
Alors il existe un polynoˆme homoge`ne g ∈ F [Z0, . . . , Zn] de degre´ ≤ d qui s’annule iden-
tiquement sur W1. En plus, pour toute composante absolument irre´ductible W3 de W2
qui n’est pas une composante absolument irre´ductible de W1 on a dim(W3 ∩ V (g)) =
dim(W3)− 1.
Proposition 5.5.11
W (a)wm = V (Ωwm).
Preuve. Supposons que V (Ωwm) * W
(a)
wm alors il existe un e´le´ment ξ ∈ V (Ωwm) et ξ /∈ W (a)wm .
Appliquons le lemme 5.5.10 sur les deux varie´te´s W1 := W
(a)
wm et W2 := W
(a)
wm ∪{ξ}, puisque
deg(W
(a)
wm) ≤ deg(W(a)vm ) ≤ dm+1 alors il existe un polynoˆme g ∈ Ωwm et par suite g(ξ) = 0,
donc g s’annule identiquement sur W2 et pour toute composante absolument irre´ductible
W3 de W2, on a W3 ∩ V (g) =W3, ceci est une contradiction avec le lemme 5.5.10. 2
Lemme 5.5.12 Sous les hypothe`ses ci-dessus, il existe un algorithme qui partage E en (au
plus) dO(m
2n2) ensembles constructibles U . Pour chaque U , l’algorithme calcule un syste`me
repre´sentatif parame´trique Ψ1, . . . ,ΨM ∈ F (C, u)[Z0, . . . , Zn] de Wwm. Les bornes sur les
degre´s et les tailles binaires de ces polynoˆmes sont comme dans le the´ore`me 5.2.5.
Preuve. Soit (c, a) ∈ F × E ou` c est une racine de χ(a)2 , la proposition 5.5.11 montre que
si {g1, . . . , gM} est une base de Ωwm alors
W (a)wm = V (g1, . . . , gM)
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ou`
M := dimF (Ωwm) ≤
(
n+ dm+1
n
)
≤ (3dm+1)n ≤ dO(mn).
Remarquons que par le lemme 2.2.8 du chapitre 2, un polynoˆme g ∈ F [Z0, . . . , Zn], de
degre´ dm+1 est un e´le´ment de Ωwm si et seulement si
g
(
1, t1, . . . , tn−m−1,
(Zn−m
Z0
)pµ
, . . . ,
(Zn
Z0
)pµ)
= 0 dans F (t1, . . . , tn−m−1)[η]
ou` les expressions des fonctions rationnelles
(
Zt
Z0
)pµ
sont donne´es par l’isomorphisme du
preuve du corollaire 5.5.9 qui de´finit un point ge´ne´rique efficace de W
(a)
wm .
Cette e´quation de´finit un syste`me line´aire homoge`ne parame´tre´ obtenu en mettant
tous ses coefficients en t1, . . . , tn−m−1, η e´gaux a` ze´ros. Le degre´ de cette e´quations par
rapport a` t1, . . . , tn−m−1, η est ≤ dO(m2n), alors le nombre d’e´quations de ce syste`me est
borne´ par
(dO(m
2n))(n−m) ≤ dO(m2n2)
Les inconnues de ce syste`me sont les coefficients de g, leur nombre est(
n+ dm+1
n
)
≤ (3dm+1)n ≤ dO(mn).
Les degre´s des e´quations de ce syste`me par rapport a` u et par rapport a` T1, . . . , Tl (resp.
C) sont borne´s par
d2δ
O(r2)dO(m
3r2d2)
(resp. δdO(m
3d)) (voir the´ore`me 5.5.5). Graˆce au lemme 5.5.10, ce syste`me ve´rifie la
proprie´te´ suivante :
Pour tout a ∈ E , il existe c ∈ F racine de χ(a)2 ∈ F [C] tel que le syste`me ho-
moge`ne a` coefficients dans F obtenu apre`s e´valuation des variables C et u en c et a
respectivement admet une solution non triviale.
On applique l’algorithme de Gauss parame´trique du chapitre 2 sur ce syste`me, ce
qui permet de de´composer E en (au plus) dO(m2n2) ensembles constructibles U ve´rifiant :
- Les degre´s des e´quations et des ine´quations de chaque U par rapport a` u et par
rapport a` T1, . . . , Tl sont borne´s par
d2δ
O(r2)dO(m
3r2d2).
- Pour chaque U , l’algorithme calcule des polynoˆmes Ψ1, . . . ,ΨM ∈ F (C, u)[Z0, . . . , Zn]
qui ve´rifient :
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1) degC(Ψj) ≤ δdO(m3d), degu(Ψj) ≤ δO(r2)dO(m3r2d2) et degT1,...,Tl(Ψj) ≤
d2δ
O(r2)dO(m
3r2d2) pour tout 1 ≤ j ≤M .
2) Pour tout a ∈ U , il existe c ∈ F racine de χ(a)2 ∈ F [C] tels que :
- Aucun des de´nominateurs de Ψ1, . . . ,ΨM ne s’annule en (c, a).
- Les vecteurs des coefficents de Ψ
(c,a)
1 , . . . ,Ψ
(c,a)
M ∈ F [Z0, . . . , Zn] forment une base
de l’espace Ωwm de solutions du syste`me homoge`ne correspondant. Ceci est e´quivalent a`
dire par la proposition 5.5.11 que
W (a)wm = V (Ψ
(c,a)
1 , . . . ,Ψ
(c,a)
M ) ⊂ P n(F ).2
5.6 Analyse de la complexite´ totale de l’algorithme
du the´ore`me 5.2.5
Le nombre totale d’e´le´ments de cette partition finie de l’espace des parame`tres ainsi
que les bornes sur leurs degre´s et leurs tailles binaires double-exponentielle (en n) (voir
the´ore`me 5.2.5) s’obtiennent des hypothe`ses de l’induction (section 4), du lemme 5.5.3,
lemme 5.5.4, the´ore`me 5.5.5 et du lemme 5.5.12.
Nous analysons la complexite´ de l’e´tape m + 1 de l’induction, en effet, la complexite´ de
la construction des N = (k − 1)dm + 1 ensembles U˜m,s est juste celle de l’algorithme
d’e´limination de quantificateurs de [24] applique´ sur la formule de´crite dans la preuve du
lemme 5.5.3, elle est donc borne´e par
(δd1d2)
O(r2l)dO(mr
2ld2).
La complexite´ du calcul de tous les ensembles constuctibles E du the´ore`me 5.5.5
est de´termine´e par celles de l’algorithme de re´solution de syste`mes parame´tre´s ze´ro-
dimensionnels du chapitre 3 sur le syste`me Svm de´finis ci-dessus et de l’algorithme de
factorisation absolue de polynoˆmes parame´tre´s du chapitre 4. En tenant compte des bornes
e´tablies dans la preuve du the´ore`me 5.5.5 sur les degre´s et les tailles binaires des entre´es
de ces algorithmes, cette complexite´ est donne´e par
(δd1d2)
O(r4l)dr
4ldO(m
2n)
.
Cette borne est doublement exponentielle en m2n vu que celle de l’algorithme de factori-
sation absolue de polynoˆmes parame´tre´s du paragraphe 6 du chapitre 4 est exponentielle
en le degre´ du polynoˆme a` factoriser (ici ce degre´ est dO(m
2n)).
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D’ou` la complexite´ de l’e´tape m+ 1 de l’algorithme est borne´e par
(δd1d2)
O(r4l)dr
4ldO(m
2n)
.
en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd1d2)
O(r4l)dr
4ldO(m
2n)
.
Remarque 5.6.1 Le passage de l’e´tape m a` l’e´tape m+1 entraˆıne un passage des bornes
(sur les degre´s et sur le nombre des ensembles constructibles) exponentielles aux celles
doublement exponentielles. Vu cette croissance on peut penser que puisqu’on a n e´tapes
a` parcourir pendant l’induction pour de´crire toutes les varie´te´s absolument irre´ductibles
associe´es aux noeuds des arbres T , les bornes deviennent n- fois exponentielles en n a` la
dernie`re e´tape de l’induction. En fait, ceci n’arrive pas parce que dans chaque e´tape de l’in-
duction, le degre´ du polynoˆme parame´tre´ Λ1 a` factoriser (voir la preuve du the´ore`me 5.5.5)
reste toujours borne´ par dO(m
2n). Donc toutes les bornes de la sortie de l’algorithme sont
doublement exponentielles en n. De meˆme, la complexite´ totale de l’algorithme est
(δd1d2)
O(r4l)dr
4ldO(n
3)
.
en tant que nombre d’ope´rations dans H. Sa complexite´ binaire est
(pM1M2)
O(1)(δd1d2)
O(r4l)dr
4ldO(n
3)
.
5.7 Description des composantes des varie´te´s V (a)
Revenons maintenant a` la description des composantes absolument irre´ductibles des
varie´te´s V (a) = V (f
(a)
1 , . . . , f
(a)
k ) d’une manie`re uniforme sur les valeurs des parame`tres.
Par la proposition 5.2.4, ces composantes sont parmi les varie´te´sW
(a)
vm associe´es aux noeuds
vm des arbres des composantes T
(a) (i.e., les feuilles de T (a)).
Corollaire 5.7.1 Chaque e´le´ment U de la partition finie de l’espace des parame`tres en
ensembles constructibles du the´ore`me 5.2.5 ve´rifie :
- Le nombre des composantes absolument irre´ductibles est constant sur U , i.e., pour
tout a, b ∈ U , le nombre des composantes absolument irre´ductibles de la varie´te´ V (a) est
e´gale a` celui de V (b).
- Chaque composante absolument irre´ductible W (a) de V (a) est donne´ par un point
ge´ne´rique efficace parame´trique et un syste`me repre´sentatif parame´trique. Les
bornes sur les degre´s et les tailles binaires des expressions qui interviennent dans leurs
repre´sentations sont comme dans le the´ore`me 5.2.5.
Preuve. Par le lemme 2.2.8 du chapitre 2, on peut ve´rifier si une varie´te´ W
(a)
vm de l’arbre
T (a) donne´e par un point ge´ne´rique efficace, est une composante de V (a). Les autres points
de ce corollaire se de´duisent du the´ore`me 5.2.5. 2
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Chapitre 6
Appendice
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6.1 Notions de complexite´
Nous utilisons deux sortes de complexite´, la complexite´ alge´brique comme e´tant le
nombre d’ope´rations e´le´mentaires dans le corps de base F et la complexite´ binaire en
tenant compte de la repre´sentation des e´le´ments de F (voir aussi [118]).
6.1.1 Complexite´ binaire
De´finition 6.1.1 1) La longueur d’un e´le´ment a ∈ Fpm est e´gale a` log2 pm.
2) Soit a ∈ Z \ {0}, si a = (−1)∑0≤i≤n ai2i est la repre´sentation binaire de a
avec an = 1, ai ∈ {0, 1} alors la longueur (taille binaire) de a, note´e l(a) est de´finie par :
l(a) = n+ 1 = blog2 |a|c+ 1 ≤ log2 |a|+ 1, l(0) = 1
ou` b∗c est la partie entie`re de ∗.
3) La longueur (taille binaire) d’un polynoˆme f ∈ Z[X1, . . . , Xn], note´e l(f), est le
maximum des longueurs (tailles binaires) de ses coefficients dans Z.
Proposition 6.1.2 (Proprie´te´s des tailles binaires)
i) Si a, b ∈ Z \ {0} alors
l(a+ b) ≤ max {l(a), l(b)}
et
l(a) + l(b)− 1 ≤ l(ab) ≤ l(a) + l(b)
ii) Si f, g ∈ Z[X1, . . . , Xn] alors l(f + g) ≤ max {l(f), l(g)}+ 1 et l(fg) ≤ l(f) + l(g) + 1.
6.1.2 Symboles de complexite´
De´finition 6.1.3 Soient f(k) et g(k) deux fonctions positives.
1) On dit que f(k) est un O(g(k)) (ou bien f(k) = O(g(k))) s’il existe une constante
c > 0 et un e´le´ment k0 tels que pour tout k ≥ k0 on ait f(k) ≤ cg(k).
2) On dit que f(k) est un Ω(g(k)) (ou bien f(k) = Ω(g(k))) s’il existe une constante c > 0
et un e´le´ment k0 tels que pour tout k ≥ k0 on ait f(k) ≥ cg(k).
3) On dit que f(k) est un Θ(g(k)) (ou bien f(k) = Θ(g(k))) si et seulement si
f(k) = O(g(k)) et f(k) = Ω(g(k)).
4) On dit que f(k) est un o(g(k)) (ou bien f(k) = o(g(k))) si pour tout  > 0 il
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existe un e´le´ment k0 tel que pour tout k ≥ k0 on ait f(k) ≤ g(k). Ceci est e´quivalent a`
que
lim
k→+∞
f(k)
g(k)
= 0.
5) On dit que f(k) est un ω(g(k)) (ou bien f(k) = ω(g(k))) si pour tout  > 0 il existe un
e´le´ment k0 tel que pour tout k ≥ k0 on ait f(k) ≥ g(k). Ceci est e´quivalent a` que
lim
k→+∞
f(k)
g(k)
= +∞.
De´finition 6.1.4 1) Un algorithme est dit polynomial (i.e., effectuant un calcul dans un
temps polynomial) si sa complexite´ (i.e., temps d’exe´cution) est de la forme kO(1) ou` k est
la taille de son entre´e.
2) Un algorithme est dit exponentiel si sa complexite´ est un eO(k) ou` k est la taille
de son entre´e.
3) Un algorithme est dit sous-exponentiel si sa complexite´ est un O(ef(k)) ou` f(k)
est un o(k) et k est la taille de son entre´e. Par exemple, f(k) = k
log(log(k))
.
6.1.3 Complexite´ d’e´valuation des polynoˆmes multivarie´s
La complexite´ d’e´valuation d’un polynoˆme multivarie´ est donne´e par le lemme suivant :
Lemme 6.1.5 Soit h ∈ F [X1, . . . , Xn] un polynoˆme non nul de degre´ ≤ d et (t1, . . . , tn) ∈
F n. Alors l’e´valuation de h en (t1, . . . , tn) (i.e., le calcul de h(t1, . . . , tn)) se fait avec(
n+d
n
) ≤ (d + 1)n ope´rations e´le´mentaires dans F . Si F = Z et l(h), l(ti) ≤ M pour
tout 1 ≤ i ≤ n alors la taille binaire de h(t1, . . . , tn) est
l(h(t1, . . . , tn)) ≤ (M + 1)d.
6.2 Alge`bre line´aire
Nous rassemblons dans cette section quelques lemmes (voir [118, 8]) qui sont utilise´s
dans les chapitres pre´ce´dents.
Soit F [X1, . . . , Xn]≤d le F -sous-espace de F [X1, . . . , Xn] forme´ par les polynoˆmes de
degre´ total borne´ par d. Le lemme suivant montre que F [X1, . . . , Xn]≤d est de dimension
finie sur F et calcule sa dimension.
Lemme 6.2.1 Le nombre des monoˆmes de F [X1, . . . , Xn] de degre´ ≤ d est
(
n+d
n
) ≤ (d +
1)n.
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Corollaire 6.2.2 Le nombre des monoˆmes de F [X0, . . . , Xn] de degre´ d est
(
n+d
n
)
.
Lemme 6.2.3 Soit A une matrice carre´ d’ordre m a` coefficients dans F [X1, . . . , Xn] de
degre´ borne´ par d. Soit D = det(A) ∈ F [X1, . . . , Xn]. Alors
deg(D) ≤ md.
6.3 The´orie combinatoire
6.3.1 Partitions des entiers
De´finition 6.3.1 Soit d un entier non nul. Une partition de d est une famille {d1, . . . , ds}
d’entiers qui ve´rifient :
d = d1 + · · ·+ ds, d1 ≥ · · · ≥ ds.
On note par pt(d) l’ensemble des partitions de d.
Lemme 6.3.2 Pour tout entier naturel d, le nombre d’e´le´ments de pt(d) est borne´ par
dd+1.
Preuve. Le nombre d’e´le´ments de pt(d) est borne´ par∑
2≤s≤d
(
d− 1 + s− 1
s
)
≤
∑
2≤s≤d
(d− 1)s
≤ (d− 1)
d−1 − 1
d− 2 (d− 1)
2
≤ dd+1.2
Une meilleure borne sur le nombre d’e´le´ments de pt(d) est donne´e dans [3], a` savoir 24d.
6.3.2 Principe de Dirichlet
Rappelons ici un principe de la the´orie combinatoire appele´ le principe de Dirichlet,
qui est e´nonce´ par le mathe´maticien allemand Dirichlet en 1842 de la fac¸on suivante :
Si n e´le´ments sont distribue´s dans m ensembles et si m est strictement infe´rieur a`
n, alors il y a au moins un ensemble qui rec¸oit au moins deux e´le´ments.
Une autre forme de ce principe s’e´nonce ainsi : si n e´le´ments sont distribue´s dans n
ensembles sans qu’il y en ait deux dans un meˆme ensemble, alors chaque ensemble contient
exactement un e´le´ment.
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6.4 Varie´te´s projectives
Soit F un corps commutatif et K une extension de F . L’espace P n = P n(K) := (Kn+1 \
{0})/ v est appele´ l’espace projective n-dimensionnelle sur le corps K ou` v est la relation
d’e´quivalence de´finie par :
(x0, . . . , xn) v (y0, . . . , yn) ⇐⇒ ∃λ ∈ K \ {0}, (x0, . . . , xn) = λ(y0, . . . , yn)
Pour un e´le´ment (x0, . . . , xn) ∈ Kn+1 \{0}, sa classe d’e´quivalence modulo v est note´e par
(x0 : . . . : xn), i.e.,
(x0 : . . . : xn) := {λ(x0, . . . , xn), λ ∈ K \ {0}}.
De´finition 6.4.1 Un polynoˆme f ∈ F [X0, . . . , Xn] est dit homoge`ne de degre´ d si tous ses
monoˆmes ont le meˆme degre´ d.
Proposition 6.4.2 Tout polynoˆme g ∈ F [X0, . . . , Xn] s’e´crit d’une manie`re unique sous
la forme
g =
∑
0≤i≤d
gi
ou` d = deg(g) est le degre´ total de g et gi ∈ F [X0, . . . , Xn] est homoge`ne de degre´ i pour
tout 0 ≤ i ≤ d. Les polynoˆmes gi sont appele´s les composantes homoge`nes de g.
Proposition 6.4.3 Soit f ∈ F [X0, . . . , Xn] un polynoˆme homoge`ne et a = (a0 : . . . :
an) ∈ P n(K). Si f s’annule en (a0, . . . , an) alors f s’annule en λ(a0, . . . , an) pour tout
λ ∈ K \ {0}.
Preuve. Il suffit de remarquer que f(λX0, . . . , λXn) = λ
df(X0, . . . , Xn) pour tout λ ∈
K \ {0} ou` d = deg(f). 2
De´finition 6.4.4 Soient f1, . . . , fk ∈ F [X0, . . . , Xn] de polynoˆmes homoge`nes. L’ensemble
VK(f1, . . . , fk) := {(a0 : . . . : an) ∈ P n(K), fi(a0, . . . , an) = 0, pour tout 1 ≤ i ≤ k}
est appele´ une F -varie´te´ projective de P n(K) de´finie par f1, . . . , fk.
De´finition 6.4.5 Un ide´al I de F [X0, . . . , Xn] est dit homoge`ne si pour tout g ∈ I, ses
composantes homoge`nes sont aussi dans I.
The´ore`me 6.4.6 Soit I un ide´al de F [X0, . . . , Xn]. Les proprie´te´s suivantes sont
e´quivalentes :
i) I est un ide´al homoge`ne de F [X0, . . . , Xn].
ii) I = (f1, . . . , fk) ou` f1, . . . , fk sont de polynoˆmes homoge`nes de F [X0, . . . , Xn].
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Corollaire 6.4.7 Soit I un ide´al homoge`ne de F [X0, . . . , Xn]. L’ensemble
VK(I) := {a ∈ P n(K), f(a) = 0 pour tout f ∈ I}
est une F -varie´te´ projective.
Proposition 6.4.8 Soit V ⊂ P n(K) une F -varie´te´ projective et IF (V ) l’ensemble de´fini
par
IF (V ) := {f ∈ F [X0, . . . , Xn], f(a) = 0 pour tout a ∈ V }.
Si K est un corps infini alors IF (V ) est un ide´al homoge`ne de F [X0, . . . , Xn].
De´finition 6.4.9 Une F -varie´te´ projective V ⊂ Kn est dite irre´ductible sur F si V ne
peut pas eˆtre de´compose´e en union de deux F -varie´te´s propres i.e., si V = V1 ∪ V2 ou` V1
et V2 sont deux F -varie´te´s alors V1 = V ou V2 = V .
De´finition 6.4.10 Une F -varie´te´ V ⊂ Kn est dite absolument irre´ductible si elle est
irre´ductible sur F .
The´ore`me 6.4.11 Toute varie´te´ projective V ⊂ P n(K) s’e´crit d’une manie`re unique sous
la forme :
V = V1 ∪ · · · ∪ Vm
ou` Vi est une varie´te´ projective irre´ductible avec Vi * Vj pour tout i 6= j. Les varie´te´s
V1, . . . , Vm sont appele´es les composantes irre´ductibles de V .
6.4.1 Dimension
Dans la litte´rature, on trouve plusieurs de´finitions e´quivalentes de la dimension, note´e
dimV , d’une varie´te´ alge´brique V . Nous illustrons dans ce paragraphe une telle de´finition.
1- Inde´pendance alge´brique :
Tout au long de ce paragraphe E de´signe une extension de F .
De´finition 6.4.12 Des e´le´ments α1, . . . , αr ∈ E sont dits alge´briquement inde´pendants
sur F s’il n’existe pas un polynoˆme non nul a` r variables et a` coefficients dans F qui
s’annule en (α1, . . . , αr) ∈ Er.
De´finition 6.4.13 E est dite une extension purement transcendante de F s’il existe une
famille finie α1, . . . , αr d’e´le´ments de E, alge´briquement inde´pendants sur F tel que E =
F (α1, . . . , αr).
Proposition 6.4.14 Soit α1, . . . , αr ∈ E alge´briquement inde´pendants sur F et α ∈ E.
Alors α1, . . . , αr, α sont alge´briquement inde´pendants sur F si et seulement si α est trans-
cendant sur F (α1, . . . , αr).
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De´finition 6.4.15 Une famille B = {α1, . . . , αr} d’e´le´ments de E est une base de
transcendance de l’extension E/F si et seulement si :
i) α1, . . . , αr sont alge´briquement inde´pendants sur F .
ii) B est maximale avec la proprie´te´ i), i.e., B n’est pas strictement contenue dans
aucune famille B′ d’e´le´ments de E, alge´briquement inde´pendants sur F .
Corollaire 6.4.16 Soit B = {α1, . . . , αr} ⊂ E tel que α1, . . . , αr sont alge´briquement
inde´pendants sur F . Alors B est une base de transcendance de E/F si et seulement si E
est une extension alge´brique de F (α1, . . . , αr).
The´ore`me 6.4.17 i) Ils existent des bases de transcendance de l’extension E/F .
ii) Deux bases de transcendance de E/F ont le meˆme cardinal.
De´finition 6.4.18 Le cardinal commun de toutes les bases de transcendance de E/F est
appele´ le degre´ de transcendance de E/F , note´ deg trFE.
Proposition 6.4.19 E est une extension alge´brique de F si et seulement si deg trFE = 0.
The´ore`me 6.4.20 Soit F ⊂ E ⊂ L une suite d’extensions. Alors
deg trFL = deg trEL+ deg trFE.
2- Dimension d’une varie´te´ irre´ductible :
Soit V une F -varie´te´ affine de F n, irre´ductible sur F . Le corps des fonctions rationnelles
F (V ) est une extension de F .
De´finition 6.4.21 La dimension de V , note´e dimV , est le degre´ de transcendance de
F (V )/F , i.e., dimV est le nombre maximal d’e´le´ments de F (V ) qui sont alge´briquement
inde´pendants sur F .
De´finition 6.4.22 Si V est une F -varie´te´ de F n, dimV est le maximum des dimensions
des composantes irre´ductibles de V .
De´finition 6.4.23 La codimension d’une varie´te´ alge´brique V , note´e codimV , est e´gale a`
n− dimV .
Proposition 6.4.24 1) Soit V1 et V2 deux varie´te´s alge´briques. Si V1 ⊂ V2 alors
dimV1 ≤ dimV2.
2) Si F est alge´briquement clos et f ∈ F [X0, . . . , Xn] un polynoˆme homoge`ne non-
constant. Alors dimV (f) = n− 1.
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The´ore`me 6.4.25 (The´ore`me de la dimension de l’intersection)
Supposons que F est alge´briquement clos et f1, . . . , fk ∈ F [X0, . . . , Xn] de polynoˆmes ho-
moge`nes. Alors dimV (f1, . . . , fk) ≥ n− k.
Proposition 6.4.26 Soit V une varie´te´ alge´brique.
1) V est un ensemble fini si et seulement si dimV = 0.
2) V = ∅ si et seulement si dimV = −1.
The´ore`me 6.4.27 Supposons que F est alge´briquement clos et V ⊂ P n(F ) une varie´te´
irre´ductible sur F . Soit f ∈ F [X0, . . . , Xn] un polynoˆme homoge`ne qui ne s’annule pas sur
V alors dim(V ∩ V (f)) = dimV − 1 et la dimension de chaque composante de la varie´te´
V ∩ V (f) est dimV − 1.
3- Base de transcendance d’une varie´te´ alge´brique :
De´finition 6.4.28 Une base de transcendance d’une varie´te´ V de´finie et irre´ductible sur
F est une base de transcendance de son corps des fonctions rationnelles F (V ) sur F .
Soit V = V (I) ⊂ P n(K) une varie´te´ projective de´finie par l’ide´al homoge`ne
I = (g1, . . . , gs) ⊂ F [X0, . . . , Xn], de codimension m.
Les bases de Gro¨bner permettent de calculer la dimension de V et e´ventuellement
de calculer une base de transcendance :
Des variables X0, . . . , Xl sont alge´briquement inde´pendantes sur F si et seulement
si I ∩ F [X0, . . . , Xl] = {0}. Cette dernie`re condition peut-eˆtre tester par un calcul d’une
base de Gro¨bner G de I en respectant l’ordre lexicographique X0 ≥ · · · ≥ Xl ≥ · · · ≥ Xn,
parce que G ∩ F [X0, . . . , Xl] est une base de Gro¨bner de I ∩ F [X0, . . . , Xl] (voir [31, 98]).
6.4.2 Degre´
De´finition 6.4.29 Soit V une varie´te´ affine et irre´ductible, de dimension r. Le degre´
(ge´ome´trique) de V , note´ deg(V ), est de´fini par (voir [66])
deg(V ) = sup{]V ∩ L1 ∩ · · · ∩ Lr; L1, . . . , Lr hyperplans etV ∩ L1 ∩ · · · ∩ Lr est fini}
= sup{V ∩H; H sous espace de F n de dimension n− r, V ∩H est fini}.
De´finition 6.4.30 Soit V une varie´te´ affine. Le degre´ de V est la somme de degre´s de ses
composantes irre´ductibles.
The´ore`me 6.4.31 (Ine´galite´ de Be´zout [66, 15, 125, 112, 31]. Soient V1 et V2 deux
varie´te´s alge´briques, une borne supe´rieure du degre´ de V1 ∩ V2 est donne´e par
deg(V1 ∩ V2) ≤ deg(V1) deg(V2).
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