Abstract -In the application of the standard Levenberg-Marquardt training process of neural networks, error oscillations are frequently observed and they usually aggravate on approaching the required accuracy. In this paper, a modified Levenberg-Marquardt method based on variable decay rate in each iteration is proposed in order to reduce such error oscillations. Through a certain variation of the decay rate, the time required for training of neural networks is cut down to less than half of that required in the standard Levenherg-Marqnardt method. Several numerical examples are given to show the effectiveness of the proposed niethod.
Introduction
As is known, the Levenburg-Marquardt (LM) method shows the most efficient convergence during the Back Propagation (BP) training process because it acts as a compromise, between the first-order optimization method (steepest-descent method) with stable but slow convergence and the second-order optimization method (Gauss-Newton method) with opposite characteristics [I] .
However, when using the LM method for neural network training, several disadvantages are still observed i n the numerical computations. Firstly, large memory is required for matrix operations in each iteration and the computational complexity increases with the number of weights in a quadratic manner. Researches to improve the standard LM method mostly concentrated on this issue.
Memory demand and computational complexity can be greatly reduced by using techniques based' on Jacobian deficiency 121, block-diagonal approximation [3] or matrix contraction [4] . Secondly, serious error oscillations during the standard LM training process frequently occur and this phenomenon even aggravates when approaching the required accuracy. As will be discussed in the following sections, such error oscillations resulting in lengthy calculations are mainly ascribed to the use of a fixed decay rate. A modified method by varying the decay rate according to a certain generally applicable rule during the training process is presented in this paper. The proposed method shows great effectiveness in convergence and reduces the amount of training work by more than half of that in the standard LM method.
The Levenberg-Marquardt method
In the BP algorithm, the performance index F(w) to be minimized is defined as the sum of squared errors between the target outputs and the network's simulated outputs, namely where w=[w,, w?. ..., w , v ]~ consists of all weights of the network, e is the error vector comprising the errors for all the training examples.
When training with the LM method, the increment of weights Aw can be obtained as follows
where J is the Jacobian. matrix, 1 is the training parameter which is to be updated using the decay rate p depending on the outcome. In particular, 1 is multiplied by the decay rate p ( 0 < p < I ) whenever F(w) decreases, while A is divided by p whenever F(w) increases in a new step.
The standard LM training process can, be illustrated in In the Neural Network Toolbox of MATLAB [6] , which is commonly used in neural network simulations, the default value of p is taken to be 0.1. This value is fixed during the whole training process, which is also the value recommended by Marquardt [5] . However, some disadvantages are observed in network training adopting such a strategy, as will be seen in the following numerical example.
A. Observations
A two-layer feedfonvard network NIlnSxII is built to train a set of 21 input/output pairs denoted by the crosses in 
B. Discussion
Generally, when a new reduced F(w) is reached, an However 'at the subsequent stages when F(w) approaches the neighborhood of the minimum, the use of a small step size is as important for stable convergence as the large reduction of F(w) at the beginning. 
IV. Rule of decay rate variation
In view of the above discussions, a Log-Linear function is proposed as the rule of varying , b ' after an iteration, namely, where F is the reduced sum of squared errors, FO is the first calculated F(w) based on initialized weights and F, .
is the required training accuracy. weights are shown in Fig. 2 and Fig. 4 respectively. Table  I summarizes the training results of the two methods using two different initialization cases.
Example 2: Nonlinear Static Mapping
In this example we train neural networks to approximate the surface shown in Fig. 5(a) . The function describing this surface is
A two-layer feedforward network N 1 2 x~x l~ was trained with 451 intersection points shown in Fig. 5(a) . The training results are shown in Fig. 5(b) and Table II . The typical training curves of the standard LM method and the modified LM method using the same initialized
In this example we train neural networks to predict results five steps ahead in a nonlinear dynamic process as shown in Fig. 6(a) . The inputs and outputs of the system satisfy the following equation, where, A two-layer feedforward network N19 x 10 x 11 was employed to predict a five-step advanced system output yo+^,. The 9 network inputs consist of 6 system inputs and 3 delayed outputs of the system, i.e. (~(~14) ,..., u(,.ll, y(,,. 
Y (~.~) ,

~(~-2 ) ) .
In all the simulations, 200 training samples were used for training the network. The training results are shown in Fig. 6(b) and Table tU.
VI. Conclusions
Although the standard LM method is considered to be one of the most effective methods in training feedforward neural networks, error oscillations frequently occur during the process and the problem usually aggravates on approaching the required accuracy due to the fixed decay rate p= 0.1. As a result, the process is time-consuming because of a lot of unnecessary trials.
In the'modified LM method, error oscillations are .
greatly reduced and therefore network training is greatly accelerated. There are three major advantages in the proposed method:
(1) The decay rate , 8 varying from 0.1 to 0.9 with reduced F(w) guarantees that a subsequent trial of decreasing 1 would usually cause a relative large descend of F(w), and this is valuable in the neighborhood of the minimum. As a result, training is greatly accelerated and it often involves less than half the amount of computation required in the standard LM method.
(2) Modification to the decay rate as practiced in the modified LM method is more effective in convergence than improvement in weight initialization.
(3) Training acceleration achieved by the modified LM method is not so sensitive to weight initialization condition as the standard LM method. In other words, special consideration of effective weight initialization is not essential when using the modified LM method.
In the practical application of neural networks, fast convergence in training is always desired, especially when network leaming is running under a real-time mode. The method proposed in this paper can meet such requirements pretty well with little additional computation work compared with the standard LM method.
