Abstract: The paper is concerned with the solution of nonlinear ill-posed problems by methods that utilise the second derivative. A general predictor{corrector approach is developed; one which avoids solving quadratic equations during the iteration process. Combining regularisation of each iteration step with an adequate stopping condition leads to a general regularisation scheme for nonlinear equations. Possible implementations and discussion of the performance of this method are illustrated by applications to some well{known inverse problems.
Introduction
In inverse problems we are often concerned with solving the nonlinear equation F(x) = g; (1.1) where F : U X ! Y is a di erentiable operator between Hilbert spaces; those relating the unknown x (in our viewpoint, a coe cient in a partial di erential operator) and the data g (typically some functional of the solution of the di erential operator measured as output of the system). A classical numerical approach would be the Newton method, or if (1.1) is formulated as a least squares problem to minimise the functional de ned by (x) = 1 2 kr(x)k 2 2 , Institut f ur Angewandte Mathematik, Universit at Erlangen-N urnberg, D-91058 Erlangen, FRG.
y Department of Mathematics, Texas A&M University, College Station, Texas 77843-3368. This author acknowledges thanks for partial support from the NSF. 1 r(x) := F(x) ? g, the Gau {Newton method or modi cations 2]. In essence these schemes rely on a rst order model; F is approximated by F(x + h) F(x) + F 0 x]h (1.2) and the present approximation x is corrected to x + h by setting F(x + h) = g. If the problem is ill{posed, as almost all inverse coe cient problems are, then certain di culties occur. The ill{posedness stems from the fact that the map F is compact, a property inherited by the derivative F 0 . Thus the inversion of the map F 0 x]h will require regularisation and this is typically accomplished by nding an invertible approximant of F 0 or suitably restricting the class of allowable solutions x, and, possibly, combining this with a stopping rule governing the iteration process. A second degree model would seek to determine the correction h to the current value x from the Taylor polynomial F(x + h) F(x) + F 0 x]h + 1 2 F 00 x](h; h): (1.3) In the least squares setting, the second derivative of involves the residual multiplied by the individual hessians. This can lead to diminishing returns if the residual is small. In the optimisation literature there have been many schemes and implementations that utilise the second derivative in approximating solutions of (1.1). However, these have tended to be less popular than schemes that require at most a single derivative, see for example 2]. In particular, it is rare in the inverse problems literature to see the use of derivatives higher than the rst. However, some results in the case of ill{conditioned problems in R n are known from approaches using an approximation of the second derivative 23].
In the general theory, there are two main reasons cited for avoiding the use of schemes requiring the second derivative. The rst is that if the residual is small, then the second derivative is also small; thus near convergence the contributions of the terms involving the higher order derivatives is negligible. This is particularly pronounced when the nonlinearity in the function F is mild. The second is based on the fact that in many applications the increased convergence rate of the higher order scheme does not repay the computational e ort of computing the Hessian matrices. As we will show in this paper, these objections are to some extent unfounded for many classical inverse problems in partial di erential equations. As noted, such problems are frequently highly ill{posed and require some regularisation procedure, typically by constraining some aspect of the solution being sought. In consequence, the data, even if accurate, may arise from a function not in the designated constraint class and so the residual will never be zero. In the presence of noise, more regularisation will be required further restricting the degree to which the residual can be reduced. Indeed, it has been observed over a wide variety of problems that iterative solution algorithms should usually terminate the iteration procedure before the residual reaches the minimum possible by the method 5]. For many undetermined coe cient problems in partial di erential equations where one is trying to invert the map F from the unknown coe cient c to the data g, it is possible to represent the derivative F 0 as the solution of a di erential equation with similar form to that specifying the map F. In this case advantage can be taken of the e ort already performed in the computation of the direct map F to compute F 0 relatively cheaply. A similar situation also holds for the second derivative of the map. In the examples we use to illustrate the scheme, both of the rst and second derivatives can be computed at less than the cost of another direct solve. Even in those situations where derivatives cannot be evaluated without considerable additional computation or where either the nonlinearity is relatively weak or the data error small, there is potential advantage in using our second degree scheme.
The advantage of using a \frozen" Newton method, where the derivative is held at an initial guess throughout the iteration process has been demonstrated in a wide variety of inverse coe cient problems. By choosing a su ciently simple coe cient, for example a constant, it is sometimes possible to explicitly compute the relevant derivatives. In this situation one is also able to better estimate the degree of regularisation required for stable inversion. Even if this explicit calculation is not feasible, the method can provide computational advantages. One disadvantage of this approach is that inevitably more iterations are required. However, this can be completely o set by using a second degree scheme that freezes both the rst and second derivative at a known solution. Indeed, in this case one can often get e ective numerical convergence with less computational e ort from the second degree scheme using frozen derivatives than one can by using the full Newton method.
There is a further di culty in using a second degree model; to update the correction h in (1.3) requires the solution of a quadratic equation to be (regularised and) solved at each iteration step. To avoid this, we use the following predictor{corrector procedure. Let x 0 denote a starting guess and leth be computed by a Newton step, Of course, in each of (1.4) and (1.5) we must address the regularisation issue. Some advantages are seen at once in one dimension. We can combine both steps and obtain the iteration scheme
( Newton iteration function applied to f. We are not claiming that the second degree method is a more stable algorithm or indeed that it o ers superior nal reconstructions. The lack of compactness in F that is inherited by F 0 is also inherited by the second derivative and so the additional term cannot be expected to signi cantly change the ill{conditioning of the problem. In some cases the second degree method with frozen derivatives involved a slightly better{conditioned inversion in the corrector step than in the predictor (which is the only one that would be used in a rst degree model). However, we did nd advantages in the nal reconstruction and often a signi cant improvement in the number of iterations (and in the computational e ort) required before the stopping condition terminated the iteration process.
In the next section of the paper we shall show that the scheme (1.4), (1.5) gives a general solver for well{posed nonlinear equations as long as the second derivative is available. Its application to ill{posed problems requires regularisation of both the predictor and the corrector step and of course we also need a stopping criterion to ensure a reliable approximation. The main part of section 2 will show that using Tikhonov's regularisation for the linear equations and a certain stopping rule will lead to convergence of the scheme under similar conditions as the regularised Newton method 8] or the Landweber iteration 10].
Retaining the predictor-corrector approach to the second degree method leaves many possible variations to be considered. For example, we will hold the derivative operators constant at the value obtained from the starting guess and refer to such schemes and their components as \frozen Newton", \frozen predictor", \frozen corrector" etc. We focus on the \full" and the \frozen" schemes. In a last short section some other possible modi cations are discussed. The subsequent sections are devoted to the analysis of our second degree method as applied to four standard undetermined coe cient problems. By this means we hope to bring out what we see as the main features of the method and using this collection of problems we will address the issues raised earlier in the introduction. In section 3 we apply the scheme to a problem where a parameter has to be determined from multiple input sources and show that the convergence condition of section 2 holds. The excellent performance of the second degree method with frozen derivatives compared to full Newton is demonstrated. In section 4 we consider the classical inverse Sturm{Liouville problem and we will derive an explicit formula based on our predictor{corrector scheme where the derivatives are taken about the initial constant potential. We will show that this gives an excellent approximation to even relatively large potentials from the initial guess, that is, without recourse to computing even the direct map F(q). In section 5 we consider the problem of recovering the support of an unknown source in Poisson's equation from Cauchy boundary data. In this case we see that the very mild nonlinearity involved makes the use of the second degree scheme less compelling. Finally, in section 6 inverse obstacle scattering is investigated. We show that both the rst and second derivatives can be computed here from a scattering problem of identical nature to that for the computation of F. Thus the additional overhead in implementing the scheme (1.4), (1.5) is relatively low and in consequence there is considerable computational advantage in using the second degree method.
A second degree method
For ill{posed problems a regularisation strategy of the scheme (1.4), (1.5) is required.
We will suggest such a method and in fact show convergence with respect to noise level, but we rst consider well{posed problems; presenting a proof of convergence analogous to the established procedure for the classical Newton method 25]. Applying this lemma using noise{free data implies thatĥ n constitutes a Cauchy sequence and the limit x is a solution of the problem. For polluted data the lemma is used to show that the iterates are close to the iterates from the noise{free case provided the stopping condition does not apply. This is the basic idea of the following proof of the regularisation properties. By monotonicity this shows convergence for n ! 1.
It remains to show that the limit x of x n is a solution. Lemma 2.3 yields
Thus, the sum is bounded for N ! 1 and we obtain lim which shows that n( ) is nite.
We can easily show by induction the continuous dependence x n ! x n for xed n 2 N and ! 0. Now two cases have to be considered.
First, we assume that the sequence n( ) has a nite accumulation point, i.e. without loss of generality n( ) = N for N . Then follows lim !0 x n( ) = lim !0 x N = x N :
Moreover, by the de nition of n( ) we know kg ? F(x n( ) )k : Taking the limit ! 0 implies F(x N ) = g, and we conclude lim !0 x n( ) = x N = x :
In the second case we assume that a subsequence of n( ) is unbounded and obtain from (2.12) that kx ? We assume the input source functions are of the form f j (x) = sin j x, j 2 N, and for a given value of a we denote by u j (x; a) the solution of the direct problem solving (3.1). The additional data needed to recover a is g j = u 0 j (0; a).
Let F : U !l 2 be the map a 7 ! fu 0 j (0; a)g 1 j=1 , where U fa 2 H 1 0; 1] : a(t) > 0; a(0) = 1 = a(1)g andl 2 denotes the Hilbert space of sequences fc j g 1 j=0 with P 1 j=1 jc j j 2 j 2 < 1. As in example 11.1 of 5], we observe that the condition (2.5) is satis ed which ensures convergence of the second degree method by Theorem 2.2. The function u j (x; 1) can be explicitly computed, u j (x; 1) = sin(j x)=j 2 2 . This allows us to compute the required derivatives for the rst and second degree schemes utilising derivative operators held xed at a = 1. The rst degree model with frozen derivatives at a = 1 now requires at each iteration step the solution of the equation
Jh s = (g j ? u 0 j (0; a n )) j=1:::N (3.5) with the update a n+1 = a n +h, where J jk = v 0 j (0; 1; sin k x). The second degree method additionally seeks the solution h s = (h k ) k=1:::N of J + 1 2 H(h) h = (g j ? u 0 j (0; a n )) j=1:::N (3.6)
where H jk (h s ) = w 0 j (0; 1;h; sin k x). The next iteration is then de ned by a n+1 (x) = a n (x) + P N k=1 h s k sin k x. and subject to the data on x = 1, u(1; t) = g(t). We shall denote the solution of (4.1) and (4.2) for a given q by u(x; t; q). As shown in 21], the function g can be constructed from the eigenvalue data and is the unique solution of the integral equation R 1 0 g(t) sin p n t dt = ? sin p n for each n = 1; 2; : : : . The asymptotics of the n guarantees that this is easily and stably solved for g(t). Some preliminary analysis shows also that one can reduce the problem to the situation of a potential with zero mean, that is R 1 0 q = 0 and thus the function g(t) can be taken to be odd about the origin and g(1) = 0. We now must consider the mapping taking potentials onto the data. In fact it is more convenient to choose the map such that F : L 2 0; 1] ! L 2 0; 1] is de ned by F q](t) = u t (1; t) = g 0 (t). One can compute the derivative of the map F, and in particular the derivative held at the zero potential F 0 0]h gives valuable insight to the problem. In fact, as shown in 21], the frozen Newton method gives remarkably good results. An easy calculation shows that F 0 q]h must be given as the solution u 0 (x; t; q; h) of Now it follows that u 0 t (1; t; 0; h) = 1 2 (h( 1+t 2 ) + h( 1?t 2 )) and the symmetry assumption on our potentials allows us to conclude that u 0 t (1; t; 0; h) = h( 1+t 2 ). The frozen Newton scheme now becomes q n+1 (s) ? q n (s) = g 0 (2s ? 1) ? u t (1; 2s ? 1; q n ) (4.4) for s 2 0; 1] and where u(1; t; q) is extended as an odd function.
In a similar fashion we can compute the second derivative F 00 0](h 1 ; h 2 ) as the solution of the Goursat problem u 00 tt ? u 00 xx = f(x; t) for 0 < t x < 1 (4.5) with u 00 (x; 0) = 0 and u 00 (x; x) = 0 and the function f equal to f(x; t) = ?h 1 (x)u 0 (x; t; 0; h 2 ) ? h 2 (x)u 0 (x; t; 0; h 1 ): (4.6) We must compute u 00 t (1; t; 0; h 1 ; h 2 ). In view of our representation (4.3) for u 0 we can write (4.6) In implementing the predictor step as a frozen Newton update, we must solve an equation of the form h 1 (t) =g 0 (t) at each iteration whereg(t) = 1 2 (g(2t ? 1) ? u(1; 2t ? 1; q n )), which impliesg(t) = ?g(1 ? t). In the initial approximation we have simplyg(t) = g(2t ? 1)=2. Using (4.7) and setting h = h 2 . As an illustration of the ability of the second degree method to improve an initial approximation we show in gure 2 the results of using the predictor (a Newton step from q = 0) and then the corrected version (the second degree method).
The actual potential is the function q(x) = 50 sin(3 x) e ?5x , x 2 0; 1=2], and the reconstruction uses the rst 10 Dirichlet eigenvalues. These eigenvalues were quite accurate and the information contained in them was su cient to recover the actual potential (shown as a dotted curve) to within about one percent as measured in the L 2 norm. The gure on the left was obtained by using formula (4.4) with q 0 = 0.
Note that since u(1; t; 0) = 0 this means we have simply q 1 (x) = g 0 (2x ? 1). The gure on the right used (4.8) where, since q 0 = 0,g(x) = 1 2 g(x). This Volterra integral equation of the second kind is easily inverted to recover h and hence the approximation q 1 . The initial updated approximation is remarkably good using only the purely pre- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83% of the reconstruction in the rst step without having even to compute a value of the direct map u(1; x; q). However the superiority of the correcting term in (4.8) is quite apparent for now (1 ? kq 1 ?qk 2 )=kqk 2 = 0:97 and this is quite close to the nal reconstruction possible from the limited data. The point to be made here is that for the very little additional cost of solving (4.8), as opposed to taking only the rst term Neumann approximation of the Volterra equation, we gain a substantially improved reconstruction This extra e ort is certainly much less than would be necessary to perform a direct computation to obtain u(1; t; q). In fact in most cases, a single further iteration of the second degree method will su ce. That is, we can e ectively reconstruct the potential q from eigenvalue data by solving the Volterra equation (4.8) A perturbation argument shows that this equation is uniquely solvable, if the predictorh is su ciently small. Sinceh is de ned by (5.6) we obtain the behaviour H nj = O(r ?j?1 0 ) with respect to the radius r 0 . Thus, applying H onh damps the j mode by this factor. The same asymptotic formula holds for the frozen Newton step in (5.6). Therefore we cannot expect a signi cant change in the condition number with respect to r 0 and N by adding the Hessian matrix in the second degree method. The numerical experiments presented below used arti cial data, which were computed by a boundary integral equation approach to the direct problem (see 17] ). In modelling noise we added a random vector of 5% of the L 2 -norm approximation of these highly accurate data. Fortunately, a good starting guess (represented by the dotted curve) is available using v = 1 in (5.2), which shows that the volume of D is given by the mean of the data. Therefore we used as a starting curve a circle bounding a disk of this volume centered at the origin. Without any additional regularisation the simple frozen iteration schemes (5.6) and Reconstructions from noisy data (5.7) allow the use of frequencies up to N 4, which is only su cient to represent objects D which do not contain much structure. Therefore we consider Tikhonov's regularisation of (5.6) and (5.7) as suggested in section 2 using N = 10 in all numerical experiments presented below. Figure 3 shows the reconstruction of a kite shaped object from noise{free data using the regularisation parameters = 10 ?4 for the frozen Newton scheme and 1 = 10 ?5 ; 2 = 10 ?4 for the second degree method. We observe a good reconstruction by the second degree method on the rst iteration step. The gures show these reconstruction after the rst and the 10th iteration. The residual error during iteration (the full line) and the error in the reconstruction with respect to the true boundary curve (dashed line) are given in the gure on the right. The di erences in the performance of the two schemes, using the predictor step only (frozen Newton method) and the frozen second degree approach, decreases if we consider much smaller objects. The reasons seems to be that the higher regularisation which is then required cancels the positive e ect of considering the second derivative. This is also observed in case of data polluted by high levels of noise. In Figurereconstructions , when the stopping condition applies (here kg ? F(q j )k=kgk 0:07 was chosen). The performance in the worst case suggests more regularisation. Increasing the Tikhonov parameters lead to smaller di erences in the two methods and to more stable but poorer results. Decreasing the Tikhonov parameters and increasing the stopping value can often lead to quite good reconstructions, but this highly dependent on the actual data set used and on average the results show more instability. The same performance with respect to appropriate regularisation parameters occurs for the full iteration methods using the derivatives at q j . A more signi cant di erence in using the full second degree method is observed in an inverse scattering problem considered in the following section. 6 An inverse scattering problem .7) where u is the solution of the scattering problem, u 0 j (j = 1; 2) is the solution of the boundary value problem (6.4),(6.5) with respect to the variation h j and denotes the curvature of @D.
Here H 1 loc (R 2 nD) denotes the convex space of function, locally in H 1 , i.e. in the Sobolev space H 1 ( ) for any bounded subset R 2 nD. We denote by h = h the tangential component of h and r is the tangential gradient. We should remark that the regularity assumptions on @D and h 1 ; h 2 seem to be necessary to ensure the representation (6.6), (6.7) . Under this assumption we obtain u 2 H 3 ( ), and from the boundary value problem (6.4), (6.5) this implies that u 0 2 H 2 ( ) and nally u 00 2 H 1 ( ) (see 6]). Unfortunately, we were not able to verify condition (2.5) for a speci cation of the set of admissible boundaries in a Hilbert space which would imply convergence of the iterative schemes. However, we did implement the second degree method using the representation (6.6) and (6.7). From the iteration (1.4), (1.5) and the above representation, we observe that we do need a solver for the exterior Dirichlet problem which allows the computation of the far eld patterns u 1 For an implementation of the second degree method we have to specify the set of admissible boundaries. Here we assume starlike obstacles, i.e. the boundary can be represented by @D = x = r(t) cos t sin t : t 2 0; 2 ) with a 2 {periodic positive function r 2 C 3 (R). By the n-th iteration r n the next step is de ned by r n+1 = r n + h from solving the linear equations (1.4) and (1.5). Now we assume variations of r n only in a nite dimensional setting represented by a trigonometric polynomial, h(t) = 1 2 h 0 + P N j=1 h c j cos(jt) + h s j sin(jt). Then an iteration step consists in solving the direct scattering problem with boundary represented by r n by the integral equation (6.8) and computing the far eld pattern F(r n ) and the Neumann boundary values. Next we compute the 2N + 1 derivatives u 0 in the direction of the basis function again using the integral equation (6.8) with f = ?h @u @ . This leads to the construction of the Jacobian matrix J and we solve for the predictor step (J J + 1 R)h = J (g ? F(r n )) (6.11) to obtain the Fourier coe cientsh ofh. Here the matrix R is diagonal with entries R jj = 1 + j 2 for j = 0; : : : N and R jj = 1 + (j ? N) 2 for j = N + 1; : : : ; 2N corresponding to the cosine and the sine modes inh. This approximates the Tikhonov regularisation with respect to the H 2 norm and shows a slightly better performance in suppressing oscillations in the reconstruction. Now usingh (suppressing the imaginary part) we can compute the corrected h by solving again 2N +1 direct problems for the second derivative in the direction of any basis function. This leads to a linear system (T T + 2 R)h = T (g ? F(r n )) (6.12) for the Fourier coe cients of h. Since the system is complex valued we again consider only the real part and use the update r n+1 (t) = r n (t) + Re(h(t)). Note that the e ort of computing the derivatives is small since we only have to change the right hand side of the integral equation (6.8) . The Newton method of course only required using the prescribed predictor step. We also emphasize that we choose trigonometric polynomials for simplicity. The use of di erent basis functions can be of advantage in certain cases (see 4]). as the actual scatterer. This is one of the examples we tested, where a signi cant di erence to the Newton method occurred. In some experiments the performance of both methods was very similar, but we never observed a case where the Newton method reached a signi cantly better reconstruction than the second degree approach. Accurate arti cial data computed by a di erent boundary integral equation based on the representation theorem were used. Figure 5 shows the result after the rst This di erence cannot be seen in the relative residual error ku 1 ? F(r n )k=ku 1 k plotted as the solid line curve on the bottom. The dashed error curve shows the approximation of the L 2 {error of the di erence in the reconstruction and the original boundary. For such noise{free testing the regularisation parameters were xed with = 0:01 for the Newton method and 1 = 0:001, 2 = 0:01 for the second degree scheme. Increasing the parameter in the Newton method can smooth the indentation but with the price of getting poorer reconstructions in the shadow region. The incident direction d of the plane wave is marked by an arrow in the gures. Of course, if we use more information by adding further incident waves we can improve the reconstructions in both methods. As is usual in such problems, the choice of the regularisation parameter is more delicate in the case of noisy data. Figure 6 shows reconstructions from a more di cult initial guess when 10% random noise was added to the data. We model noisy data by adding a random vector of 10% of its approximated L 2 norm. The results presented in gure 6 show the reconstruction closest to the mean value of the error from 100 runs with varying random noise. We have chosen = 0:5, 1 = 0:05 and 2 = 0:5 which was su cient for all tests with this noise level. Note that the second degree iteration starts slower. This is compensated after a few iteration steps. The second picture in each method was stopped when the relative residual error was less than 15%. The number of iterations required is provided at the top of the pictures.
7 Some variations on the basic scheme
In the predictor{corrector scheme (1.4), (1.5) it is the second inversion that utilises the second degree model, the rst step in (1.4) is required mainly to obtain the value ofh in order that (1.5) be a linear operator in h. This suggests that we might have exibility in modifying the predictor step and indeed we considered several options. However, none of these appeared to improve on the scheme (1.4), (1.5) . First, at the nth iteration step we can simply takeh = h n?1 , namely the value for h used at the previous iteration. This has the advantage of simplicity and not requiring an inversion of (1.4) along with attendant concerns about correct regularisation. In practice this approach worked poorly. The rapid initial convergence of the scheme guaranteed that the value of the perturbation h varied signi cantly from the previous iteration and so the predicted valueh was invariably of too large a norm. Second, we can use a Landweber update for the predictor step. This would amount to replacing (1.4) byh = (F 0 x n ]) (g ? F(x n )) with a scaling parameter > 0. If an inequality like (2.9) is still satis ed then convergence could also be obtained. The e ect of a Landweber step is quite di erent from that of a Newton one. The former tends to preferentially improve the low frequencies of the solution whereas the latter tends to improve the high frequencies. This might seem an ideal choice since the predictor and corrector would then have properties that might be bene cially complementary. A drawback is the need to compute the adjoint operator of F 0 . This is sometimes easier to obtain than the derivative itself, but we are forced to compute F 0 anyway on the way to computing F 00 as required by (1.5) . From tests of this approach we usually could not observe any advantage since a better regularisation e ect could be compensated by choosing larger values for 1 and 2 . As a another suggestion along these lines, we can incorporate the second degree method into a Levenberg-Marquardt scheme applying it to one or both the predictor or corrector step. We can also modify the corrector step in a variety of ways. One of the most obvious, and again borrowed ideas from the numerical solution of ordinary di erential equations, is to iterate the corrector step. This means we use h computed again in the same equation (1.5) as a predictor and determine a (hopefully) better update. Sometimes slightly better reconstructions can be obtained by this idea but we rarely found it worth the (slight) additional computational cost. For Newton's method, Bakushinski Ba] showed that adding an additional penalty term of the form j (x j ?x 0 ) to the inversion step can act as a further regularisation. He showed a convergence result for this method and established a stopping criterion for dealing with noisy data. The additional term penalises the solution for di ering by too much from the initial guess. While this can stabilise an otherwise divergent sequence one can often achieve the same e ect simply by increasing the Tikhonov parameter j . The Bakushinski-modi ed scheme usually requires substantially more iterations than the unmodi ed one. The idea can be applied to either the predictor or, we would expect with greater possible advantage, to the corrector. Of course we could implement this additional penalty in both steps. Both (1.4) and (1.5) require regularisation for stable inversion, but we can use quite di erent regularisation schemes in the predictor and the corrector. We have noticed that good results are often obtained by using a smaller value of regularisation parameter in the predictor step than in the corrector, in fact a smaller value than would be necessary to stabilise the scheme using only the predictor (or Newton's method). This is only a statement that the second degree step is able to \correct" relatively minor levels of instability arising from the rst stage. There is nothing to prevent the use of say spectral-cut o in one step and Tikhonov in the other, and indeed such a combination may be of value for certain types of problems. Finally, we comment on the case where the derivatives in (1.4) and (1.5) evaluated at a general point x cannot be computed without considerable computational expense. Assuming that the computation is possible either analytically or numerically at some valuex (possibly corresponding to a constant coe cient or simple geometry) then we can view the frozen predictor-corrector scheme described above as a quasiNewton method with the second degree term \correcting" the \predicted" derivative. Applying a rst order Taylor approximation to F 0 we obtain F 0 x]h = F 0 x]h + F 00 x](x ?x; h). If we use again a Newton step as the predictor then this would lead to an alternative quasi Newton scheme di ering from the frozen version of (1.5) due to the absense of the factor of 1 2 . On the real line we arrive at the iteration scheme x n+1 = x n ?
f(x n )f 0 (x n ) (f 0 (x n )) 2 ? f 00 (x n )f(x n ) :
instead of (1.6). The scheme (7.1) is also known in the literature. It appears to be originally due to Schr oder (see ST]) and was designed to handle multiple roots. This suggests there may well be alternative correctors with quite di erent properties and in fact their applicability may extend beyond the use as quasi-Newton approximants to the rst derivative. In 24] it is shown that F 00 de ned by (A.2) ensures a second order expansion of F. Here we will prove a representation of F 00 and that F 00 is the second Fr echet derivative in the sense of (A.1), which con rms the existence result in 20]. We have to determine the rst term in (A.2). Let us consider the weak formulation of the scattering problem (6.1){(6. We de ne the di eomorphism ' i (x) = x + h i (x) mapping onto h i assuming h i is su ciently small (i = 1; 2). In order to avoid the dependence of the domain of integration on h 2 a change of variables leads to Z h 
