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Control Barrier Function based Quadratic Programs Introduce
Undesirable Asymptotically Stable Equilibria
Matheus F. Reis, A. Pedro Aguiar and Paulo Tabuada
Abstract—Control Lyapunov functions (CLFs) and control
barrier functions (CBFs) have been used to develop prov-
ably safe controllers by means of quadratic programs (QPs),
guaranteeing safety in the form of trajectory invariance with
respect to a given set. In this manuscript, we show that this
framework can introduce equilibrium points (particularly at
the boundary of the unsafe set) other than the minimum of
the Lyapunov function into the closed-loop system. We derive
explicit conditions under which these undesired equilibria
(which can even appear in the simple case of linear systems with
just one convex unsafe set) are asymptotically stable. To address
this issue, we propose an extension to the QP-based controller
unifying CLFs and CBFs that explicitly avoids undesirable
equilibria on the boundary of the safe set. The solution is
illustrated in the design of a collision-free controller.
I. INTRODUCTION
While the design of asymptotically stabilizing controllers
has been extensively studied in control Lyapunov theory
[8], the design of controllers capable of enforcing invari-
ance of a particular set of states has been the subject of
study in the context of control barrier functions (CBFs)
[2]. The concept of barrier functions was initially used in
constrained optimization [4] due to their ability to provably
establish invariance properties of sets. In [12] and [11],
barrier certificates were introduced as a tool to formally
prove safety of nonlinear and hybrid systems. In the seminal
work [3], the concept of CBFs was introduced with a novel,
less conservative form of barrier constraint, allowing the
barrier function value to grow when far away from the
boundary of the safe set. This extension allows the system
trajectory to approach the boundary of the safe set without
ever leaving it. Additionally, [3] also introduced the idea
of unifying CBFs with Control Lyapunov Functions (CLFs)
[13] through the use of quadratic programs (QPs), effectively
combining safety and stabilization requirements in a single,
elegant framework suitable for control. The optimization-
based framework introduced by [3] was followed by a series
of related works demonstrating its applicability, such as
collision-free control for multi-robot systems [15], persistent
control for teams of mobile robots [9], bipedal robot walking
[5], safe learning of system dynamics [16], and adaptive
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Fig. 1. System trajectories for the QP-based control of the integrator
with a circular obstacle. The undesirable asymptotically stable equilibrium
is shown in red.
safety using CBFs in the presence of parametric model
uncertainty [14].
However, the QP-based framework shared across these
works suffers from an important limitation. While it guar-
antees invariance of the system trajectories with respect to
the safe set as a hard constraint, it softens the stabilization
objective in other to maintain the feasibility of the con-
strained optimization problem everywhere. In this work, we
demonstrate using a simple example that this methodology
can introduce equilibria other the minimum of the CLF into
the closed-loop system, and that these undesirable equilibria
can even be asymptotically stable1. While [6] proposed a
modification of the original QP problem seeking to guarantee
that the CLF is strictly negative when the barrier constraint
is inactive, it still does not address the problem of existence
of other types of asymptotically stable equilibria other then
the CLF minimum, as we demonstrate in this manuscript.
In [10], a smooth control law for safety and stabilization
was proposed using a different method based on finding
and combining different weighted centroids of the feasible
control set. However, it remains unclear if this approach
actually addresses the problem of undesired equilibria.
This paper adds to the literature in the following important
ways. First, it demonstrates, both theoretically and by means
1An illustration of this phenomena can be seen in Fig. 1 for the integrator
system with a convex obstacle. Note that even for the initial condition x0 =
(4, 4), which is far from the obstacle, the trajectory x(t) does not converge
to the origin.
1
of numerical simulations, that the QP-based controller with
CLF-CBF constraints proposed by [3] introduces undesired
equilibria other than the CLF minimum into the resulting
closed-loop system. Secondly, a sufficient condition under
which the resulting undesired equilibria are asymptotically
stable are explicitly derived for the integrator system. Finally,
we propose an extension to the QP-based controller unifying
CLFs and CBFs that explicitly avoids undesirable equilibria
on the boundary of the safe set. The solution is illustrated in
the design of a collision-free controller.
Notation. The operator ∇ : C1(Rn) → Rn is defined
as the gradient ∂
∂x
of a scalar-valued differentiable function
with respect to x. We use the notation LfV to denote the Lie
derivative of a differentiable function V : Rn → R along the
vector fields f and g, that is, LfV = ∇V Tf ∈ R and LgV =
∇V Tg ∈ R1×m, respectively. We denote linear dependency
between two vectors v, w ∈ Rn by v ‖ w. Define the scaled
orthogonal projection Pv = ‖v‖
2
In − vvT ∈ Rn×n for a
vector v ∈ Rn, which is a scaled version of the matrix
represention for the orthogonal projection operator defined
over Rn. It has the following useful properties: (i) Pv = PTv
(symmetry), (ii) P2v = ‖v‖
2Pv; (iii) the spectrum of Pv is
composed of 0 and ‖v‖2 with algebraic multiplicity 1 and
n − 1, respectively; (iv) Pv z = ‖v‖
2
z for all z ∈ Rn
on the projective subspace defined by v ∈ Rn (that is,
such that zTv = 0); (v) Pv w = 0 for all w ∈ Rn such
that v ‖ w. For a matrix M ∈ Rn×m, the set N (M) =
{x ∈ Rm|Mx = 0} denotes the kernel or nullspace of
M . The set SO(n) is the special orthogonal group of
dimension n, consisting of all orthogonal matrices M , i.e.,
MTM = In of determinant 1, and the set so(n) consists of
the corresponding special orthogonal Lie algebra of SO(n).
The operator ∧ : R
1
2n(n−1) → so(n) is the skew-symmetric
map from the real vector space of dimension R
1
2n(n−1)
to the corresponding Lie algebra so(n). For example, for
n = 3, ωˆ ∈ R3×3 represents the usual cross product
operator. The operator On : R
n → Rn×
n
2 (n−1) is defined
by ωˆx = On(x)ω. For n = 3, using the anticommutativity
of the cross product, we have ωˆx = −xˆω, and therefore
O3(x) = −xˆ.
II. QUADRATIC PROGRAMS FOR SAFETY CRITICAL
SYSTEMS
Consider the nonlinear, control-affine system
x˙=f(x)+g(x)u (1)
where x ∈ Rn is the system state and u ∈ Rm is the control
input. The vector fields f : Rn → Rn, g : Rn → Rn×m are
locally Lipschitz. The notation of G(x) = g(x)g(x)T will
also prove to be useful.
Definition II.1 (CLFs). A positive definite function V is a
control Lyapunov function (CLF) for system (1) if it satisfies:
inf
u∈Rm
[LfV (x) + LgV (x)u] ≤ −γ(V (x))
where γ : R≥0 → R≥0 is a class K function [7].
This definition means that there exists a set of controls
that makes the CLF strictly decreasing everywhere outside of
the origin. CBFs can be used to design controllers enforcing
stability. The corresponding set of stabilizing controls is
Kclf (x)={u∈R
m : LfV (x)+LgV (x)u ≤ −γ(V (x))} .
In constrast, safety can be framed in the context of
enforcing invariance of a particular set of states. Consider
the safe set C defined as the superlevel set of a continuously
differentiable function h : D ⊂ Rn → R, as [2]
C = {x ∈ D ⊂ Rn : h(x) ≥ 0}
∂C = {x ∈ D ⊂ Rn : h(x) = 0}
int(C) = {x ∈ D ⊂ Rn : h(x) > 0} .
Let k(x) be a feedback controller such that the closed-loop
system
x˙ = fcl(x) := f(x) + g(x)k(x) (2)
is locally Lipschitz. Then, for any initial condition x(0) ∈ D
there exists a maximum interval of existence I(x(0)) =
[0, τmax) such that x(t) is the unique solution to (2) on
I(x(0)) (if fcl is forward complete, τmax =∞).
Definition II.2 (Safety). The set C is forward invariant if,
for every x(0) ∈ C, x(t) ∈ C for all t ∈ I(x(0)). System (2)
is safe with respect to the set C if C is forward invariant.
Definition II.3 (CBFs). Let C ⊂ D ⊂ Rn be the superlevel
set of a continuously differentiable function h : D → R, then
h is a Control Barrier Function (CBF) for (1) if there exists
a locally Lipschitz extended class K∞ function 2 α such that
sup
u∈Rm
[Lfh(x) + Lgh(x)u] ≥ −α(h(x)) ∀x ∈ D .
The definition simply means that a CBF h(x) is only
allowed to decrease on the interior of the safe set int(C),
but not on its boundary ∂C. The set of control values that
render C forward invariant can be formally defined as
Kcbf(x)={u∈R
m : Lfh(x)+Lgh(x)u+α(h(x)) ≥ 0} .
A. Quadratic Program Formulation
The minimum-norm controller proposed by [3] is[
k(x)T δ(x)
]T
= argmin
(u,w)∈Rm+1
‖u‖2 + pw2 (3)
s.t. LfV (x)+LgV (x)u ≤ −γ(V (x)) + w
Lfh(x) + Lgh(x)u ≥ −α(h(x))
where p is a positive constant. The objective is to minimize
the norm of the control signal and of an auxiliary relaxation
variable w, while satisfying the CLF and CBF constraints.
The CBF constraint guarantees that u ∈ Kcbf(x), keeping
the system trajectories invariant with respect to the safe set.
The relaxation variable in the CLF constraint softens the
stabilization objective, maintaining the feasibility of the QP.
2An extended class K∞ function α : R → R is strictly increasing with
α(0)=0.
2
In the next section, we show that the closed-loop system
(2) with control k(x) from (3) has undesirable equilibrium
points other than the origin, and that these points can be
asymptotically stable.
III. ANALYSIS OF THE CLOSED-LOOP SYSTEM WITH
QP-BASED CONTROLLER
In this section, we investigate some aspects regarding the
existence of equilibrium points on the closed-loop system (2)
with k(x) given by (3) and their stability properties.
A. Existence of equilibrium points
We now present an important result describing the closed-
loop equilibria. The proof is presented in Appendix VII-A.
Theorem 1. The set E of equilibrium points of the closed-
loop system resulting from the application of the control law
(3) into (1) is given by
E = {0} ∪ Eint ∪ E∂C
where 0 ∈ Rn is the origin of the state space and
Eint=
{
x ∈ Ωclf
cbf
\{0}|f(x)=pγ(V (x))G(x)∇V (x)
}
(4)
E∂C=
{
x ∈ Ωclf
cbf
∩ ∂C |N



 f(x)
T
∇V (x)TG(x)
∇h(x)TG(x)


T

\{0} 6= ∅}
(5)
where G(x) = g(x)g(x)T, Eint is the set of interior equilib-
ria and E∂C is the set of boundary equilibria. The set Ωclf
cbf
denotes the states where the CLF constraint in (3) is active
and the CBF constraint is inactive, while Ωclf
cbf
denotes the
states where both CLF and CBF constraints are active:
Ω
clf
cbf
=
{
x ∈ Rn : LfV +γ(V ) ≥ 0 ,
LgV Lgh
T(LfV +γ(V )) < (Lfh+α(h))(p
−1+‖LgV ‖
2)
}
Ω
clf
cbf =
{
x ∈ Rn : LgV Lgh
T
(
Lfh+ α(h)
LfV + γ(V )
)
≤ ‖Lgh‖
2
,
LgV Lgh
T ≥
(
Lfh+α(h)
LfV +γ(V )
)
(‖LgV ‖
2
+p−1)
}
Remark III.1. Regarding the boundary equilibria, in gen-
eral, the existence of a nontrivial null space for the ma-
trix
[
f(x) g(x)LgV (x)
T g(x)Lgh(x)
T
]
implies collinear-
ity among vectors f(x), g(x)LgV (x)
T and g(x)Lgh(x)
T.
For an integrator x˙ = u with a convex CLF, E∂C is simply
E∂C = {x ∈ Ω
clf
cbf
∩ ∂C |∇V (x)‖∇h(x)} .
B. Stability of equilibrium points
It was already shown that, in general, the origin x = 0
is not an unique equilibrium point of the closed-loop system
(2) with k(x) given by (3). In this section, the objective is to
estabilish an example showing that some of these equilibria
can be asymptotically stable.
Theorem 2. Consider the integrator x˙ = u with u = k(x)
given by (3) with a convex CLF V (x). An equilibrium point
x⋆ ∈ E∂C is asymptotically stable if
HV (x
⋆)− cHh(x
⋆) > 0
where c ∈ R≥0 is the constant satisfying ∇V (x⋆) =
c∇h(x⋆) and HV , Hh are the Hessian matrices of the CLF
and the CBF, respectively.
The proof of this result is presented in Appendix VII-B.
In Fig. 1, we illustrate Theorem 2 by means of an example.
We use the CLF V (x) = 0.5λ1x
2
1 + 0.5λ2x
2
2, λ1 > λ2 and
CBF h(x) = 0.5‖x − xc‖
2 − 0.5r2, whose superlevel set
h(x) = 0 models the boundary of a circular obstacle with
radius r centered on xc ∈ R2. The set of boundary equilibria
is given by E∂C = {x ∈ Ωclfcbf ∩ ∂C |Λx = c(x − xc), c ∈
R} in this case. System trajectories starting close to the
top of the obstacle converge to the asymptotically stable
equilibrium point shown in red. Observing the CLF level set
at the equilibrium and the boundary ∂C, note that the local
curvature of the CBF is smaller than the local curvature of
HV (x) at the equilibrium, as expected from Theorem 2.
IV. LYAPUNOV SHAPING FOR QP-BASED CONTROLLERS
We now seek to design a stabilizing controller k(x) such
that the resulting closed-loop system (2) does not contain
certain types of undesired equilibria. Consider that a positive-
definite, non-radial 3 reference CLF Vr : R
n → R is given.
Remark IV.1. As an example, the reference CLF could be
the quadratic form Vr(x) =
1
2x
TΛx, where Λ > 0 ∈ Rn×n is
a diagonal matrix with at least a pair of distinct eigenvalues.
Next, define another CLF V : Rn × SO(n)→ R as
V (x,Q) = Vr(Qx) (6)
with Q ∈ SO(n). The time derivative of Q is
Q˙ = Q ωˆ (7)
where ω ∈ R
1
2n(n−1) is a virtual control signal with the
dimension of so(n). Using (2) and the properties of the
skew-symmetric map ∧, it is possible to show that the time
derivative of V (x,Q) is affine with respect to u and ω.
As pointed out by Remark III.1, the existence of bound-
ary equilibria is connected to the existence of sets where
vectors f(x), G(x)∇V (x,Q) and G(x)∇h(x) are pairwise
collinear. Motivated by this fact, we design a function that
measures the proximity of the trajectories to these sets:
D(x,Q)=
1
2
∇V (x,Q)TG(Pf+PG∇h)G∇V (x,Q) (8)
Remark IV.2. Using property (v) of the scaled or-
thogonal projection, note that (8) is zero for all
the combinations of collinearity conditions under which[
f(x) G(x)∇V (x,Q) G(x)∇h(x)
]
has a nontrivial null
3 A radial function r : Rn → R is defined by the property r(Qx) = r(x)
for all Q ∈ SO(n). That is, r is invariant under rotations around the origin.
3
space, which includes both points on E∂C and on Eint. There-
fore, D(x,Q) is zero for all x ∈ E∂C ∪ Eint, Q ∈ SO(n),
and strictly positive elsewhere.
Aiming at avoiding the collinearity conditions imposed
by the set D(x,Q) = 0 when the trajectories approach the
boundary ∂C, we define the barrier function candidate
hD(x,Q) = σ(h(x)) (D(x,Q)− ǫ) (9)
where ǫ is a small positive constant and σ : R → R is a
smooth, positive semi-definite function such that: (i) σ(0) >
0 and (ii) limt→∞ σ(t) = 0. The reason for this selection is
to ensure that D(x,Q) ≥ ǫ > 0 when x is close to ∂C.
In a similar way than for the CLF (6), the time derivative
of hD(x,Q) is also affine with respect to u and ω. This
fact allows the corresponding inequality constraint on the
dynamics of hD(x,Q) to be written as an affine inequality
constraint in both u and ω, allowing the use of QPs.
Finally, we propose a modification on the QP-based ap-
proach by [3] to achieve stabilization and safety for (2)
without the existence of boundary equilibria.
Theorem 3. Consider the nonlinear system with dynamics
given by (1) and full rank g(x). Assume a reference, positive
definite, non-radial CLF Vr(x), and the CLF V (x,Q) given
by (6), where Q ∈ SO(n) is virtual state with dynamics
given by (7) and Q(0) = In. Additionally, assume a convex
CBF h(x) and hD(x,Q) given by (9). The QP[
k(x)T ω(x)T δ(x)
]T
= argmin
(u,v,w)∈
R
m+1
2
(n2−n+2)
‖u‖2+q‖v‖2+pw2 (10)
s.t. V˙ (x,Q, u, v) + γ(V (x,Q)) ≤ w
h˙(x, u) + α(h(x)) ≥ 0
h˙D(x,Q, u, v) + β(hD(x,Q)) ≥ 0
with p, q > 0 and function β ∈ K∞ renders the set C forward
invariant and guarantees that no boundary equilibria exist.
The proof of this result is presented in Appendix VII-C.
The first and second constraints on (10) are the usual CLF
and CBF constraints from (3), guaranteeing stabilization and
safety with respect to set C as soft and hard constraints,
respectively. The third constraint guarantees that hD(x,Q) ≥
0 everywhere. Since ω(x) determines the dynamics of Q (as
given by (7)), its effect is of rotating the reference, non-radial
CLF around the origin, ensuring that D(x,Q) ≥ ǫ when the
trajectories are close to the boundary ∂C (since σ(h(x)) > 0
in this case).
V. SIMULATION RESULTS
In this section, we present numerical examples of our
approach for the integrator and different nonlinear systems.
We use the same CLF used before as the reference CLF
Vr(x) = 0.5λ1x
2
1 + 0.5λ2x
2
2, λ1 = 6 and λ2 = 1 and CBF
h(x) = 0.5‖x−xc‖
2−0.5r2, with xc =
[
0 3
]T
and r = 1.5.
For the proposed controller on Theorem 3, we have used
p = q = 5, γ = α = β = 1 and ǫ = 0.1.
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Fig. 2. System trajectories for the closed-loop system with the proposed
QP-based control for the integrator.
In the integrator case, f(x) = 0 and g(x) = In, and (8)
simplifies to D(x,Q) = 12∇Vr(Qx)
TQP∇hQT∇Vr(Qx).
Note that in this case, D(x,Q) = 0 consists of the set
of points where the gradients ∇V (x,Q) = QT∇Vr(Qx)
and ∇h(x) are collinear. Figure 2 shows different system
trajectories for the same initial conditions shown in Fig. 1.
The red equilibrium point on top of the obstacle does not
exist for the closed-loop system with the proposed controller,
and all trajectories are attracted the stable origin instead.
We also show the level set of the CLF for a particular
state on a particular trajectory, illustrating that V (x,Q) is
actually a rotated version of the reference CLF Vr(x). Our
proposed control rotates Vr(x) in order to avoid the trajectory
to approach the set defined by D(x,Q) = 0.
In Figs. 3 and 4, we show the results for two different non-
linear systems with f(x) given by f1(x) = 0.1‖x‖
[
1 1
]T
and f2(x) = 0.1(‖x‖ − xTx)
[
1 1
]T
, respectivelly, both
with g(x) = In. For the same initial conditions, the trajec-
tories show the evolution of the closed-loop system state for
both controllers. As before, the nominal QP-based controller
proposed by [3] introduces the same undesired equilibrium
point in the closed-loop system, while the trajectories for
our proposed controller are attracted towards the origin. This
behavior is obtained by the rotation of the CLF around
the origin induced by the QP-based controller described in
Theorem 3.
VI. CONCLUSIONS
In the present work, we have formally demonstrated
general conditions for the formation of undesired equilibria
on the closed-loop system with the QP-based controller
unifying CLFs and CBFs as proposed by [3], and showed that
these equilibria can be asymptotically stable even for simple
systems. Additionally, we have proposed a modification of
the controller proposed in [3] using a strategy that effectivelly
avoids the conditions for the formation of boundary equi-
libria. Future works include the extension of the proposed
controller for non-convex obstacles.
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Fig. 3. System trajectories for the closed-loop system with nominal and
proposed QP-based controller for f(x) = f1(x) and g(x) = In with a
circular obstacle.
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Fig. 4. System trajectories for the closed-loop system with nominal and
proposed QP-based controller f(x) = f2(x) and g(x) = In with a circular
obstacle.
VII. APPENDIX
A. Proof of Theorem 1
The Lagrangian associated to control law (3) is given by
L =
1
2
‖u‖2 +
1
2
pw2+λ1(LfV + LgV u+ γ(V )− w)
−λ2(LfV + Lghu+ α(h)) (11)
where the dependency of V (x), LfV (x), LgV (x), h(x),
Lfh(x), Lgh(x) and u(x) on the state was dropped for
compactness of notation. Here, λ1, λ2 are the Karush-Kuhn-
Tucker (KKT) multipliers, and the KKT conditions are
∂L
∂u
= u+ λ1LgV − λ2Lgh = 0 (12)
∂L
∂w
= pw − λ1 = 0 (13)
λ1(LfV + LgV u+ γ(V )− w) = 0 (14)
λ2(LfV + Lghu+ α(h)) = 0 (15)
with λ1, λ2 ≥ 0. At this point, we need to distinguish four
different cases depending on the activation of each constraint.
Case 1. In this case, both constraints are inactive, that is
LfV +LgV u+ γ(V )−w < 0 and Lfh+Lghu+ α(h) >
0 and λ1 = λ2 = 0. From the KKT conditions, k(x) =
0, ω(x) = 0. However, since γ(V ) < 0 in this case, this
solution never holds.
Case 2. In this case, only the CLF constraint is active, that
is LfV +LgV
Tu+γ(V ) = δ and Lfh+Lgh
Tu+α(h) > 0,
and λ1 ≥ 0, λ2 = 0. Using (12)-(13), the solution k(x) is
k(x) = −
LfV + γ(V )
p−1 + ‖LgV ‖
2LgV
T (16)
Since only the CBF is inactive in this case, (16) holds for
Ω
clf
cbf
as defined in Theorem 1. From the closed-loop system
(2), the equilibrium points are given by
fcl(x) = f(x)−
LfV + γ(V )
p−1 + ‖LgV ‖
2G∇V = 0 (17)
There are two possible solutions for (17):
(i) f(x) = 0 and G(x)∇V (x) = 0 for some x ∈ Ωclf
cbf
.
(ii) f(x) = κG(x)∇V (x): substituting this expression into
(17) yields κ = pγ(V ). Then, any x ∈ Ωclf
cbf
such that
f(x) = pγ(V )G∇V is an equilibrium point of (2).
Both solutions hold strictly on int(C). This motivates the
definition of the set of interior equilibria Eint on (4).
Case 3. In this case, only the CBF constraint is active, that
is Lfh+Lghu+α(h) = 0 and LfV +LgV u+γ(V )−δ <
0, with λ1 = 0, λ2 ≥ 0. Using the KKT conditions, the
corresponding solution for k(x) is given by
k(x) = −‖Lgh‖
−2
(Lfh+ α(h))Lgh
T
Since the CLF is inactive in this case, this solution holds for
Ω
clf
cbf =
{
x ∈ Rn : Lfh+ α(h) ≤ 0 ,
LgV Lgh
T (Lfh+ α(h)) > (LfV + γ(V )) ‖Lgh‖
2
}
The equilibrium points are given by fcl(x) = 0, yielding
fcl(x) = f(x)− ‖Lgh‖
−2(Lfh+ α(h))G∇h = 0 (18)
Similarly to the previous case, the solutions of (18) are:
(i) f(x) = 0 and G(x)∇h(x) = 0 for some x ∈ Ωclf
cbf
.
(ii) f(x) = κG(x)∇h(x): substituting this expression into
(18) yields α(h) = 0, which means that this condition
only happens for x ∈ ∂C.
However, points satisfying these conditions are not compati-
ble with the first condition of Ωclf
cbf
. Therefore, no equilibria
exists in this case.
Case 4. This is the case where both constraints are active,
that is LfV +LgV
Tu+ γ(V )− δ = 0 and Lfh+LghTu+
α(h) = 0. Therefore, λ1, λ2 ≥ 0 and we have to solve the
KKT conditions (12)-(13) simultaneously for both λ1 and
λ2, yielding the following matrix equation:[
p−1 + ‖LgV ‖
2 −LgV LghT
LgV Lgh
T −‖Lgh‖
2
][
λ1
λ2
]
=
[
LfV + γ(V )
Lfh+ α(h)
]
(19)
5
The determinant of the matrix on the left-side of (19) is
∆ = (LgV Lgh
T)2 − (p−1 + ‖LgV ‖
2
)‖Lgh‖
2
Note that ∆ ≤ 0 as long as p > 0. Consider the two cases:
(i) ∆ = 0: in this case, the matrix on the left-side of (19)
loses rank when Lgh = 0, and a solution can only exist
for Lfh+α(h) = 0. In this case, k(x) is given by (16).
(ii) ∆ < 0: in this case, the solution is given by
k(x) = −λ1LgV
T + λ2Lgh
T (20)
with λ1 and λ2 drawn from
λ1 =
1
∆
(
(Lfh+α(h))LgV Lgh
T − (LfV +γ(V ))‖Lgh‖
2
)
λ2 =
1
∆
(
(Lfh+α(h))
(
‖LgV ‖
2
+p−1
)
− (21)
(LfV +γ(V ))LgV Lgh
T
)
For both ∆ = 0 or ∆ > 0, this solution holds for
Ω
clf
cbf
=
{
x ∈ Rn : LgV Lgh
T
(
Lfh+ α(h)
LfV + γ(V )
)
≤‖Lgh‖
2
,
LgV Lgh
T ≥
(
Lfh+α(h)
LfV +γ(V )
)(
‖LgV ‖
2+p−1
)}
Using solution (20) on the closed-loop system (2), the
equilibrium condition fcl(x) = 0 is given by
fcl(x) = f(x)− λ1G∇V + λ2G∇h = 0 (22)
with λ1, λ2 drawn from (21) (∆ < 0). In case ∆ = 0, λ2 is
not defined, but the last term of (22) is zero anyway since
Lgh = 0. By carefully looking at (22), the following general
conditions for the occurrence of a valid solution arise.
(i) f(x) = 0 for all x ∈ Rn, and ∇V (x)||∇h(x)
(ii) ∇h = 0 or ∇h ∈ N (G), and f(x)||G(x)∇V (x)
(iii) ∇V = 0 or ∇V ∈ N (G), and f(x)||G(x)∇h(x)
(iv) ∇V (x)||∇h(x), and f(x)||G(x)∇h(x)
Note that solution (ii) is valid for ∆ = 0, with solution
given by (16). In this case, if f(x) = κG(x)∇V (x) for some
constant κ ∈ R, replacing it on (22) yields κ = pγ(V ) ∈
R>0. Therefore, every x ∈ Ωclfcbf such that G∇h(x) = 0
with f(x) = pγ(V (x))G(x)∇V (x) is an equilibrium point.
Since this solution is valid for Lf∇h + α(h) = 0, and
Lf∇h = 0 on the equilibrium points, we conclude that these
equilibria occur on the boundary h(x) = 0 of the safe set.
For solutions (iii) and (iv), using a similar reasoning, it is
possible to show that these equilibria also can only occur on
∂C. Note that any x ∈ Rn such that the null space of matrix[
f(x) G(x)∇V (x) G(x)∇h(x)
]
is nontrivial satisfies at
least one of the conditions (i), (ii), (iii) or (iv). This motivates
the definition of the set of boundary equilibria E∂C on
(5).
B. Proof of Theorem 2
For the integrator system, the Jacobian matrix of fcl(x
⋆)
in (2) using solution (20) (valid for a x⋆ ∈ E∂C) is given by
Jcl(x
⋆)=−‖∇h‖−2
(
pγ(V )P∇h(HV −cHh)+α
′(0)∇h∇hT
)
Left-multiplying the eigenvalue equation Jcl(x
⋆)vi = λivi
by ∇h(x⋆) and using property (v) of the projection matrix
yields λi∇hT(x⋆)vi = −α′(0)∇hT(x⋆)vi, which shows
that all eigenvalues associated to eigenvectors such that
vTi ∇h(x
⋆) 6= 0 are given by λi = −α′(0), and therefore
are strictly negative (since α′(0) > 0). In this case, the
eigenvalue equation can be rewritten as
pγ(V )P∇h
(
HV −cHh−
α′(0)
pγ(V )
In
)
vi=0 (23)
Equation (23) shows that the vector on which P∇h oper-
ates lies in N (P∇h). However, from property (iii) of the
scaled projection matrices, the null space of P∇h is a one
dimensional subspace generated by ∇h(x⋆). Therefore, the
corresponding engenvector vi must be unique, meaning that
λi = −α′(0) is an unique eigenvalue of Jcl(x⋆) such
that vTi ∇h(x
⋆) 6= 0. All remaining n − 1 eigenvectors
v1, v2, · · · , vn−1 ∈ Rn must lie in the (n − 1)-dimensional
projective hyperplane with normal given by ∇h(x⋆). There-
fore, the stability of x⋆ ∈ E∂C is completely determined
by the n − 1 eigenvalues of Jcl(x⋆) associated to these
eigenvectors. Then, x⋆ ∈ E∂C is asymptotically stable if
vTi Jcl(x
⋆)vi = λi‖vi‖
2
< 0 , vTi ∇h(x) = 0
Using property (iv) of the projection matrix, yields
λi‖vi‖
2
= −pγ(V )‖∇h‖−2vTi P∇h(HV (x
⋆)− cHh(x
⋆))vi
= −pγ(V )‖∇h‖−4vTi (HV (x
⋆)− cHh(x
⋆))vi < 0
Since pγ(V )‖∇h‖−4 > 0, the equilibrium point x⋆ ∈ E∂C
is asymptotically stable if HV (x
⋆)− cHh(x⋆) > 0.
C. Proof of Theorem 3
First, note that the CBF h(x) defining the set ∂C is a
zeroing barrier function [1]. Therefore, for any x ∈ ∂C,
h˙(x) ≥ −α(h(x)) = 0. Then, as established by [1], the
set C is forward invariant.
Similarly, since hD(x) is also a zeroing barrier func-
tion, for any x ∈ Rn such that hD(x) = 0, h˙D(x) ≥
−β(hD(x)) = 0, which establishes that the set defined by
CD = {x ∈ ∂C : D(x,Q) ≥ ǫ} is also forward invariant. To
prove that no boundary equilibrium exists, first note that the
equilibrium conditions are given by fcl(x) = 0 and ω(x) =
0, since the system state consists of {x,Q} ∈ Rn ×SO(n).
Next, we have to consider all possible solutions for k(x) and
ω(x) imposed by (10) and show that no solution for these
equilibrium conditions is possible on the boundary of C.
The solutions for the QP (10) can be divided into two
major groups, depending on the activation of the third
constraint. If the third constraint is inactive, we have h˙D +
β(hD) > 0 and λ3 = 0, and the first equilibrium condition
fcl(x) = 0 occurs on the same conditions as those discussed
in Section VII-C. Assume that a boundary equilibrium point
x⋆ ∈ ∂C exists in this case. Then, D(x⋆, Q) = 0, which is a
contradiction with the fact that CD is forward invariant.
A similar reasoning can be done by studying the equi-
librium conditions resulting from the solutions of the QP
6
(10) when the third constraint is active. In this case, we
have h˙D + β(hD) = 0 and λ3 ≥ 0. Once again, we have
to consider all cases, depending on the activation of the
first (CLF) and second (CBF) constraints. Using the KKT
conditions to compute the general solutions along with the
time derivative of (9), and using (2), the general equilibrium
conditions holding for all cases are given by
f−λ1G∇V +λ¯2G∇h+λ3σ(h)G∇D = 0 (24)
λ1∇V
TOn(x)− λ3σ(h)∇QD = 0 (25)
where λ¯2 = λ2 + λ3σ
′(h)(D − ǫ). The gradients ∇D ∈ Rn
and∇QD ∈ R
1
2n(n−1) are computed from the time derivative
of (8), and their expressions are:
∇D = (HVG+ Γ
T
g,∇V )(Pf+PG∇h)G∇V+
(HhG+ Γ
T
g,∇h)PG∇VG∇h+∇f
TPG∇V f
∇QD = (HVOn(x)−On(∇V ))
TG(Pf+PG∇h)G∇V
where the matrix Γg,v ∈ Rn×n for v ∈ Rn is defined as
Γg,v =
m∑
i=1
(gTi vIn + giv
T)∇gi
where the gi(x) ∈ R
n are the columns of g(x) ∈ Rn×m.
Note that, in general, (24) holds for f(x) = κ1G∇V and
G∇h = κ2G∇V . Assume that a boundary equilibrium point
x⋆ ∈ ∂C exists in this case. Then, D(x⋆, Q) = 0, which is
a contradiction with the fact that CD is forward invariant.
In other cases where λ1 or λ2 are zero, we conclude that
(24) never holds or the solution is incompatible with the set
where the corresponding QP solution is valid, for all x ∈ ∂C.
Therefore, we conclude that no boundary equilibrium can
exist on the closed-loop system.
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