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We present a general theory for calculating the damping rate of elementary density wave excita-
tions in a Bose-Einstein condensate strongly coupled to a single radiation field mode of an optical
cavity. Thereby we give a detailed derivation of the huge resonant enhancement in the Beliaev damp-
ing of a density wave mode, predicted recently by Ko´nya et al., Phys. Rev. A 89, 051601(R) (2014).
The given density-wave mode constitutes the polariton-like soft mode of the self-organization phase
transition. The resonant enhancement takes place, both in the normal and ordered phases, outside
the critical region. We show that the large damping rate is accompanied by a significant frequency
shift of this polariton mode. Going beyond the Born-Markov approximation and determining the
poles of the retarded Green’s function of the polariton, we reveal a strong coupling between the
polariton and a collective mode in the phonon bath formed by the other density wave modes.
PACS numbers: 03.75.Hh, 37.30.+i, 05.30.Rt, 31.15.xm
I. INTRODUCTION
Well-established properties of ultracold atoms are dras-
tically altered when the atoms are coupled to the radia-
tion field of an optical resonator [1]. Even if the absorp-
tion is suppressed by using only far detuned laser sources,
the ensemble of atoms can represent a significant opti-
cal density which leads to a strong effect on the field of
a high-finesse resonator. The back-action of the cavity
field onto the atom cloud is the origin of various novel
features or even phenomena. For example, the optical
dipole potential exerted dynamically by the cavity field
can vary considerably over the kinetic energy scale of the
ultracold gas. In this limit, the phase diagram of strongly
localized particles is greatly enriched with respect to the
one obtained from the Bose-Hubbard model for an inert
external potential [2–6]. In the opposite limit, i.e., when
the optical dipole potential is negligible and the ultracold
atoms form a Bose-Einstein condensate (BEC) which is
homogeneous on the optical wavelength scale, the cav-
ity field can still give rise to a significant effect on the
elementary excitations, or as often termed “quasiparti-
cles”. Quasiparticle features are of central importance
in general for the description of dynamical many-body
phenomena. A prominent example is the critical mode
softening which accompanies the recently observed self-
organization phase transition [7, 8].
The system of BEC in an optical resonator proved to be
suitable for the quantum simulation of the Dicke model
by representing the spin of the original formulation by
two collective motional modes of the cloud [7, 8]. The
Dicke model predicts a critical point when the coupling
strength reaches the geometric mean of the frequencies
characteristic to the spin and to the boson mode [9]. This
quantum criticality is the zero temperature limit of the
spatial self-organization phase transition of atoms in a
cavity [10] that has been observed in experiments [11,
12]. Quantum criticality has been observed also in other
closely related experiments [13, 14] where one can invoke
a variant of the Dicke model as a few-mode, simplified
model to interpret the observations. There are also many
theoretical generalizations to describe other exotic phases
[15], such as magnetism [16], glassiness [17–21], or related
self-ordering criticality with fermionic atoms [22–24].
Critical behaviour in quantum phase transitions is de-
termined by the dynamical features of the soft mode.
In an open system the set of relevant parameters is ex-
panded by the properties of the driving and dissipation
channels. The system of laser-illuminated atoms coupled
to a cavity mode realize, in fact, an open system variant
of the Dicke model [20, 25, 26]. Indeed, as it has been
predicted [27, 28] and recent experiments have shown
[29], dissipation and the accompanying quantum fluctu-
ations substantially modify the correlation functions and
the critical exponents [30–32]. Dissipation is thus a key
player in quantum phase transitions [33–41].
The experiment performed by Brennecke et al. [29] re-
vealed that the interaction between the quasiparticles in
a BEC is relevant to quantitatively interpret measure-
ment data on the superradiant phase transition of the
Dicke-model. Motivated by this observation we general-
ized the previous models so that to include other dissi-
pation channels that can play a non-negligible role. In
the special case under consideration, the soft mode con-
sists dominantly of a collective density wave excitation of
the BEC [42]. Therefore, the friction of a density wave
quasiparticle in a superfluid of weakly interacting bosonic
atoms has to be reconsidered.
There are basically two collisional mechanisms respon-
sible for the decay of a density wave in a BEC [43]. The
first one is Landau damping [44–48], in which the given
quasiparticle and another one combine into a third quasi-
particle. This mechanism needs a thermal occupation of
the other excitation, therefore it vanishes at zero temper-
ature. On the other hand, it exists also in non-superfluid
systems. The second mechanism, characteristic only to
superfluids, is Beliaev damping [49, 50]. In this case,
stimulated by the superfluid background, the selected
quasiparticle decays into two lower energy excitations.
This process occurs even at zero temperature [51].
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2In general, the damping rate of quasiparticles that con-
stitute the soft mode is expected to depend on the control
parameter of the phase transition. This is simply because
the frequency of the soft mode varies over a large range
before it vanishes at the critical point. However, the
monotonous variation of the frequency as approaching
to the critical point is accompanied, unexpectedly, by a
drastic, resonance-like enhancement in the damping rate
[52]. Although the mode softening, as we will show, is a
necessary ingredient for the effect, the resonant peak is
clearly outside the critical region.
In this paper we will present a detailed derivation
of this effect that has already been briefly reported in
Ref. [52]. The damping rate enhancement can be at-
tributed to the interaction with the other density wave
modes of the condensate via s-wave collision. These den-
sity waves are associated with quasi-momentum modes
that form a continuum bath for a large BEC, hence we
can evaluate its effect within the Born–Markov approx-
imation. However, it turns out that the interaction be-
tween the soft mode and the other quasiparticles is not so
weak and we need to resort to a more accurate analysis
which is exempt from the Born approximation underlying
the results of Ref. [52]. The presented calculation reveals
that the soft mode has a non-negligible influence back
on the spectrum of the bath of quasi-momentum modes.
That is, the nonlinear s-wave scattering couples signifi-
cantly other modes into the dynamics, thus the soft mode
is one component in a set of interacting bosonic modes.
The rest of the paper is structured as follows. In
Sec. II, we will introduce the model for the BEC-cavity
system which includes many degrees of freedom of the
ultracold atom gas. We will present the equations of
motion which allow for describing the system beyond the
standard Bogoliubov-type mean field approach. This lat-
ter, limited to a linearized treatment of quantum fluc-
tuations, is used in Sec. III to determine the polariton
and phonon degrees of freedom which are cross-coupled
through the terms higher than first order in quantum
fluctuations. The effect of phonons on the polaritons
is taken into account by means of a bosonization ap-
proximation given in Sec. IV. In Sec. V, the Beliaev
and Landau damping rates are evaluated first within
Born–Markov approximation for the phonon bath, and
then the Markov approximation is carried out also non-
perturbatively by means of the Green’s function method.
Finally, we summarize the results in Sec. VI.
II. ULTRACOLD ATOMS IN AN OPTICAL
RESONATOR
We consider a Bose-Einstein condensate of ultracold
alkali atoms loaded in the volume of a high-finesse, single-
mode, optical resonator. The atoms are illuminated by
a far-detuned laser from a direction perpendicular to the
cavity axis. The detuning ∆A = ω − ωA between the
laser and the atomic transition frequency is large enough
so that the atoms behave as linear scatterers and their
internal dynamics can be adiabatically eliminated. At
the same time, the scattering is enhanced in the cavity
mode since the driving frequency is close to that of the
selected single cavity mode, i.e., the detuning ∆C = ω −
ωC is on the order of the cavity linewidth |∆C | ∼ κ.
Such a transverse pumping geometry is known to ex-
hibit a critical point, as illustrated in Fig. 1. Below
a threshold pump power, a homogeneous Bose-Einstein
condensate together with no coherent photons in the cav-
ity remains a stable solution. This is interesting since the
collisional properties and damping of quasiparticles can
be studied for the elementary case of a homogeneous su-
perfluid. When the intensity of the driving laser exceeds
a critical value, the condensate density is spatially mod-
ulated according to the cavity mode function, and the
condensate atoms can coherently scatter photons into the
cavity. There appears two stable self-organized solutions
connected by a Z2 symmetry, which is spontaneously bro-
ken in the high intensity phase. The theory we will de-
velop below applies, of course, also to this inhomogeneous
situation.
On the critical exponent of a quantum noise driven phase transition: the open system
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The quantum phase transition of the Dicke-model has been observed recently in a system formed
by motional excitations of a laser-driven Bose–Einstein condensate coupled to an optical cavity
[1]. The cavity-based system is intrinsically open: photons can leak out of the cavity where they
are detected. Even at zero temperature, the continuous weak measurement of the photon number
leads to an irreversible dynamics towards a steady-state which exhibits a dynamical quantum phase
transition. However, whereas the critical point and the mean field is only slightly modified with
respect to the phase transition in the ground state, the entanglement and the critical exponents of
the singular quantum correlations are significantly different in the two cases.
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I. INTRODUCTION
Experiments with ultracold atomic gases in optical
fields laid down a new path to discover strongly corre-
lated many-body quantum systems. In particular, the
high degree of control over the interaction parameters al-
lows for using atomic systems as quantum simulators of
generic theoretical models [2]. Central to these efforts
lies the possibility of observing quantum phase transi-
tions (QPT). A effectively zer emp rature (T = 0),
by tuning an external field acting on the system, it can
be scanned through a quantum critical point which sep-
arates regions with different symmetries in the ground
state. One celebrated example is the QPT from a su-
perfluid to a Mott insulator in the Bose-Hubbard model
[3] that was realiz d wit a g s of ultracold atoms in an
optical lattic [4]. Additional quantum p ases appe r in
this system when dipole-dipole interaction is present [5].
A fundamental question is how quantum phase transi-
tions are influenced by non-equilibrium conditions. The
ordinary way to prepare a stationary system out of equi-
librium at T = 0 can be illus rated by a BEC in a otat-
ing trap. It undergoes he vortex formation QPT above a
critical angular velocity [6]. External driving can impose
that only a certain subset of states in the Hilbert space,
those having a given moment of inertia in the previous
example, be populated. Similar effect has been described
for a spin chain in ring geometry: it c n manifest crit-
icality while being confined into the subspace of energy
current carrying states [7]. In both examples the system
is effectively Hamiltonian.
One can go beyond the effectively Hamiltonian sys-
tems by adding external non-equilibrium noise on critical
states. It was shown t at the 1/f no se, ubiqitous in lec-
tronic circui s, preserves the quantum phase transition in
the steady state of a system, moreover, it gives a knob
to tune the critical exponent by the noise strength [8].
This is in sharp contrast with the well-known effect of
thermal fluctuations that destroy quantum critical corre-
lations. In a more general level, reservoir engineering is
a route towa ds designing specific noise sour es in a dis-
sipation process which leads to pure many-body states in
the dynamical steady state. An example is a lattice gas
immersed in a BEC of another species of atoms [9], which
serves as a zero-temperature reservoir of Bogoliubov ex-
citations. The resulting dissipative Bose-Hubbard model
exhibi s a dyn mical p se tra sition between a pure su-
perfluid state nd a therm l-like mixed state as the on-
site interaction is increased [10]. Note that this method
for the preparation of strongly correlated quantum states
makes dissipation to be a resource for quantum simula-
tion [11] and universal quantum computation [12].
In this paper we will consider the bare electr mag-
netic vacuum at T = 0 as reservoir and its effect on a
Dicke-type Hamiltonian system whic is known to pro-
duce a singularity of the ground state [13]. Placed into a
dissipative environment, the system evolves irreversibly
into a steady state which is a dynamical equilibrium be-
tween driving and damping. The intrinsic noise accom-
panying the dissipation process is in accordance with the
dissipation-fluctuatio theorem. Ev n in this very nat-
ural case of non-equilibrium, the loss does n t destroy
quantum criticality. But what is the relation of the criti-
cality expected in the steady-state to that of the ground
state in the closed Hamiltonian system?
ηt < ηcrit
mode function
cos(kx)
pump laser
BEC
ηt > ηcrit
outcoupled field
κ
FIG. 1: Self-organization phase transition of a BEC in a cav-
ity. Below a threshold in the transverse driving field (left) the
condensate is quasi-homogeneous, and there are no photons
inside the cavity. Above threshold (right), a standing matter
wave of period λ appears that scatter photons into the cavity.
Our specific example is the self-organization phase
FIG. 1. (Color online) Schematic representation of the self-
organization phase transition. Left: below a threshold value
of the transverse laser pump power, the BEC fills the cav-
ity homogeneously on the wavelength scale, and there is no
light scattering from the pump laser into he cavi y. Above
threshold (right panel), the condensate self-organizes into a
wavelength periodic pattern and Bragg-scatters into the cav-
ity. The field building up in the cavity traps the atoms in
the patterned spatial structure thereby stabilizing the ordered
phase.
The essentials of the self-organization phase transition
can be seized by a two-mode approximation, which can be
mapped to the Dicke model [7, 8]. The measured phase
diagram as well as the spectrum of fluctuations can be in-
terpreted by means of a single motional mode coupled to
the cavity photon mode. Such a simplified approach has
been thus verified, although the experiment included ef-
fectively a two-dimensional geometry for the cloud. The
parameters of the two-mode model, of course, depend
on the geometric factors and the dimension of the prob-
lem. In the following, we have to resort to a multimode
model for describing higher-order than usual mean field
effects. However, similarly to the mean-field description
3of the self-organization phase transition, we will stick to
considering only one-dimensional motion of the atoms,
which offers the most transparent presentation of the ef-
fect of the coupling to photons on the damping properties
of superfluid quasiparticles. Later, when certain results
are of interest also quantitatively, we will consider the
question of dimensionality.
A. Hamiltonian in Bloch-state basis
The single-mode cavity field is described by the mode
function cos(kx), where k is the wave number, and is as-
sociated with the bosonic annihilation and creation op-
erators a and a†. The atomic motion is represented by
the second-quantized wavefunction Ψˆ(x) and its hermi-
tian conjugate Ψˆ†(x). The grand canonical Hamiltonian
of the system, in units of ~ = 1, in a frame rotating at
the laser frequency ω is given by
Kˆ = Hˆ−µNˆ = −∆C aˆ† aˆ +
∫ L
0
Ψˆ†(x)
[
− 1
2m
d2
dx2
−µ
+ ηt
(
aˆ† + aˆ
)
cos(kx) + U0 aˆ
† aˆ cos2(kx)
]
Ψˆ(x) dx
+
g
2
∫ L
0
Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x) dx . (2.1)
The first term is the photon energy in the rotating frame,
the detuning ∆C must be negative (“red”) in order to
have a well defined ground state. Next, the spatial inte-
gral contains the kinetic energy for particles with mass
m and the chemical potential µ. There are three kinds of
interaction in the system. The first is connected to the
scattering between the laser drive and the cavity mode
which is described by the effective amplitude ηt. The
spatial dependence of this interaction inherits the cavity
mode function. Note that the time-dependent driving is
removed from this term by going to the rotating frame.
The second is the dispersive phase shift exerted by the
atoms on the cavity mode resonance, and is character-
ized by U0 being the resonance shift by a single atom at
an antinode. This interaction involves a cavity photon
absorption and emission, thus the spatial dependence is
cos2(kx). Both of these interactions is proportional sim-
ply to the matter-wave field density Ψˆ†(x)Ψˆ(x). Finally,
the last term is nonlinear in the atom density and ac-
counts for the s-wave collisions between the atoms, the
strength is given by g.
The periodicity of the atom-field interaction terms
with the wavenumber k suggests that we introduce the
Bloch-state basis for the atomic field operator
Ψˆ(x) =
1√
L
∑
q
eiqx
[
bˆq +
√
2 cos(kx) cˆq +
√
2 sin(kx) sˆq
]
, (2.2)
where the quasi-momentum is in the interval q ∈(−k2 ,+k2 ). The lowest band is bq with homogeneous
wavefunction. The first and second excited bands are ex-
panded by combinations of the cq and sq modes having
cos(kx) and sin(kx) wave functions, which are coupled by
the kinetic energy term. Modes in these bands carry, be-
side the quasi-momentum q, a momentum k equivalent of
the photon wave number. Higher bands are neglected in
this study, which is exactly valid below the critical point
and is a good approximation above, but still in the vicin-
ity of the critical point [53]. In brief, the matter-wave
field is treated in a three-band approximation [54] instead
of the previously used two-mode description [7, 27, 55].
The grand canonical Hamiltonian written in Bloch ba-
sis reads as
Kˆ = Kˆcavity + Kˆatoms + Kˆpump + Kˆdisp + Kˆcoll . (2.3)
The cavity Hamiltonian remains the same,
Kˆcavity = −∆C aˆ† aˆ . (2.4)
The atomic Hamiltonian is given by
Kˆatoms =
∑
q
[(
q2
2m
− µ
)
bˆ†q bˆq
+
(
k2 + q2
2m
− µ
)(
cˆ†q cˆq + sˆ
†
q sˆq
)
+
iqk
m
(
sˆ†q cˆq − cˆ†q sˆq
)]
. (2.5)
Note that for q 6= 0 the cˆq and sˆq modes are coupled.
As a result of scattering a laser photon into the cavity,
or reversely, atoms are transfered between the bˆq and cˆq
modes
Kˆpump =
√
2
2
ηt
(
aˆ† + aˆ
)∑
q
(
bˆ†q cˆq + cˆ
†
q bˆq
)
. (2.6)
The next dispersive interaction term is proportional to
the product of the photon number and the atomic occu-
pation numbers
Kˆdisp =
1
4
U0 aˆ
† aˆ
∑
q
(
2 bˆ†q bˆq + 3 cˆ
†
q cˆq + sˆ
†
q sˆq
)
. (2.7)
The collision term consists of two parts,
Kˆcoll = Kˆnormal + Kˆumklapp . (2.8)
4For normal collisions, the quasi-momentum is conserved
Kˆnormal =
g
2L
∑
q1 q2 q3 q4
[
bˆ†q1 bˆ
†
q2 bˆq3 bˆq4
+
3
2
(
cˆ†q1 cˆ
†
q2 cˆq3 cˆq4 + sˆ
†
q1 sˆ
†
q2 sˆq3 sˆq4
)
+
(
bˆ†q1 bˆ
†
q2 cˆq3 cˆq4 + cˆ
†
q1 cˆ
†
q2 bˆq3 bˆq4
)
+
(
bˆ†q1 bˆ
†
q2 sˆq3 sˆq4 + sˆ
†
q1 sˆ
†
q2 bˆq3 bˆq4
)
+
1
2
(
cˆ†q1 cˆ
†
q2 sˆq3 sˆq4 + sˆ
†
q1 sˆ
†
q2 cˆq3 cˆq4
)
+ 4
(
bˆ†q1 cˆ
†
q2 bˆq3 cˆq4 + bˆ
†
q1 sˆ
†
q2 bˆq3 sˆq4
)
+ 2 cˆ†q1 sˆ
†
q2 cˆq3 sˆq4
]
δ q˜ , 0 , (2.9)
where q˜ = q3 + q4− q1− q2 is the difference between the
total incoming and outgoing quasi-momenta. For umk-
lapp processes, the value of the total quasi-momentum
changes with +k or −k:
Kˆumklapp =
g
2L
∑
q1 q2 q3 q4
[
(. . .) δ q˜ , k + (. . .) δ q˜ ,−k
]
.
(2.10)
As we will see later, umklapp processes are negligible, so
we don’t give the detailed expression here.
B. Bose-Einstein condensate in the cavity
All the system variables can be split to the sum of their
expectation values and quantum fluctuations,
aˆ =
√
Nc α + a˜ (2.11a)
bˆq =
√
Nc β δq , 0 + b˜q (2.11b)
cˆq =
√
Nc γ δq , 0 + c˜q (2.11c)
sˆq = s˜q (2.11d)
We assume that the condensate is formed at the center
of the lowest band.
The coherent electromagnetic field amplitude in the
resonator is α. The total number of condensate atoms
is Nc, which is distributed according to the amplitudes
β and γ between the homogeneous b0 and the cosine-like
c0 modes, respectively. The normalization condition is
then |β|2 + |γ|2 = 1, which allows for determining the
chemical potential µ. The condensate does not extend
into the sine-like s0 mode because it is not coupled to
the b0 and c0 modes by the coherent atom-photon inter-
actions. This follows simply from the parity conservation
of the interaction (2.1). The operators denoted by tilde
correspond to the fluctuations.
The threshold for the self-organization phase transition
is at
√
2Ncηcrit =
√
−∆C + 12NcU0
√
ωR + 2Ncg/L. Be-
low the critical driving, the system is in the normal phase
corresponding to the simple solution α = 0, β = 1, and
γ = 0 [7, 8]. Above threshold, γ gradually increases, and
far above threshold the approximation of restricting the
atomic wavefunction into three bands is no longer valid.
The excitations of the system can be grouped into two
sets. For q = 0, the laser pump couples to the operators
a˜, b˜0 and c˜0, and these form the polariton excitations of
the system. The remaining q 6= 0 modes, b˜q, c˜q and s˜q,
form the phonon excitations.
It is useful to introduce new parameters for the cou-
pling strengths,
y =
√
2Nc ηt (2.12a)
u =
1
4
Nc U0 (2.12b)
g˜ =
Nc
L
g , (2.12c)
which have well defined values in the thermodynamic
limit, defined as Nc → ∞, L → ∞, Nc/L = const. Ac-
cordingly, the critical coupling is
ycrit =
√
−∆C + 2u
√
ωR + 2g˜ , (2.13)
which we will use in the following for scaling the driving
strength.
C. Equations of motion beyond the Bogoliubov
approximation
The dynamics of the system is given by the Heisenberg
equation of motion:
i
d
dt
Oˆ(t) =
[
Oˆ(t) , Kˆ
]
. (2.14)
After we substitute Eq. (2.11) into this formula, we
obtain a hierarchy of terms. In the standard Bogoliubov
approximation, only the zeroth and the first order terms
are kept. The mean-field equations are given by the ze-
roth order terms and the dynamics of the excitations is
determined by the first order terms. Since we aim at de-
scribing the polariton-phonon interaction in our model,
we have to go one step further and include the second
order terms into our description.
The mean-field equations now read
i
d
dt
α = −∆C α+ 1
2
y (β∗γ + γ∗β)
+ u
(
2|β|2 + 3|γ|2)α , (2.15a)
i
d
dt
β = −µβ + 1
2
y (α∗ + α) γ + 2u|α|2β
+ g˜
(|β|2β + β∗γ2 + 2|γ|2β) , (2.15b)
5i
d
dt
γ =
(
k2
2m
− µ
)
γ +
1
2
y (α∗ + α)β
+ 3u|α|2γ + g˜
(
3
2
|γ|2γ + γ∗β2 + 2|β|2γ
)
, (2.15c)
where the back-action of the fluctuations through the ex-
pectation value of the second order terms were omitted.
Numerically, we can search for the steady state solution
of these equations, where the left hand side is set to zero.
Now, we give the equations of the fluctuations. Let us
introduce the compact vector notation for the polariton
and phonon variables
v˜ =
(
a˜ , a˜† , b˜0 , b˜
†
0 , c˜0 , c˜
†
0
)T
(2.16a)
w˜(q) =
(
b˜q , b˜
†
−q , c˜q , c˜
†
−q , s˜q , s˜
†
−q
)T
, (2.16b)
respectively. The operators in each of these vectors are
linearly coupled among each other, and there is a non-
linear cross-coupling between the elements of the differ-
ent vectors
i
d
dt
v˜µ =
∑
ν
Fµν v˜ν+ (2.17a)
+
1√
Nc
∑
q
∑
α,β
V αβµ
{
w˜†α(q)w˜β(q)−
〈
w˜†α(q)w˜β(q)
〉}
i
d
dt
w˜µ(q) =
∑
ν
Gµν(q) w˜ν(q) +
1√
Nc
∑
α,β
Wαβµ v˜α w˜β(q)
(2.17b)
These equations establish the basis of our calculations in
the rest of the paper. The linear part, represented by
the matrices Fµν and Gµν(q), are treated usually in the
Bogoliubov-type mean field descriptions. The additional
terms have not yet been investigated in the context of
coupled BEC and optical cavity systems.
Furthermore, we note that there is also a nonlin-
ear polariton-polariton and phonon-phonon interaction
in the system, but these effects are neglected in (2.17).
The reason behind this approximation is that (i) the
polariton-polariton interaction turns out to be nonres-
onant, and (ii) the phonon-phonon interaction does not
give a contribution to the polariton damping rate, which
we aim to calculate. In fact, the phonon-phonon in-
teraction determines the damping rate of the phonons.
Later on, we will introduce this phonon damping as a
phenomenological parameter.
III. POLARITONS AND PHONONS
In the previous section, we separated the elementary
excitations of the system to polariton and phonon sets.
There is a linear coupling among the variables within
each of these sets in (2.17). In the following, we will
perform a Bogoliubov-type diagonalization in order to
determine the polariton and phonon eigenmodes which
are then coupled in higher order interaction terms.
A. Bogoliubov normal modes
The matrices F and G(q) representing the linear cou-
pling among the polariton-type and the phonon-type
modes, respectively, have left and right eigenvectors
F r(µ) = ωµ r
(µ) (3.1a)
F † l(µ) = ω∗µ l
(µ) (3.1b)
G(q) c(ν)(q) = ων q c
(ν)(q) (3.1c)
G†(q) d(ν)(q) = ω∗ν q d
(ν)(q) (3.1d)
The polariton and the phonon normal modes are defined
then by
ρ˜µ = l
(µ)† · v˜ (3.2a)
σ˜µ q = d
(µ)†(q) · w˜(q) , (3.2b)
where the µ = −3, −2, −1, 1, 2, 3 indexes the po-
lariton eigenfrequencies and the phonon bands. As usual
for the general Bogoliubov transformation, the normal
modes mix the creation and annihilation operators. In
order to be able to separately deal with the annihilation
and creation processes for polariton and phonon elemen-
tary excitations in the following, we make use of the sym-
metries of the system of equations.
Let us introduce the matrix
Γ =

0 1
1 0
0 1
1 0
0 1
1 0
 , (3.3)
which simply swaps the creation and the annihilation op-
erators
Γ · v˜ = v˜† (3.4a)
Γ · w˜(q) = w˜†(−q) , (3.4b)
and where the quasi-momentum is also reflected in the
second case. It follows that the matrices F and G(q) have
the symmetry,
Γ · F · Γ = −F ∗ (3.5a)
Γ ·G(q) · Γ = −G∗(−q) . (3.5b)
The symmetry Γ ensures that the eigenvalues and eigen-
vectors come in pairs,
ω−µ = −ω∗µ (3.6a)
r(−µ) = Γ r(µ)∗ (3.6b)
l(−µ) = Γ l(µ)∗ (3.6c)
ω−ν q = −ω∗ν−q (3.6d)
c(−ν)(q) = Γ c(ν)∗(−q) (3.6e)
d(−ν)(q) = Γ d(ν)∗(−q) . (3.6f)
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FIG. 2. (Color online) Phonon spectrum. The laser pump
picks the polariton excitation of which frequency is denoted
by a red dot. The scattering processes underlying the Landau
and Beliaev damping processes are schematically represented
on the left and right sides, respectively.
Note that the phonon spectrum is symmetric in the quasi-
momentum: ων−q = ων q. The phonon spectrum for
µ = 1, 2, 3 is plotted in Fig. 2.
The symmetry guarantees that in a pair of complex
eigenvalues the imaginary parts are the same, whereas
the real parts have equal magnitude but opposite sign.
We can thus refer to positive and negative frequency
modes, according to the sign of the real part of the com-
plex eigenfrequency. For the corresponding eigenvectors,
one can prove that ρ˜−µ = ρ˜†µ and that σ˜−µ q = σ˜
†
µ−q .
The normal mode expansion can be expressed in terms
of only the positive frequency modes,
v˜ =
∑
µ+
(
ρ˜µ · r(µ) + ρ˜†µ · Γ r(µ)∗
)
(3.7a)
w˜(q) =
∑
µ+
(
σ˜µ q · c(µ)(q) + σ˜†µ−q · Γ c(µ)∗(−q)
)
,
(3.7b)
where µ+ means that we are summing over only the posi-
tive frequency modes. The negative modes are automati-
cally included by the second term. By means of using the
Γ symmetry, the annihilation and the creation of quasi-
particles is manifestly separated in this form.
So far, the symmetry consideration was very general.
It relies solely on the fact that the set of variables in-
cludes hermitian conjugate pairs of bosonic annihilation
and creation operators, which is then inherited by the
Bogoliubov normal modes. To be more specific, here we
deal with a Hamiltonian system, which implies an addi-
tional symmetry of the polariton and phonon coupling
matrices, F and G, respectively. This symmetry can be
formulated by means of the matrix
Ω =

+1 0
0 −1
+1 0
0 −1
+1 0
0 −1
 , (3.8)
and reads
Ω · F · Ω = F † (3.9a)
Ω ·G(q) · Ω = G†(q) , (3.9b)
The Ω symmetry ensures that the eigenfrequencies are
real and it also gives a relation between the left and the
right eigenvectors:
Ω r(µ) = sgn(ωµ) l
(µ) (3.10a)
Ω c(µ)(q) = sgn(ωµ q) d
(µ)(q) , (3.10b)
where sgn(ω) gives the sign of the argument. Since the
left and right eigenvectors form a reciprocal basis with
respect to each other, we obtain the normalization con-
ditions
r(µ)† · Ω · r(ν) = sgn(ωµ) δµ ν (3.11a)
l(µ)† · Ω · l(ν) = sgn(ωµ) δµ ν (3.11b)
c(µ)†(q) · Ω · c(ν)(q) = sgn(ωµ q) δµ ν (3.11c)
d(µ)†(q) · Ω · d(ν)(q) = sgn(ωµ q) δµ ν (3.11d)
With the help of these conditions, one can prove that[
ρ˜µ , ρ˜
†
ν
]
= δµ ν ωµ , ων > 0 (3.12a)
[ ρ˜µ , ρ˜ν ] = 0 (3.12b)[
σ˜µ q , σ˜
†
ν q
]
= δµ ν ωµ q , ων q > 0 (3.12c)
[ σ˜µ q , σ˜ν q ] = 0 (3.12d)
which verifies that the positive frequency normal modes
are bosonic quasiparticles.
B. Polariton-phonon interaction
Let us now rewrite the coupled polariton-phonon equa-
tions of motion in (2.17) in terms of the positive fre-
quency normal modes, i.e., quasiparticles, by using (3.7).
The equation for the polaritons read (ωµ > 0)
i
d
dt
ρ˜µ = ωµ ρ˜µ+
+
1√
Nc
∑
q
∑
ν+ ρ+
[
Oµν ρ(q) ·
(
σ˜†ν q σ˜ρ q −
〈
σ˜†ν q σ˜ρ q
〉 )
+
1
2
Mµν ρ(q) · σ˜†ν q σ˜†ρ−q
+
1
2
Nµν ρ(q) · σ˜ν−q σ˜ρ q
]
,
(3.13)
7where the coefficients are given by
Oµν ρ(q) =
∑
αβ γ
[
l(µ)∗α · V β γα · c(ν)∗β q · c(ρ)γ q
+ l(µ)∗α · V β γα ·
(
Γ c(ρ)
)
β q
·
(
Γ c(ν)∗
)
γ q
]
(3.14a)
1
2
Mµν ρ(q) =
∑
αβ γ
l(µ)∗α · V β γα · c(ν)∗β q ·
(
Γ c(ρ)∗
)
γ−q
(3.14b)
1
2
Nµν ρ(q) =
∑
αβ γ
l(µ)∗α · V β γα ·
(
Γ c(ν)
)
β−q
· c(ρ)γ q (3.14c)
These expressions involve the components of the left- and
right eigenvectors of the linear coupling matrices, and the
coupling matrix appearing in the original equation (2.17).
All these quantities depend on the mean-field solution,
and can be calculated, in general, only numerically. In
the first step, the mean field is determined by solving
the coupled, nonlinear algebraic equations (2.15). Then
linear matrix algebra is used in a straightforward manner.
Similarly, the phonon equations read (ωµ > 0)
i
d
dt
σ˜µ q = ωµ q σ˜µ q+
+
1√
Nc
∑
ν+ ρ+
[
Aµν ρ(q) · ρ˜ν σ˜ρ q + Bµν ρ(q) · ρ˜ν σ˜†ρ−q
+ Cµν ρ(q) · ρ˜†ν σ˜ρ q + Dµν ρ(q) · ρ˜†ν σ˜†ρ−q
]
, (3.15)
where the coefficients are
Aµν ρ(q) =
∑
αβ γ
d(µ)∗α q ·W β γα · r(ν)β · c(ρ)γ q (3.16a)
Bµν ρ(q) =
∑
αβ γ
d(µ)∗α q ·W β γα · r(ν)β ·
(
Γ c(ρ)∗
)
γ−q
(3.16b)
Cµν ρ(q) =
∑
αβ γ
d(µ)∗α q ·W β γα ·
(
Γ r(ν)∗
)
β
· c(ρ)γ q (3.16c)
Dµν ρ(q) =
∑
αβ γ
d(µ)∗α q ·W β γα ·
(
Γ r(ν)∗
)
β
·
(
Γ c(ρ)∗
)
γ−q
.
(3.16d)
We will show in Appendix A that the connection be-
tween the coefficients V β γα and W
β γ
α implies
Aµν ρ(q) = O
ν∗
ρ µ(q) (3.17a)
Bµν ρ(q) = N
ν∗
ρ µ(q) (3.17b)
Cµν ρ(q) = O
ν
µ ρ(q) (3.17c)
Dµν ρ(q) = M
ν
µ ρ(q) . (3.17d)
This result allows us to introduce an effective Hamil-
tonian for the polaritons and the phonons, from which
the above two equations of motion can be derived as
Heisenberg-equations.
C. Effective Hamiltonian
The full effective Hamiltonian corresponding to the two
equations of motion, Eqs. (3.13) and (3.15), is given by
H˜ =
∑
µ+
ωµ ρ˜
†
µ ρ˜µ +
∑
q
∑
µ+
ωµq σ˜
†
µ q σ˜µ q
+
1√
Nc
∑
q
∑
µ+ν+ ρ+
[
Oµν ρ(q) · ρ˜†µ
(
σ˜†ν q σ˜ρ q −
〈
σ˜†ν q σ˜ρ q
〉 )
+
1
2
Mµν ρ(q) · ρ˜†µ σ˜†ν q σ˜†ρ−q
+
1
2
Nµν ρ(q) · ρ˜†µ σ˜ν−q σ˜ρ q + h. c.
]
,
(3.18)
So far, we presented a theory which can generally
describe the interaction of selected quasiparticles of a
cavity-BEC system with the continuum of phonons. In
the following we will use the main results of the theory
in an interesting, highly non-trivial case. Now, without
losing generality, we will consider only a certain part of
the full effective Hamiltonian, which refers a selected po-
lariton quasiparticle, which is the soft mode of the self-
organization phase transition, denoted by ρ˜s. The fre-
quency of the soft mode as a function of the control pa-
rameter normalized to the critical value, y/ycrit, is plot-
ted in Fig. 3). Further, we denote by σ˜1 q the lowest, and
by σ˜2 q the middle phonon branches displayed in Fig. 2.
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FIG. 3. (Color online) Real part of the polariton quasiparticle
frequency (only the positive frequency part is shown) as a
function of the external laser drive strength. This polariton is
the soft mode of the self-organization phase transition, hence
the frequency vanishes at a critical point. Without external
driving (y = 0), the polariton frequency has just the value
where the middle and the upper branches touch for q = 0 in
the phonon spectrum in Fig. 2.
The relevant part of the effective Hamiltonian account-
8ing for the polariton-phonon coupling is
H˜ = ωs ρ˜
†
s ρ˜s +
∑
q
ω1 q σ˜
†
1 q σ˜1 q +
∑
q
ω2 q σ˜
†
2 q σ˜2 q+
+
1√
Nc
∑
q
(
gLq · ρ˜†s σ˜†1 q σ˜2 q + gL ∗q · ρ˜s σ˜†2 q σ˜1 q
)
+
1√
Nc
∑
q
(
gBq · ρ˜†s σ˜1 q σ˜2−q + gB ∗q · ρ˜s σ˜†2−q σ˜†1 q
)
,
(3.19)
where ωs is the soft mode frequency. The coefficients
gLq = O
s
12(q) and g
B
q =
1
2N
s
21(q) describe the strengths
of the so-called Landau- and Beliaev-type coupling pro-
cesses (illustrated in Fig. 2). In the former, the polariton
ρ˜s merges with a phonon from the lowest branch to create
a phonon on the middle branch. In this process a con-
densate atom is created simultaneously. The latter, Beli-
aev process corresponds to the creation of two phonons,
this process is stimulated by the background condensate.
The energy and the quasi-momentum quantum numbers
obviously need to be conserved during these processes.
Furthermore the total momentum has to be conserved
also, which means that one of the phonons should be in
the middle and one should be in the lowest branch.
The Heisenberg equations of motion generated by this
Hamiltonian are nonlinear and cannot be solved gener-
ally. In accordance with the usual treatment of open sys-
tems and Markov approximation, we will approximate
the state of the phonon degrees of freedom as being close
to a thermal equilibrium.
IV. BOSONIZATION OF THE PHONON BATH
Let us introduce two operators which correspond to
the Landau and Beliaev processes, respectively,
L˜q =
(NLq )−1 · σ˜†1 q σ˜2 q (4.1a)
B˜q =
(NBq )−1 · σ˜1 q σ˜2−q , (4.1b)
where NLq and NBq are unspecified normalization coef-
ficients.The identity [A , BC ] = [A , B ]C + B [A , C ]
implies the algebraic relations∣∣NLq ∣∣2 · [ L˜q , L˜†q ] = σ˜†1 q σ˜1 q − σ˜†2 q σ˜2 q (4.2a)∣∣NBq ∣∣2 · [ B˜q , B˜†q ] = σ˜†1 q σ˜1 q + σ˜†2 q σ˜2 q + 1 (4.2b)
NBq NLq ·
[
B˜q , L˜q
]
= σ˜2−q σ˜2 q (4.2c)
By assuming that the occupation number in the phonon
modes remains close to the thermal one, we can use the
following mean field approximation
σ˜†µ q σ˜µ q ' n¯µ q (4.3a)
σ˜2−q σ˜2 q ' 0 , (4.3b)
where n¯µ q is the thermal occupation number. By setting
the normalization factors as
NLq =
√
n¯1 q − n¯2 q (4.4a)
NBq =
√
n¯1 q + n¯2 q + 1 . (4.4b)
we obtain normal bosonic commutation relations[
L˜q , L˜
†
q
]
= 1 (4.5a)[
B˜q , B˜
†
q
]
= 1 (4.5b)[
B˜q , L˜q
]
= 0 . (4.5c)
In this approximation scheme, we have introduced new
bosonic modes describing the phonons. The effective
Hamiltonian can be rewritten as
H˜eff = ωs ρ˜
†
s ρ˜s +
∑
q
(ω2 q − ω1 q) L˜†q L˜q
+
∑
q
(ω1 q + ω2 q) B˜
†
q B˜q
+
1√
Nc
∑
q
NLq
(
gLq · ρ˜†s L˜q + gL ∗q · L˜†q ρ˜s
)
+
1√
Nc
∑
q
NBq
(
gBq · ρ˜†s B˜q + gB ∗q · B˜†q ρ˜s
)
,
(4.6)
where we used the eigenfrequencies of the Landau-type
L˜q and Beliaev-type B˜q quasiparticles, which come from
the definition (4.1). This is now a solvable, quadratic
Hamiltonian leading to coupled, linear equations of mo-
tion
i
d
dt
ρ˜s =
[
ρ˜s , H˜eff
]
(4.7a)
i
d
dt
L˜q =
[
L˜q , H˜eff
]
− i (γ1 q + γ2 q) L˜q + i ζ˜Lq (4.7b)
i
d
dt
B˜q =
[
B˜q , H˜eff
]
− i (γ1 q + γ2 q) B˜q + i ζ˜Bq , (4.7c)
where γµ q is the damping of the phonon mode σ˜µ q. Note
that we added damping for L˜q and B˜q together with
the accompanying ζ˜L and ζ˜B Langevin-type noise terms.
The damping rates are the sum of the damping rates of
the composite phonon modes. The microscopic calcula-
tion of these rates would require a tedious calculation
which involves the so-far neglected phonon-phonon cou-
pling terms. Instead of this direct approach, one can use
phenomenologically the free-space phonon decay rates,
assuming that the phonon decay is hardly affected by
the presence of the cavity field.
V. LANDAU- AND BELIAEV-DAMPING
The linear set of equations (4.7) can be solved analyti-
cally. Since we look for damping rates, or more generally,
9for the eigenfrequency of the polariton embedded in the
phonon bath, we can resort to a Green’s function tech-
nique. Let us introduce three retarded Green’s functions,
GP (t− t′) = −i θ(t− t′) 〈[ ρ˜s(t) , ρ˜†s(t′) ]〉 (5.1a)
GLq (t− t′) = −i θ(t− t′)
〈[
L˜q(t) , ρ˜
†
s(t
′)
]〉
(5.1b)
GBq (t− t′) = −i θ(t− t′)
〈[
B˜q(t) , ρ˜
†
s(t
′)
]〉
, (5.1c)
which, after Fourier transformation,
f(t− t′) = 1
2pi
∫
dω f(ω) e−iω(t−t
′) (5.2)
obey a closed set of algebraic equations
ωGP (ω) = 1 + ωsG
P (ω) +
1√
Nc
∑
q
gLq NLq GLq (ω)
(5.3a)
+
1√
Nc
∑
q
gBq NBq GBq (ω)
ωGLq (ω) = ω
L
q G
L
q (ω) +
1√
Nc
gL ∗q NLq GP (ω) (5.3b)
ωGBq (ω) = ω
B
q G
B
q (ω) +
1√
Nc
gB ∗q NBq GP (ω) . (5.3c)
For brevity, we introduced the complex eigenfrequencies
ωLq = (ω2 q − ω1 q)− i (γ1 q + γ2 q) (5.4a)
ωBq = (ω1 q + ω2 q)− i (γ1 q + γ2 q) (5.4b)
for the bosons modes L˜q and B˜q, respectively. The po-
lariton Green’s function can be expressed in closed form,
GP (ω) =
(
ω − ωs − ΣL(ω)− ΣB(ω)
)−1
, (5.5)
where the two self-energies
ΣL(ω) =
1
Nc
∑
q
∣∣gLq ∣∣2 · (NLq )2ω − ωLq (5.6a)
ΣB(ω) =
1
Nc
∑
q
∣∣gBq ∣∣2 · (NBq )2ω − ωBq . (5.6b)
incorporate the integrated effect of the Landau and Be-
liaev processes. These expressions are the main result of
the general theory, in the following we will apply them
in special cases relevant to recent experiments. First
we will restrict the analysis to the self-energies in or-
der to deduce the damping rate and the frequency shift
of the polariton mode within the Born–Markov approx-
imation. Then we will evaluate the polariton Green’s
function GP (ω) which, in principle incorporates the full
dynamics of the polariton-phonon system. Finally, we
will determine the poles of complex continuation of the
retarded Green’s function which reveals the underlying
relevant excitations. Since the poles can be far from the
real axis, this will turn out to be the case here, one can
find significant deviation from the results of the Born–
Markov approximation.
A. Born–Markov approximation
As a first approximation, the frequency depen-
dence of the self-energies are eliminated (⇔ Markov-
approximation), and simply its value at the bare system
frequency is taken (⇔ Born-approximation), ΣL(ω) '
ΣL(ωs) and Σ
B(ω) ' ΣB(ωs). The complex eigenfre-
quency of the polariton mode is identified with the pole
of the Green’s function which is now at
ωpole = ωs + Σ
L(ωs) + Σ
B(ωs) . (5.7)
It follows that the Landau and Beliaev processes give rise
to a complex frequency shift
δL − iγL = − 1
Nc
∑
q
∣∣gLq ∣∣2
× (n¯1 q − n¯2 q)
(ω2 q − ω1 q − ωs)− i (γ1 q + γ2 q) , (5.8)
and
δB − iγB = − 1
Nc
∑
q
∣∣gBq ∣∣2
× (n¯1 q + n¯2 q + 1)
(ω1 q + ω2 q − ωs)− i (γ1 q + γ2 q) , (5.9)
respectively. Obviously, the real part corresponds to a
frequency shift due to dressing with the phonons, and the
imaginary parts correspond to the Landau and Beliaev
damping rates.
We evaluate numerically Eqs. (5.8) and (5.9). When
performing the quasi-momentum sums, one can use the
three-dimensional density of modes instead of the one-
dimensional one. To this end, the argument in the sum-
mation has to be multiplied by 12pi (qw)
2
, where w is the
width of the condensate. We assign the following numer-
ical values to the parameters Nc = 10
4 , kL/(2pi) = 1001,
Ncg/L = 0.1ωR, ∆C = −1000ωR and kw = 2pi
√
2,
which corresponds to the experimental values reported
in Ref. [29]. We will introduce a phenomenological pa-
rameter  for the sum of the damping rates of the two
phonons involved in the process,  = γ1 q + γ2 q, that is,
(i) we neglect the variation of this sum as a function of
the quasi-momentum q, and (ii) we renounce to calculate
it ab initio from the initial Hamiltonian. In fact, such
a calculation would require to keep another second-order
phonon-phonon interaction term in Eq. (2.17). This term
was dropped because it does not give direct contribu-
tion to the polariton damping rate. Reversely, the res-
onator has no considerable effect on the phonon damping
(strictly vanishing for a homogeneous condensate below
threshold) so that the free-space value could be safely
invoked for the calculation.
Figure 4 shows the damping rate as a function of the
control parameter y normalized to the critical value ycrit.
We obtain sharp peaks in the Beliaev damping at cer-
tain values of the laser pumping strength. The main
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FIG. 4. (Color online) Beliaev damping rate as a function
of the control parameter that is the normalized laser pump
strength at zero temperature, T = 0. There appear resonant
peaks both below and above the critical point. For the expla-
nation of their origin, see text below. The quite overlapping
curves correspond to various values of the phenomenologi-
cal phonon damping parameter,  = 0.03, 0.01, 0.003, 0.001 in
units of ωR, in order of increasingly sharp peaks.
reason for the resonant enhancement is connected to the
variation of the polariton frequency. The peaks in the
damping rate occur when the polariton decays into two
phonons being close to the edges of the Brillouin zone
q ≈ ±k/2. Here, the dispersion relation curves of the
lower and upper bands are symmetric to the point at
the edge since the upper branch is simply the curve con-
tinuing the lower branch and folded back into the first
Brillouin zone[56]. Therefore, in an interval around the
pair of phonon modes +q and −q, that is a continuum
set of pairs q . ±k/2 on the lower branch and ∓k/2 . q
on the upper branch fulfills both the momentum and en-
ergy conservation laws. This gives rise to an enhanced
effective reservoir density of modes. The phonon ener-
gies at the edge are close to ωR/4, slightly raised due to
collisions, therefore the peaks are expected at the values
of the control parameter y which lead to a polariton fre-
quency at about 12ωR. One can check by looking at the
monotonous function shown in Fig. 3 that, below thresh-
old, this occurs indeed at about y/ycrit ≈ 0.8. Similar
“resonance” of the soft mode frequency with phonons at
the band edge occurs above threshold as is shown in the
Figure. The other, smaller peak is of different origin, it
arises form the overlap integrals at a certain shape of the
condensate.
The reservoir density of modes is not infinite due to
the finite phonon decay rate γ1 q + γ2 q ≡  blurring the
sharpness of the energy conservation condition. Note
that the precise shape of the damping rate as a function
of y slightly depends on the phenomenologically chosen
value of , which reflects the role of this latter in the
spectral density of reservoir modes.
The temperature dependence of the Landau- and
Beliaev-damping rates is shown in Fig. 5. The Landau-
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FIG. 5. (Color online) Dependence of the Landau- and
Beliaev-damping rates on the temperature. For temperatures
below the recoil frequency, the Landau damping does not sup-
press the Beliaev damping peak. Parameters are the same as
for Fig. 4, and  = 0.01.
damping rate vanishes at zero temperature, but grows
quickly as the temperature is increased. One can see
that the Beliaev damping dominates in the whole range
for temperatures up to T = 0.1ωR, and the peak is sig-
nificant even for higher temperatures 0.3ωR . T .
Let us also evaluate the real part of the self-energy in
Born-Markov approximation, which is shown in Fig. 6.
The frequency shift is thus significant in the vicinity of
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FIG. 6. (Color online) Beliaev frequency shift as a function of
the normalized control parameter, indicating significant mod-
ification of the bare polariton frequency in conjunction with
the enhanced damping rate. Parameters are the same as for
Fig. 4.
the damping rate maximum. This result reveals that
evaluating the self-energy at the bare polariton frequency
may be very approximative. Therefore, in a next step,
instead of the the Born approximation of the poles in
Eq. (5.7), we consider the poles of the Green’s functions
arising from the zeros of the denominator in Eq. (5.5).
Before proceeding along this line, it is noteworthy to
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FIG. 7. (Color online) Spectral function of the polariton mode
for various driving strengths y. The vertical range is trun-
cated thus the high peaks, which are the dominantly polari-
ton ones, are cut. These peaks lie quite precisely on the thick
line drawn in the bottom plane, which is the polariton eigen-
frequency in the Bogoliubov approximation, c.f. the curve
in Fig. 3, except for the range around y/ycrit ∼ 0.8. As the
increasing control parameter approaches this range, another
peak grows up, which indicates that a significant phonon com-
ponent mixes to the polariton, and an avoided crossing can
be observed.
consider the dependence of the damping rate and fre-
quency shift on the superfluid density Nc/L. Because of
the summation in Eqs. (5.8) and (5.9), there is an appar-
ent factor of the inverse of the density 1Nc
∑
q, however,
the summands involve the square of the coupling con-
stants gLq or g
B
q which are proportional to the density.
Altogether the frequency shift and decay rates scale lin-
early with the superfluid density.
B. Strong polariton-phonon coupling
In order to get around the limitation of the Born-
Markov approximation, namely that it assumes that the
pole of the polariton Green’s function is only shifted by
a small amount due to the interaction with the phonons,
which proved to be too strict, we look for the analytic
structure of the Green’s function directly and search the
locations of the exact poles. We restrict ourselves only for
Beliaev damping as this is the relevant damping channel
at low temperatures. This way the analysis becomes eas-
ier and the interplay between the polariton and phonons
is more transparent.
First let us define the spectral function for real frequen-
cies, ρ(ω) ≡ −2ImG(ω) from which the retarded Green’s
function can be obtained in the usual way.
G(ω) = lim
η=0+
∫ ∞
−∞
dω′
2pi
ρ(ω′)
ω − ω′ + iη (5.10)
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FIG. 8. ((Color online) Complex analytic continuation of the
retarded Green’s function of the polariton mode for driving
strength y = 0.629ycrit. The largest peak close to the real axis
is dominantly the polariton mode. The phonon bath is repre-
sented by the multiple smaller peaks. The one closest to the
large peak yields a strong phonon-polariton coupling influenc-
ing significantly the dependence of the polariton frequency as
a function of the control parameter y shown in Fig. 7.
A peak in the spectral function implies an elementary ex-
citation, whose energy corresponds to the location of the
peak, and its inverse lifetime to the width of the peak.
One can directly evaluate the Green’s function for real
frequencies by using the same method for the evaluation
of the sums in the self-energy functions (5.6) as that we
adopted for the Born-Markov approximation. Figure 7
presents the spectral function for various values of the
control parameter. It is clear that there are two signif-
icant peaks and an avoided crossing when the control
parameter (y/ycrit) is scanned between 0 and 1. At the
extremes of the control parameter, one of the peaks can
be attributed to the polariton mode, the other to the
phonon bath. The avoided crossing unambiguously sig-
nifies that a strong coupling between the polariton mode
and the ensemble of phonon modes takes place. In other
words, the dynamics cannot be interpreted simply as a
single dressed oscillator mode. It is strikingly unexpected
that the polariton and the phonons have such a consid-
erable effect on each other.
The spectral function has a finite support in ω, as the
Beliaev self-energy (5.6) is integrated for the first Bril-
louin zone, where the real part of ωBq is bounded. At
the edges of the support the spectral function exhibits a
peak. This peak can be attributed to the phonons and
it is quite asymmetric, it has a sharp edge and a smooth
fall-off. The other peak, corresponding to the polariton
mode is of Lorentzian shape.
12
0.0 0.2 0.4 0.6 0.8 1.0
y/yc
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Re
al
 p
ar
t
0.0 0.2 0.4 0.6 0.8 1.0
y/yc
0.14
0.12
0.10
0.08
0.06
0.04
0.02
0.00
0.02
Im
ag
in
ar
y 
pa
rt
FIG. 9. (Color online)The real (left) and imaginary (right)
parts of the two most relevant poles of the Green’s function.
Well-resolved avoided crossing can be seen in the real part,
indicating a considerable mixing of the polariton with a col-
lective phonon mode. The smaller imaginary part can be
associated with the polariton damping rate which is then re-
duced compared with the Born-Markov prediction.
To determine the position and the width of the peaks
of the spectral function one analytically continues the re-
tarded Green’s function to the lower half of the complex
plane ω → z with Im{z} < 0. Poles encountered close
to the real axis correspond to the excitations. We car-
ried out the analytic continuation by solving the Cauchy-
Riemann equations and propagating the solution gradu-
ally downward from the real axis.
Since the spectral function has only finite support with
a sharp fall-off, its endpoints correspond to branch points
in the analytic continuation of the retarded Green’s func-
tion. Therefore there is no unique analytic continua-
tion to the whole complex plane. One can insert a sin-
gle branch cut parallel to the real axis and between the
branch points, or alternatively, take the function analytic
between the branch points and insert two cuts connect-
ing each branch point with the point infinitely far away.
To avoid such difficulties, we assume phonon modes at
all real frequencies coupled extremely weakly to the po-
lariton, thereby extending the finite cut along the whole
straight line parallel to the real axis. Technically it means
that we smooth out the spectral function a bit around the
branch points. Then the analytic continuation is unam-
biguous on the lower half plane. We numerically com-
puted the analytic function ΣB(z) and the corollary re-
tarded Green’s function G(z) which, for illustration pur-
poses, is shown in Fig. 8 for a selected value of the control
parameter y. The two-dimensional plot shows the pole
corresponding to the polariton soft mode, and also other
poles originating from the phonon bath. Since the spec-
tral density of phonons is not a Lorentzian, there appears
several poles of which the one closest to the real axis is the
most relevant. This is plotted in Fig. 9 which can then
be considered a generalization of the result in Figs. 6 and
4. The real part manifests the avoided crossing, with a
resolution much larger than the one used in Fig. 7, which
demonstrates the strong coupling between the polariton
and the phonons. The imaginary part reveals that the
coupling to the polariton mode leads to a considerable
narrowing of the effective width of the phonon bath. This
effect is obviously beyond the usual Markov approxima-
tion assuming an inert reservoir. The smaller decay rate
can be associated with the polariton. There is a peak at
the crossing, however, the rate itself is an order of magni-
tude smaller than the one obtained by the Born-Markov
approximation in the previous subsection.
VI. SUMMARY
We studied a composite system which consists of a
laser-driven Bose-Einstein condensate and a single-mode
optical resonator. First, we determined the elementary
excitations of this system using a Bogoliubov-type mean
field analysis, which is given by the linear part of the
basic equations (2.17) of the theory presented in this
paper. We found that the atomic annihilation opera-
tors with zero quasi-momentum hybridize with the an-
nihilation operator of the cavity field and after the di-
agonalization of Fµν these lead to polariton excitations.
The atomic annihilation operators with nonzero quasi-
momentum do not couple to the photons at linear order,
so they lead, after the diagonalization of Gµν(q), to the
usual phonon excitations of the condensate. Since we are
interested in the nonlinear polariton-phonon interaction,
we have to go beyond the usual Bogoliubov approxima-
tion and consider the effects of the nonlinear terms in
(2.17). From these terms, we constructed an effective
Hamiltonian, c.f. Eq. (3.18), which contains the polariton
and phonon operators as the basic constituents and de-
scribes their interaction. The effective Hamiltonian was
simplified by restricting the system to the soft mode of
the self-organization phase transition and to the relevant
phonon bands. The simplified Hamiltonian contains two
different types of interaction, called Landau and Beliaev
processes, which are visualized in Fig. 2.
Since the effective Hamiltonian contains third order
terms, it is not possible to solve the problem exactly. If
we try to solve it using the equation of motion of the po-
lariton Green’s function, then we run into an infinite hi-
erarchy of equations: three point functions appear in the
equations of two point functions and so on. To deal with
this problem, we use a bosonization approximation which
relies on that the phonons are close to be in a thermalized
state. By rendering the effective Hamiltonian bilinear in
the variables, the equations of the Green’s functions can
be solved straightforwardly. As a result, we obtain the
self-energies in Eq. (5.6).
From the self-energy, we can take two distinct paths to
evaluate the damping rate of the polaritons due to the
phonon bath. As the simplest one, we can use the Born-
Markov approximation where the self-energy is evaluated
at the bare frequency of the polariton. The imaginary
part gives the required damping rate, whereas the real
part corresponds to a frequency shift. This latter turned
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out to be significant with respect to the bare frequency.
This motivated us for using another, more accurate ap-
proach. The frequency dependence of the self-energy on
the real frequency axis has been retained and we per-
formed numerically an analytic continuation to the lower
half plane. We found the location of the pole, interest-
ingly, however, there were two relevant poles. One of
them corresponds to the expected polariton soft mode,
the other one to a collective mode within the phonon
bath. As the strength of the laser pump is varied, there
is an avoided crossing between these two poles, which in-
dicates a significant back action of the polariton to the
phonon bath.
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Appendix A: Connection between V β γα and W
β γ
α
In this appendix, we derive an equation which con-
nects V β γα and W
β γ
α . This equation is needed to prove
equation (3.17).
The commutation relations of v˜α and w˜β(q) are given
by the following formulas:
[ v˜α , w˜β(q) ] = 0 (A1a)
[ v˜α , v˜β ] = (Ω · Γ)αβ (A1b)
[ w˜α(−q) , w˜β(q) ] = (Ω · Γ)αβ (A1c)[
w˜†α(q) , w˜β(q)
]
= −Ωαβ (A1d)
These formulas should hold for all time t. Now, if we take
the time derivative of the first commutator listed here,
we can deduce the relationship between V and W :
−
∑
α
V αβµ · Ωαν +
∑
α δ
V α δµ · Γαβ (Ω Γ)δ ν
+
∑
α
Wαβν · (Ω · Γ)µα = 0 (A2)
To prove (3.17), we also need the following formulas,
which come from the application of the symmetry Γ:
V αβµ′ = −
∑
µ
Γµ′ µ · V β α ∗µ (A3a)
V β
′ α′
µ = +
∑
α′ β′
V αβµ · Γαα′ · Γβ β′ (A3b)
Wα
′ β′
µ′ = −
∑
µαβ
Γµ′ µ ·Wαβ ∗µ · Γαα′ · Γβ β′ (A3c)
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