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Abstract—A two-dimensional (2-D) finite-difference time-
domain (FDTD) code for the study of nonlinear optical phenom-
ena, in which both the slowly varying and the rapidly varying
components of the electromagnetic fields are considered, has been
developed. The algorithm solves vectorial Maxwell’s equations for
all field components and uses the nonlinear constitutive relation in
matrix form as the equations required to describe the nonlinear
system. The stability of the code is discussed and its effectiveness
is demonstrated through the simulations of self-phase modulation
(SPM) and second-harmonic generation (SHG). The authors also
show that the combination of nonlinear effects with PCs can result
in a significant improvement in device size and integrability, using
the example of a Mach–Zehnder interferometer (MZI).
Index Terms—Finite-difference time domain, nonlinear optics,
photonic crystals.
I. INTRODUCTION AND MOTIVATION
NONLINEAR optics has a wide range of applications inmany areas such as communications and optical comput-
ing [1]. Of particular interest, we can use nonlinear optical ma-
terials to achieve all-optical control of electromagnetic waves,
which can lead to all-optical signal processing. Nonlinear optics
also has a number of inherent benefits, such as the ability to
compensate for linear dispersion and diffraction effects, as
evidenced by temporal and spatial solitons [2]. Utilizing the
nonlinear properties of various materials, optical switches and
modulators have also been realized and found wide applications
in modern telecommunication industry [3], [4].
Recently, photonic crystal (PC) structures have also been ex-
tensively investigated in literature [5]–[10]. One of the most
unique features of PC structures is that for a large enough index
contrast, a PC can exhibit a photonic bandgap, i.e., a range of
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frequencies within which a propagating electromagnetic wave
does not exist [11]–[15]. More practically, PC structures are
also interesting, because they allow for precise control of elec-
tromagnetic wave propagation, as exemplified in the studies of
sharp bends [16], nanoscale optical cavities [17], and add–drop
filters [18]. Since PC structures can support electromagnetic
modes with unique modal profiles and drastically differing
dispersion properties, the introduction of nonlinear materials
into PC structures has led to many interesting nonlinear optical
phenomena [19]–[32]. Furthermore, it is possible to achieve a
greatly reduced group velocity for guided modes in PC struc-
tures, which can significantly improve the efficiency of non-
linear optical processes in such structures due to slow-light
enhancement [33]. As a result, it is of critical importance to
develop a numerical algorithm that can easily and accurately
simulate nonlinear optical process in complex dielectric struc-
tures such as PCs.
A very common technique for the analysis of nonlinear
optical wave propagation is the nonlinear Schrödinger equation.
The solutions of the nonlinear Schrödinger equation can be
found analytically, which provide the basic framework for the
investigation of important subjects such as temporal and spatial
solitons [34] and can lend important insights for the study of
other nonlinear optical phenomena [35], [36]. Unfortunately, it
is generally difficult to apply the nonlinear Schrödinger equa-
tion to describe nonlinear wave propagation in PCs, since PC
structures typically have very large index contrast and exhibit
significant modal dispersion (especially near the band edge),
which invalidates some basic approximations in the derivation
of the nonlinear Schrödinger equation [37].
The finite-difference time-domain (FDTD) method of analy-
sis [38], however, is applicable for a wide range of complex
dielectric structures, constrained only by the size of the compu-
tational space required for the simulation. Several FDTD-based
algorithms have been developed to address nonlinear phenom-
ena, including an FDTD formulation by Sullivan [39] for non-
linear dispersive optical structures that utilizes Z transforms.
However, most of these methods either use relatively com-
plex formulations solved using iterative techniques [40], [41]
or simplify the problem by neglecting certain field compo-
nents [42] at the expense of a lost generality. In fact, a
three-dimensional (3-D) FDTD-based χ(3) nonlinear code that
uses an iterative technique and parallel algorithms has been
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demonstrated [43]–[47], but for many problems, a quick 2-D
simulator is both desirable and sufficient. Although a practical
FDTD code that can solve all nonlinear problems is elusive at
best, the problem is not intractable, and for the case of Kerr
media, a simple and robust solution may be found, as shown by
Tran [48], [49].
In this paper, we present a 2-D FDTD code for simulating
nonlinear effects in anisotropic materials and χ(2) and χ(3)
materials of practical interest. This code has been optimized
by focusing only on the materials of interest and by assuming
that the nonlinear effects are instantaneous. Thus, it offers better
computational efficiency over other nonlinear FDTD methods,
at the expense of a small loss of generality in application. The
stability of the code is demonstrated and several simulation
results are offered. This discussion begins with an overview of
the basic FDTD algorithm and a description of our nonlinear
extension to the original linear method, discussed in Section II.
Here, the techniques used to calculate anisotropic, χ(2), and
χ(3) nonlinearities are presented, as well as the limitations of
each case. A straightforward analysis of the stability of our
code under the linear conditions is given in Section III. The
code is verified in Section IV, using the well-studied bulk
nonlinear phenomenon of second-harmonic generation (SHG)
and self-phase modulation (SPM). Furthermore, the simulation
of a simple nonlinear PC is presented along with a specific PC
application utilizing the SPM effect. Final conclusions are made
in Section V.
II. EXTENSION OF YEE’S FDTD ALGORITHM
The 2-D FDTD method that we developed is based on a
modification of the original Yee’s FDTD algorithm [38]. The
original FDTD approach solves the coupled linear Maxwell’s
equations in differential form, written as
∂
∂t
H = − 1
µ
∇×E (1)
∂
∂t
E = +
1
ε
∇×H (2)
where the permittivity ε and the magnetic permeability µ are
both time-independent scalars. By discretizing the simulation
domain into a finite computational grid, the magnetic and elec-
tric fields are computed at interlacing time intervals, as shown
here for the x components
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Fig. 1. Traditional Yee’s cell for the FDTD field components, showing the
spatial relationship between the x, y, and z components of the electric field E,
and the magnetic field H. Here, i, j, and k represent the grid indices in the x-,
y-, and z-directions, respectively.
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where n represents the time index, ∆t is the time step, ∆y and
∆z are the grid spacings in the y- and z-directions, respectively,
and i, j, and k are the grid coordinates in the x-, y-, and
z-directions, respectively. The y and z field components are
calculated from similar equations, with the spatial orientations
of these field components as shown in Fig. 1, commonly re-
ferred to as the Yee’s cell.
In our nonlinear version, the first set of equations in (3) is re-
tained, while the second set of equations is written as
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where Dnx is the electric displacement in the x-direction, which
is known through the nonlinear constitutive relation Dn =
f(En)(En) (f here represents a function). After finding Dn+1,
the electric field is advanced from the inverse constitutive rela-
tion, i.e., En+1 = f−1(Dn+1)(Dn+1). This inversion process
is possible either through exact analytical methods or an itera-
tive approach starting with En as the initial value. The general
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procedure is the same for the cases of anisotropic, second-order
χ(2) nonlinear, and third-order χ(3) nonlinear media, although
the exact implementation in each case has been optimized for
computational performance.
Although the χ(2) and χ(2) susceptibilities are generally a
second- and third-rank tensor, respectively, for a wide variety of
materials (such as many of the semiconductors used in modern
optoelectronics), most of the tensor elements are negligible or
equal to each other due to material symmetries and other con-
siderations. Therefore, the total number of independent tensor
elements is significantly reduced. As an example, the general
second-order nonlinear susceptibility tensor is commonly writ-
ten in contracted form as
d =
 d11 d12 d13 d14 d15 d16d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36
 (6)
where dij = (1/2)χ(2)ij , and the indexes i and j are in Voigt
notation. However, for χ(2) materials of interest addressed in
this paper, the tensor is simplified as
d =
 0 0 0 d14 0 00 0 0 0 d25 0
0 0 0 0 0 d36
 (7)
and d14 = d25 = d36 (e.g., 43m symmetry). Thus, we only
need to consider one independent parameter. In the case of χ(3)
materials, the tensor has many more elements and may not be
easily written; however, we can apply the same simplification.
Thus, many materials used in nonlinear optics have nonlinear
susceptibilities that can be treated as a scalar quantity; these
are the materials treated by this study. Some examples of χ(2)
and χ(3) materials of interest include most semiconductors
including gallium arsenide, KD∗P, and liquid crystals. Note
that there are nonlinear algorithms that are capable of treating
tensors [50], however, these more complex methods have been
developed for systems that require the full tensor forms and do
not provide significant benefits for materials such as those used
for practical PC applications.
In the case of simple anisotropy, the inverse relation involves
the direct inversion of the permittivity matrix. The equations
for the inversion of this 3 × 3 matrix were found explicitly
using linear algebra and then implemented directly into Yee’s
algorithm. For simple nondispersive χ(2) and χ(3) nonlinear
materials, the required time-dependent (since E is a function
of time) tensors can be actually found from the equivalent con-
stitutive relations given by
D = ε0
 εr 0 χ(2)E · yˆχ(2)E · zˆ εr 0
0 χ(2)E · xˆ εr
E (8)
D = ε0
 εr+χ(3)|E|2 0 00 εr+χ(3)|E|2 0
0 0 εr+χ(3)|E|2
E (9)
respectively, where xˆ, yˆ, and zˆ represent unit vectors in the
x-, y-, and z-directions, respectively. Although these relations
take more elaborate tensor forms in the most general case,
this compact notation is both mathematically consistent for
the simple materials of interest and also convenient for the
rest of this discussion. For χ(2) nonlinear media, the inverse
relation is complicated to the extent that the iterative approach
becomes more efficient. In this case, the value of the E field at
a given time step is found from an implicit expression where
the value from the previous time step is used as an initial
guess for the updated value [51]. The newly calculated value
is then used as the next guess, and so on until E is found
to the desired precision. Usually, this process converges after
only a few iterations have been completed. For self-focusing
χ(3) nonlinear media where the nonlinear polarization term
is essentially a scalar, an inversion function g = f−1 may be
found in closed form using algebraic techniques [such that
E = g(D)(D)], which after simplification results in
g
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in which D = |D| (i.e., the magnitude of vector D), and εr
is the local relative permittivity of the medium. Using the
above expression, exact evaluation of the inverse constitutive
relation becomes possible, and the efficiency of the algorithm
is improved by about 30% as compared with the iterative
approach. Although the exact improvement in efficiency will
depend on computer architecture, programming language, etc.,
this approach, in general, will be equal to or faster than the
iterative approach, since at least one iteration that involves
roughly the same number of calculations as (10) must be
performed for each grid point during each time step.
In our algorithm, we ignore the frequency dependence of
the second-order or third-order nonlinear coefficients. This
assumption is well justified if the optical frequency is far
from the absorption resonance of the nonlinear materials [52].
Furthermore, the frequency bandwidth of the optical signals is
typically much smaller than the dispersion of the nonlinear co-
efficients, which allows us to treat the χ(2) or χ(3) coefficients
as frequency-independent constants.
Since the algorithm simulates the behavior of a nonlinear
system, the absolute amplitude of the electromagnetic wave in
our simulation carries physical meaning and cannot be normal-
ized arbitrarily. We introduce a normalization factor AI,N that
relates the physical electric field E and the normalized electric
field EN as EN = E/
√
AI,N . Correspondingly, the material
χ(2) and χ(3) nonlinear coefficients are normalized as
χ
(2)
N =χ
(2)
√
AI,N (11)
χ
(3)
N =χ
(3)AI,N = n2
cn20
π
AI,N (12)
where n0 is the linear refractive index, n2 is the second-order
nonlinear refractive index, and χ(2)N and χ
(3)
N represent the
normalized χ(2) and χ(3) nonlinear coefficients, respectively.
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The renormalization of these quantities is necessary in order
to prevent the numerical values from approaching the upper or
lower precision limits for a given computer architecture. We
should point out that the numerical results given by the FDTD
correspond to the normalized values, which can be converted
into physical values by using the appropriate normalization
factor AI,N . Also notice that according to (11) and (12), the
normalized nonlinearity coefficients are directly related to both
the physical nonlinearity strength and the normalization factor.
Thus, materials of various nonlinear strengths or different input
intensity levels may be simulated by choosing appropriate val-
ues of the normalized nonlinearity strength. As an example of
how physical nonlinear values compare with the corresponding
normalized quantities, a value of 9.2× 10−9 (esu) for χ(2)
(beta barium borate) with AI,N = 1 corresponds to a normal-
ized χ(2) of 3.9× 10−10, and a value of 4× 10−14 cm2/W
for n2 (maximum for GaAs) with AI,N = 1 corresponds to a
normalized χ(3) of 5.5× 10−15.
The FDTD implementation was coded for two-dimensional
(2-D) simulations with rectangular computational domains. At
the four computational boundaries, either periodic Bloch [53],
perfectly matched layer (PML) [54], or a combination of the
two boundary conditions can be specified, depending on the
dielectric structure under consideration. The developed code
was written in C running under a Tcl/Tk shell on a Linux
platform. The efficiency of the nonlinear version, defined as
the computation time for a given structure, is measured to be
roughly half that of the original linear version. To the best
of our knowledge, this is the first report of an efficient 2-D
nonlinear FDTD code that handles anisotropic, χ(2), and χ(3)
media. The basic χ(3) method is similar to that of Chen and
Kim [55], who presented a 2-D FDTD code for χ(3) materials
only. This study additionally includes a discussion of stability
issues for the anisotropic, χ(2), and χ(3) codes, presented in the
next section.
III. LINEAR STABILITY
It can be shown that Yee’s FDTD algorithm is stable under
the Courant’s stability condition [56], asserting that the numer-
ical propagation velocity must be greater than the maximum
phase velocity of the light in the structure [57]
1
∆t
√
(∆x)−2 + (∆z)−2
≥ sup
{
1√
µ0ε0εr
}
= cmax. (13)
Notice that this derivation is performed for the 2-D case.
This condition is both necessary and sufficient for numerical
stability in an FDTD code that only considers linear effects.
The extension to anisotropic materials has an almost identical
stability condition
1
∆t
√
(∆x)−2 + (∆z)−2
≥ sup
{
1√
µ0ε0 |eig{¯εr}|
}
= cmax
(14)
except that, now, the eigenvalues of the permittivity tensor ε¯r
are considered in the expression.
In order to examine the stability of the nonlinear FDTD
implementation, suppose the simulation is run for a given time
step and spatial grid size, and the output field is observed
over the entire structure. Assuming that the input field is kept
unchanged, the simulation must produce the same results as if
the time-dependent linear systems were solved with the per-
mittivity being a suitably defined anisotropic time-dependent
tensor rather than the original nonlinear case. This is because
in Maxwell equations for anisotropic media (and, therefore,
the FDTD method also), field components can be decomposed
into a superposition of plane waves along various directions.
Each direction is normally associated with two eigenvalues
and two eigenvectors, which characterize the corresponding
eigenmodes. Generally, these two modes propagate at different
phase velocities, and if for each direction, the fast mode is
stabilized in the numerical scheme, so would be the slower
mode. It can be easily demonstrated that the fastest propagating
wave corresponds to the smallest refractive index, which must
be one of the eigenvalues of the refractive index matrix of the
anisotropic medium [58]. Therefore, it is sufficient to consider
only the eigenindexes.
For both χ(2) and χ(3) nonlinearity, the constitutive relation-
ships, i.e., (8) and (9), respectively, depend on the strength of
the electric field at each grid point in the computation space,
which makes the stability analysis more complicated than the
linear or simple anisotropic cases. In particular, for χ(2) media,
the eigenvalues are
eig{¯ε} =
 εr + χ(2)E˜εr − 12 (1 + j√3)χ(2)E˜
εr − 12 (1− j
√
3)χ(2)E˜
 (15)
where E˜ = 3
√
(E · xˆ)(E · yˆ)(E · zˆ) and satisfies
|E˜| =
∣∣∣ 3√(E · xˆ)(E · yˆ)(E · zˆ)∣∣∣ ≤ |E|√
3
. (16)
From this expression, we can deduce that for positive values
of χ(2) and assuming that the strength of the nonlinearity is
not greater than a defined limit, the Courant’s stability condi-
tion will suffice, where the limit requires that |χ(2)E˜| < εr as
shown here:
E˜ > 0 : min {|eig{¯ε}|} =
√
ε2r + (χ(2)E˜)2 − εrχ(2)E˜
≥ εr − χ(2)|E˜| ≥ εr − χ(2) |E|√
3
E˜ < 0 : min {|eig{¯ε}|} = εr − χ(2)|E˜| ≥ εr − χ(2) |E|√
3
.
(17)
Therefore, for sufficiently large nonlinearity, as a result of either
large field amplitudes or large normalized χ(2) values, the
smallest eigenvalue tends to zero and the Courant’s condition
no longer guarantees stability [see (14)]. In other words, for
nonlinearity strengths and field values that are not too large (i.e.,
|χ(2)E˜| < εr), the linear stability constraints on the time step
size are sufficient. However, for large nonlinearity strength or
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Fig. 2. Self-focusing of a beam radiating out of a dielectric slab waveguide by using a bulk χ(3) nonlinear medium. The structure for x < x1 represents a slab
waveguide with dielectric core (εr = 12.96) and air cladding. The structure for x > x1 is a bulk nonlinear medium with εr = 12.96 and normalized χ(3) = 1.
The fundamental guided mode of the slab waveguide is excited using a Huygens’ source, and the structure is surrounded by PML boundaries. The spatial pattern
of the electric field throughout the structure calculated by the nonlinear 2-D FDTD method is shown, demonstrating the self-focusing effect.
field values, a smaller time step should be used to guarantee
that stability is maintained, as seen in (17). In fact, while
stable operation has been demonstrated using normalized χ(2)
values as large as 10, instability has also been encountered
for certain simulations using normalized χ(2) of only 5. The
difference between the two cases is the maximum field intensity
encountered in the structure, which, for the case of cavities
or similar resonant structures, can have localized spikes that
increase risk of instability over that of a slab of bulk material,
for example. Furthermore, Taflove and Hagness [52] reported
encountering similar stability problems with their χ(2) non-
linear implementations of the FDTD method.
The stability argument for χ(3) materials of interest is consid-
erably simpler than the χ(2) case, primarily since we are mainly
studying self-focusing media and the corresponding tensor is
isotropic. In this case, an analysis of the minimum value taken
by the eigenvalues of the constitutive matrix shows that for any
positive values of χ(3) (i.e., for any positive Kerr materials),
Courant’s stability condition is still sufficient for code stability
min {eig{¯ε}} = εr + χ(3)|E|2 ≥ εr, χ(3) ≥ 0. (18)
Therefore, the linear stability condition is applicable, since the
self-focusing effect results in a local decrease of phase velocity.
As verification of this statement, a more detailed calculation for
the scalar transverse electric (TE) modes in self-focusing media
may be performed [59], which results in√
∂[εrE+χ(3)E3]
εr∂E
∆t
√
(∆x)−2 + (∆z)−2
≥ 1
∆t
√
(∆x)−2 + (∆z)−2
≥ cmax.
(19)
Clearly, the same result is reached, confirming that Courant’s
stability condition is sufficient for χ(3) nonlinearity in the ma-
terials of interest in which only one independent χ(3) compo-
nent exists.
IV. APPLICATION EXAMPLES
A. Bulk Structures
In order to validate the nonlinear FDTD code described in
the previous sections, two types of well-understood nonlinear
optical phenomena were simulated, namely: 1) self-focusing
of optical beams in χ(3) nonlinear media and 2) SHG in χ(2)
materials. In these simulations, we use a Huygens source [60]
to excite a propagating wave that originates from a conven-
tional dielectric slab waveguide and continues through the non-
linear dielectric medium. In Fig. 2, the electric field profile of
such a propagating wave is shown for the case of a bulk χ(3)
material with normalized χ(3) = 1. As shown in the figure, the
wave is excited by the Huygens source at the location x = x1
and propagates from left to right in the nonlinear medium. A
qualitative observation of the diagram indicates that the lensing
effect of the material focuses an initially divergent beam and
causes the light to converge when the beam arrives at the end of
the computational domain.
The numerical verification of our χ(3) nonlinear code was
performed using the well-known formula for the phenomenon
of SPM. The index of refraction n is the square root of the
permittivity, which, in this case, may be written as
n = n0 + δn =
√
εr + χ(3)|E|2 ≈ n0 + χ
(3)
2
√
εr
|E|2 (20)
where εr is the relative permittivity, and n0 is the linear refrac-
tive index. SPM arises from the δn term, which changes the
local effective index of the material in proportion to the square
of the electric field strength.
If we consider a plane wave incident upon a material ex-
hibiting third-order nonlinearity, we find that for a TE-polarized
wave (i.e., electric field normal to the 2-D computation plane,
which is the x−y plane), the z component of the electric field
has the form
Ez = A cos(kx+ φ) = A cos(ωnx+ φ) (21)
where A is the amplitude, k is the wavenumber, ω is the
angular frequency, x is the position along the propagation
direction, and ϕ is a phase constant. Here, we normalize the
speed of light in vacuum to c = 1. In our simulations, the
unidirectional traveling wave excited by the Huygens source
can be well approximated by a plane wave near the right end
of the computational domain, as seen in Fig. 3. If we neglect
ϕ for the moment, which is valid as long as the nonlinear field
component is relatively weak, we can take the second derivative
of Ez and approximately find
dEz
dx
= −ωnA sin(ωnx)
d2Ez
dx2
= −ω2n2A cos(ωnx). (22)
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Fig. 3. Structure used to produce plane-wave excitation of bulk nonlinear χ(3) material for numerical SPM verification. The structure for x < x1 represents a
slab waveguide with dielectric core (εr = 12.96) and air cladding. The structure for x > x1 is a bulk linear medium with εr = 12.96. The fundamental guided
mode of the slab waveguide is excited using a Huygens’ source, and the structure is surrounded by PML boundaries. The spatial pattern of the electric field
throughout the structure calculated by the linear 2-D FDTD method is shown, with a plane-wave-like pattern produced at the rightmost end of the domain.
We may then divide the second derivative by the original field
and take the square root and write
n =
√
−d2Ezdx2
ω2Ez
. (23)
Shifting of the calculated values due to the phase constant and
discrete differentiation may be accounted for by considering the
peaks of the numerator and denominator terms under the square
root, shown as
n =
√√√√max(−d2Ezdx2 )
max(ω2Ez)
. (24)
An additional issue that must be accounted for is the extra
harmonic components present in Ez for the nonlinear case [61],
which likely result from the fact that the spatial variation of the
phase term φ can no longer be ignored when large values are
chosen for χ(3). The electric field in this case is not perfectly
sinusoidal, resulting in considerable distortion of the calcu-
lated second derivative. This extra harmonic effect is shown in
Fig. 4(a), which depicts the variation of Ez and −d2Ez/dx2
with the FDTD grid position (or x) at a fixed time within a
χ(3) material with normalized χ(3) = 4 (the field values were
normalized to 1). This can be overcome by filtering the field
values using a low-pass filter such that only the fundamental
harmonic component remains, as shown in Fig. 4(b), which
displays the same functions as in Fig. 4(a) after the filtering
process has been applied.
Using (20), δn may now be calculated by subtracting the
value of the linear refractive index from the refractive index
obtained numerically from (24). Notice that the maximum of
the squared Ez values from the FDTD simulation results was
used in the calculation, although the average value is assumed
in the theoretical analysis; the average field intensity can be
related to the maximum field intensity through〈|E|2〉 = |E|2max
2
. (25)
Comparing the simulation results (24) with the analytical ex-
pression for n (20), we find agreement to within 12% error. We
may also compare the permittivity values directly, eliminating
the approximation used to separate the square-root terms in
(20). The values using this approach agree to within only 2.6%
error, much smaller due to the fact that the error in truncation
of the binomial expansion of (20) is no longer ignored. Since
it is commonly understood that the FDTD in practical usage
has a typical error of a few percent, these results verify within
reasonable agreement the accuracy of our third-order non-
linear code.
Fig. 4. (a) Variation of the out-of-plane (or z) component of the electric field
(Ez) calculated using the nonlinear FDTD method and its second derivative
with position (x) along the guiding direction within a χ(3) nonlinear bulk
material with normalized χ(3) = 4. The structure is excited by a plane wave
with normalized frequency a/λ = 0.265 and TE polarization. (b) Variation of
the filtered out-of-plane electric field component (Ez) and its second derivative
with position (x) along the guiding direction within a χ(3) nonlinear bulk
material with normalized χ(3) = 4. The structure is excited by a plane wave
with normalized frequency a/λ = 0.265 and TE polarization.
Next, the transverse magnetic (TM) and TE field profiles
for a slab of bulk χ(2) material are shown in Fig. 5, where
the normalized χ(2) = 10. TM is used to denote the field that
only has a magnetic field component in the direction normal
to the plane of the computational domain; TE denotes a field
that only has an electric component in this direction. Note that
in this simulation, we assume a very large value for χ(2) to
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Fig. 5. SHG of a beam propagating in a dielectric slab waveguide by using a bulk χ(2) nonlinear medium. The structure is a slab waveguide with dielectric core
(εr = 12.96) and air cladding. The fundamental guided mode of the slab waveguide is excited using a Huygens’ source, and the structure is surrounded by PML
boundaries. (a) The spatial pattern of the magnetic field throughout the structure, used to pump the χ(2) medium, as calculated by the nonlinear FDTD code.
(b) The spatial pattern of the electric field throughout the structure, showing the generation of a second-harmonic beam in the χ(2) medium.
reduce the required size of the computation domain. The TM
field [Fig. 5(a)] is used to excite the material and the resulting
nonlinear response initially shows up in the TE field [Fig. 5(b)],
as predicted by expanding the matrix constitutive relationship
assumed for the χ(2) case (8). Again, an examination of the
diagrams qualitatively indicates that a second-harmonic field
is generated in the TE field (orthogonal to the TM excitation)
and the energy is transferred periodically between the two, as
expected. Of course, the energy conversion is not 100%, since
there is a mismatch between the group velocities of the TE and
TM polarizations due to waveguide dispersion. Furthermore,
the null on the axis seen in the second-harmonic field [Fig. 5(b)]
is due to the fact that the transverse magnetic field of the
fundamental guided mode in the slab has even symmetry, and
therefore, its electric field must vanish on the axis (i.e., the
corresponding electric field has odd symmetry).
B. PC Structures
By applying nonlinear optics theory to PCs, we are able to
take advantage of the additional control of light offered by both
concepts. One benefit of using nonlinear effects is that the χ(3)
nonlinearity may be used to shift the phase of the guided modes
in a controlled fashion, allowing for engineering of these modes
in PC waveguides [62], [63]. Switching behavior can also be
achieved by changing the strength of the nonlinearity of a ma-
terial in the holes of a PC (e.g., by applying an electric field) if
the bandgap of the PC disappears when the nonlinearity is large.
A related application uses the nonlinear phase shift to delay
one optical pulse with respect to another. In this system, slow-
light enhancement resulting from resonant structures can be
used to increase the effects of the nonlinear material. This idea
of enhancement using resonant structures can be developed
further by using the guided modes of coupled resonator optical
waveguides (CROWs), which can exhibit very small group
velocities [25] primarily due to the coupling mechanism that
allows light to gradually leak from one cavity to the next.
A PC CROW with a cavity period of Λ = 4a and made of
dielectric rods is shown in Fig. 6(a), where a is the period of
the bulk PC. The PC in this case is a square lattice of GaAs
rods (εr = 12.96), having r = 0.25a, in a polymer background
(εr = 2.25). The TE band structure of the bulk PC (no cavities)
calculated using the linear FDTD code indicates a complete
bandgap from about a/λ = 0.237 to 0.288. A point-defect
cavity was created by decreasing the radius of the defect rod
to r′ = 0.167; the frequency response shows a resonant peak
within the photonic bandgap (PBG) of the crystal near a/λ =
0.264 [Fig. 6(b)] and a change in amplitude and resonance
shape when the defect rod is considered nonlinear (χ(3) = 8
used to exaggerate the effects). This resonance represents a
defect cavity mode that becomes a guided CROW mode when
several of these cavities are chained together. The dispersion
diagram of the fundamental guided mode of this CROW is
shown in Fig. 6(c). The relative flatness of the mode dispersion
diagram indicates that this is, indeed, a low group velocity
mode, given that the group velocity is directly related to the
slope of the dispersion curve. As mentioned earlier, the small
group velocity may be used to enhance the effects of a nonlinear
material placed in these cavities, since the photons propagating
through this structure spends a longer time in the nonlinear
media than in a nonresonant waveguide of comparable length.
The effective length of a given device L is directly proportional
to the group velocity of light in the device vG [33], as given by
L
λair
≈ 1
2σ
( n
∂n
)(vG
c
)
. (26)
Here, λair is the wavelength of light in air, ∂n is the induced
index change created by nonlinear material, and σ represents
the fraction of the energy localized in the region where ∂n is
being applied. Thus, for smaller group velocities, the required
device size shrinks. An application of slow-light enhancement
is the Mach–Zehnder interferometer (MZI), shown in Fig. 7.
In such a device, coherent light enters from the port on the left,
light in one branch experiences a phase shift (ϕ) of 0 ≤ ϕ ≤ π
with respect to the other branch, and then the light from both
branches is recombined and allowed to interfere coherently.
Thus, the light at the output on the right can vary from no
light (ϕ = π) to full transmission (ϕ = 0), depending on the
relative phase difference between the two arms. This concept
may be implemented using a PC structure using the previous
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Fig. 6. (a) Square lattice PC CROW formed of GaAs rods, with εr = 12.96 and rod radius r = 0.25a, in a background of polymer (εr = 2.25); a is the lattice
constant of the PC. The CROW was made by a periodic chain of point-defect cavities, where the cavity period Λ = 4a and radius of the defect rod r′ = 0.167a.
(b) Frequency response around the bandgap of the PC cavity in Fig. 9(a) calculated using the linear FDTD method (solid) and nonlinear FDTD with χ(3) = 8 for
the defect rod (dashed). (c) Dispersion diagram of the CROW calculated using the linear FDTD method.
Fig. 7. Diagram of a single-drive MZI, where light enters from the left and
is split between the two branches, with one branch producing a phase shift of
0 ≤ ϕ ≤ π with respect to the other branch. The light from both branches is
recombined and allowed to interfere coherently at the output on the right.
rods-in-air CROW, where the phase shift is now induced using
nonlinear effects.
The diagram in Fig. 8 shows this device, although the actual
waveguides are difficult to distinguish due to the large overall
size of the device. The numbers on the diagram indicate var-
ious points in the computational space where the power was
recorded: 1 is at the input; 2 is near the middle of the lower
waveguide branch; 3 is near the middle of the upper waveguide
branch; and 4 is at the output. The plots in Fig. 9 show the
power at each of these points at the end of the simulation
(217 time steps) for the linear and normalized χ(3) = 0.5, 1, and
2 cases (the field values were normalized to 3.5). Note that the
x-axis has no physical significance; the numbers correspond to
the numbered observation points within the structure (Fig. 8).
Fig. 9 shows that some power is lost due to scattering in all
of the simulations, but a decrease in optical power of as much
as 11.7 dB (normalized χ(3) = 0.5) at the output is achieved
by applying different values of normalized χ(3). This may be
attributed to the phase shift acquired by the light propagating in
the upper waveguide as it passes through the nonlinear defect
rods. Although these are preliminary results, they demonstrate
appropriate operation of the device in that it correlates a phase
shift between the upper and lower arms to an amplitude modu-
lation at the output port. This simulation is presented primarily
as validation of the nonlinear FDTD code in case of a rather
complicated nonlinear structure and shows that the code is
suitable for the analysis and optimization of such structures.
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Fig. 8. Diagram of an MZI formed from the CROW shown in Fig. 6(a). Here, χ(3) nonlinearity is applied to the defect holes (r′ = 0.167a) in the upper branch
of the MZI. The variation of the electric field calculated using the nonlinear FDTD method is also shown. The structure was excited by the fundamental TE mode
of a dielectric slab waveguide (core εr = 12.96 and cladding εr = 2.25) on the left.
Fig. 9. Calculated power in CROW Mach–Zehnder structure using the nonlin-
ear FDTD method at the four observation points shown in Fig. 8. The simulation
was run for field values normalized to 3.5 and normalized χ(3) values of 0
(solid line), 0.5 (dashed line), 1 (dotted line), and 2 (dot–dash line).
As a point of reference, an actual structure of this type
designed for a wavelength of 1550 nm would have a lattice
constant of a = (1550 nm)× 0.265 ≈ 411 nm. With a total
length of about 100a, this structure would have an actual size of
approximately (411 nm)× 100 = 41.1 µm, as compared with
typical values in the range of millimeters for a comparable
planar waveguide structure and centimeters for a fiber-based
system. Obviously, this reduced size combined with the possi-
bility of integration using PC structures amounts to significant
advantages over current technology in overall system size and
power usage.
V. CONCLUSION
A nonlinear 2-D FDTD code based on a modification of the
original Yee’s FDTD algorithm that can simulate anisotropic,
nonlinear χ(2), and nonlinear χ(3) materials of interest has been
developed. The algorithm is stable under the Courant’s stability
condition, given that the strength of the nonlinear effect does
not exceed a limit, which has been defined. The code has been
verified using two applications that exhibit the well-understood
phenomena of SHG and SPM in a bulk nonlinear medium.
Finally, the operation of an MZI was simulated using phase
shifting due to χ(3) effects in a CROW structure, where the
effective size of the device is greatly reduced compared to that
of common devices of that type presently in use.
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