The human visual system reliably extracts shape information from complex natural scenes in spite of noise and fragmentation caused by clutter and occlusions. A fast, feedforward sweep through ventral stream involving mechanisms tuned for orientation, curvature, and local Gestalt principles produces partial shape representations sufficient for simpler discriminative tasks. More complete shape representations may involve recurrent processes that integrate local and global cues. While feedforward discriminative deep neural network models currently produce the best predictions of object selectivity in higher areas of the object pathway, a generative model may be required to account for all aspects of shape perception. Research suggests that a successful model will account for our acute sensitivity to four key perceptual dimensions of shape: topology, symmetry, composition, and deformation. 
INTRODUCTION
Imagine a visual world consisting only of a random haze of color and texture. This is a world without shape, and it illustrates how object shape perception is crucial to our visual experience.
While objects in our visual world are generally three-dimensional (3D), the boundary of a 3D object projects to the retina as a two-dimensional (2D) region bounded by a one-dimensional (1D) closed contour (Koenderink 1984) (Figure 1a) . Such bounding contours are sufficient to yield compelling percepts of 2D and even 3D shape (Figure 1b,c) and provide important cues for object detection and recognition.
Tasks such as object recognition depend upon global shape information. In the early stages of the visual system, neurons have highly localized receptive fields and therefore can represent only local shape information; inference of global shape entails the selective grouping (perceptual organization) of these local shape features. In real scenes, the bounding contour is often fragmented owing to visual clutter and occlusions, complicating this task. Thus we can distinguish two key issues:
1. Computation: How is shape information reliably extracted and organized from complex images? 2. Representation: How is this shape information represented to subserve perceptual tasks?
While these two issues are distinct, I argue in this article that they are closely coupled, in that the representations of global shape computed by the brain are likely to aid in perceptual organization.
Since the extraction of shape information from complex natural images can be nontrivial, one might expect that for rapid object detection, the brain relies instead upon appearance cues such as texture and color that may be easier to extract. To address this question, let us consider the specific task of rapidly detecting animal shapes, which are of particular ecological relevance and figure prominently in the earliest known examples of cave art.
Humans perform this task remarkably well: Evoked potential studies indicate that the corresponding neural signals can emerge in the brain as early as 150 ms following stimulus onset (Thorpe et al. 1996) . But what cues are being used to detect the presence of an animal so rapidly? To answer this question, Elder & Velisavljević (2009) measured human performance on a rapid animal detection task for natural images in which visual cues such as luminance, color, texture, and shape were selectively turned on or off. The results revealed that humans do not use simple luminance or color cues for animal detection, but instead rely on shape and texture cues. Interestingly, shape cues appear to be the first available, influencing performance for stimulus durations as short as 10 ms, within a backward-masking paradigm. These psychophysical results are consistent with a more recent human magnetoencephalography (MEG) study in which object identity a b c is decoded from the dynamic cortical response to briefly presented images (Carlson et al. 2013) . Results revealed that object shape is predictive of decoding latency: Objects that differ more in shape can be discriminated earlier.
Together, these behavioral and electrophysiological results suggest that contour shape cues are not luxury items used only when time is not a factor but rather underlie our fastest judgments about the objects around us. How does the brain perform such a complex task so quickly? To begin to form an answer, we first review what is known about the physiological mechanisms underlying shape processing in primate cortex. We then turn to computational models.
FEEDFORWARD SHAPE PROCESSING: PHYSIOLOGY
A hierarchy of visual areas in ventral cortex of primate known collectively as the object pathway subserves object shape perception (Figure 2) . 1 Advancing through the hierarchy, receptive fields become larger and more complex in their tuning, with increasing selectivity for certain properties (e.g., shape) and more invariance for others (e.g., retinal location). Visual information reaches the top of the hierarchy within about 100 ms after stimulus onset and from there is shared with various other parts of the brain that control decision and action. The following sections summarize what is known about the shape representations formed in each cortical area during this first feedforward sweep through the object pathway.
Low-Level Neural Representations: Areas V1/V2
At the most elemental level, a visual contour is a one-dimensional (1D) continuum of locations in retinotopic space. The small center-surround receptive fields (RFs) of neurons in the retina and lateral geniculate nucleus (LGN) constitute a discrete, distributed, pointillist code of this continuum. In this review, we focus on the piecewise smooth contours generated by the majority of objects in our visual world, and for these, a richer description of the local shape at each point can be developed through a local differential expansion of this continuum (do Carmo 1976) . The first term in this description describes the local orientation of the contour via the tangent vector. Unlike neurons in the retina and LGN, neurons in area V1, the first cortical stop for visual information, are tuned to this local orientation (Hubel & Wiesel 1968) . This orientation tuning can be predicted by a principle of efficient coding (Barlow 1959 , Olshausen & Field 1996 .
The next term in the differential expansion of the local shape describes the curvature of the contour. Nonlinear spatial selectivities of V1 neurons known as end stopping are believed to play a role in coding curvature as well as tangent discontinuities (corners). For example, in cat area 17 (the homolog of primate V1), end stopping has been shown to induce selectivity for contour curvature and corners (Dobbins et al. 1987) .
The RFs of V2 neurons are on average larger than V1 RFs, and a greater proportion are tuned to more complex local geometry, including curvature, angles, and intersecting lines (Hegde & van Essen 2000) , as well as illusory contours (von der Heydt et al. 1984) .
Mid-Level Neural Representations: Area V4
Area V4 forms the main gateway between early visual cortex (V1/V2), where local shape features such as orientation are coded, and inferior temporal cortex (IT), where neurons exhibit highly selective responses to global object shape. When probed with simple outline contour fragments and silhouette shapes, many V4 cells exhibit systematic joint tuning to the location, orientation, and curvature of local contour features. This coding is to a great extent object-centric and includes selectivity for the sign of curvature (convex or concave) (Pasupathy & Connor 1999 , 2001 ). For most shape-selective cells, tuning is driven largely by a single contour feature (e.g., a bump or a dent), although for many neurons, tuning is further determined by the conjunction of 2-3 adjacent curvature events. Peak curvature tuning is broadly distributed, although more neurons are tuned to convex curvature than to concave curvature.
At the population level, V4 devotes more spikes to high curvatures than low curvatures (Carlson et al. 2011) . This is consistent with the theory of entropy encoding (Huffman 1952) , which dictates that in order to minimize average coding cost, features that are encountered more frequently should be assigned shorter codes. Since many of the objects we encounter are smooth, low curvatures are more common than high curvatures and so should be coded with fewer spikes.
High-Level Neural Representations: Inferior Temporal Cortex
Area IT is the highest area of monkey ventral stream. It can be divided into a posterior region (also known as TEO) and anterior region (also known as TE). In human visual cortex, the lateral occipital cortex (typically abbreviated as LOC or LO) appears to play a similar functional role (Grill-Spector et al. 2001) ; however, the precise relationship between human LOC and monkey areas IT and V4 remains unclear. In addition to LOC, regions of both the human inferior temporal and ventral temporal cortex (VTC) are known to be selective for objects (Grill-Spector & Weiner 2014) .
To what object-shape features are IT neurons tuned? Brincat & Connor (2004) systematically probed posterior IT neurons with a large set of silhouette stimuli over a range of shape dimensions. They found that most cells exhibited a more complex representation of contour shape than found in V4 and that this could be modeled as linear or nonlinear combinations of excitatory and/or inhibitory sensitivity to between two and four curvature features at specific object-centered locations and orientations. Cells with significant nonlinear contributions tended to be more selective (sparse), exhibiting excitatory multiplicative selectivity for a configuration of contour parts. Kayaert et al. (2005) measured the response of IT neurons to simple deformations (bending, tapering, fattening/thinning) of triangular and rectangular shapes. They found that IT population response variation was well predicted by a factorial model over these shape dimensions, with most neurons tuned primarily for one class of deformation. Most intriguingly, this tuning tended to be monotonic rather than bell-shaped: The preferred stimulus for a neuron tended to be at the extreme end of the deformation range. This is quite different from prototype models of population coding for shape that assume that each neuron will have bell-shaped tuning around a preferred stimulus and that these preferred stimuli will be broadly distributed across the parameter space (e.g., Riesenhuber & Poggio 2002) . Such bell-shaped tuning for 3D pose has been observed in IT for 3D objects (Logothetis et al. 1995) ; however, variation in 3D pose results in discontinuous configural changes in the object projection (i.e., the occlusion or dis-occlusion of visual features) that form a natural partitioning of the view sphere into prototypes. As for curvature tuning (Section 2.2), this monotonic tuning to deformation may be consistent with the strategy of entropy encoding. If the symmetric base shapes (triangle and rectangle) employed for this study are encountered frequently, they should be encoded with relatively few spikes. In contrast, if extremely deformed stimuli are encountered less frequently, they should be encoded with more spikes.
While IT neural representations are known to support object recognition in the face of confounding factors such as variations in object position, size, pose, and background (Desimone et al. 1984) , this does not mean that individual neurons are invariant to these other factors. In fact, neurons with the highest selectivity for object identity are the least invariant to changes in position, size, contrast, and clutter (Zoccolan et al. 2007 , DiCarlo et al. 2012 , and these other properties can typically be decoded from IT more accurately than from earlier visual areas . Thus the computational objective of ventral stream may be not to discount factors such as object pose as nuisance variables in order to achieve view-invariant object recognition but rather to disentangle object identity from these covariates at the population level, making them more easily decodable (DiCarlo & Cox 2007 , DiCarlo et al. 2012 ).
FEEDFORWARD SHAPE PROCESSING: COMPUTATIONAL MODELS
Decades of neurophysiological research have yielded many insights into the staged feedforward processing of shape information in the object pathway. This progress provides hope that a rigorous computational model may be within our grasp. What do we seek in this model? First, we want a model that can, like the brain, reliably compute shape representations directly from raw imagery. Second, we expect the computations and representations formed by the model to be rational in terms of the ecological statistics of our visual world and the visual tasks for which shape information is important. Third, we seek correspondence between representations of the model and the shape selectivity of the key visual areas of the object stream, reviewed above. Finally, we desire a model that is parsimonious, that is based upon a small set of principles, and that can be realized with relatively few free parameters. We keep these goals in mind as we review the progress that has been made in forming elements of such a model. 
Edge Detection
Computationally, the first stage of shape processing is edge detection: localization of abrupt changes in luminance, color, or texture. Even this step is nontrivial for natural images, in which the local appearance of the edge can be faint, blurred, or complicated by clutter. Computer-vision edge-detection algorithms (e.g., Elder & Zucker 1998b ) often employ oriented Gaussian derivative filters that have higher signal-to-noise (SNR) than local difference kernels, and these filters bear a striking resemblance to the receptive fields of neurons in primary visual cortex (Hawken & Parker 1991) . Multi-scale filtering methods (Elder & Zucker 1998b , Lindeberg 1998 are also effective in raising SNR, and this matches fairly well with the physiological (Hawken & Parker 1991 , Ringach 2002 ) and psychophysical (Wilson & Bergen 1979 , Watt & Morgan 1984 , Elder & Zucker 1996b , Elder & Sachs 2004 ) evidence for multi-scale processing in human and nonhuman primate.
The mean orientation bandwidth of these local mechanisms is determined by the shape (elongation) of the receptive fields and has been estimated psychophysically using grating stimuli (e.g., Campbell & Kulikowski 1966) and orientation fields-for example, Glass patterns (e.g., Maloney et al. 1987 , Or & Elder 2011 -to be between 7 and 15 degrees (half width at half height). While these estimates correspond fairly well to the physiology (Hawken & Parker 1991 , Ringach 2002 , orientation bandwidth of V1 neurons appears to range quite broadly about this mean (Ringach 2002) . Psychophysical experiments suggest that this joint variation in receptive field scale and shape determines human ability to detect edges in cluttered scenes (Elder & Sachs 2004) .
One might be concerned that an edge-based visual representation would neglect a great deal of important visual information. It has been shown, however, that a near-perfect image can be reconstructed from a perceptual code that represents the luminance, contrast, and blur only at image edges (Elder 1999) (Figure 3) .
To infer shape from contour, the visual system must identify and group the edges generated by the object's bounding contour and surface creases. However, many image edges are in fact generated by reflectance changes, shading, and shadows. Computationally, color and texture cues can be useful in picking out important edges (e.g., Martin et al. 2004) , and contour blur information can signal edges caused by shadows and shading (Elder 1999 , Figures 1c and 3) . Luminance contrast can be used to discriminate boundary edges from other edges (Vilankar et al. 2014), and Ehinger et al. (2017) have shown that a deep neural network (DNN) can be trained to use local luminance, color, texture, and orientation cues to distinguish depth from nondepth edges. Little is known about the physiological mechanisms underlying the human visual system's ability to distinguish between these different physical edge classes.
Local Gestalt Grouping: The Association Field
To infer global aspects of shape, the brain must selectively group local edges into extended contours. This is a complex combinatorial problem of exponential complexity. Early work by Gestalt psychologists (Koffka 1935) identified two factors that determine whether two edges should be grouped:
1. Proximity: How close together are they? 2. Good continuation: Can they be interpolated smoothly (Figure 4) ? These principles were influential in the development of early computer vision algorithms for contour extraction (Parent & Zucker 1989 ; Figure 4a ) and have now been quantified psychophysically (Kellman & Shipley 1991 , Field et al. 1993 , Kubovy & Wagemans 1995  Figure 4b ) and
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<1.4 0 <1.4 1.9 2.6 3.6 4.9 6.7 9.2 13 17 >23 (a) Cocircularity support neighborhood (also known as the association field) that models the local grouping of edges using Gestalt principles of proximity and good continuation. Panel adapted from Parent & Zucker (1989) . (b) Psychophysical stimulus introduced by Field et al. (1993) to study the grouping of contours in clutter. The stimulus consists of a dense field of randomly oriented Gabor elements in which a smooth contour of aligned elements may be embedded (indicated by arrows here). The observer's task is to detect the contour, if present. Sensitivity to good continuation and similarity cues can be measured by varying the orientation and appearance of the elements on the path. Panel adapted from Hess & Field (1999) . (c) Association fields derived from the ecological statistics of contours. The color of the oriented elements indicates the likelihood ratio for two oriented elements to be neighboring elements on the same object boundary. Panel adapted from Elder & Goldberg (2002) .
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probabilistically through measurements of natural scene statistics (Geisler et al. 2001 , Elder & Goldberg 2002 ; Figure 4c ). The resulting pattern of grouping probabilities between edge elements is often called the association field (Field et al. 1993 ). The physiological substrate for the association field may be the long-range horizontal connections between orientation columns that connect neurons coding local orientation signals that can be smoothly interpolated, identified first in cat area 17 (Gilbert & Wiesel 1989) and later in monkey V1 (Stettler et al. 2002) .
The Markov Assumption
The association field governs only the grouping of a pair of edges; to model the grouping of many edges into an extended contour, some additional assumptions must be made. One option is to measure the grouping likelihoods between all pairs of edges on an object (Geisler et al. 2001 ) and invoke a transitivity assumption: If edge A groups to edge B, and edge B groups to edge C, then edge A also groups to edge C. This rule will generally lead to unordered sets of edges that do not respect the 1D nature of contours. An alternative is to measure the grouping likelihoods only between successive pairs of edges on the contour (Elder & Goldberg 2002) and invoke a Markov assumption: The likelihood of the contour is given by the product of the likelihoods of each local pairwise association between adjacent edges (Zucker et al. 1977 , Sha'ashua & Ullman 1988 , Elder & Zucker 1996a , Williams & Jacobs 1997 , Movahedi & Elder 2013 , Almazen et al. 2017 . This assumption respects the 1D nature of the contour but greatly simplifies the probabilistic model: The local pairwise grouping probabilities are now sufficient statistics for computing maximum probability contours. Critically, the Markov property also confers an optimal substructure property: Any piece of a maximum probability contour must itself have maximum probability. This property allows maximum probability contours to be computed progressively in polynomial time, via shortestpath methods such as Dijkstra's algorithm or dynamic programming (Elder & Zucker 1996a .
Limitations of the Markov Assumption
Unfortunately, these first-order Markov models generally do not perform well on natural scenes. One problem is topology. Unlike the transitivity assumption, shortest-path algorithms based upon the Markov assumption enforce the ordinality constraint and thus eliminate incorrect topologies caused by bifurcation. Unfortunately, these algorithms are still not guaranteed to extract a contour of the correct topology as embedded in the image plane (Elder & Zucker 1996a) .
A second problem is that the Markov property restricts the prior over contour length to have an exponential form, and this prior cannot be changed within the constraints of polynomial-time shortest-path algorithms. This induces a prior bias toward small contours, so that algorithms tend to extract only small parts of a shape rather than an entire shape.
A third issue is that shortest-path algorithms entail a sequential spreading of information along contours. In theory, this could be accomplished by a message-passing algorithm employing longrange horizontal connections in early visual cortex, but this form of lateral propagation appears to be too slow to account for the rapid emergence of border ownership signals that depend upon this grouping computation (Craft et al. 2007 ).
Finally, it has been shown that real object boundaries are not in fact strictly Markov (Ren et al. 2008) , signaling that more global statistical properties of shape may be important in distinguishing correct contours.
Global Cues for Contour Grouping
What global cues for contour grouping might the brain use to overcome the limitations of the Markov assumption? Global cues of convexity, symmetry, and parallelism have been proposed in the computational literature (e.g., Lowe 1985 , Jacobs 1996 , Stahl & Wang 2008 ; however, there has been relatively little psychophysical or physiological validation of their role as grouping cues in human vision (although see Liu et al. 1999 , Feldman 2007 , Machilsen et al. 2009 ).
More studied has been the cue of contour closure. The classical Gestalt demonstration [ ][ ][ ] is often taken to demonstrate a principle of closure overcoming the principle of proximity to determine the perceptual organization of shape (Koffka 1935) . Indeed, shape discrimination experiments that vary the degree of closure of the contours defining shapes support this view: Small changes in the contours that lead to large changes in closure are found to yield large changes in shape discriminability (Elder & Zucker 1993 , 1994 , 1998a ). Moreover, the task seems to remain quite difficult when good continuation is restored without closure, suggesting that the property of closure contributes something above and beyond good continuation cues (Elder 2014) . In support of this, Garrigan (2012) has shown that contour shape is more effectively encoded in memory when the contour is closed than when it is open.
While the role of closure in shape discrimination is established, its role in the detectability of shapes in clutter is not. Adapting the psychophysical method of Field et al. (1993) (Figure 4b) , Kovacs & Julesz (1993) found superior detection performance for closed, roughly circular contours, compared to open curvilinear controls. However, the good continuation cues between the open and closed stimuli were not perfectly equated in these experiments-the open controls contained many inflections in curvature, whereas the closed contours were nearly circular. These differences are important, as it has been shown that changes in curvature sign can greatly reduce the detectability of contours (Pettet 1999) . Tversky et al. (2004) addressed this question by comparing detection for circular and S-shaped contours that match exactly in curvature, save for a single inflection point. They found a small advantage for closed contours but argued that this advantage could potentially be due to probability summation over smaller groups of elements.
Drawing solid conclusions from this literature is challenging for two reasons. First, it is difficult to vary the global grouping cue of closure while clamping all other variables. For example, in the Tversky et al. (2004) experiments, it is possible that the inflection that is present in the S-shaped stimulus but not in the circular stimulus makes the S stimulus either more salient or, alternatively, harder to segment. Second, the stimuli employed in these experiments are not naturalistic, making it difficult to generalize results to scenarios we encounter in our normal visual life.
Recently, Elder et al. (2018) introduced two innovations in the psychophysical method of Field et al. (1993) to address these issues. First, instead of employing simple geometric stimuli such as circles or Ss, they employed fragmented outlines of animal shapes, natural stimuli to which we know the human visual system is acutely tuned (see Section 1). Second, they devised control stimuli they called metamers that are designed to provide exactly the same local proximity and good continuation cues as these animal stimuli. Two versions of these metamer stimuli were devised: one open and one closed.
Elder and colleagues found that the closed metamers were more easily detected than the open metamers and that the animal shapes were more easily detected than either metamer. These results demonstrate a role not only for closure but also for other global shape regularities in the grouping of contours in complex, cluttered scenes.
What computational mechanisms are involved in harnessing global cues such as closure to solve these complex grouping problems? Some models for global contour extraction based on the Markov assumption discussed in Section 3.3 incorporate closure by explicitly searching for closed cycles of local elements (Elder & Zucker 1996a , Mahamud et al. 1999 , Stahl & Wang 2008 , Levinshtein et al. 2010 , Movahedi & Elder 2013 . It should be noted, however, that the statistical structure of a cycle is more complex than a Markov chain, as closure induces global statistical dependencies between the local elements, and hence there is a mismatch between the first-order Markov model used by these methods and the goal of recovering closed contours. A side effect of this is that restricting the search to closed contours breaks the optimal substructure property, rendering polynomial algorithms like dynamic programming invalid. An alternative is to apply greedy search techniques that monotonically extend current contour hypotheses by selecting the most probable continuations, but such approximate methods do not generally succeed in recovering optimal contours (Elder & Goldberg 2001 . These limitations suggest that a more profound revision of the standard feedforward model for the perceptual organization of shape may be required.
RECURRENCY IN SHAPE PROCESSING
The impressive speed of shape processing measured under some experimental conditions (Section 1) suggests that a feedforward pass through the object pathway is sometimes sufficient for object detection. However, performance on an animal detection task does continue to improve as stimulus duration is increased up to at least 120 ms (Elder & Velisavljević 2009) , and while reaction times can be as fast as 300 ms after stimulus onset, they average around 500 ms and are positively skewed (Thorpe et al. 1996) . This leaves ample time for involvement of the massive feedback connections from higher to lower visual areas that are known to exist in ventral stream (Ungerleider 1995) .
What role could this feedback play in shape perception? One possibility is that it overcomes limitations of the Markov model for contour grouping by using global regularities of object shape to guide local grouping-this kind of global-to-local grouping algorithm has proven effective in computer vision (Estrada & Elder 2006) . As reviewed in Sections 2.2 and 2.3 above, global shape and object properties are coded in higher areas of the ventral stream, in area V4 and IT, for example (Figure 2b) . One hypothesis is that these higher visual areas receive local, fragmented grouping hypotheses from early visual areas and then provide feedback to these early visual areas to support hypotheses that are consistent with global evidence while suppressing hypotheses that are inconsistent with global evidence. This kind of model extends the function of V1 beyond a transient initial stage of local processing to include a more sustained role in representing highresolution geometric detail (Cavanagh 1991 , Lee & Mumford 2003 , Yuille & Kersten 2006 . One would thus expect to find, under this model, a trace of this global influence in the later phase of response of the visual neurons in early visual cortex coding local contour geometry.
Physiological Evidence
V1 neurons can adapt dynamically to different nonlocal shape properties depending on the immediate task (McManus et al. 2011 , Piech et al. 2013 , Ramalingam et al. 2013 , and this is thought to be the result of feedback from higher shape-selective visual areas. In more recent physiological experiments involving simultaneous recording from neurons in macaque areas V1 and V4, selectivity for global contour information is first seen in V4, emerging in V1 roughly 40 ms later (Chen et al. 2014) . These results point to a V1-V4 recurrent network underlying the global perceptual integration of contours.
Human brain studies using event-related potentials (ERPs) (Halgren et al. 2003) and MEG (Yoshino et al. 2006) point to an analogous cooperative recurrent computation for illusory shape formation involving early and late visual areas in ventral stream. Similar feedback mechanisms have been proposed to account for the perceptual assignment of figure/ground relationships (Lamme 1995) and border ownership (Zhou et al. 2000) . Brincat & Connor (2006) report that linear selectivity for contour part combinations emerges rapidly in posterior IT neurons, peaking at 122 ms after stimulus onset, consistent with a feedforward computation through ventral stream. Nonlinear (configural) selectivity, however, develops more gradually, peaking at 184 ms poststimulus. This delay of 62 ms suggests the possible involvement of recurrent processing in the formation of more nonlinear, selective, and sparse tuning to configurations of contour features.
Psychophysical Evidence: Disrupting Feedback
Backward-masking studies have shown that performance on a simple shape discrimination task can be hindered by the presentation of a masking stimulus following the shape target, and the effectiveness of the mask is found to peak between roughly 50 and 100 ms after stimulus onset (Enns & Di Lollo 2000 , Habak et al. 2006 . This is consistent with the recurrent shape-processing hypothesis: If irrelevant or contradictory information arrives at early visual cortex from the LGN just as relevant feedback cues are arriving from higher visual areas, we would expect a performance decrement.
Another way of masking a shape target is to employ transcranial magnetic stimulation (TMS). Applied to early visual areas, TMS blocks the perception of briefly presented stimuli when applied 30 ms prior to stimulus onset and up to 50 ms after stimulus onset (Corthout et al. 1999) . Intriguingly, TMS has also been found effective in blocking stimulus perception when applied to early visual cortex during a second time window, 80-120 ms after stimulus onset (Walsh & Cowey 1998) , suggesting the possible involvement of a later feedback process. Moreover, backwardmasking TMS is most disruptive to illusory contour formation when applied earlier in LOC and later in V1 (Figure 5 ) (Wokke et al. 2013) . It is hard to explain this reversal in sequencing without invoking feedback.
Psychophysical Evidence: Enhancing Feedback
One limitation of backward-masking and TMS studies is that the transient onset of a strong visual mask or the repeated application of a focused magnetic field may generally disrupt processing and reduce performance on a range of tasks by introducing noise or distracting attention, and thus an observed deficit does not demonstrate that the feedback process is specific to the visual task under study (shape processing, in our case). To address this issue, Drewes et al. (2016) developed a novel repetition methodology based on the animal and metamer stimuli of Elder et al. (2018) . In this method, a fragmented shape stimulus is displayed briefly in random dynamic noise, and the observer's task is to distinguish whether the shape is an animal or a metamer. Two conditions were compared: a single-presentation condition, in which the target shape is displayed once, and a dual-presentation condition, in which the target shape is presented twice, with a variable delay between presentations.
They posited that if the inter-stimulus delay between the two presentations matched the roundtrip delay between early visual cortex and higher shape areas, the reinforcing information from the second stimulus presentation would arrive in early visual cortex from the LGN at the same time feedback information from the first stimulus presentation was arriving from higher visual areas. This confluence of feedforward and feedback information might be expected to result in a peak in performance relative to shorter or longer delays, for which the feedforward and feedback of relevant stimulus information would not be synchronized.
The dual presentation was found to substantially improve performance on the task. Importantly, the degree of improvement was found to depend upon the inter-stimulus interval, peaking at 60-ms 
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Figure 5 Evidence for the role of feedback in the perceptual computation of shape from contour. (a) To explore the role of feedback in the formation of illusory contours, Wokke et al. (2013) applied transcranial magnetic stimulation (TMS) either to the occipital pole to disrupt processing in early visual cortex or over the lateral occipital lobe to disrupt processing in the lateral occipital cortex (LOC), while observers performed an illusory shape discrimination task. The plots show mean and standard error of the mean (SEM) percentage correct as a function of when and where TMS was applied. In LOC, TMS disrupted processing when the pulse occurred 100-122 ms after stimulus onset, whereas in V1/V2, processing was disrupted when the pulse was applied later, 160-182 ms after stimulus onset (Figure 5a ). This is strongly suggestive of a feedback process in the formation of global illusory shape percepts from local inducing contour fragments, with a one-way feedback time constant (LOC to V1/V2) of 40-80 ms. (Asterisk indicates a statistically significant difference at the .05 level.) Panel a adapted from Wokke et al. (2013) . (b) Performance on the shape discrimination task of Drewes et al. (2016) , in terms of threshold noise (number of distractor elements) at 75% correct. Red represents mean and SEM of the single-presentation condition; blue represents mean and SEM of the dual-presentation condition; and magenta represents a raised Gaussian fit to the dual-presentation data, which indicates a peak in performance at an inter-stimulus interval of τ = 59 ± 8 ms.
delay. By the above logic, this suggests a fast recurrent circuit underlying human shape perception, with a round-trip time constant of 60 ms. In summary, recent anatomical, physiological, and behavioral evidence suggest that cortical feedback of global shape information from higher visual areas to lower visual areas may play an important role in the perception of shape from contour. A computation that is progressive, generating quick approximate solutions that are refined over time, would have adaptive advantage in supporting rapid real-time vision. At this point in the review, however, we have still not discussed what the nature of this global shape information is. What is the representation? The remainder of the review focuses on this question.
DISCRIMINATIVE VERSUS GENERATIVE REPRESENTATIONS OF SHAPE
In statistical modeling, the terms discriminative and generative have specific mathematical meanings. Here, I use them in a more descriptive way. A discriminative representation of shape is a representation that has, at most, a weak relation to how the shape was created and is generally insufficient to allow the shape to be regenerated. It is usually designed to support a specific taskfor example, to discriminate between classes of shapes (e.g., dogs versus cats). The focus is on delivering the right semantic label, rather than describing the stimulus.
A generative representation, in contrast, attempts to recover the original process that created the shape and should be sufficient to recreate a good approximation of the shape. As a result, it can potentially support a large range of tasks (e.g., recognition, grasping, similarity judgments).
With the recent development of high-performing, discriminative DNNs for object recognition, there is a growing interest in discriminative models for object and scene recognition. However, it seems unlikely that discriminative training on a narrow task could lead to the richness of our experience of shape or the diversity of judgments we may make about shape. In a generative model, in contrast, the components and transformations (e.g., parts, symmetries, growth, twists) of the representation have meanings that seem to correspond to our phenomenological appreciation for shape, and that may be useful for a variety of judgments.
Perhaps most importantly, generative representations can be used to guide the process of perceptual organization. In particular, a generative model of global shape can potentially be used to guide the perceptual organization of contours through feedback from higher visual areas to early visual cortex (Section 4). For these reasons, I review both discriminative and generative representations of shape but pay particular attention to generative representations, or representations with the potential to be generative, as more plausible models of human shape perception.
DISCRIMINATIVE REPRESENTATIONS OF 2D SHAPE
Discriminative models for 2D object detection generally represent an object as a constellation of localized features, which may be binary patterns of thresholded luminance or color (Ojala et al. 1996) , patterns of gradient histograms (HOG) (Dalal & Triggs 2005) , or local gradient histograms at keypoints of the image [scale invariant feature transform (SIFT) (Lowe 2004) ]. This type of model can be useful for some computer vision tasks involving modest variations in pose, but performance tends to degrade with larger variations (Pinto et al. 2011 ).
GENERATIVE REPRESENTATIONS OF 2D SHAPE
For some detection and recognition tasks, discriminative models can be effective. However, many other tasks call for a more complete generative model of shape. Examples include (a) perceptual organization, recognition, and tracking in cluttered scenes, where shapes must be distinguished not just from each other, but from so-called phantom shapes formed by conjunctions of features from multiple objects (Cavanagh 1991) ; (b) modeling of shape articulation, growth, and deformation; and (c) modeling of shape similarity. Elder et al. (2013) articulated a set of criteria for a generative shape representation that forms a useful basis for comparing the candidate shape representations we consider in the remainder of this review (see the sidebar titled Desirable Criteria for a Generative Model of 2D Shape).
Linear Basis Representations
I begin by describing a family of 2D shape representations that model a closed contour as a linear superposition of simpler basis functions.
Radial frequency patterns.
A set of 2D shape stimuli known as radial frequency patterns (Wilkinson et al. 1998 ) have been used extensively in psychophysical studies exploring 2D
www.annualreviews.org • Shape from Contour
DESIRABLE CRITERIA FOR A GENERATIVE MODEL OF 2D SHAPE
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shape perception. Each basis function is a closed curve centered at the origin and defined in polar coordinates (r, θ ), where the radial coordinate r is a sinusoidal function of polar angle θ : r(θ ) = r 0 cos(kθ + θ 0 ). Each function sweeps out a smooth, closed curve. The parameter k = 0, 1, 2, . . . controls the frequency and symmetry of the curve: As k increases, the number of undulations and hence order of rotational symmetry of the basis function increases. More complex, asymmetric yet smooth shapes can be created simply by adding basis functions of different frequencies, phases, and amplitudes. Shepard & Cermak (1973) used a suprathreshold variation on these stimuli to probe human shape categorization, finding that judgments could be well predicted from simple similarity metrics computed in radial frequency space. Threshold detection and discrimination experiments reveal high sensitivity to these patterns, pointing to intermediate representations of shape (in area V4, for example) specialized for roughly circular patterns (Wilkinson et al. 1998 , Bell & Badcock 2008 .
While radial frequency patterns are an interesting class of shape, shapes that are not roughly circular cannot be represented in this way, and this excludes many important shapes (e.g., animals, human bodies). Thus radial frequency patterns fail to satisfy the completeness criterion articulated in Section 7. (Granlund 1972) can be seen as a generalization of radial frequency patterns that can be applied to arbitrary 2D shapes. Consider a discrete polygonal representation of such a shape in which each vertex (x, y) of the polygon is represented as a coordinate x + yi in the complex plane.
Fourier descriptors. The Fourier descriptor (FD) representation of shape
3 By taking the Fourier transform of the complex vector representing these vertices, we obtain the FD representation, which represents the complex amplitude of the shape at each frequency over the index space of the vector. Importantly, one can capture the main features of a natural shape using only a small number of the lowest frequency components, limiting the dimensionality of the stimulus to a manageable level (Figure 6) .
Physiological experiments in macaque have revealed that roughly half of the visually responsive neurons in IT cortex are tuned to FD frequency, with a surprisingly broad distribution of peak frequency tuning (roughly uniform from 2 to 32 cycles per shape) (Schwartz et al. 1983 ). However, subsequent work revealed that IT neural response to compound FD stimuli does not Three alternative progressive representations of two-dimensional shape, using from 1 to 10 shape components. obey superposition, suggesting that the FD representation does not in fact form a good account of IT shape coding (Albright & Gross 1990 ). Moreover, Brincat & Connor (2004) report that they see no evidence for periodic selectivity for curvature extrema that is predicted by FD tuning. It thus seems that while IT neurons tend to be responsive to FD stimuli, they are not specifically selective for individual FD components.
Psychophysical experiments suggest that, at least for simple shapes composed of a small number of FD harmonics, human judgments of shape similarity can be predicted by a Euclidean metric in FD frequency-phase space (Cortese & Dyre 1996) . More recently, Wilder et al. (2018) adapted a linear systems identification method called classification image analysis to study the discrimination of animal shapes in the FD domain. They found that estimated linear templates are biased away from the ideal, overly weighting lower frequencies. This lowpass bias suggests that higher frequency shape processing relies on nonlinear mechanisms.
The Achilles' heel of the FD representation is that every coefficient represents a global property of the curve, violating the locality criterion of Section 7. As a result, spatially localized perturbations (e.g., occlusions, articulations of an object part) that occur commonly in our visual environment impact all coefficients of the representation, complicating recognition. Dubinskiy & Zhu (2003) addresses this issue. The theory is based upon the representation of a shape by a summation of component shapelets, which are Gaussian-windowed Fourier descriptors (i.e., Gabor functions over arclength), distributed over a range of arclength locations and scales. Unlike the Fourier descriptor representation, the shapelet family is overcomplete, which means that the representation is not unique unless an additional rule for selecting shapelets is imposed. Dubinskiy & Zhu employed matching pursuit (Mallat & Zhang 1993) , which selects a sequence of shapelets by performing iterative gradient descent on the approximation error (Figure 6 ).
Shapelets. The shapelet model of
The shapelet model has many positive features. Components are localized, and scale is made explicit in a natural way. However, like all contour-based methods, the shapelet theory does not explicitly capture regional properties of shape, violating the region and contour criterion of Section 7. Perhaps most crucially, the model does not respect the topology of object boundaries: Progressive representations of a target shape may introduce topological errors (Figure 7) , and sampling from the model will in general yield nonsimple (i.e., self-intersecting) curves. This violates the closure criterion of Section 7. 
Symmetry Representations
The Gestaltists identified symmetry as a factor of "good shape" and a determinant of figure/ground organization (Koffka 1935) , and symmetry has been used in numerous contour grouping algorithms (e.g., Stahl & Wang 2008) . Kanizsa (1979) , however, has observed that symmetry appears easily overruled when pitted against principles of good continuation and convexity.
Despite this relatively long history, definitive psychophysical evidence for the role of symmetry and parallelism in contour grouping has come relatively recently. Feldman (2007) showed that comparison of features lying on pairs of line segments is significantly faster if the segments are parallel or mirror symmetric, suggesting a fast grouping of the segments based upon these cues, and Machilsen et al. (2009) have demonstrated enhanced detectability of bilaterally symmetric versus asymmetric closed forms, suggesting a role for global symmetry processing in contour grouping. Physiologically, it is known that bilaterally symmetric patterns differentially activate human extrastriate visual areas V3, V4, V7, and LOC and homologous areas in macaque cortex (Sasaki 2007) .
The importance of symmetry in shape perception motivates the symmetry axis (sometimes called medial axis) representation, in which a planar shape is represented by its skeleton and an associated distance function (Blum 1973 , Kimia & Siddiqi 1995 , Feldman & Singh 2006 . This approach has the advantage of making perceptually salient shape symmetries explicit and capturing regional properties of shape that are not directly represented by contour methods. Leyton (1988) related symmetry axis descriptions to causal deformation processes acting upon prototype shapes. In this view, symmetry axes, terminating at curvature extrema on the boundary, are understood as records of these deformation processes. Siddiqi et al. (1999) characterized the topological structure of the symmetry axis description as acyclic shock graphs and developed efficient methods for measuring the similarity of shock graphs to support 2D shape recognition. Recent work (Levinshtein et al. 2013 ) fuses the symmetry axis representation with local region groupings called superpixels that are relatively stable and efficient to compute.
Despite the many appealing features of symmetry axis and shock-graph representations, these methods, in general, are not sparse. In fact, the description of each shape typically requires more storage, and little emphasis has been placed on making symmetry axis representations generative (Mumford 1991 ). An exception is the work of Trinh & Kimia (2007) , which explored generative and sparse models based upon shock graphs. However, the constraints required to enforce the closure property (i.e., topological constraints) are fairly complex, and the full potential of the theory has yet to be explored.
Recognizing the merits and limitations of both contour-based and symmetry-based approaches, Zhu (1999) developed a Markov random field model for natural 2D shape, employing a neighborhood structure that can directly encode both contour-based and region-based Gestalt principles. The theory is promising in many respects. It is generative, providing an explicit probabilistic model, and it captures both region and contour properties. It is not sparse, however, and because the underlying graph is lifted from the image plane, there is nothing in the model that encodes the topological constraint that the boundary be simple (i.e., nonintersecting). Instead, when sampling from the model, a so-called firewall is employed to prevent intersections. Again, this is inefficient, and it also creates a disconnect between the generative variables encoding the model and the sampling distribution.
Growth and Deformation Representations
A third class of theory considers shape as a process of transformation or growth (Thompson 1917 , Leyton 1989 , Grenander et al. 2007 . These theories have a natural generative expression that can be used to support inference with noisy or incomplete visual data and are better able to capture topological properties of objects . Thompson (1917) considered specific classes of global coordinate transformations to model the relationship between the shapes of different animal species. While effective for comparing similar shapes, by their nature these global transformations cannot completely describe a shape and cannot model parts.
These limitations are addressed by formlet theory (Grenander et al. 2007 , Oleskiw et al. 2010 , in which a shape is modeled as the outcome of a deformation process applied to a simple embryonic shape (e.g., an ellipse). This deformation process is decomposed into a series of simpler localized deformations called formlets, which range widely over spatial scale and can be isotropic or oriented (Yakubovich & Elder 2014) , allowing them to express highly complex shapes. As for shapelets, a modified version of matching pursuit (Mallat & Zhang 1993 ) is employed in order to construct a formlet representation of a given target shape. Constraining the gain of each formlet guarantees that the deformation is diffeomorphic, preserving the topology of the shape (Figure 7) . Formlets have been found to substantially outperform shapelets on the task of shape completion ).
Neural Representation
Two-dimensional shape representations based upon linear basis functions, symmetry, and growth all have demonstrated advantages. While these remain active areas of research in behavioral science, there is a need for more explicit testing of these representations as models for the neural representation of shape in primate cortex.
FROM 2D TO 3D
The leap from 2D to 3D object recognition is profound as a result of out-of-plane pose variation: As the object rotates in 3D, different parts of it are seen. Historically, two major theories for how the brain handles this problem have been advanced. In the 3D model-based theory, the brain uses 2D features of the image projection of an object to estimate the 3D geometry and pose of the object, allowing comparison with stored 3D object models (e.g., Biederman 1987) . In the alternative view-based theory (e.g., Bülthoff & Edelman 1992) , the brain maintains models for the 2D appearance of remembered objects over a sampling of 3D poses. The 2D image appearance of an object segmented from a new image can then be compared to stored 2D views to identify both the identity and pose of the new object. The latter theory is supported by psychophysical experiments in which observers are asked to identify a 3D object seen from one viewpoint that had previously been seen from a different viewpoint. Typically, both the accuracy and speed of response are found to decline as the angular difference in viewpoint is increased.
For decades, these experiments have been taken as support for the view-based theory of object recognition. However, Erdogan & Jacobs (2017) have recently demonstrated that a 3D modelbased theory of object representation would also be expected to generate viewpoint-dependent recognition performance, once sensing noise and observer uncertainty about object structure are taken into account.
At the physiological level, most neurons in area IT show some specificity to object view (Logothetis et al. 1995) , although some neurons appear to be view invariant (Booth & Rolls 1998) . On the basis of this and other evidence, Riesenhuber & Poggio (2002) have proposed a hybrid model in which a population of view-tuned and component-tuned neurons in anterior IT contribute directly to object recognition processes in higher areas but also are combined within anterior IT to form 3D object-tuned units that are fully invariant to object pose.
DISCRIMINATIVE REPRESENTATIONS OF 3D SHAPE
Pose and illumination variation and scene clutter make 3D object recognition hard. These socalled nuisance variables conspire to warp and entangle the manifolds defining the appearance of different objects in the observation space (DiCarlo & Cox 2007) . Untangling these manifolds to allow linear decoding that is invariant to object pose, illumination, and other scene factors requires a nonlinear transformation of the input.
Early discriminative 2D shape and object recognition models (Section 6) had a two-stage structure: extract a relatively simple handcrafted feature vector from the image, and then train a classifier (e.g., a support vector machine) to discriminate between objects based on this feature vector. These algorithms can handle in-plane and small out-of-plane pose variations but break down in the face of larger 3D pose changes. One approach to solving this problem is to devise more complex feature vectors that are more invariant to such transformations.
HMAX
The bioinspired HMAX model for object recognition (Riesenhuber & Poggio 1999; Serre et al. 2007a,b) builds more complex features through a hierarchy of alternating layers of local linear filtering and max or softmax pooling over orientation and local space and scale. Linear filter weights were hard coded in initial versions of the model, but learned using an unsupervised Hebbian-like mechanism in later versions. HMAX demonstrates greater robustness to variations in object position, scale, and pose than competing computer vision representations such as SIFT and HOG (Pinto et al. 2011) and generates a pattern of performance similar to human observers on an animal detection task (Serre et al. 2007b ). However, it fails to replicate the clustering of images by object category seen in IT (Kriegeskorte et al. 2008b ).
Deep Network Representations
Since 2012, DNNs have been beating other computer vision algorithms on benchmarks for object recognition tasks, and the most recent models [e.g., ResNet (He et al. 2016) ] surpass human performance on certain benchmarks. Given this strong performance, it is natural to compare the representations computed by DNNs trained on object recognition tasks with the representations computed by the primate ventral stream. Yamins et al. (2014) trained a mixture of four-layer CNNs from labeled training data, finding that as training progressed and performance on an object classification task improved, so did its ability to predict IT neural responses. Ultimately, the model was able to explain a much greater proportion of the variance in IT neural response than prior models, including HMAX.
Khaligh-Razavi & Kriegeskorte (2014) compared a battery of computational models to neurons in monkey and human IT. They found that a DNN model [AlexNet (Krizhevsky et al. 2012) ] trained on ImageNet (Deng et al. 2009 ) correlated much better with IT responses than simpler computer vision models, earlier models of ventral visual pathway that are trained without supervision (i.e., without object category labels) such as HMAX, or weakly supervised models trained with a small number of category-labeled images. Seibert et al. (2016) constructed a four-layer AlexNet-like DNN model with three convolutional layers and a single fully connected layer and trained it on ImageNet. They compared the output of the three convolutional layers to blood-oxygen-level-dependent (BOLD) activation in human cortex using representational dissimilarity matrices (RDMs) (Kriegeskorte et al. 2008a) . They found an interesting correspondence between the selectivities of each convolutional layer in their DNN model and BOLD response in V1, V2, hV4 (human homolog of V4), and LOC. While layers 1 and 2 of the DNN were equally predictive of BOLD response in V1, layer 2 became more predictive of BOLD response in V2 and layer 3 became most predictive for hV4 and LOC. As the DNN model was optimized to perform better on the ImageNet challenge, the model's correlation with BOLD response in these visual areas increased.
Since these DNN models are all trained and tested on full color images that afford not only shape cues but also color and texture cues that may be informative about object category, it is unclear to what degree they are using shape information when inferring object category. However, a recent study (Kubilius et al. 2016) has shown that DNNs trained on full color images of objects still perform well above chance when given black and white silhouette stimuli that contain 2D shape cues alone. This shows that even when trained on full color images, these networks are learning to form shape representations that, to some degree at least, can be applied independent of color, texture, and shading cues.
Kubilius et al. also compared model representations with human judgments of shape similarity, employing a set of synthetic, shaded 3D objects that differ along distinct shape dimensions. While human shape similarity judgments tend to be driven by the smoothness of the objects (spiky/smoothie/cubie), shallow representations and early layers of the artificial nets are driven more by the overall footprint of the shapes (vertical/square/horizontal). Interestingly, higher layers of the DNNs are driven more by smoothness, matching human perception. This supports the hypothesis that shape representations in higher layers of deep nets are related to representations in higher areas of the human object pathway.
They also found that while some shallow representations and early layers of DNNs tend to code metric shape differences, higher layers tend to code nonaccidental shape differences (i.e., qualitative shape properties that are invariant to projection). This matches human perceptual similarity judgments, and also shape selectivity in IT, and lends some support to structural theories of object recognition based upon the inference of 3D shape primitives from nonaccidental image features (Biederman 1987) .
However, in a more recent study, N. Baker, H. Lu, G. Erlikhman, and P.J. Kellman (unpublished manuscript) found that human and DNN measures of shape similarity sometimes diverge for very simple shape stimuli. In particular, while humans tend to make judgments based on global shape, DNNs seem most sensitive to local features. Consistent with this finding is Rajalingham et al.'s (2018) recent report that while current DNNs can accurately predict object-level confusions, they still fall short in predicting behavioral performance for individual images. Whether this is due to fundamental architectural properties of the networks or to the nature of the images and the task on which they are trained remains to be determined.
GENERATIVE (STRUCTURAL) REPRESENTATIONS OF 3D SHAPE
While at present, DNNs generate our best predictions of IT response, they are not a perfect match to the physiology. For one thing, the primate object pathway is composed of a relatively small number of visual areas (retina, LGN, V1, V2, V4, IT), while state-of-the-art DNNs are much deeper-the best version of ResNet, for example, consists of 152 layers (He et al. 2016) . One possible solution to this puzzle is that these DNNs compute complex features via a strictly feedforward cascade of many layers, while the human ventral stream relies also upon recurrent processing within and between visual areas to form detailed shape representations (Section 4). This recurrent computation may reflect a generative model in which higher-level representations are required to account for lower-level observations. Such a generative shape representation has the potential to support a broader array of tasks and queries (e.g., to describe a shape or to reason about its part structure).
Generative models for 3D shape perception have a long history. Binford & Tenenbaum (1973) argued for a 3D volumetric part-based shape representation based on generalized cones, in which a 3D space curve defines the axis of the part and a smoothly varying 2D planar radial curve centered at points along the axis sweeps out the part surface. Marr & Nishihara (1978) argued for a multi-scale structural theory for 3D shape representation, as opposed to a view-based representation, primarily on the grounds that the cost of storing all required views of all objects would be prohibitive. Larger-scale components of the representation remain relatively invariant to small changes and thus provide the stability needed for recognition, while finer details are encoded in smaller-scale components. Part boundaries are identified from the image by segmenting the 2D object projection at deep concavities detected at concave points on the bounding contour.
Biederman's recognition-by-components (RBC) theory follows in this tradition (Biederman 1987) . Through a consideration of qualitative Gestalt properties of object contours (e.g., curvature, collinearity, symmetry, parallelism, cotermination), Biederman identified a small family of generalized cone components (geons) capable of describing a broad diversity of 3D objects. A critical part of his theory is that while perceptual estimates of quantitative metric shape properties are highly variable (Miller 1956 ), the preservation of qualitative Gestalt properties despite occlusion and variations in object pose results in an invariant 3D shape representation, leading to good object recognition performance.
In psychophysical experiments, Biederman found that line drawings of familiar objects composed of geon components were rapidly recognized by human observers even when several components were missing. Objects were also rapidly recognized when convex sections of the contours were erased. However, recognition performance degraded substantially when the contour was erased at regions of concavity or at junctions, consistent with the use of these features for identifying part boundaries and component structure.
While Biederman focused on testing the RBC approach psychophysically as a model for human object recognition, others developed it more fully as a computational theory that could be used in computer vision systems. Dickinson et al. (1992) fleshed out an algorithm for identifying 3D object parts from an image that employs Gestalt principles to construct a hierarchy that progresses from edges to contour fragments, closed contours, and finally aspects, each of which is a connected configuration of closed contours that topologically identifies a particular generic view of a 3D, volumetric object part.
In the last quarter century, computer vision research on structural (parts-based) shape representations has largely given way to discriminative feature-based machine learning and more recently deep learning approaches trained on large labeled data sets. However, it has also been recognized that improved feature detectors, better contour grouping and matching algorithms, and more powerful probabilistic graphical models can be leveraged to achieve more reliable object detection and pose estimation within both 2D (view-based) (Bergholdt et al. 2010 ) and 3D (Sala & Dickinson 2015) structural frameworks.
There is also some evidence that 3D structural models may better account for behavioral data than discriminative models, including recent DNN models, even if the latter currently serve as our best predictors of neural response in higher object areas of monkey and human. Erdogan & Jacobs (2017) recently found that a generative, Bayesian structural 3D object model provides better predictions of human judgments of 3D object shape similarity than discriminative models, including DNNs trained on ImageNet.
CONCLUDING REMARKS
Shape perception is central to our visual experience, and while decades of research have led to many insights, there is much we still do not know about how shape information is rapidly computed from complex natural images. A feedforward view in which representation progresses from local points to edges, local curvature and finally global shape roughly matches the hierarchical structure of the object pathway in primate visual cortex, and the success of feedforward DNNs in predicting both physiological and behavioral responses to object and shape stimuli has reinforced this standard model. However, recent evidence reveals that DNN models fail to capture important behavioral aspects of shape perception. This may be related to behavioral and physiological evidence that global properties of shape such as closure and symmetry influence the grouping of contours in cluttered scenes, possibly via a fast recurrent circuit connecting higher to lower shape-selective visual areas.
While selectivity of neurons in early visual areas for local geometric attributes of orientation and curvature is established, there is a notable lack of coherence in our understanding of how the brain represents global 2D and 3D shape information. Discriminative DNNs currently provide the strongest predictions for neural selectivity in higher visual areas, but the exact nature of the representations formed at intermediate layers of these models is opaque, and a purely discriminative approach fails to capture the generality and phenomenological aspects of shape perception.
On the positive front, the decades-long debate between 2D view-based and 3D object-based theories of object recognition appears to be settling toward a more nuanced and principled understanding that, in an uncertain world, a Bayesian 3D object-based model will also exhibit view dependency. Hopefully, this will spark renewed interest in generative, structural models of shape perception that will account not just for object classification performance but also for the role of shape perception in how we interact physically with objects (e.g., grasping), how we judge similarity of and analogies between objects, and how we appreciate their beauty. These generative models are likely to embody the principles of topology, composition (parts), symmetry, and deformation (growth) that appear to be central to the human perception of shape.
SUMMARY POINTS
1. The task of extracting reliable shape information from complex scenes is computationally hard.
