ABSTRACT Electronic medical record (EMR) is the comprehensive description of the patients' individual health information in medical activities, which paves the way for intelligent-assisted medical decision-making research. However, due to the problems of data preprocessing, time-consuming and laborious data labeling in the Chinese electronic medical records, and the diversity of electronic medical record data storage, the research on electronic medical records poses certain challenges. Therefore, this paper intends to construct a medical domain dictionary in the word segmentation to improve the accuracy of the Chinese medical terminology recognition in electronic medical records. The Chinese text feature is extracted by using the latent Dirichl et al location (LDA) model, and the patient feature vector is constructed by feature stitching. At the same time, this paper uses the cumulative method of multi-impact indicators to construct the patient paired constraint set as the supervision information and guides the cluster learning model to optimize the patient category effect. In this paper, the comparison results show that the clustering algorithm with supervisory information is better than the simple unsupervised clustering algorithm. When constructing the supervised information set, the influence factor of the multi-dimensional attribute of the patient is better than the single-diagnosis result factor, and the clustering effect is improved as the number of paired constraint information increases.
I. INTRODUCTION
In recent years, with the rapid development of hospital informationization, various medical information systems have been gradually established. For example, the medical records of patients have been changed from the previous paper records to the digital electronic medical record systems. The digital storage method provides a possible solution to such problems as low efficiency, large workload and error-prone by manual extraction of medical records. It has also laid the foundation for the statistical analysis of medical data, and the processes of mining valuable and objective medical information and rules, in order to assist clinical decision-making and medical research. With time passed by and the accumulation of patients, the medical data in hospitals has increased exponentially.
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Therefore, combined with the computer technology, how to use medical data to identify valuable information in electronic medical records has become a research hotspot.
Meanwhile, the electronic medical records contain a large amount of potential information. The semi-structured or unstructured free text is an important form. If you can use some natural languages to deal with relevant technologies, such as word segmentation, information extraction, text classification, and to mine and analyze the texts combined with intelligent algorithms for big data electronic medical records, research on patients with electronic medical records can more objectively help understand the patient's condition, evaluate and prevent possible disease risks, and make treatment faster and more efficient. From the process of clinical diagnosis and treatment, doctors often use their own clinical experience for judgment and treatment, which may lead to the lack of consistency in the diagnosis and treatment of similar patients. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Without using the rapid and effective treatment methods, doctors cannot improve the medical quality. As for the medical data of electronic records, the features of medical data bring certain problems to data preprocessing. For example, the data annotation requires professionals. It will also consume a lot of time and manpower, and it's difficult to acquire labeled data. Therefore, in this paper, it designs a learning method based on semi-supervised patient similarity discrimination. The guidance information of clustering is used to construct the patient pairwise constraint set after estimating the similarity between patients based on multi-indicators. The must link set and cannot link set are used to guide the clustering process, which improves the cluster learning performance while reducing the manual input, and also helps to explore the relationship among patients. Finally, the medical data will be fully utilized to help doctors share their experience in the treatment of similar patients and improve their ability to diagnose and treat.
II. LITERARUTE REVIEW A. SEMI-SUPERVISED CLUSTERING ALGORITHM
With the rapid development of data collection, storage and processing capabilities in the current society, massive amounts of data need to be analyzed and utilized. The machine learning method just conforms to the needs of time, so it has received extensive attention and research from scholars. The machine learning technology provides the important technical support for many disciplines. Traditional machine learning techniques include the supervised learning and unsupervised learning [1] . As the machine learning technology constantly affects our social life, it has become a hotspot for learners to use both labeled and unlabeled samples to improve the learning performance with more data information. The semi-supervised learning is to train learners without external interaction, but with a small number of labeled samples and the unlabeled samples in the training process, so as to improve the learning performance [2] . Scholar Zhong proposed that the semi-supervised clustering algorithm is better when the number of labeled samples is insufficient to reflect the overall structure of data samples. Besides, the comparative experiments show that the semi-supervised clustering algorithm based on constraints is the most effective when the usable labels are complete, while the algorithm based on feedback performs better when incomplete [3] . Nowadays, the semi-supervised clustering method is mostly used by adding the supervised information to the traditional unsupervised clustering algorithm. Scholar Basu et al. introduced the concept of seed set on the basis of the unsupervised K-means clustering algorithm, that is to add the seed set containing at least one sample of target categories as the supervised information for clustering. Besides, Wang Xiaoxia et al. also applied the semi-supervised clustering algorithm based on seed set to the medical field, which has verified the effectiveness of semi-supervised clustering algorithm in the diagnosis of chronic disease complications [4] . The other kind of supervised information is shown as the pairwise constraint information. It includes two-way constraint conditions, the must-link and the cannot-link [5] . On this basis, many scholars have optimized semi-supervised clustering algorithms. For example, Chen Zhiyu et al. combined the seed set and the pairwise constraint to construct the supervised information with more information. Pan Wei et al. start with the data attribute features, to use more precise features for attribute weighted, and to improve the clustering effect by finding the optimal cluster number with the adaptive algorithm [6] .
B. MEDICAL ASSISTANCE DECISION
Electronic medical records give a general description of patient's individual health information in the medical activities, including home page, disease record, main diagnosis, medical order, etc. The data storage has different forms, such as the quantitative structured data and the unstructured data of free text, as well as graphic images. They are important carriers of real clinical information recorded by medical personnel [7] . From the first introduction of the medical clinical decision support system in the 1980s to the present, the research directions are mainly as follows, the early clinical knowledge-based decision support methods, and the clinical assistant decision support methods based on the machine learning with the development of artificial intelligence technology. Panahiazar et al. divided the patients in the real treatment into several similar groups by comparing unsupervised methods and supervised methods. Then they use the distance calculation to classify new patients into different groups, and recommend treatment plans [8] . Singh et al. used Euclidean distance, Cosine distance, CityBlock distance, and Correlation distance respectively to determine the similarity among patients, so as to analyze whether patients with liver disease were diagnosed [9] . Klann et al. proposed a project-based collaborative filtering recommendation algorithm for medical information, and set the association rules considering the medical diagnosis, which improved the quality of recommended content and had a certain application value [10] . Liu et al., based on the features of multi-symptom data generated by Chinese coronary heart disease, designed a multi-label learning method to construct a disease diagnosis model, which helps standardize the query model during the diagnosis and treatment process [11] . Jiang Ting applied the semi-supervised clustering algorithm to the classification of pulmonary nodule disease, and proposed two corresponding semi-supervised clustering algorithms. It helps improve the classification accuracy and enhance the applicability of the model [12] . With the text mining method, Xia Dong et al., based on Bayesian discriminant function, constructed a treatment decision-making support model by extracting data and processing electronic medical record texts of gastric cancer. It was found that the effective data segmentation and other data preprocessing can improve the accuracy of the model [13] .
III. EMR-BASED CONSTRUCTION OF PATIENT SIMILARITY CLUSREING ALGORITHM
In this chapter, we construct a patient feature vector and a patient paired constraint set by selecting appropriate amount of validity indicators in the electronic medical record. Based on the traditional unsupervised clustering method, a clustering supervision information set is added to construct a patient similarity algorithm based on semi-supervised clustering.
A. ALGORITHM FRAMEWORK DESIGN AND OVERVIEW
From the data point of view, electronic medical records involve multiple types of data such as patient self-report, doctor evaluation, and basic examination. People pay attention to the similarity between patients, in order to find out the relationship between the patient itself and the diagnosis and treatment plan, so as to better prevent, discover and treat the disease. It is therefore necessary to help doctors perform correlation analysis of features in a large number of patient data. According to the data related to electronic medical records, the model framework of the patient similarity analysis method proposed in this study is shown in Fig. 1 . Equations In the whole process of patient similarity analysis, the semi-supervised learning method is mainly divided into four parts: (a) Data acquisition and processing: taking a single patient as the smallest element, obtaining a variety of attribute sets of patients Attr = {a 1 , a 2 , . . . , a n }, and targeting the values Data such as type and subtype are standardized. (b) Patient feature vector construction: mainly divided into basic attribute feature vector Vec 1 and free text feature vector Vec 2 . The former mainly includes structured data attributes such as gender, age, and duration of illness. The latter is mainly for unstructured data attributes, that is, constructing a text-topic probability distribution matrix, and reducing the data dimension by selecting the number of suitable topics for the document. (c) Patient paired constraint set construction: According to the preliminary diagnosis in the admission record and the patient's basic information content, comprehensively consider the similarity and dissimilar upper and lower bound thresholds, and construct a clustering algorithm to supervise the content set. (d) Patient similar group division: With the patient feature vector as the training data, based on the traditional unsupervised K-means clustering algorithm, the patient paired constraint supervision information is added for clustering. After selecting the appropriate number of clusters, the patient similarity matrix is established for the same type of patients, and the patient set most similar to the target patient is selected.
B. PATIENT FEATURE VECTOR CONSTRUCTION
According to the content of electronic medical records, the initial attribute is divided into a structured attribute value and an unstructured attribute value. If the initial total attribute dimension is set as A, the structured attribute dimension A 1 , and the unstructured attribute dimension A 2 , then A = A 1 + A 2 . The final feature vector is formed by feature extraction and data processing, and its overall dimension value can be represented:
1) STRUCTURED ATTRIBUTE FEATURE VECTOR
Combined with the data involved in the text research, the structured data attributes are initially divided into such three types as numerical, Boolean and classification data for feature screening and processing. With the doctor's recommendation, fields that may affect patient similarity should be retained, and to ensure the data privacy, the identification fields such as patients' ID, names, etc. are screened out. After deleting d useless field attributes in the initial A 1 structured data dimension information, the A − d dimension attribute is retained. And then different types of data are quantized and preprocessed. The specific processing method is as follows.
(a) Numerical data: Numerical data is mainly processed by normalization and discretization, to eliminate the impact of dimension on subsequent data analysis.
(b) Boolean data: Boolean data adopts the data mapping method, which corresponds to the numerical type 0 and 1. If the ''whether + disease name'' structure form often appears in the past history, the mapping can be performed.
(c) Classification data: The classification data is mainly standardized by concept coding or numerical mapping method. For example, the Chinese disease classification name is mapped to the ICD-10 international disease classification VOLUME 7, 2019 standard, that is, the ICD code is used instead of the disease category text, and the ordinal data of mild, moderate, and severe disease levels are mapped to the [0, 1] range of values for conversion.
2) UNSTRUCTURED ATTRIBUTE FEATURE VECTOR
The unstructured data involved in this paper are all Chinese texts, with which, the corresponding feature vectors are constructed mainly by such steps as segmentation, destopping, topic extraction, and text-topic probability distribution matrix. If the number of keyword extractions or the number of topics in each part of the initial A 2 unstructured text fields is determined as K the total dimension attribute values may be generated as shown in (2).
Compared with directly vectoring text, this method effectively performs data dimensionality reduction.
a: CHINESE TEXT SEGMENTATION
In order to better identify the technical terminology in the medical field, this paper constructs a medical domain lexicon to assist the word segmentation. The lexicon is mainly from ICD-10, SNOMED-CT, and the drug names in the data query platform of the State Drug Administration. The specific lexicon is shown in Table 1 . The main flow of the word segmentation method based on the domain lexicon is shown in Algorithm 1.
Algorithm 1
Input: Domain lexicon userdic.txt, target word segmentation text target.xlsx, disable lexicon stoplist.txt Output: New text document after the completion of word segmentation result.xlsx 1) Import a custom domain lexicon:Jieba.load_userdict (userdic.txt), combined with the basic lexicon as a prefix lexicon; 2) for each sentence in {target.xlsx} do 3) Split the input sentence, Jieba.cut(sentence, cut_all
number of W 1 in the corpus total number of words in the corpus 6) Use the dynamic programming algorithm to calculate the maximum probability path: 7) Determine the final segmentation form 8) end 9) return sentence segmentation result, and P (Fig. 2) , the algorithm first needs to generate the topics corresponding to all the words in the m th document. Secondly, based on the word bag model, all the keywords corresponding to the k th opic are generated. The word bag model means that any two words in the corpus that belong to the same topic k can be exchanged. Finally, a text-topic matrix DT and a topic-keyword matrix TW can be formed, which converts the document concept into a topic concept.
The text-topic probability distribution matrix construction model is shown in Algorithm 2:
Algorithm 2
Input: To-be-extracted keyword document set document.txt (have completed the de-stopping words and text segmentation)
Output: K topics in each document d i 1) Read the to-be-extracted keyword document set D = {d 1 , d 2 , . . . , d n }, set the number of topics n_topics, number of iterations n_iter, hyper-parameter α and β, etc. 2) for each sentence in {document.txt} do 3) Random initialization, randomly assign a topic number z to each word w in each document in the corpus. 4) Resample its topic according to the Gibbs sampling formula for each word w and update it in the corpus. 5) Repeat the resampling process of the above corpus to know that Gibbs sampling converges. 6) end 7) After obtaining the topic-word distribution, calculate the similarity between the document and the word, and then get the document-keyword list. In the LDA topic model, in addition to the topic number K will affect the model effect, the two global variables (also called hyper-parameters) α and β, are equally important. Generally, the value of α is 50/k, and b as 0.01. The text-topic probability density function is calculated as in (3) .
C. CONSTRUCTION OF SUPERVISION INFORMATION BASED ON PAIRWISE CONSTRAINTS
The paired supervision information mainly constructs two sets of ''must-link'' and ''cannot-link'' to supervise the learning model. Set the initial sample set to D = {x 1 , x 2 , . . . , x n }, and any two samples can be combined to form the sample pair (x i , x k ). Let the must-link set be ML = {(x i , x k )}. If the sample pair can be divided into the same category in the two samples in (x i , x k ), then the sample pairs can be placed in the must-link set, that is (x i , x k ) ∈ ML. There is a positive association constraint relationship between x i and x k , and an example of positive constraint supervision information is shown in Fig. 3 . Similarly, the cannot-link set is CL = {(x i , x k )}. If the sample pair needs to be divided into different categories in the (x i , x k ), the sample pairs can be placed in the cannot-link set, that is (x i , x k ) ∈ CL. There is a negative association constraint relationship between x i and x k . Fig. 4 shows an example of negative constraint supervision information. For the data information of electronic medical records, this paper constructs a pairwise constraint set based on the patient attribute information in the first course record.
First, the patient set is recorded as P = {P 1 , P 2 , . . . , P n }, and the patient P i contains T dimensional attribute value. The patient pairwise set that can be divided into the same category is recorded as ML = {(P i , P k )}, and the patient pairwise set that must be divided into different categories is recorded as CL = {(P i , P k )}. The method of multi-attribute comprehensive consideration of similarity is used to establish the upper and lower bound thresholds µ up and µ low to judge whether patients belong to the same category. If the similarity values of the two patients exceed the upper bound µ up , the two are considered the same category, thus classifying the patient pair (P i , P k ) into ML. If the similarity value of the two patients is lower than the lower bound µ low , it is considered that the two patients need to be placed in different categories, that is, to classify the patient pair (P i , P k ) into CL.
For the basic similarity measure of two patients, we first take the main diagnosis as the basic criterion for whether the patients are similar. If the patient P 1 and the patient P 2 have the main diagnosis D i and D j respectively with the ICD-10 code, the similarity between the two patients S(P i , P k ) is defined as (4):
If the similarity of the two patients S(P i , P k ) = n + 1 ( n is the number of diagnosed diseases), it means that the two patients have many types of the same diseases in the initial diagnosis, thus judged to be similar, and classifying the patient pair (P i , P k ) into ML. If the similarity of the two patients S(P i , P k ) = 0, they are put into CL. If the initial diagnosed disease number of patient P i is n the initial diagnosed disease number of patient P k is m (n = m), and the number of patients with the same disease is k, k ≤ min(m, n), the patient's similarity is shown as (5).
In the actual treatment, since the initial diagnosis contains multiple disease items, and there may be an unclear diagnosis when the patient is admitted to the hospital, the patient cannot be evaluated by this criteria. Therefore, the basic information of patients and the text information features of their medical record are used as a comprehensive evaluation criteria. For subtype data, like the gender, the total dimension is V = {V 1 , V 2 , . . . , V n }. If the j th variable V j is the classified variable, and the attribute variable value of patients P i and P k are the same, the similarity S j (P i , P k ) is set as 1, while if different, S j (P i , P k ) is set as 0. For numerical data, if the j th variable V j is an interval variable, the V j attribute value field is mapped to the interval [0,1] for distance calculation. The result of distance calculation indicates the difference between the two patients, so the method in (6) is adopted to record the attribute similarity of V j , and the range of S j (P i , P k ) is [0,1]:
The total similarity calculation formula for patients with definite diagnosis based on (5) and (6) is shown in (7), and VOLUME 7, 2019 the total similarity calculation formula for patients without definite diagnosis is shown in (8) .
According to the above formula, the similarity of patient P i and patient P k is compared with the upper and lower bound thresholds µ up and µ low to determine whether to be divided into the pairwise constraint set ML and CL. It means that if the patient pair (P i , P k ) is a positive association constraint object, then
if the patient pair (P i , P k ) is a negative association constraint object, then
D. PATIENT SIMILARITY CLUSTERING ALGORITHM BASED ON SEMI-SUPERVISED LEARNING
In this section, the clustering algorithm is used to classify the patients, and the similarity matrix is constructed for the similar groups of similar patients to achieve the process of selecting similar patients and assisting the target patients. The traditional unsupervised K-means algorithm takes the distance between data samples as the criteria. The distance calculation formula can determine the similarity between samples. The commonly used distance-based text similarity measurement methods are shown in Table 2 . Finally, the unmarked data sets D = {x 1 , x 2 , . . . , x n } are divided into K clusters C = {C 1 , C 2 , . . . , C k }, corresponding to x 1 , x 2 , . . . , x k sample centers. The effect that the clustering wants to achieve is that the sample data in the same cluster is as similar as possible, and the sample data between different clusters is as different as possible.
The main steps of the traditional unsupervised K-means clustering algorithm are shown in Algorithm 3.
However, in certain areas, unsupervised learning methods can't get better results. Therefore, combined with the
Algorithm 3
Input: the initial cluster number K , document data set D = {x 1 , x 2 , . . . , x n } Output: the set of K clusters 1) Randomly select K data samples C = {C 1 , C 2 , . . . , C k } in the sample dataset D as the initial clustering center; 2) for each x i in D do 3) Calculate the distance between x i and K clustering centers, like the Euclidean distance (The formula is shown in Table 2 ). 4) Compare the distance between x i and each cluster centers to find Dis tan ce min (x i , C j ), and divide x i into the corresponding category to form K clusters 5) Recalculate the respective cluster center in K categories to determine whether changes occur, and perform iterative calculations until the cluster center does not change, or stop iterating when the magnitude of the change is less than the set threshold. 6) Return the set of K clusters constructed patient pairwise constraint information, the clustering algorithm is guided to find the cluster center process to improve the clustering effect. The optimized semi-supervised clustering method flow is shown in Fig.5 , and the corresponding algorithm flow is shown in Algorithm 4.
IV. APPLICATION AND ANALYSIS OF SEMI-SUPERVISED CLUSTERING ALGORITHM
This chapter constructs patient feature vectors and supervisory information sets by selecting appropriate attribute dimensions for actual electronic medical record data. The effect of patient similarity discrimination based on semi-supervised clustering was verified by comparative experiments, and the optimal number of similar patients and similar patient sets were obtained.
A. DATA ACQUISITION AND DESCRIPTION
The electronic medical record has different information dimensions and contents at different stages of treatment.
Algorithm 4
Input: document data set D = {x 1 , x 2 , . . . , x n }, must-link set ML and cannot-1ink set CL, the initial clustering center number K Output: K clustered sets 1) Randomly select K data samples C = {C 1 , C 2 , . . . , C k } in the sample dataset D as the initial clustering center 2) Repeat the steps below until convergence 3) for each x i in D do 4) Calculate the distance between each sample x i and the mean vector to find the cluster C r closest to the sample x i , that is to make x i meet Dis tan ce = arg min k x i − C j 2 ;
5) Check if classifying x i into the current cluster C r disobeys the constraint in ML and CL sets; 6) if ! is violated then C r = C r ∪ x i 7)
else: remove the current target cluster and recalculate Dis tan ce, that is to find two cluster centers C r and C l , making min(
8) Repeat step 5) to 7) until it falls into a certain cluster; 9) Recalculate each cluster center in K categories to determine whether changes occur. If they change, update their mean vector, so that the cluster center
x i j )/n performs iterative calculation until the cluster center does not change, or it stops changing when the change is less than the set threshold. 10) end 11) Return K clustered sets
The experimental data of this article is derived from a total of 7,243 patients' electronic medical record data provided by a First-class Hospital at Grade 3. It mainly includes admission records, disease record and discharge records. The corresponding main attributes are shown in Table 3 . To ensure the data security, the subsequent data has been anonymized. The contents of the Chinese text in the medical record include attributes such as chief complaint, current medical history, past history, admission examination, auxiliary examination, and medical advice. At the same time, the patient data with the majority of the field data missing is deleted all to avoid affecting the experimental results. The final effective electronic medical records are 6,108 copies.
B. PATIENT FEATURE VECTOR CONSTRUCTION 1) STRUCTURED ATTRIBUTE FEATURE SELECTION
Firstly, the structural attributes are screened mainly to retain the relevant attributes of the disease. The basic information of the patient, such as medical insurance number, name, occupation, education level, place of origin, doctors and other fields that are considered useless to measure the similarity of the patient, is deleted. In the records of disease course, numerical indicators such as body temperature, pulse, respiration, blood pressure, and disease cycle are often included in the semi-structured text. This information has an impact on the judgment of patients' disease, so it is necessary to retain these parameters. Examples of structured parameter features extracted from admission records are shown in Table 4 . Secondly, the features of structured attribute values are observed to quantify them. Numerical mapping of 9 Boolean fields, such as diagnosed or not, and genetic history or not, and it is recorded as 0 with no and 1 with yes. The disease degree is performed with [0, 1] value field mapping by type field. For the field with the unit of measurement, the unit is first unified, and then normalized. For example, the ''disease period'' field is commonly described as ''sick for X months'' or ''sick for Y weeks''. At this time, the month is taken as a unified unit, and ''X-month'' is used as the effective information, and the units such as the week and the year are uniformly converted into months for recording.
2) UNSTRUCTURED ATTRIBUTE FEATURE VECTOR CONSTRUCTION a: INFLUENCE OF DOMAIN LEXICON ON TEXT SEGMENTATION RESULTS
In this paper, the data segmentation results of electronic medical record text data are mainly measured by the precision VOLUME 7, 2019 of the word segmentation, that is, by counting the number of words in the correct segmentation and wrong segmentation. The specific formula is shown in (11) , as shown at the bottom of this page. By randomly extracting 100 pieces of data for manual labeling, and taking the word segmentation method assisted by no domain lexicon as a contrast experiment, the average value of 100 pieces of data for the word segmen-
P i is used as the evaluation result.
It has been verified that the precision is 74.7% only with word segmentation tools, and the precision combined with the domain lexicon is increased to 87.5%. The results show that related medical terms can be more accurately identified and split.
b: SELECTION OF OPTIMAL TOPICS NUMBER
The three main field contents of the main complaint, the current medical history and the disease description in the admission record of the electronic medical record are selected. The LDA-based topic model method is used to obtain the Text-potential Topic probability distribution matrix to form the feature vector. First, two topic K values are randomly set for initial comparison, such as k = 10 and k = 50, and the document-topic distribution comparison chart is shown in Fig.6 and Fig.7 , and the topic-keyword distribution comparison chart is shown in Fig.8 and Fig.9 .
Observe Fig.6 to Fig.9 to analyze the classification of document topics under different subject numbers. Document 2 is taken as an example for illustration. In the model of k = 10 and k = 50, the document 2 can be well classified, and the model with smaller k value is preferred. When k = 50 and the number of documents included in the topic category is sparse. Although the model effect is more accurate as the k value increases, the model efficiency is gradually reduced.
Taking the disease description field as an example, LDA model perplexity is got by calculating different k value. As shown in Fig.10 , the optimal topic number k is 20. The length of the attribute text has a certain influence on the selection of the number of topics. The final complaint and the current medical history field takes the value of k as 10.
From Table 4 and Fig.10 , the structural attribute feature dimension is finally determined to be 17, and the text attribute feature dimension is 40. According to the total dimension calculation formula (1) of the patient attribute feature, the attribute feature dimension of each patient is determined as 57. The structured attribute feature vector is spliced with the LDA topic feature vector to form the final feature vector of the patient as the data input of the patient similarity group. 
C. ANALYSIS OF PATIENT SIMILARITY CLUSTERING RESULTS

1) IMPACT OF SUPERVISORY INFORMATION ON EXPERIMENTAL RESULTS
From the previous chapter, the patient attribute feature vector is known to have 57 dimensions, wherein the structured attribute feature dimension is 17 and the text attribute feature dimension is 40. Part of the data information of the text-topic probability matrix constructed by the free-text field attribute is shown in Fig.11 . This paper selects the traditional unsupervised K-means clustering method as a contrast experiment, and uses the SSE evaluation method to evaluate the value of the optimal cluster center number K . By comparing the semi-supervised clustering method combined with the patient pairwise constraint FIGURE 11. Document-topic probability distribution example.
FIGURE 12.
Unsupervised clustering effect map figure. supervision information ML and CL, the optimal number of similar groups is shown in Fig.12 and Fig.13 . It can be seen that the pairwise constraint information is better targeted, so the clustering result is clearer and the sample data is classified in a clearer way. Finally, the paper selects the optimal cluster number K as 20 for subsequent results analysis.
2) IMPACT OF PAIRWISE CONSTRAINT NUMBERS ON EXPERIMENTAL RESULTS
According to the experimental results in Figure 4 -8, when the optimal cluster center number K is 20 for subsequent analysis, the influence of the pairwise constraints number on the experimental results is studied. The clustering evaluation index NMI (Normalized Mutual information) is mainly used for evaluation, and the number of the patient's pairwise con- straint information is used as a variable to evaluate the effect of the algorithm. The results are shown in Fig. 14. It can be seen from the figure that as the patient's pairwise constraint information increases, the clustering effect is also continuously optimized. Since the unsupervised K-means algorithm is not affected by the pairwise constraint information, and the initial cluster center is randomly selected, so the clustering effect is slightly different.
V. CONCLUSION
In this paper, the semi-supervised learning method in machine learning is applied to the electronic medical records. From the patients' perspective, a patient similarity measurement method is designed to compare the effect of patient similarity clustering with the supervised information or not. In the experiment, considering the features of language in the medical field, it has constructed a relevant medical lexicon to assist the text recognition. Besides, considering the multi-style of medical record data, the patient feature vector is constructed. It composes of both structured data and unstructured data. Finally, it is necessary to analyze the impact on experimental results by discussing the number of LDA topics, the number of patient supervised information sets and different clustering methods. This study aims to construct a feature dimension and determine the value of relevant parameters with the real electronic medical record information, to obtain a more effective model for patient similarity discrimination. It has verified the validity of the algorithm. The model is also applicable to other electronic medical record data. Model adjustments can be made by modifying related parameters. The research in this paper provides the assisted decision-making for the follow-up doctors and other medical staff in the process of diagnosis and treatment. However, it can be seen from the experimental results that although the increase of pairwise constraints can improve the algorithm effect, it also means the increase of initial labor cost. Therefore, there is still certain research space for the selection of constraint information. Besides, the currently-researched electronic medical record data is mostly incomplete in time or space. With the sharing and fusion of data information, the effect and reliability of auxiliary diagnosis will also get better developed.
