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Abstract 
 
Nitrous oxide (N2O) and methane (CH4) are important long-lived greenhouse gases. Their 
concentrations are increasing ~0.85 ppb and ~6 ppb per year, respectively. Agricultural 
sources account for about 60% and 42% of the total global anthropogenic emissions, 
respectively.  Nitrous oxide emissions within the US Corn Belt have been previously 
estimated to be 200-900% larger than predictions from emission inventories, implying 
that one or more source categories in bottom-up approaches are underestimated. 
Furthermore, the CH4 budget of this region, and its source partitioning, are poorly 
constrained, with uncertainties ranging from ~50% to 100%. To address these concerns, 
my dissertation research sought to: 1) quantify the relative importance of direct versus 
indirect N2O emissions within the region and to explore its seasonality and inter-annual 
variability; 2) assess retrospective and future N2O emissions at fine spatiotemporal scales 
to help identify hotspots, hot moments, and mitigation priorities for the US Corn Belt; 
and 3) partition CH4 emissions into natural (e.g. wetlands) and anthropogenic (e.g. 
livestock, waste, and natural gas) sources and explore its temporal variability.   
Here I interpreted hourly N2O concentrations measured during 2010 and 2011 at a 
tall tower located in the US Corn Belt using a time-inverted transport model and a scale 
factor Bayesian inverse (SFBI) method to simultaneously constrain direct and indirect 
agricultural emissions. Data and analyses suggested an indirect emission factor for runoff 
and leaching ranging from 0.014–0.035, which represents an upward adjustment of 1.9–
4.6 times relative to bottom-up inventories such as the Intergovernmental Panel on 
Climate Change (IPCC).  
 
iii 
 
To better understand the temporal and spatial dynamics of N2O emissions within the 
region, I advanced a measurement-modeling framework for identifying potential regional 
hotspots. I used an Eulerian approach based on the Weather Research and Forecasting 
Chemistry (WRF-Chem) model and implemented the land surface scheme CLM45-BGC-
CROP. The model results were strongly correlated (r=0.69 - 0.82, p<0.01) with multiple 
tall tower observations across the Corn Belt. Model simulations over a 40-year time 
period, under the RCP8.5 business-as-usual scenario, indicated that indirect N2O 
emissions were associated with a relatively large increasing trend of 0.36 nmol m-2 s-1 per 
year, highlighting that southern Minnesota and the lower Midwest regions will likely 
represent regional hotspots and mitigation priorities in the future.  
 
To estimate the total CH4 budget and to partition emissions into natural and 
anthropogenic sources, I combined tall tower (185 m) aerodynamic flux measurements 
and the SFBI technique for the period June 2016 to September 2017. Flux partitioning 
revealed that the regional natural, anthropogenic, and total CH4 emissions were 4.0 ± 1.2, 
7.8 ± 1.6, and 11.8 ± 2.0 Tg CH4 yr-1. The total regional CH4 emissions for the Corn Belt 
accounted for ~23% of the overall US budget. 
 
 
 
 
 
iv 
 
List of Tables 
 
Table 2.1. Averaging Kernel of the source types 
Table 2.2. A posteriori Scale Factors and a posteriori errors for the Bayesian Inversion 
with various sensitivity tests 
Table 2.3. Linear regression analyses of environmental factors and the direct/indirect 
Scaling Factors 
Table S3.1. Sites of N2O Observations in this Study 
Table S3.2. Correlations (R) between tower-based observations and the a posteriori 
simulations  
Table S3.3. Original and optimal values for key parameters 
Table 4.1. Sites of flask CH4 observations used in this study 
Table 4.2. Annual mean a priori and a posteriori emissions and scaling factors for each 
source category (from October 2016 to September 2017) 
Table 4.3. The a posteriori emissions with various sensitivity tests on background mixing 
ratios 
Table 4.4. Wetland CH4 model ensemble configurations 
 
 
 
                                           
 
 
 
 
 
 
 
 
v 
 
List of Figures 
 
Figure 1.1. Observed changes in atmospheric greenhouse gas concentrations. 
Atmospheric concentrations of carbon dioxide (CO2, green), methane (CH4, orange), and 
nitrous oxide (N2O, red), IPCC Fifth Assessment Report, 2013. 
 
Figure 2.1. Overview of the inverse modeling approach used to estimate direct and 
indirect agricultural N2O emissions. 
Figure 2.2. a) The a priori annual average direct N2O emissions from agriculture [unit is 
log10 (kg m-2 s-1)]; b) a priori annual average indirect N2O emissions from agriculture (the 
coastlines are denoted by blue lines, and the US States are denoted by black lines); c) 
annual average source footprint of the tall tower [units are log10 (ppm µmol-1 m2 s)], the 
US Corn Belt is denoted by gray lines; d) land use distribution from USGS (red, green, 
yellow, gray, light blue colors denote the urban, agricultural soils, natural soils, wetlands, 
and water bodies, respectively). 
 
Figure 2.3. Average seasonal source footprints for measurements at the KCMP tall tower 
(indicated by symbol ‘×’), 2010 [units: log10(ppm µmol-1 m2 s)] for a). Spring: Mar., 
April, May; b). Summer: June, July, Aug.; c). Fall: Sep., Oct., Nov.; d). Winter: Dec., 
Jan., Feb. 
 
Figure 2.4. a) Direct and b) indirect N2O emissions from agriculture within the US Corn 
Belt for 2010 and 2011, respectively. Error bars represent the a posteriori uncertainties 
after optimization, for direct and indirect emissions. 
 
vi 
 
Figure 2.5. Comparison of N2O budgets for the US Corn Belt in year 2010 estimated 
using different methods [tall Tower: boundary layer method at the KCMP tall tower 
[Griffis et al., 2013], IPCC EFs: estimate from IPCC EF method]. Error bars indicate the 
uncertainties of regional budget estimate from direct and indirect emissions, respectively 
(the Bayesian inversion shows the N2O budget from April to October in 2010, a total of 7 
months; the KCMP tall tower, IPCC EFs, and EDGAR42 all show an annual budget). 
Figure 3.1. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011, and b) 7-year average (2011-2017). Only daytime data from 
the model is used for even-handed comparison with observations from NOAA sites, 
which are only collected during daytime. 
Figure 3.2. Monthly direct and indirect emissions for April, May, June and July in year 
2011 (unit is log10(kg m-2 s-1)). 
Figure 3.3. Average a) Direct, b) indirect and c)total agricultural N2O emissions from 
year 2011; d) Direct, e)indirect and f)total agricultural N2O emissions from year 2050 
(unit of kg m-2 s-1); Increasing slope (unit of kg/m2/s per year) for g) direct, h) indirect, i) 
total emissions over a 40-yr period under the RCP8.5 scenarios. Figure S3.1. The 
flowchart of the Eulerian modeling configurations 
Figure S3.1. The flowchart of the Eulerian modeling configurations 
Figure S3.2. A priori, a posteriori and observed N2O mixing ratios at the KCMP tall 
tower. (a priori, r=0.23) 
Figure S3.3. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the KCMP site 
 
vii 
 
Figure S3.4. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the LEF site 
Figure S3.5. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the WBI site 
Figure S3.6. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the BAO site 
Figure S3.7. Crop Plant Function Types (PFTs) within the US. 
Figure S3.8. Simulated N2O mixing ratios at the KCMP tall tower in May, 2011, driven 
by (a) direct source only, (b) indirect source only, and (c) direct + indirect sources in an 
otherwise identical fashion.  The direct and indirect contributed to 1.2-2.9 and 2.2-9.7 
ppb to the KCMP tall tower, respectively. 
Figure S3.9. Increasing slope (unit of kg m-2s-1 per year) for a) direct, b) indirect, c) total 
emissions over a 40-yr period under the RCP2.6 scenarios, and increasing slope (unit of 
kg m-2s-1 per year) for d) direct, e) indirect, f) total emissions over a 40-yr period under 
the RCP8.5 scenarios. 
Figure S3.10. Direct emissions as a function of a) air temperature and c) precipitation 
under RCP85 scenario; indirect emissions as a function of c) air temperature and d) 
precipitation under RCP 8.5 scenarios. Direct and indirect emissions, air temperature and 
precipitation are annual averaged values across the Corn Belt. 
 
Figure 4.1. Results of sampling a standard gas cylinder including a) the 10 Hz time-
series with the mean ± 1 SD (red symbols/bars) and mean ± 1 SE (black); b) the power 
spectrum of the concentration series (as spectral densities); and c) an Allan variance plot. 
viii 
 
Figure 4.2. The a priori annual average emissions from (a) livestock; (b) natural gas +oil; 
(c) coal mining; (d) waste; (e) natural wetlands and (f) total (unit is log10(nmol m-2 s-1)). 
Anthropogenic source categories including livestock, oil/gas, coal mining, and waste 
were from Maasakkers et al. [2016], and the natural wetland emissions were derived 
from Bloom et al. [2017]. The KCMP tall tower is indicated by the black crosses in each 
panel. 
 
Figure 4.3.  Source footprint functions (units: log10(ppm μmol-1 m2 s)) for measurements 
at the KCMP tall tower (indicated by crosses). (a) December, 2016; (b) March. 2017; (c) 
August, 2017. (d) Normalized cumulative contribution as a function of source footprint 
scale (ppm μmol-1 m2 s) and the corresponding distance from the tall tower (km). 
Figure 4.4. Hourly mean CH4 mixing ratios measured at 3 m (panel a) and 185 m (panel 
b) as a function of wind direction. The color bar represents the friction velocity value (m 
s-1) Panel c shows the mean methane mixing ratios (+/- 1 standard deviation) as a 
function of wind direction binned using 15 degree intervals.  Panel d shows the relation 
between CH4 mixing ratios measured at 3 m versus 185 m. The color bar indicates the 
friction velocity value. Each data point represents an hourly average value.  Note that the 
1:1 line is obscured by the best-fit linear regression line.  
Figure 4.5. Median monthly vertical CH4 mixing ratio gradient (Panel a), and median 
monthly flux-gradient estimate (Panel b). Error bars represent the standard error. Note 
that August, 2016 is not reported due to a large fraction of missing hourly observations.   
Figure 4.6 a). Monthly linear regression between the observed and simulated CH4 mixing 
ratios for a priori and a posteriori simulations between June 2016 and September 2017 
ix 
 
(Uncertainty values indicate a 95% confidence interval); b) a priori, a posteriori estimate 
and the tall tower observations of CH4 mixing ratios. 
Figure 4.7. Annual regional CH4 emissions within the US Midwest from different studies 
including a) anthropogenic and b) natural sources. Error bars indicate the uncertainties of 
the regional emission estimate from each source, respectively. 
 
Figure 4.8. Regional and national methane budgets for natural and anthropogenic sources. 
Error bars indicate the uncertainties of the regional emission estimate from anthropogenic 
and natural sources, respectively. 
Figure 4.9. Optimized monthly variation of CH4 emissions for each source category, i.e., 
the livestock, oil/gas, waste and the wetlands. 
 
 
 
 
 
 
 
 
 
 
 
 
x 
 
Table of Contents 
Acknowledgements .............................................................................................................. i 
Abstract ............................................................................................................................... ii 
List of Tables ..................................................................................................................... iv 
List of Figures ..................................................................................................................... v 
Chapter 1 ............................................................................................................................. 1 
Introduction ......................................................................................................................... 1 
Chapter 2 Partitioning N2O Emissions within the US Corn Belt using an Inverse 
Modeling Approach ............................................................................................................ 7 
Synopsis .......................................................................................................................... 8 
Introduction ..................................................................................................................... 9 
Methods......................................................................................................................... 12 
Approach Overview .................................................................................................. 12 
Study Domain ........................................................................................................... 13 
Tall Tower N2O Measurements ................................................................................ 13 
Source Footprint Simulations ................................................................................... 14 
A Priori Emissions .................................................................................................... 15 
Bayesian Inversion Methods ..................................................................................... 17 
Sensitivity to True Values ......................................................................................... 21 
N2O Emission Budgets ............................................................................................. 22 
Results and Discussion ................................................................................................. 22 
Source Footprint of the Tall Tower .......................................................................... 22 
A Priori and A Posteriori Emissions ......................................................................... 23 
Seasonal and Inter-annual Variations ....................................................................... 26 
Environmental Controls on Direct and Indirect N2O Emissions .............................. 29 
Conclusions ................................................................................................................... 31 
Acknowledgements ....................................................................................................... 32 
Supporting Information for Chapter 2 .......................................................................... 40 
Solutions of Bayesian Inversion ............................................................................... 40 
Chapter 3 ........................................................................................................................... 42 
Assessing future nitrous oxide emissions and mitigation priorities for the U.S. Corn Belt
........................................................................................................................................... 42 
Synopsis ........................................................................................................................ 43 
Introduction ................................................................................................................... 43 
Methods......................................................................................................................... 46 
xi 
 
Approach Overview .................................................................................................. 46 
Study domain and observation sites .......................................................................... 46 
CLM45-BGC-CROP land surface scheme ............................................................... 47 
WRF-Chem model .................................................................................................... 48 
Future trend projections ............................................................................................ 49 
Results and Discussion ................................................................................................. 49 
Spatiotemporal variability of N2O emissions ........................................................... 49 
Direct and indirect agricultural N2O emissions ........................................................ 50 
Future regional hotspots, mitigation priorities, and implications ............................. 52 
Conclusions ................................................................................................................... 54 
Acknowledgement ........................................................................................................ 55 
Supporting Information for Chapter 3 .......................................................................... 59 
CLM45-BGC-CROP model...................................................................................... 59 
Modeling Optimization ............................................................................................. 61 
WRF-CHEM model setup......................................................................................... 63 
Chapter 4 ........................................................................................................................... 77 
Source partitioning of methane emissions and its seasonality in the U.S. Midwest ......... 77 
Synopsis ........................................................................................................................ 78 
Introduction ................................................................................................................... 78 
 of upwind background CH4 concentration. .................................................................. 79 
Methods......................................................................................................................... 83 
Study site ................................................................................................................... 83 
Methane mixing ratio observations ........................................................................... 83 
Flux-gradient method ................................................................................................ 84 
Inverse modeling framework .................................................................................... 85 
Prior information ....................................................................................................... 85 
Concentration footprint functions ............................................................................. 88 
Methane budget and partitioning .............................................................................. 89 
Results and discussion .................................................................................................. 90 
Methane mixing ratios and fluxes ............................................................................. 90 
Bayesian analyses ..................................................................................................... 91 
Seasonality analysis .................................................................................................. 93 
Uncertainty analysis .................................................................................................. 95 
Conclusions ................................................................................................................... 97 
xii 
 
Acknowledgements ....................................................................................................... 98 
Chapter 5  Conclusions ................................................................................................... 111 
Future Research Directions ............................................................................................. 114 
Simulations of regional N2O with WRF-Chem and its adjoint................................... 114 
Reference ........................................................................................................................ 116 
 
1 
 
 
 
 
 
 
 
Chapter 1 
Introduction 
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Two important greenhouse gases (GHGs) contributing to global warming include nitrous 
oxide (N2O) and methane (CH4) [Tian et al., 2012; Kirschke et al., 2013; Jacob et al., 
2016; Griffis et al., 2017]. Nitrous oxide has a global warming potential 298 times that of 
CO2 on a 100-yr time horizon [Myhre et al., 2013] and is the dominant stratospheric 
ozone depleting source [Ravishankara et al., 2009]. Atmospheric N2O has increased by 
19% compared to the preindustrial level [Myhre et al., 2013, Figure 1.1]. This increase 
has largely been attributed to agricultural practices, which account for ~60% of the 
anthropogenic emission budget [Davidson, 2009; Davidson and Kanter, 2014].   
Methane (CH4) has a global warming potential 28 times CO2 on a 100-yr time horizon. 
The global CH4 concentration has increased from 720 ppb to 1800 ppb since preindustrial 
times [Hartmann et al., 2013]. The dominant sources of CH4 include natural wetlands, 
livestock, oil/gas systems, landfills, coal mines, wastewater management, and rice 
cultivation [Wecht et al., 2014; Jacob et al., 2016]. The present-day global emission of 
CH4 is well constrained and estimated to be 550 ± 60 Tg yr-1. However, the magnitude 
and seasonality of CH4 emissions from different source categories and source regions are 
highly uncertain [Hartmann et al., 2013; Kirschke et al., 2013].  
To meet the unprecedented need for food, fiber and biofuels, the global demand for 
synthetic nitrogen (N) has been forecast to reach 119 Tg N yr-1 in the year 2018 [FAO, 
2018], and about 4%  of them is emitted as N2O [Crutzen et al., 2008; Smith et al., 2012].  
In recent decades bottom-up and top-down approaches have been widely used to estimate 
regional to global scale N2O emissions. Bottom-up  approaches rely on activity data and 
emission factors (EFs) to estimate the emissions [De Klein et al., 2006], while the top-
down estimates are derived from atmospheric observations [Smith et al., 2012; Jacob et 
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al., 2016]. At global scales, top-down and bottom-up emission estimates have shown 
reasonable agreement [Crutzen et al., 2008]. However, a large discrepancy in regional 
N2O emission estimates reveals the existence of compensating biases over different 
regions of the world [Griffis et al., 2013]. For example, the US Corn Belt, one of the most 
intensively managed landscapes, produces 40% of the world’s grain [NRCS, 2012], and 
consumes 6.2 ± 0.9 Tg N yr-1 synthetic fertilizer with a remarkable growth rate of 0.08 
Tg N yr-1 in recent decades [Griffis et al., 2017].  Within this region, top-down emission 
estimates [Kort et al., 2008; Miller et al., 2012; Griffis et al., 2013; Zhang et al., 2014] 
have shown to be 2- to 9-fold larger than the bottom-up estimates, implying significant 
underestimate in the EFs for the source(s). However,  a severe lack of observations and 
high spatial variability in N2O emissions have posed a major challenge in constraining 
the sources and in reconciling the difference between top-down and bottom-up emission 
estimates. 
A number of studies [Stehfest et al., 2006; Shchebak et al., 2014] have indicated that the 
EF for direct emissions (i.e., directly from farmlands) is well constrained. However, there 
are large uncertainties, up to 50-fold, in the indirect emissions associated with leaching 
and runoff, attributed to a severe lack of observations at the appropriate spatial and 
temporal scales [Outram and Hiscock, 2012; Turner et al., 2015]. Top-down and bottom-
up estimates are challenging to reconcile, largely due to the fact that the former often 
only provides aggregate emission totals and the latter relies on tallying up detailed EFs 
for individual sources.   
Within the US Corn Belt, livestock production is also significant with a population of 728 
million animals, including cattle, swine, sheep, layers, broilers, turkey and horses [USDA 
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NASS, 2014]. Wetlands are largely distributed in central and northern Minnesota as well 
as Wisconsin. Thus, this region is an important source of both natural and anthropogenic 
CH4 emissions. However, the CH4 budget of this region, and its source partitioning, are 
poorly constrained, with uncertainties ranging from ~50% to 100% [National Research 
Council, 2010; Dlugokencky et al., 2011].  
To advance the scientific understanding of N2O and CH4 emissions from the US Corn 
Belt the goals of this research are three-fold: 1) quantify the relative importance of direct 
versus indirect N2O emissions within the region and to explore its seasonality and inter-
annual variability; 2) assess retrospective and future N2O emissions at fine 
spatiotemporal scales to help identify regional hotspots, hot moments, and mitigation 
priorities for the US Corn Belt; and 3) partition CH4 emissions into natural (e.g. 
wetlands) and anthropogenic (e.g. livestock, waste, and natural gas) sources and explore 
its temporal variability.   
In chapter 2, we employed a novel inverse modeling technique paired with high-precision 
tall tower observation data, to simultaneously constrain the direct and indirect N2O 
sources within the Corn Belt. This chapter explores the relative importance of direct and 
indirect sources and provides strong evidence that the discrepancy between top-down and 
bottom-up emission estimates can be reconciled via upward adjustment of the indirect 
emission factors.  
Findings from Chapter 2 have provided further motivation determining the accurate 
quantification of N2O emission at higher spatial and temporal resolution. This is essential 
in facilitating effective mitigation efforts with knowledge of high emissions in terms of 
locations (hot spots) and time (hot moments). Chapter 3 develops an Eulerian modeling 
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framework to extract the most information possible from multiple tall tower 
concentration observations within the Corn Belt. Efforts in this chapter focus on the 
retrospective estimate of fine-scale spatiotemporal N2O variability and also predict the 
future trends via incorporating a process-based land surface scheme into the Eulerian 
modeling framework. This chapter includes an assessment of mitigation priorities in 
guiding effective GHG reductions for the region.  
Furthermore, it’s of critical importance to delve into the relative importance of natural 
and anthropogenic CH4 sources within this region. In Chapter 4, tall tower (185 m) 
aerodynamic flux measurements and a scale factor Bayesian inversion were used to 
constrain the monthly budget and to partition the CH4 emissions into natural (e.g. 
wetlands) and anthropogenic (e.g. livestock, waste, and natural gas) sources within this 
region. This chapter concludes with an evaluation of the contribution from the Corn Belt 
to the overall US emission budgets.    
In Chapter 5, the overall conclusions of this dissertation research are presented along with 
an outline of future research directions.  
 
 
 
 
 
 
 
6 
 
 
  
 
 
 
Figure 1.1. Observed changes in atmospheric greenhouse gas concentrations. 
Atmospheric concentrations of carbon dioxide (CO2, green), methane (CH4, orange), and 
nitrous oxide (N2O, red), IPCC Fifth Assessment Report, 2013. 
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Chapter 2 
Partitioning N2O Emissions within the US Corn Belt using an 
Inverse Modeling Approach 
 
Chen, Z. et al. (2016), Partitioning N2O emissions within the US Corn Belt using an 
inverse modeling approach, Global Biogeochem. Cycles, 30, 1192–1205, 
doi:10.1002/2015GB005313. 
 
© American Geophysical Union
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Synopsis 
Nitrous oxide (N2O) emissions within the US Corn Belt have been previously estimated 
to be 200-900% larger than predictions from emission inventories, implying that one or 
more source categories in bottom-up approaches are underestimated. Here we interpret 
hourly N2O concentrations measured during 2010 and 2011 at a tall tower using a time-
inverted transport model and a scale factor Bayesian inverse method to simultaneously 
constrain direct and indirect agricultural emissions. The optimization revealed that both 
agricultural source categories were underestimated by the Intergovernmental Panel on 
Climate Change (IPCC) inventory approach. However, the magnitude of the 
discrepancies differed substantially, ranging from 42–58% and 200–525% for direct and 
indirect components, respectively. Optimized agricultural N2O budgets for the Corn Belt 
were 319±184 (total), 188±66 (direct), and 131±118 Gg-N yr-1 (indirect) in 2010, versus 
471±326, 198±80, and 273±246 Gg-N yr-1 in 2011. We aqstttribute the inter-annual 
differences to varying moisture conditions, with increased precipitation in 2011 
amplifying emissions. We found that indirect emissions represented 41–58% of the total 
agricultural budget, a considerably larger portion than the 25–30% predicted in bottom-
up inventories, further highlighting the need for improved constraints on this source 
category. These findings further support the hypothesis that indirect emissions are 
presently underestimated in bottom-up inventories. Based on our results, we suggest an 
indirect emission factor for runoff and leaching ranging from 0.014–0.035 for the Corn 
Belt, which represents an upward adjustment of 1.9–4.6 times relative to the IPCC and is 
in agreement with recent bottom-up field studies. 
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Introduction 
As one of the most intensively managed agricultural areas in the world, the US Corn Belt 
plays an important role in meeting global demands for corn, soybean and biofuel 
production. To sustain this production, ~5.0 Tg of nitrogen (N) is applied as synthetic 
fertilizer to fields in the Corn Belt each year [Millar et al., 2010; Griffis et al., 2013]. 
Large inputs of synthetic N fertilizer and biological N fixation associated with legume 
cropping are directly related to increasing concentrations of atmospheric nitrous oxide 
(N2O), a greenhouse gas with a 100-yr average global warming potential (GWP) 298 
times larger than an equal mass of CO2 [Myhre et al., 2013]. 
 
Constraints on regional to continental scale N2O budgets are needed to develop baseline 
emission estimates that can be used as a reference in order to inform and assess policy 
and mitigation strategies. Investigations using top-down or bottom-up methodologies 
have been used to estimate N2O emissions [Kort et al., 2008; Miller et al., 2012; Griffis et 
al., 2013].Using a top-down constraint and short-term air flask observations, Kort et al., 
[2008] estimated that emissions over North America were up to 3-fold larger than from 
bottom-up inventories. With regional tall tower measurements and daily flask data, Miller 
et al., [2012] estimated that regional budgets were at least 2-fold larger than bottom-up 
inventories when performing geostatistical and Bayesian inverse analyses. Using two-
years of hourly tall tower observations, Griffis et al., [2013] applied atmospheric 
boundary layer approaches to estimate the N2O budget within the US Corn Belt. Their 
estimates agreed well with other top-down estimates based on inverse analyses [Kort et 
10 
 
al., 2008; Miller et al., 2012], and were 2- to 9-fold greater than bottom-up approaches. 
Based on a global analysis of N entering agricultural systems, Crutzen et al. [2008] and 
Smith et al. [2012] concluded that N2O emissions would need to be 2- to 3.4-fold larger 
than current bottom-up inventories in order to match the observed changes in atmospheric 
N2O concentration over the period 1860 to 2000. The large difference between top-down 
and bottom-up N2O budgets at regional to continental scales implies that the emission 
inventories are not adequately accounting for N2O sources. However, there is a good 
agreement between top-down and bottom-up methodologies at the global scale [Del 
Grosso et al., 2008; Thompson et al. 2014]. 
 
Agricultural N2O emissions arise from direct emissions from fertilized soils, and through 
two indirect pathways: (i) from the deposition of NH3 and NOx volatilized from synthetic 
fertilizer and manure; and (ii) from the leaching and runoff of fertilizer and manure N, 
mainly as nitrate (NO3-). Previous studies from various agricultural fields within 
Minnesota indicate that direct N2O emission is about 1.3% of applied synthetic N and in 
excellent agreement with the IPCC direct emission factor [Fassbinder et al., 2013; Griffis 
et al., 2013]. A recent meta-analysis has shown that this emission factor is well 
constrained but increases nonlinearly as N addition exceeds crop demand [Shcherbak et 
al., 2014]. One of the largest sources of uncertainty in the bottom-up estimates is related 
to the indirect sources from agricultural ecosystems. For example, indirect emissions 
from leaching and runoff have an emission factor range of 0.0005 to 0.025 (a 50-fold 
range) due to a lack of observations at the appropriate spatial and temporal scales 
[Nevison et al., 2000; Outram and Hiscock, 2012; Turner et al., 2015].   
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Agricultural drainage systems (i.e., tile lines and ditches, and surface waters), necessary 
to support crop production in the US Corn Belt, have shown the potential for large 
episodic emissions. The indirect emissions from these streams remain poorly quantified 
at the appropriate spatial scales and are thought to contribute substantially to regional 
emissions [Beaulieu et al., 2011, Outram and Hiscock, 2012, Turner et al., 2015]. 
Approximately 2.3 million hectares of land have been drained for agriculture in 
Minnesota. These fine-scale drainage features represent a key hydrological conduit for 
the transport of N [Alexander et al., 2000]. Turner et al., [2015] analyzed N2O emissions 
as a function of Strahler stream order in southern Minnesota, and found that headwater 
streams (i.e., stream order of 1) were the strongest sources, emitting 60% of the riverine 
budget. Their scaling suggested that by accounting for emissions from zero-order streams 
that the regional N2O budget would more than double. Further, these indirect emissions 
may become more important because drainage and stream flow have both increased 
within the region over the last 50 years [Baker et al., 2012].  
In this paper we employed an inverse analysis to simultaneously constrain the direct and 
indirect N2O sources within the US Corn Belt. Tall tower measurements were used to 
provide high-resolution information with a large-scale footprint that is highly sensitive to 
emission from the US Corn Belt. A Bayesian inverse analysis was adopted to identify and 
constrain the N2O budget, sources, and sensitivity to environmental drivers. Here we 
address the following questions: 
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(1) Can Bayesian inverse modelling be used to objectively constrain the direct and 
indirect sources contributing to N2O emissions in the US Corn Belt?  
(2) To what sources are observed tall tower N2O concentrations most sensitive? 
(3) What are the seasonal patterns of the direct and indirect N2O emissions? 
(4) How do the environmental factors (e.g., precipitation, air temperature, soil 
moisture, and surface runoff) influence N2O emissions from direct versus indirect 
emissions? 
 
Methods 
Approach Overview 
The inverse approach employed in this study is outlined in Figure 2.1. The WRF3.5 
model [Zhao et al., 2009; Nehrkorn et al., 2010; Jeong et al., 2012] provides the 
conditions of wind, atmospheric stability, and planetary boundary layer (PBL) height to 
drive the STILT transport model [Gerbig et al., 2003; Lin et al., 2003; Lin et al., 2004], 
which was used to estimate the tall tower concentration source footprint. The source 
footprint was multiplied by a priori emission estimates derived from a variety of sources, 
which is added to the background concentrations, to obtain an initial guess of N2O 
concentrations at the tall tower receptor. With these initial estimates and the tall tower 
concentration observations, a Bayesian inverse model was used to optimize the a priori 
emissions along with the relative contributions of direct and indirect sources.  
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 Study Domain 
Our study domain is focused on the US Corn Belt and includes the major corn/soybean 
production systems in Minnesota, Illinois, Indiana, Iowa, Missouri, Ohio, South Dakota, 
and Wisconsin. The N2O concentration measurements were made at the University of 
Minnesota tall tower Trace Gas Observatory (KCMP tall tower, 44.689°N, 93.073°W; 
244 m height) over a two-year period (2010 and 2011). The KCMP tower is located 
approximately 25 km south of Minneapolis-St. Paul, MN. In the vicinity of the tower, 
agriculture represents approximately 46% of the land use and is representative of the 
larger US Corn Belt region [Zhang et al., 2014].  
 
Tall Tower N2O Measurements  
During 2010-2011, air samples were analyzed at the tall tower at heights of 32, 56, 100, 
and 185 m. Air was pulled continuously through each inlet to the base of the tower and 
then subsampled at 3 SLPM using a custom designed manifold. N2O mixing ratios were 
measured using a tunable diode laser (TGA100A, Campbell Scientific Inc., Logan, Utah, 
USA) that was housed in a temperature-controlled building. Hourly calibrations were 
performed using a zero and span gas. The span gas was traceable to the National Oceanic 
and Atmospheric Administration-Earth System Research Laboratory (NOAA-ESRL). 
The hourly TDL calibration precision, estimated using the Allan variance technique 
[Werle et al., 1993], was estimated to be 0.5 ppb [Griffis et al., 2013]. Following 
calibration, hourly average N2O concentrations were computed. Previous work has 
employed N2O measurements from the KCMP tower to estimate the total regional N2O 
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source [Griffis et al., 2013], and as part of a global analysis to assess our current ability to 
constrain N2O sources worldwide [Wells et al., 2015]. Further details regarding the 
sampling system and calibration can be found in Griffis et al. [2010, 2013].  
 
Source Footprint Simulations 
The source footprint function delineates areas that influence the tall tower observations 
[Kim et al., 2013]. The STILT model computes the upstream influence on a measurement 
site by releasing a suite of particles from the receptor (tall tower air intake at 100 m) and 
following their trajectory backwards in time. The time- and volume-integrated footprint 
function is quantified by tallying the total amount of time each particle spends in a 
volume element over a time step, normalized by the total amount of particles. Molar mass 
and density of air and the mixing height are accounted for in the function in order to scale 
all the particles to represent the entire vertical profile [Lin et al., 2003; Gerbig et al., 
2003; Lin and Gerbig, 2005]. Multiplying the source footprint by the a priori emissions 
and summing over all locations provides an estimate of the tall tower mixing ratios. 
 
We simulated wind fields using the WRF3.5, and interpolated them to the explicit 
location of each particle. The WRF3.5 was set up using 3 nests at 27 km, 9 km, and 3 km 
grid spacing. The outermost domain covers North America and each domain was 
centered on the tall tower. The simulations used WRF Single-Moment 3-class (WSM3) 
simple ice microphysics scheme [Hong et al., 2004], Kain-Fritsch convective scheme 
[Kain, 2004] and the YSU scheme coupled to the Noah land surface model for the 
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planetary boundary layer (PBL) processes [Hong et al., 2006]. Initial and boundary 
conditions were provided by the National Center for Environmental Prediction (NCEP) 
Final Analysis (FNL; 1° × 1°), with a 6-h interval.  
 
In this study, we released 500 particles per hour from the KCMP tall tower at a height of 
100 m for the years of 2010 and 2011, and transported them backwards for 7 days to 
ensure that the trajectories adequately represented source contributions from within the 
US Corn Belt. Furthermore, we used observations from the NOAA Carbon Cycle and 
Greenhouse Gases (CCGG) program [Dlugokencky et al., 1994] near the outer edge of 
the source footprint, to represent the background mixing ratios. These observations are 
from discrete air samples collected approximately weekly in flasks at 77 sites, and are 
zonally and monthly averaged at 4° latitudinal resolution [Wells et al., 2015]. 
 
A Priori Emissions 
We used EDGAR42 (Emission Database for Global Atmospheric Research, version 4.2, 
2011, http://edgar.jrc.ec.europa.eu), to provide a priori annual N2O emissions. Different 
sources in the inventory were tracked as separate tagged tracers in our simulation, with 
the sum of these equal to the total ambient N2O mixing ratio. EDGAR42 represents the 
source emission at a spatial resolution of 0.1° × 0.1°. Here, we reorganized the 
anthropogenic sources of N2O into 5 categories and included two natural source 
categories to represent emissions including:  
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(1) Direct emissions from agricultural soils (dirA), including synthetic N fertilizer, 
manure management, and crop residues; 
(2) Indirect emissions from leaching/runoff in agriculture (indA), provided by CLM45-
BGC (Community Land Model coupled to Biogeochemistry) [Oleson et al., 2013];  
(3) Solid waste and wastewater (waste); 
(4) Industrial processes (non-combustion) (industry); 
(5) Fuel combustion and fugitive emissions from fuel (energy) 
(6) Natural emissions (natsoil) from non-agricultural soil provided by EDGAR2; and 
(7) Biomass Burning (BB) from GFED3 (Global Fire Emissions Database, version 3, 
2011, http://www.globalfiredata.org). 
 
Initially we used the indirect emissions from agriculture from the leaching/runoff 
category from EDGAR42. However, since dirA and indA from EDGAR42 are both 
calculated using the IPCC EF approach they were found to be highly correlated (r2=0.99) 
, and therefore, cannot be considered independent variables in our optimization. To 
address this concern we used indA obtained from the CLM4.5-BGC. In CLM45-BGC, 
the Century N model [Parton et al., 1996, 2001; Del Grosso et al., 2000] was used to 
simulate the soil NO3- pool. 
 
Since the CLM4.5-BGC model does not provide indA directly, we estimated it by 
multiplying the soil NO3 pool losses to leaching and runoff by the IPCC EF5 default 
value of 0.0075 [de Klein et al., 2006]. The CLM4.5-BGC model was run for 2010 with 
and without crops.  The crop-on model simulated N leaching and runoff from both 
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agricultural and natural soils, while the crop-off model only simulated N leaching and 
runoff from natural soils. By taking the difference of these two simulations we estimated 
the N leaching and runoff attributed to agricultural soils. Next, we applied the EF5 to 
obtain the indirect emissions from agriculture. Here we assume that N leaching and 
runoff from the CLM45-BGC is correct. 
 
An important point is that indirect N2O from volatilization and re-deposition is not 
explicitly represented in our a priori emissions. The IPCC methodology [De Klein et al., 
2006] does, however, account for agricultural N2O emissions arising from the 
volatilization and re-deposition of reactive N. In our methodology all indirect emissions 
are allocated to one source category, indA. We attribute our indirect emission estimates to 
the leaching and runoff source category, because we have observed high fluxes from 
surface water systems within the region [Turner et al., 2015]. However, it is possible that 
these aquatic emissions arise from amplification of the N cycle owing to both 
leaching/runoff and deposition. Therefore, our emission factor may be overestimated and 
should be taken as a conservative upper bound. 
 
Bayesian Inversion Methods 
We defined the mixing ratio observed at the tall tower, Y, and subtracted the background 
value. Next, a scale factor Bayesian inverse (SFBI) method was applied for each month 
(April to October, in 2010 and 2011, respectively). As described in Gerbig et al., [2003], 
Zhao et al., [2009], and Jeong et al., [2012], y can be modeled as, 
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                              εKΓy +=                                                                  (2.1) 
 
where y is the observed minus background mixing ratios, Γ is the scaling factors for 
different source types, K is the Jacobian matrix, representing the sensitivity of the 
observation variables to the specific source types, and ε is the system error, which 
consists of instrumental and model errors. In our case, the columns of K correspond to the 
mixing ratios for each of the source types being optimized, and Γ consists of the a 
posteriori scale factors for the 7 source types. 
 
Applying Bayes' theorem, along with a normal distribution assumption, the maximum a 
posteriori (MAP) solution of Γ is to minimize the cost function J(Γ): 
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Where Sε and Sa are the observational and a priori error covariance matrices, and each 
element of Γa = 1. The solution to ∇ΓJ(Γ) = 0 is then given by: 
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Observational errors consist of measurement and modelling errors. The measurement 
error ascribed to the TDL was based on the estimate of calibration precision, which was 
0.5 ppb. 
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The measurement uncertainty from observations of background mixing ratios is 0.4 ppb, 
based on recommendations from the data providers [Wells et al., 2015]. Therefore, we 
assign an uncertainty of 0.4 ppb for background mixing ratios. 
 
Since STILT releases a finite number of particles (500 particles in the simulations 
presented here), we follow previous work [Gerbig et al., 2003; Miller et al., 2008] and 
assign an uncertainty of 13% for the simulated back trajectories. The uncertainty 
associated with the simulation of PBL height (i.e., the effect of PBL height on 
concentrations) was estimated from the monthly mean values of |Hobs-Hmodel|/Hobs. Hobs is 
the mixing height inferred from radiosonde observations [Matross et al., 2006; Miller et 
al., 2008; Kretschmer, 2012; Kim et al., 2013]. Hmodel is the mixing height from the WRF-
STILT simulations, using Yonsei University [Hong et al., 2006] and Mellor-Yamada-
Janjic [Janjic et al., 1994] PBL schemes, respectively. The relative uncertainty estimated 
here is 21%. The modeling error ranges from 4-8 ppb and is much larger than the 
measurement error. 
 
The uncertainties assigned to the a priori emissions shown in Figures 2a and 2b were 
obtained from the literature [De Klein et al., 2006; Shcherbak et al., 2014]. A recent 
meta-analysis found a nonlinear response in the EF for direct emissions from agricultural 
soils, however, they reported good agreement with the IPCC default value when N-rates 
were within the range of typical values for the Corn Belt albeit with reduced uncertainty, 
which is ~66% when the N application rate is ~150 kg ha-1 [Shcherbak et al., 2014]. The 
uncertainty in the indirect emissions was set at 401% by propagating assumed 
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uncertainties of 327% in the default EF5 and 233% for the amount of N in leaching/runoff 
[de Klein et al., 2006]. Based on the IPCC recommendations, the uncertainties of 
industry, waste, energy, natsoil and BB to the a priori emissions were 30%, 30%, 30%, 
38%, and 30% in the default EFs [Gómez et al., 2006]. Therefore, initial relative error 
estimates of 66%, 401%, 30%, 30%, 30%, 38%, and 30% were applied for dirA, indA, 
industry, waste, energy, natsoil, and BB, respectively to construct the a priori error 
covariance (see supporting information for more details related to the Bayesian 
inversion). 
 
We conducted two tests to evaluate the sensitivity of the Bayesian inversion to the a 
priori flux distribution and spatial aggregation errors. First, we examined the differences 
when using a relatively high spatial resolution (a priori inventory with a °×° 1.01.0
resolution) versus a lower spatial resolution (a priori inventory with a de-gridded 
°×° 5.05.0  resolution) flux inventory. Second, we perturbed the original spatial 
distribution of the a priori flux inventory with a random variable that varies in space, 
having a normal distribution with a mean of unity, and a standard deviation of 30%. Both 
tests indicated that the sensitivity of the inversion results to spatial resolution and source 
distribution were not statistically significant at the 5% significance level. 
 
We acknowledge that our modeling framework has limitations associated with the 
assumptions of spatial distribution and source aggregation. We are depending on 
measurements from one point in space, and therefore, cannot solve independently for 
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emissions from every model grid cell and time and individual source sector. This is a 
limitation of all similar atmospheric inversion studies and has been acknowledged 
previously [Mikaloff Fletcher et al., 2004; Carouge et al., 2010; Bousquet et al., 2011]. 
 
Sensitivity to True Values  
In order to identify the source types that contribute to the tall tower concentrations, we 
calculated the averaging kernel (AK) to quantify the sensitivity of the retrieved emissions 
to their true value [Rodgers, 2000; Kim et al., 2013]. 
 
The Bayesian inverse framework constrains the source categories, and provides 
optimized emissions using a cost function analysis. The AK represents the sensitivity of 
the MAP solution, xˆ , to the true state, x , (i.e., the true emissions from a specific source 
type):  
                                              
x
xSS1A 1a ∂
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ˆˆ                                     (2.4)     
where A is the averaging kernel, Sˆ and Sa  are the a posteriori and a priori error 
covariance matrices, respectively. The AK is used to gain insights regarding (1) How 
sensitive are the tall tower measurements to some specific source types; and (2) whether 
the source types will be resolved from one another. This type of sensitivity analysis 
allows identification of the source types contributing to the tall tower N2O concentrations 
[Heald et al., 2004; Kim et al., 2013].  
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N2O Emission Budgets 
Following the optimization, we obtained the total N2O budget (Bj) for each source type j 
according to:  
 
                                           )tS(fB
n
1i
jj ∑
=
××=                                       (2.5)   
 
where n is the number of grid cells within the US Corn Belt. For each grid cell, fj is the a 
posteriori N2O emissions (kg N m-2 s- 1) for source type j , where the a posteriori 
emissions are the a priori emissions multiplied by the corresponding scaling factor (Γ ), S 
is grid cell area (m2), and t is time (s).  
 
ArcGIS (v.10.1, ESRI, Redlands, California, USA) was used to identify grid cells within 
the Corn Belt and to compute the areas of each grid cell intersected by the Corn Belt. The 
intersection function was applied for the 9 States (South Dakota, Nebraska, Kansas, 
Missouri, Minnesota, Iowa, Illinois, Ohio, and Indiana), to obtain all the grid cell areas 
over the Corn Belt.  
Results and Discussion 
Source Footprint of the Tall Tower 
The tall tower concentration source footprints (Figures 2c, 3) indicate that the 
measurements were influenced by sources from within the US Corn Belt. Figure 2.3 
shows the season-averaged footprint function at the KCMP tall tower for 2010 as derived 
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from the WRF_STILT model. The source footprint at the tall tower reached north to 
Canada and extended south to the Gulf of Mexico. Kim et al. [2013] and Hu et al. [2015] 
also concluded that the KCMP tall tower measurements (at the 185 m level) were 
representative of surface influence at the continental scale.  
 
Areas where the footprint strength was greater than 1e-4 ppm µmol-1 m2 s-1, representing 
the dominant surface influence to the tall tower observations, were defined as intense 
footprint zones. These intense footprint zones encompassed the Corn Belt and extended 
north to southern Canada. Further, these analyses show that natural sources outside of the 
Corn Belt can also have an important influence on the tall tower observations. Figure 
2.2d shows the land use categories of our study domain [US Geological Survey, 2006, 
http://www.usgs.gov]. Statistical analysis of the land use within the intense footprint zone 
indicates that agricultural soils, natural soils, urban areas, and water bodies accounted for 
81.6%, 12.0%, 0.5%, and 1.4%, respectively. Based on source footprint analyses, the tall 
tower observations appeared to provide adequate representation of the emissions and 
transport of N2O related to the US Corn Belt. 
 
A Priori and A Posteriori Emissions 
 
In the first Bayesian inversion, 7 source types were included in the optimization. The AK 
obtained from this inversion (Table 2.1) revealed extremely weak sensitivities for the 
industry, energy, waste, and biomass burning sources, indicating a very limited 
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contribution from these source types to the tall tower observations. These source types, 
therefore, were not resolved by the tall tower observations. However, the sensitivity is 
strong for the direct, and indirect agricultural sources and the natural sources. This is 
supported by the statistical analyses of the land use within the source footprint described 
above as well as previous investigations [Miller et al., 2012; Saikawa et al., 2013; Griffis 
et al., 2013]. The source categories to which measurements were insensitive were 
generally a result of extremely low emissions (e.g., biomass burning) or very limited area 
(e.g., industry). Agricultural soils and natural soils are key sources from within and 
outside of the intense footprint zones, respectively. Based on the low sensitivities as 
indicated by the AK and the land use analyses, the industry, energy, waste and biomass 
burning source categories were eliminated from further consideration, and a second 
Bayesian inversion was performed where we included only the direct and indirect 
agricultural and natural soil source categories. The annual average a priori emissions for 
this second inversion were 0.12 (direct), 0.04 (indirect), 0.04 (natural soils) nmol m-2 s-1, 
respectively, which are represented spatially in Figure 2.2a and 2.2b. This second 
inversion yielded the final optimized a posteriori emission estimates. 
 
To probe the degree that the a priori error construction influenced the optimized 
emissions, we performed a wide range of sensitivity studies by varying the a priori errors 
of 46-66% (direct), 300-400% (indirect) in the in the Bayesian inversion (Table 2.2). The 
a posteriori errors were significantly reduced in both direct and indirect emissions in the 
cost function analysis, indicating a robust constraint of the Bayesian inverse approach. 
Our best estimate suggests that annual mean (± the a posteriori error) emissions in total, 
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direct, and indirect agricultural sources were 0.30 ± 0.16, 0.18 ± 0.05, 0.12 ± 0.11 nmol 
m-2 s-1 in 2010, and 0.44 ± 0.27, 0.19 ± 0.05, 0.25 ± 0.22 nmol m-2 s-1 in 2011, 
respectively.  
 
The relative uncertainty from natural soils reduced significantly from 38% to ~10%, 
suggesting a robust constraint. To investigate the impact of natural soils to agricultural 
sources, in the a priori emissions, a sensitivity test was performed by i) increasing the 
natural soil source by 50%; and ii) decreasing the natural soil source by 50%. The results 
indicated that natural soils had little impact on both direct and indirect emissions from 
agriculture in the optimization. The optimized natural soils emissions were ~1.8 times 
larger than indicated from EDGAR2 within the Corn Belt and is consistent with the 
findings of Wells et al. [2015].  
 
The a posteriori direct emissions were 1.5- to 1.6- fold larger than the IPCC bottom-up 
approach, suggesting an EF ranging from 1.5% to 1.6%, in close agreement with recent 
studies using a non-linear response model [Grace et al., 2013; Shcherbak et al., 2014]. 
The a posteriori indirect emissions were 2.4- to 5.1- fold larger than from IPCC EF 
approach, providing further support [Outram and Hiscock, 2012; Griffis et al., 2013; 
Turner et al., 2015] that the indirect emissions are substantially underestimated by the 
IPCC bottom-up approach for this region.  
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Seasonal and Inter-annual Variations 
As shown in Figure 2.4, there were clear seasonal and inter-annual variations in the a 
posteriori emissions. In both years, direct emissions began to increase after the snow 
melt, reached the peak in July and then decreased through to the end of October. 
Interestingly, indirect emissions began to increase after the snow melt and reached their 
maximum in June. We attribute this to a combination of spring-time fertilization 
throughout much of the Corn Belt and relatively high runoff and tile outflow. Summing 
over all seasons, our best estimates of the annual agricultural N2O budgets for the Corn 
Belt were 319 ± 184 (total), 188 ± 66 (direct), and 131 ± 118 Gg N yr-1 (indirect) in 2010, 
versus 471 ± 326, 198 ± 80, and 273 ± 246 Gg-N yr-1 in 2011. The direct and indirect 
budgets in 2011 increased by 5% and 108% over 2010, respectively. 
Hydrometeorological factors are explored to identify drivers that result in the large 
difference in N2O emission partitioning. 
 
Figure 2.5 shows a comparison of the N2O budget, and its partitioning between direct and 
indirect emissions, obtained from a variety of independent methods. The Bayesian 
inverse approach estimates the N2O budget in 2010 (316 ± 183 Gg-N yr-1), which is in 
reasonable agreement with tall tower atmospheric boundary layer approaches (420 ± 50 
Gg-N yr-1) [Griffis et al., 2013], as well as other top-down methodologies [Kort et al., 
2008; Miller et al., 2012], but much larger than that derived from IPCC and other bottom-
up approaches including EDGAR and Global Emission Initiative (GEIA) [Bouwman et 
al., 1995]. The direct N2O budget from the IPCC EF approach (120 Gg-N yr-1) is within 
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the uncertainty range of our approach (188 ± 66 Gg-N yr-1). Therefore, for direct 
emissions, there is no significant difference between IPCC estimate and the Bayesian 
inversion. For indirect emissions, the IPCC estimate (52.3 Gg-N yr-1) is within the 
uncertainty range from our Bayesian inversion (131 ± 118 Gg-N yr-1). However, the 
optimization significantly reduces the uncertainties (Table 2.2) and places a better 
constraint on the indirect emissions. Furthermore, our findings also support the growing 
evidence [Outram and Hiscock, 2012; Hinshaw and Dahlgren, 2013; Turner et al., 2015] 
that indirect emissions are higher than that estimated using the IPCC EF approach. 
 
The direct emissions from the Bayesian inverse model suggest an EF ranging from 1.5% 
to 1.6%, 1.5 to 1.6 times larger than the default IPCC EFs. Shcherbak et al [2014] 
showed that the N2O emission factor increases nonlinearly as fertilizer N exceeds crop 
demand, and their nonlinear response model suggests a regional EF of 1.7%, assuming an 
average N application rate of 143 kg-N ha-1 for the Corn Belt [Griffis et al., 2013]. This is 
in excellent agreement with our Bayesian inverse analysis, and slightly higher than that 
suggested by Griffis et al. [2013] and Fassbinder et al. [2013]. Using an independent 
approach, our analyses indicate that the both direct and indirect emissions are 
underestimated in the IPCC inventories, and provide further support that the large 
disparity between top-down and bottom-up methodologies is likely due to poor 
constraints on indirect emissions. 
 
It is estimated that on the order of 25–50% of the US Corn Belt has been drained to 
support agricultural production [USDA, 1987]. Although there is growing evidence that 
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fine-scale drainage features are hot spots of indirect N2O emissions [Outram and 
Hiscock, 2012; Turner et al., 2015], quantifying the spatiotemporal variation in these 
emission remains a challenge. The episodic nature and high spatial variability of these hot 
spots make them difficult to characterize and give rise to large uncertainties when 
integrating over space and time to obtain annual emission estimates. The Bayesian 
inverse model approach used here suggests a regional EF ranging from 0.018 to 0.038 for 
indirect emissions. In order to directly compare to IPCC EF related to leaching and 
runoff, we subtracted N2O emissions from volatilization and redeposition. Griffis et al 
[2013] used wet and dry N deposition (WDD) and the redeposition of local N (RDP) to 
represent indirect volatilization pathways. Multiplying WDD and RDP (a total of 3.1 Tg 
N yr-1) by the IPCC indirect EF associated with volatilization (0.01, ranging from 0.002 
to 0.05) gives an estimate of the N2O budget from volatilization and redeposition of 
approximately 31 Gg N yr-1. The indirect volatilization budget was then subtracted from 
the indirect emissions estimated from the Bayesian inversion to obtain the indirect 
emissions from leaching and runoff.  The results indicate a regional EF ranging from 
0.014 to 0.035 for indirect emissions related to leaching and runoff that is in relatively 
good agreement with that proposed by Turner et al. [2015]. They employed a chamber-
based approach to measure riverine N2O fluxes across stream orders ranging from fine-
scale tile drainage to the Mississippi River. Interestingly, their data and analyses suggest 
a regional EF ranging from 0.007 to 0.03, which is in relatively close agreement with our 
inverse modeling approach. These independent approaches provide strong evidence that 
indirect emissions from drainage networks and streams within the US Corn Belt are 
important sources and that their EF should be revised accordingly.     
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Environmental Controls on Direct and Indirect N2O Emissions 
Nitrogen availability and environmental factors including air temperature, soil moisture, 
precipitation, surface runoff are important drivers of N2O emissions [Singurindy et al., 
2009; Zona et al., 2011; Luo et al., 2013]. Hourly weighted means of environmental 
variables of interest from WRF3.5, were computed for the entire study domain, with the 
weighting based on the intensity of the source footprint function for each grid cell and 
smoothed using a 24-hour running mean. For the study period (May to September, 2010 
and 2011), the mean air temperature was 15.6 and 16.2 °C respectively. The cumulative 
precipitation was 496 and 545 mm, the mean soil water content was 0.32 and 0.39 kg/kg, 
and the cumulative surface runoff was 25.3 and 49.9 mm in 2010 and 2011, respectively. 
The larger cumulative precipitation in 2011 contributed to the high soil water content and 
surface runoff, with a soil water content and surface runoff that was 22% and 97% higher 
in 2011, respectively. Interestingly, both years showed similar direct emissions, while in 
2011 the indirect emissions were 108% greater than in 2010.   
 
To investigate how the inter-annual variations were driven with respect to important 
environmental factors, we applied biweekly Bayesian inverse analyses, from May to 
September in both 2010 and 2011. The Bayesian inversions permit retrieval of the scaling 
factors, indicating the amplitude of direct and indirect N2O emissions, respectively. 
Combined with the 2-week mean environmental parameters, a linear regression analysis 
was conducted to investigate the correlations with direct/indirect emissions and the 
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environmental variables (Table 2.3). We derived a multi-linear regression model (MLR) 
that incorporated air temperature (T), soil water content (θ ), and surface runoff (R) as 
explanatory variables using MATLAB (Matlab, Version R2015a, Mathworks, Natick, 
Massachusetts, USA) The MLR ( ),,( RTf θ ) has the form, 
  RbθbTbbR)θ,f(T,Γ 3210 +++=≈                                             (2.6) 
where Γ is the direct/indirect scaling factors. 
 
The statistical analyses indicate that, biweekly variability in direct emissions had a 
positive linear correlation with air temperature (p=0.024, r2=0.25), but was not correlated 
with soil water content (p=0.76) or surface runoff (p=0.97). Mean air temperature within 
the study period in 2010 and 2011 were similar and supports why direct emissions were 
similar in both years.  
 
The biweekly variability in indirect emissions show a moderate correlation with air 
temperature (p=0.08, r2=0.20), and strong correlation with soil water content (p=0.02, 
r2=0.32), and surface runoff (p=0.01, r2=0.33). The combined effect explains a significant 
amount (p=0.005, r2=0.44) of the variability in the indirect emissions.  
 
Short-term heavy precipitation is also an important factor contributing to wetter and 
anaerobic soil conditions and heavier surface runoff, and therefore larger direct and 
indirect emissions [Fassbinder et al., 2013]. For DOY 121-135 and DOY 136-152, 2011, 
the two time periods shared similar air temperature (16.8 °C and 17.3 °C, respectively), 
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but the intense precipitation event during DOY 136-152 increased the cumulative 
precipitation from 30 mm to 127.7 mm. This event increased the soil water content by 
13%, as well as cumulative surface runoff significantly from 3.0 mm to 11.7 mm. During 
this time period, the Bayesian inverse analysis indicated that direct and indirect emissions 
increased by 40% and 83%, respectively.  
 
These findings, and related results from Turner et al. [2015], demonstrate that the offsite 
transport of N from farm fields is a dual environmental threat. The role of nitrate in the 
generation of hypoxia in water bodies is well-known; its role as a precursor to substantial 
indirect emissions of N2O has so far been less appreciated.  The seriousness of both 
problems underscores the importance of reducing the leakage of reactive nitrogen in 
agricultural systems. 
Conclusions  
Based on high precision N2O tall tower observations and a novel Bayesian inversion 
method that partitions N2O emissions into its direct and indirect components, we have 
shown that:  
 
1. N2O emissions from agricultural systems within the Corn Belt were 319 ±184 
(total), 188±66 (direct), and 131±118 Gg-N yr-1 (indirect) in 2010, versus 
471±326, 198±80, and 273±246 Gg-N yr-1 in 2011. The direct and indirect 
emissions in 2011 increased 5% and 108 %, respectively, compared to 2010 due 
to increased precipitation. 
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2. Direct and indirect N2O emissions were out of phase. Indirect emissions reached a 
maximum in June, while direct emissions reached a maximum in July. This phase 
shift is attributed to a combination of spring-time fertilization throughout much of 
the Corn Belt and relatively high runoff that peaks in June.  
3. Inverse modeling analyses support that the indirect emission factor associated 
with runoff and leaching ranges from 0.014 to 0.035 for the US Corn Belt. This 
represents an upward adjustment of 1.9- to 4.6- fold relative to the 
Intergovernmental Panel on Climate Change and is in excellent agreement with 
recent bottom-up field studies. 
 
Acknowledgements 
Financial support for this research has been provided by the United States Department of 
Agriculture, Grant Number: USDA-NIFA 2013-67019-21364, USDA-ARS, NOAA 
(grant no. NA13OAR4310086), and MnDRIVE. We express our sincere thanks to Tom 
Nelson and Minnesota Public Radio for the logistical support at the KCMP tall tower. All 
models and analyses were performed at the Minnesota Supercomputing Institute for 
Advanced Computational Research. Data are hosted at 
http://www.biometeorology.umn.edu/research/data-archives. 
 
 
 
 
 
 
33 
 
 
 
Table 2.1. Averaging Kernel of the source types 
Source 
Categories 
dirA indA natsoil industry energy waste BB 
AK 0.81 0.90 0.93 0.002 0.002 0.005 0.002 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2.2. A posteriori Scale Factors and a posteriori errors for the Bayesian Inversion 
with various sensitivity tests 
A priori errors Optimized direct emissions Optimized indirect emissions 
Direct 
Emissions 
Indirect 
Emissions 
Scaling 
Factor 
A posteriori 
error 
Scaling 
Factor 
A posteriori 
error 
46% 300% 2.0 28% 4.7 90% 
46% 350% 1.9 29% 5.0 102% 
46% 400% 1.8 29% 5.3 100% 
56% 300% 2.2 33% 4.3 91% 
56% 350% 2.1 35% 4.7 102% 
56% 400% 2.0 35% 5.0 101% 
66% 300% 2.5 37% 4.0 94% 
66% 350% 2.2 39% 4.3 100% 
66% 400% 2.1 38% 4.6 95% 
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Table 2.3. Linear regression analyses of environmental factors and the direct/indirect 
Scaling Factors 
 Scaling Factors 
Direct emissions Indirect emissions 
r2 p-value r2 p-value 
Air temperature(T) 0.25 0.024 0.2 0.08 
Soil Moisture (θ ) 0.007 0.76 0.32 0.02 
Surface runoff (R) 0.0001 0.97 0.33 0.01 
Combined effect (T, θ ,R) 0.26 0.02 0.44 0.0047 
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Figure 2.1. Overview of the inverse modeling approach used to estimate direct and 
indirect agricultural N2O emissions. 
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Figure 2.2. a) The a priori annual average direct N2O emissions from agriculture [unit is 
log10 (kg m-2 s-1)]; b) a priori annual average indirect N2O emissions from agriculture (the 
coastlines are denoted by blue lines, and the US States are denoted by black lines); c) 
annual average source footprint of the tall tower [units are log10 (ppm µmol-1 m2 s)], the 
US Corn Belt is denoted by gray lines; d) land use distribution from USGS (red, green, 
yellow, gray, light blue colors denote the urban, agricultural soils, natural soils, wetlands, 
and water bodies, respectively). 
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Figure 2.3. Average seasonal source footprints for measurements at the KCMP tall tower 
(indicated by symbol ‘×’), 2010 [units: log10(ppm µmol-1 m2 s)] for a). Spring: Mar., 
April, May; b). Summer: June, July, Aug.; c). Fall: Sep., Oct., Nov.; d). Winter: Dec., 
Jan., Feb. 
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Figure 2.4. a) Direct and b) indirect N2O emissions from agriculture within the US Corn 
Belt for 2010 and 2011, respectively. Error bars represent the a posteriori uncertainties 
after optimization, for direct and indirect emissions. 
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Figure 2.5. Comparison of N2O budgets for the US Corn Belt in year 2010 estimated 
using different methods [tall Tower: boundary layer method at the KCMP tall tower 
[Griffis et al., 2013], IPCC EFs: estimate from IPCC EF method]. Error bars indicate the 
uncertainties of regional budget estimate from direct and indirect emissions, respectively 
(the Bayesian inversion shows the N2O budget from April to October in 2010, a total of 7 
months; the KCMP tall tower, IPCC EFs, and EDGAR42 all show an annual budget). 
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Supporting Information for Chapter 2 
Solutions of Bayesian Inversion 
 
ε+Γ= Ky                                                                                                              (S2.1) 
Where y is the observed minus background mixing ratios, the columns of K correspond to 
the simulated mixing ratios for each of the source types being optimized, and Γ consists 
of the a posteriori scale factors for the 7 source types. 
1Γ  is the scaling factor for dirA; 
2Γ  is the scaling factor for indA;  
3Γ is the scaling factor for waste; 
4Γ is the scaling factor for industry; 
5Γ is the scaling factor for energy; 
6Γ is the scaling factor for natsoil; 
7Γ is the scaling factor for BB. 
 
Since the Bayesian inversion is conducted each month for each inversion, there are 
24×30=720 hourly observed and simulated mixing ratios. The dimension of the matrix K 
is 720×7 .The cost function J(Γ) used to determine Γ is Equation 2.2. The maximum a 
posteriori (MAP) solution of Γ is to minimize the cost function J(Γ), Sε is the 
observational error covariance matrix, the matrix equals I⋅0σ , where I is the identity 
matrix. We are assuming the observational error ( 0σ ) is constructed and calculated via 
quadrative, 2222 bmhpmo σσσσσ +++= , where mσ  is the measurement error, pσ  is 
the error from particles, mhσ is the error from simulated mixing height, bσ  is the error 
from background mixing ratios , in a unit of ppb. For simplicity, these individual errors 
are independent. 
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Sa is the a priori error covariance matrix, it’s a diagonal matrix. Along the diagonal, the 
percentage uncertainty is given corresponding to the a priori uncertainty of each source 
type. 
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Chapter 3 
Assessing future nitrous oxide emissions and mitigation 
priorities for the U.S. Corn Belt 
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Synopsis 
There is an important need for advancing a measurement-modeling framework for 
assessing nitrous oxide (N2O) emissions, identifying potential regional hotspots, and 
evaluating if implemented mitigation strategies are working. We combined multisite tall 
tower N2O mixing ratio observations (2011 to 2017) and an Eulerian modeling approach 
to constrain N2O emissions at relatively high temporal and spatial resolution and to 
project future emissions (2018 to 2050) in the US Midwest. The strongest N2O emission 
trends were 0.13 nmol m-2 s-1 per year, highlighting that southern Minnesota and the 
lower Missouri Drainage Basin will likely represent regional hotspots and mitigation 
priorities. The emission factor for agricultural N2O emissions is projected to increase 22-
27% (i.e., 0.04 in 2011 to 0.05 by 2050) in response to changes in climate. A reduction of 
new nitrogen inputs of 0.04 to 0.05 Tg per year will be required to stabilize N2O 
emissions at 2011-2017 values.   
 
Introduction 
Nitrous oxide (N2O) mixing ratios are increasing 0.80 ppb y-1 in response to increased 
global agricultural production and the intensive use of synthetic nitrogen (N) fertilizers 
[Smith, 2017]. Projected increases in synthetic N use and changes in climate are expected 
to enhance N2O emissions [Davidson et al., 2009; Griffis et al., 2017]. There is a timely 
need, therefore, for an improved measurement-modeling framework for assessing N2O 
emissions, identifying potential regional hotspots, and evaluating the effectiveness of 
mitigation efforts. Developing such a framework for N2O is particularly challenging 
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given the sparsity of field observations, the episodic nature of N2O emissions, and the 
strong spatial variability associated with direct and indirect N2O emissions.   
Assessing N2O emissions from agricultural systems at relevant temporal and spatial 
scales is difficult because N2O is produced directly from fertilized soils and indirectly 
from leaching and runoff, volatilization, and re-deposition processes. Indeed, the 
uncertainties associated with estimating emissions from these sources ranges from 10% 
to 400% [Chen et al., 2016]. Previous studies have attempted to constrain N2O emissions 
from the U.S. Corn Belt using bottom-up and top-down approaches [Miller et al., 2012; 
Turner et al., 2015; Chen et al., 2016; Griffis et al., 2017]. These studies suggest that the 
indirect emissions from leaching and runoff play a more important role than previously 
thought. Indirect N2O emissions were estimated to be 2.7- to 5.5-fold larger than 
emissions calculated using bottom-up inventories (e.g., EDGAR4.2) and were shown to 
dominate the inter-annual variability of total emissions [Griffis et al., 2017]. However, 
these recent inverse modeling efforts [Chen et al., 2016; Griffis et al., 2017] were applied 
on relatively coarse resolutions in both time (i.e., monthly) and space (i.e., regionally) 
and are, therefore, limited with respect to identifying ‘when and where’ large N2O 
emissions occur within the region. There is a need, therefore, to capture the fine-scale 
N2O variations in response to changes in climate and land management to enhance our 
capacity to identify critical emission locations and time periods to help develop specific 
and targeted GHG mitigation plans.  
 
Over the past decade there has been an increase in the number of N2O mixing ratios 
observations over the United States from tall towers [Dlugokencky et al.,2011; Griffis et 
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al., 2013], aircraft [Frankenberg et al., 2016], and satellites [Jacob et al., 2016]. These 
observations have been combined with advancements in atmospheric chemistry and 
transport models (CTMs) [Henze et al., 2007, 2009; Kopacz et al., 2009] to facilitate 
broader application of forward and inverse models [Turner  et al., 2015; Wells et al., 
2018] used to constrain N2O emissions. Further, there have been advances in land surface 
models that can simulate N2O emissions based on biophysical relationships. For example, 
the Community Land Model (CLM45-BGC-CROP) can provide dynamic N2O emission 
estimates at relevant temporal and spatial scales independent of bottom-up inventories. 
 
Building on our previous work [Griffis et al., 2013, 2017; Chen et al., 2016; Fu et al., 
2017, 2018],we have developed a novel framework by coupling an Earth System Model 
(WRF-Chem version 3.8.1 and the land surface scheme CLM-BGC-CROP version 4.5) 
and tall tower network observations to simulate retrospective and future N2O emissions 
for the US Corn Belt. Here, we use 7 years (2011-2017) of N2O mixing ratio data from 6 
tall tower sites across the US and performed coupled model simulations at a spatial 
resolution of 0.125o× 0.125o to address the following objectives:  
(1) Identify and quantify direct and indirect emissions at fine spatiotemporal scales 
(0.125o ×0.125o , and daily to weekly, respectively); 
(2) Probe the seasonal and inter-annual variability, and the emission budgets under 
future climatic and nitrogen fertilizer scenarios;  
(3) Identify potential mitigation priority locations in guiding efficient and economical 
N2O reduction efforts. 
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Methods 
Approach Overview 
The measurement-modeling framework employed in this study is outlined in Figure S3.1. 
Briefly, our approach involved three phases: First, hourly N2O simulations from the 
WRF-Chem 3.8.1 model were driven by the chemical fields derived from the CLM45-
BGC-CROP land surface scheme. In phase 1, model simulations were evaluated against 
observed N2O mixing ratios from the NOAA sites and the KCMP tall towers for the year 
2011 (Table S.S1). After examining the model-data biases, modeling tuning was 
performed via the adjustment of key parameters and algorithms (Supporting Information 
(SI), Table S.S3).The adjusted CLM45-BGC-CROP scheme was used again to drive the 
Eulerian model (WRF-Chem) for N2O mixing ratio simulations, followed by another 
round of model-data bias evaluation. This model tuning was performed iteratively until 
reaching a minimum of the model-observation bias. Following the optimization of the 
CLM45-BGC-CROP scheme, we further tested and evaluated the model performance for 
the years 2012-2017 (Phase 2). Finally, based on the optimized model we simulated 
retrospective and future N2O emissions for the US Corn Belt using various N fertilization 
management and climate (i.e., RCP 2.6 and RCP 8.5) scenarios (Phase 3).  
Study domain and observation sites 
The study domain is focused on the US Corn Belt and includes the major corn/soybean 
production systems of Minnesota, Illinois, Indiana, Iowa, Missouri, Ohio, South Dakota, 
Nebraska, and Wisconsin. Continuous N2O mixing ratio measurements across the US 
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were made at hourly (KCMP tall tower) to near-weekly (NOAA CCGG system) time 
scales [Table S.S1]. Four of the tall towers, including KCMP, LEF, WBI, and BAO, are 
located within the Corn Belt or the inner domain of the WRF-Chem model. Three tall 
towers AMT, SCT and WKT, were located northeast, southeast and southwest of the 
domain of interest. The KCMP tall tower N2O mixing ratios were measured using a 
tunable diode laser (TDL) technique (TGA100, Campbell Scientific Inc.) at 4 heights 
including 32, 56,100, and 185 m above the ground. The TDL calibrations were performed 
hourly with standard gases traceable to the National Oceanic and Atmospheric 
Administration-Earth System Research Laboratory (ESRL) 2006A N2O mole fraction 
scale. Further details regarding the sampling procedures and calibrations can be found in 
Griffis et al [2013, 2017].  The surface observations are from discrete air samples 
collected approximately weekly in flasks in the NOAA CCGG program [Dlugokencky et 
al., 1994], which are analyzed using a gas chromatograph with an electron capture 
detector and reported on the NOAA 2006A calibration scale.  An uncertainty of 0.4 ppb 
is assumed following previous studies [Wells et al., 2015, 2018; Chen et al., 2016]. Note 
that observations from the above NOAA sites are collected during the daytime.  
 
CLM45-BGC-CROP land surface scheme 
 
The CLM45-BGC-CROP scheme (CLM hereafter) is a process-based land surface model 
that provides an extensive description of the crop phenology and biophysical processes, 
and simulates energy, water, carbon and nitrogen budgets at field to regional scales [Chen 
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et al., 2015; 2018; Leng et al., 2016]. The CLM scheme provides a platform to advance a 
process-based approach to constraining regional emissions and to assess future N2O 
emissions. A detailed description on the model spin-up, meteorological forcing and the 
algorithms and key parameterizations are provided in the supporting information (SI).   
 
WRF-Chem model 
An N2O transport module was embedded in the WRF-Chem model (version 3.8.1) in 
order to simulate the N2O mixing ratio for a 7-year period (2011-2017) at hourly 
resolution across the US Corn Belt. Briefly, the model set up consisted of the following 
key steps: (1) N2O was treated as a passive tracer ; (2) the WRF-Chem simulations were 
performed using two nested domains at 70 km (outer) and 10 km (inner) grid spacing; (3) 
direct and indirect agricultural N2O emissions were simulated using the CLM scheme to 
drive the WRF-Chem model; (4) the original initial and boundary conditions for the N2O 
mixing ratios for each modeling period were obtained from the global chemical model, 
Model for Ozone and Related Chemical Tracers (MOZART) version 4 
(http://www.acom.ucar.edu/wrf-chem/mozart.shtml). These values were found to be 
biased low compared to the N2O background values from previous studies [Wells et al., 
2015; Chen et al., 2016; Griffis et al., 2017] and were therefore corrected based on the 
continuous measurements from Niwot Ridge, Colorado (40.04o N, 105.54o W, elevation:  
3018 m). Details regarding the model set up are provided in the Supporting Information 
(S1).  
 
49 
 
Future trend projections 
Following the optimization of the CLM scheme we simulated future N2O emissions to 
the year 2050 following different greenhouse gas forcings (i.e., RCP 2.6 and RCP 8.5) 
and N fertilization scenarios in order to probe the future spatiotemporal trends in regional 
agricultural N2O emissions. Scenarios RCP 2.6 and RCP 8.5 indicate the representative 
concentration pathway of +2.6 and +8.5 watts per square meter radiative forcing by the 
year 2100. Furthermore, the future trend of nitrogen fertilizer applied in this region was 
estimated based on the FAO report (Food and Agriculture Organization of the United 
Nations, 2018), following the projected demand for food, fiber and biofuel energy. This 
corresponds to an increase of 0.08 Tg N per year within this region.   
 
Results and Discussion 
Spatiotemporal variability of N2O emissions 
Overall, the modeled posteriori N2O mixing ratios at each tall tower location for 2011 
were moderately to strongly correlated with the tall tower observations. Stronger 
correlations were observed at the KCMP (r=0.79, p<0.01), WBI (r=0.66, p<0.01), and 
BAO (r=0.69, p<0.01) sites compared to the LEF site(r=0.36, p<0.01, Figure 3.1). This 
supports that the Eulerian modeling framework performs reasonably well in capturing 
both the transport processes and the biogeochemical processes and that the optimized 
CLM scheme has significantly improved the constraint on the N2O emissions (Figure 3.1, 
Figure S3.2).  
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Both the model and observed values show strong temporal variability and relatively high 
mixing ratios at the KCMP (r=0.79, p<0.01) and the WBI (r=0.66, p<0.01) sites. Land 
use within the vicinity of these sites is dominated by agriculture including corn and 
soybeans [Griffis et al., 2013]. In contrast, the LEF site is surrounded by a mixed forest 
landscape and the model and observations show relatively low variability. Therefore, the 
optimized model revealed good overall performance in capturing the temporal variability, 
especially for the agriculture-dominated regions.   
We extended our analyses to the period 2012-2017 to assess how well the model captured 
the inter-annual variability. Consistent with the year 2011, the optimized model showed 
very good agreement with the observations (Figure 3.1b, d, f, and h). The KCMP and 
WBI sites showed high seasonal and inter-annual variability, especially in the growing 
season, and indicated the strongest correlations (Table S.S2) within the Corn Belt. There 
was improved model accuracy for the LEF tower site when evaluated over the 7-year 
timespan, which is attributed to the slightly higher variability in both the modeled and 
observed N2O mixing ratios relative to 2011 (Figure S3.4).   Given the reasonably good 
performance of simulating N2O mixing ratios across 4 sites and over 7 years, we use the 
optimized model to help understand the spatiotemporal variability in direct and indirect 
N2O emissions.  
Direct and indirect agricultural N2O emissions 
Figure 3.2 shows the monthly variation in the growing season direct and indirect 
emissions in year 2011. Direct emissions began to increase after the spring thaw, 
typically initiated in mid-March [Griffis et al., 2017], and increased following spring 
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fertilization in the early growing season. Direct emissions typically peaked over the 
period June to July, gradually spreading across the entire Corn Belt, i.e., from south to 
north. For each year of the 7-year time series the spatial distribution of direct emissions 
showed high coherence to 2011 and reflected the underlying pattern of synthetic N 
fertilization and agricultural land use (Figure S3.7). In contrast, the indirect emissions 
revealed more episodic features and high spatial variability (Figure 3.2) at seasonal to 
inter-annual scales. There were pronounced indirect emissions in April (years 2011-2017) 
and regional hotspots emerging in locations of strong precipitation, large stream flow, 
and spring N fertilization. Interestingly, there is also high spatial variability in indirect 
emissions year-to-year, corresponding to variability in precipitation and the resulting 
stream flow and drainage patterns [Turner et al., 2015; Griffis et al., 2017].  
 
To further investigate how direct and indirect sources drive the N2O spatiotemporal 
variability, we conducted sensitivity tests where the WRF-Chem model was driven by: 
(1) direct emissions only, (2) indirect emissions only; and (3) direct +indirect emissions 
(Figure S3.8). These tests were performed to evaluate the relative importance of these 
emissions and their influence on the tall tower mixing ratio observations in 2011.These 
tests revealed that indirect sources had a significant influence on the WBI and KCMP tall 
tower observations. For instance, the contribution from the indirect sources was about 3.9 
ppb larger in May, 2011compared to direct sources, Further, the contribution from 
indirect sources were strongly correlated with observations from the KCMP and WBI 
(R2=0.69 and 0.61, respectively) towers, indicating that they play a dominant role in 
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driving the spring-time variations of atmospheric N2O mixing ratios within this 
agricultural landscape.  
 
Future regional hotspots, mitigation priorities, and implications  
 
Using the optimized CLM scheme, we simulated N2O emissions from present to 2050 
following the N fertilization management, as well as the RCP2.6 and RCP8.5 emissions 
scenarios. Over the 40-year period ( RCP 8.5 scenario), direct emissions steadily 
increased over the cropland distribution in response to increasing air and soil 
temperature. The episodic characteristic and spatiotemporal variability of indirect 
emissions became more pronounced over the 40-year period when compared to the 2011-
2017 average. This was driven by the increased precipitation and increased frequency of 
more extreme events leading to increased runoff and stream flow. The overall area and 
intensity of “hot regions” increased in response to the pronounced increase in air 
temperature and precipitation.  
To identify locations with the strongest increasing trends associated with direct and 
indirect sources, i.e., hot grid cells, we calculated the slope of emissions over the 40-year 
period at grid scales (~10 km×10 km, Figure 3.3g-i for RCP8.5 scenarios). The largest 
slopes for N2O emissions were 0.13 nmol m-2 s-1 per year, ~23 times greater than the 
average trend over the entire region (i.e., 0.0057 nmol m-2 s-1 per year). These analyses 
suggest that, indirect emissions showed a significantly stronger increasing trend for 
multiple regions (e.g. southern Minnesota; the boundary areas between Nebraska and 
53 
 
Missouri) (Figure 3.3h).  The combined influence of both increased direct and indirect 
emissions contributed to hot regions located in the Lower Midwest, especially near the 
intersection of Nebraska, Kansas, Missouri and Iowa. This region is characterized by an 
agriculture-dominated landscape and is drained by the Missouri River, which forms one 
of the largest drainage basins in the US (Figure S3.7).  
As expected, the future trends under the RCP2.6 scenarios (Figure S3.9a-c) indicated a 
more moderate response. Trends in direct emissions indicated larger areas near Missouri 
and Illinois that show a strong increasing slope (Figure S3.9d versus Figure S3.9a) under 
RCP8.5 compared to RCP2.6. Furthermore, the stronger increasing slope under RCP8.5 
showed much larger spatial coverage than in RCP2.6 (FigureS9e versus Figure S3.9b), 
concentrated near the southern Minnesota and the Lower Missouri Drainage Basin. A 
comparison between the future trends under the RCP2.6 versus RCP8.5 scenarios further 
supports that there will be a strong positive feedback between climate change and N2O 
emissions. Pronounced regional hotspots are expected for both the RCP8.5 and RCP2.6 
scenarios with indirect emissions playing a dominant role.  
To explore the relative importance of climate (i.e. air temperature and precipitation) on 
simulated N2O emissions, we conducted another sensitivity test by keeping the synthetic 
N input constant over the 40-year period (Figure S3.10). Here, indirect emissions showed 
much stronger sensitivity to the change in climate (p-value <0.01), especially to 
precipitation (r2 =0.59, p-value= 5.9E-7). Further, indirect emissions revealed an 
increasing trend (0.001 nmol m-2 s-1 mm-1) that is ~10 times greater than direct emissions 
(8.1E-5 nmol m-2 s-1 mm-1) in response to increasing precipitation. The dominant driver 
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of the increased emission forecast is the link between increasing precipitation (2.7 mm yr-
1
 under RCP 8.5 scenario) and indirect emissions.  
We examined how the EF for the region might change in response to climate. Annual 
emissions increased by 0.0047 nmol m-2 s-1 yr-1 (i.e., 0.0007 (direct) and 0.004 nmol m-2 
s-1 yr-1 (indirect)). By the year 2050, the EF for agricultural N2O emissions is estimated to 
increase  22% to 27% (i.e., from ~0.04 in year 2011 to ~0.05 in year 2050). The newly 
fixed N (i.e. synthetic N + BNF) entering agricultural systems [Crutzen et al., 2008], was 
estimated to be 9.7 Tg N (2.6 Tg N from BNF (biological N fixation) and 7.1 Tg N from 
synthetic N) in 2011. Therefore, a reduction of new nitrogen inputs of 0.04 to 0.05 Tg per 
year will be required to stabilize N2O emissions at 2011-2017 values via mitigation 
efforts associated with improvements in nitrogen use efficiency (NUE) or different 
cropping systems[Zhang et al., 2015]. 
Conclusions 
Our measurements and optimized Eulerian model analyses support the following 
conclusions:   
1. The a posteriori N2O simulations were strongly correlated (r=0.69-0.82, p<0.01) 
with observations across the US Corn Belt, especially agriculture-dominated 
areas, supporting that the optimized CLM scheme captures fine-scale 
spatiotemporal variations from direct and indirect sources;   
2. During the growing season, indirect emissions dominated the spatiotemporal 
variations within the Corn Belt, and contribute significantly larger emissions to 
the regional budget;  
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3. The episodic characteristic and spatiotemporal variability of indirect emissions 
became more pronounced of the 40-year period when compared to 2011-2017 
average, driven by the increased precipitation and increased frequency of more 
extreme events leading to increased runoff and stream flow; 
4. Under RCP8.5 scenario, the largest trends for N2O emissions were 0.13 nmol m-2 
s-1 per year, highlighting that southern Minnesota and the lower Midwest regions 
drained by the Missouri River will likely represent regional hotspots and 
mitigation priorities in the future; 
5. Under the RCP8.5 scenario the EF for agricultural N2O emissions is projected to 
increase 22-27% in response to climate change. A reduction of new nitrogen 
inputs of 0.04 to 0.05 Tg per year will be required to stabilize N2O emissions at 
2011-2017 values.   
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Figure 3.1. Weekly variations of N2O mixing ratios from the tower-based observations 
and models in a) year 2011, and b) 7-year average (2011-2017). 
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Figure 3.2. Monthly direct and indirect emissions for April, May, June and July in year 
2011 (unit is log10(kg m-2 s-1)). 
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Figure 3.3. Average a) Direct, b) indirect and c)total agricultural N2O emissions from 
year 2011; d) Direct, e)indirect and f)total agricultural N2O emissions from year 2050 
(unit of kg m-2 s-1); Increasing slope (unit of kg m-2 s-1 per year) for g) direct, h) indirect, 
i) total emissions over a 40-yr period under the RCP 8.5 scenarios. Relative uncertainty 
of 7% and 19% for direct and indirect emissions, respectively, were applied for each grid 
cell across the US Corn Belt, derived from the sensitivity test based on the key parameter 
variations in the CLM model.   
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Supporting Information for Chapter 3 
CLM45-BGC-CROP model  
The CLM45-BGC-CROP scheme (CLM hereafter) is a process-based land surface model 
that provides an extensive description of the crop phenology and biophysical processes, 
and simulates energy, water, carbon and nitrogen budgets at field to reginal scales [Chen 
et al., 2015; Leng et al., 2016]. The CLM scheme incorporates the Century N-gas model 
[Parton et al., 1996; Del Grosso et al., 2001], which includes separate NH4+ and NO3- 
pools, as well as environmental controls on nitrification and denitrification rates. Further, 
via a ‘hole in the pipe’ approach [Davison et al., 2000], this model also predicts the N2O 
emissions from nitrification and denitrification.  
Spin-up process 
The model was run offline and forced with the NCEP reanalysis meteorological dataset 
(https://rda.ucar.edu/datasets/ds083.3/). The spatial resolution and temporal resolution 
was 0.25o×0.25o and 6 h, respectively. The meteorological fields include solar radiation, 
air temperature, air humidity, air pressure, wind speed and precipitation. To ensure that 
the models reached a steady state, we performed two steps in our CLM45-BGC-CROP 
spin up processes, i.e., a 1000-year accelerated decomposition, followed by a 200-year 
additional normal run spinup mode [Thornton and Rosenbloom., 2005; Vertenstein et al., 
2013]. 
Default CLM scheme and its limitations 
The nitrogen availability, climate sensitivity and their combined effects, are the major 
factors that lead to the high bias in both the temporal variation and magnitude of 
agricultural N2O emissions. In the default model the denitrification rate is unrealistically 
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high with approximately 50% of the unused available nitrogen lost (denitrified). This 
leads to an overestimated N2O emission from denitrification as well as leaching/runoff. 
This effect would be even further enhanced during the spring time following synthetic 
nitrogen fertilizer application. Furthermore, a large nitrogen loss in the early growing 
season will cause relatively low N availability that will adversely affect crop growth.   
The default CLM scheme provides one solution, which is to give a 20-day period for the 
fertilizer application during the emergence phase that continues for 20 days.  
In addition to the nitrogen availability, climate sensitivity plays a critical role in 
determining nitrification (Equation S1) and denitrification rates. Nitrification rate of 
NH4+ to NO3- is a function of soil temperature, soil moisture, and pH:  
)()()(][ 24 pHfOHfTfkNHf nitrnitr =                                                    (S3.1) 
where fnitr is the nitrification rate, knitr is the maximum nitrification rate, and f(T) and 
f(H2O) are rate modifiers accounting for soil temperature and soil water content.  f(pH) is 
a rate modifier for pH. Note that the default model uses the same rate modifiers as are 
used in the decomposition routine for temperature and soil moisture.  
Driven by the default CLM scheme, the a priori simulations of tower mixing ratios 
showed a significant underestimate in the early spring and a high overestimate in the later 
summer across all the observations sites within the Corn Belt (Figure S3.2), indicating an 
unreasonable seasonal variability and therefore very low statistical power (r=0.23). We 
attributed it to the inappropriate or over-simplified algorithms and parameterizations 
(Table S3.3) in the N2O production mechanism, nitrification/denitrification, and crop 
phenology processes [Griffis et al., 2017].  
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Optimized CLM scheme 
Previous studies [Parton et al., 1996, 2000; Del Grosso et al., 2001] under laboratory and 
field conditions that explore the climate sensitivity (i..e, air temperature, water-filled pore 
space (WFPS), and pH) were incorporated and adjusted into the algorithm.. 
 dca
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ca
cwfps
ba
bwfpsOHf )(*)()(
)(*
2 −
−
−
−
= −
−
                                                (S3.2) 
Where f(H2O) is the effect of WFPS on nitrification fraction, wfps is the water-filled pore 
space (0-1), parameter a, b, c, d is 0.55, 1.70, -0.007, 3.22 for sandy soils, and 0.60, 1.27, 
0.00012, 2.84 for medium-textured soils, respectively.  
 
soilteTf *07.013.006.0)( +=                                                                          (S3.3) 
Where f(T) is the effect of soil temperature on nitrification fraction, soilt is the soil 
temperature at 10 cm depth (in oC).  
Building on the updated algorithms, a number of key parameters were further evaluated 
and adjusted to reach optimal values (Table S3.3), in order to represent accurate 
processes related to N2O production mechanism, nitrification/denitrification, and crop 
phenology. Detailed modifications to improve the simulations of N2O were outlined in 
the Model optimization section below. 
 
Modeling Optimization 
The CLM scheme was optimized via a wide range of adjustments in the algorithms and 
parameterizations, based on th  empirical evidence, and previous studies [Del Grosso et 
al., 2000; Parton et al., 2001; Griffis et al., 2017]. After adopting the empirical functions 
from Del Grosso et al [2000] and Parton et al [2000] (i.e., Equation S2 and S3), we 
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further optimized the model with efforts on key parameter adjustments (Table S3.3), e.g., 
Growing Degree Days, maximum nitrification rate, fertilization timing. 
Table S3.3 indicated the original and optimal process-related parameters. Key parameters 
are mechanistically linked to N2O productions based on our best expert knowledge and 
previous studies, followed by being tested and precisely optimized from a wide range of 
sensitivity test throughout. Here we want to show several representative examples to 
illustrate the optimization process. 
The a priori mixing ratios were significantly lower (by 3-5 ppb) than the observations 
from April to early May (Figure S3.2), which indicated a large underestimate in N2O 
emissions for this time period. We posit that this underestimate arises from the late 
fertilization timing and/or a low fertilizer amount. Therefore, via varying the minimum 
GDD (growing degree days) for planting, the fertilization timing was adjusted earlier by a 
range of 3-11 days across the Corn Belt in the sensitivity test.. For instance, to our 
knowledge, the spring fertilization timing is DOY 121 in the year of 2011 around 
Minnesota, which was DOY 120 from the adjusted model. Meanwhile, the optimized 
model, during the springtime, indicated increased correlation (r=0.61-0.71, p<0.01) with 
the observations at multiple tower sites. 
In the CLM scheme, denitrification rate is high and would result in a 50% of the unused 
available nitrogen, therefore, N fertilizer is applied during the emergence phase and 
continues for 20 days. Under this setting, we still found too aggressive N loss during the 
early growing season.. Therefore, we further extended the fertilizer application duration 
to 25, 30 and 35 days, and conducted a sensitivity test under the measurement-modeling 
framework, and reached an optimal duration of 30 days.  
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Likewise, we continue iterating  through the optimization procedure described above 
under a measurement-modeling framework, via adjusting a range of key parameters (e.g., 
maximum nitrified fraction of NH4+, GDD for harvest) until we had maximized the 
model-data correlation and minimized the model-data bias across multiple observation 
sites (Figure 3.1). Taken together, the optimal setting for the CLM45-BGC-CROP model 
is listed as Equations S3.2-S3.3 and Table S3.3.  
 
WRF-CHEM model setup 
A N2O module was embedded in the WRF-CHEM model (version 3.8.1) in order to 
simulate the N2O concentrations across the US Corn Belt. In this study, N2O is treated as 
a passive tracer. The WRF-CHEM model was set up using two nests at 70 km and 10 km 
grid spacing. The outermost domain covers North America, and each domain was 
centered on the KCMP tall tower site. The simulations used the WRF Single-Moment 
three-class (WSM3) simple ice microphysics scheme [Hong et al., 2004], Kain-Fritsch 
convective scheme [Kain, 2004], and the Yonsei University (YSU) scheme coupled to the 
Noah land surface model for the planetary boundary layer (PBL) processes [Hong et al., 
2006]. Initial and boundary meteorological conditions were provided by the National 
Center for Environmental Prediction Final Analysis (1° × 1°), with a 6 h interval.  
Agricultural N2O emission drivers 
In this study, we used direct and indirect agricultural N2O emissions simulated using 
CLM45-BGC-CROP scheme, as well as adjusted natural soil emissions from EDGAR2, 
to drive the WRF-CHEM model. Natural soil emissions were adjusted based on the 
Bayesian inversion from Chen et al [2016].  Direct emissions were derived from the 
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CLM scheme using modified algorithms [Parton et al., 1996; Del Grosso et al., 2001], 
while indirect emissions were derived using model estimates of nitrate runoff and 
leaching and applying the most recent estimates of the runoff/leaching emission factor for 
the Corn Belt region [Chen et al., 2016]. The derived direct, indirect, and natural soil 
emissions were gridded into two domains of 70km ×70km and 10km ×10km horizontal 
resolution, respectively, to chemically force the regional N2O simulations.  
Initial and boundary N2O concentrations 
Originally, the initial and boundary conditions for the N2O mixing ratio for each 
modeling period were obtained from the Global Chemical Model, Model for Ozone and 
Related Chemical Tracers (MOZART) version 4 (http://www.acom.ucar.edu/wrf-
chem/mozart.shtml). However, we found that the background N2O concentrations were 
significantly underestimated by 5-10 ppb in the MOZART model during year 2010-2017, 
via comparison to various previous studies across this region [Wells et al., 2015; Chen et 
al., 2016; Griffis et al., 2017]. A low initial and boundary N2O concentration would lead 
to a high-bias in the surface emissions and large mismatch with the tall tower mixing 
ratio observations. Therefore, we made corrections to the initial and boundary 
concentrations using an observational approach. Observations from the NWR site (Niwot 
Ridge, Longitude -105.6o W, Latitude 40.1o N, 3523 m masl.), as well as from our 
ongoing aircraft measurement campaign (the Greenhouse Emissions in the Midwest 
(GEM) project) across the Corn Belt that measures N2O concentration above the 
atmospheric mixing heights, are used to correct the background concentrations.  
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Table S3.1. Sites of N2O Observations in this Study 
Site Location Country 
Latitud
e 
Longitud
e 
KCM
P St Paul, Minnesota 
United 
States 44.689 -93.073 
AMT Argyle, Maine 
United 
States 45.035 -68.682 
LEF Park Falls, Wisconsin 
United 
States 45.945 -90.273 
WBI West Branch, Iowa 
United 
States 41.725 -91.353 
BAO 
Boulder Atmospheric Observatory, 
Colorado 
United 
States 40.050 -105.004 
SCT Beech Island, South Carolina 
United 
States 33.406 -81.833 
WKT Moody, Texas 
United 
States 31.315 -97.327 
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Table S3.2. Correlations (R) between tower-based observations and the a posteriori 
simulations  
 Year 2011 Year 2012 Year 2013 Year 2014 Year 2015 Year 2016 
KCMP 0.79 0.7 0.69 0.58 0.7 0.79 
LEF 0.36 0.34 0.38 0.32 0.57 0.49 
WBI 0.66 0.67 0.67 0.61 0.51 0.62 
BAO 0.69 0.7 0.68 0.82 0.65 0.8 
 
 
 
 
Table S3.3. Original and optimal values for key parameters 
Param
eters 
Fertilizer 
Amount 
(kg N ha-1) 
Fertil
izer 
timin
g 
  
Maxi
mum 
nitrifi
ed 
rate 
Estimate
d 
emission 
factor for 
leaching/
runoff 
S
oi
l 
p
H 
GDDmin 
(odays) for 
emergence 
 
%GDD 
from leaf 
emergence 
to 
beginning 
of grain 
fill 
Fertili
zer 
applic
ation 
durati
on 
(days) 
Co
rn  
Soyb
ean 
Co
rn 
Soyb
ean 
Co
rn  
Soyb
ean 
 
Origin
al 
15
0 
25 DOY  
128 
0.1 0.020 6.
5 
50 50 55
-
65 
55-
65 
20 
Optim
al 
values 
14
2.6 
 
3.2 DOY 
121 
0.075 0.025 6.
5 
35 35 50 45 30 
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Figure S3.1. The flowchart of the Eulerian modeling configurations.  
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Figure S3.2. A priori, a posteriori and observed N2O mixing ratios at the KCMP tall 
tower. (a priori, r=0.23) 
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Figure S3.3. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the KCMP site.   
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Figure S3.4. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the LEF site.   
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Figure S3.5. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the WBI site.   
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Figure S3.6. Weekly variations of N2O mixing ratios from the tower-based models and 
observations in a) year 2011-2016 (a-f) at the BAO site.   
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       Figure S3.7. Crop Plant Function Types (PFTs) within the US. 
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Figure S3.8. Simulated N2O mixing ratios at the KCMP tall tower in May, 2011, driven 
by (a) direct source only, (b) indirect source only, and (c) direct + indirect sources in an 
otherwise identical fashion.  The direct and indirect contributed to 1.2-2.9 and 2.2-9.7 
ppb to the KCMP tall tower, respectively. 
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Figure S3.9. Increasing slope (unit of kg m-2s-1 per year) for a) direct, b) indirect, c) total 
emissions over a 40-yr period under the RCP2.6 scenarios, and increasing slope (unit of 
kg m-2s-1 per year) for d) direct, e) indirect, f) total emissions over a 40-yr period under 
the RCP8.5 scenarios. 
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Figure S3.10. Direct emissions as a function of a) air temperature and c) precipitation 
under RCP85 scenario; indirect emissions as a function of c) air temperature and d) 
precipitation under RCP 8.5 scenarios. Direct and indirect emissions, air temperature and 
precipitation are annual averaged values across the Corn Belt.  
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Synopsis 
The methane (CH4) budget and its source partitioning are poorly constrained in the 
Midwestern United States. We used tall tower (185 m) aerodynamic flux measurements 
and atmospheric scale factor Bayesian inversions (SFBI) to constrain the monthly budget 
and to partition the total budget into natural (e.g. wetlands) and anthropogenic (e.g. 
livestock, waste, and natural gas) sources for the period June 2016 to September 2017. 
Aerodynamic flux observations indicated that the landscape was a CH4 source with a 
mean annual CH4 flux of +13.7 ± 0.34 nmol m-2 s-1 and was rarely a net sink.  The SFBI 
analyses revealed a mean annual source of +12.3 ± 2.1 nmol m-2 s-1. Flux partitioning 
revealed that the anthropogenic source (7.8 ±1.6 Tg CH4 yr-1) was 1.5 times greater than 
the bottom-up gridded EPA inventory, in which livestock and oil/gas sources were 
underestimated by 1.8- and 1.3-fold, respectively. Wetland emissions (4.0 ± 1.2 Tg CH4 
yr-1) were the second largest source, accounting for 34% of the total budget. The temporal 
variability of total CH4 emissions was dominated by wetlands with peak emissions 
occurring in August. In contrast, emissions from oil/gas and other anthropogenic sources 
showed relatively weak seasonality. 
Introduction 
 
The Midwestern United States is one of the most intensively managed agricultural 
regions in the world. This landscape is dominated by corn and soybean ecosystems that 
help support a livestock population of approximately 728 million animals within the US 
Corn Belt [USDA NASS, 2014]. This region is also one of the most wetland-rich 
landscapes across the United States [US Forest Service, 2016]. In addition, it includes a 
variety of urban and industrial complexes and major oil refineries. Short-term methane 
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(CH4) measurements from a very tall tower within the region indicated that it is an 
important source of CH4 [Zhang et al., 2014a]. However, the CH4 budget, its source 
partitioning, and seasonality remain poorly constrained.   
 
Recent space-based measurements imply large uncertainties in the United States 
anthropogenic CH4 budget [Kort et al., 2014; Wecht et al., 2014; Turner et al., 2015; 
Jacob et al., 2016]. Bottom-up inventory emission databases, such as EDGAR42 
[Emission Database for Global Atmospheric Research, version 4.2, 2011, 
http://edgar.jrc.ec.europa.eu], show that enteric fermentation, natural gas production, and 
manure management represent the top three anthropogenic CH4 sources for the region. 
Miller et al. [2013] combined an atmospheric transport model and a geostatistical inverse 
modeling approach to estimate anthropogenic CH4 emissions across the US for 2007 and 
2008. They found that the CH4 budget in the United States was underestimated by 1.5 
and 1.7 times in the EPA [U.S. Environmental Protection Agency, https://www.epa.gov/] 
and EDGAR42 inventories, respectively. This was largely attributed to underestimates of 
the livestock and natural gas emissions. Furthermore, Bruhwiler et al. [2017] also 
highlighted the large uncertainties of regional to continental scale CH4 emissions from 
using space-based observations, resulting from atmospheric transport variability, satellite 
sampling bias, and the choice of upwind background CH4 concentration. 
 
With the EDGAR42 bottom-up inventory used as a priori, Wecht et al. [2014] estimated 
North American CH4 emissions at high spatial resolution by inversions of SCIAMACHY 
satellite observations using the GEOS-Chem chemical transport model and its adjoint. 
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They suggested that US livestock emissions were 40% greater than EDGAR42 and EPA 
inventories and that the low bias was associated with large underestimates in Iowa and 
Southern Minnesota. They also found that emissions associated with oil and gas were 
reasonably well-constrained by EPA. Turner et al .[2015] used 3 years of GOSAT 
satellite retrievals of column averaged CH4 mole fraction (2009-2011) to constrain North 
American CH4 emissions with high spatial resolution, with an inversion based on the 
GEOS-Chem adjoint. Their estimate of CH4 emissions across the US was ~1.7 and ~1.5 
times larger than the EDGAR4.2 and US EPA national inventories. They attributed the 
bias to oil/gas and livestock emissions, but they were unable to quantitatively separate the 
two, owing to their spatial overlap and limited observational coverage.  
 
Wetland emissions remain one of the key sources of uncertainty in the regional to global 
atmospheric CH4 budget, largely due to poor understanding of the biophysical processes 
controlling production and consumption in saturated soils [Nisbet et al., 2014; Bloom et 
al., 2017]. Within the US Corn Belt, Zhang et al. [2014a] used tall tower measurements 
to infer a CH4 budget that was 5.8 times greater than EDGAR42, and hypothesized that 
the difference could be attributed to wetland emissions. A geostatistical inverse modeling 
study of Miller et al. [2014] indicated a large emission underestimate by the existing 
inventory (e.g., Kaplan model [Kaplan, 2002]) for Minnesota and Wisconsin wetlands. 
Recent inverse modeling studies using satellite observations also support major wetland 
CH4 emissions for Florida as well as the Midwest [Wecht et al., 2014; Turner et al., 
2015].  
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At finer spatial scales within the region, recent studies have quantified CH4 fluxes from 
wetlands, agricultural crops, and livestock facilities. Olson et al.[2013] found that CH4 
emissions from a temperate peatland in north-central Minnesota showed instantaneous 
fluxes reaching a maximum of 290 nmol m-2 s-1 in August, with an annual budget ranging 
from 15.7 to 33.2 g CH4 m-2 y-1 over the period 2009 to 2011. The instantaneous fluxes 
and annual budget were very sensitive to peat temperature and water table position. In 
contrast, CH4 fluxes from individual corn and soybean plants were extremely small, 
ranging from about +0.4 nmol m-2 s-1 during the day to about -0.8 nmol m-2 s-1 during the 
night [Zhang et al., 2014b]. Bavin et al. [2009] also showed that soil CH4 fluxes from 
conventional and reduced tillage corn-soybean rotations were most often below the flux 
detection limit of static chambers.  
 
There is a paucity of studies that have examined enteric CH4 emissions and emissions 
related to manure management from within the region. Methane emissions have been 
reported for dairy manure storage facilities in Wisconsin (a simple storage basin) and 
Indiana (a storage lagoon, in which solids had previously been removed) [Grant et al., 
2015]. On a per animal basis, CH4 emissions were larger from the storage basin than the 
lagoon with mean daily emissions of 295 g CH4 head-1 d-1 (374 g AU-1 d-1) and 47 g CH4 
head-1 d-1  (59 g AU-1 d-1), respectively (AU represents Animal Unit, where 1 AU = 500 
kg live weight). These daily emissions were shown to follow a positive linear relation 
with temperature. The relative lower emissions from the lagoon storage facility were 
attributed to the lower availability of carbon due to removal of solids prior to storage. The 
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area-based flux estimates were 94 kg CH4 m-2 y-1 and 80 kg CH4 m-2 y-1, respectively and 
were estimated to be less than the enteric emissions from these farms [Grant et al., 2015].  
 
Enteric emissions from dairy cows can show substantial variability depending on size, 
sex, growth stage, activity (i.e. lactating vs dry), and diet [Lassey, 2007]. Because of 
limited studies conducted for the US Midwest, we draw on some recent studies from 
outside of the  region. On-farm flux estimates, based on a backward Lagrangian 
stochastic technique, showed that enteric emissions ranged from 270 to 380 g (lactating 
cow d)-1 for two dairy farms in Ontario, Canada, and accounted for about 40% of the total 
CH4 farm emissions [Vanderzaag et al., 2014].  Recent studies have shown that enteric 
emissions from dairy cows can be significantly reduced by using inhibitors designed to 
improve carbon use efficiency. Hristov et al. [2015] showed that enteric emissions varied 
from 400 to 500 g CH4 d-1 and 290 to 390 g CH4 d-1 over a 12-week period without/with 
the use of an inhibitor (3NOP), respectively. 
  
Here, we build on our previous work [Olson et al., 2013; Zhang et al., 2014a, 2014b], 
and use tall tower aerodynamic flux measurements and SFBI analyses to obtain improved 
constraints on the CH4 emissions from natural and anthropogenic sources within the 
region. The objectives were to: 1) Estimate the regional CH4 budget; 2) Partition the 
emissions into natural and anthropogenic sources; and 3) Identify sources and time 
periods associated with high CH4 emissions to improve our understanding of potential 
mitigation options.   
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Methods 
Study site 
The University of Minnesota tall tower trace gas observatory (KCMP tall tower; 244 m 
height) is located 25 km south of the Saint Paul – Minneapolis Metropolitan area in the 
Midwestern United States. The landscape is highly heterogeneous with agricultural lands 
predominant to the east, south, and west. To the north and northwest, there is a strong 
gradient from agricultural land to a relatively dense urban landscape. Detailed land use 
statistics as a function of distance and direction from the tall tower study site have been 
reported previously [Griffis et al.,2013; Chen et al., 2016]. The study domain contains 10 
states in the US Midwest including Minnesota, Illinois, Indiana, Iowa, Missouri, Ohio, 
North Dakota, South Dakota, Nebraska, and Wisconsin.  
Methane mixing ratio observations  
The KCMP tall tower has been instrumented with meteorological and trace gas sensors 
since April 2007.  Carbon dioxide, water vapor, and nitrous oxide have been measured at 
sample heights of 32, 56, 100, and 185 m [Griffis et al., 2013, 2017; Zhang et al., 2014a]. 
Turbulence is measured at 100 and 185 m using sonic-anemometers (model CSAT3; 
Campbell Scientific Inc. Logan, Utah). Near-continuous measurement of CH4 mixing 
ratios was initiated in May 2016 using a Trace Gas Analyzer (TGA200A, Campbell 
Scientific Inc., Logan, Utah, USA). This system uses a state-of-the-art inter-band cascade 
laser that is thermoelectrically cooled to a temperature of 17°C. The manufacturer’s 
reported measurement noise, based on the Allan variance, is 7.0 nmol mol-1 for an 
integration period of 100 ms. Our field tests indicated that the noise is approximately 9.5 
nmol mol-1 for an integration period of 60-min (Figure 4.1). As shown later, this 
measurement noise is extremely small compared to the temporal fluctuations in the tall 
84 
 
tower observations. The TGA is calibrated hourly against an ultra-pure zero air standard 
and a working CH4 span gas that was propagated from our Earth System Research 
Laboratory (NOAA ESRL) gold standard (Cylinder ID: CB11952, mole fraction = 
1849.9 nmol mol-1, reproducibility = 1 nmol mol-1, WMO-CH4-X2004A Calibration 
scale). Sample air is pulled continuously from inlets at 185 and 3 m at a total flow rate of 
approximately 15 SLPM at approximately 50 kPa. The 185 and 3 m sample inlets are 
subsampled at 30-s intervals. The air samples are dehumidified using a Nafion dryer 
system prior to analysis.   
 
Flux-gradient method  
The CH4 mixing ratio gradients and fluxes provide information related to the landscape 
(i.e. mesoscale; ~100’s of km2) footprint, while the SFBI analyses constrain sinks and 
sources at the regional scale (~1000’s of km2) [Zhang et al., 2014a].  
 
The aerodynamic flux was estimated from, 
𝐹𝐹𝐶𝐶 = −𝐾𝐾𝐶𝐶𝑚𝑚𝑎𝑎 𝑑𝑑𝐶𝐶𝑑𝑑𝑑𝑑 + 𝐹𝐹𝑠𝑠                           (4.1) 
where the eddy diffusivity (KC) was estimated from the momentum flux measured using 
eddy covariance at a height of 185 m [Wood et al., 2016], ma is  the molar density of dry 
air, dC/dz is the CH4 mixing ratio gradient, and Fs is an estimate of the change in hourly 
CH4 storage integrated over a height of 185 m. An enhancement factor of 1.35 was 
applied to Kc to account for the difference between momentum and a trace gas scalar 
diffusivity [Simpson et al., 1998].   
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Inverse modeling framework 
Here we apply a Bayesian inversion to interpret the tall tower observations in terms of a 
constraint on the regional CH4 sources in the US Midwest. The Stochastic Time-Inverted 
Lagrangian Transport (STILT) model [Gerbig et al., 2003; Lin et al., 2003, 2004] was 
used to estimate the tall tower concentration source footprint using the sample inlet 
(receptor) at a height of 185 m and atmospheric drivers (e.g., planetary boundary layer 
(PBL) height, wind, atmospheric stability) obtained from the Weather Research and 
Forecasting (WRF) model version 3.8.1 [Nehrkorn et al., 2010]. The source footprint was 
then multiplied by a bottom-up emission inventory (a priori sources) and combined with 
the background mixing ratios to provide an initial estimate of the hourly CH4 mixing 
ratios at the tall tower receptor.  
 
Prior information 
 
The Bayesian inverse analysis relies heavily on the prior spatial distribution of associated 
source categories, and it is therefore critical to use emission inventory data that have high 
spatial accuracy for proper attribution.  EDGAR42 is one of the most comprehensive 
bottom-up inventories, but has been reported to show poor spatial accuracy in regional 
CH4 emissions, particularly from the livestock and oil/gas sectors [Miller et al., 2013; 
Wecht et al., 2014; Turner et al., 2015]. In EDGAR42, the oil/gas emissions are too 
heavily weighted by the spatial distribution and usage rather than the production [Miller 
et al., 2013; Maasakkers et al., 2016]. Further, the oil/gas sector has a strong correlation 
(R2 > 0.8) with waste emissions because both are largely distributed according to human 
population. Therefore, a Bayesian inversion using EDGAR42 as the a priori estimate 
could wrongly attribute sources (e.g., assign CH4 emissions from oil/gas production sites 
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to livestock). For these reasons, we decided to use the gridded EPA inventory 
[Maasakkers et al., 2016] to represent the a priori anthropogenic sources. 
The EPA inventory is available only as national totals for different source types [EPA, 
2016]. Maasakkers et al. [2016] used a range of databases at the state to local source 
levels to disaggregate the inventory and allocated the spatial distribution of emissions for 
individual source types, and presented a gridded inventory of US anthropogenic CH4 
emissions with 0.1° × 0.1° spatial resolution and detailed scale-dependent error 
characterization. Their estimate showed a significant spatial difference compared with 
EDGAR42, particularly for oil/gas systems and manure management. The gridded EPA 
inventory for the year 2012 placed higher emissions over oil/gas production areas and 
lower emissions over distribution areas, consistent with recent top-down constraints 
across the US [Miller et al., 2013; Turner et al., 2015]. 
 
Initially, (1) enteric fermentation, (2) manure management, (3) natural gas; (4) oil; (5) 
coal mining; (6) waste; (7) natural wetlands; and (8) others (i.e., forest fire hotspots and 
stationary combustion emissions), were adopted here as a priori source categories. 
However, spatially overlapping characteristics of enteric fermentation and manure 
management, as well as natural gas and oil, respectively, placed strong limitations on 
identifying and separating them individually within the inversion framework [Turner and 
Jacob, 2015]. Therefore, we combined enteric fermentation and manure management as 
livestock and combined natural gas and oil as gas/oil. Furthermore, Bloom et al. [2017] 
provided a full (2009-2010) and extended (2001-2015) estimate of wetland emissions, 
based on knowledge of regional to global wetland CH4 sources and its biophysical 
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controls. We adopted the full estimate of wetland emissions with a gridded resolution of 
0.1° × 0.1°, which was developed based on satellite-derived surface water content and 
precipitation reanalyses, as well as environmental parameterizations.  
 
Other sources such as forest fire hotspots and stationary combustion were insignificant 
for the Midwest and not feasible to independently constrain from atmospheric data. 
Therefore, these sources were not included in the a priori estimate. The 5 source 
categories included in the a priori emission inventory were [Maasakkers et al., 2016; 
Bloom et al., 2017]: 
(1) livestock, including enteric fermentation, and manure management; 
(2) gas/oil, including natural gas production, processing, transmission, and 
distribution, as well as petrochemical production; 
(3) waste, including landfills and wastewater treatment; 
(4) coal mining, both surface and underground; 
(5) monthly natural wetlands, and peatlands from Bloom et al. [2017]. 
 
We define the a priori errors for livestock, gas/oil, waste, coal mining sources at 0.1o× 
0.1o resolution based on the corresponding scale-dependent errors developed by 
Maasakkers et al. [2016] for the gridded EPA inventory. Bloom et al. [2017] derived 324 
ensemble models of wetland CH4 emissions in 2009 and 2010, based on 3 CH4: C 
temperature dependencies (i.e., the temperature dependence of the ratio of C respired as 
CH4), 9 heterotrophic respiration configurations, 4 wetland extent scenarios and 3 global 
scaling factor (i.e., a global budget estimate from wetland emissions) configurations. 
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Here, we used the ensemble mean of 324 model realizations for the year 2010 as the a 
priori estimate, and its coefficient of variation (CV) as the associated a priori error.  
Based on the derived a priori errors (i.e., 79 – 95%) we rounded them to 100% for each 
source category.   
 
Concentration footprint functions 
Concentration source footprint functions were determined based on the STILT model. 
For each hour between June 2016 and September 2017, we released 500 particles from 
the KCMP tall tower at a height of 185 m and transported them backwards for 7 days to 
ensure that the trajectories adequately represented source contributions from within the 
U.S. Furthermore, we used observations (Table 4.1) from the NOAA Carbon Cycle and 
Greenhouse Gases (CCGG) program near the outer edge of the source footprint to 
represent the background CH4 mixing ratios. These observations are from discrete air 
samples collected approximately weekly in flasks [Dlugokencky et al., 2009, 2011], and 
are zonally and monthly averaged at 4° latitudinal resolution. 
 
Examples of the concentration footprint functions during years 2016 and 2017 at the tall 
tower are shown in Figure 4.3a-c. For each month, based on the a priori inventory, we 
calculated the cumulative contribution of surface emissions to the tall tower mixing ratio 
at a range of concentration footprint scales and the corresponding distance from the tall 
tower (Figure 4.3d).These analyses indicated that areas where the footprint strength was 
greater than 1e-4 ppm µmol-1 m2 s, contributed significantly to the tall tower mixing 
ratios (i.e. they accounted for about 75% of the total contribution). These intense areas 
contain Minnesota and a significant portion of the US Midwest. The tall tower 
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observations, therefore, are representative of the larger Midwest region [Griffis et al., 
2013; Zhang et al., 2014a], and should provide a reasonably robust estimate of CH4 
emissions and their partitioning via the SFBI approach.   
Methane budget and partitioning 
Here we used the SFBI method to constrain the regional budget and to partition it into its 
source contributions [Kim et al., 2013; Chen et al., 2016]. The SFBI method was applied 
monthly from June 2016 to September 2017, 
εKΓy +=                                                                                                  (4.2) 
where y is the mixing ratio observed at the tall tower minus the background mixing 
ratios, Γ contains the scaling factors for different source types, K is the Jacobian matrix 
representing the sensitivity of the observation variables to the specific source types, and ε 
is the system error, which consists of measurement uncertainties and model uncertainties. 
The columns of K correspond to the mixing ratios for each of the source types being 
optimized, and Γ consists of   the a posteriori scale factors for the different source types. 
Applying Bayes' theorem, along with a normal distribution assumption, the maximum a 
posteriori (MAP) solution of Γ is to minimize the cost function J(Γ): 
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T −−+−−= −− )))                             (4.3) 
where Sε and Sa are the observational and a priori error covariance matrices, and each 
element of Γa = 1. The solution to ∇ΓJ(Γ) = 0 is then given by: 
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Here, observational errors include measurement and modelling uncertainties. The mixing 
ratio measurement error for the TDL was based on the Allan variance test described 
above (9.5 nmol mol-1 for an integration period of 60-min). Further, Gerbig et al [2003] 
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conducted a wide range of sensitivity tests by varying the released number of particles 
from 50 to 1000 in the STILT model, and each test was run 100 times to analyze the 
particle number dependence and reproducibility. Following the work of Gerbig et al. 
[2003], a relative uncertainty of 13% was assigned for the number of particles used in the 
backward trajectories. In this study, the transport error associated with the number of 
particles used ranged from ~6-9 ppb. We used different PBL schemes, i.e., Yonsei 
University [Hong et al., 2006] and Mellor-Yamada-Janjic [Janjic, 2002] to simulate the 
mixing height from the WRF-STILT simulations. The modeled mixing heights were then 
compared to that inferred from the radiosonde observations [Miller et al., 2008; Kim et 
al., 2013] to derive the relative uncertainty associated with the simulated PBL height, 
which was estimated to be 27%. The transport error associated with the PBL height 
simulations ranged from ~10-16 ppb. Finally, it is critical to use mass conserving wind 
fields to drive the transport [Gerbig et al., 2003]. The WRF simulations used in this study  
are constructed specifically for mass conservation and have been found to perform better 
than other meteorological products [Nehrkorn et al., 2010; Miller et al., 2013].  A 
detailed uncertainty analysis associated with aggregation error is presented in the Results 
and Discussion section. 
Results and discussion 
Methane mixing ratios and fluxes 
Mean CH4 mixing ratios at 3 m and 185 m (June 01, 2016 to September 30, 2017) were 
2024.4 ± 132.4 µmol mol-1 and 1982.0 ± 54.4 nmol mol-1, respectively (Figure 4.4). Wind 
direction had a relatively weak influence on the CH4 mixing ratios at 3 m (Figure 4.4). 
For example, advection from the urban airshed to the north resulted in CH4 mixing ratios 
that were about 0.1 µmol mol-1 higher than the ensemble mean mixing ratio. There is also 
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a small but noticeable increase in CH4 mixing ratio from the southwest wind sector, 
which is predominantly agricultural land use. Hourly CH4 mixing ratios at the 185 m and 
3 m levels were highly correlated (r2 = 0.976, n = 5305, p <0.0001). The large deviations 
from the 1:1 line (Figure 4.4d) were generally associated with weak turbulent mixing (i.e. 
when friction velocity was less than 0.1 m s-1). 
 
Vertical CH4 gradients were very small in the winter (December through March) 
compared to the mid-summer (July through August, Figure 4.5a), indicating that within 
the aerodynamic flux footprint, microbial activity was the main driver of emissions (i.e. 
not fuel production or consumption).  Further, there was a relatively low frequency of 
negative mixing ratio gradients, implying that the agricultural landscape was rarely a net 
CH4 sink.  
 
The mean aerodynamic CH4 flux was +13.7 ± 0.34 (mean ± standard error) nmol m-2 s-1 
(Figure 4.5), which equates to a net CH4 source of about 6.9 g CH4 m-2 y-1, and is in good 
agreement with previous estimates at the landscape scale [Zhang et al., 2014b]. 
Bayesian analyses 
 
After the first inversion, the averaging kernel (AK) was calculated to quantify the 
sensitivity of retrieved emissions to their true values [Rodgers, 2000; Kim et al., 2013; 
Chen et al., 2016]. The AK values indicated a very low sensitivity of tall tower 
observations to the coal mining source, probably due to the limited near-field distribution 
relative to the tall tower receptor (Figure 4.2c). Therefore, we eliminated the coal mining 
source term from further consideration and applied a second inversion where we only 
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included the livestock, oil/gas, waste and natural wetlands and peatlands source 
categories. This second inversion produced the final optimized emission estimates.  
 
Figure 4.6a illustrates the linear regressions between the measured and simulated CH4 
mixing ratios based on the a priori and a posteriori estimates. The optimized CH4 mixing 
ratios showed a much stronger correlation (R2=0.72, and p=6.2e-5) than the a priori 
estimate (R2=0.17, and p=0.21), and the slope increased from 0.29 ± 0.17 to 0.72 ± 0.12, 
indicating that the optimization helped to reduce the model bias and significantly 
improved the constraint on the emissions (Figure 4.6b). Based on the cost function 
analysis (equation (3)), the optimization is constrained to a certain degree by the error 
construction of observations and the a priori estimate, e.g., decreasing the observational 
errors or increasing the a priori errors leads to an increase in the optimized scaling 
factors, and acted to increase the slope of the linear regression between the modeled and 
observed CH4 mixing ratios.  
From the second inversion, there was a mean scaling factor of 1.5 relative to the gridded 
EPA inventory for anthropogenic sources (Table 4.2). Among them, optimized livestock 
and oil/gas sources were 1.8 and 1.4 times greater (Figure 4.7a), respectively, in close 
agreement with other recent studies [Miller et al., 2013; Turner et al., 2015]. The 
optimized mean annual anthropogenic CH4 emission was 12.3 ± 2.1 nmol m-2 s-1 for the 
Midwest region. Compared to the source attribution for the national-scale budget, there 
was a higher contribution from livestock and lower contribution from oil/gas sources for 
the US Midwest, corresponding to its agriculture-dominated landuse characteristics. 
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Wetlands within our study domain are largely distributed in central and northern 
Minnesota as well as Wisconsin [Cohen et al., 2016], among the most sensitive areas to 
the tall tower receptor based on the concentration footprint functions (Figure 4.3). The 
optimized wetland emissions are in excellent agreement with the estimate from Bloom et 
al. [2017] (Figure 4.7b), and represent the second largest source (4.0 Tg CH4 yr-1), 
accounting for 34% of total CH4 emissions within the Midwest region (Table 4.2).  
 
Compared to the CH4 emission estimate at the national scale from the most recent  space-
based study [Turner et al., 2015], our work suggests that the natural, anthropogenic, and 
total CH4 emissions in the  Midwest account for 41.7 ± 12.5%, 18.2 ± 3.7%, and 22.5 ± 
3.8% of the US budget, respectively (Figure 4.8). This further supports the importance of 
the US Midwest to the national and global CH4 budget and highlights the need to 
understand how these emissions are likely to responds to changes in land management 
and climate.  
Seasonality analysis 
The temporal variability of total optimized CH4 emissions was dominated by wetlands 
(Figure 4.9). Since emissions from oil/gas, livestock and waste showed relatively weak 
seasonality, the contribution from wetland emissions well explained the seasonal 
variation of the tall tower CH4 mixing ratios. The wetland emissions were very weak 
from November to February, and began to rise after snowmelt in March, and peaked in 
August. This seasonality agrees closely with eddy covariance observations and 
retrospective modeling studies at Bog Lake Fen, Marcell Experiment Forest Station in 
northern Minnesota [Olson et al., 2013].  
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To further explore the climate sensitivity of the regional methane emissions, the weighted 
means of selected environmental variables from the National American Regional 
Reanalysis [NARR, Mesinger et al., 2006] data were computed for the entire study 
domain. Here, the weighting is based on the intensity of the source footprint function for 
each grid cell. The seasonal and inter-annual variation of optimized wetland emissions 
appear to be consistent with variations in air temperature. We found that the peak CH4 
emissions in August was coincident with maximum source footprint-weighted soil 
temperature, which also agreed with earlier observations  at the Marcell Experiment 
Forest Station , where CH4 emissions peaked with peat temperature [Olson et al., 2013]. 
Olson et al. [2013] reported increased CH4 emissions at Bog Lake Fen in warm years 
including 1994, 2001 and 2005, and suggested that temperature dominated the temporal 
variability, while water table depth (WTD) played a lesser role.  
 
The notably higher temperature (1.5 oC within the growing season) in 2016 compared to 
2017 likely enhanced wetland emissions. For instance, the weighted September air 
temperature was 2.3 oC higher in 2016, and the corresponding regional wetland emissions 
were 62% higher compared to 2017.  Conversely, there appears to be very limited impact 
of precipitation differences on the wetland emissions. For example, June 2016 and 
September 2017 experienced dramatically different precipitation amounts (106.0 versus 
24.7 mm, respectively), yet the regional wetland emissions (4.16 versus 4.22 nmo m-2 s-1) 
were not statistically different. 
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Finally, it is possible that the warmer conditions stimulated higher CH4 emissions from 
manure.  For instance, the June and September air temperatures were 1.1 oC and 2.3 oC 
higher in 2016, and the corresponding regional livestock emissions were 56% and 60% 
higher than in 2017. Since enteric emissions are less dependent on air temperature (i.e. 
animal body temperature is regulated), stronger air temperature sensitivity for manure 
emissions is expected [Sommer et al., 2004; Dong et al., 2006; Wood et al., 2013]. 
Uncertainty analysis 
 
To probe how aggregation error influenced the Bayesian inversion, we decreased the 
spatial resolution of the a priori emissions and meteorological fields from 0.1° × 0.1° to 
0.5° × 0.5° for each source category. We then re-ran STILT to obtain the source footprint 
functions at 0.5° × 0.5° resolution and applied the SFBI in an otherwise identical fashion 
to our previously described approach. The low resolution inversion showed that when 
decreasing the resolution: (1) the correlation among source categories became stronger, 
e.g., the correlation coefficient (R) between livestock and oil/gas increased from 0.35 to 
0.56; (2) the scale factor for the livestock source increased while that for the oil/gas 
source decreased. Further, we found that the AK for oil/gas source decreased from 0.89 
to 0.55, indicating a weak sensitivity to the tall tower observations. As expected, 
averaging the inventory over a coarser grid caused spatial overlapping among source 
categories, leading to higher correlation among them. Using a priori information with a 
coarser resolution reduces the amount of independent information contained in the a 
priori inventory. The source(s) of interest cannot be separated and results in a lower 
sensitivity to the tall tower observations, providing a weak constraint within the inverse 
modeling framework.  
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Further, we examined the potential impact of having an upward/downward bias in the 
background CH4 concentrations on the Bayesian inversion. Here we conducted a range of 
sensitivity tests by varying the monthly background mixing ratios (from mean - 2 SD to 
mean + 2 SD) based on the discrete flask-air observations from the NOAA CCGG 
program. These sensitivity analyses revealed that the annual budget ranged from 10.3–
12.4 Tg CH4 yr-1, which showed only a minor variation (5% – 12%) compared to the best 
estimate (Table 4.3). These analyses suggest that the optimized annual budget and the 
source attribution show low sensitivity to the uncertainties in the background mixing 
ratios, and support that background CH4 values are reasonably constructed and provide a 
reliable estimate for the Bayesian inversion framework.  
 
Finally, by assembling key parameterizations in the models from Bloom et al. [2017], a 
range of a priori wetland emission scenarios were applied for the sensitivity tests (Table 
4.4), to assess how well the inversion constrained the wetland source. The sensitivity 
studies showed similar seasonality, and an annual wetland budget that ranged from 3.41 
to 4.38 Tg CH4 yr-1, or 86.1% to 110.7% of the best estimate (4.0 Tg CH4 yr-1). This 
supports a relatively robust constraint of the wetland source in the Bayesian inversion. 
 
An important question is, to what extent can we improve the CH4 budget estimate for the 
US Midwest?  Currently there are two critical limitations, including the spatially sparse 
tall tower concentration observations and the lack of direct flux measurements of key 
land use categories. Building on previous inverse studies [Turner et al., 2015; Chen et al., 
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2016; Griffis et al., 2017; Michalak et al., 2017], the following recommendations are 
made in order to help reduce regional scale uncertainties. There is a need for (1) 
improved high resolution information on activity data to better specify the a priori source 
distribution; (2) improved spatial representation of atmospheric CH4 concentrations; and 
(3) direct measurement of CH4 fluxes from underrepresented and important landuse 
categories. To address some of these concerns our ongoing research is making use of 
aircraft measurement campaigns to provide new insights regarding the spatial patterns of 
CH4 concentrations during key times of the year. In light of the importance of enteric 
emissions for the region, we have planned intensive flux measurement campaigns to 
improve emission estimates from large representative livestock facilities within the 
region. Furthermore, the measurement of the stable isotopes of CH4 at the tall tower has 
significant potential to help with source attribution partitioning, error reduction in the 
inversion, and could provide an efficient way to assess systematic biases in the 
atmospheric inversion methodology.  
Conclusions 
Hourly CH4 observations from a tall tower in the Upper Midwest United States were used 
to constrain the CH4 emissions from natural and anthropogenic sources for the region 
based on aerodynamic flux measurements and SFBI analyses. The data and analyses 
support the following conclusions:   
 
1. The mean annual landscape and regional scale CH4 emissions (13.7 ± 0.34  versus 12.3 
± 2.1 nmol m-2 s-1) agreed reasonably well within the margin of uncertainty;  
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2. Regional natural, anthropogenic and total CH4 emissions were 4.0 ± 1.2, 7.8 ± 1.6, and 
11.8 ± 2.0 Tg CH4 yr-1, accounting for 41.7 ± 12.5%, 18.2 ± 3.7%, and 22.5 ± 3.8% of the 
overall US natural, anthropogenic and total CH4 budgets, respectively; 
3. Wetlands were the second largest regional source, contributing 34% to the regional 
budget; 
4. The seasonality of total CH4 emissions was dominated by wetlands. Wetland emissions 
increased significantly following snowmelt and reached a maximum in August; 
5. The anthropogenic source categories were 1.5 times greater than the bottom-up 
inventory, with livestock and oil/gas sources underestimated by 1.8- and 1.3-fold, 
respectively.  
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Table 4.1. Sites of flask CH4 observations used in this study 
NOAA code Location Country Latitude Longitude 
AMT Argyle, Maine United States 45.035 -68.682 
DND Dahlen, North Dakota United States 47.5 -99.24 
ESP Estevan Point, British Columbia Canada 49.383 -126.544 
ETL East Trout Lake, Saskatchewan Canada 54.35 -104.983 
HIL Homer, Illinois United States 40.07 -87.91 
LEF Park Falls, Wisconsin United States 45.945 -90.273 
MWO Mt. Wilson Observatory United States 34.225 -118.059 
NWR Niwot Ridge, Colorado United States 40.053 -105.586 
SGP Southern Great Plains, Oklahoma United States 36.607 -97.489 
THD Trinidad Head, California United States 41.054 -124.151 
UTA Wendover, Utah United States 39.902 -113.718 
WBI West Branch, Iowa United States 41.725 -91.353 
WGC Walnut Grove, California United States 38.265 -121.491 
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Table 4.2. Annual mean a priori and a posteriori emissions and scaling factors for each 
source category (from October 2016 to September 2017) 
Emissions 
(Tg CH4 yr-1) 
Wetlands Livestock Oil/gas Waste Total Anthropogenic 
a priori 3.8 2.6 1.2 1.3 8.9 5.1 
a posteriori 
4.0 ± 1.2 4.8 ± 1.5 1.6 ± 0.6 1.4 ± 0.6 
11.8 ± 
2.0 7.8 ± 1.6 
Scale factor 1.1  1.8  1.3 1.1 1.3 1.5 
 
 
 
Table 4.3. The a posteriori emissions with various sensitivity tests on background mixing 
ratios 
Background mixing 
ratios 
a posteriori emissions (Tg CH4 yr-1 ) 
Wetlands Livestock Oil/gas Waste Total Anthropogenic 
mean-2 SD 4.5 5.4 1.7 1.5 13.1 8.6 
mean -1 SD 4.3 5.3 1.6 1.2 12.4 8.1 
mean 4.0 4.8 1.6 1.4 11.8 7.8 
mean + 1 SD 3.6 4.5 1.6 1.4 11.1 7.5 
mean + 2 SD 3.3 4.2 1.4 1.4 10.3 7.0 
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Table 4.4. Wetland CH4 model ensemble configurations 
Tests Global 
scale 
factor (Tg 
CH4 yr-1) 
CH4 : C 
temperature 
dependence 
(Q10) 
Heterotrophic 
respiration 
Wetland extent 
scenario 
Wetland 
emissions 
(Tg CH4 
yr-1) 
S1 124.5 1.0 Ensemble mean 
from the Multi-
scale synthesis 
and Terrestrial 
Model 
Intercomparison 
Project 
(MsTMIP)a,b  
GLOBCOVER 
spatial extentc and  
SWAMPSd 
inundation 
temporal 
variability 
parameterization 
3.76 
S2 124.5 2.0 3.74 
S3 124.5 3.0 3.54 
S4 166.0 1.0 3.63 
S5 166.0 2.0 4.26 
S6 166.0 3.0 3.41 
S7 207.5 1.0 4.0 
S8 207.5 2.0 4.38 
S9 207.5 3.0 4.16 
Note.   aHuntzinger et al., 2013. bWei et al., 2014. cBontemps et al., 2011. dSchroeder et 
al., 2015 
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Figure 4.1. Results of sampling a standard gas cylinder including a) the 10 Hz time-series 
with the mean ± 1 SD (red symbols/bars) and mean ± 1 SE (black); b) the power 
spectrum of the concentration series (as spectral densities); and c) an Allan variance plot. 
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Figure 4.2. The a priori annual average emissions from (a) livestock; (b) natural gas +oil; 
(c) coal mining; (d) waste; (e) natural wetlands and (f) total (unit is log10(nmol m-2 s-1)). 
Anthropogenic source categories including livestock, oil/gas, coal mining, and waste 
were from Maasakkers et al. [2016], and the natural wetland emissions were derived 
from Bloom et al. [2017]. The KCMP tall tower is indicated by the black crosses in each 
panel. 
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Figure 4.3.  Source footprint functions (units: log10(ppm μmol-1 m2 s)) for measurements 
at the KCMP tall tower (indicated by crosses). (a) December, 2016; (b) March. 2017; (c) 
August, 2017. (d) Normalized cumulative contribution as a function of source footprint 
scale (ppm μmol-1 m2 s) and the corresponding distance from the tall tower (km). 
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Figure 4.4. Hourly mean CH4 mixing ratios measured at 3 m (panel a) and 185 m (panel 
b) as a function of wind direction. The color bar represents the friction velocity value (m 
s-1) Panel c shows the mean methane mixing ratios (+/- 1 standard deviation) as a 
function of wind direction binned using 15 degree intervals.  Panel d shows the relation 
between CH4 mixing ratios measured at 3 m versus 185 m. The color bar indicates the 
friction velocity value. Each data point represents an hourly average value.  Note that the 
1:1 line is obscured by the best-fit linear regression line. 
106 
 
 
Figure 4.5. Median monthly vertical CH4 mixing ratio gradient (Panel a), and median 
monthly flux-gradient estimate (Panel b). Error bars represent the standard error. Note 
that August, 2016 is not reported due to a large fraction of missing hourly observations.   
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Figure 4.6 a). Monthly linear regression between the observed and simulated CH4 mixing 
ratios for a priori and a posteriori simulations between June 2016 and September 2017 
(Uncertainty values indicate a 95% confidence interval); b) a priori, a posteriori estimate 
and the tall tower observations of CH4 mixing ratios. 
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Figure 4.7. Annual regional CH4 emissions within the US Midwest from different  
studies including a) anthropogenic and b) natural sources. Error bars indicate the 
uncertainties of the regional emission estimate from each source, respectively. 
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Figure 4.8. Regional and national methane budgets for natural and anthropogenic sources. 
Error bars indicate the uncertainties of the regional emission estimate from anthropogenic 
and natural sources, respectively. 
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Figure 4.9. Optimized monthly variation of CH4 emissions for each source category, i.e., 
the livestock, oil/gas, waste and the wetlands. 
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Chapter 5  
Conclusions 
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This study sought to: 1) quantify the relative importance of direct versus indirect N2O 
emissions within the US Corn Belt and to explore its seasonality and inter-annual 
variability; 2) assess retrospective and future N2O emissions at fine spatiotemporal scales 
to help identify hotspots, hot moments, and mitigation priorities for the US Corn Belt; 
and 3) partition CH4 emissions into natural (e.g. wetlands) and anthropogenic (e.g. 
livestock, waste, and natural gas) sources and explore its temporal variability.   
In chapter 2, a novel inverse modeling technique paired with high-precision tall tower 
observation data was employed, to simultaneously constrain the direct and indirect N2O 
sources within the Corn Belt. The data and analyses support that indirect emission factor 
ranges from 1.4-3.5%, representing an upward adjustment of 1.9- to 4.6-fold compared to 
the Intergovernmental Panel on Climate Change. The seasonality of the direct and 
indirect emissions was out of phase, with indirect emissions peaking in May and June, 
reflecting the temporal dynamics and interaction of synthetic N application with runoff 
and stream flow.  
Findings from Chapter 2 have provided further motivation determining the accurate 
quantification of N2O emission at higher spatial and temporal resolution. This is essential 
in facilitating effective mitigation efforts with knowledge of high emissions in terms of 
locations (hot spots) and time (hot moments). In Chapter 3, Eulerian modeling approach 
and multiple tower-based measurements within the Corn Belt were employed to assess 
N2O emissions at fine spatiotemporal scales (i.e., 0.125o× 0.125o, and daily to weekly, 
respectively). The a posteriori N2O simulations were strongly correlated (r=0.69 - 0.82, 
p<0.01) with mixing ratio observations of multiple tall towers across the US Corn Belt 
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supporting that the optimized land surface scheme captured the fine-scale spatiotemporal 
variations from direct and indirect emissions. 
The largest slopes for N2O emissions were 0.13 nmol m-2 s-1 per year, highlighting that 
southern Minnesota and the lower Midwest regions drained by the Missouri River will 
likely represent regional hotspots and mitigation priorities in the future. The dominant 
driver of the increased emissions is the link between the increasing precipitation and the 
indirect emissions. The emission factor for agricultural N2O emissions is projected to 
increase 22-27% (i.e., 0.04 in 2011 to 0.05 by 2050) in response to changes in climate. A 
reduction of new nitrogen inputs of 0.04 to 0.05 Tg per year will be required to stabilize 
N2O emissions at 2011-2017 values.   
 
Furthermore, it’s of critical importance to delve into the relative importance of natural 
and anthropogenic CH4 sources within this region. In Chapter 4, tall tower (185 m) 
aerodynamic flux measurements and a scale factor Bayesian inversion were used to 
constrain the monthly budget and to partition the CH4 emissions into natural (e.g. 
wetlands) and anthropogenic (e.g. livestock, waste, and natural gas) sources within this 
region. The data and analyses suggested that the livestock and oil/gas sources were 80% 
and 30% higher than the EPA estimates, respectively. Wetlands dominated the temporal 
variability with peaking emissions in August, and were the second largest source in the 
regional CH4 budget. Flux partitioning revealed that the regional natural, anthropogenic, 
and total CH4 emissions were 4.0 ± 1.2, 7.8 ± 1.6, and 11.8 ± 2.0 Tg CH4 yr-1. The total 
regional CH4 emissions for the Corn Belt accounted for ~23% of the overall US budget. 
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With an increasing observation coverage (i.e., towers, aircrafts, and satellites) in both 
surface fluxes and atmospheric mixing ratios, as well as the advancement in chemistry 
and transport modeling techniques, I firmly believe, that our abilities to perform 
improved constraints on the GHGs in magnitudes, seasonality, and mechanisms are only 
going to grow over time. Ultimately, these efforts will further advance our scientific 
understanding of the GHGs, and lead to successful mitigation planning in guiding the 
GHG reductions.  
Future Research Directions 
Simulations of regional N2O with WRF-Chem and its adjoint 
As described in Chapter 3, In the recent decades, the increasing observation coverage 
from towers, aircrafts and satellites, paired with the advancements in chemistry and 
transport models (CTMs), have facilitated the wide application of forward and inverse 
models [Henze et al., 2007, 2009; Turner et al., 2015; Wells et al., 2018] in evaluating 
the surface fluxes. An adjoint model, has shown the advantage in incorporating multiple 
observations and coupling with a chemistry transport model (CTM) to efficiently reach 
optimal estimation of the underlying state factors (e.g., surface fluxes, gridded 
concentration field). 
In the recent decade, GEOS-Chem and its adjoint have been extensively used to constrain 
aerosols [Henze et al., 2009], GHGs [Turner et al., 2015; Wells et al., 2015, 2018] and 
reactive gas-phase species [Kaiser et al., 2017] at regional to global scales.  GEOS-Chem 
CTM (www.geos-chem.org) is applied with GEOS-5 meteorological data from the NASA 
Goddard Earth Observing System. To our knowledge, the finest horizontal resolution in 
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the most recent version of GEOS-Chem (version 11-01) is 0.25o ×0.3125o, approximately 
25 km ×25 km over North America. However, previous studies [Pillai et al., 2012; Fu et 
al., 2017] suggested high horizontal resolution of 2 to 20 km in the CTMs, in order to 
accurately capture top-down tower-based observation variability made in the mixed layer. 
Therefore, the GOES-Chem and its adjoint, is insufficient to exactly probe tower-based 
observations in response to surface flux variations at finer scales.   
Compared to the GEOS-chem model, the WRF-Chem has the advantage in simulating 
N2O at higher resolutions. The WRF-Chem model has been widely used in investigating 
atmospheric compositions at a high horizontal resolution [e.g., 2-10 km, Tie et al., 2007; 
Chapman et al., 2009; Misenis et al., 2010] .For example, in Chapter 3, the WRF-Chem 
was applied with an inner domain resolution of 9 km×9 km. Therefore, the development 
of WRF-Chem and its adjoint, shows a potential in efficiently reaching the optimal 
estimation of surface N2O fluxes at finer resolutions. Furthermore, Chapter 3 used WRF-
Chem model to perform forward simulations, which has been shown to be 
computationally expensive. The development of WRF-Chem adjoint model can largely 
improve the simulation efficiency via a numerical solution in the construction of Jacobian 
Matrix, and the model iteration based on the quasi-Newton minimization routine [Byrd et 
al., 1995; Henze et al., 2007].  
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