Abstract In this paper we study a grade-two fluid driven by multiplicative Gaussian noise. Under appropriate assumptions on the initial condition and the noise, we prove a large and moderate deviations principle in the space Cpr0, T s; H m q, m P t2, 3u, of the solution of our stochastic model as the viscosity ε converges to 0 and the coefficient of the noise is multiplied by ε 1 2 . We present a unifying approach to the proof of the two deviations principles and express the rate function in term of the solution of the inviscid grade-two fluid which is also known as Lagrangian Averaged
Introduction
In this paper we are interested in the stochastic version of the following system of partial differential equations (PDE)
Bt pu´α∆uq´ε∆u`rotpu´α∆uqˆu`∇p " f , div u " 0,
which is a simplified system describing the motion of a homogeneous incompressible grade-two fluid with density ρ " 1, viscosity ε ą 0 and stress moduli α ą 0. Hereafter we understand that in R 2 the rotational of a vector u " pu p1q , u p2is a scalar function defined by The grade-two fluid is a particular case of differential fluids of complexity n; we refer to [58] for the definitions and the derivation of the above system. The system (1.1) is frequently used to describe fluid models in petroleum industry, polymer technology and suspensions of liquid crystals.
It was also used in [53] to study the connection of Turbulence Theory to non-Newtonian fluids, especially fluids of differential type. When ε " 0, the system (1.1) reduces to what is known as the Lagrangian averaged Euler equations (LAEs) which appeared for the first time in the context of averaged fluid models in [31] and [32] . The derivation of LAEs used averaging and asymptotic methods in the variational formulation. The LAEs are also closely related to the following equation u t´uxxt`2 κu x´3 uu x " 2u x u xx`ux u xxx ,
where u x , u xy , . . . , denote partial derivatives with respect to the variable x, x and then y, . . . . This equation was proposed by Camassa and Holm in [10] to describe a special model of shallow water.
As in the case of the grade-two fluid this new model of shallow water also reduces to LAEs when Viscosity limit and deviations principles for a grade-two fluid driven by multiplicative noise 3 κ " 0 and in this case it was shown in [36] that it is the geodesic spray of the weak Riemannian metric on the diffeomorphism group of the line or the circle. The articles [54] and [55] also contain interesting discussions concerning the grade-two fluids and the LAEs. The study of the physical properties, such as boundedness and stability, of the grade-two fluids based on (1.1) was initiated in [21] , [22] and [25] . The first mathematical analysis was carried out in [13] and [14] where the first optimal result about the existence and uniqueness of weak solution was proved. Since then, the problem (1.1) has been the subject of intensive mathematical analysis which has generated several important results. We refer to [15] , [1] , [34] , [44] , [47] , [28] and [27] for few interesting papers about the mathematical theory of grade-two fluids. For a detailed of past and recent results related to the deterministic grade-two fluid and the LAEs we refer to [26] and [46] .
In this paper we are interested in a stochastic model for grade-two fluid in the two-dimensional torus T 2 " p0, 2πqˆp0, 2πq. More precisely, we assume that a finite time horizon r0, T s, and an initial value ξ are given and we consider in p0, T sˆT 2 the following stochastic system dpu´α∆uq`p´ε∆u`rotpu´α∆uqˆu`∇pqdt " ? εGpuqdW in T 2ˆr 0, T s, (1.2a)
div u " 0 on T 2ˆr 0, T s, (1.2b)
xuy " 0, (1.2c)
up0q " ξ, (1.2d) where u " pu p1q , u p2andp represent the random velocity and the modified pressure, respectively, and xuy " ş T 2 upxqdx for an integrable function u. The stochastic process tW ptq; t P r0, T su is a cylindrical Wiener process evolving on a given separable Hilbert space H 0 .We assume that the initial condition ξ, the velocity field u as well as the pressure is periodic in the following sense upx`2πe i , tq " upx, tq, x P R 2 , t P r0, T s.
where e 1 , e 2 is the canonical basis of R 2 . In what follows when we refer to problem (1.2) we always mean the system (1.2) with the boundary condition (1.3).
Denoting by A the Stokes operator and Cprot v, uq the projection of rot vˆu onto the space of square integrable, divergence free and periodic functions with zero mean, see Subsection 2.1, the 
v " u`αAu, up0q " ξ.
In contrast to the deterministic result, there are only few works related to problem (1.2) . By using the method elaborated in [13] the global existence of both martingale and strong (in the stochastic calculus sense) solutions were proved in [49] , [51] , [11] . Convergence of the solution of (1.2) to the weak martingale solution of the two dimensional stochastic Navier-Stokes equations was established in [50] . Existence of a global weak martingale solution for the grade-two fluids driven by external forcing of Lévy noise type is shown in [30] . Some important results related to the problem (1.2) were recently proved in [64] , [59] and [65] . By Odasso's exponential mixing criterion [45] it was shown in [59] that the problem (1.2) has a unique invariant measure which is exponentially mixing.
The large and moderate deviation estimates for the solution to (1.2) were respectively established in [64] and [65] by the weak convergence method of Budhiraja and Dupuis [5] .
Our interest in this paper is related to Large Deviations Principle (LDP) and Moderate Deviations Principle (MDP) in small noise diffusion. Roughly speaking, in the study of MDP one is interested in probabilities of deviations of lower speed than in the classical LDP. In small diffusion (the coefficient of the noise is usually multiplied by ε Observe that since since λpεq converges to 8 as slow as desired, then the MDP bridges the gap between the Central Limit Theorem and the LDP. We refer, for instance, to [29] and [35] for more detailed explanation and historical account of the MDP. We refer, for instance, to [4] , [2] , [3] , [12] , [64] , [65] [5], [6] , [12] , [19] , [37] , [39] , [62] , [61] , [60] and references therein for a small sample of results from the extensive literature devoted to MDP and LDP for stochastic differential equations with small noise.
Viscosity limit and deviations principles for a grade-two fluid driven by multiplicative noise
5
In this paper we will study the LDP and MDP for the inviscid model of grade-two fluids. For this purpose we assume that the coefficient of the noise is multiplied by the square root of the viscosity which is denoted by ε and analyse the asymptotic behaviour, as ε Ñ 0, of the trajectories family of pu ε q εPp0,1s and´ε´1 2 λ´1pεqru
where λp¨q is a function satisfying (1.4) and u is the solution to the deterministic system
System (1.5) is the inviscid model of the grade-two fluid and is known in the literature as the Lagrangian Averaged Euler (LAE) equations. Many prominent mathematicians have studied the LAE equations and their studies have generated several important results. Without being exhaustive we refer to [23] , [33] , [42] , [63] , [9] , [7] , [38] , [40] , [41] and references therein for the amount of mathematical results related to the theory of LAEs.
In order to describe the main results of the paper, let us denote by V the subspace of the Sobolev space H 1 pTq consisting of periodic, divergence free functions that have zero mean, and by W the subspace of V consisting of functions v P V such that rotpv´α∆vq P L 2 pT 2 q. Roughly speaking, the main results in this paper can be summarized in the following theorem.
Theorem. Let s P t0, 1u. we only have an LDP in Cpr0, T s; DpA 1`s 2and why we are unable to treat the case s P p0, 1q.
In this paper we present a unifying approach to the LDP and MDP for the solution to (1.2) instead of giving two separate proofs of these two results. To this end, we fix δ P t0, 1u and consider the following problem
where u is the unique solution to (1.5), v " u`αAu, and λ δ , δ P t0, 1u, is defined by
(1.7)
The major part of the present paper is devoted to the proof of the following result.
2be a map which is Lipschitz continuous with respect to the L 2 -norm . Then, the family of solutions pu ε,δ q εPp0,1s to (1.6) satisfies an LDP on Cpr0, T s; DpA 1`s 2with speed ε´1λ 2 δ pεq.
The items (LDP) and (MDP) in the former theorem follow from the latter theorem. In fact, for δ " 0 problem (1.6) is exactly the problem (1.2) and, by the definition of λ δ , the LDP speed ε´1λ 2 0 pεq is equal to ε´1. For δ " 1 problem (1.6) reduces to satisfies an LDP on Cpr0, T s; Wq with speed λ 2 pεq.
As in [64] , [65] , [2] , [3] and [12] our proof is based on weak convergence approach to LDP and Budhiraja-Dupuis' results on representation of functionals of Brownian motion, see [5] and [6] .
However, we should mention that in addition to the presentation of a unifying approach to LDP and MDP for the grade-two fluids our paper differ from [64] and [65] in the following respect:
1. in contrast to [65] our estimates are uniform with respect to the viscosity, and thus as in [2] and [3] we are allowed to let the fluid viscosity, which is denoted by ε, to converge to zero.
2. While the authors in [64] and [65] were only able to prove their LDP and MDP results on the bigger space Cpr0, T s; Vq, we are able to establish our results on the smaller space Cpr0, T s; DpAqq under the same assumptions as in the [64] and [65] . Imposing further regularity on the noise and the initial data we are able to prove the LDP and MDP on Cpr0, T s; Wq.
3. Finally, unlike in [64] and [65] we directly work with the infinite dimensional solution u ε,δ instead of using their finite-dimensional projection (Galerkin approximation).
We should also note that some parts of our proofs also differ to the approaches used in several papers that deal with the LDP for hydrodynamical models with small noise, see [12] , [19] , and other models [37] , [39] and [62] . We postpone the description of this difference to Remark 3.17 as it requires the introduction of additional notation and technical terms. We are mainly inspired by [2] and [3] , but our model does not fall in their frameworks. In fact, the viscous models considered in [2] and [3] are parabolic semilinear evolution equations and in this paper we are dealing with non-parabolic fully nonlinear PDEs. The main difference also lies in the techniques used for the derivations of uniform estimates. We finally note that we were also very much inspired by the recent paper [4] .
To close this introduction we outline the structure of the paper. In section 2 we introduce the notations and recall or prove elementary results frequently used in the paper. In what follows we still denote by X the space of R 2 -valued functions such that each component belongs to X. We also introduce the following spaces
It is well-known, see [57] , that H and V are the closure of . Observe that in the space V, the norm ¨ is equivalent to the norm generated by the following scalar product ppu, wqq α " pu, wq`αppu, wqq, for any u w P V.
More precisely, we have
From now on, we will equip V with the norm u α generated by the inner product defined in (2.1).
Note that we also have the equivalence of norms
where as in [47] any two dimensional vector u " pu p1q , u p2is identified with the three dimensional vector pu p1q , u p2q , 0q, androt u " p0, 0,
Bx2 q is identified with the scalar
We also introduce the following space
which is a Hilbert space equipped with the norm generated by the following scalar product ppu, vqq W "protpu`αAuq, rotpv`αAvqq, @u, v P W, see [15] . Note that for v P V, α rot Av P L 2 pT 2 q is understood in the weak sense. We recall that there exist constants c 2 , c 3 ą 0 such that for all u P W
see [15] .
For any Banach space B we denote its dual by B˚and by xf , vy the action of any element f of
B˚on an element v P B. By identifying H with its dual space H˚via the Riesz representation,
we have the Gelfand-Lions triple
where each space is dense in the next one and the inclusions are continuous. It follows from the above identification that we can write xv, wy " pv, wq, (2.5)
for any v P H, w P V.
Some useful results and inequalities
In this subsection we will prove several results which are essential for the subsequent analysis.
Let p i , i " 1, 2, 3, be three positive numbers satisfying
By Hölder's inequality, there exists a constant K 0 ą 0 such that for any ψ i P L pi ,i P t1, 2, 3u
In particular, we formulate the following lemma which is a consequence of the last observation and the definition of cp¨,¨,¨q. (ii) Remark that the identity (2.7) implies that for any y P L 2 , v P V, w P V xCpy, vq, wy "´xCpy, wq, vy.
(iii) Observe also that due to the continuous embedding
We will state and prove an important lemma later on, but for now let us introduce few additional notations. Let p i be positive numbers satisfying ř 3 i"1 p´1 i " 1. We define the well-known trilinear form b used in the mathematical theory of the Navier-Stokes equation by bpψ, φ, ϕq " pψ¨∇φ, ϕq
for any ψ P L p1 , φ P W 1,p2 and ϕ P L p3 . We recall the following properties of b which can be proved first for smooth functions and then for less regular ones by using standard density argument, see for instance [57, Chapter 2, §1] and [16, Chapter 6].
1. Let p i , i P t1, 2u, be numbers such that p´1 1`2 p´1 2 " 1. If ψ P L p1 is divergence free and
The identity (2.10) implies that if p i , i P t1, 2, 3u, are numbers satisfying
2. There exists a constant K 2 ą 0 such that
(2.12)
We now give the following identity
The above identity is proved first for smooth functions and then extended to less regular functions by using standard density argument. We refer to [13] and [1] for the detail of the proofs.
We are now ready to state and prove the important lemma we alluded earlier.
Lemma 2.3. There exists a constant K 3 ą 0 such that
Proof. The proofs of the two inequalities (2.14) and (2.15) are very similar, hence we will only prove (2.14). Let us fix φ P W, ψ P V and ϕ P W. From (2.6) and (2.13) we infer that xCprotpφ´α∆φq, ψq, ϕy " bpψ, φ, ϕq´bpϕ, φ, ψq´αpbpψ, ∆φ, ϕq`bpϕ, ∆φ, ψqq.
We will only estimate the last two terms of the above identity since the first two terms can be estimated from above by the right-hand side of (2.14) by using (2.12). For this aim we observe that by an integration-by-parts bpψ, ∆φ, ϕq "
from which along with Hölder's inequality we infer that there exists a constantK 1 ą 0 such that
Using Sobolev inequalities we readily infer that there exists a constantK 2 ą 0 such that
Similarly, there exists a constantK 3 ą 0 such that
Owing to the equivalence of the norms ϕ H 3 and ϕ W , see (2.4), we easily derive the estimate (2.14) from the last two estimates.
For φ P W, ψ P W and ϕ P V we infer from (2.8) that xCprotpφ´α∆φq, ψq, ϕy "´xCprotpφ´α∆φq, ϕq, ψy.
With this in mind we can prove (2.15) with the same argument as we used for the proof of (2.14).
This completes the proof of the lemma.
Main results
This section, which is divided in several subsections, is devoted to the statement and proof of our main results.
The standing hypotheses on the noise coefficient
Throughout we fix a complete filtered probability space U :" pΩ, F , F, Pq where the filtration F " tF t ; t P r0, T su satisfies the usual conditions. We also fix two separable Hilbert spaces H 0 and H such that the canonical injection ι : 
where tβ j ; j P Nu is a sequence of mutually independent and identically distributed standard Brownian motions, th j ; j P Nu is an orthonormal basis of H consisting of eigenvectors of Q and 
We denote by L 2 pH 0 , Kq the Hilbert space of all operators Ψ P L pH 0 , Kq satisfying 
is a K-valued martingale. Moreover, we have the following Itô isometry
and the Burkholder-Davis-Gundy's (BDG's) inequality
We now give the standing hypotheses on the coefficient of the noise G. (a) Note that Assumption (Gs) implies that there exists a constant c 5 ą 0 such that
for any u, v P V.
(b) Assumption (Gs) with s " 1 yields that there exists a number c 6 ą 0 such that
(c) Owing to the first two items, if u P M 2 T pVq, then rot Gpuq, as well as ∇ rot Gpuq, belongs to
(d) Item (a) was very important in [52] for the proof of the existence of weak martingale solution to (1.2).
Statement of the main results
In order to state our main results we briefly recall few definitions and theorems from LDP theory.
Let E be a Polish space and BpEq its Borel σ-algebra. We also consider a function λ : p0, 1s Ñ p0, 8q satisfying (1.4), i.e., λpεq Ñ 8 and ε 1 2 λpεq Ñ 0 as ε Ñ 0.
For δ P t0, 1u we introduce the function λ δ defined by
Remark 3.4. From the definition of λ δ and the properties of λ we derive that for δ P t0, 1u
These notations will be used to describe the unifying approach to the LDP and MDP results stated in the first theorem of the introduction.
In the following propositions we give some results related to the well-posedness and regularity of the solution to (1.5) and (1.6).
Proposition 3.5. For any ξ P W the problem (1.5) has a unique solution u P Cpr0, T s; Wq satisfying (1.5) in the weak sense and
where R 0 ą 0 is a constant depending on α, T and ξ W only.
If in addition ξ P DpA 3`s 2 q, s ě 1, then u P L 8 p0, T ; H 3`s q and there exists a constant R 1 ą 0 (which may depend on α, T and ξ H 3`s ) such that
Proof. This proposition is a corollary of Theorem B.1 and Theorem B.2. In fact the existence and uniqueness of a solution u P Cpr0, T s; Wq follows from setting ϕ " 0, δ " 0, h " 0 in Theorem B.1. The regularity result follows from Theorem B.2.
Proposition 3.6. Let δ P t0, 1u, ξ P DpA 3`δ 2 q and p P r1, 8q. If Assumption (Gs) is satisfied with s " 0, i.e.,(G0), then the problem (1.6) has a unique solution u ε,δ P Cpr0, T s; Wq satisfying
where R 2 ą 0 is a constant which may depend on ε P p0, 1q.
Proof. For δ " 0 the problem (1.6) reduces to the stochastic model for grade-two fluid. Under Assumption (G0) it is proved in [52] , see also [49] , that for δ " 0 problem (1.6) has a weak martingale solution satisfying (3.8) and which is pathwise unique. Thus, by the Watanabe-Yamada's theorem, see [48] , it has a unique strong solution; see also [51] for a direct proof of the existence and uniqueness of a strong solution.
For δ " 1 the problem reduces to (1.8) whose existence of solution can be easily proved using
Galerkin approximation as in [49] and [65] . Here the assumption ξ P DpA 2 q is necessary to ensure that u P L 8 p0, T ; DpA 2which in its turn enables us to rigorously justify all the required steps to derive the estimate (3.8) for the Galerkin solutions. We refer to [65, Lemma 5.2] for the stochastic case and Theorem B.1 for the deterministic case. Thanks to Assumption (G0) one can prove by arguing as in [52] that if it has a solution then it is pathwise unique. In fact, under the theorem assumption it is not difficult to check that u ε,1 :" ε´1 2 λ´1pεqru ε´u s satisfies (1.8) and hence the only solution.
Remark 3.7. (i) The estimate in Proposition 3.6 may explode as ε is approaching zero, but we will later on derive new and uniform estimates which are of the essence for our analysis.
(ii) We used the result from [65] to justify the existence of solution to (1.6) for δ " 1, but our results does not follow from [65] . In fact, [65, Lemma 3.1] was crucial for the validity of the results in [65] , but the proof of this crucial step depends on [15, Theorem 3.6] which in its turn relies on estimate which explode when the viscosity ν " ε Ñ 0, see for instance [15, Eq. (4.11) ].
(iii) The existence and uniqueness of a strong solution to (1.6) enables us to define a Borel measur-
ξ pW q is the unique solution to (1.6) on the filtered probability space pΩ, F , F, Pq with the Wiener process W .
In order to describe the rate functions associated to the LDP and MDP results, we also need to introduce few additional notations and auxiliary problems. For fixed M ą 0 we set
The set S M , endowed with the weak topology
where pẽ k , k ě 1q is an orthonormal basis for L 2 p0, T ; H 0 q, is a Polish (complete separable metric)
space, see [6] .
We also introduce the class S as the set of H 0´v alued pF t q´predictable stochastic processes h such that
Now, for δ P t0, 1u, ξ P W and h P L 2 p0, T ; H 0 q we consider the following problem
where u P Cpr0, T s; Wq is the unique solution to (1.5) and v " u`αAu.
Proposition 3.8. Let δ, s P t0, 1u, ξ P DpA 3`s`δ 2 q and Assumption (Gs) hold. Then for any h P L 2 p0, T ; H 0 q the system (3.11) has a unique solution u
Moreover, if h P S M , M ą 0, then there exists a deterministic positive constant R 3 ą 0 (which may depend on M , T , α and }ξ We will see later on, see Remark 3.15 , that this map is in fact Borel measurable.
We are now ready to state our main results.
Theorem 3.9. Let δ, s P t0, 1u, ξ P DpA As usual, we understand that inf H " 8.
Proof. The proof of this theorem wil be given in the next subsection.
We can divide the result in the above theorem into two parts which will form the following two corollaries. They give the LDP and MDP on Cpr0, T s; DpA 1`s 2 qq, s P t0, 1u, for the solution u ε to (1.2). satisfies an LDP on Cpr0, T s; DpA 1`s 2with speed λ 2 pεq and rate function I 1 given by
In both corollaries we understand that inf H " 8.
To close this subsection we should state the following important remark.
Remark 3.12. We only considered the case s P t0, 1u because we are unable to prove the results in Proposition 3.5 for s P p0, 1q. In particular, we are unable to prove that the solution u to (1.5)
belongs to Cpr0, T s; Wq X L 8 p0, T ; H 3`s q for s P p0, 1q. Here, the main issue is that the proof of Proposition 3.5 uses the results of Theorem B.1 and B.2 which in their turn depend on the commutator estimate (B.11) which to our knowledge is only true for s ě 1.
Since ξ P DpA (i) the proof of the LDP relies in particular on Proposition 3.14 with δ " 0 which requires that ξ P DpA 3`s 2 q for a compactness of the level sets K M in Cpr0, T s; DpA 1`s 2 qq. This is more transparent in the proof of the case s " 0, see proof of (5.6) on page 32.
(ii) For the case s " 1 we do not know whether the solution of the non-viscous model belongs to Cpr0, T s; DpA 2 qq. In fact, we only know that it is an element of Cpr0, T s; DpA 3 2X L 8 p0, T ; H 4 q.
Proof of Theorem 3.9
This subsection contains the proof of the main result stated in Theorem 3.9. The proof will use Budhiraja and Dupuis' representation of functional of Brownian motion and the weak convergence approach to LDP, see [5] , [6] and Appendix A, and requires several auxiliary results whose proof will be postponed to subsequent sections or subsections.
Let δ P t0, 1u, ξ P W and h P S . We consider the following stochastic system
where u is the solution to (1.5) and v " u`αAu.
Proposition 3.13. Let δ P t0, 1u, ξ P V X DpA , M , T , α and p) such that
The proof of Theorem 3.9 heavily relies on the following two propositions.
Proposition 3.14. Let δ, s P t0, 1u and ξ P DpA
Proof. The proof of this proposition will be given in Section 5. Proposition 3.16. Let M ą 0, ph n q nPN Ă S M , h P S M , and pε n q nPN Ă p0, 1s be a sequence converging to 0. Also, let δ, s P t0, 1u and ξ P DpA [4] and we believe it is much shorter and simpler than the one we outlined above. Now, we give the promised proof of our theorem.
Proof of Theorem 3.9. Owing to Propositions 3.14 and 3.16 the assumptions (A1) and (A2) of Theorem A.2 are satisfied on E s " Cpr0, T s; DpA 1`s 2 qq, s P t0, 1u. Thus, we infer that for δ and s P t0, 1u the solution u ε,δ to (1.6) satisfies an LDP on Cpr0, T s; DpA 1`s 2with speed ε´1λ Before we proceed to the next section we state the following remarks. This section is devoted to the proof of Proposition 3.13 which will be divided into parts.
Proof of Proposition 3.13. Part I: Well-posedness of problem (3.16).
Since h P S we have
Thus, by Girsanov's theorem there exists a probability measure P h such that
hprqdW prq¸, and the stochastic processW p¨q :" W p¨q`ε´1 2 λpεq ş¨0 hprqdr defines a cylindrical Wiener process evolving on H 0 and defined on the filtered probability space pΩ, F , F, P h q. We now infer from Proposition 3.6 that on pΩ, F , F, P h q the problem (1.6) with driving noiseW admits a unique strong solution u In order to complete the proof of Proposition 3.13, we need to establish (3.17) . For this aim we fix M ą 0 and h P S M and we prove the following result.
Claim 1.
There exists a constant R 5 ą 0, which depends only on M , p, T , α and ξ W , such that for any ε P p0, 1s
Er sup
Proof of Claim 1. To alleviate the notation we will denote by u ε and u the solution to (3.16) and (3.11), respectively. We will also set
z " rotpu`αAuq, ξ δ " p1´δqξ. By denoting the identity map on V by Id and using the bilinear map defined in Lemma 2.1, we can rewrite the first identity in (3.16) in the following form pId`αAqu ε ptq`ż t 0 pεAu ε prq`λ δ pεqCpz ε prq, u ε prqq`δrCpz ε prq, uprqq`Cpzprq, u ε prqqsq dr
for any t P r0, T s. For the sake of simplicity, we will set A :" pId`αAq´1˝A,
With this in mind, we derive from (4.2) that any solution u ε of the problem (3.16) with the initial condition ξ δ P W satisfies, P a.s.
for any t P r0, T s. Let pτ q PN be the sequence of stopping times defined by τ " inftt ě 0 : |rotpu ε ptq`αAu ε ptqq| ě u^T.
Observe that thanks to (3.8) we infer that τ Ñ T a.s. as Ñ 8. we obtain
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Using Cauchy-Schwarz's inequality, Young's inequality and (3.6) we show that there exists a constant C 0 ą 0 such that for any ε ą 0 and ě 1
From (2.15) and (3.6) we infer that there exists a constant C 1 ą 0 such that for any ε ą 0 and
Using Assumption (Gs) with s " 0, Young's inequality and (3.6) we can find constants C 2 ą 0 and C 3 ą 0 such that for any ε ą 0 and ě 1
and
Since h P S M , applications of Cauchy-Schwarz's inequality, Assumption (Gs) with s " 0, Young's inequality and (3.6) imply that there exists a constant C 4 ą 0 such that for any ε ą 0 and ě 1
P. A. Razafimandimby
Collecting all these inequalities together yields
where C i , i " 5, . . . , 9, are positive constants which may depend on ξ W , T , α, p, but not on ε, ě 1 and δ.
From Burkholder-Davis-Gundy's (BDG's) inequality, Assumption (Gs) with s " 0, CauchySchwarz's and Young's inequalities we infer that there exists a positive constant C 10 such that for any ε ą 0, ě 1 and θ ą 0 we have
Hence, for t P r0, T s we have, with probability 1,
where we have set
Now, observe that by the definition of λ δ pεq, ελ´ δ pεq Ñ 0, P t1, 2u, as ε Ñ 0. Hence, for any ε 0 ą 0 one can find positive constantsC 0 ,C 1 ,C 2 andC 3 such that for any ε ą 0 and ě 1 ż T 0 Ψ ε,δ prqdr ďC 0 with probability 1, Φ ε,δ ďC 1 , C ε,δ 11 ďC 2 , and C ε,δ 12 ďC 3 .
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The constantsC i , i P t0, . . . , 3u, may depend on ξ , ε 0 , p, T , and δ, but they do not depend on ε ą 0 and ě 1. Now, choosing the constant θ ą 0 so that 2θeC 0 ď 1 and applying [12, Lemma A.1] yield
ErXpt^τ q`2pεY pt^τ qs ď R 5 , (4.5)
where R 5 " R 5 p ξ W , p, ε 0 , T q does not depend on ε P p0, 1s, h P S M and P N. Letting Ñ 8
now completes the proof of Claim 1.
We now proceed to the proof of (3.17). We keep the notations in the proof of Claim 1 and we also set w ε " rot u ε and w " rot u.
With these notations in mind we observe that z ε satisfies
whereG " rot G and z δ 0 :" p1´δq rotpξ`αAξq. Now, let P C 8 pT ∈ q be an even, smooth function such that its support is compact and lies within a ball of T 2 , and the ball lifts homeomorphically to the universal covering R 2 . We also assume that ş T 2 pxqdx " 1. For each k P N we set k p¨q " k 2 pk¨q and define the convolution operator J k by J k f " k˚f . We refer to Appendix C for several important properties of J k . For the sake of simplicity we set u k " J k u for any distribution u. The process z
We now apply Itô's formula to the function x Þ Ñ x 2 and z ε k to obtain
where we have used (2.10) to justify that
Thanks to Lemma C.1, Propositions C.1 and C.3 we can argue as in [52, Proof of Theorem 2.9(b),
page 60] and prove that
Now, applying Itô's formula to the map x Þ Ñ x p and |z ε | 2 yields 8) whereG˚p¨q is the adjoint ofGp¨q and f ppq :" 2ppp´1q. Using the Cauchy-Schwarz and Young inequalities, the norms equivalence (2.3), the Sobolev embedding V Ă W and (3.6) we show that there exists a constant k 0 ą 0 such that for any ε ą 0 and ě 1 2p
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From Remark 3.1(a), Young's inequality and (3.6) we derive that
for some constant k 3 ą 0 which does not depends on ε P p0, 1s, δ P t0, 1u and ě 1. In an almost similar way we prove that there exists a constant k 4 ą 0 such that for any ε P p0, 1s and ě 1 2ppp´1qελ´2 δ pεq
Finally, there exists a constant k 5 ą 0 such that for any ε P p0, 1s and ě 1
From these inequalities and (4.8) we infer that , T , α and p, but not on ε and ě 1. Using the same argument as in the proof of (4.4) and (3.6) we infer that for any θ ą 0
where R 5 is the constant from (4.5) andc 7 is a positive constant which does not depend on ε and . Thus, settingX
we see that for t P r0, T s we have with probability 1
where θ ą 0 is an arbitrary constant and
Observe that from Proposition 3.5 we can find a deterministic positive constantK 2 such that for any ε P p0, 1s
ε,δ prqdr ďK 2 with probability 1.
We now argue as in the proof of (4.5) and infer that one can find a positive constantK 3 , which may depend on p, T, α and ξ , but not on ε such that
This completes the proof of (3.17) and Proposition 3.6.
Proof of Propositions 3.14 & 3.16
This section is devoted to the proof of the crucial Propositions 3.14 and 3.16. 
Proof of Proposition 3.14
We will now give the proof of Proposition 3.14. For this purpose we fix δ P t0, 1u, a constant M ą 0 and consider a sequence ph n q nPN Ă S M which weakly converges to h P S M . Let u δ n (resp. u δ ) be the solution to (3.11) corresponding to h n (resp. h). By Proposition 3.8 we have
Using (2.9) and Assumption (Gs) we easily derive that there exists a constantR 1 ą 0 such that for any n P N
which along with (5.1) and (3.6) we infer that there exists a constant R δ 6 ą 0 such that
These two estimates, Banach-Alaoglu's theorem and the celebrated Aubin-Lions-Simon compactness theorem, see [56, Corollary 4] , implies that one can extract a subsequence, which is not relabeled, from pu δ n q nPN such that
for any θ P p0, 1s. Arguing as in [14] or [15] we can show thatū δ solves (3.11) and by uniqueness of solution we infer thatū δ " u δ . The uniqueness of solution also implies that the whole sequence strongly converges to u δ in Cpr0, T s; DpA 1´θ 2 qq, θ P p0, 1s. Note also that from (5.1) and (5.3) we infer that the function z for a constantR 3 ą 0 independent of n. Now we will divide the proof into two parts: the case s " 0 and s " 1. This completes the proof of Proposition 3.14 for the case s " 0.
Case s " 1. To prove the Proposition for the case s " 1 we shall show that z δ n Ñ 0 strongly in Cpr0, T s; Wq.
To this aim, we first observe that z δ n solves
We have the following identity
The proof of this identity uses the same regularization argument as in the proof of (3.17) and is omitted. We now invoke (2.12) and (2.4) to infer that there exists a constant R 11 ą 0 such that 9) where for each n P N the linear map T δ n : L 2 p0, T ; H 0 q Ñ Cpr0, T s; Rq is defined by Plugging this inequality in (5.9), using Gronwall's and the assumption h n P S M yield
(5.12)
Now we claim that as n Ñ 8 13) from which altogether with (3.7) completes the proof Proposition 3.14 for the case s " 1.
In order to complete the proof of the whole proposition, it remains to prove (5.13). To this end, we notice that thanks to the Assumption (Gs), Remark 3.1(a) and the estimate (5.5), the family pGpδu`p1´δqu δ qψp¨q, z δ n p¨qq, ψ P S M , is uniformly bounded in L 2 p0, T ; H 0 q. Thus, for each n P N the linear map T δ n is bounded and compact. Next, owing to the estimate (5.5) we can and will assume that there exists z
which implies that as n Ñ 8
where ¨ denotes the operator norm. Thus, the compactness of T n , n P N, and the weak convergence of h n to h implies as n Ñ 8. This completes the proof of Proposition 3.14. Owing to estimate (3.12) and (3.17) one can find N ą 0 such that
Thus, thanks to (5.25) and (5.26) we infer that for all n large enough
which completes the proof of Lemma 5.1 for s " 0.
In order to prove the lemma for s " 1, we first recall that ω for any β ą 0 and a certain constant R 20 ą 0 independent of n.
Collecting all these inequalities we obtain that P-a.s. Next, let γ ą 0 and κ ą 0 be arbitrary numbers. It is not difficult to check that
Owing to estimate (3.12) one can find N ą 0 such that Proof of Lemma 5.2. Before diving into the depth of the proof we recall that S M is a Polish space when endowed with the metric defined in (3.9). Now, since, by assumption, h n Ñ h in law as S Mvalued random variables, we can infer from the Skorokhod's theorem that one can find a probability space pΩ,F,Pq on which there exist S M -valued random variablesh n ,h having the same laws as h n and h, respectively, and satisfyingh
From the last property and Proposition 3.14 we derive that for s P t0, 1u
Observe that Proposition 3.14 implies in particular that Γ 0,δ ξ : S M Ñ Cpr0, T s; DpA 1`s 2is continuous. Hence, from the equality of the laws of h n (resp. h) andh n (resp.h) we infer that the laws of Theorem A.1. Let Γ : Cpr0, T s; H 0 q Ñ R be a bounded, Borel measurable function. Theń
Now, let E be a Polish space, pΨ ε q εPp0,1s a family of Borel measurable maps from Cpr0, T ; H 0 sq onto E, and pX ε q εPp0,1s a family of E-valued random variables.We have the following result which can be proved by using Assume that there exists a Borel measurable map Ψ 0 : Cpr0, T s; H 0 q Ñ E such that the following hold:
(A1) if phεq εPp0,1s Ă S M , M ą 0, converges in distribution to h P S M as S M -valued random variables, then Ψ ε pW` pεq ş¨0 hεprqdrq converges in distribution to Ψ 0 p ş¨0 hprqdrq.
(A2) For every M ą 0 the set K M " tΨ 0 p ş¨0 hprqdrq : h P S M u is a compact subset of E.
Then, the family pX ε q εPp0,1s satisfies an LDP with speed 2 pεq and rate function I given by 
B Some very important auxiliary results
Let H 0 be as in Appendix A. We will prove the following theorem.
Theorem B.1. Let δ P t0, 1u, ϕ P L 8 p0, T ; DpA 3`δ 2 qq, η " ϕ`αAϕ, h P L 2 p0, T ; H 0 q and ξ P W. If G satisfies Assumption (Gs) with s " 0, then there exists a unique u δ h P Cpr0, T s; Wq satisfying: for any φ P W pBtv δ , φq`p1´δqpCprot v δ , u δ q, φq`δpCprot v h , ϕq`Cprot η, u where F δ h " Gpδϕ`p1´δqu δ h qh. If furthermore ξ P DpA 2 q, ϕ P L 8 p0, T ; DpA 2`δ 2and G satisfies Assumption (Gs) with s " 1, then u δ h P Cpr0, T s; Wq X L 8 p0, T ; H 4 q.
from which along with Cauchy-Schwarz's inequality, the Sobolev embedding V X L 8 Ă W, Assumption (Gs) and where R δ pξ, h, ϕq denotes the term in the right-hand side of (B.4).
With these estimates at hand we can infer that the family pu δ q PN is uniformly bounded in L 8 p0, T ; Wq. Thanks to Assumption (Gs), (B.4) and (B.7) we can easily prove that pBtv δ q PN is uniformly bounded in L 8 p0, T ; L 2 q. Now we can pass to the limit to complete the existence of a solution u 0 h P Cpr0, T s; DpAqq X L 8 p0, T ; Wq. The continuity of u 0 h : r0, T s Ñ W was established in [44] and in the recent paper [52] . The uniqueness of the solution can also be established as in [8, Section 4] , see also [15, Theorem 3.6] .
It now remains to prove the second part of the theorem. Firstly, using the same argument as in [15, Lemma 5.5] one can show that z δ h " rot v δ h P L 8 p0, T ; L 2 q is the unique solution to
Btz`rp1´δqu δ`δ ϕs¨∇z " g δ h (B.8a)
zp0q " rotpξ δ`α Aξ δ q, (B.8b)
where g δ h :" rot F δ h´δ u δ¨∇ rot η P L 2 p0, T ; H 1 q. Thanks to Assumption (Gs) with s " 1, (B.7) and the assumption ϕ P L 8 p0, T ; DpA 2`δ 2 qq, we have g δ h P L 2 p0, T ; H 1 q. Thus, from Theorem B.2, see below, we infer that z δ h P L 8 p0, T ; H 1 q or equivalently u δ P L 8 p0, T ; H 4 q. This completes the proof of our theorem.
We now state and prove the following result which was already used in the previous theorem.
Theorem B.2. For s P r1, 8q let θpsq "
Let ψ P L 8 p0, T ; DpA θpsq 2 qq, g P L 2 p0, T ; H s q and z 0 P H s . Then, there exists a unique z P L 8 p0, T ; H s q satisfying Btz`ψ¨∇z " g, (B.9a)
zp0q " z 0 .
(B.9b)
Proof. We will follow the approach in [15, Lemma 5.2] and only outline the main idea of the proof. The existence is derived from Galerkin approximation based on an orthonormal basis tψ j ; j P Nu consisting of the eigenfunctions family of the spectral problem ψ j P H s and pψ j , φq`pp´∆q s 2 ψ j , p´∆q s 2 φq " α j pψ j , φq for any φ P H s .
Viscosity limit and deviations principles for a grade-two fluid driven by multiplicative noise 43 Or equivalently ψ j P H s and ψ j`p´∆ q s ψ j " α j ψ j , which implies that each ψ j is smooth as we want. Now, for each P N we denote by P the orthogonal projection from H s onto Y :" spantψ 1 , . . . , ψ u and we let z pt, xq " ř j"1 r j ptqψ j pxq be the solution to the following system of ODEs pBtz , ψ i q`pψ¨∇z , ψ i q " pg, ψ i q, for all i P t1, . . . , u, z p0q " P z 0 .
Multiplying the above system by α i r i and summing over i P t0, . . . , u yields One can now pass to the limit to complete the proof of the existence result.
We omit the proof of the uniqueness because it is easy as we are dealing with a linear transport problem with regular coefficient.
C Results on regularization by convolution
Let P C 8 pT 2 q be an even, smooth function such that its support is compact and lies within a ball on the torus, and the ball lifts homeomorphically to the universal covering R 2 . We also assume that ş T 2 pxqdx " 1. For each k P N we set k p¨q " k 2 pk¨q and define the convolution operator J k by J k f " k˚f .
We state the following result which is very crucial for the analysis in this paper.
Lemma C.1. Let ψ P L 2 p0, T ; W 1,8 pT 2and ϕ P L 8 p0, T ; L 2 pT 2 qq. Then, as k Ñ 8
We also recall the following properties of J k , see for instance [18] and also [52 Proposition C.2. For all f P L γ p0, T ; L s pT 2 qq, γ P r1, 8s and s P r1, 8s, we have
}J k f´f } L γ p0,T ;L s pT 2" 0.
(C.1)
Now, let W be a Wiener process with covariance Q as introduced in Subsection 3.1. We state the following proposition.
Proposition C.3. Let z, ζ P L 2 pΩ; L 8 p0, T ; L pH , L 2 pT 2be predictable processes. Then, there exists a subsequence of J k which is not relabeled such that
pzpsq, ζpsqdW q with probability 1 for all t P r0, T s, (C.2)
as k Ñ 8.
Proof. Thanks to Proposition C.2, the proposition is a corollary of [52, Proposition 6.7] , so we omit the proof.
