Introduction
There is now considerable variation in the timing and intensity of the HIV epidemic in different regions of the world [1] . Explanations for these differences, especially for the rapid and pervasive spread among heterosexual populations in sub-Saharan Africa, have focused on three factors: the rate of sexual partner acquisition [2] [3] [4] [5] , the impact of certain 'core groups' [6] [7] [8] [9] [10] [11] [12] , and the presence of other sexually transmitted diseases (STD) that may amplify HIV transmission [13] [14] [15] [16] . We investigate the potential impact of another factor: concurrent (or simultaneous) sexual partnerships. Concurrency need not change the rate of partner acquisition, it simply affects the overlap of partners over time. It represents an alternative to sequential monogamy, a different pattern in the general social organization of sexuality rather than a feature of 'core groups'.
Intuition and exploratory work in mathematical disease models [17] [18] [19] [20] suggest that concurrent partnerships will amplify the spread of an infectious agent such as
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Objective: To examine how concurrent partnerships amplify the rate of HIV spread, using methods that can be supported by feasible data collection.
Methods:
A fully stochastic simulation is used to represent a population of individuals, the sexual partnerships that they form and dissolve over time, and the spread of an infectious disease. Sequential monogamy is compared with various levels of concurrency, holding all other features of the infection process constant. Effective summary measures of concurrency are developed that can be estimated on the basis of simple local network data.
Results: Concurrent partnerships exponentially increase the number of infected individuals and the growth rate of the epidemic during its initial phase. For example, when one-half of the partnerships in a population are concurrent, the size of the epidemic after 5 years is 10 times as large as under sequential monogamy. The primary cause of this amplification is the growth in the number of people connected in the network at any point in time: the size of the largest 'component'. Concurrency increases the size of this component, and the result is that the infectious agent is no longer trapped in a monogamous partnership after transmission occurs, but can spread immediately beyond this partnership to infect others. The summary measure of concurrency developed here does a good job in predicting the size of the amplification effect, and may therefore be a useful and practical tool for evaluation and intervention at the beginning of an epidemic.
Conclusion:
Concurrent partnerships may be as important as multiple partners or cofactor infections in amplifying the spread of HIV. The public health implications are that data must be collected properly to measure the levels of concurrency in a population, and that messages promoting 'one partner at a time' are as important as messages promoting fewer partners.
HIV. From the viewpoint of the virus, there is less time lost after transmission occurs in waiting for the current partnership to dissolve, or between the end of one partnership and the beginning of another. In addition, the effect of partner sequence on exposure risk is reduced. Under serial monogamy each subsequent partner increases the risk of infection to a particular subject, so that earlier partners are less likely to be exposed to an infected subject than later partners. If partnerships are concurrent, much of the protective effect of the sequence is lost. Earlier partners remain connected to the subject, and can be exposed when the subject becomes infected by a later concurrent partner.
To formalize and quantify these intuitions we perform a simulation experiment of disease spread under different partnership scenarios. The simulations are based on a fully stochastic model, with a disease transmission process superimposed over a pair-formation and dissolution process in a heterosexual population. The scenarios are carefully structured to ensure that concurrency is not confounded with a simple increase in the number of partnerships. Comparisons across scenarios reflect the difference between, for example, having five partners in sequentially monogamous fashion, and five partners with some or all partnerships overlapping. Although HIV transmission is ultimately the topic of interest, we do not aim to capture the biological complexities of this particular disease (such as asymmetric or variable infectivity). Instead, we employ relatively simple biological assumptions and focus attention on the effects of concurrent partnerships. In the Discussion we will consider how the impact of concurrency might change under alternative assumptions.
Methods

Measuring concurrency
While concurrency is simply defined at the individual level by the number of partnerships a person has at any moment in time, a summary of the amount of concurrency present in a population turns out to be more difficult. We will use a graph theoretic summary index to define and measure concurrency. Although the approach initially appears complicated and abstract, the measure that results ultimately turns out to be quite simple, both to understand, and to estimate from data that are easily collected.
In what follows, we use the terminology of graph theory to describe aspects of the partnership network. The network is called a 'graph', persons are 'nodes', and partnerships are 'links'. The number of simultaneous partners a person has is called 'the momentary degree of a node', and the variation in degree is captured by the degree distribution, mean degree and degree variance in the graph.
The level of concurrency in a population clearly reflects some aspect of the momentary degree distribution. Degree mean alone is not a good measure when nodes can have degree 0, because averaging the links over isolates (persons without partners) and non-isolates obscures the simultaneity of interest in the partnerships. However, restricting the degree mean to non-isolates does not resolve this problem.
An example can be seen in Fig. 1a . The two contact graphs here both have five non-isolate nodes and four links; therefore, they have the same mean degree (whether the mean is based on all nodes, or on nonisolate nodes only). The pattern of concurrency, however, is critically different in the two graphs. One could argue that the second graph (graph II) has 'more' concurrency than graph I, as three nodes have concurrent partnerships in graph II, whereas only one node does in graph I. From an epidemiological perspective, however, graph I has the more efficient concurrency structure: transmission will be more rapid and less variable because the maximum distance between any two nodes in the network is only 2, compared with 4 in graph II. To distinguish the epidemiologically relevant aspect of concurrency we define a concurrency measure κ based on the 'line graph' of the original contact graph [21] . A node in the line graph transformation represents a partnership, and an link between two nodes indicates that they share a node in the original graph (i.e., they are concurrent partnerships). An example of the line graph, and how it varies with the different patterns of concurrency is given in Fig. 1b . The two panels are the line graphs of the original contact graphs in Fig. 1a . Every link in Fig. 1a becomes a node in Fig. 1b , and concurrent partnerships in Fig. 1a are connected by a link in Fig. 1b . The degree of a node in the line graph thus represents the number of partnerships that are adjacent to it. [Formally, let G(V,E) be the contact graph (as in Fig. 1a) , where the set of nodes V describes the N individuals of the population and the set E (subset of V × V) describes the existing partnerships. The line graph L of G [21] has as nodes the set E. Two nodes of L are linked if they are adjacent edges in G (i.e., they share a node of V).] Under sequential monogamy, the line graph is made up of isolates because no partnership is concurrent with any other. For a star-shaped pattern in the original contact graph, the associated line graph is completely connected. Other patterns fall in between.
We define our population level measure of concurrency κ as the mean degree of the line graph. It represents the average number of concurrent partnerships per partnership in the population. The measure takes the value 0 under sequential monogamy, is equal to 1 when every partnership is concurrent to one other on average, and in general equals the line graph degree mean when the momentary degree distribution is Poisson. Because partnerships are discrete entities, when κ lies between 0 and 1, it has a very simple interpretation and indicates the fraction of partnerships that are concurrent. The measure also has the useful property in that it converges to a simple function of the variance (σ 2 ) and the mean (µ) of the degree distribution of the original contact graph as the number of nodes grows large [22] :
The importance of this approximation is that it makes the measure easy to estimate from the available data. The approximation depends only on parameters from the original contact graph, so it can be estimated from local, rather than complete, network data [23] . Complete network data, that is, data on all nodes and links in a network, are both expensive and very difficult to collect. When dealing with sexual networks, such data would be virtually impossible to collect routinely. By contrast, local network data, that is, data on randomly selected respondents and their immediate partners only, are relatively easy and inexpensive to collect. One can rely on standard survey sampling techniques, and obtain information on the partner from the respondent so that no contact tracing is necessary. Local network data provide sufficient information for many epidemiological modeling purposes [24] . The fact that such data can also be used to estimate the epidemiologically relevant aspects of concurrency is fortunate, and it dramatically increases the usefulness of the measurement approach presented here.
It is interesting to note that the first two terms of the expression on the right hand side of equation 1 have been proposed as an approximation for the 'effective' mean contact rate when there is significant contact rate variability in the population [25] . This approximation was intended for the accumulation of sequentially monogamous partnerships, to measure variability in the number of partners per person over a period of time, rather than per person at a moment in time. There, as we also find here, variation amplifies the spread of infectious disease.
Simulation model
We simulate the spread of a disease through a population under 10 different scenarios, where the first scenario represents sequential monogamy, and the remaining nine scenarios represent increasing levels of concurrency. We will briefly outline the main assumptions of the model; a complete description of the modeling framework has been published elsewhere [22] .
The algorithm for producing the network and spreading the infection involves three separate processes: pair formation, pair dissolution, and disease transmission. Pair-formation and dissolution are controlled by a discrete-time Markov model. New partnerships form with a rate ρ, which depends on the number of partnerships already present, and existing partnerships separate with a constant rate σ, such that the total number of partnerships in the population fluctuates randomly around a constant average. This average is the same for all scenarios, and is held constant to ensure that concurrency is not confounded with a simple increase in the number of partnerships.
The momentary distribution of partnerships (Fig. 1) is independent of ρ and σ, and is varied over 10 levels to represent scenarios ranging from serial monogamy (individuals have no more than one partner at a time), to increasingly higher levels of concurrency (the momentary number of partners per individual is randomly distributed). This is accomplished by conditioning the probability of a new partnership on the current partnership status of each member of the pair. Under sequential monogamy, the probability of a partnership forming between two randomly selected persons is zero if either person has another partner. Under concurrency, this probability is (1 − ε) where ε ranges from [0] [1] and is decreased to increase the level of concurrency. Mixing between the partnership classes under concurrency is random, that is, individuals with many partners are as likely to pair with monogamous individuals as they are with multipartnered individuals (the impact of assortative and disassortative mixing is analysed in Morris and Kretzschmar [26] ). With the parameters chosen here, individuals have a momentary mean of just under one partner (range, 0-1 for monogamy, 0-4 for concurrency), accumulate an average of about 1.2 partners per year, and the typical partnership lasts about 6-7 months. As measured by κ, the fraction of partnerships that are concurrent ranges from 0 to 0.67. Because the total number of partnerships does not change, increasing the level of concurrency simply reallocates partnerships across the population, causing a change in distribution rather than in magnitude. The distributional change involves both an increase in the number of persons with concurrent partnerships, and a corresponding increase in the number of isolates.
The disease process begins by infecting a randomly selected person in a population with a stationary distribution of partnerships, defined as time t = 0. Disease transmission takes place within partnerships between susceptible and infected individuals at a constant rate of 0.05 per day. Each simulation is run for 5 years in a heterosexual population of 2000. For each of the 10 scenarios, 100 simulations are run with the same parameter values in order to observe variation in the epidemic outcomes. There are no vital dynamics or disease-related mortality.
Several aspects of this simulated network and associated epidemic outcomes are measured. The network structure is in dynamic equilibrium, so the summaries of this structure are calculated at the end of each 5-year run. The level of concurrency, κ, is calculated using equation 1 for each run, and the mean of the 100 runs is used for each scenario. The size of the largest component in the network is also recorded at the end of the run, as is the mean used for each scenario. Note that this is a measure of the momentary component size; additional nodes may have been connected over the course of the run but this is not measured here. The size of the epidemic is recorded at the end of the run; both the full distribution and the mean of the 100 runs for each scenario are presented (Figs 2 and 3 , respectively). The growth rate is estimated as the change in the log of the mean number of infected persons per unit time during the phase of the epidemic, where the number of persons infected is below (N/2) 1/2 , about 22 in this population (compare Jacquez and O'Neill [27] and Ball and Donnely [28] ). Here, again, the mean is taken over the 100 runs for each scenario.
Results
Concurrency dramatically increases both the size and the variability of an epidemic, as can be seen in Fig. 2 . Each panel in this figure represents the distribution of the number infected 5 years after the start of the epidemic for the 100 runs under the indicated value of concurrency. The 10 panels represent increasing levels of concurrency, starting with κ = 0 (serial monogamy) for panel 1, and rising to κ = 0.67 for panel 10. As concurrency rises, there are two corresponding shifts in the epidemic size distribution. First, the modal size increases. When one-quarter of the partnerships are concurrent (κ = 0.26, panel 5), the typical epidemic is three times as large by the end of 5 years as it is under sequential monogamy. When one-half of the partnerships are concurrent, the epidemic is about 10 times as large (panel 8).
The variability in epidemic size also rises, as can be seen by the increasing spread in the distribution as one moves from panels 1 to 10. Thus, although the epidemic is typically larger, the outcome is also more variable, making it more difficult to predict.
A summary of the relationship between concurrency and epidemic size is shown in Fig. 3 . The relationship is approximately linear on the log scale, so the impact of concurrency is quite large: the final number infected increases exponentially with κ. The regression estimate indicates that in this range of κ (i.e., 0-1, where it can be interpreted in percentage terms) for each 10% increase in the average number of concurrent partnerships the final epidemic size rises by a factor of roughly 40%. There are two things to keep in mind about this estimate. The first is that a full unit change in the average number of concurrent partnerships (κ) is a large change: for example, the increase from 0 to 1 represents the change from sequential monogamy to all partnerships being concurrent to one another (on average). Thus, the range examined here may represent most of the range that one would find in real populations. Second, one would expect this relationship to be valid only during the exponential growth phase of the epidemic, as in later phases saturation effects will prevail. The initial amplification of spread is quite large, however: under the conditions here, it would take over 50 years for the epidemic under monogamy to reach the size observed in 5 years under the higher levels of concurrency (further analysis of changes in the evolutionary path of the epidemic can be found in Morris and Kretzschmar [26] ).
Concurrency also increases the speed with which the epidemic spreads. Epidemic growth rate during the initial exponential phase of the epidemic is plotted against κ in Fig. 4 . During this phase, the rate of growth also appears to be a exponentially increasing function of κ. The regression estimate indicates that each 10% increase in the average number of concurrent partnerships raises the growth rate by about 12%. This is close to a linear effect.
Although these figures clearly demonstrate that concurrency has a large impact on transmission dynamics, they provide little insight into why. To understand the mechanism operating here, it is necessary to examine how concurrency changes the overall structure of the network. The key aspect of this change appears to be in the effect that concurrency has on increasing the size of the largest 'connected component': the number of nodes in the original graph that are directly or indirectly connected at any point in time. Under sequential monogamy, the maximum size of a connected component can not exceed 2. Under concurrency, by contrast, the maximum size of a connected component can become quite large: individuals have partners who are themselves connected to others, these others are again connected to additional persons, and so on.
The effect of concurrency on the average maximum component size are shown in Fig. 5 . Maximum component size ranges here from 2 for κ = 0 to around 20 for κ = 0.67 (it rises much higher when partnerships are of longer duration), and the effect of concurrency is roughly linear. This order of magnitude increase in the size of the largest network component explains the dramatic changes in the course of the epidemics simulated: concurrency creates a large, loosely structured, constantly shifting web of connected nodes in a network, enabling an infectious agent to spread rapidly and pervasively.
Discussion
Compared with sequential monogamy, a pattern of concurrent partnerships can dramatically change the early course of an epidemic, increasing the growth rate and the number infected exponentially. These findings are consistent with other recent studies of sexual mixing [24, 29] and core-group dynamics [30] , which show that the distribution of partnerships, and not simply their mean, is a critical factor for infectious disease transmission. Together, these studies strongly suggest the need for network-oriented survey design and intervention in AIDS prevention efforts. Although variable infectivity was not used in the models here, one can speculate that the effect of concurrency would be even stronger under that scenario. A short, early peak of infectivity would increase the likelihood that the virus would remain locked in an existing partnership after transmission under sequential monogamy. In contrast, under concurrency the virus can jump across each concurrent connection available during the peak infectious period. If the infectious window is quite short (e.g., a matter of weeks) then fairly high levels of partner change will be needed under sequential monogamy to reach the reproductive threshold and ensure continuing transmission. The larger momentary connected component created by concurrency, however, provides an ideal opportunity for spread, maximizing the use of the transmission window even, and perhaps especially, when partner change rates are low. For the kind of variable infectivity that is hypothesized to characterize HIV, then, the impact of concurrency is likely to be quite high.
The large impact of concurrent partnerships on both epidemic size and speed of spread has two important empirical implications. First, these results provide evidence that concurrent partnerships may partly explain the rapid heterosexual spread of HIV in sub-Saharan Africa and in other populations of the world. Most current research on variation in HIV epidemic intensity is currently focused on the impact of cofactor STD, a focus based on the STD-HIV association documented in observational studies [31, 32] . It may be, however, that concurrent partnerships are the root cause of both STD and HIV, and that the STD-HIV correlation is simply an artifact of this process. Better estimates of the attributable risk of STD should become available, as a large, prospective, community-based case-control STD treatment study is now underway in Uganda with a behavioral component designed to measure concurrency [33] . Regardless of the STD effect, however, the simulations here show that concurrent partnerships are an important independent risk factor for HIV transmission. The intervention message is clear: one partner at a time.
The second implication is that patterns of concurrency in populations must be measured if accurate HIV/STD projection and effective intervention are desired. Simple measures of the rate of sexual partner acquisition are clearly inadequate for risk assessment; all of the simulations presented above were based on the same rate of partner acquisition, and the epidemic outcomes varied dramatically. Concurrency and other properties of partnership distribution should be among the core items required for HIV-and STD-related sexual behavior surveys. Such data are not difficult to collect. Many of the important features of the partnership distribution can be obtained using 'egocentric' or local network methods -a standard survey-based approach that relies on representatively sampled respondents to report on the attributes of their partners and relationships [23, 34] . This approach is less expensive and intrusive than contact tracing, and thus more feasible for sensitive questions and large populations [24] . Local sexual network studies have now been carried out in several countries around the world, including Uganda [35] , Thailand [36] , and the United States [37] . The concurrency measure we have presented, κ, can be estimated from such local network data, as it depends only on the mean and variance of the momentary contact distribution.
Finally, there is much to be gained from additional simulation analyses of concurrency. Concurrent partnerships take many forms. The form examined here, of gender symmetric partnerships with relatively shortterm partnerships and random mixing, is only loosely based on empirically observed patterns [38, 39] . Polygamy features gender asymmetry and disassortative mixing, with women having one partner and men having multiple partners. Another common pattern is a combination of long-and short-term partners, with long-term partnerships formed in a sequential fashion (possibly overlapping during transition), and occasional concurrent short-term partnerships. Non-gender-based heterogeneity could also be modeled, with some persons sequentially monogamous, whereas others have concurrent partnerships. Each of these patterns represents culturally specific aspects of sexual network structure. Some of these structures are more efficient for transmission than others, certain network locations are more at risk than others, and each structure provides different 'weak links' in the chain of transmission that offer opportunities for intervention. HIV-related intervention efforts, whether targeted at risk groups or at overall transmission patterns, would be more effective if such dynamics were known and understood.
