[1] The magnetospheric response to strong driving by the solar wind has spatial variations, and corresponding data are essential for the understanding of the spatiotemporal dynamics. A database of ISEE3 and IMP8 spacecraft and ground-based magnetometer data from high-latitude stations (Kamide et al., 1998 ) is used to study the magnetospheric response to solar wind variables during geospace storms. This high-resolution database for the 6-month period January-June 1979 is used to compute the mutual information functions representing the correlations inherent in the system. A key feature of the mutual information function is its ability to yield the linear as well as nonlinear correlations and such functions are needed to characterize the inherently nonlinear magnetospheric dynamics. The minimum window length required for computing these functions is about 6 h, and this choice also avoids the diurnal variability. Another window length of 24 h is used to analyze the dynamics on longer timescales. The spreads in the average mutual information of the spatially distributed magnetometers show strong correlations with the convective electric field and dynamic pressure of the solar wind. This correlation is not seen in the linear correlation functions. The mutual information functions show an expansion of the disturbed region starting from the midnight region. From the space weather perspective these functions provide the correlations among the different regions, which are critical elements enabling forecasts of regional, rather than global, conditions.
Introduction
[2] The Earth's magnetosphere is a nonautonomous dynamical system, driven by the solar wind, and studies using correlated database of the solar wind-magnetosphere system are essential to the understanding of its complexity. The magnetospheric response to the solar wind is expected to be nonlinear due to the inherently nonlinear nature of the plasma and the strong coupling among the different regions anchored by the dipole magnetic field of the Earth. Many studies of the magnetosphere as a dynamical system have shown its low-dimensional aspects and consequently its predictability [Sharma, 1995] .
[3] During geomagnetically active periods the magnetospheric response to the solar wind consists of global, regional and local features. The global features are in general captured by satellite images and geomagnetic indices computed from magnetic field variations at the groundbased stations distributed around the globe. These features have been studied extensively using nonlinear dynamical techniques, such as state-space reconstruction using time series data [Vassiliadis et al., 1990 [Vassiliadis et al., , 1995 Valdivia et al., 1996; Ukhorskiy et al., 2002; Sharma et al., 2005; Chen and Sharma, 2006] . However, the spatiotemporal dynamics of the magnetosphere, viz. the nature of the spatial structures, the coupling among them, and their evolution, are not well understood yet. Spatiotemporal dynamics is a critical component of space weather studies because of the importance of forecasting the location and timing of events with potential for damage to technological systems.
[4] Most of the recent studies based on state-space reconstruction have used the global geomagnetic indices, such as the auroral electrojet index AL and disturbance storm time index Dst, to represent geomagnetic activity. These studies have provided a global understanding of the nonlinear coupling of the solar wind and magnetosphere. The early dynamical models of the coupled solar windmagnetosphere system emphasized the low dimensionality of the system [Vassiliadis et al., 1990; Sharma et al., 1993; Sharma, 1995] , and this led to the recognition that the magnetospheric dynamics is predictable and thus laid the foundation for space weather prediction. The dynamical models derived from data are independent of modeling assumptions and represent the dynamics embodied in the data. However, these early models lacked two essential features of the coupled solar wind-magnetosphere system. First, they were derived from the data of the magnetosphere alone, treating it as an autonomous system. Recognizing the driven nature of the magnetosphere, input-output models were subsequently developed [Vassiliadis et al., 1995; Valdivia et al., 1996] , and led to much improved predictions of the dynamical features. Second, the global or averaged nature of the geomagnetic indices were used in these studies. For example, the auroral electrojet index AL, used in the studies of substorms, is the lower envelope of the combined plots of the magnetic field variations at the designated magnetometer stations in the auroral region [Mayaud, 1980] , and thus has no spatial dependence. Similarly, the Dst index, used in the studies of geospace storms, is an average of the magnetic field variations at four midlatitude stations and is thus a global index. The importance of understanding the spatial structure of geospace disturbances, especially for space weather studies, has led to the development of dynamical models based on the data from the individual magnetometer stations. Valdivia et al. [1999a] modeled the evolution of the spatial structure of the ring current using the time series data from six midlatitude ground magnetometers. A similar approach led to a two dimensional representation of the high-latitude geomagnetic perturbations in magnetic latitude and magnetic local time from the 15 magnetometers of the IMAGE magnetometer array [Valdivia et al., 1999b] . These studies used the measurements from the individual stations under different solar wind conditions to model their evolution and the global indices were computed. However, the spatial structure of the magnetosphere under the solar wind driving, e.g., the relationship among the different parts of the magnetosphere and the correlation of the spatial structure to the external driving during storms, are required to better understand the spatiotemporal dynamics of the magnetosphere.
[5] The data from the high-latitude chain of magnetometers have been used to study many geophysical processes, e.g., the double-cell convection pattern [Friis-Christensen et al., 1988] , field aligned current structure [Lanzerotti et al., 1986] , and correlations with transients in the solar wind [Sibeck et al., 1989] . The ground magnetometer data is used extensively to obtain the equivalent currents in the ionosphere [Kamide et al., 1981] and these provide a representation of the spatial structure. Recent studies using spatially distributed data have given many important results. In the analysis of storm-substorm relationship, Clauer et al. [2003] used the data of midlatitude magnetic field variations to show that the storm time ring current develops mainly due to enhanced convection. This result is consistent with the IMAGE spacecraft observations [Reeves et al., 2003] and has led to a new understanding of storm time ring current development. Recent studies of the sawtooth events using the data from the middle-and high-latitude magnetometers clearly showed the spatiotemporal structure to be different from that of usual substorms [Clauer et al., 2006] . The LT-UT plots and equivalent currents yield the instantaneous features and it is essential to characterize the correlations among these in order to model the spatiotemporal dynamics.
[6] The spatial structure of the magnetosphere, e.g., during geospace storms as reflected in the ASYM index, arises due to the correlations among different regions and as well as with the solar wind variables. However, the spatial dependence is often ignored in the studies using geomagnetic indices. Also, studies of the solar wind-magnetosphere coupling using techniques such as the linear prediction filters [Clauer, 1988] are based on the simplest level of correlations in the system. Considering the nonlinear nature of the magnetosphere and its evident complexity, it is essential to use functions which can reveal more complicated dependences. The mutual information function [Fraser and Swinney, 1986] characterizes the degree to which a set of measured variables are independent of each other, and has been used to yield dynamical quantities such as the appropriate time delay for reconstruction of dynamics. This paper uses the mutual information functions to study the spatial-temporal dynamics from the data of the solar wind and the magnetic field variations measured by ground magnetometers. The average mutual information functions are used to characterize interrelationships among the magnetic field measurements from the high-latitude magnetometer stations. Also the correlations of the average mutual information to the changes in the solar wind dynamic pressure and convective electric field are studied to yield a new insight. Such studies need long time series data and the data set for the 6-month period January-June 1979 [Kamide et al., 1998 ] is used in this study.
[7] The mutual information functions and details of their computations are described in the next section, and the database used in this study is described in section 3. The application of these techniques with window lengths of 24 h, followed by those with 6 h, are described in section 4. The paper concludes with a discussion of the results in section 5.
Mutual Information Function
[8] The complexity of the magnetosphere, evident from the data of satellite as well as ground-based measurements, has motivated many studies using the techniques developed in the theories of nonlinear dynamics and complexity. The reconstruction of dynamics from time series data, especially for driven system [Casdagli, 1992] , has led to many models with good predictive capabilities [Vassiliadis et al., 1995; Valdivia et al., 1999a; Ukhorskiy et al., 2002 Ukhorskiy et al., , 2004 Sharma et al., 2005] . In a study focused on geomagnetic activity using AL data with 1-h time resolution, Prichard et al. [1996] used the mutual information function to demonstrate periodicity in substorm occurrence times. This study showed a significant level of predictability in the dynamics, in agreement with the studies of the prediction using those dynamical techniques. These studies [e.g., Edwards et al., 2000; March et al., 2005] imply that mathematical constructs such as the mutual information are suitable for the study of the spatially dependent solar wind-magnetospheric coupling. The mutual information functions characterize the correlations and can be used, as in the case of the prediction using global indices [Sharma et al., 2005] , to estimate the model parameters such as time delay, embedding dimension, etc. in the development of predictive models of spatiotemporal dynamics.
Average Mutual Information
[9] Information theoretic functionals stress statistical relationships and emphasize both linear and nonlinear dependencies [Fraser and Swinney, 1986; Prichard and Theiler, 1995; Kantz and Schreiber, 1999] . The commonly used functions such as cross-correlation functions are effective in bringing out the linear correlations in the data reflecting the linear dependence. In the studies of complex systems it is necessary to employ functions that can reveal both the linear and higher-order correlations so that the underlying features of the system can be characterized properly. In this paper the correlations that are not limited to the cross-correlation between linear variables will be referred to as nonlinear correlations. The average mutual information (AMI) [Cover and Thomas, 1991] , which represents the linear as well as the nonlinear dependence, will be used in this paper and is defined as:
where } 1 (i 1 ) and } 2 (i 2 ) are the probability mass functions (distributions) of random variables X 1 and X 2 assuming states i 1 and i 2 , respectively, and } 12 (i 1 , i 2 ) is their joint distribution. One may interpret AMI as a measure of the uncertainty of values of X 1 resolved by observing values of X 2 . Additionally, the average mutual information is always nonnegative, and zero if and only if X 1 and X 2 are statistically independent. Last, average mutual information is symmetric with respect to its arguments; namely, I(X 1 , X 2 ) = I(X 2 , X 1 ). Although fundamentally dimensionless, the units of AMI are commonly called bits to reflect the use of information in coding theory. In general, average mutual information is inversely proportional to the degree of statistical independence of its arguments.
[10] Although equation (1) defines the average mutual information between two variables X 1 and X 2 , it can easily be adapted for calculations using a time series data of a single variable by using the time delay embedding technique [Abarbanel et al., 1993] . Thus given a time series x(t) and a suitable time delay t, the AMI can be defined as
where d is defined such that (max(x) À min(x))/K = d, where K is the number of bins in the discretized distributions. Here, we replace } by p to stress that equation (2) is calculated from a finite data set and therefore is not the actual distribution, but rather, an approximation. Also, while equation (1) represents a single value, equation (2) is a function of the time delay t. The probability distribution function p is computed by first dividing the data into a fixed number of bins and then counting the number of events in each bin. The function I(t, x, d) is analogous to the autocorrelation function of linear signal processing; however it is more general in the statistical sense previously described: the autocorrelation is the expectation of a quadratic polynomial statistic, while AMI represents the expectation of the average degree of independence incorporating all higher orders. Originally, AMI calculations were motivated by their ability to yield the measures of optimal time lag in the reconstruction of chaotic systems using time delay embedding technique [Fraser and Swinney, 1986; Abarbanel et al., 1993] . However, their probabilistic nature hints at a more general applicability to any complex system. Figure 1 (left) illustrates the calculation of AMI (equation (2)) for all twelve ground magnetometer stations in the auroral region and AL for 3 d of data centered on the 3 April 1979 storm. The average mutual information function of a time-lagged series represents the uncertainty in x(t) resolved through knowledge of previous values of the series. Thus I(t, x 1 ) < I(t, x 2 ) implies that there is more certainty about (i.e., higher probability of certain) future values of x 2 (t) than x 1 (t), based on observations of their (6)). The information spread (equation (3)) is also labeled, and t f is marked by the vertical dashed line. (right) Calculation of autocorrelation for the same data as Figure 1 (left). The localized autocorrelation spread (equation (9)) is labeled.
histories. More generally, the magnitude of this difference, jI(t, x 1 ) À I(t, x 2 )j, is indicative of the degree to which different time series maintain the information content represented by equation (2). It is this notion that we wish to exploit.
[11] In analogy with time series of twelve spatially distributed magnetometers, consider n spatially separated time series, so that, one has an n-component time series {x 1 (t), ÁÁÁ, x n (t)}. One may also determine the spread 4 I (t) between the various I(t, x i ) defined as
[12] In accordance with the interpretation above, equation (3) gives a measure of the global difference in information retention for a time delay t. We wish to ascertain how this global measure varies in response to variations in system input and compare to variations in I(t, x min ). Additionally, we examine whether such a measure can better distinguish features through use of the commonly used quantities, such as the linear autocorrelation function.
[13] We also mention the error and biases associated with computations using equation (2), since they are often neglected in the literature. Naturally, the reliability of information theoretic calculations will depend on the amount of data (N) and the discretization (d) used to approximate the probability distributions. Since N will be somewhat small in many computations, one should have a reliable estimate for the errors in the calculation. Roulston [1999] illustrates how the standard error formula familiar to physicists can be used to derive a relation for the variance in observed values of average mutual information. This relation is
where p ab is understood to represent the joint probability p ab (x(t), x(t À t)). The error is based on a Taylor expansion of equation (1) to second order in the parameter
e., the deviation from the ''true'' probability). The primary assumption is that for large enough N and d, e will be small. [14] Since the magnetospheric data sets consist of extended quiet and active periods, calculations of AMI over the entire data set, e.g., the first 6-month period of 1979, are inappropriate. Substorms represent intervals of increased informational complexity, and their specific characteristics could be lost in a calculation incorporating 6 months of data. To overcome this obstacle, we employ a sliding window of width w to compute the mutual information functions and the spread among them using equations (2) and (3) for the entire magnetometer data set. Sliding calculations of information measures are effective indicators of complexity changes [Torres and Gamero, 2000] . Additionally, given a d, the mutual information is generally greater as complexity increases. For situations where a disturbance is not global (i.e., the time series for one or some stations fluctuates over a much greater range than the others), the mutual information function will likely be substantially different. To insure an appropriate baseline for the comparison of the different cases we define
Localized Integrated Mutual Information
as the localized integrated mutual information (LIMI). The limit of integration t f is the value of t beyond which the AMI values for the different stations are nearly parallel to each other. The quantity x(t, w) is a time series data of length w centered at t, viz. it is defined on the interval [t À w, t].
[15] LIMI gives a means for quantifying the timescales of disparate intervals of activity at different spatial locations. We compute a new variable, referred to as the spread of LIMI (SLIMI) by substituting equation (5) into equation (3), thus resulting in
[16] We can obtain a crude estimate of the error in equation (6) by taking
[17] The resulting
) is a local (in time) measure of the difference in information retention (repeatability) in a spatially extended system. The shaded region of Figure 1 (left) delineates the quantity represented by equation (6). At minimum, the SLIMI quantifies the homogeneity of timescales at different spatial locations over an extended period of time. A broader interpretation suggests that 4 I l (t, d) quantifies the homogeneity of the response of the system to disturbances, whether external (solar wind induced) or internal (self-organizing). If a disturbance is global and homogeneous in its spatial variations, the average mutual information functions should be similar at all locations. When the disturbance induces different information retention characteristics at different locations, SLIMI will be larger. Of course, one can define a quantity similar to equation (6) for the linear autocorrelation
where s x 2 is the variance of the length N series and x is the arithmetic average. Since À1 A(t) 1, integrating such functions, as in equation (5), may not be meaningful. In fact, because A(t) can be negative, an integral is ill advised. If the series is localized as in equation (5), one can define the autocorrelation spread as
[18] In other words, autocorrelation spread defined here represents the spread in autocorrelation functions at A(t) = 0.5. Figure 1 (right) shows the calculation of autocorrelation functions for the same data as Figure 1 (left). The dotted line with arrows represents the autocorrelation spread. One may attribute the general differences between SLIMI and autocorrelation spreads to higher order, statistically significant nonlinear relationships that arise in response to disturbances in the solar wind or internally generated in the magnetosphere.
Database of Spatiotemporal Variability of the Magnetosphere
[19] The solar wind-magnetosphere coupling is enhanced when the interplanetary magnetic field (IMF) is southward, leading to geospace storms and substorms. The magnetosphere is a highly dynamic system under these conditions and the magnetospheric substorms are the main disturbances with a typical timescale of an hour. When the IMF remains southward for an extended interval, the ring current grows, leading to geospace storms with timescales ranging from tens of hours to days, and are characterized by strong decreases in the magnetic field measured on the ground. The auroral electrojet index AL, which typically represents substorms, is a lower bound or maximum negative excursion of the superposed perturbations of the north-south magnetic component H from a number (usually 12) of stations distributed in the high-latitude Northern Hemisphere auroral zone [Mayaud, 1980] . The disturbance storm time index Dst, which is an index representing storms, is a direct measure of the hourly averaged perturbations of the north-south magnetic component H from midlatitude magnetometer stations.
[20] The primary data set used in this study is 1-min resolution time series data of the horizontal component of the magnetic field perturbations at the 12 standard highlatitude auroral region magnetometer stations. This data for the first 6 months of 1979 contains 260,640 values per time series with 1-min resolution for each station, and has been used for many studies [e.g., Kamide et al., 1998 ]. Although the AL index values give a good measure of the maximum intensity of the westward electrojet, the construction of the index as an envelope leads to the loss of spatial information.
[21] The solar wind data used for the same period of 1979, but with a time resolution of 5 min is obtained from both the ISEE 3 and IMP8 satellites, yielding the relevant solar wind parameters: the z component of the interplanetary magnetic field (B Z ), the x component of the solar wind velocity (V) and the number density of the ions (n). From these parameters, the solar wind electric field, E sw = VB Z , and the dynamic pressure, P ram = nM H V 2 , where M H is proton mass, are derived. Since magnetic reconnection at the dayside magnetopause, which is responsible for the transfer of the magnetic flux into the magnetosphere, is effective when B Z is southward, we take B Z = ÀB S and zero otherwise. Figure 2 shows the solar wind data, VB S , P ram and AL index corresponding to the first 6 months of 1979. This data, along with the measurements from the 12 ground magnetometers in the auroral region, provide a suitable database for the study of the spatiotemporal properties during geospace storms. It is the goal of this paper to analyze and characterize the key features of the nonlinear dynamics of the magnetosphere, especially its spatiotemporal behavior, by using mutual information function.
[22] An important issue regarding the data sets that needs to be addressed is the appearance of gaps in the ground magnetometer data. Though not significant over the entire period of 1979, the amount of magnetometer data gaps of ten minutes or more are significant enough to be of concern. Because techniques developed in this paper utilize short duration (6 h to few days) from the entire 6 months of data, gaps on the order of tens minutes (representing the ratio of the invalid or missing data with the length of whole data subset a = 5% -10%) are significant. Since we will look at probability distributions of highly variable data, interpolation procedures may contaminate the probability outcomes. Considering a 6-h sliding computation window with t = 30 min, 330 data points are used in one AMI computation. As usual, smaller data gaps yield more reliable results. If 2% -5% (approximately 6 -16 data points) of the data in a sliding window are missing or invalid, the computed average probabilities are not affected significantly if the gaps are filled by interpolation using neighboring data points. In the studies presented here any subset in which the missing data is more than two percent is excluded from the analysis.
Average Mutual Information Analysis of Magnetospheric Dynamics
[23] The average mutual information analysis is carried out for the above data set of 12 high-latitude stations during the first 6 months of 1979. For the computations using equation (5), the moving window w is defined on the time series [t À w, t], so that when the window slides every 60 min, total of 24 h Â 180 d = 4320 values of localized integrated mutual information (LIMI) are generated for each magnetometer station. The quantity defined by equation (5) can be interpreted as the total amount of information conveyed by observing the previous t f values of the series. We use an integral as opposed to a simple width t, in equation (5), because in contrast to autocorrelation, there is no upper bound on AMI. Consequently, a mutual information time cannot be defined readily in a manner similar to autocorrelation time (e.g., the time lag at which the autocorrelation function has the value of 0.5). If the I(t, x i (t, w), d) are monotonically decreasing and nonintersecting to t f , I(t, x 1 (t, w), d) < I(t, x 2 (t, w), d) for all t < t f implies I(t, x 1 (t, w), d) < I(t, x 2 (t, w), d). The monotonic behavior of I(t, x i (t, w), d) is common in natural data sets, and it mimics the exponential decay in autocorrelation of systems exhibiting power law statistics. In general, I(t, x i (t, w), d) is decreasing and nonintersecting to t f = 30 min. When t is larger than 30 min, I(t, x i (t, w), d), shown in Figure 1 , are parallel to each other and the choice of a bigger t f will not change the relative values of LIMIs from all 12 stations; so we chose t f equal to this value. To satisfy the error criteria of equation (4) we use d = 10 nT.
[24] We calculate the SLIMI and its associated error, as in equations (6) and (7), and the localized autocorrelation spread, as in equation (9), for the entire 6 months with w = 360 min (6 h) and 1440 min (24 h). The window width is a critical parameter in the estimation of the mutual information. A window width that is too long may cause long and slow variations in the mutual information functions because a sudden change can affect many sliding windows, from the moment it is located in the first sliding window to the moment it moves out of the last sliding window. Thus the mutual information will be dominated by the sudden changes although there might have been many quiet and active periods between these two windows. On the other hand, a window width that is too short may lead to poor estimates of the mutual information when the time delay t is relatively big compared with the length of a single sliding window. From equation (2), the valid length of the data set used to compute p ij (x(t), x(t À t)) is shorter when t is large.
[25] There are two main considerations in the choice of the sliding window lengths. First, t = 30 min is the time delay used in the computation and the length of a window should be much longer than t. Because of the time delay t, the maximum computational length used is L À t, L being the total length of the sliding window. To make the distribution of the effective data set L À t close to the actual distribution of the whole data sets, we need L ) t. Second, the substorms usually last from several tens of minutes to several hours and the length of data should cover more than a whole substorm in order to extract its dynamical features. On the basis of these considerations, a 6-h length window is a proper choice for computing the LIMIs to study the dynamical variations characteristic of a localized region and for comparing the dynamics among different locations in longitude.
Analysis With Window Length w = 24 h
[26] We first analyze the time series data with a sliding window w = 24 h or 1440 min. The locations and codes of the 12 high-latitude magnetometers are given in Table 1 and the perturbations of the horizontal components H of the geomagnetic field under the same universal time are shown in Figure 3 . Usually from these measurements at 12 individual stations, AL and AU indices are derived from the lower and upper envelopes of the perturbations, respectively, thus neglecting all spatial information. Consequently it is hard to determine effects of the changes in the solar wind variables such as the induced electric field and dynamic pressure on the spatial distribution of magnetospheric activity from these indices.
[27] The main advantage of LIMI compared to the conventional AL and AU indices is its spatial dependence. Also, compared to the data from the magnetometer stations itself, LIMI can characterize in a statistical manner the correlation, linear and nonlinear, among the different regions.
[28] The storm of 16-23 February (47th -54th day of the year, marked as DOY 47-54) is analyzed first. During 16-23 February a geospace storm was driven by the solar wind with velocities of 646 -766 km/s, and southward IMF of À18 nT. The disturbances in the high latitudes were strong (Figure 3) , with AL values as low as À863 nT on 16 February with no significant Dst development. On 21 February (DOY 52), the high-and middle-latitude regions were disturbed with minimum of AL $ À1000 nT and Dst value going down to À106 nT. The sliding window w = 24-h (1440 min) provides variations within a day, in particular those changes in the day side and the night side regions. The data gap threshold is a = 0.02, so that data periods with gaps longer than 2% of its length w are excluded from the study. The LIMIs of 12 individual stations computed with 24-h windows are shown in Figure 4a . Also the corresponding SLIMI, the solar wind westward convective electric field VB S and the dynamic pressure P ram are shown in Figures 4b -4d . On DOY 47, an abrupt increase in the dynamic pressure and the southward component of the interplanetary magnetic field drives enhanced magnetospheric activity. The LIMIs, computed from the variations in the H component at each of the stations, increase with the increases in P ram and VB S , indicating growing complexity in the dynamics of the magnetosphere. This shows that the magnetospheric states have stronger correlation in time, say compared with quiet periods. However, if this magnetospheric disturbance is global and simultaneous, all 12 station distributed over the whole auroral region should have similar response to the variations of the solar wind conditions, and their LIMIs should have similar characteristics, viz. similar changes in values. If the disturbance is local, it will have significant time delays relative to the different station locations, and the LIMIs calculated at these locations should have different timescales and values. The LIMI values shown in Figure 4a exhibit a global pattern on the whole, with significant variations among the different stations. We can see the difference not only on the timescales of the change from a low to a high level, but also on the magnitude differences among the stations. This is in agreement with the recognition that the magnetosphere has both global and multiscale features [Ukhorskiy et al., 2002; Sharma et al., 2005] . It should however be noted that the multiscale features are now evident from the spatial as well as temporal variations, compared to the temporal behavior obtained from the AL data alone [Ukhorskiy et al., 2002 [Ukhorskiy et al., , 2004 .
[29] As the dynamic pressure P ram returns to a normal level and the solar wind magnetic field becomes more northward, the magnetospheric response is less active and all the LIMIs decrease to lower levels around DOY 50-51. After being quiet for about a day, a sharp increase in P ram , and an increase in VB S , trigger a set of big substorms. The LIMIs then return to higher values with wider variations among the stations. The localized integrated mutual information, representing the difference in the magnetospheric responses at the 12 stations to the same solar wind driver, is shown in Figure 4b . It is evident from Figure 4 that the enhancement of SLIMI is a good synoptic representation of the differences in the local conditions as well as the correlations among them. Also as seen in Figures 4c and   4d , the SLIMI values have good correlations with the dynamic pressure P ram and the convective electric field VB S .
Substorm Dynamics From LIMI With Window Length w = 6 h
[30] The LIMIs computed with a 1-d window length yield the local perturbations and their heterogeneity during storm times. However, the spatial structure, such as the initial perturbation location, and the coupling among them during an active storm are averaged over all local times. The magnetic field perturbations measured at a ground magnetometer always contain the day-night (positive and negative) periodic variations during both quiet and active periods. The effects of this day-night variation can be avoided to a large extent, by choosing a shorter sliding window within this periodicity, so that the computed LIMIs correspond to similar local times or the local spatial regions. A sliding window of 6-h duration is used. (Table 1) [Mayaud, 1980] color codes are indicated on the plot. [31] The LIMI's for the 12 stations computed using a 6-h sliding window for the same storm as Figure 4a, viz. 16-23 February 1979 (DOY 47-54) , are shown in Figure 5a . Unlike Figure 4a and LIMIL, and these are shown in Figure 5b . The LIMIL measures the minimum correlation during one substorm period among the globally distributed magetometers, while LIMIU measures their maximum correlation. A comparison of LIMIU and LIMIL with AL and AU, respectively, in Figure 5 , shows that LIMIU and LIMIL are similar to AL and AU indices. The correlations between LIMIU and AL has a maximum value of 0.84 for a relative shift of 3 h and 0.61 with no time shift. Similarly, the correlation between LIMIL and AU has a maximum value of 0.82 with a time lag of 4 h and 0.73 otherwise. The similarities of (LIMIU, LIMIL) with (AL, AU) is an interesting feature but it should be noted that the former are derived from the correlations (mutual information) in the magnetic field variations at different locations, unlike the latter which are the envelopes of these variations.
[32] In order to examine the magnetic field variations independent of the effects due to the rotation of the Earth, the data are projected on 12 virtual regions, each with 30°e xtent, uniformly distributed in the high-latitude region of magnetosphere, starting from noon and moving toward dusk. The LIMIs are computed by using the linear interpolations from the 12 known stations in the Solar Magnetic (SM) coordinate system. In this coordinate system, the 12 virtual regions or sectors are located in the high geomagnetic latitude region but do not rotate with the Earth, and thus are like 12 stationary overhead detectors monitoring the magnetic field variations at any instant. The LIMIs based on these 12 virtual fixed stations are shown in Figure 6 (top). Unlike the many intersections of the data from different stations (colored lines) in Figure 5a , the lines representing the virtual stations close to the midnight sectors are systematically above the lines representing the virtual stations close to the noon sectors, indicating that the LIMIs of the stations close to the midnight sectors are higher than those of the stations close to the noon sectors. Figure 6 (bottom) is a 2D color plot from Figure 6 (top) showing the evolution of the LIMIs at the 12 virtual stations during 16-23 February 1979 (DOY 47-54) storm period. The entire storm evolution is clearly depicted in Figure 6 (bottom). The substorm activity starts at DOY 47 and the LIMIs start to increase in the midnight sector, then it gradually expands to the dusk and dawn sectors. After reaching the maximum expansion at DOY 49, LIMI values decrease in the nearmidnight sectors. One day later, another larger-scale change in LIMIs start propagating from the midnight sectors to the dawn and dusk flanks, even reaches the dayside sectors, and then returns to the smaller LIMI values corresponding to those of quiet time periods. The substorm expansion starts in the midnight and postmidnight sectors, and then the perturbations gradually expand to a wider region between the dusk and dawn sectors, extending up to the dayside sectors. The largest perturbations are located in the nearmidnightregion,consistentwiththesubstormphenomenology [McPherron, 1995] , and also agree with the spatial-temporal structure (e.g., LT-UT diagrams) derived from the local magnetometer data [Clauer et al., 2003 [Clauer et al., , 2006 . [33] In order to compare the localized integrated mutual information spreads with localized autocorrelation spreads, the latter are computed for the entire January -June 1979 Figure 7c shows the time evolution of SLIMI (4 I l (t)), defined by equation (6), while Figure 7e shows the autocorrelation spread (4 A l (t)) defined by equation (9). It may be noted that there are apparent features of 7c that are not present in 7e, and the mean LIMI of the 12 stations is shown in Figure 7d . To assess the role of solar wind activity in the variations of Figure 7c , we compare the results of SLIMI, mean LIMI and autocorrelation spread with VB S and P ram . The peaks in these plots are identified by numbers to show the correspondence among them. From the mean LIMI in Figure 7d , we note that the increases in the LIMI values have good correspondence with the variations in the solar wind VB S and P ram , especially with VB S shown in Figure 7a . The appearance of sudden maxima in SLIMI is found to correspond to abrupt changes in the solar wind variations. However, this correspondence is not clear in the spread in the autocorrelation functions, shown in Figure 7d . Figure 7 shows that the SLIMI maxima are associated with the abrupt changes in P ram and VB S . Almost every sudden changes on the solar wind dynamical pressure and convective electric field cause mean LIMI and SLIMI increases. During extended period of southward interplanetary magnetic field and high dynamic pressure, the corresponding mean LIMI values are always high, as shown in Figure 7d . To further compare the SLIMI and the mean LIMI with the solar wind convective electric field VB S , comparisons of the SLIMI and the mean LIMI of 12 stations with the solar wind VB S integrated over 24-h timescale are plotted on Figures 8a and 8b, respectively. In order to examine the comparison clearly and exclude the bias due to the larger variation at the higher VB S , SLIMI and mean LIMI are averaged over increasing bin sizes, and these show linear relationship with VB S at low values and saturates at higher values. SLIMI shows a linear relationship with VB S over a large range of the solar wind activity. The increases of the mean LIMI and SLIMI with the increase of the integrated VB S imply increased complexity with stronger solar wind coupling. The saturation of mean LIMI with large VB S shows that on the global scale the dynamical characteristics of the magnetosphere do not change considerably under strong driving. On the other hand the increase of SLIMI with large VB S indicates at a divergence in the nature of the perturbations at different locations.
Longer-Timescale Features of LIMI

Discussion
[34] The dynamical models of the solar wind-magnetosphere coupling have been developed using correlated data of solar wind as the driver and the geomagnetic indices as the magnetospheric response [Sharma et al., 2005] . These studies have provided models of the global and multiscale features. The importance of understanding the spatial structure of magnetosphere has led to the development of dynamical models based on the data from the magnetometer stations [Valdivia et al., 1999a [Valdivia et al., , 1999b . The dynamics of the different regions of the magnetosphere and the coupling among them is a prerequisite to developing dynamical models with the capability to make regional forecasts of space weather. Recognizing the complexity of the magnetosphere, it is essential to use appropriate functions, and the average mutual information is an effective measure of the correlations representing the spatial structure.
[35] The mutual information function analysis is applied to the data of local magnetic field variations at high-latitude magnetometer stations using two window lengths of w = 6 h and 24 h. The 6-h window covers a quarter of the auroral region, and the 24-h window covers the entire magnetosphere. The 24-h window gives a longer and global-scale information and the 6-h window gives a shorter and localized information. From Figure 7 , it is apparent that SLIMI maxima correspond to the main solar wind disturbances, viz. VB S and P ram . Almost all of the large perturbations result in large values of SLIMI, indicating a close connection between the magnitudes of the disturbances and SLIMI. The magnitude of SLIMI reflects the differences in the magnetospheric activities at different spatial locations, and relates to different levels of solar wind input conditions, particularly to the different magnitudes of solar wind dynamic pressure (Figure 9 ). Figure 9 shows two substorm epochs on DOY 78 and DOY 90, both corresponding to high values of the solar wind magnetic field, but with different magnitudes of the dynamic pressure. On DOY 78, driven by a high dynamic pressure and a moderate VB S , the LIMIs of all 12 stations increase almost simultaneously and the increases in the amplitudes at individual stations are similar, leading to a high value of the mean mutual information and a moderate mutual information spread. However, with a moderate dynamic pressure level and a high value of VB S , the LIMIs of individual stations vary at different times and with different amplitudes, which cause a large mutual information spread. These results can be interpreted under different solar wind conditions. For the solar wind associated with coronal mass ejections, with a southward interplanetary magnetic field, magnetic reconnection is enhanced at the magnetopause and the magnetic flux flows downtail, resulting in an unloading process and the growth of the westward electrojet current in the nightside ionosphere. This nightside current expansion is localized and these variations are recorded by the ground magnetometers with appropriate delays and with different amplitudes, resulting in a wide range in the timescale of the auroral expansion at the different stations. However, for the solar wind with high speed streams, with a sudden changes in the dynamic pressure, the magnetopause is strongly compressed, thus facilitating a simultaneous expansion and the whole magnetosphere is perturbed at almost the same time [Zhou and Tsurutani, 1999] . The LIMIs of all stations show the near simultaneous response, e.g., in Figure 9a , corresponding to nearly simultaneous activation and near homogeneous response over the entire auroral region.
[36] It is clear from Figures 7c and 7e , that the average mutual information function can resolve the spatial dependence and timescales, while the commonly used autocorrelation function cannot. To further compare the performance of these two functions to the spatially distributed time series data, the autocorrelation function (equation (9)) for the storm of 16-23 February (Figure 6 ) are computed. A 6-h data window is used to compute the autocorrelation spread and 12 virtual stations fixed in the magnetosphere to measure the spatial variation in the same manner as in the case of mutual information function. The autocorrelation spread on these 12 virtual stations during DOY 47-54 are shown in Figure 10 (top) and its 2D plot is shown in Figure 10 (bottom). Unlike in Figure 6 (top) , where the lines representing the night sector are always above the lines representing the day sectors, the lines in Figure 10 (top) show strong irregularity. All lines intersect each other and the values of the autocorrelation at different locations do not have a systematic difference. Also as seen in the 2D plot of Figure 6 , there is an apparent local maximum in the night sector during a strong storm. The region of high autocorrelation values appear not only on the night sector, but are also seen in the day sector. During the storm of DOY 48-49, the variations in the autocorrelation function do not indicate a clear picture of the westward current expansion during a substorm, which were seen in the previous studies [Kidd and Rostoker, 1991; McPherron, 1995] . The average mutual information function, on the other hand, is seen to be an appropriate method to describe changes in the variation in the ionospheric currents during substorms. Furthermore, we conclude that this spatial dependence has strong nonlinear component, since a generalized nonlinear statistic is necessary to isolate such behavior. For the cases with different w values, the inability of autocorrelation functions to reveal the magnetospheric response to sudden changes in the solar wind is apparent. Clearly, for w > 3 d, the appearance of significant maxima is effectively eliminated due to the averaging of the probability distributions over different activity levels. This supports the need for using localized complexity measures. If measures are not localized in time, data influenced by qualitatively different processes (with different timescales) are grouped together, and essential information is lost. The results presented in this paper show that consideration of the spatial dependence of timescales can reveal new relationships in the solar wind-magnetosphere system. The mutual information thus provides a computational tool for quantifying these new relationships further. Additionally, the quantity represented by equation (6) is a new and practical tool for the study of a nonlinear, spatially extended driven systems.
Conclusion
[37] The spatiotemporal dynamics of the magnetosphere is analyzed using correlated database of the solar wind and magnetic field variations at the 12 magnetometer stations in the auroral region. This database for the period JanuaryJune 1979 contains many storms, with Dst values as low as À200 nT, and the magnetosphere is driven by a variety of solar wind conditions. The mutual information functions computed from the data set yield the known features of the spatial structure as well as new features. The spreads in the local integrated mutual information (SLIMI) computed from the spatially distributed magnetometers quantify the magnetic field variations in the different regions and exhibit correlations with the solar wind variables. The linear autocorrelation functions do not yield these correlations and thus the mutual information functions yield new measures of the magnetospheric complexity. However, it should be noted that the autocorrelation function and LIMI are different types of quantities, with different units, and a direct comparison of the two may not be appropriate. The comparison here is in the underlying approaches.
[38] The time evolution of LIMI mapped to the GSM coordinates show substorm onset, expansion and recovery phase, spatial features similar to the LT-UT plots [Clauer et al., 2003 [Clauer et al., , 2006 . The new aspect of these results is that the 2D plot represent the correlations (linear as well as nonlinear) computed from data.
[39] The differences in LIMI can be used to characterize the differences in the magnetosphere under different conditions of the solar wind. For example, when the solar wind has a southward IMF, corresponding to a CME, the LIMI show wide variations. On the other hand, when the solar wind exhibits changes in the dynamic pressure, corresponding to high speed streams, the LIMI is more homogeneous.
[40] In summary, average mutual information is a more effective measure of correlation than the commonly used functions, such as linear autocorrelation, for a spatially extended time series data. This conclusion from studies of other nonlinear dynamical systems [Fraser and Swinney, 1986; Roulston, 1999] is further strengthened by the results presented here. The information theoretic functionals, such as average mutual information, have a more general applicability than previously recognized and can be used to yield new details of large-scale open systems, such as the magnetosphere. For example, the mutual information and related functions provide measures of information transfer in a system [Schrieber, 2000] , and this technique can be applied to the magnetosphere to analyze the cause-effect relationships among the different phenomena. 
