In this article, we investigate the problem of classifying the maximal subgroups of a general compact Lie group G. First, when G is not connected, it is shown how to reduce this problem to that of finding the maximal subgroups of the connected one-component G 0 of G and the maximal subgroups of the finite group G/G 0 . Then it is shown that the classification of the maximal subgroups of connected compact Lie groups may be reduced to the classification of their maximal finite subgroups together with the classification of the maximally invariant subalgebras of compact Lie algebras, whose normalizers define maximal subgroups. It is also shown how this second task may be further reduced to the special case of compact simple Lie algebras, whose maximally invariant subalgebras are identical with their primitive subalgebras. Finally, we explicitly compute the normalizers of the primitive subalgebras of the compact classical Lie algebras (in the corresponding classical groups), thus arriving at the complete classification of all (non-discrete) maximal subgroups of the compact classical Lie groups.
Introduction
In fact, it is shown in [11, p. 179 ] that if a semisimple Lie group G has more than three simple factors, then G does not admit any primitive subgroups, while it is obvious that G does admit non-discrete maximal subgroups.
The first aim of this work is to show how the classification of the maximal subgroups of a general compact Lie group can be reduced to combining (1) the classification of the maximal subgroups of finite groups, (2) the classification of the finite maximal subgroups of connected compact Lie groups, (3) the classification of the primitive subalgebras of simple Lie algebras.
Our second aim is to determine explicitly the corresponding maximal subgroups in the last item. Here, we shall present the results for the case when the ambient group is one of the classical groups; the case of the exceptional groups will be left to a separate note. Also, we shall restrict ourselves to maximal subgroups whose connected one-component is not simple; the reason for this omission will be explained later. This result will finally fill in a gap left by Dynkin [6, p. 247] , promising that the computation of the normalizers of the maximal connected subgroups would appear in a separate article, which has apparently never been published.
Maximal Subgroups of Compact Lie Groups
In this section we consider the structure of maximal subgroups of general compact Lie groups.
Connected and Non-connected Subgroups
Let us begin by recalling the definition of a maximal subalgebra of a Lie algebra. Definition 2.1 Let g be a Lie algebra. A maximal subalgebra of g is a proper subalgebra m of g such that ifm is any subalgebra of g with m ⊂m ⊂ g, thenm = m or m = g.
In the case of Lie groups and in particular, compact Lie groups, it is "a priori" not so clear how to define the corresponding notion of a maximal subgroup. There are two natural lattices of subgroups in a compact Lie group: the lattice of Lie subgroups and the (sub)lattice of closed subgroups. If we employ the lattice of Lie subgroups then the correspondence between subgroups and subalgebras is preserved, while if we employ the lattice of closed subgroups then the operation of taking subgroups preserves the category of compact Lie groups. Observe, however, that a Lie subgroup which is not closed and is maximal among all Lie subgroups is necessarily dense, since otherwise its closure would be an intermediary Lie subgroup. Thus we may take advantage of both options by adopting the convention that when calling M a "proper subgroup" of G, we require thatM G, rather than just M G. (Of course, this makes no difference as long as M is closed.) In other words, dense Lie subgroups do not qualify as proper subgroups.
Definition 2.2 Let G be a Lie group. A maximal subgroup of G is a closed proper subgroup M of G which is maximal among all Lie subgroups of G, that is, such that if M is any Lie subgroup of G with M ⊂M ⊂ G, thenM = M orM = G. Similarly, assuming G to be connected, a maximal connected subgroup of G is a closed proper connected subgroup M 0 of G which is maximal among all connected Lie subgroups of G, that is, such that ifM 0 is any connected Lie subgroup of G with M 0 ⊂M 0 ⊂ G, thenM 0 = M 0 orM 0 = G.
Remark 2.1 If one considers only connected Lie subgroups of connected Lie groups, then the concept of maximality for subgroups corresponds completely to that for subalgebras. In fact, the Lie correspondence [21, p. 47 ] establishes a bijection between the lattice of subalgebras of a Lie algebra g and the connected Lie subgroups of a connected Lie group G whose Lie algebra is g. Q
The question of how to extend this kind of correspondence, at least in the compact case, to non-connected Lie subgroups of Lie groups, even of connected Lie groups, is the main problem addressed in this section.
The first step is to note that the problem of classification of the maximal subgroups of compact Lie groups may be decomposed into two subproblems:
(i) the classification of the maximal subgroups of finite groups,
(ii) the classification of the maximal subgroups of connected compact Lie groups.
More precisely, suppose G is a compact Lie group, G 0 is the connected one-component of G and Γ is the group of components of G, that is, the finite quotient group G/G 0 ; then denoting by π the canonical projection from G to Γ, we have the following short exact sequence of groups: (ii) G 0 ∩ M is a maximal subgroup of G 0 , and π(M) = Γ.
In fact, just choose, for each element γ of π(M), one element g γ of M in the connected component of G corresponding to γ, that is, such that π(g γ ) = γ, and put
In this way, we obtain a closed subgroup of G such that M ⊂M ⊂ G; hence it follows thatM = M (case (i)) orM = G (case (ii)). Observe that case (i) constitutes a problem in the theory of finite groups that has been vigorously investigated in the last decade; see, for example, [1, 20, 25, 26, 30, 31] . Our concern here will be case (ii); therefore we shall assume from now on that G is connected.
Even with this restriction, the classification of the maximal subgroups M of G is far from reducing to the classification of the maximal connected subgroups M 0 of G. For example, M 0 may be trivial (M = {1}), which means that M must be a discrete (hence finite) maximal subgroup of G. On the other hand, M 0 may be maximal among the connected Lie subgroups of G and yet fail to be maximal among all the Lie subgroups of G.
Example 2.1 Consider the group G = SO(3) of all rotations in R 3 , then the finite subgroups of G (see [4, p. 192] and [13, p. 103] ) are:
Z n = the cyclic group of order n, D n = the dihedral group of order 2n, T = the tetrahedral group ∼ = A 4 , O = the cubic/octahedral group ∼ = S 4 , I = the dodecahedral/icosahedral group ∼ = A 5 .
Among these, the octahedral group O and the icosahedral group I are maximal finite subgroups and in fact are maximal among all subgroups of G. Q Example 2.2 Consider the group G = SO(3) of all rotations in R 3 and its maximal torus T = SO(2). This subgroup is maximal among the connected Lie subgroups of G since its Lie algebra t = so(2) is a maximal subalgebra of g = so(3). However, T is not maximal among all Lie subgroups of G, since
Geometrically, T is a circle and M is the disjoint union of two circles; moreover, M is generated by T and any matrix of determinant −1, such as 0 1 1 0 , which represents reflection along the main diagonal. It is clear that M is a maximal subgroup of G with M 0 = T and coincides with the normalizer of T in G. Q
Normalizers
Let G be a Lie group with Lie algebra g. Let H be a Lie subgroup of G with connected one-component H 0 and let h be the Lie algebra of both H and H 0 . We denote by
the normalizer of H 0 in G and by
the normalizer of h in G with respect to the adjoint representation. Obviously, we have
and we shall denote this group simply by N whenever there is no danger of confusion.
It is easy to see that N is always a closed subgroup of G, since using a decomposition of the Lie algebra g into the direct sum of the Lie subalgebra h and an arbitrarily chosen complementary subspace, N can be written as the inverse image of the "block triangular subgroup" { T ∈ GL(g) | T (h) ⊂ h } under the homomorphism Ad : G → GL(g). The Lie algebra of N, denoted by n, is
and is the normalizer of h in g.
The following inclusion, although very simple to prove, is fundamental:
Indeed, for every h ∈ H, we have hHh −1 ⊂ H, since H is a subgroup. Therefore, hH 0 h −1 ⊂ H 0 , since conjugation by h is a homeomorphism of H and thus maps connected components of H to connected components of H. But this means that h ∈ N. The corresponding inclusion at the level of Lie algebras is
which is also obvious from eqn (4).
Remark 2.2
In general, N may be larger than H 0 or H and n may be larger than h. An extreme case is the following:
or at the infinitesimal level
Observe that if the conditions in eqn (7) hold, then the conditions in eqn (8) also hold, and that they are all equivalent if G is connected. For what follows, this case may be excluded since we are interested only in proper subgroups of G. The other extreme case occurs when N has H 0 as its connected one-component, or equivalently, when N/H 0 is a discrete group, which in turn is equivalent to the condition that n = h. Q Definition 2.3 Let g be a Lie algebra. A subalgebra h of g is called self-normalizing if h = n, where n is the normalizer of h in g.
In order to complete the picture, consider the general case where h is simply a subalgebra of g. Denoting its normalizer in g by n 1 , the normalizer of n 1 in g by n 2 and so on, we obtain an ascending sequence of subalgebras of g which, for dimensional reasons, ends at some proper subalgebra n r of g:
Analogously, using eqn (5), we obtain an ascending sequence of subgroups of G,
where
. There are then two possibilities: either n r is an ideal of g or else n r is self-normalizing.
Types of Maximal Subgroups
In Sect. 1, we have already reduced the study of maximal subgroups of a Lie group G to the case where G is connected. Now we move on to the next task, which is to split the class of maximal subgroups of a connected Lie group G into two distinct (and disjoint) subclasses. 
2.
M is the normalizer of M 0 and of m in G.
Proof : Suppose M 0 is not normal in G, or equivalently, m is not an ideal of g. Then the normalizer N of M 0 and of m in G is a proper closed subgroup of G containing M and therefore must be equal to M, since by hypothesis, M is maximal. P
In both cases, we may impose an additional assumption, without loss of generality:
(i) M 0 and m are both trivial, that is, M 0 = {1}, m = {0}. In fact, if M 0 is a non-trivial normal subgroup of G, we may substitute G by the quotient group G ′ = G/M 0 , which is a connected Lie group, and M by the quotient subgroup M ′ = M/M 0 , which is a discrete maximal subgroup of G ′ .
(ii) M 0 does not contain any non-trivial normal subgroup of G, or equivalently, m does not contain any non-trivial ideal of g. In fact, if M 0 contains some non-trivial normal subgroup of G, we define
and noting that this is a closed normal subgroup of G contained in M 0 and in fact is the largest such subgroup, we may substitute G by the quotient group
For connected compact Lie groups, it is evident that the classification of the maximal subgroups of type (i), that is, those whose connected one-component is normal, reduces to the classification of the finite maximal subgroups of type (i). Similarly, the classification of maximal subgroups of type (ii), that is, those which are the normalizers of their own connected one-component, reduces to the classification of the maximal subgroups of type (ii) whose connected one-component does not contain any non-trivial normal subgroup.
As for the first problem -the classification of the finite maximal subgroups of connected compact Lie groups -it is known that, for the classical Lie groups, it may be reduced to a problem in the representation theory of finite groups [9] , whose solution in the simplest case A 1 is stated in Example 2.1 above. On the other hand, for the exceptional Lie groups, it constitutes a highly non-trivial problem which has been the subject of recent (and still ongoing) research by experts in the theory of finite groups [8] [9] [10] .
In the discussion that follows we shall deal with the second problem: the classification of the maximal subgroups of connected compact Lie groups which are the normalizers of their own connected one-component, or equivalently, of their own Lie algebra. As a first step, we shall give a characterization of the Lie subalgebras whose normalizers are maximal subgroups: this will lead us to the concept of maximally invariant subalgebras and, in particular, of primitive subalgebras.
Maximally Invariant and Primitive Subalgebras
Let G be a Lie group and g its Lie algebra. Let H be a Lie subgroup of G, H 0 the connected one-component of H, h the Lie algebra of H and of H 0 and N the normalizer of H 0 and of h in G. We denote by Aut(g) the group of automorphisms of g and by der(g) the Lie algebra of derivations of g. It is well known that Aut(g) is a Lie group and der(g) is its Lie algebra. Let Ad : G → GL(g) be the adjoint representation of G on g and ad : g → gl(g) the adjoint representation of g on g. If necessary, we shall write Ad G instead of Ad and ad g instead of ad in order to avoid ambiguities. Obviously, Ad(G) ⊂ Aut(g) and ad(g) ⊂ der(g).
Remark 2.3 Note that the inclusion ad(g) ⊂ der(g) is in general not an equality, but there are two important cases where one can say more. The first is when g is semisimple: then ad(g) = der(g). The second is when g is abelian: then ad(g) = {0} while der(g) = gl(g). Q
The group of inner automorphisms of g, denoted by Int(g), is the connected Lie subgroup of Aut(g) generated by exp(ad(g)): it is also the connected one-component of Ad(G) and coincides with Ad(G) when G is connected. Finally, we denote by
the group of those inner automorphisms of g that leave h invariant. Obviously, when G is connected, we have
Definition 2.4 Let g be a Lie algebra. A maximally invariant subalgebra of g is a proper subalgebra m of g which is maximal among all Int(g, m)-invariant subalgebras of g, that is, such that ifm is any Int(g, m)-invariant subalgebra of g with m ⊂m ⊂ g, thenm = m orm = g. A primitive subalgebra of g is a maximally invariant subalgebra of g which does not contain any proper ideal of g.
Remark 2.4
Note that the normalizer n of h in g is Int(g, h)-invariant, since given φ ∈ Int(g, h) and X ∈ n, we have
that is, φ(X) ∈ n. Therefore, a maximally invariant subalgebra m is either selfnormalizing or is an ideal. Of course, a primitive subalgebra is always self-normalizing, and the concepts of maximally invariant subalgebra and primitive subalgebra coincide when the ambient Lie algebra is simple. Q 
Proof :
As a preliminary, we note that h being a proper self-normalizing subalgebra of g, we have n = h g which means that h is not an ideal of g and implies that H 0 is not a normal subgroup of G, so N is a proper closed subgroup of G and N/H 0 is discrete.
Now suppose that h is a maximally invariant subalgebra of g and that H ′ is a Lie subgroup of G containing N, with Lie algebra
(To show this, observe that for every h ′ ∈ H ′ , the automorphism Ad G (h ′ ) of g leaves the subalgebra h ′ invariant and its restriction to this subalgebra coincides with the automorphism Ad
Since, by hypothesis, h is a maximally invariant subalgebra of g, it follows that h h
To show the converse, suppose now that N is a maximal subgroup of G and that h ′ is an Int(g, h)-invariant subalgebra of g containing h. Let H ′ 0 be the connected Lie subgroup of G which corresponds to the Lie subalgebra h ′ of g and let N ′ be the normalizer of
is a normal subgroup of G and h ′ is an ideal of g. In this case, consider the subset According to this theorem, the classification of the maximal subgroups of connected compact Lie groups which are the normalizers of their own Lie algebras reduces to the classification of the maximally invariant subalgebras of compact Lie algebras which are not ideals. In what follows, we shall show that the latter can be reduced to the classification of the primitive subalgebras of compact simple Lie algebras, in two steps.
For the first step, recall that every compact Lie algebra is a reductive real Lie algebra, that is, it decomposes as a direct sum g = z ⊕ g ′ of its center z and its derived subalgebra g ′ which is semisimple. So the first step is the reduction from reductive Lie algebras to semisimple Lie algebras.
Proposition 2.2 Let g be a reductive Lie algebra decomposed as a direct sum
of its center z and its semisimple derived subalgebra g ′ . Let m be a maximally invariant subalgebra of g which is not an ideal of g. Then m contains z and is necessarily of the form
where m ′ is a maximally invariant subalgebra of g ′ which is not an ideal of g ′ .
Proof : First we show that m must contain the center z of g. In order to do so, consider the subalgebram of g generated by z and m: this is simply the sum z+m of z and m (note that, in general, it is not a direct sum). Obviously,m is Int(g, m)-invariant because m is Int(g, m)-invariant and z is even Int(g)-invariant. Therefore,m = m orm = g. In the first case, it follows that z ⊂ m, as claimed. In the second case, we conclude that m must contain the derived subalgebra g ′ of g, since given any two elements X and Y of g, we can write
But this implies that m must be an ideal of g, which excludes this case, by hypothesis. Therefore, we must have z ⊂ m, and the intersection m
is not an ideal of g ′ and such that the direct sum decomposition given by eqn (11) implies the direct sum decomposition given by eqn (12) . P
The second step concerns the reduction from semisimple Lie algebras to simple Lie algebras. (ii) The diagonal type: Up to isomorphisms and permutations of the simple ideals of g, we have g = g 0 ⊕ g 0 ⊕ g 1 and m = g 0 ⊕ g 1 , where g 0 is one of the simple ideals of g which occurs (at least) twice in g, g 1 is the direct sum of all other simple ideals of g and the inclusion of g 0 in g 0 ⊕ g 0 is given by the diagonal map, that is, X 0 ∈ g 0 is mapped to (X 0 , X 0 ) ∈ g 0 ⊕ g 0 . Moreover, this subalgebra is always maximal in g.
Proof :
The proof is completely analogous to the corresponding proof in the case of maximal subalgebras [5, Theorem 15.1] . P Remark 2.5 As a corollary, note that a Lie algebra that is not simple and is not the direct sum of two copies of the same simple Lie algebra does not admit primitive subalgebras. Q
Complex Lie Algebras and their Compact Real Forms
Having reduced the classification of the maximally invariant subalgebras of compact Lie algebras to the classification of the primitive subalgebras of compact simple Lie algebras, we proceed to study this problem. The best way to do so is by transferring the corresponding classification for simple complex Lie algebras, which is known, to their compact real forms.
It is well known that the complexification of a real Lie algebra defines a functor from the category of compact Lie algebras to the category of reductive complex Lie algebras, both with homomorphisms of Lie algebras as morphisms. Moreover, this functor establishes a bijective correspondence compact Lie algebras ←→ reductive complex Lie algebras (13) at the level of isomorphism classes, since according to the Weyl existence and conjugacy theorem for compact real forms [21] , every reductive complex Lie algebra admits compact real forms and any two of these are conjugate.
If we fix a compact real form g of a reductive complex Lie algebra, denoted by g C to indicate that it is the complexification of g, then the above functor induces a bijective correspondence between the lattice of conjugacy classes of subalgebras of g and the lattice of conjugacy classes of reductive subalgebras of g C :
lattice of conjugacy classes of subalgebras of the compact Lie algebra g ←→ lattice of conjugacy classes of reductive subalgebras of the reductive complex Lie algebra g C (14) Now note that reductive complex Lie algebras contain non-reductive subalgebras, such as the parabolic subalgebras. Taking into account that every compact Lie algebra is reductive and so is its complexification, these non-reductive subalgebras cannot be obtained as the complexification of any subalgebra of any compact real form. Thus in order to obtain the primitive subalgebras of a compact simple Lie algebra from the primitive subalgebras of its complexification, we must restrict ourselves to reductive subalgebras and therefore we should relativize the notions of maximal, maximally invariant and primitive to the lattice of reductive subalgebras.
Definition 2.5 Let g be a reductive Lie algebra. A maximal reductive subalgebra of g is a proper reductive subalgebra m of g such that ifm is any reductive subalgebra of g with m ⊂m ⊂ g, thenm = m orm = g. A maximally invariant reductive subalgebra of g is a proper reductive subalgebra m of g which is maximal among all Int(g, m)-invariant reductive subalgebras of g, that is, such that ifm is any Int(g, m)-invariant reductive subalgebra of g with m ⊂m ⊂ g, thenm = m orm = g. A primitive reductive subalgebra of g is a maximally invariant reductive subalgebra of g which does not contain any proper ideal of g. Proof : The proof is straightforward and is left to the reader. P
Primitive Subalgebras of Classical Lie Algebras
Now we present the classification of primitive subalgebras of the classical Lie algebras. Our presentation is based on a combination of the results of several papers [3, 5, 6, 11, 24] . As has already been mentioned in the introduction, all these results, with the exception of those in [24] , refer to the complex case. Since we are ultimately interested in compact Lie groups, we shall restate them by using Proposition 2.4 to translate to the respective compact real forms.
When working with classical Lie algebras the best way to proceed for analyzing the inclusion of subalgebras is to use their natural realization as matrix Lie algebras. Concretely, A-series:
where the symbols . T and . † denote transpose and complex or quaternionic adjoint, respectively. In what follows, the term "classical Lie algebra" will mean one of the classical compact Lie algebras with the natural representation given above. Now given a classical Lie algebra g, we shall divide the set of subalgebras of g into several types, according to two natural criteria. The first criterion refers to the intrinsic nature of the subalgebra s, which can be
• truly semisimple, i.e., not simple,
• truly reductive, i.e., with non-trivial center and non-trivial derived subalgebra.
The second criterion refers to the nature of the inclusion of s in g. Since g is a matrix algebra acting on a vector space V , we can think of this inclusion as a representation of s on V , for which there are two distinct possibilities:
• irreducible,
• reducible (and hence completely reducible).
As was first observed by Dynkin, the classification of the non-simple maximal subalgebras of the classical Lie algebras is straightforward, whereas that of their simple maximal subalgebras is most conveniently performed following a different strategy. As it turns out, the same goes for primitive subalgebras.
To explain this strategy, note as a preliminary step that when s is a simple maximal subalgebra or, mor generally, a simple primitive subalgebra of g, which is one of the classical Lie algebras, su(n) or so(n) or sp(n), then with only one exception, s is always irreducible. In fact, if s is reducible then the space K n (K = R or C or H) of the pertinent defining representation of g may be decomposed into the direct sum of two s-invariant subspaces, of dimensions p and q, say. Thus, after an appropriate change of basis, s is contained in the subalgebra g ′ of g defined by
If φ preserves the subalgebra s of g then g maps s-invariant subspaces to s-invariant subspaces and thus φ also preserves the subalgebra g ′ of g.) Therefore, s cannot be maximally invariant. The only exception occurs when p or q is equal to 1 and gl(1, K) acts trivially on K, so that g ′ = s. This gives the only simple maximal subalgebra and, more generally, the only simple primitive subalgebra which is not irreducible: g = so(n) and s = so(n − 1).
What Dynkin realized was that conversely, almost every irreducible representation of a simple Lie algebra s provides an inclusion of s as a maximal subalgebra of the pertinent classical Lie algebra g, which is determined by the type of the representation:
• Type 0: g = su(n), for complex (non self-conjugate) representations,
• Type +1: g = so(n), for real (orthogonal) representations,
There is only a handful of exceptions, which can be listed explicitly, and only one of them is primitive: Theorem 3.1 (Dynkin [5, 6] , Chekalov [3] ) Let g be a classical compact Lie algebra. Then every simple maximal subalgebra and every simple primitive subalgebra s of g is irreducible, with the only exception of the inclusion
Conversely, every simple irreducible subalgebra s of g is maximal in g, unless the inclusion s ⊂ g is one of the 18 exceptions listed in Table 1 , page 364 of [5] or Table 7 , page 236 of [29] . Among these exceptions, there is only one inclusion s ⊂ g such that s is not maximal but is primitive in g; it is given by [3, p 279] so(12) ⊂ so(495) .
Remark 3.1 Although the theorem does not provide an explicit list of simple maximal or primitive subalgebras of g, it is the cornerstone for finding all such subalgebras. Namely, fixing the Lie algebra g with its natural representation on K n , we apply representation theory -more specifically, the Weyl dimension formula -to first find all irreducible representations of all simple Lie algebras s (classical and exceptional) of dimension n . Next, we determine which among these provide inclusions of s in g by decidng whether the irreducible representation of s under consideration is self-conjugate, and if so, whether it is real (orthogonal) or pseudo-real/quaternionic (symplectic), or not. Finally, we apply the theorem to eliminate the exceptions. Q Now consider non-simple primitive subalgebras. In this case we simply list, for every classical Lie algebra, all possibilities up to conjugacy. Note that it is useful to distinguish clearly between two very different constructions of the corresponding representation, according to whether the subalgebra is reducible or irreducible:
The external tensor product of π 1 and π 2 is the representation π 1 ⊠π 2 of the Lie algebra g 1 × g 2 on the tensor product V 1 ⊗ V 2 of the vector spaces V 1 and V 2 given by:
Remark 3.2 Observe that the resulting Lie algebra is the same in both cases, since the direct sum g 1 ⊕ g 2 and the Cartesian product g 1 × g 2 of g 1 and g 2 are identical as abstract Lie algebras. (In fact, the concept of a tensor product for Lie algebras does not exist.) Still, we shall continue to use both notations to characterize the kind of representation involved, so the direct sum notation indicates that the inclusion into g is by the direct sum construction, whereas the cartesian product notation indicates that the inclusion into g is by the tensor product construction. This will greatly simplify the tables. Q
The main difference between the two constructions is the fact that, even when both π 1 and π 2 are irreducible, the external direct sum π 1 ⊞ π 2 is always a reducible representation of g 1 ⊕ g 2 , whereas the external tensor product π 1 ⊠ π 2 is always an irre- The results are summarized in Tables 1, 2 and 3, which give the complete list of (conjugacy classes of) non-simple primitive subalgebras of the classical Lie algebras su(n), so(n) and sp(n), respectively, with the following conventions. Table 1 : Non-simple primitive subalgebras of su(n) (n 2)
The first column indicates the isomorphism type of the subalgebra. The second column indicates the conditions which are necessary for the inclusion to exist and also subalgebra conditions type irreducible maximal Table 2 : Non-simple primitive subalgebras of so(n) (n 5)
for avoiding repetitions, most of which are due to well-known canonical isomorphisms between classical Lie algebras of low rank: (2) so(6) = su (4) The third column indicates the intrinsic nature of the subalgebra by classifying it into three types, as above: abelian (a), truly semisimple (s) and truly reductive (r). The subalgebra conditions type irreducible maximal Table 3 : Non-simple primitive subalgebras of sp(n) (n even, n 4)
fourth column indicates the type of inclusion: irreducible or reducible. Finally, the last column indicates whether the subalgebra is maximal or not. Actually the tables are already divided into two parts: in the first part, we list the maximal subalgebras and in the second part, we list the primitive non-maximal subalgebras.
The main reason for organizing these data in this form is for better reference, for instance in the next section.
Maximal Subgroups of Classical Groups
Our goal in this last section is to compute the normalizers, within the corresponding classical groups G, of the non-simple primitive subalgebras listed in the last section. The final results are summarized in Table 4 for the group SU(n), in Tables 5 and 6 for the group SO(n) and in Table 7 for the group Sp (n). For each maximal subgroup H of G, we list in the first column the isomorphism type of the connected one-component H 0 of H and in the second column the group of components H/H 0 , taking into account that H must be the normalizer N G (H 0 ) of H 0 in G. This information completely characterizes the non-simple maximal subgroups of the classical Lie groups.
To carry out the concrete calculations, we shall employ two tools. The first tool consists in the introduction of an "intermediary subgroup" between H 0 and H, which will be denoted by H i and will allow us to control the size and the structure of H/H 0 . Suppose G is a connected Lie group with Lie algebra g and H is a maximal subgroup of G with connected one-component H 0 and Lie algebra h. Assume that h is not an ideal of g. In the particular case where g is simple -which is the case of interest herethis is equivalent to assuming that h = {0}. According to Proposition 2.1, H is then equal to the normalizer N G (H 0 ) of H 0 in G. Now consider the centralizer Z G (H 0 ) of H 0 in G and define H i to be the closed subgroup of G generated by the two closed subgroups H 0 and Z G (H 0 ) of G:
Then we have
Considering the action of H on H 0 by conjugation in G (recall that N G (H 0 ) is defined as the set of elements g of G such that conjugation by g leaves H 0 invariant), H i consists of those elements of H that act as inner automorphisms, while Z G (H 0 ) consists of those elements of H that act trivially. Also note that H, H i and H 0 all have the same Lie algebra h (since this is true for H 0 and H) and thus the quotient groups H/H 0 , H/H i and H i /H 0 are discrete. Moreover, by the third isomorphism theorem, we have
If G is compact, the above mentioned discrete groups are in fact finite and their orders satisfy the relation
In almost all cases of interest, we may use additional properties to extract more information about the structure of H i /H 0 and of H/H i , and hence of H/H 0 as well.
• H i /H 0 : Since H 0 ∩ Z G (H 0 ) = Z(H 0 ), the second isomorphism theorem implies
Moreover, the inclusion Z(G) ⊂ Z G (H 0 ) is valid in general. Conversely, if G is a classical group and the inclusion of H 0 in G is an irreducible representation, then by Schur's lemma we have
Finally, we note that if h has maximal rank, that is, if H 0 contains a maximal torus T of G, then Z G (H 0 ) ⊂ T ⊂ H 0 and therefore the quotient group H i /H 0 is trivial.
• H/H i : This quotient group may identified with the group Out(h)∩Int(g) of those outer automorphisms of h that can be extended to inner automorphisms of g and thus can be implemented by conjugation by elements of the ambient group G. If h is semisimple, it may also be identified with the group Aut(Γ) ∩ Int(g) of those automorphisms of the Dynkin diagram Γ of h that can be extended to inner automorphisms of g and thus can be implemented by conjugation by elements of the ambient group G:
Remark 4.1 According to the relation (19), the group H/H 0 is an upwards extension of the group H i /H 0 by the group H/H i , but simple examples show that this extension is not necessarily split, that is, a semi-direct product. Q
The second tool is given by the following lemma, which is used to handle the reducible inclusions.
Lemma 4.1
Let G be one of the classical groups SU(n), SO(n) or Sp (n) and accordingly, let K be C, R or H. Let v and w be any two vectors in K n \ {0}. Then there exist A 0 ∈ G and λ ∈ K \ {0} such that
Proof : Suppose first that G = SO(n) and K = R. If v and w are linearly dependent, namely w = µ v, we choose A 0 such that A 0 v = −v and the restriction of A 0 to the orthogonal complement of the 1-dimensional subspace generated by v and w is a reflection; then take λ = −µ/2. If v and w are linearly independent, define A 0 to be a rotation cos α − sin α sin α cos α on the 2-dimensional subspace generated by v and w and to be the identity on its orthogonal complement. More explicitly, putting v 0 = v/|v|, w 0 = w/|w| and defining φ by cos φ = v 0 · w 0 , we can employ the vectors v 0 and (w 0 − cos φ v 0 )/ sin φ as an orthonormal basis in this subspace to obtain
and hence
The first term in this expression vanishes if we choose α = 2φ − π, and taking λ such that λ −1 = −2 cos φ |v|/|w|, the conclusion of the lemma for this case follows.
Suppose now that G = SU(n) and K = C or G = Sp (n) and K = H. To handle these two cases, we identify C n with R 2n and H n with R 4n and must modify the construction of A 0 in the previous argument in such a way that A 0 commutes with the operation of multiplication by i in the complex case and with the three operations of multiplication by i, j and k in the quaternionic case, since SU(n) = SO(2n) ∩ GL(n, C) and Sp (2n) = SO(4n)∩GL(n, H). If v and w are linearly dependent over K, that is, w = µv with µ ∈ K \ {0}, it suffices to choose A 0 such that A 0 (v) = −v, A 0 (iv) = −iv and A 0 = id on the orthogonal complement of the real 2-dimensional subspace generated by v and iv, in the complex case, and such that A 0 (v) = −v, A 0 (iv) = −iv, A 0 (jv) = −jv, A 0 (kv) = −kv and A 0 = id on the orthogonal complement of the real 4-dimensional subspace generated by v, iv, jv and kv, in the quaternionic case. If v and w are linearly independent over K, A 0 is defined as the rotation introduced above not only on the real 2-dimensional subspace generated by v and w but also on the real 2-dimensional subspace generated by iv and iw, and as the identity only on the orthogonal complement of the real subspace generated by v, iv, w and iw, in the complex case, and is defined as the rotation introduced above not only on the real 2-dimensional subspace generated by v and w but also on the three real 2-dimensional subspaces generated by iv and iw, by jv and jw and by kv and kw, and as the identity only on the orthogonal complement of the real subspace generated by v, iv, jv, kv, w, iw, jw and kw, in the quaternionic case. P With these generalities out of the way, we proceed to the case by case analysis of each of the entries of Tables 4-7.
Maximal Subgroups of SU
is given by the direct sum of the defining representations of U(p) and U(q). More precisely, write any vector z in C n as a block column vector z = , and this action induces an injective homomorphism of U(p) × U(q) into U(n). The inverse image of SU(n) ⊂ U(n) under this inclusion is the connected subgroup
The restriction of the above homomorphism to H 0 provides the desired inclusion into G. Note also that the centralizer
In order to compute the normalizer H of the connected subgroup H 0 so defined, we write (n × n) matrices as (2 × 2) blocks whose entries are, respectively, (p × p), (p × q), (q × p) and (q × q) matrices; then arbitrary elements h 0 of H 0 and h of H take the form
The condition hh † = 1 n reads
On the other hand, the condition hh 0 h † ∈ H 0 reads
Since this equality should hold for every A 0 ∈ U(p) and every D 0 ∈ U(q) with det(A 0 ) det(D 0 ) = 1, we can pick D 0 = 1 q to obtain
and, similarly, pick A 0 = 1 p to obtain
By Lemma 4.1, this implies that A = 0 or C = 0 and that B = 0 or D = 0. Also, it is not possible to have A = 0 and B = 0 or C = 0 and D = 0, since this would force the determinant of h to vanish. Therefore, it follows that the elements h of H must be of the form
with p = q in the second case, since otherwise there is no way to satisfy the condition
because the rank of BB † and of CC † cannot exceed the smaller of the two numbers p and q. In the first case, it follows that h ∈ H 0 , and thus H = H 0 , H/H 0 = {1} if p = q. In the second case, we may write h as the product of an element of H 0 with the matrix 0 1 p −1 p 0 as follows:
Now this matrix belongs to SU(n) (n = 2p) and its square
belongs to H 0 , so we may conclude that H/H 0 = Z 2 if p = q.
The inclusion
is given by the tensor product of the defining representations of U(p) and U(q), and d = gcd(p, q) is the greatest common divisor of p and q. More precisely, write vectors z in C n as tensors, among which we have the decomposable tensors z = x ⊗ y built from vectors x in C p and y in C q . Then (A, B) ∈ U(p) × U(q) acts on C n according to (A, B) · (x ⊗ y) = Ax ⊗ By, and this action induces a homomorphism
which, unlike the situation encountered in the previous item, is not injective but rather has a non-trivial kernel given by
Using the formula
we see that the inverse image of SU(n) ⊂ U(n) under this homomorphism is the subgroup
and the restricted homomorphism
still has the same kernel
Its intersection with the connected subgroup SU(p) × SU(q) is
Factoring out the kernel, we obtain the desired inclusion. Note also that the center Z(G) of G is contained in the quotient group S ′ U(p) × U(q) /U(1) which is generated by Z(G) and by the quotient group SU(p) × SU(q) /Z d ; hence
and
so according to equation (22),
Explicitly, a representative of the connected component of H i corresponding to k mod d is given by the matrix exp(2πik/n) 1 n , since when k is a multiple of d, k/n will be a multiple of d/n which can be written in the form
(where r and s are chosen such that rq ′ +sp ′ = 1 with p ′ = p/d and q ′ = q/d, which is possible since p ′ and q ′ are relatively prime) and therefore exp(2πik/n) 1 n ∈ H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we first note that (for p 3) the Dynkin diagram of su(p) admits only one automorphism which can be implemented by an anti-linear involution σ p in C p . Since the tensor product of linear / anti-linear maps is a linear / anti-linear map and the tensor product between a linear map and an anti-linear map is not well defined, we see that there is only one non-trivial automorphism of the Dynkin diagram Γ of su(p) × su(q) induced by automorphisms of the Dynkin diagrams of the factors which can be extended to an automorphism of su(n), namely the one implemented by an anti-linear involution of the form σ p ⊗ σ q , but this will always be an outer automorphism of su(n). Thus it is clear that for p = q, Aut(Γ) ∩ Int(g) = {1}, while for p = q, Aut(Γ) ∩ Int(g) can at most be equal to the group Z 2 , corresponding to the possibility of switching the factors in the tensor product that exists in this case. Explicitly, a representative of the corresponding connected component of H is given by the transformation
which belongs to SU(n) (n = p 2 ) if we choose the phase exp(iφ p ) according to
, since the permutation which maps x ⊗ y to y ⊗ x, when written in a basis of C n provided by a basis of C p by taking tensor products between vectors of the latter, is the product of p 2 = p(p − 1)/2 transpositions e i ⊗ e j ←→ e j ⊗ e i (1 i < j p) with p fixed points e i ⊗e i (1 i p) and hence is an involution with determinant (−1) p(p−1)/2 . Therefore, we conclude that for p = q, Aut(Γ)∩Int(g) = Z 2 . Finally, the structure of the group H/H 0 in this case can be deduced by observing that for p = 2 mod 4, the map . τ has order 2 and hence H/H 0 is the direct product Z p × Z 2 , whereas for p = 2 mod 4, i.e., p = 2r with r odd, it has order 8, but its square coincides with the matrix exp(2πir 2 /p 2 ) 1 n = i 1 n which represents one of the non-trivial connected components of H i , and the square of the latter belongs to H 0 , so it follows that H/H 0 is a non-split upward extension of the group Z p by the group Z 2 (H/H 0 = Z p . Z 2 ) which can be explicitly constructed as the quotient group Z p × Z 2 Z 4 .
3. Generalizing the procedure of the first item, we define the inclusion
by the direct sum of l copies of the defining representation of U(p), writing vectors z in C n as block column vectors composed of l column vectors in C p . The inverse image of SU(n) ⊂ U(n) under the corresponding inclusion
is the connected subgroup
In order to compute the normalizer H of the connected subgroup H 0 so defined, we write (n × n) matrices as (l × l) blocks whose entries are (p × p) matrices; then arbitrary elements h 0 of H 0 and h of H take the form
By the same argument as in the first item, it then follows that for any three indices i, j, k with 1 i, j, k l and i = j, we have A ik = 0 or A jk = 0 and hence there is a permutation σ of {1, . . . , l} such that
When σ is the transposition τ 12 (τ 12 (1) = 2, τ 12 (2) = 1, τ 12 (i) = i for i 3), say, we can write h σ as the product of an element of H 0 with the matrix
which belongs to SU(n) and whose square belongs to H 0 . Therefore, it follows that H/H 0 = S l .
4. Generalizing the procedure of the second item, we define the inclusion
by the tensor product of l copies of the defining representation of U(p), writing vectors z in C n as tensors of degree l on C p . This inclusion is induced by the homomorphism
which is not injective but rather has a non-trivial kernel given by
Its intersection with the connected subgroup
Factoring out the kernel, we obtain the desired inclusion. Note also that the center Z(G) of G is contained in the quotient group S ′ U(p)×. . .×U(p) /U(1) l−1 which is generated by Z(G) and by the quotient group
, and
Explicitly, a representative of the connected component of H i corresponding to k mod p l−1 is given by the matrix exp(2πik/n) 1 n , since when k is a multiple of p l−1 , exp(2πik/n) 1 n ∈ H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we observe, as before, that there is no automorphism of the Dynkin diagram of su(p) × . . . × su(p) induced by automorphisms of the Dynkin diagrams of the factors that can be extended to an inner automorphism of su(n). Now it is clear that Aut(Γ) ∩ Int(g) can at most be equal to the symmetric group S l , corresponding to the possibility of permuting the l factors in the tensor product. But for l 3, we can implement any transposition through an involution of determinant +1 since, for example, the determinant of the transformation
which represents the transposition τ 12 (τ 12 (1) = 2, τ 12 (2) = 1, τ 12 (i) = i for i 3) is (−1) p l−1 (p∓1)/2 , and this is equal to +1 when p is even and, with an appropriate choice of sign, also when p is odd. Therefore it follows that Aut(Γ) ∩ Int(g) = S l and that H/H 0 is the direct product Z p l−1 × S l .
Maximal Subgroups of
is given by the direct sum of the defining representations of O(p) and O(q). More precisely, write any vector z in R n as a block column vector z = 
which has two connected components. The one-component of H + is the subgroup
while the other component is
The restriction of the above homomorphism to H 0 provides the desired inclusion into G. Note also that the centralizer Z G (H 0 ) of H 0 in G is contained in H + and that H + is generated by Z G (H 0 ) and H 0 ; hence H i = H + .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we proceed as in the case of SU(n), using Lemma 4.1 to conclude that the elements h of H are of the form
with p = q in the second case. In the first case, it follows that h ∈ H + , and thus
In the second case, we may, again as in the case of SU(n), write h as the product of an element of H + with the matrix
which belongs to SO(n) (n = 2p) and whose square
belongs to H + but belongs to H 0 only when p is even, so we may conclude that
2. Similarly, considering the inclusion
and more generally the inclusion
we observe that the normalizer of the connected subgroup
in SO(n) is the subgroup
is more easily handled by using results about the covering index of compact symmetric spaces (see [16] , Chapter 10, Problem C4, p. 526) 5 for the series D III, which leads to the conclusion that the normalizer of u(p) in the group Spin(n) (n = 2p) is connected if p is odd and has two connected components if p is even. The fact that the same result holds if we substitute the simply connected group Spin(n) by the special orthogonal group SO(n) can be derived by noting that the involutive automorphism of the Lie algebra so(n) which has the subalgebra u(p) as its fixed point subalgebra can be lifted to an involutive automorphism of the group SO(n) and hence is the identity on the kernel Z 2 of the covering homomorphism from Spin(n) onto SO(n).
The inclusions
are given by the tensor product of the defining representations of O(p) and O(q). More precisely, write vectors z in R n as tensors, among which we have the decomposable tensors z = x ⊗ y built from vectors x in R p and y in R q . Then (A, B) ∈ O(p) × O(q) acts on R n according to (A, B) · (x ⊗ y) = Ax ⊗ By, and this action induces a homomorphism
which, unlike the situation encountered in the first item, is not injective but rather has a non-trivial kernel given by
we see that the inverse image of SO(n) ⊂ O(n) under this homomorphism is the subgroup
In the first three cases, the group S ′ O(p)×O(q) has two connected components such that the kernel of the homomorphism introduced above intersects both components in exactly one element (since (1 p , 1 q ) and (−1 p , −1 q ) belong to different connected components), so the restriction of this homomorphism to the connected one-component provides the desired inclusion. In the last case, the group S ′ O(p) × O(q) has four connected components, but the kernel of the homomorphism introduced above is contained in the connected one-component (since (1 p , 1 q ) and (−1 p , −1 q ) belong to the same connected component), so it is necessary to factor out the kernel in order to obtain the following sequence of inclusions:
Note also that the center Z(G) of G is contained in H 0 ; hence H i = H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we first note that (for p even, p 6) the Dynkin diagram of so(p) admits only one non-trivial automorphism which can be implemented by a reflection σ p in R p .
6
Computing determinants, we see that the automorphisms of the Dynkin diagram Γ of so(p) × so(q) induced by automorphisms of the Dynkin diagrams of the factors can always be extended to automorphisms of so(n) and that these will be outer automorphisms (implemented by a matrix in O(n) that does not belong to SO(n)) if p or q is odd but will be inner automorphisms (implemented by a matrix in SO(n)) if p and q are even. Thus it is clear that for p = q,
while for p = q, Aut(Γ) ∩ Int(g) may, besides this, contain a Z 2 group as an additional factor, corresponding to the possibility of switching the factors in the tensor product that exists in this case. Explicitly, a representative of the corresponding connected component of H is given by the transformation
which, by the same argument employed in the case of SU(n), is an involution with determinant (−1) p(p∓1)/2 and thus belongs to SO(n), provided we make an adequate choice of sign, except when p = 2 mod 4. Therefore we conclude that
Note that, in the last case, the structure of this group as a semi-direct product is given by conjugation with the transformation .
τ which maps A ⊗ B to B ⊗ A and thus acts on Z 2 × Z 2 by switching the factors.
The inclusion
is given by the tensor product of the defining representations of Sp (2p) and Sp (2q). Indeed, noting that the tensor product of two pseudo-real/quaternionic representations is real, we can proceed in the same way as in the previous item, though with some simplifications: the homomorphism
always has image contained in G = SO(n) and the same kernel as before:
Therefore, it provides the desired inclusion of the corresponding quotient group. Note also that the center Z(G) of G is contained in H 0 ; hence H i = H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we note that for p = q, Aut(Γ) ∩ Int(g) = {1}, while for p = q, Aut(Γ) ∩ Int(g) can at most be equal to the group Z 2 , corresponding to the possibility of switching the factors in the tensor product that exists in this case. The argument to decide whether this switch operator has determinant +1 or −1 is the same as before and leads to the conclusion that Aut(Γ) ∩ Int(g) = {1} if p = q is odd and Aut(Γ) ∩ Int(g) = Z 2 if p = q is even.
6. Generalizing the procedure of item 1, we define the inclusion
by the direct sum of l copies of the defining representation of O(p), writing vectors z in R n as block column vectors composed of l column vectors in R p . The inverse image of SO(n) ⊂ O(n) under the corresponding inclusion
which has 2 l−1 connected components, its one-component being the subgroup
Note also that the centralizer Z G (H 0 ) of H 0 in G is contained in H + and that H + is generated by Z G (H 0 ) and H 0 ; hence H i = H + .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we proceed as in the case of SU(n) to conclude that the elements of H take the form
where σ ∈ S l and
When σ is the transposition τ 12 (τ 12 (1) = 2, τ 12 (2) = 1, τ 12 (i) = i for i 3), say, we can write h σ as the product of an element of H + with the matrix
which belongs to SO(n) and whose square belongs to H + but belongs to H 0 only when p is even. Therefore, it follows that H/H 0 is an upwards extension of the group Z l−1 2 by the symmetric group S l , which is a split extension, that is, a semi-
2 ), if p is even and is a non-split extension H/H 0 = Z l−1 2 . S l if p is odd.
7. Generalizing the procedure of item 4, we define the inclusions
by the tensor product of l copies of the defining representation of O(p), writing vectors z in R n as tensors of degree l on R p . This inclusion is induced by the homomorphism
In the first case, the group S ′ O(p) × . . . × O(p) has 2 l−1 connected components such that the kernel of the homomorphism introduced above intersects each of them in exactly one element, so the restriction of this homomorphism to the connected one-component provides the desired inclusion. In the second case, the group S ′ O(p) × . . . × O(p) has 2 l connected components, but the kernel of the homomorphism introduced above is contained in the connected one-component, so it is necessary to factor out the kernel in order to obtain the following sequence of inclusions:
In order to compute the normalizer H of the connected subgroup H 0 so defined, we note, as before, that every non-trivial automorphism of the Dynkin diagram Γ of so(p) × . . . × so(p) induced by non-trivial automorphisms of the Dynkin diagrams of the factors (note that these exist only when p is even) can be extended to an inner automorphism of so(n). Moreover, Aut(Γ) ∩ Int(g) will contain a subgroup S l as an additional factor, corresponding to the possibility of switching the factors in the tensor product. But for l 3, we can proceed as in the case of SU(n) to implement any transposition through an involution of determinant +1. Therefore, it follows that Aut(Γ) ∩ Int(g) = S l if p is odd and
In the last case, the structure of this group is that of a semi-direct product since S l acts on Z l 2 by switching the factors.
8. Generalizing the procedure of item 5, we define the inclusion
by the tensor product of l copies of the defining representation of Sp (2p). Indeed, noting that the tensor product of l copies of a pseudo-real/quaternionic representation is real if l is even, we can proceed as in the previous item, though with some simplifications: the homomorphism
Therefore, it provides the required inclusion of the corresponding quotient group. Note also that the center Z(G) of G is contained in H 0 ; hence H i = H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we note, as before, that Aut(Γ) ∩ Int(g) can at most be equal to the symmetric group S l , corresponding to the possibility of permuting the factors in the tensor product. But for l 3, we can proceed as in the case of SU(n) to implement any transposition through an involution of determinant +1. Therefore, we conclude that Aut(Γ) ∩ Int(g) = S l .
Maximal
Subgroups of Sp (n) (n even)
The inclusion
Sp (2p) × Sp (2q) ⊂ Sp (n) (n = 2(p + q))
is given by the direct sum of the defining representations of Sp (2p) and Sp (2q). More precisely, write any vector z in C n as a block column vector z = , and this action induces an injective homomorphism which is the desired inclusion of H 0 = Sp (2p) × Sp (2q) into G = Sp (n). Note also that the centralizer Z G (H 0 ) of H 0 in G is contained in H 0 ; hence H i = H 0 .
with p = q in the second case. In the first case, it follows that h ∈ H 0 , and thus H = H 0 , H/H 0 = {1} if p = q. In the second case, we may, again as in the case of SU(n), write h as the product of an element of H 0 with the matrix belongs to H 0 , so we may conclude that H/H 0 = Z 2 if p = q.
is more easily handled by using results about the covering index of compact symmetric spaces (see [16] , Chapter 10, Problem C4, p. 526) 7 for the series C I, which leads to the conclusion that the normalizer of u(p) in the group Sp (n) (n = 2p) has two connected components.
The inclusions
Sp (2p) × SO(q) ⊂ Sp (n) (n = 2p q , q odd)
Sp (2p) × Z 2 SO(q) ⊂ Sp (n) (n = 2p q , q even)
are given by the tensor product of the defining representations of Sp (2p) and O(q). Indeed, noting that the tensor product of a pseudo-real/quaternionic representation and a real representation is pseudo-real/quaternionic, we can proceed in the same way as in items 4 and 5 for the case of SO(n): the homomorphism
always has image contained in G = Sp (n) and has the same kernel as before:
On the other hand, the group Sp (2p) × O(q) has two connected components. If q is odd, the kernel of the above homomorphism intersects both components in exactly one element (since (1 2p , 1 q ) and (−1 2p , −1 q ) belong to different connected components), so the restriction of this homomorphism to the connected onecomponent provides the desired inclusion. If q is even, the kernel of the above homomorphism is contained in the connected one-component (since (1 2p , 1 q ) and (−1 2p , −1 q ) belong to the same connected component), so it is necessary to factor out the kernel in order to obtain the following sequence of inclusions:
In order to compute the normalizer H of the connected subgroup H 0 so defined, we can proceed in the same way as in items 4 and 5 for the case of SO(n) to conclude that Aut(Γ) ∩ Int(g) = {1} if q is odd and Aut(Γ) ∩ Int(g) = Z 2 if q is even.
4. Generalizing the procedure of the first item, we define the inclusion Sp (2p) × . . . × Sp (2p) ⊂ Sp (n) (n = 2p l)
by the direct sum of l copies of the defining representation of Sp (2p), writing vectors z in C n as block column vectors composed of l column vectors in C 2p , thus obtaining
as a connected subgroup of Sp (n). Note also that the centralizer Z G (H 0 ) of H 0 in G is contained in H 0 ; hence H i = H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we proceed as in the case of SU(n) to conclude that the elements of H take the form Therefore, it provides the desired inclusion of the corresponding quotient group. Note also that the center Z(G) of G is contained in H 0 ; hence H i = H 0 .
In order to compute the normalizer H of the connected subgroup H 0 so defined, we observe that Aut(Γ) ∩ Int(g) can at most be equal to the symmetric group S l , corresponding to the possibility of switching the factors in the tensor product. But for l 3, we can, once more, proceed as in the case of SU(n) to implement any transposition through an involution of determinant +1. Therefore, we conclude that Aut(Γ) ∩ Int(g) = S l .
