The systematic application of uncertainty and reliability analysis to engineering structures of practical interest, requires the availability of powerful and efficient software, both for the FE modeling and for the uncertainty analysis. Ideally this software should seamlessly interface existing finite element codes, in order to harness the state-of-theart in finite element modeling and to facilitate the reuse of existing, validated numerical models.
Introduction
By and large, structural engineers around the world rely on analysis and design methods, which account for the unavoidable uncertainties by making grossly simplifying assumptions, such as using extremely large or small values, or average values, for parameters characterizing the structure. In other words, the adopted methods are still based on deterministic reasoning and the uncertainties are -at best -accounted for in an intuitive fashion, but surely not in a systematic way that reflects the omnipresence of inherent, random uncertainties, an omnipresence that is inexorably confirmed byall too rare -experimental testing campaigns.
The lack of penetration of rational uncertainty analysis methods in engineering practice is hardly due to insufficient theoretical foundations or the scarcity of efficient algorithms. Indeed, uncertainty and reliability analysis in structural engineering has been a vibrant topic of research for several decades (cf. for instance [1] ). While a large portion of the associated efforts have focussed on shedding light on the fundamental and theoretical aspects and on the application of the uncertainty analysis methods to strongly simplified, reduced-order models of structures, significant progress has also been made recently in the rational treatment of uncertainties in large FE models of complex structures [2] .
A frequently sensed motivation behind the refusal to apply uncertainty analysis in a systematic way is that the associated computational effort is viewed as overwhelming. While it is certainly true that processing uncertainties in the context of computational models of structures involves significant additional computational efforts, it is however surprising to see that the incessant growth of computational power -which is available to structural engineers by virtue of the corresponding progress of computer hardware technology -does not seem to alleviate the computational burden associated with uncertainty analysis, at least in the perception of the structural engineers. The reason for this well may lie in the fact that the computational power gained with each new generation of desktop computers and workstations is invested in even more sophisticated and refined FE models. The predictive quality of such sophisticated models is not necessarily commensurate with the trust that is placed by the general public and by decision makers on the associated results, as has been recently remarked in [3] .
In summary, it is clear that the demands placed on the accuracy of finite element models is usually disproportionate to the simplifications operated with respect to the uncertainties associated with the model. The accuracy afforded by the finite element models is therefore frequently elusive. Indeed, for a given level of uncertainties, there is clearly a delimiting point of the degree of resolution, beyond which any further refinement does not improve the FE model with respect to its intended use, because the scatter in the predictions due to uncertainties is significantly larger than the error reduction resulting from the refinement [4, 5] .
The above mentioned imbalance is mirrored by the highly contrasting number of software codes for finite element analysis and that of software codes for structural reliability analysis. This very imbalance represents a plausible interpretation for the lacking diffusion of uncertainty analysis. While the popularity of the FE method has entered a virtuous cycle with the development of general-purpose software codes, the corresponding evolution of general-purpose tools for uncertainty and reliability analysis has lagged behind. This picture of the situation has emerged from a recent special issue on structural reliability software coordinated by the authors [6] . While there appears to be a comforting trend reversal -in view of several recent developments in the reliability software arena -the possibilities supplied by the presently available codes appear limited if compared to the status quo held by general purpose FE codes.
The present manuscript discusses tools and methods for uncertainty and reliability analysis with special emphasis on the respective implications for their implementation in general purpose software. The guiding principle is the compatibility of the uncertainty analysis software with the state-of-the-art in FE modeling. Consequently, from the methodological point of view, advanced simulation methods are in the focus, since they have been shown to form the most scalable class of methods. As far as implementation is concerned, the issues related to the interfacing of FE software and uncertainty analysis software are stressed, since it is viewed as imperative that the uncertainty analysis capitalizes on the existing, highly developed and tested, FE codes. The above issues are discussed and elucidated in the context of a software tool for uncertainty and reliability analysis, COSSAN T M , which has been developed by the authors and their coworkers. At the end of the manuscript application examples are presented, which have been performed using the COSSAN T M software. The purpose of these examples is to demonstrate the applicability of uncertainty and reliability analysis to large FE models of complex structural assemblies by means of suitable software tools, whilst making use of the nowadays widely available possibilities of parallel processing. The key message to be conveyed then is that in times where highperformance computing is within everybody's reach, there is no reason to forego the possibilities offered by systematic uncertainty analysis in structural engineering.
Methods of analysis

General remarks
The computational analysis of the structural performance in view of uncertainties requires two modeling steps, namely the construction of a mathematical-mechanical model and -on the basis of the latter -the modeling of the uncertainties. As for the mathematical-mechanical model of structures, the finite element method has established itself as the standard tool for structural analysis and is used in a variety of fields of engineering. Turning then to the modeling of the uncertainties associated with the mathematical-mechanical model -and hence with the corresponding finite element model, the concepts and notions of probability theory have been adopted early for capturing uncertainties in computational mechanics and have since then turned out to provide a versatile and powerful framework for this purpose. In the present manuscript, the focus is hence on computational tools based on the finite element method for the structural analysis and on probabilistic methods for uncertainty modeling and propagation.
Modeling of uncertainties in structural properties and loading
A large portion of the parameters which characterize any numerical model utilized for structural analysis, is affected by uncertainty [7] [8] [9] . Examples of such parameters are the strength or the mass density of a given construction material, the section dimensions of a structural member or the magnitude of a load assumed to act on the considered structure. A convenient and rational way for representing this uncertainty consists in modeling these parameters as random variables [10] . Formally, the latter are collected in a vector of random variables,
where θ denotes the random event, S the so-called sample space and d the dimension of the random vector X. The latter is fully characterized by its joint cumulative distribution function (CDF),
where
is an arbitrary value of the vector X and P [·] denotes the probability of the event enclosed in the brackets. In many practical applications numerous uncertain parameters can be assumed to be statistically mutually independent, thus simplifying the definition of the joint CDF in Eq. (2). However, the representation of the uncertainty by means of random variables is not adequate for parameters and quantities of the numerical model, which are spatially or temporally distributed and which exhibit spatial or temporal fluctuations [11] [12] [13] [14] . Examples of such quantities are a shell structure, whose thickness fluctuates in space, and the ground acceleration at a selected location, which varies randomly over time. Physical phenomena of this type have the character of a random function, rather than a random variable,
temporal fluctuations (stochastic process) (4) α(x, t) = α(x, t, θ) spatial and temporal fluctuations
A very convenient and computationally efficient way for numerically modeling random fields and stochastic processes which are of interest in structural mechanics, is constituted by the so-called Karhunen-Loève (K-L) expansion [15] . If applied to a random field it has the form,
where x denotes the spatial location, α(x) is the mean of the random field, and {ξ i (θ)} forms a numerable set of random variables. The corresponding factors in the expansion, {φ i (x)} and {λ i }, are the eigenfunctions and eigenvalues of the covariance kernel and are deterministic quantities. The K-L expansion has a number of appealing features, which have contributed to its widespread use in computational stochastic structural analysis [16, 17] ; in particular, its convergence is optimal in the mean-square sense and hence in many cases of practical interest, few terms of the expansion in Eq. (6) -namely those associated with the largest eigenvalues {λ i } -are sufficient to accurately represent the random field, i.e. to capture most of its variability.
Finite element modeling and analysis
As mentioned in Section 2.1, the standard representation of the mathematical-mechanical models used in structural analysis consists of numerical models based on the finite element (FE) method. The latter includes a class of numerical methods for the solution of partial differential equations arising in various fields of engineering. It is well-known that FE methods are based on the discretization of the spatial domain through a partition into elements with suitable shapes, which permits the applicability to structures with complex geometries and hence to structures of engineering interest. For the scope of the present manuscript the focus is on the application of the FE method to structural mechanics. In the displacement-based FE method [18, 19] the i-th component of the displacement field of the e-th element of the FE discretization, u e (x), is represented as a summation of piece-wise polynomials called shape functions, H e ij (x), multiplied with the corresponding global nodal displacements, U j ,
where n is the total number of nodal displacements -i.e. the number of global degreesof-freedom (dof) -and x denotes an arbitrary location in the local coordinate system. When applying the principle of virtual work, or one of the alternative formulations, the expression for the element strain energy contains the following matrix, which is termed the stiffness matrix of the e-th element,
In this expression, B e is a matrix relating element displacements and strains, D e is the elasticity matrix relating stresses and strains, and Ω e is the spatial domain of the element.
Likewise, when the principle of virtual work is applied to problems involving inertial forces, i.e. to dynamic problems, then similar matrices corresponding to the elemental kinetic energy and energy dissipation arise,
where ρ e is the mass density and the κ e damping parameter.
Enforcing global static or dynamic equilibrium -i.e. for the entire structure -in terms of the principle of virtual work, leads to a system of linear equations and a system of linear ODEs (assuming viscous damping), respectively,
where the matrices K and M are the global stiffness and mass matrices, obtained by adding the contributions of all element matrices,
The global damping matrix C is typically formulated in terms of M and K.
Stochastic finite element analysis:
If some of the physical parameters of the model, which enter the analysis either through the element matrices in Equations (8) and (9), or through the loading -i.e. the right-hand-sides of Equation (10) -and the boundary conditions, are affected by uncertainties, then the concepts introduced in Section 2.2 may be used to rationally represent these uncertainties. In this case, the numerical schemes for the analysis of the uncertainty associated with the quantities of interest of the structural analysis, are termed as Stochastic Finite Element methods (SFEM) [2, 20, 21] . Following the notation in Equation (1) the set A is introduced, which contains the random fields and stochastic processes used to model quantities whose spatial or temporal fluctuations are assumed to have a significant influence on the structural performance,
where d is the number of random fields and stochastic processes utilized in the uncertainty modeling. The propagation of the uncertainty associated with the physical parameters modelled as random variables -contained in X(θ) -and those modelled as random fields or stochastic processes -contained in A(θ) -is made explicit in the following, by noting the dependence on θ, which denotes the randomness. With reference to Equations (8) and (11),
Similarly, the following holds for the mass and damping matrix and for the force vector,
Clearly, the uncertainty propagates to the structural response through the discretized equations of (static and dynamic) equilibrium -cf. Equations (10),
On the basis of the above equations, the goal of stochastic finite element analysis is to characterize the uncertain structural response, U(t, θ), and eventually also other quantities of interest, Q(θ), which are representative of the structural performance, such as stresses, accelerations, etc. The computational methods for efficiently propagating the uncertainties to the quantities of interest and for characterizing the latter will be introduced in the next section (cf. also [22] ).
Uncertainty propagation in structural analysis
Monte Carlo simulation: The most general and robust method for processing and estimating the uncertainty associated with the structural performance is Monte Carlo simulation (MCS), which consists of generating samples of the physical parameters modelled as random variables or random fields (stochastic processes). With reference to Equations (1) and (12), the following ensembles are created using a random number generator,
For each of the samples, the corresponding response is computed by substituting the j-th realization of the above ensemble for the uncertain model parameters in Equations (13) through (18) . This operation results in the ensemble of N samples of the quantities of interest of the structural performance,
The above ensemble can be further processed in order to obtain for instance statistical estimators of the moments of the random performance parameters, such as means, standard deviations and correlations. While MCS is outperformed by alternative methods under special circumstances, such as for the uncertainty propagation for linear static structural analysis in the presence of only few random variables, it enjoys superior generality and robustness. The former attribute is due to the method's applicability to any type of problem for which the corresponding deterministic problem can be solved, whereas robustness is ensured by the availability of error control in the form of confidence intervals. Furthermore, MCS is particularly amenable to parallel processing. As the availability of parallel computing infrastructure keeps increasing, this fact strongly improves the competitive position of MCS even for analysis tasks in which alternative methods excel.
Perturbation method:
If the variability of the uncertain parameters of the FE model is small enough to justify the assumption of an approximately linear dependence of the quantities of interest on these parameters, then the uncertainty in the response can be approximated with a low-order Taylor series expansion [21] ,
where in linear static analysis the following holds,
From the viewpoint of numerical linear algebra, if a direct solver is used, then the perturbation method requires only a single factorization of the mean stiffness matrix, K 0 , since the partial derivatives of U in Equations ( 24) and ( 25) are products of the inverse of K 0 and a vector, and hence can be computed through back-substitutions using the factors of K 0 .
Once the partial derivatives of U have been evaluated, statistics of the quantities of interest -such as low order moments -may be easily retrieved using Equation (22) in the respective definitions.
Neumann expansion method:
The Monte Carlo simulation of Equation (17) can be accelerated by employing a series expansion referred to as Neumann expansion for the uncertain structural response [22, 23] ,
where the terms on the right hand side can be recursively computed from the following systems of equations,
where ∆K(θ) is the perturbation matrix,
Similarly to the perturbation method, a single factorization of the nominal stiffness matrix K 0 is necessary, whereas all the remaining operations are back-substitutions using the triangular factor matrices of K 0 . However, if the expansion in Equation (26) is used for Monte Carlo simulation, it should be noted that for each sample the perturbation matrix in Equation (29) needs to be constructed. The implications of this for the software implementation will be addressed in Section 3.6.
Spectral stochastic finite element method (SSFEM):
In the SSFEM the response vector U(θ) in Equation (17) is approximated using a truncated expansion of the form [20] ,
More specifically, Ψ j (θ) are random variables and are defined as Hermite polynomials in the set of standard normal random variables
is referred to as Polynomial Chaos and, correspondingly, the expansion in Equation (30) as Polynomial Chaos expansion (PCE). The latter may be viewed as the basic random variables -sometimes also referred to as germs -of the stochastic model. These may be introduced by expressing the random variables in Equation (1) as functions of standard normal random variables, using suitable transformations, and by utilizing discretization methods to represent the random fields and stochastic processes in Equation (12); in these discretization the random fields are represented in terms of a finite number of random variables, which can in turn be expressed as functions of standard normal random variables.
In general, a PCE is also used to represent the stiffness matrix in terms of the basic standard normal variables,
For the static problem in Equation (17) the solution of the stochastic finite element analysis then consists of the evaluation of the deterministic vectors U j in Equation (30) . This can be accomplished by following an approach that is reminiscent of the Galerkin-weighted residual formulation in deterministic finite element analysis -cf. [20] for details -and leads to a system of linear equations,
The size of the system of linear equations in Equation (32) is a multiple of that associated with the deterministic FE model; solving the system simultaneously for the entire set of PC coordinate vectors {U j } P j=1 delivers the full characterization of the (approximate) stochastic response U(θ). From the computational point of view, the main challenge associated with the SSFEM is due to the large number of terms P of the PCE, if the number of uncertain random parameters is large; in this case, the solution of the system of linear equations in Equation (32) may be computationally very costly and require special treatment [24, 25] .
Structural reliability analysis
Problem definition: Analyzing the unavoidable uncertainties in structural analysis with a probabilistic approach, as introduced in Section 2.2, implies that a certain likelihood remains that the considered structure will fail under operation. This is certainly compatible with reality, since -rarely but surely -structural failures do occur due to particularly unfortunate combinations of the parameters representing its properties. Based on this consideration, in a probabilistic framework the reliability is defined as the probability that failure does not occur. The quantification of the reliability -or equivalently of the probability of its complementary event, namely failure -is the objective of reliability analysis. A rational quantification of the failure probability of a given design is a critical tool for the design of structures which meet their performance requirements, both with respect to cost-efficiency and safety.
The assessment of the reliability of structures requires a quantitative definition of failure. For this purpose it is common practice to define a so-called limit state function g, which characterizes the state of the structure with respect to one of its performance requirements, such as structural integrity or the tolerance limits for deformations.
To simplify the notation and the book-keeping in structural reliability analysis, it is convenient to introduce a vector of mutually independent standard normal random variables, i.e. with zero mean and unit standard deviation,
The uncertain parameters introduced in Equation (1) and the random fields listed in Equation (12) are then formulated in terms of the components of Ξ, with the advantage that all uncertainties in the stochastic structural analysis model ultimately can be traced back to a set of random variables of very basic form. Consequently, the quantities of interest derived from the (generalized) displacements in Equation (18) depend on Ξ and so does then also the state of the structure predicted by with the structural analysis. This dependence is made explicit in the following definition of a quantity which defines the state of the structure, namely the so-called limit state function g(Ξ). Based on the value of g, the state of the structure is classified according to the following rule,
where S and F denote the safe set and the failure set, respectively. The boundary between the safe set and the failure set, defined implicitly by the equation g(Ξ) = 0, is typically referred to as the limit state surface. In view of the definition of the reliability R and since the failure set and the safe set are mutually exclusive, the following holds,
where f Ξ (ξ) is the multi-dimensional probability density function (PDF) of Ξ. The difficulty of determining the reliability by solving the above integral is that in practical cases it is impossible to limit a priori the integration to the region where Ξ ∈ F . The reason is that the region is not defined explicitly, but only implicitly, meaning that for a given Ξ the limit state function g(Ξ) needs to be evaluated in order to determine whether Ξ ∈ F . This involves the execution of a full FE analysis, in which the uncertain parameters in Equations (13) through (18) are defined based on their functional dependence on Ξ. The computational cost of a reliability analysis is therefore driven by the (usually considerable) time required to perform FE analysis runs for different realizations of Ξ, in order to determine whether Ξ ∈ F . In view of the above, the integral in Equation (35) is conveniently reformulated as,
where ½ F (Ξ) is the so-called indicator function. This formally removes the limitation of the integration domain to a region which cannot be determined -and hence applied -a priori. Numerous methods have been developed for the estimation of the failure probability p F in the context of structural mechanics [26] [27] [28] . These methods may be classified into approximate methods, which include the first-order and second-order reliability methods (FORM, SORM), which rely on a low-order polynomial approximation of the limit state surface, and into simulation methods, which provide estimates of p F on the basis of ensembles of realizations of the uncertain parameters and -correspondingly -of the limit state function. As a recent benchmark study has confirmed [29] , members of the latter class of methods exhibit superior robustness and generality for problems involving large numbers of uncertain parameters. This is the case for an increasing number of practical applications, since numerical models tend to increase in complexity due to the relentless progress of the FE modeling tools and of the computer hardware. For this reason the focus of the software development efforts documented in this manuscript is on robust simulation methods, which will be briefly introduced in the following.
Monte Carlo Simulation (MCS):
As is the case for uncertainty propagation (cf. Section 2.4), the most general method for reliability analysis is represented by Monte Carlo simulation [28, 30] . It consists of the generation of N realizations of the basic random variables with a random number generator,
and the subsequent evaluation of the corresponding realization of the indicator func-
, by performing the corresponding structural analysis and setting the indicator function based on Equations (34) and (36) . The Monte Carlo estimatorp F for the probability of failure p F = P [F ] has then the form,
The robustness of Monte Carlo based estimates of the failure probability is due to the availability of various measures of the accuracy of the estimate, such as the coefficient of variation (C.o.V.), which in the case of Direct Monte Carlo simulation has the form,
where V ar[p F ] is the variance of the estimator. The right hand side of the above equation reveals a major advantage but also the main disadvantage of Direct Monte Carlo simulation. As for the advantage, the accuracy of the estimator in terms of CoVp F is independent of the dimension d of the random vector Ξ, which implies the robustness of the estimator with respect to the number of uncertain parameters of the stochastic model. The disadvantage applies if p F , which is usually the case since for obvious reasons the reliability requirements are usually very high. In this case Equation (39) implies that a very large number (proportional to 1/p F ) of samples is needed for an accurate estimate, i.e. an estimate with a moderate value of CoVp F .
Advanced Monte Carlo simulation methods:
In view of the above remarks, for complex structural systems with high target reliability levels, direct MCS is usually not a viable option. For this purpose advanced MCS techniques [28, 31, 32] have been developed, which aim at reducing the variance and hence of the C.o.V. of the estimator of p F , with the effect that a smaller number N of samples suffices to achieve a desired accuracy. Two rather recent methods that have been shown to be particularly efficient The Line Sampling method [28] is a robust sampling technique particularly suitable for high-dimensional reliability problems, in which the performance function g(Ξ) exhibits moderate non-linearity with respect to the uncertain parameters Ξ. The key step consists in the identification of a direction in the high-dimensional input parameter space, pointing to regions which strongly contribute to the overall failure probability. Once such an important direction has been identified, samples are then evaluated along this direction from randomly selected starting points and the intersection of each of these lines with the failure region is determined. The ensemble of intersection points associated with the ensemble of lines then lead to the desired estimate of the failure probability. This is visualized in the left portion of Figure 1 , where the important direction is denoted by e α and the failure region is shaded. The intersection of each line l (j) with the failure region, denoted byc (j) , supplies a sample for the failure probability p (j)
, where Φ denotes the Gaussian cumulative distribution function. Repeating this procedure for a number N L of lines, the estimatorp F of the probability of failure and the associated variance are then,
With the above approach the variance of the estimator of the probability of failurep F can be considerably reduced. Generally, a relatively low number N L of lines have to be sampled to obtain a sufficiently accurate estimate.
The Subset Simulation method ( [31, 33] ) overcomes the inefficiency of direct MCS in estimating small probabilities, by expressing the failure probability p F as a product of larger, conditional failure probabilities,
In the above equation
represents a decreasing sequence of m failure events (subsets) such that F m = F and F 1 ⊃ F 2 . . . ⊃ F m = F . In the schematic representation of Subset Simulation in the right portion of Figure 1 the subsets F 1 , . . . , F 4 are delimited by red lines; the actual failure domain ("region of interest") consists in the filled pink area. With an appropriate definition of the intermediate failure domains, the probabilities P (F 1 ) and P (F i+1 /F i ), ∀i ≥ 1 are large enough to a rather small number of samples for their estimation, say 100.
The algorithm of Subset Simulation starts with a relatively small set of samples generated by Direct MCS. In Figure 1 these initial samples are represented by the black dots clustered around the origin. The boundary of the first subset F 1 , indicated by the red dashed line, is then defined implicitly, such that P (F 1 ) × 100% of the samples fall within F 1 . Two of these "failed" samples are represented by red dots in Figure 1 . From here on it is necessary to perform conditional sampling; more specifically, in order to estimate for instance P (F 2 /F 1 ) it is necessary that the samples used for the estimate be within F 1 . As described in [31] , Markov Chain Monte Carlo sampling (MCMC) [34] can be used to efficiently obtain the conditional samples. From each of the samples located in the subset of the previous level -e.g. the red dots in Figure 1 -a Markov chain is advanced. When the end of a given chain is reached, the boundary of the subset of the next level is defined implicitly, by requiring that among all the Markov chain samples of the current level, a specified portion is within the next subset. For instance, in Figure 1 two samples of the two chains are seen to be in F 2 . These failed samples will be the initial states of the Markov chains of the next level.
Software technology
General remarks
In order to be of relevance for engineering applications of practical interest, the methodologies for uncertainty propagation and reliability analysis presented in the previous section have to be made available in the form of general-purpose software. In this context it is worth noting that the success of the FE method is inextricably tied to the development of general-purpose computer codes, which started already quite early in the history of the FE method and has lead to a substantial diversity of commercial FE programs.
In the present section, the methodologies for processing uncertainties in structural analysis will be revisited from the perspective of software technology, i.e. from the perspective of the programmer faced with the task of implementing these methodologies in a software code. Since any software for the uncertainty analysis of complex engineering structures necessarily also requires access to finite element modeling and solver tools, the presentation will start with a review of the main components of deterministic finite element programs. Then the software-related aspects of the propagation of uncertainties through the mechanical model will be addressed, including a discussion of the parallelisms and their capitalization in the software implementation. Finally, the main features of a software code for stochastic structural analysis developed by the authors are presented.
Finite element software
The number of existing FE software codes is very large, but since they are merely different implementations of the same numerical modeling and analysis methodology, several common, general features may be observed. In particular, most FE software codes involve three main phases, namely i.) the pre-processing, ii.) the assembly and solution, and iii.) the post-processing (see e.g. [19, 35] ).
The pre-processing phase involves the definition of the numerical model, in particular of the geometry and the element types to be used in a particular portion of the model, as well as the material properties. Based on this definition, and upon the selection of meshing control parameters, the finite element mesh is generated. The pre-processing phase is completed by the definition of the boundary conditions and the loads, of the analysis type and of the quantities of interest to be output by the program. The entire set of definitions is usually gathered into one or more input file for the finite element program, which entirely characterizes the finite element model, as far as the FE solver is concerned, and which can be used to execute the analysis in batch mode. As far as the pre-processor is concerned, the finite element model is usually saved in a database file, which characterizes the model in terms of features, such as geometry entities, which are not explicitly contained in the input file.
In the solution phase, the FE solver uses the specifications of the pre-processing phase to assemble the element matrices corresponding to the adopted formulation, e.g. the mass, damping and stiffness matrices for a vibration or transient dynamic analysis. These element matrices are then used to either i.) assemble the global matrices, which are then used in the direct solution of the systems of equations, or to ii.) perform the matrix-vector operations arising in the iterative solution of the system of equations, such as with conjugate-gradient methods ("element-by-element techniques"). From the perspective of the CPU time, the solution phase is the most time consuming phase of the FE modeling and analysis process, even though the meshing of complex domains, too, requires significant computational resources.
The final step of the FE analysis, post-processing, consists in the recovery of derived quantities of interest from the solution vector, which in most FE codes corresponds to the vector of the displacements at the nodal DOFs. Furthermore, postprocessing involves the visualization of results -for instance in the form of contour and deformation plots -in order to facilitate their interpretation by the analyst. The postprocessing phase also includes the evaluation of a-posteriori error estimators which help to quantify the accuracy of the predicted results and hence permit the verification of the numerical model.
Integration of CAD and FE software:
Despite the formidable progress brought about by the developers of finite element software, the potential of FE analysis is not yet exploited to a satisfactory degree in the design loops of manufactured products (such as structures), due to insufficient integration with computer aided design (CAD) software [36, 37] . This lack of integration is mainly due to the different ways in which a structure is represented in the CAD program and in the FE program; the consequence is that unavoidable modifications in the design lead to time-consuming and error prone modifications to the FE model. Recent alliances of some CAD giants with FE software companies may be interpreted as a response to the above shortcoming.
Interface between FE code and uncertainty analysis software
A fundamental characteristic of a software code for uncertainty analysis of structural engineering applications consists of the way it interfaces with the software that handles the finite element modeling and solution. In the following, the two main strategies for implementing the required interaction between the FE software and the uncertainty analysis software are introduced.
Integration into FE program:
The first scenario for this type of implementation consists of a native integration of uncertainty analysis methods in the FE solver, thus leading to a monolithic program capable of both deterministic and uncertainty-aware structural analysis. This clearly leads to the best performance of the stochastic solver for a given FE code, since direct access to the data structures is available. Clearly, this scenario is not generally applicable to FE codes, as it requires access to the source code of the numerical solver, which is usually not granted by the commercial, proprietary FE codes.
An alternative implementation concept consists of programming the stochastic solver by utilizing the FE solver's functionalities accessible through the API (Application Programming Interface) of the solver, if applicable. The resulting flexibility in the implementation of the stochastic solver and the associated performance depends however on the flexibility provided by the API.
A general characteristic of software in which the integration in the FE solver is implemented in such a tight fashion is that the implementation is not portable to a different FE solver. Indeed, a dedicated implementation of the stochastic solver is then required for each FE program. However, the advantages afforded by the tight integration consist in a superior performance and a wider array of possibilities as far as the uncertainty propagation methods concern, as will be discussed in Section 3.4 .
Standalone implementation:
In this type of implementation the FE analysis is viewed as a black box in the analysis process and the FE code is communicated with through a generic interface, through the input files of the latter. The uncertainty analysis program controls the FE code by automatically modifying the input files, set identifiers, which govern the automatic generation of input file samples by the stochastic solver, using pattern matching and replacement.
Clearly this approach suffers from a certain performance loss due to the overheads associated with pattern matching and the repeated execution of full FE solver runs. Furthermore, the comfort experienced by the user of a specific FE code will generally be inferior due to the lack of integration in the FE code. The major advantage of this approach for interfacing FE code and uncertainty analysis software is the portability with respect to the FE code: indeed, an interface for any ASCII-input file based FE solver can be implemented in a rather effortless fashion.
Uncertainty propagation
In Section 2.4 several computational methods for propagating the uncertainties associated with properties of the structural analysis model to the quantities of interest have been introduced. From the software point of view, these methods may be classified into i) intrusive methods and ii) non-intrusive methods. The former methods require access to the system matrices and/or intermediate results -such as partial derivatives etc. -of the FE solver. Non-intrusive methods, on the other hand, simply require the FE code to return the quantities of interest for a given combination of the uncertain input parameters.
Uncertainty propagation with non-intrusive methods:
Among the methods introduced in Section 2.4, only the Monte Carlo simulation may be called truly nonintrusive. 1 Consequently this class of method is well suited for standalone implementations treating the FE code as a black box, which returns the structural response as the output to a given input, that consists in an arbitrary realization of the uncertain FE model parameters.
Uncertainty propagation with intrusive methods:
Intrusive SFEMs involve a modification of the workflow in the underlying deterministic FE analysis. For instance, in the perturbation method the partial derivatives of the stiffness matrix with respect to the uncertain parameters are required. To obtain these, the execution mode of the FE code must deviate from the solution sequence followed in the regular FE analysis, since the derivatives need to be computed internally, or the stiffness matrix of the perturbed FE model must be output in order to approximate the derivative with the finite difference quotient.
The latter procedure -i.e. the export of the system matrices to files -represents the minimum degree of intrusion required by the methods presented in Section 2.4 (except Monte Carlo simulation) and can typically be accomplished without major difficulties with most FE codes, via statements in the input file. Due to the overhead associated with writing and reading files, the efficiency of this approach is inferior to the alternative, significantly more intrusive, modus operandi, in which the matrices are accessed directly in the memory or file databases of the FE program. Clearly, this approach works only if the uncertainty analysis software is integrated into the FE solver, either natively or through an API.
Parallel Processing
As observed in the pertinent special issue mentioned in the introduction [6] , the use of parallel processing in structural reliability software is not as widespread as the parallel potential of most uncertainty and reliability analysis algorithms would suggest. In the following an overview of the types of parallelism encountered in stochastic structural mechanics is provided, and the respective implications for software development are addressed.
A very pronounced type of parallelism in most stochastic solution algorithms and in particular in simulation based methods [39] , is the parallel execution of independent FE runs. In this case individual realizations of the FE model are processed concurrently on a parallel computer, such as a compute cluster, a shared-memory multiprocessor computer, a cluster of clusters (grid) or on a multi-core processor.
The most straightforward implementation of this parallelization approach is clearly associated with the standalone implementation of the stochastic solver, in which the FE code is interacted in a black-box fashion. In this case, np instances of the FE solver are executed concurrently, where np is the number of available processors. An obvious drawback of this approach is due to the limited the number of concurrent instances of the FE solver that can be executed. This limitation is typically imposed in terms of the maximum number of network licenses that can be checked out concurrently from the license manager. Due to the significant costs associated with each single network licenses, users are usually inhibited from exploiting the full potential of parallel computers, which nowadays ordinarily include several dozen processors.
The above limitation may be overcome by transferring the control over the parallelization into the FE solver. In this case the need to generate multiple instances of the FE solver vanishes. Clearly, this requires the availability of a suitable library or API for message passing or direct access to the source code of the FE solver.
Besides the parallelization of the stochastic algorithms, in particular of Monte Carlo simulation, it is also possible to distribute an individual FE analysis, i.e. to exploit the parallelism of the deterministic solver. In deterministic structural mechanics considerable efforts have been devoted to exploiting this type of parallelism (cf. e.g. [40] ). The key step of most of the parallelization strategies for deterministic finite element models consists of a decomposition of the domain and the subsequent distribution of the work associated with the resulting sub-domains.
It should be noted that for a large portion of the stochastic solution algorithms the degree of parallelism is significantly larger than that of a deterministic FE analysis, since the latter is significantly more demanding with respect to communication and synchronization. Therefore, in most cases it will be preferable to exploit first the parallelism of the stochastic algorithm and -provided that this has not fully depleted the available pool of processors -subsequently further reduce the wall-clock time by distributing the execution of individual FE analyses.
COSSAN T M (COmputational Stochastic Structural ANalysis)
The methodologies for uncertainty and reliability analysis presented in Sections 2.4 and 2.5 have been implemented in COSSAN T M 2 , a software which originally had been developed as a modular standalone toolbox [41, 42] . The first generation of the software included numerous stochastic structural analysis features such as stochastic finite elements, reliability analysis, optimization, random vibrations and data analysis. Furthermore it included an integrated finite element library along with the corresponding visualization library, and may thus be characterized as a monolithic, standalone software for uncertainty and reliability analysis, corresponding to the first type of implementation concept described in Section 3.3.
In the subsequent development process the focus gradually shifted to the interface of the uncertainty analysis features with third party FE codes, motivated by the interest of many potential users to perform uncertainty analysis without abandoning the finite element program of their choice. This change of paradigm resulted in a software tool which is capable of interacting with generic FE codes through automated input-file modification, controlled by a standalone application, which implements the stochastic analysis algorithms and interfaces with the FE program in a black box fashion; this corresponds to the second implementation concept discussed in Section 3.3.
The emphasis on the interaction with third party codes is also one of the cornerstones of the current development of the third generation of COSSAN T M . The main difference with respect to earlier versions relates to the development platform, which has been changed as will be described next.
Development environment:
The program is implemented as an object-oriented toolbox in the widespread Matlab programming environment [43] . The advantages of using Matlab as the development environment for a stochastic solver are manifold: firstly, the ease of implementation, also due to the possibility of running the software in an interactive fashion. Secondly, the availability of a very rich library of mathematical functions in the form of toolboxes, which include linear algebra, statistics and probability, optimization and several other fields of mathematics. In addition, Matlab includes a library of graphical functions for plotting and visualization. Finally, Matlab 
Multi-storey building
The present section addresses the reliability analysis of a multi-storey building with uncertain loading and uncertain structural properties, which has been recently investigated by the first author [59] . The building is depicted in Figure 4 ; more specifically, the left portion shows the first eigenmode of the structure, while on the right the floor plan is shown. The finite element model of the structure has been constructed and solved with the software code FEAP [19] .
In this example uncertainties both in the structural parameters and in the loading are accounted for. The uncertain structural parameters are denoted by Θ and the uncertain loading parameters are denoted by Ξ. The equation of motion resulting from the FE discretization has the form, M(Θ)ü(t; Θ, Ξ) + C(Θ)u(t; Θ, Ξ) + K(Θ)u(t; Θ, Ξ) = f (t; Ξ) (42) where the dependence of the transient response on the uncertain structural and loading parameters is made explicit by the notation u(t; Θ, Ξ).
In the approach pursued in [59] , the total failure probability, is computed by first estimating the conditional failure probability, given a certain realization of the uncertain structural parameters, p F (θ) = ½ F (θ, ξ) q Ξ (ξ) dξ (44) and then by integrating over the space of the uncertain structural parameters,
In [59] the failure probability in Equation (43) has been estimated efficiently, by applying Line Sampling both for the estimation of Equation (44) and Equation (45) .
In the present manuscript the estimation of Equation (45) has been performed by direct Monte Carlo simulation, i.e. using the following estimator,
where N = 1, 600 samples have been used.
Parallel execution:
In the present study, the Monte Carlo simulation of the uncertain structural properties, has been performed in parallel, on a cluster with 16 cores, using the implementation described in Section 3.6. The left portion of Figure 5 shows the reduction of the wall-clock time, from about one day on a single processor, to less than two hours when using np = 16 processors. This leads to the almost ideal speedup and the corresponding efficiency, which are a consequence of the embarrassingly parallel nature of direct Monte Carlo simulation.
In Figure 6 the histogram of the conditional failure probability estimates, which correspond to Equation 44 , is shown. The extremely wide range of the failure probability estimates indicates the importance of also considering the uncertainties in the structural properties, in addition to that in the loading. Figure 6 : Histogram of the conditional failure probability estimates, on a log-log scale; abscissa: k = log 10 p F , ordinate: relative frequency in %
Conclusions
The present manuscript has addressed conceptual and practical aspects related to software development for structural reliability analysis of large-scale applications in structural engineering. In particular, a range of scalable and robust algorithms for processing uncertainties and quantifying the reliability has been presented and the relationship of uncertainty analysis software to general purpose finite element software has been elucidated.
The implementation of the introduced methodologies in the COSSAN T M software has been described; the interaction with third party FE tools has been accomplished both by integrating the uncertainty analysis into the FE code and by creating a standalone application which interfaces with the FE code in a non-or little intrusive fashion. Two example applications have served as a demonstration that structural reliability analysis methods can be applied to engineering problems of significant size, by resorting i.) to advanced, efficient algorithms, and ii.) to high performance computing.
As a final remark it is reiterated that there is no plausible motivation to forego the possibilities offered by systematic uncertainty analysis in structural engineering, since all ingredients -i.e. the theoretical basis, the efficient algorithms and the computing resources -are in place.
