The popularity of empirical methods in software engineering research is on the rise. Surveys, experiments, metrics, case studies, and field studies are examples of empirical methods used to investigate both software engineering processes and products. The increased application of empirical methods has also brought about an increase in discussions about adapting these methods to the peculiarities of software engineering. In contrast, the ethical issues raised by empirical methods have received little, if any, attention in the software engineering literature. This article is intended to introduce the ethical issues raised by empirical research to the software engineering research community, and to stimulate discussion of how best to deal with these ethical issues. Through a review of the ethical codes of several fields that commonly employ humans and artifacts as research subjects, we have identified major ethical issues relevant to empirical studies of software engineering. These issues are illustrated with real empirical studies of software engineering.
Introduction

Dr. Jonas is a professor at a well-known
Researchers conducting Empirical Studies of Software Engineering (ESSE) often face such ethical dilemmas. Yet, to date, little has been written about ethics as it applies to ESSE. Moreover, the community has yet to produce or adopt a common set of guidelines geared towards the ethical issues faced by empirical software engineering researchers [18] . In this paper, we take the first step towards the creation of a set of ESSE guidelines by familiarizing the major stakeholder groups in ESSE research (researchers, sponsors, and potential subjects) with the basic elements and standards of research ethics. We begin with a discussion of how and why research ethics is important and relevant to those involved in ESSE research. We then point out that existing codes of ethics, though relevant, are not directly applicable to ESSE research. Therefore, we use the codes to identify four core research ethics principles and subsequently illustrate these principles with real ESSE research projects.
Our discussion is most relevant to research projects that employ human subjects or that involve the collection of information that can lead to the identification of individuals. Such identifiable information can be collected through the observation of humans or through the examination of artifacts (i.e., source code or documents). Note that this covers much of empirical software engineering research whether it involves metrics, workplace studies, or process studies. Our discussion also applies to SE practice when it involves human subjects or identifiable information (usability testing for example), though our main focus is on ESSE research. Our paper does not apply to other areas of software engineering practice or research, such as the development or application of standards, or components research. For a discussion of ethical issues arising in these areas, there are a number of excellent books (e.g. [19] , [31] , [38] , [39] ). The interested reader is also directed to the IEEE-CS/ACM Software Engineering Code of Ethics and Professional Practice [17] , [15] and the ACM Code of Ethics and Professional Conduct [1] .
There are several reasons why researchers, corporate sponsors and potential subjects of ESSE should be concerned with research ethics. Researchers who upset their subjects risk losing their co-operation or honesty [29] . Researchers who upset the subjects' employers or managers risk losing access to the subjects, to funding, or to other resources. Canadian, Australian, and American researchers from academia or receiving government funding risk losing their funding if they do not follow mandated ethical guidelines [22] , [28] , [30] , [34] , [35] . Sponsors of ESSE research must also understand how research ethics guides the behavior of the researchers, and how unethical behavior, on the part of management or the researchers, can jeopardize a project [21] . For example, coercing employees to participate as research subjects can often lead to invalid data. Ethical issues should also be of great concern to potential subjects. Subjects must understand their rights in order to ensure that they are appropriately shielded from harm, such as loss of employment. Different forms of harm are discussed in the cases presented below. Researchers, sponsors and potential subjects may have all different reasons to be concerned about ethics, but they should all be concerned nonetheless.
In searching for relevant literature, we found that only a small part of the vast body of literature on engineering and science ethics directly relates to ESSE research involving human subjects or artifacts. For example, a large portion of the literature in research ethics deals with issues that apply broadly across research disciplines, such as authorship, the relationship between graduate students and their advisors, and scientific fraud [9] , [10] . This literature is relevant to ESSE to the same extent that it is relevant to any other scientific discipline, but it does not deal with humans as subjects or software engineering per se. The literature on computing and engineering ethics [19] , [31] , [38] , [39] , [40] primarily discusses ethical issues raised by engineering and computing practices, such as following recognized engineering standards, or ensuring the security of computer systems. Similarly, the codes of ethics promulgated by several professional computing associations such as the ACM and IEEE-CS [1] , [4] , [15] focus on ethical issues arising from computing practice. This literature does not cover the ethical issues arising from the human subjects research occurring in ESSE. Nonetheless, the ACM and IEEE-CS/ACM SE reflect many of the same fundamental ethical principles as the codes that do cover human subject research. Consequently, we refer to the ACM and IEEE-CS/ACM SE codes in our ESSE case illustrations, though often in a context that differs from those for which the codes were written [see 5].
Human subjects research ethics is primarily covered in guidelines authored by government funding bodies and social science organizations. Note however that ESSE has many peculiarities not well represented in these research domains, such as organizations serving as research subjects, long-term classroom studies, and the use of artifacts (e.g. source code). Even when ESSE researchers' practices resemble those of social scientists, the social science codes may not deal with the ethical issues raised by these practices. For example, many anthropologists in the private sector conduct workplace studies whose results are potentially damaging to their subjects by, for instance, providing information for restructuring [13] , [14] . However, the new version of the American Anthropological Association's code of ethics does not directly address ethical issues raised by such workplace studies [2] , [14] . Ignoring the reality of workplace studies, the AAA code even seems to prohibit such work, stating that the anthropologists' primary responsibility is to protect their subjects from any harm ( [2] , sections III.A and V). Because of the peculiarities of ESSE and such lapses in professional codes of ethics, we found that while the human subjects codes of ethics were relevant to ESSE, their application to actual situations faced by ESSE researchers was far from obvious.
Consequently, rather than attempting to apply existing codes directly to ESSE examples, we reviewed the codes and abstracted four representative high-level ethical principles: informed consent, scientific value, beneficence, and confidentiality 1 . These principles constitute the accepted standards of ethical research practice. One can of course take issue with these standards, but in this regard, it is important to understand that our aim in this paper is simply to present the standards -not to debate them. Our presentation proceeds by illustrating each of the four principles with examples taken from the ESSE literature or related to us by ESSE researchers. Such an exposition allows readers to perceive how these principles can be applied in the situations they face.
Moreover, because the codes of ethics were not designed with common ESSE research practices in mind, they tend to prohibit those practices rather than accommodate them. This is particularly problematic for researchers in Australia, Canada, and the US, who are regulated by governmental codes of research ethics. Consequently, in addition to illustrating the ethical principles, we provide some procedural suggestions to increase the compliance of ESSE research practices with the codes of ethics.
Examples of Ethical Issues in ESSE
The following examples illustrate the ethical principles identified in our review. Each example is first described and then discussed with respect to ethical concerns. Note that all examples are based on real cases of ESSE research, some published in the literature, some related to us in conversation. However, the names and contexts have been changed to maintain the anonymity of the parties involved. Perhaps the primary ethical principle in human subject research is that of full informed consent on the part of the subject to participate in the research project [12] , [20] , [34] . Ethicists do not fully agree on the necessary components of informed consent, but it is clear that it must contain at least some of the following elements: disclosure, comprehension and competence, voluntariness, the actual consent or decision, and the right to withdraw from the experiment. Disclosure refers to the information that the researcher must provide the subjects before they decide to participate in the experiment. This information usually includes, but is not limited to: the purpose of the research, the research procedure, the risks to the subjects, the anticipated benefits for the subjects and the world at large, and a statement offering to answer the subjects' questions. The intent is to provide the subjects with all the information they need to understand how the research affects them. The need for comprehension compels the researcher to present the information in a way the subjects can understand, e.g. eschewing technical jargon that is outside the subjects' repertoire. The element of competence refers to the subjects' ability to make a rational informed choice. This criterion is intended to protect vulnerable subjects who may not understand the nature of the research, such as children or the mentally disabled. Voluntariness specifies that informed consent must be obtained under conditions free of coercion and undue influence, and that the consent must be intentional. Finally, subjects are given the right to terminate their participation at any time without having to provide any explanation [12] , [23] , [33] , [34] . In some cases, subjects may be able to exclude their data, but this is not always true -especially in instances where withdrawal of one subject's data harms the other subjects in some way (e.g., by making the experiment invalid) [34] .
Informed
In the above example, Dr. Gauthier violated the principle of informed consent in that she simply did not obtain consent from the students involved. Even if the students had been given the opportunity to refuse participation, their consent would have been vitiated by Dr. Gauthier's potential influence on their decision. Valid informed consent in classroom research is extremely difficult to obtain because of the professor's power over the student's grades. There is always the potential for a student to fear a reprisal in the form of a lower grade for refusing to participate, or to anticipate a benefit in the form of a higher grade for participating [34] , [36] . This applies whether the professor intends to reward participants, punish nonparticipants or not. The ethical difficulty arises not from the professor's intent but from her power. Thomas Methods that eliminate the professor's power over the students' grades relieve the pressure on students to consent, thus ensuring the validity of their consent. For example, a professor can use another professor's students granted that the recruitment occurs in a noncoercive manner (i.e., the professor is not present during recruitment and the other professor does not endorse the research project). A professor can also conduct the research after the semester has ended, when the participants are no longer his students. Alternatively, if the research component is part of the regular curriculum, it might be possible to gain consent to use the students' data after the semester is over, e.g., by mailing them a consent form. Maintaining the anonymity of the participants also mitigates the classroom consent problem. For example a graduate student can administer a questionnaire instead of the professor [24] .
Similar consent difficulties arise in SE field research. As with the students, an employee's decision to participate could be unduly influenced by the perception of possible benefits or reprisals ensuing from the decision. For employees, the benefits or reprisals would be thought to come from management, who approved the study, rather than from the researchers. Additionally, researchers must guard against management coercing the employees into participation. Not only is such coercion unethical, it is also dangerous from a pragmatic perspective, in that coerced subjects may be uncooperative and/or provide invalid data [21] . To guard against such coercion, the researcher should emphasize to management the importance of voluntariness. The researcher should then reiterate this when meeting with the subjects themselves and assure them that they will not be reported if they decide not to participate. As with the students, protecting the anonymity of the participating employees will mitigate the undue influence on the consent process.
Note that offering remuneration can also constitute undue influence [34] , [36] . The problem with inducements in general is that they can encourage potential subjects to undertake risks that they would not normally accept. Accordingly, inducements are less problematic when the risks to subjects are minimal [36] .
Nonetheless, even then, inducements should not be so great that they constitute undue influence. This begs the question: how much is too much? Many university departments where experiments with humans are regularly conducted have standard rates of remuneration. This can present a problem to ESSE researchers, as it is unlikely that a software engineer would be willing to participate in an experiment for such a low rate of pay. Where remuneration rates become a problem, it is important to educate the board reviewing research proposals for compliance with ethics guidelines and regulations. Such boards are often comprised of individuals with no software engineering knowledge and will not know what is standard for this community. Cogent reasons in support of a proposed rate of remuneration will increase the likelihood that the review board will accept the proposed rate. An alternative to remunerating every subject is to hold a drawing for the latest electronic gadget. To be eligible for the drawing, a SE must participate in the experiment. This technique is less expensive than remunerating every SE, yet should still appeal to SEs, and may be more acceptable to a review board.
Another common practice in ESSE is to examine data. Here too consent is required when identifiable information is being collected. The IEEE-CS/ACM software engineering code [17] requires consent from companies before their property can be used. The ACM code goes further in also requiring consent from organizations and individuals before their systems are accessed. In addition, the ACM code ([1] ACM Article 2.8) provides examples of the types of access requiring consent: access to "communication networks and computer systems, or accounts and/or files associated with those systems […]". Thus a researcher wishing to log user commands would first have to obtain consent from the individual software engineers, from the manager of the software engineers, and from the company itself. Only when an individual cannot be identified from the data collected is it possible to dispense with obtaining the consent of individuals (see section 2.7 Exceptions).
A final aspect of informed consent relates to how the data is used. Article 1.7 of the ACM [1] code states that information gathered for a specific purpose should not be used for another purpose without further informed consent. In an ESSE context for example, data collected to describe a software process should not be used to evaluate group members without their explicit informed consent to this additional use of the data. In general it is better to specify in the informed consent document all anticipated future uses of the data. If a researcher wishes to use data for a purpose that was not specified in the informed consent document, s/he must generally consult a review board to ascertain how to gain the informed consent for the current intended use. An exception of this rule exists for data sets in which all identifiers have been stripped and therefore the original contributors of the data cannot be identified from the current data set [34] .
In sum, software engineering researchers should generally obtain the informed consent of their research subjects and/or host organizations. Unfortunately for ESSE researchers, two of the main subject populations, students and company employees, are considered vulnerable populations by the codes promulgated by Canadian and Australian government funding agencies [22] , [28] , [34] and the US federal government [36] . Moreover, social science disciplines that often conduct research with students or employees have yet to devise procedures to protect subjects that could easily be applied to the type of long-term classroom studies common in ESSE or to ESSE field studies [13] , [14] . Finally, in some cases, it is not clear whether employees have the right to refuse to participate in a research project sanctioned by management (see sections 2.3 and 2.6). The ESSE community has an opportunity to examine these issues and to develop solutions that allow research to proceed while protecting their potential subjects' rights. Scientific value has two components: the importance of the research topic and the validity of the experimental results. The importance of the research topic is usually evaluated in the context of potential risks and benefits to both subjects and society at large. Many codes reflect the principle of beneficence by stating that the research must provide the greatest possible balance of benefits to risks [23] , [34] , [35] . Research that is of little importance will have difficulty meeting the test of beneficence.
Scientific Value: The Survey Says…
The second component of scientific value is the validity of the results. If the results are not valid, they do not reliably or faithfully represent reality. Consequently, any conclusions drawn on the basis of those results will be incorrect, and will also have no value. A study producing invalid results has no scientific value. If a study has no value, then its benefits cannot outweigh its risks to the subjects, and it cannot pass the beneficence test. The ethical standard is that a study must be expected to produce valid results in order to be undertaken [22] , [36] , [41] .
Typically, invalid results are produced by the misapplication of reputed methodologies, methodological oversights, or the use of disproved methods. For example, consider the finding that source code written in Java is debugged more quickly than source code written in C++. Consider further that the defect samples were biased such that all the Java defects in the experiment were considerably easier to fix than the C++ defects. We would then expect Java debugging to be quicker just because the Java defects were easier to fix. Therefore, results showing a difference in debugging time would at least partly, and perhaps wholly, be due to this difference in the defect samples. This sampling bias would also prevent us from generalizing the results beyond the study, where this methodological artifact would not come into play. Consequently, this experiment would provide no information about whether the inherent differences between Java and C++ could produce a reliable, general difference in debugging time. Due to a methodological error (a sampling bias), the results, and therefore the study, are of no value.
In practice, researchers face a variety of tradeoffs in selecting research methodologies. These tradeoffs involve the degree of validity of the results, their importance, their breadth, the potential harm to the subjects, the ease with which the data is collected, and so on. In selecting a method, researchers must weigh these tradeoffs and be prepared to justify their choice to their ethics review board.
In the professional codes, the issue of validity is dealt with by articles discussing competence. These articles instruct members not to conduct any work for which they have no competence (e.g. [1] , [3] , [16] , [26] , [27] ). Furthermore, the American Psychological Association explicitly prohibits members from using techniques that have been shown invalid [3] . The IEEE-CS/ACM SE code also directs members to seek other professionals' council when needed [17] . Moreover, the information technology codes encourage members to apply, and to be familiar with, all the relevant standards [1] , [17] . In the context of ESSE, this could be interpreted as familiarity with, and application of, standard research and statistical methodologies.
Dr. Amaro's study, our example described above, had little scientific value because his "common sense approach" which he himself describes as lacking rigor, is invalid. Standard social science methodologies were developed expressly because such "common sense approaches" were shown to provide unreliable and invalid data. So although the research topic is important, the validity of the study is questionable. Even if there had existed little information on how design reviews are (really) conducted, and it therefore would have been acceptable to use an exploratory methodology (interviews), this methodology should have been used correctly.
The issue of scientific value is critical for ESSE in that some researchers are not completely familiar with the methodologies they use. The ethical codes suggest that using improper methodologies in ESSE studies involving humans or companies is unethical. The reasoning is that since the methods are flawed, the results will be invalid so the merit of the study is nil. Weighed against possible harm to the subjects, a study without merit should not be undertaken.
As this discussion has shown, the issue of scientific value is intimately tied to the issues of harm to, and benefit for the research participants. This is the topic of our next two cases. The concept of beneficence requires a favorable balance of benefits to harms [23] , [29] . This means that researchers must maximize the benefits to society and the subjects while minimizing the possible harms that can result from the research -this is often referred to as the risk/benefit ratio. In theory, then, greater benefit can justify greater risk of harm. For example, in biomedical research, it may be possible to subject patients to harmful radiation in the search for a cure for cancer.
Beneficence
When weighing beneficence, it is important to consider how the benefits and risks affect each stakeholder involved in the project. Beneficence should be maximized, as much as possible, for each stakeholder group. However, tradeoffs that can adversely affect one stakeholder group will sometimes need to be made. As the preceding case shows, research that benefits the employer (re-engineered code) can also harm the employees. In such cases, it is important to offset the harm to the greatest extent possible.
Dr. Brandt's code translation harms the software engineers in several ways. For example, it greatly disrupts their work; if they are unfamiliar with the new language, the translation can place their employment at risk; and the loss of control over the code creates a great deal of stress. These consequences are clearly encompassed by the definition of harm specified by governmental organizations [22] , [36] . Though the ACM code [1] The ethical issue presented here is the minimization of harm, but at the organizational, rather than the individual level. By publicly disclosing the flaws in the contractor's processes, Dr. Johns has put their government contracts at risk. Even if the company name is not published it is quite possible that a reader will be able to identify the company based on the description of their processes. If this information is brought to the government's attention, the government may well terminate the contracts. Moreover, Dr. John's publication might impede the company's efforts to obtain other contracts.
Minimization of harm at the organizational level applies quite broadly in ESSE. For example, a researcher may evaluate source code from several different companies and name these companies in an appendix to a published article (a real case). Negative evaluations could lead prospective clients to choose competing products, even if the relationships between the evaluations and companies are equivocal. None of the IT codes we reviewed discuss this type of financial harm. However, they do have provisions protecting confidentiality, privacy, and consent that would protect companies and individuals from such harm [1] , [17] .
On the other hand, if protecting an organization places the public at risk, EEs and SEs are asked to whistle-blow, that is reveal information damaging to a company in order to protect the public [15] , [16] . The Tri-Council Statement also recognizes that public-policy research may legitimately harm organizations that are discovered to be acting inappropriately [34] . Such conflicts of interest between the hosting organization and the public at large complicate the implementation of beneficence.
Similar complications arise from conflicts between the interests of the employee-subjects and their employer. For instance, if researchers uncover problematic processes in a company, how should they attempt to minimize harm? To minimize harm to the company, the researchers should inform management of process problems that could harm the company through increased costs and reduced product quality. However, this could result in dismissals, thus harming individuals. While, the codes of ethics do not provide much guidance, these issues are discussed by Becker-Kornstaedt [7] . The ethical issue discussed here concerns confidentiality. In general, confidentiality has two components: anonymity and confidentiality of the data [29] . Anonymity is preserved if no one can identify the participants of an experiment. The ideal protection of anonymity involves not collecting any data that can be used to identify subjects; not even names. However, in many cases, researchers will be required to collect a signed consent form from the subjects, which will constitute a record of their participation. Beyond that, it is preferable not to collect any personal information. Anonymity also involves severing the subject's identity from his data set so that he cannot be identified through an examination of his data set. For example, the subjects' names should not be linked with their data. To identify individual data sets, subject numbers or aliases can be used instead of subject names. Researchers should also try to ensure their research subjects' anonymity by not letting any co-workers witness researchersubject interactions.
Confidentiality
Confidentiality involves the privacy of the data collected. The informed consent document should describe exactly who will access the raw data and for what purposes. Typically, raw data are stored under lock and key. In written or oral reports, confidentiality and anonymity can be protected by aggregating the data. (For example, one can report cross-subject averages, medians, standard deviations, or standard errors instead of raw data).
Dr. Smith's experiment raises three difficulties for confidentiality: he conducted his study in the workplace, he had few subjects, and he included in his report information that could be used to identify individuals (i.e., the number of known programming languages). In workplace studies, such as Dr. Smith's, it is often difficult to maintain anonymity, since co-workers can often witness the interactions between the researchers and subjects. Workplace studies also increase the likelihood that subjects will be identified from reports of individual subjects' characteristics. Because co-workers know each other, they will be more successful at identifying the subjects than strangers would. For example, Dr. Smith reported the number of programming languages each subject knew, making it easier for co-workers to determine who participated in the study. Once the subjects have been identified, it then becomes possible to link their identity to portions of the data. In the above example, it was possible for co-workers to determine each subject's success at training. It is preferable to report aggregated data (e.g. cross-subject averages) instead of raw data, as this makes it much more difficult to identify individual subjects and their data. Unfortunately, such aggregation is less effective at preserving confidentiality and anonymity when there are few subjects, as is common in ESSE. Because ESSE studies often have features (few subjects, occur in the workplace) that make the preservation of anonymity and confidentiality more difficult, ESSE researchers should disclose the limits of confidentiality and the implications thereof to the subjects as part of the informed consent procedure. It is not uncommon to examine artifacts in ESSE. For example, in metrics research, source code and class design documents are examined. Process modelers also examine documents describing a company's processes [7] . Reporting flaws in such documents can harm the company, as described in section 2.4 above. However, additional ethical issues arise when the artifacts identify the individuals who created them, as in the example given above. This raises the issues of consent, confidentiality, and beneficence in regard to those individuals.
Consent
Other fields exist in which artifacts are the objects of investigation: archaeology, artistic and literary criticism, and public policy research. The issues raised by archaeological research are more similar to those already discussed in section 2.3 The Case of the Re-Engineered Engineers. Indeed, in that section we did refer to ethical archaeological research practices. However, in archaeological research the individuals who created the artifacts are no longer living. Consequently, the issues of consent, confidentiality, and to a large degree, harm do not arise. In contrast, artistic and literary criticisms can often harm the artist, and similarly, public policy research can harm an organization. It is recognized that a beneficence requirement would undermine those fields of work [8] , [34] . For example, such a requirement would prevent art critics from producing any negative reviews! In contrast, in both metrics and process research it should be possible to avoid harming both individuals and companies by maintaining the confidentiality of some of the data and the anonymity of the subjects. Accordingly, Dr. Foot was able to protect the individual programmers from harm by maintaining their anonymity and the confidentiality of their defect data. As noted in section 2.4 above however, the protection of employees can conflict with the interests of the company.
Consent is another issue faced by ESSE researchers analyzing artifacts. Clearly, the consent of an organization is required when obtaining access to their source code or documents [17] . However, one can wonder whether the consent of the creators (authors, programmers) is also required. This is one of those peculiarities of ESSE that has not been dealt with elsewhere. However, we can extrapolate from the US [35] and Canadian [34] government guidelines. Both the US and Canadian guidelines specify that consent is not required to use information in the public domain. Moreover, the US regulations specify that only the collection of identifiable information that is of a private nature (e.g. a medical record) requires consent. It seems that the critical issue regarding consent is the subject's expectation that the information will remain private.
In considering how this applies to ESSE, we will only examine the implications for metrics research. The conclusions will generalize to other forms of ESSE with the same characteristics. In the case of metrics, the subjects (the programmers) do not expect their code to remain private within the company. In a sense, their source code is placed in a limited public domain constituted by the company. Consequently, the need to obtain the consent of the programmers is reduced if not eliminated. The need for consent is also reduced when the subjects are protected from any possible harm. In the case of metrics, it is important to note that the company will usually already have found the defects in its source code, and, if it so desired, could determine the number of defects introduced by each programmer. Consequently, by simply analyzing the defects, and, as did Dr. Foot, by refraining from reporting individuals' defect rates, the researcher does not create any risk for the programmers beyond what they face from the company's quality assurance programs. In short, because programmers expect their work to be reviewed by the company and are not placed at any additional risk by metrics research, it should not be necessary, from an ethical perspective, to obtain their consent. However, to maintain a good relationship with research subjects it might be advisable to involve the programmers as described in section 2.3 The Case of the Re-engineered Engineers (see also [6] ).
Exceptions
Here we briefly discuss general exceptions to the requirements of obtaining informed consent, respecting confidentiality, and beneficence. One type of exception occurs when there is no information in the raw data that could allow a particular individual to be identified. Here informed consent and confidentiality are generally not required. This situation would occur most commonly in ESSE in the analysis of artifacts, such as source code or documentation, in which the authors could not be identified [34] , [35] . Of course, the consent and confidentiality of the company are still required [1] .
Consent and confidentiality are also not required when examining public records or public activities where the expectation of privacy does not exist, if the data collected contains no personal identifiers and no harm comes to the subjects [34] , [35] . Note the relevant criterion is the expectation of privacy, not whether there truly is privacy. This distinction is important in situations people mistakenly assume to be private, such as on-line newsgroups, or web browsing. In such cases, consent and confidentiality are required [37] . In contrast, it is acceptable to measure client-server traffic without obtaining consent from each user of the system if none of the file names or client identities are collected [36] .
Another exception occurs when more harm results from maintaining confidentiality than from breaching it. For example, where mandated or permitted by law, confidentiality can be breached to protect an individual from harm [3] . The IEEE code and the IEEE/ACM Software Engineering code also assert that members should make decisions consistent with the safety, health and welfare of the public, and to disclose promptly factors that might endanger the public or the environment. This is an interesting provision potentially allowing an engineer to harm his employer by publicly revealing product deficiencies that could harm members of the public [16], [17] . (This is known as "whistleblowing".) In the context of ESSE, a researcher could uncover similar information creating a dilemma between harming the company hosting the project and allowing harm to come to the public.
Certain research designs may also present exceptions to the above general principles. For instance, at some institutions in the US, some classroom research is exempt from ethics review. Some interview or survey studies may also be exempt from review [35] . In general, these exceptions depend on the rules in force at a particular institution. For example, some US ethics review boards review research that is nonetheless exempt from federal regulations [36] . Therefore, researchers should ensure that they understand all the ethical guidelines and procedures with which they are required to comply (e.g., granting council guidelines, university guidelines, IP guidelines within companies, NDAs, etc.)
In summary, exceptions to any set of guidelines can occur. Researchers suspecting their project to be exempt from guidelines or regulations should consult their local ethics review board, or at the very least, their colleagues.
Conclusion
Let us revisit Dr. Jonas from the introduction. After collecting field data at some local companies, one manager asked Dr. Jonas for copies of his notes and wanted to know how his company compared to others regarding the metrics assessment. Dr. Jonas was faced with the unenviable choice of breaching the confidentiality of his subjects or angering a host organization. Unfortunately poor Dr. Jonas finds himself in a difficult situation. Either choice will probably lead him to lose access to his subject population. How could Dr. Jonas have avoided this ethical predicament? The answer is clear: Dr. Jonas should have considered the ethical implications of his research at the planning stage, and ensured that all subjects and hosting organizations understood their rights and responsibilities before they consented to participate.
It is important for ESSE researchers to consider the ethical issues raised by their project while it is still in the planning stage in order to avoid Dr. Jonas' fate. It is incumbent upon each of us, as researchers, to be aware of the ethical issues that we will face in our research, and to act ethically towards our research population. "Responsible and ethical research is not a matter of codes, policy, or procedure. Rather, responsible and ethical research centers on a commitment to protect the participants of one's study from potential harm." [37, p. 130 ].
However, for the field as a whole, this is insufficient. The ESSE community must develop its own code of research ethics adapted to the peculiarities of ESSE, such as the use of organizational artifacts (like source code). We have taken the first small step towards the goal of developing a set of ethical guidelines for ESSE research. By reviewing ethical guidelines from other fields, we have identified four core ethical concepts upon which these guidelines are based: informed consent, scientific value, beneficence, and confidentiality. We illustrated these issues with ESSE case examples so that ESSE researchers will more readily see how ethics apply to their work. In addition, we have suggested some procedures to increase the compliance of ESSE research to the existing ethical guidelines.
Should ESSE researchers fail to define their own code of ethics, an unworkable code may be imposed upon them. For instance in Canada, the three government granting agencies have created a common code of ethics applicable to all grant recipients [34] . Initial drafts of the proposed code were based primarily on biomedical codes of ethics. Some of the procedures detailed in this draft posed great problems for social science and humanities researchers. For instance, the code would not have allowed any negative art and literary critiques [8] . The code's authors have taken these concerns into account such that the final draft includes guidelines and procedures that seem appropriate for many of the affected disciplines [34] . Nonetheless, this was a very difficult and controversial exercise [8] . Similar problems have occurred in the US with respect to anthropological research [11] . These experiences should serve as a lesson to the ESSE community. The ESSE community should develop a workable set of guidelines and procedures to ensure that ESSE research can proceed ethically. 
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