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Referat:
Im Rahmen des Funktionalintegralzugangs zur Quanteneichfeldtheorie wird
in der vorliegenden Arbeit eine Quantisierungsprozedur in Termen eichinva-
rianter Felder vorgeschlagen und am Beispiel zwei– und vierdimensionaler
abelscher Modelle (Thirring–Modell und QED) sowie der One–Flavour QCD
konkret realisiert. Dazu wird die Algebra der aus der eichabha¨ngigen Feld-
konfiguration der zugrunde liegenden Quantenfeldtheorie gebildeten eichinva-
rianten Grassmann–Algebra–wertigen Differentialformen, welche die Struk-
tur einer Z2–graduierten Differentialalgebra tra¨gt, na¨her untersucht. Danach
erfolgt die Implementierung eines geeignet gewa¨hlten Satzes eichinvarian-
ter Felder sowie bestimmter algebraischer Relationen in das Funktionalin-
tegral, wodurch die urspru¨ngliche eichabha¨ngige Feldkonfiguration ausinte-
griert werden kann. Diese als “Reduktion des Funktionalintegrals” bezeichne-
te Prozedur fu¨hrt schließlich auf eine effektive bosonisierte (Quanten–) Theo-
rie wechselwirkender eichinvarianter, und damit physikalischer Felder. Die
vorgestellte Prozedur kann als allgemeines Bosonisierungsschema fu¨r Quan-
tenfeldtheorien in beliebigen Raum–Zeit–Dimensionen angesehen werden.
Die physikalische Auswertung der erhaltenen effektiven Theorien wird am
Beispiel der Berechnung der chiralen Anomalie sowie bestimmter Vakuum–
Erwartungswerte im Rahmen der untersuchten abelschen Modelle demon-
striert. Wie sich dabei zeigt, wird man mit einer Reihe neuartiger Pha¨nomene
und Probleme konfrontiert, die bei geeigneter Behandlung tiefere Einblicke in
nichtperturbative Fragestellungen erlauben.
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1. Einleitung
In der vorliegenden Dissertation werden wir im Rahmen des Funktionalintegralzu-
gangs zur Quanteneichfeldtheorie (QFT) eine Quantisierungsprozedur in Termen von
Eichinvarianten vorschlagen. Diese kann als ein allgemeines Bosonisierungsschema
fu¨r Quantenfeldtheorien in beliebigen Raum–Zeit–Dimensionen angesehen werden.
Wie weiterhin durch die Berechnung konkreter physikalischer Pha¨nomene gezeigt wer-
den wird, ist diese Prozedur als Ausgangspunkt fu¨r die Untersuchung bestimmter nicht-
perturbativer Fragestellungen geeignet.
1.1 Der Funktionalintegralzugang zur Quanteneich-
feldtheorie
Die Beschreibung der fundamentalen Wechselwirkungen — genauer der elektromag-
netischen, schwachen und starken Wechselwirkung — zwischen den Bausteinen der
Natur im Rahmen von Quanteneichfeldtheorien hat sich in den letzten Jahrzehnten
als u¨beraus fruchtbar erwiesen. Vor allem im Bereich der Pha¨nomene, die durch die
Quantenelektrodynamik (QED) beschrieben werden, konnte eine ¨Ubereinstimmung
zwischen Theorie und Experiment erzielt werden, die in der Geschichte der moder-
nen Physik einmalig ist. Die im Zusammenhang mit dem Funktionalintegralzugang
entwickelten sto¨rungstheoretischen Methoden und Techniken lieferten auch fu¨r das
Weinberg–Salam–Modell der elektroschwachen Wechselwirkung eine ausgezeichne-
te Besta¨tigung mit experimentellen Daten. Eine detaillierte und u¨bersichtliche Darstel-
lung quantenfeldtheoretischer Modelle sowie den aktuellen Stand der Forschung auf
diesem Gebiet findet man u.a. in [1].
Um einen tieferen Einblick in die allgemeinen Eigenschaften und mathemati-
schen Strukturen quantenfeldtheoretischer Modelle zu erhalten, werden seit den fu¨nfzi-
ger Jahren parallel zu sto¨rungstheoretischen Methoden auch nichtsto¨rungstheoretische
Zuga¨nge zur QFT untersucht: Im Rahmen der axiomatischen QFT (siehe u.a. [2–6])
wird ausgehend von modellunabha¨ngigen Axiomen (z.B. Wightman Axiome) versucht,
die Klasse der mo¨glichen Theorien zu charakterisieren und eine allgemeine relati-
vistische Streutheorie zu definieren. Eine erste nichttriviale Klasse wechselwirken-
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der Theorien, genauer das P(φ )2–Modell eines bosonischen Feldes mit polynomialer
Selbstkopplung im zweidimensionalen Euklidischen Raum (siehe [7]), konnte im Rah-
men der konstruktiven QFT (siehe auch [6,8–10]) behandelt werden. Durch analytische
Fortsetzung wurde gezeigt, daß dieses Modell zu einer Feldtheorie im Minkowski–
Raum fu¨hrt, die den Wightman–Axiomen genu¨gt.
Trotz dieser bemerkenswerten Erfolge wird man dennoch — speziell im Funktio-
nalintegralzugang — mit einer ganzen Reihe bisher nur teilweise bzw. noch ungelo¨ster
Fragen und Probleme konfrontiert, die die Grenzen unserer heutigen Sichtweise andeu-
ten.
(1) Als prinzipielles Problem steht die Frage nach einem mathematisch strengen
Versta¨ndnis des Funktionalintegrals einer QFT. Das Funktionalintegral einer
(realistischen) QFT im Kontinuum entha¨lt die Integration u¨ber fermionische
(Grassmann–wertige) Materiefelder an jedem Punkt der zugrunde liegenden
Raum–Zeit–Mannigfaltigkeit und damit das Integral u¨ber u¨berabza¨hlbar unend-
lich viele antikommutierende Gro¨ßen. Auf dem Gitter hat ein solches Integral
einen wohldefinierten mathematischen Sinn. Die Frage danach, ob die dort gu¨lti-
gen Konzepte auf den Grenzfall des Kontinuums u¨bertragen werden ko¨nnen,
konnte bisher noch nicht bis in alle mathematischen Feinheiten beantwortet wer-
den (siehe dazu u.a. [11–14]).
(2) Die Frage nach der Struktur des Eichorbitraumes und das Gribov–Problem. Im
Funktionalintegral wird u¨ber den gesamten Konfigurationsraum der Theorie in-
tegriert. Dies fu¨hrt in der Regel auf Divergenzen, da verschiedene Konfiguratio-
nen u¨ber eine Eichtransformation zusammenha¨ngen und somit den gleichen Bei-
trag zum Integranden liefern. Diese Divergenzen versucht man zu umgehen, in-
dem man den Konfigurationsraum durch die Festlegung eines Schnittes (gauge
slice) in einzelne Eichorbits zerlegt (Eichfixierung). Unter dem Funktionalinte-
gral wird diese Eichfixierung durch die Faddeev–Popov–Prozedur [15] imple-
mentiert, wodurch sich das Integral u¨ber die (physikalisch relevanten) Konfigu-
rationen des gauge slice abspaltet. Trotz der Einfachheit dieses Konzeptes fu¨hrt
doch die konkrete Realisierung oft zu unu¨berwindlichen Schwierigkeiten. Ge-
nauere mathematische Untersuchungen der Struktur von Konfigurationsra¨umen
haben gezeigt, daß nur in den einfachsten Fa¨llen (z.B. der QED) die Wahl eines
globalen Schnittes mo¨glich ist. In nichtabelschen Eichfeldtheorien wird man mit
dem sogenannten Gribov–Problem (siehe u.a. [16–23]) konfrontiert. Ein weite-
res wichtiges Resultat dieser Untersuchungen ist, daß fu¨r die Diskussion globaler,
nichtperturbativer Effekte von Quanteneichfeldtheorien im Rahmen des Funk-
tionalintegralzugangs der Raum der Eichorbits einen wesentlichen ho¨heren Stel-
lenwert einnimmt, als bisher angenommen wurde. Fu¨r eine Einfu¨hrung in diese
Fragestellung verweisen wir auf [24].
(3) Effektive Feldtheorien und nichtperturbative Effekte. Die moderne QFT be-
schreibt die Wechselwirkung zwischen ihren fundamentalen Bausteinen — in der
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Regel (eichabha¨ngigen) fermionischen Materiefeldern und bosonischen Eichfel-
dern. Dazu wird bei der Berechnung konkreter physikalischer Effekte im Funk-
tionalintegralzugang in einer (unendlichen) Sto¨rungsreihe nach dem Kopplungs-
parameter entwickelt. Trotz der dabei erzielten Erfolge sind allerdings Beweise,
wie die nach der Konvergenz, der Regularisierbarkeit und Renormierbarkeit, der
Unitarita¨t und Eichinvarianz der erhaltenen Ergebnisse, in diesem Zugang nur
sehr schwer zu erbringen. Daru¨ber hinaus besteht, wie das Beispiel der Quan-
tenchromodynamik (QCD) zeigt, oft eine Diskrepanz zwischen den durch die
Theorie beschriebenen Effekten auf der einen Seite und den physikalisch beob-
achtbaren Gegebenheiten auf der anderen — die durch die QCD beschriebenen
Quarks und Gluonen sind bisher nicht als freie Teilchen, sondern nur in gebunde-
ner Form (Mesonen, Baryonen) beobachtet worden. Ohne Zweifel stellt die QCD
einen großen Schritt auf dem Weg zu einer mathematischen Beschreibung der
physikalischen Realita¨t dar, dennoch konnte auf ihrer Grundlage bisher keine mi-
kroskopische Theorie wechselwirkender Hadronen abgeleitet werden. Auch war-
tet das Confinement–Problem und die damit im Zusammenhang stehende Frage
nach der Beschreibung gebundener Zusta¨nde im Rahmen der QCD auf eine zu-
friedenstellende Beantwortung.
Die Frage ist nun, ob es mo¨glich ist, ausgehend von der zugrunde liegenden QFT
eine Theorie zu konstruieren, die als effektive Feldtheorie physikalischer Obser-
vablen besser an das zu beschreibende physikalische Pha¨nomen angepaßt ist. Da
damit die urspru¨nglichen Wechselwirkungen zwischen den fundamentalen Bau-
steinen durch die Dynamik physikalischer Observablen, d.h. Eichinvarianten, er-
setzt werden, ko¨nnte gleichzeitig ein Zugang zur Beschreibung nichtperturbati-
ver Effekte, zu denen neben dem Confinement auch die (chiralen) Anomalien
za¨hlen, geschaffen werden.
Die Liste der Probleme und bisher nur teilweise beantworteter Fragestellungen in
der QFT ist damit keineswegs erscho¨pft. Sie soll lediglich die Richtung verdeutlichen,
in die wir uns im Rahmen der vorliegenden Dissertation bewegen werden: Den ersten
der oben genannten Problemkreise werden wir nicht beru¨hren. Wir werden das Funktio-
nalintegral im Sinne von Berezin (siehe u.a. [11,12]) verstehen und auf dieser Grundla-
ge eine Prozedur vorschlagen, die auf der Einfu¨hrung eichinvarianter Felder und deren
Implementierung unter dem Funktionalintegral der urspru¨nglichen QFT beruht. Dies
fu¨hrt zu einer neuen Parametrisierung des Konfigurationsraumes der zugrunde liegen-
den Eichtheorie in Termen eichinvarianter Gro¨ßen. Diese Parametrisierung kann dabei
als Ansatzpunkt fu¨r eine abstraktere mathematische Strukturuntersuchung des Konfi-
gurationsraumes angesehen werden, welche den zweiten der oben aufgefu¨hrten Pro-
blemkreise betrifft.
Im Zentrum dieser Dissertation steht die Anwendung der vorgeschlagenen Proze-
dur auf konkrete Quantenfeldtheorien. Wie sich zeigen wird, ko¨nnen wir im Rahmen
unserer Herangehensweise die Eichfixierung und damit die Faddeev–Popov–Prozedur
umgehen. Als Resultat erhalten wir effektive Feldtheorien in Termen (bosonischer)
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Eichinvarianten, die an die zu beschreibenden physikalischen Gegebenheiten angepaßt
sind (siehe dritter Problemkreis). Erste Schritte in Richtung der Behandlung nichtper-
turbativer Effekte gehen wir im Falle abelscher Eichfeldtheorien durch die Berech-
nung der chiralen Anomalie. Die dabei erhaltenen Einsichten ero¨ffnen die Mo¨glich-
keit, im Rahmen unserer Formulierung auch in nichtabelsche Theorien zu einem tiefe-
ren Versta¨ndnis nichtperturbativer Pha¨nomene zu gelangen.
1.2 Quantenfeldtheorien in Termen von lokalen Eich-
invarianten
Nachdem wir im ersten Abschnitt einen kurzen ¨Uberblick u¨ber die im Rahmen dieser
Dissertation eine Rolle spielenden Problemstellungen gegeben haben, wollen wir jetzt
und im na¨chsten Abschnitt in groben Zu¨gen eine Prozedur vorstellen, die zur Lo¨sung
dieser Fragen beitragen kann. Spa¨ter wird diese Prozedur in konkreten Quanteneich-
feldtheorien Anwendung finden und gezeigt werden, daß sie zu sinnvollen physikali-
schen Aussagen fu¨hrt.
Wie wir bereits angedeutet haben, besteht die Grundidee in einer Formulie-
rung der zugrunde liegenden QFT in Termen eichinvarianter Gro¨ßen. Diese Idee ist
nicht neu. Bereits 1965 wurde von F.Rohrlich und F.Strocchi eine Formulierung der
QED in Termen eines nichtlokalen eichinvarianten und wegunabha¨ngigen (und damit
Lorentz–kovarianten) Operators vorgeschlagen, der als Funktion der elektromagneti-
schen Feldsta¨rke definiert ist [25]. Es wurden die Kommutatorrelationen und Propaga-
toren dieses als “Photonfeld–Operator” interpretierten eichinvarianten Feldes abgelei-
tet und gezeigt, daß sie mit entsprechenden Gro¨ßen der in der Landau–Eichung formu-
lierten urspru¨nglichen QED korrespondieren. Die Einbeziehung eines aus dem eich-
abha¨ngigen fermionischen Materiefeld konstruierten eichinvarianten Operators wurde
allerdings nur am Rande erwa¨hnt.
O.Steinman diskutierte Anfang der 80er Jahre einen Ansatz zur Formulierung der
QED in Termen von lokalen eichinvarianten Feldern, die als Operatoren auf einen phy-
sikalischen Zustandsraum wirken [26]. Neben dem explizit eichinvarianten elektro-
magnetischen Feldsta¨rketensor fu¨hrte er dazu ein weiteres Feld (“Elektronenfeld”) ein,
welches von den urspru¨nglichen fermionischen Feldern, dem Vektorpotential und ei-
nem Quadrupel frei wa¨hlbarer Funktionen abha¨ngt. Dieses “Elektronenfeld” ist formal
invariant gegenu¨ber lokalen Eichtransformationen, besitzt aber nichtlokalen Charakter.
Die Dynamik des Modells ist durch die aus den urspru¨nglichen Bewegungsgleichung-
en abgeleiteten Bewegungsgleichungen fu¨r die eingefu¨hrten invarianten Felder gege-
ben und nicht durch den in Termen dieser Felder ausgedru¨ckten Hamiltonian oder La-
grangian. Daru¨ber hinaus ging keine Information u¨ber die Vertauschungsrelationen der
urspru¨nglichen Felder in die Betrachtungen ein. Durch eine sto¨rungstheoretische Ent-
wicklung der Wightman–Funktionen konnten eine Reihe von “Feynman–a¨hnlichen”
Graphen abgeleitet werden, die den Ausgangspunkt fu¨r die weitere Behandlung, z.B.
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des Problems der Infrarot– und Ultraviolett–Divergenzen, darstellten. Es konnte auch
eine Interpretation der in die Definition des “Elektronenfeldes” einfließenden frei wa¨hl-
baren Funktionen gegeben werden. Sie enthalten die Information u¨ber die ein geladenes
Teilchen umgebende Photonenwolke und somit die “Verteilung” des elektromagneti-
schen Feldes.
Auf dem Weg einer expliziten Formulierung der QCD als effektive Theorie
wechselwirkender Hadronen konnte im Funktionalintegralzugang von D.Ebert und
H.Reinhardt eine Bosonisierungsmethode entwickelt werden, die es ermo¨glicht, das
Nambu–Jona–Lasinio Modell in eine (nichtlokale) effektive Mesonentheorie zu trans-
formieren (siehe u.a. [27, 28]). H.Reinhardt konnte daru¨ber hinaus zeigen, daß im
Rahmen des Valenzquark–Modells die Beschreibung von Baryonen im Nambu–Jona–
Lasinio Modell mo¨glich ist [29–34]. Durch diese “Hadronisierung” wird das zugrun-
de liegende Modell als effektive Theorie wechselwirkender Mesonen (gebildet aus
Quark–Antiquark–Felder) und Baryonen (gebildet aus Diquark–Feldern und einem Va-
lenzquark) und damit explizit eichinvarianter (physikalischer) Felder in einer mesoni-
schen Vakuumfeldkonfiguration beschrieben. Es wurden explizite Ausdru¨cke fu¨r die
Meson– und Baryon–Propagatoren angegeben sowie Aussagen u¨ber die aus der Theo-
rie folgenden Baryonenmassen gemacht.
Ein anderer Zugang, der schließlich zu den in der vorliegenden Dissertation be-
schriebenen Methoden fu¨hrte, besteht in einer genauen Untersuchung des Konfigura-
tionsraums einer gegebenen QFT mit dem Ziel, das Funktionalintegral zu einem In-
tegral u¨ber dem Eichorbitraum zu reduzieren. Dazu wird nach einer Parametrisierung
dieses Raumes in Termen von Eichinvarianten gesucht, mit deren Hilfe die Felddyna-
mik des zugrunde liegenden Modells formuliert wird. Durch die Definition eines geeig-
neten Funktionalmaßes auf dem Eichorbitraum, wobei zuna¨chst nichtgenerische Strata
aus der Diskussion ausgeklammert werden, erhalten wir schließlich eine Darstellung
des Funktionalintegrals und damit der Quantentheorie in Termen dieser Invarianten.
Eine explizite Konstruktion solcher eichinvarianter Gro¨ßen konnte fu¨r den bosoni-
schen Sektor des Georgi–Glashow Modells im Kontinuum [35–37] und auf dem Git-
ter [38, 39] gegeben werden. Eine analoge Behandlung der skalaren und spinoriellen
Elektrodynamik fu¨hrt auf eine Formulierung in Termen hydrodynamisch interpretier-
barer Gro¨ßen, siehe [40–46] sowie [47] fu¨r eine entsprechende Formulierung auf dem
Gitter. Fu¨r nichtabelsche Theorien ist dieses hydrodynamische Bild ebenfalls vorhan-
den. Die entsprechende Konstruktion fu¨r eine Theorie mit SU(3)–Eichfeld, welches an
ein Higgsfeld koppelt, ist in [48,49] gegeben. Es besteht die Hoffnung, im Rahmen die-
ser Beschreibung mehr Licht auf den Mechanismus des Quark–Confinement zu werfen
(siehe dazu u.a. [50–52]).
In [53] konnte erstmals auf spin–rotations kovariante Weise eine Formulierung
des “klassischen” Dirac–Maxwell–Systems in Termen eines geeignet gewa¨hlten Sat-
zes eichinvarianter Felder sowie die in diesen Invarianten dargestellte Felddynamik
gegeben werden. Darauf aufbauend wurde in [54–56] gezeigt, daß eine analoge Kon-
struktion auch fu¨r die entsprechende Quantentheorie, d.h. die komplette QED mit an-
tikommutierenden fermionischen Materiefeldern, durchfu¨hrbar ist. Dazu wurde eine
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Methode entwickelt, die es uns ermo¨glicht, die gewa¨hlten eichinvarianten Grassmann–
Algebra–wertigen Felder — in diesem Fall eine bilineare Kombination der urspru¨ng-
lichen Spinorfelder und ein reell–wertiges Kovektorfeld — unter dem Funktionalinte-
gral zu implementieren und so die Lagrangedichte und das Integralmaß explizit in Ter-
men dieser Felder darzustellen. Dadurch wird die Eichfixierungsprozedur und damit
das eingangs erwa¨hnte Gribov–Problem umgangen. Eine Anwendung auf den Fall der
One–Flavour QCD [55, 57, 58] fu¨hrte zu einer expliziten Darstellung des Funktional-
integrals dieser Theorie in Termen effektiver bosonischer eichinvarianter Felder (Fel-
der bilinear in Quarks und Antiquarks — interpretierbar als Mesonen — und einem
Matrix–wertigen Kovektorfeld, welches an die Stelle des urspru¨nglichen Gluonenfel-
des tritt). Weiterhin konnte eine vollsta¨ndige Charakterisierung der Algebra der eich-
invarianten Differentialformen dieser Theorie gegeben werden [58, 59].
Die im Falle der QED und der One–Flavour QCD erhaltenen Funktionalintegra-
le in Termen der Invarianten unterscheiden sich wesentlich von den effektiven Theo-
rien, die man durch die Anwendung der Faddeev–Popov–Prozedur erha¨lt. Erste Un-
tersuchungen deuten darauf hin, daß diese Beschreibung fu¨r die Analyse nichtpertur-
bativer Effekte geeignet ist. Fu¨r einen ersten Vorstoß in diese Richtung wurde im Rah-
men der eichinvarianten Formulierung des zweidimensionalen Schwinger–Modells die
chirale Anomalie berechnet [55, 60]. Es zeigte sich, daß ohne die Zuhilfenahme per-
turbativer Techniken oder topologisch motivierter Regularisierungsprozeduren (z.B.
Hitzekern– oder ζ –Funktions–Regularisierung) dieser Effekt auf einfache und direkte
Weise aus der in Termen von Eichinvarianten formulierten Theorie abgeleitet werden
kann. Zusa¨tzlich liefert diese Formulierung eine “natu¨rliche” Erkla¨rung des Bosoni-
sierungspha¨nomens und der fu¨r zweidimensionale Quanteneichfeldtheorien typischen
dynamischen Massenerzeugung (dynamischer Higgs–Mechanismus).
Motiviert durch die Ergebnisse im Schwinger–Modell kann auch fu¨r die QED eine
Berechnung der chiralen Anomalie in vier Dimensionen im Rahmen einer effektiven
eichinvarianten Formulierung gegeben werden [61]. Eine erste interpretative Auswer-
tung der erhaltenen Resultate zeigt, daß die abgeleitete effektive Theorie zu einer ge-
genu¨ber der bekannten sto¨rungstheoretischen Entwicklung modifizierten Sto¨rungsrei-
he fu¨hrt, in der bestimmte Quantenkorrekturen aufsummiert werden.
Fu¨r eine Untersuchung der Struktur der Observablenalgebra auf dem Gitter fu¨r die
vierdimensionale QED verweisen wir auf [62, 63]. Wie dort durch eine vollsta¨ndige
Klassifikation der irreduziblen Darstellungen dieser Algebra gezeigt werden konnte,
erha¨lt man eine Aufspaltung des physikalischen Hilbertraumes in Superauswahlsekto-
ren, die durch die Eigenwerte der totalen Ladung charakterisiert werden.
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1.3 Die Methode der Reduktion des Funktionalinte-
grals einer QFT
In der vorliegenden Dissertation soll eine Methode vorgestellt werden, die es uns
ermo¨glicht, eine beliebige QFT mit Materiefeldern in Termen eines geeignet gewa¨hlten
Satzes von Eichinvarianten zu formulieren. Ausgangspunkt ist das Funktionalintegral
der Theorie, definiert als Integral u¨ber den gesamten Raum der eichabha¨ngigen Kon-
figurationen. Dabei verstehen wir im folgenden das Integral u¨ber antikommutierende
Felder im Sinne von Berezin [11–14].
Die Probleme bei der Wahl eines globalen Schnittes im Konfigurationsraum
(Gribov–Problem), mit denen man zumindest in nichtabelschen Quantenfeldtheorien
konfrontiert wird, ko¨nnen umgangen werden, wenn man durch die Konstruktion eich-
invarianter Gro¨ßen eine Charakterisierung der Klassen eicha¨quivalenter Konfiguratio-
nen erreicht. Dadurch erha¨lt man eine neue Parametrisierung des Raumes der Eichor-
bits der zugrunde liegenden Theorie. Dies fu¨hrt schließlich durch Umschreiben des In-
tegralmaßes zu einer expliziten Formulierung des Funktionalintegrals u¨ber den so be-
schriebenen Eichorbitraum, d.h. zu einer Parametrisierung in Termen eichinvarianter
Gro¨ßen. Damit wird die Prozedur der Eichfixierung, bei der im urspru¨nglichen Zugang
der Konfigurationsraum durch die Wahl einer Eichung in den “physikalisch relevanten”
Raum aller nichteicha¨quivalenten Feldkonfigurationen und den Raum der zu jeder die-
ser Konfigurationen geho¨rigen Eichorbits zerlegt wird, umgangen (siehe auch Problem
(2) in Abschnitt 1.1).
Die konkrete Realisierung dieser Grundidee beginnt mit einer genauen Untersu-
chung der aus den Eichfeldern und (antikommutierenden) Materiefeldern gebildeten
Grassmann–Algebra–wertigen Eichinvarianten. Diese spannen die Algebra der eichin-
varianten Grassmann–Algebra–wertigen Differentialformen der entsprechenden QFT
auf, die die Struktur einer graduierten Differentialalgebra besitzt. Wie sich zeigt, wird
diese Algebra in den im Rahmen dieser Arbeit vorgestellten Fa¨llen endlich erzeugt, und
wir ko¨nnen einen vollsta¨ndigen Satz von Generatoren angeben. Daru¨ber hinaus ist eine
vollsta¨ndige Klassifizierung der Identita¨ten zwischen den Elementen dieser Differen-
tialalgebra mo¨glich.
Durch Multiplikation des Lagrangians der zugrunde liegenden QFT mit geeig-
neten nichtverschwindenden Elementen der jeweiligen Differentialalgebra ist es nun
mo¨glich, diesen vollsta¨ndig in Termen Grassmann–Algebra–wertiger Eichinvarianten
umzuschreiben. Eine “Lo¨sung” der erhaltenen Relationen und der oben genannten
Identita¨ten zwischen den Eichinvarianten ist auf dem Niveau der Algebra allerdings
nicht mo¨glich, da die Division durch eine Grassmann–Algebra–wertige Gro¨ße im all-
gemeinen nicht definiert ist. Eine Anwendung dieser kann erst unter dem Funktional-
integral erreicht werden. Dazu fu¨hrt man in einem ersten Schritt im Funktionalinte-
gral durch die Verwendung des Formalismus der δ –Distribution auf dem Superraum
(siehe u.a. [11,13]) neue, unabha¨ngige komplexwertige Felder ein, die zu den gewa¨hl-
ten Grassmann–Algebra–wertigen Eichinvarianten korrespondieren. In einem zweiten
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Schritt erfolgt dann die Implementierung der oben genannten Identita¨ten und Relatio-
nen zwischen den Elementen der Differentialalgebra und dem Lagrangian. Das Resultat
ist die vollsta¨ndig in Termen eichinvarianter Felder ausgedru¨ckte Wirkung der zugrun-
de liegenden QFT. In einem dritten Schritt wird nun noch das urspru¨ngliche, in Termen
eichabha¨ngiger Gro¨ßen gegebene Funktionalmaß zu einem Maß in Termen dieser In-
varianten reduziert. Wie sich in den hier behandelten Fa¨llen zeigt, fu¨hrt diese Prozedur
auf ein Gaußsches Integral u¨ber die urspru¨nglichen (fermionischen) Materiefelder, des-
sen Ausfu¨hrung einen nichttrivialen singula¨ren Integralkern liefert. Damit erha¨lt man
schließlich aus der zugrunde liegenden QFT in Termen eichabha¨ngiger Felder eine ent-
sprechende Quantenfeldtheorie in Termen von eichinvarianten Feldern. Im folgenden
wollen wir diese Prozedur kurz als “Reduktion des Funktionalintegrals” bezeichnen.
Das Ergebnis der Reduktionsprozedur ist ein Funktionalintegral u¨ber bosonische
und damit kommutierende eichinvariante Felder und kann als Ausgangspunkt fu¨r die
Konstruktion einer effektiven Theorie physikalischer Observable angesehen werden.
Wir bemerken, daß ein wesentlicher Vorteil unserer Vorgehensweise darin besteht, daß
wir durch die Wahl der eichinvarianten Felder — und damit der physikalischen Obser-
vablen — und eines bestimmten Satzes von Identita¨ten in der Algebra “verschiedene”
effektive Theorien erhalten ko¨nnen, die sich sowohl in ihrer Feldkonfiguration, als auch
dem effektiven Lagrangian unterscheiden und so an die zu beschreibenden physikali-
schen Gegebenheiten und Erscheinungen angepaßt werden ko¨nnen (siehe Problem (3)).
Die vorliegende Arbeit gliedert sich im wesentlichen in vier voneinander relativ
unabha¨ngige Teile. In einem ersten Teil (Kapitel 2) werden zuna¨chst kurz einige ma-
thematische Grundbegriffe wiederholt. Dazu geho¨rt die differentialgeometrische Be-
schreibung von Eichfeldtheorien mit Hilfe von Haupfaserbu¨ndeln und die (formelle)
Einfu¨hrung des Begriffs der Algebra der eichinvarianten Differentialformen sowie eine
Darstellung der hier verwendeten Eigenschaften der δ –Distributionen auf dem Super-
raum. Diese wird gefolgt von der Behandlung eines einfachen Toy–Modells (der fer-
mionischen Determinante im einfachsten Fall zweier komplexwertiger Grassmann–
Variablen), welches die Grundzu¨ge unserer Reduktionsprozedur darlegt und eine Mo-
tivation fu¨r die Behandlung realistischerer Modelle liefern soll.
Der zweite Teil (Kapitel 3) bescha¨ftigt sich mit der Anwendung unserer Prozedur
auf zweidimensionale abelsche Feldtheorien, speziell das Thirring–Modell und dessen
Spezialfall, das Schwinger–Modell. Nach einer Beschreibung der Algebra der eichin-
varianten Differentialformen erfolgt im Detail die Reduktion des Funktionalintegrals
und die Konstruktion einer effektiven QFT in Termen bosonischer Invarianten. Daraus
werden wir dann die klassische Felddynamik ableiten. Um zu zeigen, daß die so kon-
struierte effektive Feldtheorie physikalisch auswertbare Ergebnisse liefert, betrachten
wir das Pha¨nomen der Bosonisierung genauer und berechnen sowohl fu¨r den masse-
losen Fall, als auch ein vereinfachtes massives Modell die chirale Anomalie in zwei
Dimensionen sowie Vakuumerwartungswerte einiger physikalischer Observablen und
die daraus resultierenden Ward–Identita¨ten. Wie sich zeigen wird, werden wir im Rah-
men unserer Beschreibung zu einer natu¨rlichen Erkla¨rung des Bosonisierungspha¨no-
mens und damit in Verbindung stehender Effekte, wie z.B. die dynamische Massener-
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zeugung, gefu¨hrt.
Der dritte Teil (Kapitel 4) ist der Anwendung der gewonnen Erkenntnisse auf die
(realistische) vierdimensionale QED gewidmet. Auch hier erfolgt nach der Darstellung
der Algebra der Eichinvarianten die Reduktion des Funktionalintegrals und die Ablei-
tung einer effektiven QFT in Termen bosonischer eichinvarianter Felder. Es zeigt sich,
daß die im zweidimensionalen Fall entwickelten Methoden bei der Berechnung von
Vakuumerwartungswerten physikalischer Observabler prinzipiell auch in diesem Fall
anwendbar sind. Die Untersuchung des Strom–Strom–Wechselwirkungsquerschnittes
sowie erste Ansa¨tze bei der Berechnung der chiralen Anomalie fu¨hren auf Vakuumer-
wartungswerte bzgl. eines Funktionalmaßes eines massiven Spin–1–Feldes mit nicht-
trivialer Selbstwechselwirkung. Letzteres motiviert eine sto¨rungstheoretische Behand-
lung, welche jedoch mit analytischen Mitteln nur schwer zu bewa¨ltigen ist.
In einem letzten Teil (Kapitel 5) wird schließlich gezeigt werden, daß die Metho-
de der Reduktion des Funktionalintegrals auch auf Yang–Mills–Theorien, speziell die
One–Flavour QCD, angewendet werden kann.
Der Anhang entha¨lt neben der Darstellung einer Reihe notwendiger Konventionen
eine strukturelle Untersuchung der chiralen Anomalie im behandelten massiven abel-
schen Modell in zwei Dimensionen. Zusa¨tzlich finden sich dort einige Beweise und
Zusatzrechnungen, die fu¨r die Durchfu¨hrung der vorgestellten Reduktionsprozedur im
Falle der One–Flavour–QCD wichtig sind.
Die einzelnen Kapitel und Abschnitte enthalten aus Gru¨nden der besseren Gliede-
rung eine Reihe von Sa¨tzen und Theoremen. An dieser Stelle mo¨chten wir darauf hin-
weisen, daß diese und die entsprechenden Beweise nicht im “mathematisch strengen”
Sinne zu verstehen sind, sondern prima¨r der hervorhebenden Darstellung wichtiger Re-
sultate dienen. Daru¨ber hinaus werden wir uns in der vorliegenden Dissertation nicht
mit delikaten Fragen, wie die nach der Existenz und Konvergenz der Funktionalinte-
grale, der Durchfu¨hrbarkeit der Wick–Rotation und der Eindeutigkeit der erhaltenen
Ergebnisse, bescha¨ftigen. Auch werden wir die Rechnungen konsequent im Ortsraum
ausfu¨hren, wodurch die entstehenden Ausdru¨cke nur formalen Charakter annehmen.
Eine mathematisch rigorose Interpretation kann jedoch durch den ¨Ubergang in die ent-
sprechende Impulsdarstellung gegeben werden.
Das prima¨re Ziel ist es, eine neue praktische Methode vorzustellen, die, ausgehend
von einer lokalen QFT in Termen eichabha¨ngiger Gro¨ßen, zu einer effektiven Feldtheo-
rie wechselwirkender bosonischer Invarianten fu¨hrt, auf deren Basis (physikalische)
Fragestellungen weiter untersucht werden ko¨nnen. Die bisher gewonnen und in dieser
Dissertation dargestellten Erkenntnisse und Ergebnisse ko¨nnen nur als ein erster Schritt
in der vollsta¨ndigen Ausscho¨pfung des Potentials dieser Methode angesehen werden.
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2. Mathematische Grundlagen
2.1 Die Algebra der eichinvarianten Grassmann{Al-
gebra{wertigen Dierentialformen
In der vorliegenden Arbeit werden wir Quanteneichfeldtheorien mit Fermionen im
Minkowski–Raum behandeln. Wie in der Einleitung bereits dargelegt, werden da-
bei aus der urspru¨nglichen Feldkonfiguration eichinvariante Felder mit Werten in ei-
ner Grassmann–Algebra konstruiert. Diese eichinvarianten Materiefelder spannen, un-
ter Wirkung der kovarianten Ableitung der entsprechenden Eichtheorie, die Algebra
der Grassmann–Algebra–wertigen eichinvarianten Differentialformen auf. Relationen
zwischen den Elementen dieser Algebra ermo¨glichen schließlich die Reduktion des
urspru¨nglichen Funktionalintegrals zu einem Integral u¨ber eichinvariante Felder. Be-
vor wir diese Prozedur fu¨r konkrete Eichfeldtheorien betrachten, sollen in diesem Ab-
schnitt kurz die zugrunde liegenden geometrischen Konstruktionen erla¨utert werden
(siehe auch [11, 12, 59, 64, 65]).
Sei P(M, G, ρ , pi ) ein Hauptfaserbu¨ndel mit Strukturgruppe G (Eichgruppe) u¨ber
dem Minkowski–Raum M. Die Gruppe G wirkt frei und von rechts auf P mit ρ :
P × G 3 (p, g) → ρ (p, g) =: pg 2 P. Weiterhin bezeichnet pi : P −→ M die kanoni-
sche Projektion in P. Ein Zusammenhang in P ist definiert durch eine g = Lie(G)–
wertige 1–Form ω . In einer lokalen Trivialisierung, gegeben durch einen (lokalen)
Schnitt s :M ⊃ U −→ P mit pi  s= idU , repra¨sentiert A= s∗ω das Eichpotential.
Um Materiefelder, genauer Spinorfelder, zu beschreiben, ist die Einfu¨hrung ei-
ner Spinstruktur bzw. SpinG–Struktur u¨ber M erforderlich. Bezeichnen wir mit  =
(η µν ) = diag(+1, −1, . . . , −1) die Metrik im Minkowski–Raum M. Sei SOM das
Hauptfaserbu¨ndel der (orientierten) orthonormalen Repers u¨ber M mit Strukturgrup-
pe SO(). Die Spingruppe Spin() ist die universelle ¨Uberlagerungsgruppe von SO()
und es existiert ein 2 : 1–Gruppenhomomorphismus λ : Spin() → SO(). Eine Spin-
struktur u¨ber M ist nun definiert als Paar (S, Λ), wobei S das Hauptfaserbu¨ndel u¨ber
Mmit der Strukturgruppe Spin() und Λ den Bu¨ndelhomomorphismus Λ : S → SOM
bezeichnet. Die freie rechte Wirkung ρS von Spin() auf S soll dabei vertra¨glich mit
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der freien rechten Wirkung ρSOM von SO() auf SOM sein:
Λ(ρS(p, g))= ρSOM(Λ(p), λ (g)), ∀p 2 S, ∀g 2 Spin(). (2.1)
Das Hauptfaserbu¨ndel S bezeichnet man auch als Spinbu¨ndel. Der Levi–Civita–
Zusammenhang in SOM, gegeben durch die Zusammenhangsform ωSOM, induziert
einen Zusammenhang in S: ωS = Λ∗ωSOM. Sei nun W ein (komplexer oder reeller)
Vektorraum, auf dem eine Darstellung der Clifford–Algebra cl() gegeben ist. Es ist
Spin() ⊂ cl() und es existiert eine Darstellung σ von Spin() auf W , σ : Spin() →
Aut(W). Unter Verwendung dieser Darstellung kann man das assoziierte Vektorbu¨ndel
˜S = S ×Spin() W erzeugen. Ein Schnitt in diesem Spinorbu¨ndel genannten Bu¨ndel ist
ein Spinorfeld Φ, d.h. Φ 2 Γ∞( ˜S)' C∞σ (S,W), wobei C∞σ (S,W) den Raum aller glat-
ten Abbildungen von S in W vom Typ σ bezeichnet.
Soll sich das Spinorfeld zusa¨tzlich bezu¨glich einer (kompakten) Lie–Gruppe G
transformieren, dann ist die Erweiterung der Spinstruktur zu einer SpinG–Struktur er-
forderlich. Sei SpinG() = Spin() × G. Es existiert ein Gruppenhomomorphismus
SpinG() → SO(), und damit ist, in Analogie zur oben definierten Spinstruktur, die
Konstruktion einer SpinG–Struktur mo¨glich. Bezeichne E das Hauptfaserbu¨ndel mit
der Strukturgruppe SpinG() u¨ber M. Sei weiterhin F = FG ⊗ FS ein Vektorraum mit
der Darstellung σ = σG ⊗ σS, wobei FG eine Darstellung σG der Eichgruppe G und
FS eine Darstellung σS von Spin() tra¨gt. Ein Spinorfeld Φ, welches sich unter einer
Eichgruppe G transformiert, kann damit dargestellt werden als Schnitt in dem assozi-
ierten Bu¨ndel ˜E =E ×SpinG() F mit der typischen Faser F =FG ⊗FS, d.h. Φ2 Γ∞( ˜E)'
C∞σ (E, F). Durch die Definition eines lokalen Schnittes s :M⊃ U → ˜E erha¨lt man ei-
ne lokale Darstellung des Spinorfeldes Φ u¨berM: Φ(x)ΦaA(x)eA ⊗εa = s∗Φ, x2M,
wobei {eA} eine Basis in FG und {εa} eine Basis in FS bezeichnet. Daru¨ber hinaus in-
duzieren die Zusammenha¨nge ω in P und ωS in S einen Zusammenhang ωE in E, der
schließlich zur Definition der kovarianten Ableitung D eines Spinorfeldes Φ fu¨hrt:
DΦ= dΦ+σ 0(ω )Φ= dΦ+σ 0G(ωP)Φ+σ 0S(ωE)Φ, (2.2)
wobei σ 0, σ 0G bzw. σ 0S die den Darstellungen σ , σG bzw. σS entsprechenden Lie–
Algebrahomomorphismen spinG() = g ⊕ spin() → End(F), g → End(FG) bzw.
spin
(

) → End(FS) sind. Im Minkowski–Raum M wird der Zusammenhang ωS im
Spinbu¨ndel trivial, und wir erhalten fu¨r die kovariante Ableitung in lokalen Koordi-
naten die Gestalt
Dµ ΦaA(x)= ∂µ ΦaA(x)+Aµ (x)ABΦaB(x). (2.3)
Das oben definierte Materiefeld Φ ist eine 0–Form auf ˜E mit Werten in F. Die ko-
variante Ableitung D wirkt als a¨ußere kovariante Ableitung und erzeugt damit eine 1–
Form (DΦ) auf ˜E ebenfalls mit Werten in F. Ein allgemeines Materiefeld, welches wir
im folgenden ebenfalls mit Φ bezeichnen werden, kann entsprechend als k–Form auf ˜E
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mit Werten in F auffaßt werden, d.h. Φ2 Γ∞( ˜E)⊗ Λ, wobei Λ=⊕kΛk die Algebra der
a¨ußeren Formen u¨berM bezeichnet. Die kovariante Ableitung ist dann eine Abbildung
Γ∞( ˜E) ⊗ Λk 3 Φ D−−−−−→ DΦ 2 Γ∞( ˜E) ⊗ Λk+1. (2.4)
Nach Berezin nehmen die oben konstruierten Spinorfelder unter dem Funktional-
integral Werte in einer Grassmann–Algebra an. Zu diesem Zweck definieren wir den
Raum der antikommutierenden Variablen u¨berM durch
G
M
:=
^
E
M
, (2.5)
wobei
E
M
:=
M
x2M
Fx. (2.6)
Da M u¨berabza¨hlbar unendlich viele Punkte entha¨lt, ist die Wahl verschiedener
nichta¨quivalenter direkter Summen in (2.6) und (a¨ußerer) Tensorprodukte in (2.5)
mo¨glich. Hier beschra¨nken wir uns auf die algebraische direkte Summe sowie das al-
gebraische a¨ußere Produkt, d.h. wir wa¨hlen auf G
M
die sta¨rkste Topologie, die mit der
linearen Struktur von E
M
und G
M
kompatibel ist. Die Grassmann–Algebra G
M
wird
damit durch Elemente generiert, die die folgende Form besitzen:
g= g1(x1) ∧ g2(x2) ∧ . . . ∧ gk(xk). (2.7)
Hier sind gi(xi) 2 Fxi und xi 2 M, wobei die Punkte xi nicht notwendigerweise ver-
schieden sind.
Ein “klassisches fermionisches Feld” Ψ ist dann aufzufassen als G
M
–wertige Dis-
tribution, d.h. als lokale, lineare und stetige Abbildung
Γ∞( ˜E) 3Φ −→ < Φ, Ψ >2 G
M
, (2.8)
wobei Φ zuna¨chst wieder eine 0–Form auf ˜E mit Werten in F ist. Lokalita¨t bedeutet,
daß fu¨r suppΦ=K ⊂M folgt
< Φ, Ψ >2 GK =
^
EK ⊂ G
M
, ∀Ψ. (2.9)
Dabei wa¨hlen wir im “Raum der Testfunktionen” Γ∞( ˜E) die Topologie des Schwartz–
Raumes. Die Menge der so definierten klassischen fermionischen Felder besitzt eine
natu¨rliche lineare Struktur. Weiterhin sind die Operationen der Multiplikation sowie
der gewo¨hnlichen und kovarianten Ableitung definiert:
< Φ1 × Φ2, Ψ1 • Ψ2 > := < Φ1, Ψ1 > ∧ < Φ2, Ψ2 >, (2.10a)
< Φ, ∂µ Ψ > :=− < ∂µ Φ, Ψ >, (2.10b)
< Φ, Dµ Ψ > :=− < Dµ Φ, Ψ > . (2.10c)
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In einer lokalen Trivialisierung von ˜E wird ein Schnitt Φ eindeutig durch seine Koef-
fizientenfunktionen ΦaA(x) definiert (siehe oben). Damit ist Ψ in lokalen Koordinaten
gegeben durch
< Φ, ΨaA(x) >:=ΦaA(x). (2.11)
Als Beispiel fu¨r ein solches Feld sei das “klassische Quarkfeld” in der QCD genannt.
Damit ko¨nnen wir die Menge aller klassischen fermionischen Felder {ΨaA(x)} als
Generatoren der Grassmann–Algebra G
M
u¨berM ansehen. Die Ψ(x) erben durch die
obige Konstruktion die Wirkung der Gruppe der lokalen Eichtransformationen G, wo-
durch die kovariante Ableitung von Ψ(x) definiert werden kann:
Dµ ΨaA(x)= ∂µ ΨaA(x)+Aµ (x)ABΨaB(x). (2.12)
Wie oben bereits ausgefu¨hrt, ist die kovariante Ableitung D als a¨ußere kovariante
Ableitung aufzufassen. Das heißt
DΨaA(x)=Dµ ΨaA(x)dxµ , (2.13)
was eine G
M
⊗ Λ–wertige Distribution bzw. eine “G
M
–wertige Differentialform auf
M mit distributiven Koeffizienten” darstellt. Sei Ψ = (ψ ⊗ α ) eine Darstellung der
so definierten fermionischen Felder, dann hat man, ausgehend von (2.10a), folgende
natu¨rliche Multiplikation:
(ψ ⊗ α ) • (ψ 0 ⊗ α 0)=ψ • ψ 0 ⊗ α ∧ α 0. (2.14)
Daru¨ber hinaus impliziert diese Multiplikation eine natu¨rliche Z2–Graduierung im
Raum dieser Objekte:
(ψ ⊗ α ) • (ψ 0 ⊗ α 0)= (−1)|ψ ||ψ 0 |+|α ||α 0| (ψ 0 ⊗ α 0) • (ψ ⊗ α ), (2.15)
wobei |α | den Grad von α bezeichnet. Die kovariante Ableitung hat in dieser Darstel-
lung die Gestalt:
D(ψ ⊗ α )=Dψ • (1 ⊗ α )+ (−1)|α | ψ ⊗ dα . (2.16)
Man kann leicht nachpru¨fen, daß die so definierte kovariante Ableitung mit der Muli-
tiplikation definiert durch (2.14) kompatibel ist.
Damit wa¨re ein kurzer Einblick in die unterliegenden geometrischen Strukturen ge-
geben. In den folgenden Kapiteln, in denen die Behandlung konkreter Eichfeldtheorien
erfolgt, werden aus den (klassischen) fermionischen Feldern Invarianten unter der ge-
gebenen Eichgruppe G mit Werten in der Grassmann–Algebra konstruiert. Diese Inva-
rianten spannen, zusammen mit der Wirkung der kovarianten Ableitung, die Algebra
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der eichinvarianten Grassmann–Algebra–wertigen Differentialformen A der entspre-
chenden Eichfeldtheorie auf. Die Darstellung σ einer Eichgruppe G auf dem Vektor-
raum eichinvarianter Gro¨ßen ist trivial. Damit wird die kovariante Ableitung D eichin-
varianter Felder a 2A identisch zur gewo¨hnlichen (a¨ußeren) Ableitung, d.h. Da da.
In der Darstellung (2.16) heißt das:
D(a ⊗ α )= da • (1 ⊗ α )+ (−1)|α | a ⊗ dα , ∀a 2 A. (2.17)
Damit tra¨gtA automatisch die Struktur einer Z2–graduierten Differentialalgebra. Wei-
terhin werden wir zeigen, daß in den im Rahmen dieser Dissertation betrachteten Fa¨llen
A endlich erzeugt wird. Wir werden den Satz der Generatoren angeben und eine Rei-
he von Identita¨ten zwischen den Elementen vonA beweisen. Diese Identita¨ten werden
dann ausgenutzt, um unter dem Funktionalintegral die urspru¨ngliche Feldkonfigurati-
on, bestehend aus den fermionischen Materiefeldern und den Eichfeldern, zu eliminie-
ren, wodurch schließlich eine Reduktion des Funktionalintegrals zu einem Integral u¨ber
eichinvariante und damit “physikalische” Felder erreicht wird.
2.2 δ{Distributionen und Variablentransformationen
auf dem Superraum
In diesem Abschnitt werden wir kurz die in der vorliegenden Arbeit Verwendung fin-
denden Bezeichnungen auf dem Superraum zusammenstellen.
Wir benutzen die folgende Definition der δ –Distribution auf dem Superraum (siehe
auch [11–14]):
δ (u −U)=
Z
dξ e2pi iξ (u−U) =
∞∑
n=0
(
−1)n
n! δ
(n)(u)Un , (2.18)
wobei U eine beliebiges Grassmann–Algebra–wertiges Feld vom Rang kleiner oder
gleich dem maximalen Rang der Grassmann–Algebra und u ein zugeho¨riges komplex-
wertiges Feld (im folgenden kurz c–Feld) bezeichnen. Es gilt nun folgender
Satz 1. Eine beliebige, hinreichend glatte Funktion f u¨ber einer endlichdimensiona-
len Grassmann–Algebra erfu¨llt die Beziehung
f (U)=
Z
du f (u)δ (u −U). (2.19)
Beweis: Siehe [12].
Speziell folgt daraus unter Verwendung von (2.18)
Z
du f (u)δ (u −U)=
∞∑
n=0
(
−1)n
n!
Z
du f (u)δ (n)(u)Un =
∞∑
n=0
1
n! f (n)(0)Un. (2.20)
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Die Summe auf der rechten Seite bricht wegen der Nilpotenz von U (die hier betrachte-
ten Grassmann–Algebren haben punktweise endlichen Rang) nach endlich vielen Glie-
dern ab. Da f als hinreichend glatt vorausgesetzt wird, ist die so erhaltene Summe
identisch mit der (endlichen) Potenzreihenentwicklung von f (U). Die so definierte δ –
Distribution ist ein Beispiel fu¨r eine Vektorraum–wertige Distribution im Sinne von
[13].
Setzen wir in Gl. (2.19) f (u) 1, dann folgt sofort
1=
Z
duδ (u −U) . (2.21)
Damit la¨ßt sich nun folgender Satz zeigen:
Satz 2. Fu¨r eine beliebige, hinreichend glatte Funktion f gilt
f (u)δ (u −U)= f (U)δ (u −U) . (2.22)
Beweis: Siehe [12].
Aus dem soeben formulierten Satz erhalten wir schließlich folgende wichtige Re-
lation, die im weiteren Verlauf eine zentrale Rolle bei der Implementierung algebra-
ischer Relationen zwischen den Grassmann–Algebra–wertigen Eichinvarianten unter
dem Funktionalintegral spielen wird:
Z
du f (α )δ (u −U)=
Z
dudu˜ f

α g
(u)
g(u˜)

δ (u −U)δ (u − u˜)
=
Z
dudu˜ f

α g(U)
g(u)

δ (u −U)δ (U − u˜). (2.23)
Dabei bezeichnet α eine beliebige c–Zahl oder eine beliebige Grassmann–Algebra–
wertige Gro¨ße und g(u) eine beliebige, hinreichend glatte und nicht identisch ver-
schwindende Funktion von u, so daß der Rang von αg(U) kleiner oder gleich dem ma-
ximalen Rang der betrachteten Grassmann–Algebra ist.
Das Funktionalintegral einer (realistischen) QFT entha¨lt als Integral auf dem Super-
raum sowohl kommutierende als auch antikommutierende Integrationsvariablen. Wir
wollen dabei dieses Integral im Sinne von Berezin (siehe u.a. [11, 12]) verstehen. Bei
einer Variablentransformation tritt dann an die Stelle der Jacobi–Determinante (kom-
mutativer Fall) die Superdeterminante Ber (Berezian):
Satz 3 (Berezin). Sei f (x,  ) 2 Λp,q(M) eine endliche Funktion, wobei Λp,q(M) die
Super–Algebra der kommutierenden Variablen x1, . . . , xp und der Grassmann–Algebra
Λq(M) mit Elementen 1, . . . , q bezeichnet. M sei eine glatte Mannigfaltigkeit. Sei wei-
terhin (y, η ) ein zweiter Satz von Variablen und f (y, η )2 Λp,q(M) eine Funktion, die aus
f (x,  ) durch folgende Variablentransformation hervorgeht:
xi = xi(y, η )= a ji y j+bki ηk
i = i(y, η )= c ji y j+dki ηk (2.24)
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(man beachte, daß (a ji ) und (dki ) gerade, (c ji ) und (bki ) schiefe Elemente der Grassmann–
Algebra sind). Dann gilt
Z
dxd f (x,  )=
Z
dydη f (x(y, η ),  (y, η ))Ber(x,  ;y, η ), (2.25)
wobei die Superdeterminante Ber(x,  ;y, η ) durch
Ber(x,  ;y, η )= det(A − BD−1C) (detD)−1 (2.26)
mit A= (a ji )= ∂xi∂y j , B= (b
j
i )= ∂xi∂η j , C = (c
j
i )= ∂i∂y j und D= (d
j
i )= ∂i∂η j definiert ist.
Beweis: Siehe [12].
Fu¨r eine allgemeine Einfu¨hrung und detailliertere Darstellung der Analysis auf dem
Superraum verweisen wir auf [11–14].
2.3 Ein einfaches Toy{Modell
Bevor wir in den folgenden Kapiteln zur Behandlung von konkreten Quanteneich-
feldthorien mit fermionischen Materiefeldern kommen, mo¨chten wir die im Rahmen
dieser Dissertation vorgestellte Methode der Reduktion von Funktionalintegralen an
Hand eines sehr einfachen Toy–Modells, der zweidimensionalen fermionischen Deter-
minante, erla¨utern und motivieren.
Betrachten wir das zweidimensionale Gaußsche Integral
Z =
Z
dψa dψ ∗a e−ψaA
abψ ∗b
 −det[Aab], (2.27)
wobei a, b, . . .=1, 2. Hier ist Aab eine beliebige antisymmetrische Matrix und die ψa be-
zeichnen antikommutierende Gro¨ßen (Grassmann–Variablen), welche zusammen mit
den komplex konjugierten Gro¨ßen ψ ∗a eine durch vier Elemente generierte Grassmann–
Algebra aufspannen. Unter Anwendung der bereits in der Einleitung kurz beschriebe-
nen Prozedur soll nun dieses Integral u¨ber antikommutierende Variablen zu einem Inte-
gral u¨ber kommutierende Variablen umgeschrieben (reduziert) werden. Dabei werden
wir auch zeigen, daß eine Auswertung des reduzierten Integrals schließlich zum be-
kannten Resultat (2.27) zuru¨ckfu¨hrt.
Fu¨hren wir also in einem ersten Schritt neue bosonische (kommutierende) Gro¨ßen
Uab ein:
Uab :=ψaψ ∗b =

U11 U12
U21 U22

=

ψ1ψ ∗1 ψ1ψ ∗2
ψ2ψ ∗1 ψ2ψ ∗2

. (2.28)
Es gilt U∗ab=Uba. Daru¨ber hinaus haben wir in der Algebra dieser Grasmann–Algebra–
wertigen Felder die folgende Identita¨t:
U11U22 = −U12U21  −|U12|2. (2.29)
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Die Rolle dieser Gro¨ßen werden bei der Behandlung von Eichfeldtheorien gerade
die aus der urspru¨nglichen eichabha¨ngigen Feldkonfiguration gebildeten (Grassmann–
Algebra–wertigen) eichinvarianten Felder u¨bernehmen.
Entsprechend (2.21) definieren wir nun die zu den Uab korrespondierenden
komplex–wertigen Gro¨ßen (c–Gro¨ßen) uab, womit wir fu¨r das Integral (2.27) erhalten:
Z=
Z
dψa dψ ∗a
Z
duab δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)e−ψaA
abψ ∗b
=
Z
dψa dψ ∗a
Z
duab δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)e−Uab Aab
=
Z
dψa dψ ∗a
Z
duab δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)e−uab Aab .
(2.30)
Im letzten Schritt verwendeten wir dabei die δ –Distributionen, um im Exponenten die
Grassmann–Variablen durch ihre entsprechenden c–Variablen zu ersetzen. Das so er-
haltene Resultat (2.30) soll jetzt durch Ausintegration der urspru¨nglichen antikommu-
tierenden Gro¨ßen ψa und ψ ∗a weiter vereinfacht und so zu einem Integral u¨ber die (bo-
sonischen) Variablen uab reduziert werden. Dabei ko¨nnen wir auf verschiedene Weise
vorgehen:
(i) Auswertung von (2.30) ohne Beachtung der algebraischen Identita¨t (2.29).
Dazu setzen wir die Integraldarstellung (2.18) der δ –Distributionen unter das Funktio-
nalintegral ein. Unter Verwendung von (2.28) ergibt sich:
Z=
Z
dψa dψ ∗a
Z
duab
Z
dλ ab e−ψaBabψ ∗b e2pi iλ abuab−uab Aab , (2.31)
wobei
Bab = 2pi i

λ 11 λ 12
λ 21 λ 22

.
Fu¨hren wir nun die Gaußsche Integration u¨ber ψa und ψ ∗a aus1, dann erhalten wir
Z=
Z
duab
Z
dλ ab (2pi )2 (λ 11λ 22 − λ 12λ 21)e2pi iλ abuab−uab Aab
=−
Z
duab
Z
dλ ab

∂ 2
∂u11∂u22 −
∂ 2
∂u12∂u21

e2pi iλ
abuab e−uab A
ab
=−
Z
duab

∂ 2
∂u11∂u22 −
∂ 2
∂u12∂u21

δ (u11)δ (u12)δ (u21)δ (u22)e−uab Aab .
(2.32)
1Daß hierbei die Berechnung von Z wieder auf eine Gaußsche Integration u¨ber die urspru¨nglichen
Gro¨ßen ψa zuru¨ckgefu¨hrt wird, liegt an der Trivialita¨t des betrachteten Modells. Wie wir spa¨ter bei
der Behandlung komplizierterer Modelle sehen werden, fu¨hrt die beschriebene Prozedur — sofern die
eingefu¨hrten kommutierenden Felder aus bilinearen Konstruktionen in den urspru¨nglichen Grassmann–
Feldern bestehen — immer auf ein einfach zu behandelndes Gaußsches Integral, unabha¨ngig von der
Struktur des urspru¨nglichen Integranden in (2.27).
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Die letzte Gleichung stellt die gesuchte reduzierte Form des Funktionalintegrals dar.
Wir erkennen schon hier die Grundstruktur der in dieser Weise formulierten Theo-
rien: Neben dem in Termen der gewa¨hlten (kommutierenden) c–Gro¨ßen ausgedru¨ck-
ten Exponenten (spa¨ter tritt an diese Stelle das Wirkungsintegral) erhalten wir einen
singula¨ren Integralkern, der sich aus der Wirkung eines nichtlinearen Differentialope-
rators mit partiellen Ableitungen (spa¨ter Funktionalableitungen nach den eichinvarian-
ten c–Feldern) auf δ –Distributionen zusammensetzt.
Um zu zeigen, daß (2.32) tatsa¨chlich auf −det[Aab] (siehe (2.27)) fu¨hrt, mu¨ssen wir
den Integralkern geeignet behandeln. Zu diesem Zweck wa¨hlen wir die Gaußsche Dar-
stellung der δ –Distributionen δ (u)= limc→0 1ppi c e
−
u2
c2 . Eingesetzt in (2.32) ergibt sich
nach Ausfu¨hrung der partiellen Ableitungen und Gaußschen Integrationen
Z=−
4
∏
i=1
lim
ci→0
Z
duab 4pi 2
1
c1c2c3c4

u11u22
4c1c2 −
u12u21
4c3c4

×e
−u11A11−
u211
c21
−u22A22−
u222
c22
−u12A12−
u212
c23
−u21A21−
u221
c24
=−
4
∏
i=1
lim
ci→0

A11A22 − A12A21

e
c21
4 (A11)2+
c22
4 (A22)2+
c23
4 (A12)2+
c24
4 (A21)2
=−

A11A22 − A12A21

 −det[Aab]. (2.33)
(ii) Auswertung von (2.30) unter Beachtung der algebraischen Identita¨t (2.29).
Mit Gleichung (2.29) haben wir eine Relation gefunden, die zumindest auf Algebra–
Niveau die Zahl der Freiheitsgrade um eins reduziert. Die Frage, die wir im folgenden
na¨her beleuchten wollen, ist nun, wie diese Relation unter dem Funktionalintegral im-
plementiert werden kann und welche Folgerungen sich daraus ergeben. Starten wir mit
Z=
Z
dψa dψ ∗a
Z
duab δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)e−Uab A
ab
.
(2.34)
Unter Verwendung der Relation (2.23) ko¨nnen wir schreiben
Z=
Z
dψa dψ ∗a
Z
duab du˜11 δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)
×δ (u11 − u˜11)e−u11A
11
−u12A12−u21A21−
u11
u˜11
u22A22
=
Z
dψa dψ ∗a
Z
duab du˜11 δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)
×δ (u11 − u˜11)e−u11A
11
−u12A12−u21A21− 1u˜11 U11U22A
22
=
Z
dψa dψ ∗a
Z
duab du˜11 δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)
×δ (u11 − u˜11)e−u11A
11
−u12A12−u21A21+ 1u˜11 U12U21A
22
=
Z
dψa dψ ∗a
Z
duab δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)δ (u22 −U22)
×e
−u11A11−u12A12−u21A21+
u12u21
u11
A22
, (2.35)
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wobei wir die Identita¨t (2.29) einsetzten. Wir sehen, daß die Variable u22 im Exponen-
ten nicht mehr auftritt, weshalb sie (wegen (2.21)) trivial ausintegriert werden kann.
Wir erhalten damit
Z=
Z
dψa dψ ∗a
Z
du11 du12 du21 δ (u11 −U11)δ (u12 −U12)δ (u21 −U21)
×e
−u11A11−u12A12−u21A21+
u12u21
u11
A22
. (2.36)
Die Integration u¨ber ψa und ψ ∗a erfolgt entsprechend (i) durch Einfu¨hrung der Integ-
raldarstellung fu¨r die δ –Distributionen und nachfolgende Gaußsche Integration. Mit
Bab = 2pi i

λ 11 λ 12
λ 21 0

erhalten wir
Z=
Z
dψa dψ ∗a
Z
du11 du12 du21
Z
dλ11 dλ12 dλ21 e−ψaB
abψ ∗b e2pi i (λ
11u11+λ 12u12+λ 21u21)
×e
−u11A11−u12A12−u21A21+
u12u21
u11
A22
=−
Z
du11 du12 du21
Z
dλ11 dλ12 dλ21 (2pi )2 λ 12λ 21e2pi i (λ 11u11+λ 12u12+λ 21u21)
×e
−u11A11−u12A12−u21A21+
u12u21
u11
A22
=
Z
du11 du12 du21 ∂
2
∂u12∂u21 δ (u11)δ (u12)δ (u21)e
−u11A11−u12A12−u21A21+
u12u21
u11
A22
.
(2.37)
Dies ist das zu (2.32) korrespondierende Ergebnis, allerdings unter Beru¨cksichtigung
der algebraischen Relation (2.29).
Zum Abschluß wollen wir zeigen, daß auch diese Form des in unserem Sinne re-
duzierten Integrals das Ergebnis (2.27) reproduziert. Zu diesem Zweck behandeln wir
den singula¨ren Integralkern wie in (i) durch Einfu¨hrung der Gaußschen Darstellung der
δ –Distributionen. Nach Anwendung des Differentialoperators erhalten wir
Z=
3
∏
i=1
lim
ci→0
Z
du11 du12 du21 1pi ppi
1
c1c2c3
u12u21
c21c
2
2
×e
−u11A11−u12A12−u21A21+
u12u21
u11
−
u212
c21
−
u221
c22
−
u211
c23
=− ∏
i=2,3
lim
ci→0
Z
du11 du21 2pi c32c3

u21A12 −
u221
u11
A22

e
−u11A11−u21A21−
u221
c22
−
u211
c23
=− lim
c3→0
Z
du11 1ppi c3

−A12A21 − A
22
u11

e
−u11A11−
u211
c23
=−
(A11A22 − A12A21) −det[Aab]. (2.38)
Damit ha¨tten wir am Beispiel einer einfachen fermionischen Determinante unsere
Reduktionsprozedur demonstriert: Wie in der Rechnung (i) gezeigt, fu¨hrt die Redukti-
on des urspru¨nglich als Integral u¨ber antikommutierende Gro¨ßen definierten Ausdrucks
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zu einer Formulierung des Integrals in Termen eingefu¨hrter kommutierender Variablen,
dessen weitere Auswertung das bekannte Resultat reproduziert. In der Rechnung (ii)
konnten wir daru¨ber hinaus zeigen, daß unter Verwendung der auf Algebra–Niveau de-
finierten Identita¨t (2.29) eine weitere Reduktion der Zahl der Freiheitsgrade unter dem
Integral mo¨glich ist. Das so erhaltene Ergebnis fu¨hrt ebenfalls auf das bekannte Resul-
tat (2.27) zuru¨ck.
Der damit angeschnittene Problemkreis fu¨hrt auf die schwierige Frage nach der kor-
rekten Zahl der Freiheitsgrade, auf die wir im Rahmen der vorliegenden Dissertati-
on keine umfassende Antwort geben ko¨nnen. Das oben behandelte Toy–Modell zeigt
jedoch, daß der “physikalische” Inhalt des Integrals (spa¨ter des Funktionalintegrals)
durch die Implementierung verschiedener algebraischer Relationen nicht beeinflußt
wird. Dies ist von großer Bedeutung, da — wie wir vor allem im Rahmen der One–
Flavour QCD sehen werden — die aus den urspru¨nglichen fermionischen Materiefel-
dern gebildete Algebra eichinvarianter Felder im Falle realistischer Quantenfeldtheo-
rien eine a¨ußerst komplizierte Struktur aufweist.
22 2 Mathematische Grundlagen
3. Eichinvariante Formulierung
zweidimensionaler abelscher
Quanteneichfeldtheorien
3.1 Einfu¨hrung
Die Untersuchung zweidimensionaler Quantenfeldtheorien hat eine lange Geschich-
te. Dies liegt zum einen daran, daß exakt (nichtperturbativ) lo¨sbare quantenfeldtheore-
tische Modelle bisher nur fu¨r zwei Dimensionen bekannt sind. Zum anderen weisen sie
eine Reihe interessanter Eigenschaften auf, die fu¨r die aktuelle Forschung von großem
Interesse sind. Dazu za¨hlen Pha¨nomene wie das Confinement, die asymptotische Frei-
heit oder die dynamische Erzeugung von Massen. Obwohl zweidimensionalen Theo-
rien ein direkter Bezug zur physikalischen Realita¨t fehlt, so dienen sie doch als eine Art
Laboratorium fu¨r neue Ideen in der QFT und dem Test verschiedener Methoden, die in
realistischeren vierdimensionalen quantenfeldtheoretischen Modellen Anwendung fin-
den.
Zu den einfachsten zweidimensionalen wechselwirkenden Feldtheorien kann das
Thirring–Modell geza¨hlt werden. Es wurde als exakt lo¨sbare Theorie masseloser
Dirac–Felder mit 4–Fermionen–Wechselwirkung zuerst von W.Thirring 1958 behan-
delt [66]. Neben der klassischen Arbeit von B.Klaiber [67], die als erste die vollsta¨ndi-
ge Lo¨sung dieses Modells auf Quantenniveau entha¨lt, existiert eine Reihe weiterer
Arbeiten zur Lo¨sung dieses Modells mittels Pfadintegral–Methoden (siehe u.a. [68–
71]). S.Coleman [72] und S.Mandelstam [73] konnten die ¨Aquivalenz des massiven
Thirring–Modells und des sine–Gordon–Modells zeigen, also einer fermionischen und
einer bosonischen Theorie. In einer Arbeit von I.Frenkel [74] wurde diese, spa¨ter
als Boson–Fermion–Korrespondenz genannte Eigenschaft zweidimensionaler Model-
le, durch die Untersuchung der Vertex- und Spinordarstellungen bestimmter affiner
Lie–Algebren in einem allgemeineren mathematischen Zusammenhang betrachtet. Es
wurden eine Reihe von Bosonisierungsmethoden entwickelt (siehe u.a. [75–79]; fu¨r
die Bosonisierung nichtabelscher Theorien in zwei Dimensionen siehe z.B. [80–83]),
auch in Hinblick auf deren Anwendbarkeit bei der Konstruktion effektiver Feldtheo-
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rien in ho¨heren Dimensionen (siehe [84–86]). Im Rahmen des geeichten Thirring–
Modells erfolgte weiterhin die Untersuchung des Pha¨nomens der dynamischen Erzeu-
gung von Fermionenmassen sowie des dynamischen Higgs–Mechanismus (siehe u.a.
[87–92]). Daru¨ber hinaus existiert eine Reihe von Arbeiten, die sich mit der Verallge-
meinerung des Thirring–Modells auf vier Dimensionen [93], integrierbaren verallge-
meinerten Thirring–Modellen [94], dem Schwinger– und Thirring–Modell bei endli-
chen Temperaturen [95] und den thermodynamischen Eigenschaften verallgemeinerter
Thirring–Modelle mit nichtminimaler gravitativer Kopplung sowie deren Bosonisie-
rung auf kompakten gekru¨mmten Ra¨umen [96, 97] bescha¨ftigen.
Fu¨r den Fall verschwindender Fermionen–Kopplung erha¨lt man das bekannte
Schwinger–Modell [98]. Es beschreibt die Quantenelektrodynamik in zwei Dimen-
sionen (QED2), weist aber eine Reihe zusa¨tzlicher Eigenschaften auf, die es fu¨r
die Modellbildung in nichtabelschen Eichfeldtheorien, speziell der vierdimensiona-
len QCD, interessant machen (siehe dazu u.a. [79, 88, 99–106], fu¨r die zweidimensio-
nale QCD siehe u.a. [50, 107–110]). Analog zum Thirring–Modell existiert auch fu¨r
das Schwinger–Modell eine Reihe von Bosonisierungsverfahren. Zu erwa¨hnen ist da-
bei insbesondere die “smooth bosonisation”, in deren Rahmen ein stetiger ¨Ubergang
zwischen fermionischer und bosonischer Darstellung der Theorie erfolgt (siehe u.a.
[79, 111–115]). Es besteht die Hoffnung, durch die dabei gewonnenen Einsichten ge-
bundene Zusta¨nde in der QCD beschreiben zu ko¨nnen (Cheshire Cat Bag Modell).
Parallel zur Untersuchung des (geeichten) Schwinger–Modells erfolgte die Be-
handlung des chiralen Schwinger–Modells (siehe u.a. [116–125]), in dem nur links–
oder rechtsha¨ndige Fermionen an das Eichboson koppeln. Obwohl dies zur expliziten
Brechung der Eichinvarianz fu¨hrt, konnte gezeigt werden [126], daß dieses Modell eine
konsistente QFT liefert. Schließlich seien noch Arbeiten erwa¨hnt, die das Schwinger–
Modell auf dem S1 [127, 128] bzw. dem Torus [97] behandeln. Einen zusammenfas-
senden ¨Uberblick u¨ber die Lo¨sungen des Schwinger–Modells und die Berechnung des
chiralen Kondensates in verschiedenen Eichungen gibt [129].
Eine detaillierte Beschreibung von Operator– und Funktionalintegral–Methoden
zur (nichtperturbativen) Behandlung und Lo¨sung von zweidimensionalen Eichfeld-
theorien findet man, zusammen mit einem ¨Uberblick u¨ber den aktuellen Forschungs-
stand auf dem Gebiet der zweidimensionalen Quantenfeldtheorien, in [130].
In diesem Kapitel soll nun am Beispiel einer zweidimensionalen QFT ein neuer
Weg zur Behandlung von Feldtheorien auf Funktionalintegralniveau beschritten wer-
den, dessen Hauptziel, wie in der Einleitung bereits kurz dargestellt, die Reduktion des
Funktionalintegrals zu einem Integral u¨ber eichinvariante und damit physikalisch in-
terpretierbare Gro¨ßen ist. Dabei beschra¨nken wir uns auf das geeichte Thirring–Modell
und das Schwinger–Modell (siehe auch [55,60]). Nach einer kurzen Einfu¨hrung in die
Notation wird die Algebra eichinvarianter Differentialformen konstruiert (Abschnitt
3.3). Einige Relationen unter den Elementen dieser Algebra bilden schließlich die Basis
fu¨r die Reduktion des Funktionalintegrals (Abschnitt 3.5). Auf der Grundlage dieses in
Termen von bosonischen Eichinvarianten formulierten Funktionalintegrals werden wir
dann die klassische Felddynamik (Abschnitt 3.6) sowie explizit die Konstruktion effek-
3.2 Das massive geeichte abelsche Thirring–Modell 25
tiver bosonischer Theorien (Abschnitt 3.7) behandeln. Im Rahmen des masselosen so-
wie eines vereinfachten massiven effektiven bosonisierten Schwinger–Modells erfolgt
im Abschnitt 3.8 die Berechnung der zweidimensionalen chiralen Anomalie und de-
ren Vergleich mit dem bereits bekannten Ergebniss (siehe u.a. [89,131–133]). Schließ-
lich leiten wir in Abschnitt 3.9 die Ward–Identita¨ten aus der Untersuchung von Strom–
Strom–Wechselwirkungsquerschnitten ab.
3.2 Das massive geeichte abelsche Thirring{Modell
Das im folgenden betrachtete Thirring–Modell ist eine U(1)–Eichtheorie in (1+1) Di-
mensionen. Die Feldkonfiguration ist gegeben durch ein U(1)–Eichpotential Aµ und ein
Spinorfeld ψ K . Hier bezeichnen µ , ν , . . . = 0, 1 Raum–Zeit Indizes und K, L, . . . = 1, 2
Spinorindizes (siehe auch Anhang A.1). In differentialgeometrischer Sprechweise re-
pra¨sentiert Aµ eine Zusammenhangsform in einem Hauptfaserbu¨ndel P(M,U(1), ρ , pi )
u¨ber dem Minkowski–Raum M. Das Spinorfelder ψ K ist ein Schnitt im assoziierten
Bu¨ndel ˜E = E ×SL(1,C)×U(1) F, wobei E das Hauptfaserbu¨ndel mit der Strukturgruppe
SL(2,C) × U(1) u¨ber M ist und F = C2 ⊗C1 die typische Faser bezeichnet. Dabei
wirkt SL(2,C) auf C2 und C1 tra¨gt die fundamentale Darstellung der U(1).
Das Spinorfeld wird repra¨sentiert durch
ψ K =
φ
ϕ

, ψ ∗K =
 φ ∗, ϕ ∗ , (3.1)
wobei der Stern die entsprechenden komplex konjugierten Gro¨ßen bezeichnet. Die Spi-
norfelder ψ K und ψ ∗K antikommutieren und spannen so (punktweise) eine durch 4 Ele-
mente erzeugte Grassmann–Algebra auf.
Das Funktionalintegral des (massiven) geeichten Thirring–Modells ist gegeben
durch
ZTM =
Z
∏
x

dAµ dψ dψ
	
ei
R
d2xLTM[Aµ ,ψ ,ψ ]
, (3.2)
wobei die Lagrangedichte die Gestalt
L
TM[Aµ , ψ , ψ ]=LTMgauge+LTMmat
=−
1
4 Fµν F
µν
− Im

ψK (γ µ )KL
 
Dµ ψ L

− mψKψ K
+
g
2 ψK(γ µ )KLψ L ψM(γµ )MNψ N (3.3)
hat. Hier bezeichnet Fµν = ∂[µ Aν ] = ∂µ Aν − ∂ν Aµ die Feldsta¨rke, Dµ ψ K = ∂µ ψ K +
ieAµ ψ K die kovariante Ableitung und ψL :=ψ ∗K (γ 0)KL =
 
ϕ ∗, φ ∗ . Die (dimensions-
lose) Kopplungskonstante g beschreibt die Sta¨rke der 4–Fermionen Wechselwirkung.
Die verwendete Darstellung der Dirac–Matrizen γ µ sowie ein ¨Uberblick u¨ber die be-
nutzten Konventionen in zwei Dimensionen befindet sich im Anhang A.1.
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Als Spezialfall des Thirring–Modells (3.2), (3.3) erhalten wir fu¨r g 0 das massive
Schwinger–Modell
ZSM =
Z
∏
x

dAµ dψ dψ
	
ei
R
d2xLSM[Aµ ,ψ ,ψ ]
, (3.4)
wobei die Lagrangedichte die Gestalt
L
SM[Aµ , ψ , ψ ]=LTMgauge+LSMmat
=−
1
4 Fµν F
µν
− Im

ψK (γ µ )KL
 
Dµ ψ L

− mψKψ K (3.5)
hat. Das Schwinger–Modell wird im Rahmen der Bosonisierung und Berechnung der
chiralen Anomalie in (1+1) Dimensionen eine wesentliche Rolle spielen.
3.3 Die Algebra der eichinvarianten Dierentialfor-
men fu¨r das Thirring{Modell
Der erste Schritt auf dem Weg zu einer eichinvarianten Formulierung des Thirring–
Modells ist die Einfu¨hrung geeigneter Eichinvarianten und die Untersuchung der durch
sie erzeugten Algebra.
Unter Verwendung des in Abschnitt 2.1 dargelegten differentialgeometrischen Bil-
des definieren wir folgende eichinvariante Grassmann–Algebra–wertige Differential-
formen:
Definition 4. Sei
J
KL(i, j) := (Di ψ K
∗) • (Dj ψ L), (3.6)
wobei i, j = 0, 1, 2 und 0 ≤ i+ j ≤ 2 sowie Diψ K ψ K fu¨r i= 0.
Die Multiplikation • ist dabei definiert durch (2.14). In lokalen Koordinaten haben
wir
J
KL(i, j) = (Dµ1 ...Dµi ψ K
∗) (Dµi+1 ...Dµi+ j ψ L)dxµ1 ∧ ... ∧ dxµi+ j . (3.7)
Unter komplexer Konjugation erfu¨llen die (i+ j)–FormenJ KL(i, j) offensichtlich folgende
Symmetrierelation:
 
J
KL(i, j)
∗
=
(
−1)i jJ LK( j,i). (3.8)
Definition 5. Die ∗-Algebra ATM der eichinvarianten Grassmann–Algebra–wertigen
Differentialformen fu¨r das (1+ 1)–dimensionale geeichte Thirring–Modell ist die Al-
gebra erzeugt durch {J KL(i, j)}.
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Wie in Kapitel 2 beschrieben, reduziert sich wegen der trivialen Wirkung der Eich-
gruppe U(1) auf Eichinvarianten die kovariante Ableitung von Elementen der Algebra
ATM zur gewo¨hnlichen Ableitung. Damit erha¨ltATM automatisch die Struktur einerZ2–
graduierten differentiellen ∗-Algebra.
Satz 6. Die Generatoren vonATM erfu¨llen fu¨r i+ j+k+ l ≤ 2 die folgende Relationen:
J
KL(i, j) •J
MN(k,l) = (−1)1+lk+l j+k jJ KN(i,l) •JML(k, j). (3.9)
Beweis: Durch Einsetzen der Definition (3.7) und Umordnung der Faktoren ergibt sich
die gewu¨nschte Relation (3.9).
Da ATM eine Differentialalgebra ist, kann man den in Definition 5 gegebenen Satz
von Generatoren weiter reduzieren. Man erha¨lt den
Satz 7. Die ∗-Algebra ATM wird als Differentialalgebra generiert durch {J KL(0,n)} mit
0 ≤ n ≤ 2.
Beweis: Wir mu¨ssen zeigen, daß der Satz von invarianten Differentialformen {J KL(i, j)}
(i, j= 0, 1, 2; i+ j ≤ 2) durch invariante Formen aus Satz 7 unter Anwendung der a¨uße-
ren Ableitung d erzeugt werden kann. Dies soll durch explizite Konstruktion gesche-
hen.
Die 0–Formen J KL(0,0) sind selbst Generatoren. Durch Anwendung der a¨ußeren Ab-
leitung erha¨lt man: dJ KL(0,0) =J KL(1,0)+J KL(0,1). Mit J KL(0,1) als Generator ergibt sich damit
J
KL(1,0) = dJ KL(0,0) −J KL(0,1). (3.10)
Schließlich gibt es drei Typen von 2–Formen. Nehmen wir J KL(0,2) als Generator,
dann ergibt sich durch Anwendung von d auf die beiden Typen von 1–Formen unter
Beachtung von d2  0 und Einsetzen von (3.10):
J
KL(1,1) = dJ KL(0,1) −J KL(0,2), (3.11a)
J
KL(2,0) =−J
KL(0,2). (3.11b)
Dies liefert schließlich den Beweis des Satzes.
Die Frage nach der Minimalita¨t der im Satz 7 angegebenen Menge erzeugender
Eichinvarianten fu¨r ATM ist schwieriger zu beantworten. Im Verlauf des Beweises von
Satz 7 wurden alle linearen Relationen zwischen den Generatoren und deren a¨ußeren
Ableitungen gelo¨st. Damit konnte eine Reduktion der Generatoren dieser Differential-
algebra erreicht werden. Dennoch existieren, wie im Satz 6 gezeigt, eine Reihe von
Identita¨ten ho¨herer Ordnung. Auf Algebraniveau sind jedoch diese Identita¨ten nicht
lo¨sbar, da die Division durch Grassmann–Algebra–wertige Gro¨ßen im allgemeinen
nicht definiert ist. Damit wird die AlgebraATM durch die im Satz 7 angegebenen Diffe-
rentialformen nicht frei generiert. Die Bezeichnungen “minimaler Satz von Generato-
ren” und “unabha¨ngige Differentialformen” soll hier und in allen weiteren Kapiteln, die
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sich mit der Struktur von Algebren eichinvarianter Differentialformen bescha¨ftigen, in
diesem Sinne verstanden werden.
Mit diesen Bemerkungen formulieren wir schließlich ohne Beweis das folgende
Korollar 8. Der minimale Satz von Generatoren der differentiellen ∗-Algebra ATM
entha¨lt je vier unabha¨ngige 0–, 1– und 2–Formen.
3.4 Der Lagrangian des Thirring{Modells
Im letzten Abschnitt wurde die AlgebraATM der eichinvarianten Differentialformen ei-
ner U(1)–Eichfeldtheorie in (1+1) Dimensionen analysiert. Wie wir im na¨chsten Ab-
schnitt sehen werden, ermo¨glicht die Struktur von ATM die Reduktion des Funktional-
integrals (3.2) zu einem Integral u¨ber einen geeignet gewa¨hlten Satz von Invarianten.
Die explizite Darstellung dieses Satzes sowie die fu¨r die Reduktion notwendigen Rela-
tionen sollen das Ziel dieses Abschnittes sein. Am Ende werden wir eine Formulierung
der Lagrangedichte (3.3) in Termen dieser Invarianten auf Algebraniveau erhalten, die
einen wichtigen Schritt bei der Behandlung des Funktionalintegrals im na¨chsten Kapi-
tel darstellt.
Wir fu¨hren folgende Darstellung1 der 0–Formen J KL(0,0) ein:
J
KL(0,0) =

J
11(0,0) J
12(0,0)
J
21(0,0) J
22(0,0)

=:

L H
H∗ R


φ ∗φ φ ∗ϕ
ϕ ∗φ ϕ ∗ϕ

. (3.12)
Offensichtlich erfu¨llen die so definierten Gro¨ßen die Relation
LR= −|H|2, (3.13)
was eine direkte Folge der allgemeineren Beziehung (3.9) ist. Zusa¨tzlich stellen wir
fest:
Lemma 9. Die Gro¨ße |H|2=HH∗ ist ein (punktweise) nichtverschwindendes Element
maximalen Ranges in der Grassmann–Algebra.
Beweis: Offensichtlich ist |H|2 ein Element vom Rang 4 in der Grassmann–Algebra,
d.h. wir haben
|H|2 = c ∏ψ ∏ψ = cφ ϕ φ ∗ ϕ ∗,
1Es sei an dieser Stelle darauf hingewiesen, daß die hier verwendeten Definitionen der eichinvarian-
ten Felder leicht von der in [60] gegebenen abweicht.
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wobei c 2C. Es muß nun noch gezeigt werden, daß c 6= 0:
c=
Z
dφ dϕ dφ ∗dϕ ∗ |H|2 =
Z
dφ dϕ dφ ∗dϕ ∗ φ ∗ ϕ ϕ ∗ φ  1.
Als na¨chstes definieren wir folgende 1–Form:
B Bµ dxµ := 12 Im
h
J
21(0,0)

J
12(0,1) −J
12(1,0)
i
(3.14)

1
2 Im

H∗
 φ ∗ (Dµ ϕ )+ϕ (Dµ φ ∗)

dxµ .
Offensichtlich sind in lokalen Koordinaten L, R, H und H∗ (punktweise) Elemente vom
Rang zwei in der Grassmann–Algebra. Bµ hat keinen definierten Rang und erfu¨llt die
wichtige Beziehung:
Bµ = e |H|2 Aµ + 14i

ϕ ∗φ ∗ ∂µ (ϕφ )+ϕφ ∂µ (φ ∗ϕ ∗)
	
, (3.15)
welche sich leicht durch Einsetzen der kovarianten Ableitung Dµ in die Definition von
Bµ , Gleichung (3.14), verifizieren la¨ßt.
Der Vektorstrom ist definiert durch
Jµ :=ψK (γ µ )KL ψ L =

L+ R
L − R

. (3.16)
Eine spezielle Eigenschaft dieses zweidimensionalen Modells ist die Relation
Jµ5 = 
µν Jν , (3.17)
die den axialen Strom Jµ5 :=ψK (γ µ )KL (γ5)LM ψ M mit Jµ verknu¨pft. Damit folgt fu¨r Jµ5
die Darstellung
Jµ5 =

L − R
L+ R

. (3.18)
Der so definierte Satz von Invarianten {L, R, H, H∗, Bµ } ist hinreichend fu¨r die Re-
duktion des Thirring–Modells. Daru¨ber hinaus ko¨nnen unter dem Funktionalintegral
die Beziehungen (3.16)–(3.18) genutzt werden, um die Felder R und L durch Jµ5 bzw.
Jµ zu ersetzen.
Nachdem ein hinreichender Satz von eichinvarianten Feldern definiert wurde, kom-
men wir nun zur Darstellung der Lagrangedichte (3.3) in Termen von Invarianten. Zu
diesem Zweck fu¨hren wir eine Reihe von eichinvarianten Hilfsfeldern ein, die spa¨ter
unter dem Funktionalintegral wieder eliminiert werden.
Definieren wir folgende Darstellung der 1–Formen J KL(0,1):
J
KL(0,1) =

J
11(0,1) J
12(0,1)
J
21(0,1) J
22(0,1)

=:

F C
G E



Fµ dxµ Cµ dxµ
Gµ dxµ Eµ dxµ

(3.19)
mit Cµ := φ ∗ (Dµ ϕ ), Eµ := ϕ ∗ (Dµ ϕ ), Fµ := φ ∗ (Dµ φ ), Gµ := ϕ ∗ (Dµ φ ).
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Satz 10. Die lokalen Hilfsfelder Cµ , Eµ und Fµ erfu¨llen folgende Identita¨ten:
H∗Cµ = iBµ + 12 H
∗(∂µ H) − 14 L(∂µ R)+ 14 R(∂µ L), (3.20a)
LEµ =−iBµ − 12 H
∗(∂µ H)+ 14 L(∂µ R) − 14 R(∂µ L), (3.20b)
RFµ =−iBµ + 12 H
∗(∂µ H) − 14 L(∂µ R)+ 14 R(∂µ L)+ 12∂µ (LR), (3.20c)
Fµ Eν =−(∂µ H∗)Cν +C∗µ Cν . (3.20d)
Beweis: Zuna¨chst beweisen wir (3.20a). Aus der Definition von B in (3.14) folgt unter
Verwendung der Beziehungen (3.9) und (3.10):
4iB=

J
21(0,0)J
12(0,1) −J
21(0,0)J
12(1,0) −J
12(0,0)J
21(1,0)+J
12(0,0)J
21(0,1)

= 2J 21(0,0)J 12(0,1) −J 21(0,0) dJ 12(0,0) − 2J 12(0,0)J 21(1,0)+J 12(0,0) dJ 21(0,0)
= 2J 21(0,0)J 12(0,1) −J 21(0,0) dJ 12(0,0)+2J 11(0,0)J 22(1,0)+J 12(0,0) dJ 21(0,0)
= 4J 21(0,0)J 12(0,1) −J 21(0,0) dJ 12(0,0)+2J 11(0,0) dJ 22(0,0)+J 12(0,0) dJ 21(0,0)
= 4J 21(0,0)J 12(0,1)+ d(J 12(0,0)J 21(0,0)) − 2J 21(0,0) dJ 12(0,0)+2J 11(0,0) dJ 22(0,0)
= 4J 21(0,0)J 12(0,1) − d(J 11(0,0)J 22(0,0)) − 2J 21(0,0) dJ 12(0,0)+2J 11(0,0) dJ 22(0,0)
= 4J 21(0,0)J 12(0,1) − 2J 21(0,0) dJ 12(0,0) −J 22(0,0) dJ 11(0,0)+J 11(0,0) dJ 22(0,0) (3.21)
 4H∗C − 2H∗ dH − RdL+LdR,
wobei wir im letzten Schritt die Darstellungen (3.12) und (3.19) benutzt haben. Daraus
folgt schließlich in lokalen Koordinaten die Relation (3.20a).
Durch Anwendung von (3.9) folgt aus (3.21):
4iB=−4J 11(0,0)J 22(0,1) − 2J 21(0,0) dJ 12(0,0) −J 22(0,0) dJ 11(0,0)+J 11(0,0) dJ 22(0,0)
 −4LE − 2H∗ dH − RdL+LdR,
woraus wir in lokalen Koordinaten (3.20b) erhalten.
Aus (3.9) und (3.10) folgt die Gleichung
J
21(0,0)J
12(0,1) =J
21(0,0) dJ 12(0,0)+J 22(0,0) dJ 11(0,0) −J 22(0,0)J 11(0,1).
Eingesetzt in (3.21) ergibt sich daraus:
4iB= −4J 22(0,0)J 11(0,1)+2J 21(0,0) dJ 12(0,0)+J 22(0,0) dJ 11(0,0) −J 11(0,0) dJ 22(0,0)+2d(J 11(0,0)J 22(0,0))
 −4RF+2H∗ dH+RdL − LdR+2d(LR),
was in lokalen Koordinaten mit (3.20c) u¨bereinstimmt.
Schließlich zeigen wir noch (3.20d). Mit (3.8), (3.9) und (3.10) folgt:
F • E =J 11(0,1) •J
22(01) = −J
21(0,1) •J
12(01) = −dJ 21(0,0) •J 12(01)+J 21(1,0) •J 12(01)
=−dH∗ • C+C∗ • C,
was zum gewu¨nschten Resultat fu¨hrt.
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Damit kommen wir schließlich zum
Satz 11. Die Feldsta¨rke und der Materielagrangian des Thirring–Modells in (1+ 1)
Dimensionen erfu¨llen folgende Relationen:
e |H|2Fµν = −i∂[µ (H∗Cν ])+ iC∗[µ Cν ] − i (∂[µ L)Eν ], (3.22a)
L
TM
mat = −
1
2 Tr(γ 0γ µ )
(ηµν − µν ) Im[Eν ]+ (ηµν + µν ) Im[Fν ]
	
−m (H∗+H)+ g2 Jµ Jµ
 −Im[E0+F0 − E1+F1] − m (H∗+H)+ g2 Jµ Jµ . (3.22b)
Beweis: Die Grundidee des Beweises der Relation (3.22a) ist, die Feldsta¨rke mit einem
geeigneten nichtverschwindenden Element maximalen Ranges zu multiplizieren, und
dann unter Benutzung der leicht zu zeigenden Identita¨t ieFµν ψ K =D[µ Dν ]ψ K umzu-
formen. Mit |H|2 haben wir ein solches Element maximalen Ranges (siehe Lemma 9):
ie |H|2Fµν =H∗φ ∗D[µ Dν ]ϕ
=H∗D[µ
 φ ∗(Dν ]ϕ )

− H∗(D[µ φ ∗)(Dν ]ϕ )
=H∗
 
D[µ Cν ] − φ (D[µ φ ∗)ϕ ∗(Dν ]ϕ

=H∗(D[µ Cν ]) −
 
F[µ − (D[µ L)

Eν ]
H∗(∂[µ Cν ]) −
 
F[µ − (∂[µ L)

Eν ].
Setzen wir (3.20d) in die letzte Gleichung ein, so erhalten wir die gewu¨nschte Identita¨t.
Fu¨r den Materielagrangian LTMmat bekommen wir auf direktem Wege
L
TM
mat =−Im

ϕ ∗(D0ϕ )+φ ∗(D0φ ) − ϕ ∗(D1ϕ )+φ ∗(D1φ )

−m (ϕ ∗φ +φ ∗ϕ )+ g2 ψK(γ µ )KLψ L ψM(γµ )MNψ N
=−Im[E0+F0 − E1+F1] − m (H∗+H)+ g2 Jµ Jµ ,
womit Satz 11 bewiesen wa¨re.
Zum Abschluß dieses Abschnitts bemerken wir noch, daß die Gleichung (3.22a)
des Satzes eine Identita¨t maximalen Ranges in der Grassmann–Algebra ist. Damit ist
die Division durch ein nichtverschwindendes Element maximalen Ranges, hier |H|2,
wohldefiniert und liefert eine explizite Darstellung der Feldsta¨rke Fµν in Termen eich-
invarianter Gro¨ßen.
3.5 Das Funktionalintegral des Thirring{Modells in
(1+1) Dimensionen
Nachdem wir mit Satz 11 gezeigt haben, daß auf Grassmann–Algebra–Niveau eine For-
mulierung des Lagrangian des Thirring–Modells in Termen geeignet gewa¨hlter Eichin-
varianten existiert, soll nun in diesem Kapitel diese Formulierung unter dem Funktio-
nalintegral implementiert werden. Weiterhin sollen durch Anwendung der Identita¨ten
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des Satzes 10 die eingefu¨hrten Hilfsfelder beseitigt werden. Die Prozedur, die uns zu
diesem Ziel verhilft und im folgenden ausfu¨hrlich dargelegt werden soll, dient als Aus-
gangspunkt fu¨r die analoge Behandlung realistischerer Feldtheorien in spa¨teren Kapi-
teln und stellt gleichzeitig den Kernpunkt der vorliegenden Dissertation dar.
Die Prozedur der Reduktion des Funktionalintegrals la¨ßt sich in drei Schritte unter-
teilen.
Schritt 1.
In einem ersten Schritt fu¨hren wir neue unabha¨ngige komplexwertige Felder unter
dem Funktionalintegral ein, die zu den oben definierten Grassmann–Algebra–wertigen
Eichinvarianten korrespondieren. Wir werden diese Felder im folgenden kurz c–Felder
nennen und sie mit Kleinbuchstaben bezeichnen.
Im vorliegenden Falle heißt dies, daß wir zu den Grassmann–Algebra–wertigen
Eichinvarianten (L, R, H, Bµ , Jµ , J5µ ) korrespondierende c–Felder (l, r, h, bµ , jµ , j5µ )
definieren, welche nach Konstruktion ebenfalls eichinvariant sind. Dabei stellen r und
l reelle Skalarfelder dar, h ist ein komplexes Skalarfeld wa¨hrend bµ , jµ und j5µ reelle
Kovektorfelder beschreiben. Daru¨ber hinaus definieren wir entsprechende c–Felder cµ ,
eµ und fµ fu¨r die Hilfsgro¨ßen Cµ , Eµ und Fµ .
Fu¨hren wir jetzt Identita¨ten der Gestalt 1  R duδ (u − U) unter dem Funktional-
integral ein, wobei U eine Grassmann–Algebra–wertige Gro¨ße und u das zugeho¨rige
c–Feld bezeichnet (siehe Abschnitt 2.2). Dann erhalten wir fu¨r (3.2):
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2xLTM[Aµ ,ψ ,ψ ]
, (3.23)
wobei die Lagrangedichte LTM[Aµ , ψ , ψ ] durch (3.3) gegeben ist.
Schritt 2.
Nachdem die den eichinvarianten Grassmann–Algebra–wertigen Feldern entsprechen-
den c–Felder im Funktionalintegral eingefu¨hrt wurden, kommen wir nun zum zentralen
Schritt der Reduktion: Unter Ausnutzung der Beziehungen (3.22a) und (3.22b) werden
wir die urspru¨ngliche, eichabha¨ngige Feldkonfiguration {Aµ , ψ , ψ } im Integranden eli-
minieren und durch eine eichinvariante Feldkonfiguration ersetzen.
Die Gleichung (3.22b) kann direkt in den Lagrangian (3.3) eingesetzt werden. Mit
den Bemerkungen im Anschluß an Satz 11 ist dies auch fu¨r Fµν mo¨glich, da (3.22a)
nach Division durch ein Element maximalen Ranges eine explizite Darstellung der
Feldsta¨rke in Termen eichinvarianter Gro¨ßen liefert. Wir erhalten
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ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2x

L
TM
gauge[L,H,H∗,Cµ ,Eµ ]+LTMmat [Jµ ,H∗,H,Eµ ,Fµ ]
	
, (3.24)
wobei
L
TM
gauge[L, H, H∗, Cµ , Eµ ]=−14 Fµν Fµν ,
L
TM
mat[Jµ , H∗, H, Eµ , Fµ ]=−Im[E0+F0 − E1+F1] − m (H∗+H)+ g2 Jµ Jµ
mit Fµν = − ie|h|2 ∂[µ (H∗Cν ])+ ie|h|2 C∗[µ Cν ] − ie|h|2 (∂[µ L)Eν ].
Damit wa¨re die Abha¨ngigkeit des Lagrangians von der urspru¨nglichen Feldkonfi-
guration beseitigt. Die na¨chste Aufgabe wird die Reduktion der Zahl der eichinvarian-
ten Felder im Lagrangian sein, genauer, die Elimination der Hilfsfelder Cµ , Eµ und Fµ
sowie Jµ . Die Prozedur, von der wir im folgenden ha¨ufiger Gebrauch machen werden,
soll am Beispiel des Materielagrangians explizit dargestellt werden. Zu diesem Zweck
ist es sinnvoll, LTMmat in zwei Terme aufzuspalten:
L
TM
mat[Jµ , H∗, H, Eµ , Fµ ]=LTMmat 1+LTMmat 2
mit LTMmat 1 := −Im[E0+F0 − E1+F1] und LTMmat 2 := −m (H∗+H)+ g2 Jµ Jµ .
Zuerst wenden wir die Gleichung (2.23) auf die einzelnen Summanden von LTMmat 1
an. Dazu fu¨hren zwei neue Hilfsfelder r˜ und ˜l im Funktionalintegral ein:
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
Z
dr˜d˜l
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )δ (r − r˜)δ (l − ˜l)
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2x

L
TM
gauge[L,H,H∗,Cµ ,Eµ ]+LTMmat 1+LTMmat 2
	
. (3.25)
Nun erweitern wir mit Blick auf (3.20b) und (3.20c) entsprechend (2.23) die einzelnen
Summanden von LTMmat 1 mit ˜l bzw. r˜. Unter Ausnutzung von δ (l − ˜l) und δ (l − ˜l) folgt
damit:
L
TM
mat 1 =−Im
h
˜l
˜l E0+
r˜
r˜
F0 −
˜l
˜l E1+
r˜
r˜
F1
i
=−Im
h
lE0
˜l +
rF0
r˜
−
lE1
˜l +
rF1
r˜
i
=−Im
h
LE0
˜l +
RF0
r˜ −
LE1
˜l +
RF1
r˜
i
.
Im letzten Schritt haben wir l durch L und r durch R ersetzt, was wegen des Auftretens
von δ (l − L) und δ (r − R) unter dem Funktionalintegral erlaubt ist. Jetzt ko¨nnen wir die
im letzten Abschnitt bewiesenen Relationen (3.20b) und 3.20c) anwenden, wodurch
wir
L
TM
mat 1 = −Im
h
−
iB0−iB1
˜l −
H∗((∂0H)−(∂1H))
2 ˜l −
iB0+iB1
r˜
+
H∗((∂0H)+(∂1H))
2 r˜
i
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erhalten. Ersetzen wir nun alle Grassmann–Felder durch ihre entsprechenden c–Felder,
dann folgt weiter
L
TM
mat 1 =−Im
h
−
ib0−ib1
˜l −
h∗((∂0h)−(∂1h))
2 ˜l −
ib0+ib1
r˜
+
h∗((∂0h)+(∂1h))
2 r˜
i
=−Im
h
−
ib0−ib1
l −
h∗((∂0h)−(∂1h))
2 l −
ib0+ib1
r
+
h∗((∂0h)+(∂1h))
2r
i
=−Im
h
i
|h|2 (rb0 − rb1+ lb0+ lb1)+ 12 (r − l)
(∂0h)
h −
1
2 (r+ l) (∂1h)h
i
,
wobei wir im letzten Schritt durch Wiederholung der eben beschriebenen Prozedur und
unter Ausnutzung der algebraischen Beziehung (3.13) die Felder r und l in den Nen-
nern der entsprechenden Summanden beseitigten. Verwenden wir noch die Dastellung
(3.18), um die auftretenden Felder r und l durch j5µ zu ersetzen, dann erhalten wir
L
TM
mat 1 = −e
µν

bµ
e |h|2

j5ν + 12 jµ5 Im
h (∂µ h)
h
i
. (3.26)
Schließlich fu¨hren wir noch die triviale Integration u¨ber die Hilfsgro¨ßen ˜l und r˜ aus,
was auf
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2x

L
TM
gauge[L,H,H∗,Cµ ,Eµ ]+LTMmat 1+LTMmat 2
	
(3.27)
fu¨hrt, wobei jetzt LTMmat 1 gegeben ist durch (3.26).
Die Behandlung des zweiten Terms des Materielagrangians LTMmat 2 ist wesentlich
einfacher. Durch Anwendung der Beziehung (3.17) und Ersetzung aller Grassmann–
Felder durch ihre entsprechenden c–Felder erhalten wir
L
TM
mat 2 = −2mRe[h] − g2 jµ5 j5µ . (3.28)
Damit nimmt das Funktionalintegral folgende Gestalt an
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2x{LTMgauge[L,H,H∗,Cµ ,Eµ ]+LTMmat[bµ , j5µ ,h∗,h]}, (3.29)
wobei
L
TM
mat[bµ , j5µ , h∗, h]= −eµν

bµ
e |h|2

j5ν + 12 jµ5 Im
h (∂µ h)
h
i
− 2mRe[h] − g2 jµ5 j5µ . (3.30)
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Es bleibt die Behandlung des Eichlagrangians LTMgauge. Die beiden Fµν –Faktoren er-
fahren eine Behandlung analog zu LTMmat 1 mit dem Ergebnis
L
TM
gauge = −
1
4

∂[µ bν ]e |h|2
2
. (3.31)
Fu¨r das Funktionalintegral folgt daraus:
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ dl drd jµ d j5µ dhdh∗ dcµ deµ d fµ
×δ (bµ − Bµ )δ (l − L)δ (r − R)δ ( jµ − Jµ )δ ( j5µ − J5µ )
×δ (h − H)δ (h∗ − H∗)δ (cµ − Cµ )δ (eµ − Eµ )δ ( fµ − Fµ )
	
×ei
R
d2xLTM[bµ , j5µ ,h,h∗], (3.32)
mit
L
TM[bµ , j5µ , h, h∗]=−14

∂[µ bν ]e |h|2
2
− eµν

bµ
e |h|2

j5ν
+
1
2 jµ5 Im
h (∂µ h)
h
i
− 2mRe[h] − g2 jµ5 j5µ . (3.33)
Wir stellen fest, daß der Lagrangian (3.33) nicht mehr von den Hilfsfeldern cµ , eµ und
fµ sowie jµ und l abha¨ngig ist. Diese Felder tauchen nur noch in den δ –Distributionen
auf, wodurch sie (trivial) ausintegriert werden ko¨nnen. Damit erhalten wir schließlich
ZTM =
Z
∏
x

dAµ dψ dψ
	
Z
∏
x

dbµ d j5µ dhdh∗
×δ (bµ − Bµ )δ ( j5µ − J5µ )δ (h − H)δ (h∗ − H∗)
	
ei
R
d2xLTM[bµ , j5µ ,h,h∗], (3.34)
wobei LTM[bµ , j5µ , h, h∗] durch Gleichung (3.33) gegeben ist.
Schritt 3.
Nachdem es uns die Struktur der Algebra ATM der eichinvarianten Differentialformen
ermo¨glicht hat, den Lagrangian des Thirring Modells unter dem Funktionalintegral
durch ein Funktional eichinvarianter c–Felder zu ersetzen, besteht nun noch die Auf-
gabe, das urspru¨ngliche Integralmaß in Termen der eichabha¨ngigen Feldkonfigurati-
on {Aµ , ψ , ψ } durch ein entsprechendes Maß in Termen der gewa¨hlten eichinvarianten
Konfiguration {bµ , j5µ , h, h∗} zu ersetzen. Dies soll im folgenden geschehen. Damit
werden wir letztlich die angestrebte vollsta¨ndige Reduktion des Funktionalintegrals er-
reichen.
Beginnen wir mit dem Eichpotential Aµ . Mit Blick auf Gleichung (3.15)
stellen wir fest, daß Aµ explizit nur noch in δ (bµ − Bµ ) = δ (bµ − e|h|2Aµ −
1
4i

ϕ ∗φ ∗ ∂µ (ϕφ )+ϕφ ∂µ (φ ∗ϕ ∗)
	) auftritt. Damit wird die Integration u¨ber Aµ
trivial und liefert einen Faktor 1
e|h|2 :
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ZTM =
Z
∏
x

dψ dψ
	
Z
∏
x

dbµ d j5µ dhdh∗
×δ ( j5µ − J5µ )δ (h − H)δ (h∗ − H∗)
	 1
e|h|2 e
i
R
d2xLTM[bµ , j5µ ,h,h∗]
. (3.35)
Definieren wir die neue Variable vµ :=
bµ
e|h|2 , dann erhalten wir weiter:
ZTM =
Z
∏
x

dψ dψ
	
Z
∏
x

dvµ d j5µ dhdh∗
×δ ( j5µ − J5µ )δ (h − H)δ (h∗ − H∗)
	
ei
R
d2xLTM[vµ , j5µ ,h,h∗] (3.36)
mit
L
TM[vµ , j5µ , h, h∗]= −14
 
∂[µ vν ]
2
− eµν vµ j5ν + 12 jµ5 Im
h (∂µ h)
h
i
− 2mRe[h] − g2 jµ5 j5µ .
(3.37)
Schließlich bleibt noch die Integration u¨ber ψ , ψ . Diese Felder treten ebenfalls ex-
plizit nur noch in den δ –Distributionen auf. Einsetzen der Integraldarstellung (2.18)
δ ( j5µ − J5µ )=
Z
dλ µ e2pi iλ µ ( j5µ −J5µ ),
δ (h − H)=
Z
dχ e2pi iχ (h−H),
δ (h∗ − H∗)=
Z
dχ ∗ e2pi iχ ∗(h∗−H∗),
wobei fu¨r die Grassmann–Algebra–wertigen Felder J5µ und H die entsprechenden De-
finitionen (3.18) und (3.12) stehen, liefert fu¨r das Funktionalintegral:
ZTM =
Z
∏
x

dψ dψ
	
Z
∏
x

dvµ d j5µ dhdh∗
Z
dλ µ dχ dχ ∗
×e−2pi iψ KC
K
Lψ L e2pi i (λ
µ j5µ+χh+χ ∗h∗)	ei
R
d2xLTM[vµ , j5µ ,h,h∗] (3.38)
mit CKL := γµ λ µ +

χ ∗ 0
0 χ

=

χ ∗ λ 0 − λ 1
λ 0+λ 1 χ

. Wie wir bei der Behandlung
des Toy–Modells in Abschnitt 1.3 bereits andeuteten, wird damit die Integration u¨ber
ψ , ψ zu einem Gaußchen Integral und liefert
ZTM =
Z
∏
x

dvµ d j5µ dhdh∗
Z
dλ µ dχ dχ ∗ det[CKL]
×e2pi i (λ
µ j5µ+χh+χ ∗h∗)	ei
R
d2xLTM[vµ , j5µ ,h,h∗]
=
Z
∏
x

dvµ d j5µ dhdh∗
Z
dλ µ dχ dχ ∗ (λ µ λµ − χ ∗χ )
×e2pi i (λ
µ j5µ+χh+χ ∗h∗)	ei
R
d2xLTM[vµ , j5µ ,h,h∗]
. (3.39)
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Ersetzen wir darin das Polynom der Hilfsfelder λ µ , χ und χ ∗ durch entsprechende
Funktionalableitungen der ersten Exponentialfunktion in der obigen Gleichung, dann
erhalten wir weiter
ZTM =
Z
∏
x

dvµ d j5µ dhdh∗
Z
dλ µ dχ dχ ∗
  δ 2
δ jµ5 δ j5µ
−
δ 2
δ hδ h∗

×e2pi i (λ
µ j5µ+χh+χ ∗h∗)	ei
R
d2xLTM[vµ , j5µ ,h,h∗]
=
Z
∏
x

dvµ d j5µ dhdh∗
  δ 2
δ jµ5 δ j5µ
−
δ 2
δ hδ h∗

δ ( j5µ )δ (h)δ (h∗)
	
ei
R
d2xLTM[vµ , j5µ ,h,h∗]
.
(3.40)
Schließlich gehen wir noch zur Polardarstellung des komplexen c–Feldes h u¨ber,
d.h. wir fu¨hren neue Felder (|h|, θ ), h := |h|eiθ ein, wodurch dh, dh∗ −→ d|h|2 dθ und
δ (h)δ (h∗) −→ − 12ipi δ (|h|2). Dabei ist dθ als das Haar–Maß auf S1 zu verstehen.
Damit wa¨re der Beweis erbracht fu¨r folgendes
Theorem 12. Das Funktionalintegral des (1+1)–dimensionalen massiven Thirring–
Modells hat in Termen von (bosonischen) eichinvarianten Feldern {vµ , jµ5 , |h|, θ } die
Gestalt
ZTMbos =
Z
∏
x

dvµ d jµ5 d|h|2 dθ K[ jµ5 , |h|]
	
ei
R
d2xLTMbos[vµ , jµ5 ,θ ,|h|], (3.41)
wobei
K[ jµ5 , |h|]= 12pi
  δ 2
δ j5µ δ jµ5
−
1
4
δ 2
δ |h|2 +
1
4|h| δδ |h|

δ ( j5µ )δ (|h|2) (3.42)
den Integralkern und
L
TM
bos[vµ , j5µ , θ , |h|]= − 14
 
∂[µ vν ]
2
− eµν vµ j5ν + 12 j5µ (∂ µ θ ) − 2m |h| cosθ − g2 jµ5 j5µ
(3.43)
den (bosonisierten) Lagrangian bezeichnet.
Mit Theorem 12 haben wir eine Formulierung des Thirring–Modells in Termen rein
bosonischer Invarianten gegeben, welche sich auf mehrfache Weise von der urspru¨ng-
lichen Theorie unterscheidet. Zum einen ist das Funktionalintegral ein Integral u¨ber
eichinvariante und damit “physikalische” Felder. Das heißt, daß wir den Konfigura-
tionsraum der urspru¨nglichen Theorie nicht mehr durch eine Eichfixierung (z.B. via
Faddeev–Popov) zerlegen mu¨ssen.
Im LagrangianLTMbos[vµ , j5µ , θ , |h|] erkennen wir die fu¨r das Thirring–Modell typische
Strom–Strom–Kopplung −g2 jµ5 j5µ . Der vom Eichanteil stammende Term −14 (∂[µ vν ])2
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hat diesselbe Struktur wie in der urspru¨nglichen Formulierung, die Rolle des (eich-
abha¨ngigen) Vektorpotentials Aµ nimmt aber hier das Kovektorfeld vµ ein, welches li-
near in Aµ ist (siehe Gleichung (3.15)). Durch Modifizierung mit eine spezielle Funkti-
on das Materiefeld ψ wird allerdings die Eichabha¨ngigkeit des Vektorpotentials kom-
pensiert, und so vµ zu einem eichinvarianten Feld.
Schließlich entha¨lt der Lagrangian eine Kopplung zwischen chiralem Strom j5µ und
vµ , sowie eine Kopplung des chiralen Stroms an die Phase θ des komplexen Skalar-
feldes h. Der Massenterm ist proportional cosθ , was, wie wir weiter unten im Rah-
men der Konstruktion der effektiven Theorie zeigen werden, zu einer Verknu¨pfung des
Thirring–Modells mit einer Theorie vom sine–Gordon–Typ fu¨hrt.
Setzen wir g 0, dann erhalten wir als Spezialfall von Theorem 12 die in Termen
von bosonischen Eichinvarianten niedergeschriebene Form des massiven Schwinger–
Modells:
Korollar 13. Das Funktionalintegral des (1 + 1)–dimensionalen massiven
Schwinger–Modells hat in Termen von (bosonischen) eichinvarianten Feldern
die Gestalt
ZTMbos =
Z
∏
x

dvµ d jµ5 d|h|2 dθ K[ jµ5 , |h|]
	
ei
R
d2xLSMbos[vµ , jµ5 ,θ ,|h|], (3.44)
wobei
K[ jµ5 , |h|]= 12pi
  δ 2
δ j5µ δ jµ5
−
1
4
δ 2
δ |h|2 +
1
4|h| δδ |h|

δ ( j5µ )δ (|h|2) (3.45)
und
L
SM
bos[vµ , j5µ , θ , |h|]= − 14
 
∂[µ vν ]
2
− eµν vµ j5ν + 12 j5µ (∂ µ θ ) − 2m |h| cosθ . (3.46)
In Analogie zur Faddeev–Popov–Prozedur tritt auch in unserer Formulierung des
Funktionalintegrals (Theorem 12 und Korollar 13) ein nichttrivialer singula¨rer Inte-
gralkern auf, der aus einem nichtlinearen Differentialoperator mit Wirkung auf δ –
Distributionen besteht. Dieser Kern stammt aus den Identita¨ten, die wir am Beginn
unserer Prozedur bei der Einfu¨hrung der c–Felder unter dem Funktionalintegral ein-
setzten. Er kann somit als singula¨rer Maßbeitrag a¨hnlich wie in der Faddeev–Popov–
Prozedur behandelt werden. Eine explizite Darstellung dieser (im folgenden als “Mit-
telungsprozedur” bezeichneten) Behandlungsweise des Integralkerns erfolgt im Ka-
pitel 3.7. Bevor wir jedoch (physikalische) Konsequenzen unserer Formulierung des
Thirring–Modells (bzw. des Schwinger–Modells) in (1+ 1) Dimensionen betrachten,
wollen wir im na¨chsten Abschnitt kurz die (klassische) Felddynamik beleuchten und
zeigen, daß diese zu den (klassisch) erwarteten Erhaltungssa¨tzen des Vektorstroms und
chiralen Stroms fu¨hrt.
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3.6 Die klassische Felddynamik
In (3.43) gehen die Felder vµ und θ als dynamische Variablen ein. Somit ko¨nnen wir
folgenden Satz formulieren:
Satz 14. Die (klassische) Felddynamik des in Termen bosonischer eichinvarianter
Felder formulierten massiven Thirring–Modells in (1+ 1) Dimensionen ist gegeben
durch den folgenden Satz von Feldgleichungen:
(∂µ ∂ [µ vν ]) (∂µ Fµν )= e νµ j5µ , (3.47a)
(∂µ jµ5 )= 4m |h| sinθ . (3.47b)
Fu¨r das masselose Thirring–Modell (m= 0) folgt aus (3.47b) direkt die Erhaltung
des chiralen Stromes:
(∂µ jµ5 )= 0. (3.48)
Weiterhin ko¨nnen wir aus (3.47a) zusammen mit der Beziehung (3.17), die auch zwi-
schen den entsprechenden c–Feldern gilt, d.h. jµ5 = µν jν , den Erhaltungssatz des Vek-
torstroms ablesen:
(∂µ jµ )= 0. (3.49)
Damit reproduzieren wir im Rahmen unserer Formulierung fu¨r das betrachtete Modell
die erwarteten Erhaltungssa¨tze auf klassischem Niveau.
Zusa¨tzlich zu den in Satz 14 gegebenen Feldgleichungen ko¨nnen wir aus (3.43) eine
zusa¨tzliche Relation ablesen, die aus der Variation bzgl. des nichtdynamischen Feldes
j5µ folgt:
evµ = −
1
2 µν (∂ ν θ )+gµν jν5 , (3.50)
Diese liefert, unter Verwendung des Erhaltungssatzes fu¨r den Vektorstrom,
(∂ µ vµ )= ge ∂ µ (µν jν5 )= ge ∂ µ jµ  0. (3.51)
Die Rolle des |h|–Feldes, welches in die Theorie ebenfalls auf nichtdynamische
Weise eingeht, bleibt zuna¨chst offen. Eine Interpretation als “Parameterfeld” wird nach
der Konstruktion der effektiven Theorie im na¨chsten Abschnitt motiviert werden.
3.7 Eektive Theorie des bosonisierten Thirring{
Modells
Nachdem wir im letzten Kapitel gezeigt haben, daß auf klassischem Niveau die im Rah-
men unserer Reduktion erhaltene Formulierung des Thirring–Modells zu den erwar-
teten klassischen Erhaltungssa¨tzen fu¨r den Vektorstrom und axialen Strom fu¨hrt, wer-
den wir in den folgenden Abschnitten die durch das Funktionalintegral (3.41) definierte
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QFT na¨her beleuchten. Speziell wollen wir, ausgehend von der im Abschnitt 3.5 erhal-
tenen Formulierung des Thirring–Modells (Theorem 12) — insbesondere des (masse-
losen) geeichten Schwinger–Modells (Korollar 13) — in Termen bosonischer Eichin-
varianten, effektive Theorien der entsprechenden Modelle konstruieren und diese mit
den Bosonisierungsresultaten anderer Autoren vergleichen.
Mit Blick auf (3.43) stellen wir fest, daß der chirale Strom j5µ nicht dynamisch in
die (bosonisierte) Lagrangedichte eingeht. Durch Ausfu¨hren der entsprechenden Gauß-
schen Integration kann somit das Funktionalintegral weiter vereinfacht werden. Zu-
vor mu¨ssen wir jedoch den singula¨ren Integralkern (3.42) in geeigneter Weise behan-
deln. Wie am Ende von Abschnitt 3.5 bereits kurz angedeutet, werden wir hier eine
“Mittelungsprozedur” vorschlagen, die starke Parallelen zu der in der Faddeev–Popov–
Prozedur verwendeten Methode aufweist (siehe z.B. [134]; fu¨r eine andere Mo¨glichkeit
der Betrachtung siehe z.B. [135]). Aus Gru¨nden der Einfachheit soll diese im folgenden
fu¨r das masselose Thirring–Modell im Detail vorgefu¨hrt werden.
Im masselosen Fall (m= 0) ergibt sich fu¨r das Funktionalintegral:
ZTMm=0 =
Z
∏
x

dvµ d jµ5 d|h|2 dθ K[ jµ5 , |h|]
	
ei
R
d2xLTMm=0[vµ , jµ5 ,θ ], (3.52)
wobeiLTMm=0[vµ , j5µ , θ ]=− 14
 
∂[µ vν ]
2
−eµν vµ j5ν+ 12 j5µ (∂ µ θ )− g2 jµ5 j5µ . Der Integral-
kern hat die Gestalt
K[ jµ5 , |h|]= 12pi D
 
δ ( jµ5 )δ (|h|2)

, (3.53)
wobei D =
  δ 2
δ j5µ δ jµ5
−
1
4
δ 2
δ |h|2 +
1
4|h| δδ |h|

einen nichtlinearen Differentialoperator mit
Funktionalableitungen nach den eichinvarianten Feldern bezeichnet. Nach einer Idee
von Faddeev und Popov “verschmieren” wir in K[ jµ5 , |h|] die δ –Distributionen mit be-
liebigen, hinreichend glatten Funktionen c jµ (x) und ch(x) von x und integrieren u¨ber
diese Funktionen mit Momenten eines Gaußschen Gewichtes. Dies fu¨hrt lediglich zu
einer ¨Anderung der globalen Normierungskonstante, die wir im folgenden mit N be-
zeichnen werden. Konkret heißt das, wir ersetzen
δ ( jµ5 (x))δ (|h(x)|2) −→
Z
dc jµ (x)dch(x)δ ( jµ5 (x) − cµj (x))δ (|h(x)|2 − ch(x))
×P(c jµ (x))e−
1
2α j c
µ
j (x)c jµ (x)− 12αh (ch(x))
2
,
wobei
P(c jµ (x))= ∑
n,m≥0
anm(c j0(x))n(c j1(x))m, anm 2C, (3.54)
eine unendliche Potenzreihe in den cµ j(x) ist. In (3.54) wurden dabei die frei wa¨hl-
baren Parameter α j ≥ 0 und αh ≥ 0 eingefu¨hrt. In der Faddeev–Popov–Prozedur ent-
sprechen den verschiedenen Werten analoger Parameter bestimmte Eichfixierungen.
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Wie wir spa¨ter sehen werden, wird bei unserem Herangehen der Wert dieser Gro¨ßen
durch physikalische Argumente diktiert, z.B. der Forderung nach dem korrekten Wert
fu¨r die chirale Anomalie. Die in der Potenzreihe P(c jµ (x)) auftretenden und zuna¨chst
frei wa¨hlbaren Koeffizienten anm 2C ko¨nnen, wie wir gleich zeigen werden, so fixiert
werden, daß sich der Integralkern stark vereinfacht und ebenfalls nur zu einer ¨Ande-
rung der (globalen) Normierungskonstante N fu¨hrt. Motiviert wird dieses Vorgehen
durch die Tatsache, daß der singula¨re Integralkern durch die Reduktion des urspru¨ngli-
chen Integralmaßes entsteht und nicht durch Terme in der Wirkung des urspru¨nglichen
Funktionalintegrals modifiziert wird.
Setzen wir also (3.54) in (3.52) ein, dann erhalten wir
ZTMm=0 =N
Z
∏
x
n
dvµ d jµ5 d|h|2 dθ dcµ j dch 12pi
×D

P(c jµ )e−
1
2α j c
µ
j c jµ −
1
2αh
(ch)2 δ ( jµ5 − cµj )δ (|h|2 − ch)
o
×ei
R
d2xLTMm=0[vµ , jµ5 ,θ ]
. (3.55)
Jetzt integrieren wir u¨ber c jµ und ch mit dem Ergebnis
ZTMm=0 =N
Z
∏
x
n
dvµ d jµ5 d|h|2 dθ D

P( j5µ )e
−
1
2α j j
µ
5 j5µ − 12αh |h|4
o
ei
R
d2xLTMm=0[vµ , jµ5 ,θ ]
.
Der konstante Faktor 12pi wurde dabei in die NormierungskonstanteN gezogen.
In einem na¨chsten Schritt integrieren wir |h| aus. Dabei hilft uns die Tatsache, daß
weder die Lagrangedichte LTMm=0[vµ , jµ5 , θ ] noch das Polynom P( j5µ ) im Integralkern
von |h| abha¨ngig sind2. Ausfu¨hren der Funktionalableitungen nach |h| fu¨hrt zu
ZTMm=0 =N
Z
∏
x
n
dvµ d jµ5 d|h|2 dθ

˜
D+
1
αh
|h|2 − 1
α 2h
|h|6

×

P( j5µ )e
−
1
2α j j
µ
5 j5µ − 12αh |h|4
o
ei
R
d2xLTMm=0[vµ , jµ5 ,θ ]
=N
Z
∏
x
n
dvµ d jµ5 dθ

q
αhpi
2
˜
D− 1

P( j5µ )e
−
1
2α j j
µ
5 j5µ
o
ei
R
d2xLTMm=0[vµ , jµ5 ,θ ],
wobei ˜D = δ 2δ j5µ δ jµ5
.
Die Integration u¨ber j5µ kann nicht auf diese einfache Weise ausgefu¨hrt werden, da
L
TM
m=0 explizit vom chiralen Strom abha¨ngig ist. Allerdings haben wir noch, wie wei-
ter oben bereits erwa¨hnt, die Freiheit in der Wahl der unendlichen Potenzreihe P( j5µ ).
Mit der Forderung, daß der Integralkern proportional zu einem Gaußschen Faktor wird,
erhalten wir eine Differentialgleichung fu¨r P( j5µ ):

q
αhpi
2
˜
D− 1

P( j5µ )e
−
1
2α j j
µ
5 j5µ

= ce
−
1
2α j j
µ
5 j5µ
. (3.56)
2Im Fall nichtverschwindender Masse, m 6= 0, tritt im Lagrangian explizit das Feld |h| auf (Massen-
term in (3.43)), was die Argumentation erschwert (siehe unten).
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Hier bezeichnet c2C eine Proportionalita¨tskonstante, die in die globale Normierungs-
konstante gezogen werden kann. Nach Anwendung von ˜D ergibt sich damit eine Dif-
ferentialgleichung fu¨r P( j5µ ):
1=P(2,0)( j5µ ) − P(0,2)( j5µ ) − 2α j j
5
0 P
(1,0)( j5µ ) − 2α j j
5
1 P
(0,1)( j5µ )
+
1
α 2j
( j50)2 P( j5µ ) − 1α 2j ( j
5
1)2 P( j5µ ) − 2α j P( j
5
µ ) −
q
2
αhpi
P( j5µ ) (3.57)
mit P(i, j)( j5µ ) := δ
i
δ ( j50)i
δ j
δ ( j51) j
P( j5µ ). Setzen wir noch die Darstellung (3.54) ein, dann er-
halten wir eine rekursive Bestimmungsvorschrift fu¨r die Koeffizienten anm und damit
schließlich die gesuchte Gestalt von P( j5µ ):
(1) anm frei wa¨hlbar fu¨r n, m ungerade,
(2) a02k frei wa¨hlbar fu¨r k ≥ 0,
(3) a2 0 = 12 +a02+

1
α j +
1
p
2pi αh

a0 0,
(4) fu¨r k ≥ 1: a22k = (2k+2)(2k+1)2 a02k+2+

2k+1
α j +
1
p
2pi αh

a02k+
1
2α 2j
a02k−2,
(5) fu¨r k ≥ 1 und k0 = 2:
a2k0 2k =
(2k+2)(2k+1)
2k0(2k0−1) a2k0−22k+2+

2(2k0−2)+4k+2
2k0(2k0−1)α j +
1
2k0(2k0−1)
q
2
piαh

a2k0−22k
−
1
2k0(2k0−1)α 2j
a2k0−42k+
1
2k0(2k0−1)α 2j
a2k0−22k−2,
(6) fu¨r k0 = 2:
a2k0 0 =
2
2k0(2k0−1) a2k0−22+

2(2k0−2)+2
2k0(2k0−1)α j +
1
2k0(2k0−1)
q
2
piαh

a2k0−2 0
−
1
2k0(2k0−1)α 2j
a2k0−4 0,
(7) Wiederholung der Schritte (5) und (6) fu¨r k0 = k0+1.
Damit ha¨tten wir eine wesentliche Vereinfachung des Integralkerns erzielt. Fu¨r das
masselose bosonisierte Thirring–Modell ergibt sich somit das folgende effektive Funk-
tionalintergal
ZTM
eff m=0 =N
Z
∏
x

dvµ d jµ5 dθ
	
ei
R
d2xLTM
effm=0[vµ , jµ5 ,θ ], (3.58)
wobei die effektive Langrangedichte gegeben ist durch
L
TM
eff m=0[vµ , j5µ , θ ]= − 14
 
∂[µ vν ]
2
− eµν vµ j5ν + 12 j5µ (∂ µ θ ) −

g
2 +
1
2α j

jµ5 j5µ .
(3.59)
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Die eben explizit vorgestellte Behandlung des Integralkerns mit Momenten eines
Gaußschen Gewichtes kann leicht auf Fa¨lle verallgemeinert werden, in denen der Inte-
gralkern von mehreren Feldern abha¨ngig ist. Im Falle des massiven Thirring–Modells
ist eine explizite Ausintegration von |h| wegen des im Lagrangian (3.43) auftretenden
Massenterms nicht mehr mo¨glich. Eine Ersetzung von (3.54) durch eine unendliche Po-
tenzreihe in cµ j(x) und ch(x), d.h.
P(cµ j(x), ch(x))= ∑
n,m,k≥0
anmbk (c0 j(x))n(c1 j(x))m(ch(x))k
mit anm, bk 2C liefert, analog zur oben beschriebenen Prozedur, eine Differentialglei-
chung fu¨r P( j5µ , |h|) und damit eine rekursive Bestimmungsvorschrift fu¨r die Koeffizi-
enten anm und bk. Somit ko¨nnen wir auch im massiven Fall eine wesentliche Verein-
fachung des Integralkerns erreichen. Die effektive Form des Funktionalintegrals des
bosonisierten Thirring–Modells ist damit gegeben durch
ZTM
eff =N
Z
∏
x

dvµ d jµ5 d|h|2 dθ
	
ei
R
d2xLTMeff [vµ , jµ5 ,θ ,|h|], (3.60)
wobei
L
TM
eff [vµ , j5µ , θ , |h|]=− 14
 
∂[µ vν ]
2
− eµν vµ j5ν + 12 j5µ (∂ µ θ )
−2m |h| cosθ −

g
2 +
1
2α j

jµ5 j5µ − 12αh |h|4. (3.61)
Wie bereits weiter oben erwa¨hnt, tritt der chirale Strom j5µ im reduzierten Funktio-
nalintegral nicht als dynamisches Feld in Erscheinung. Fu¨hren wir die jetzt (triviale)
Gaußsche Integration u¨ber jµ5 in (3.60) aus, dann erhalten wir schließlich folgenden
Satz 15. Das Funktionalintegral des (1+ 1)–dimensionalen effektiven bosonisierten
Thirring–Modells ist gegeben durch
ZTM
eff =N
Z
∏
x

dvµ d|h|2 dθ 	ei
R
d2xLTMeff [vµ ,θ ,|h|] (3.62)
mit der Lagrangedichte
L
TM
eff [vµ , θ , |h|]=− 14
 
∂[µ vν ]
2
−
e2
2
α j
gα j+1 vµ v
µ
−
e
2
α j
gα j+1 
µν vµ (∂ν θ )
+
1
8
α j
gα j+1
(∂µ θ )(∂ µ θ ) − 2m |h| cosθ − 12αh |h|4. (3.63)
Das soeben formulierte Resultat beschreibt eine Theorie vom sine–Gordon–Typ
(siehe u.a. [72], [74]). Damit haben wir die bereits durch S.Coleman und S.Mandelstam
gefundenen ¨Aquivalenz zwischen dem Thirring–Modell und dem sine–Gordon–
Modell verifiziert. Der wesentliche Unterschied besteht jedoch darin, daß diese ¨Aqui-
valenz im Rahmen der dargestellten Herangehensweise als natu¨rliche Folgerung der
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von uns entwickelten und oben ausfu¨hrlich beschriebenen Prozedur der Reduktion des
Funktionalintegrals angesehen werden kann.
Im Unterschied zur bekannten sine–Gordon–Theorie tritt aber in unserem Fall an
die Stelle des konstanten Koeffizienten vor dem typischen cos θ –Term das ortsabha¨ngi-
ge Feld |h(x)|. Mit einer a¨hnlichen Struktur werden wir auch in [72] konfrontiert. Dort
wird “per Hand” eine zuna¨chst beliebige, ortsabha¨ngige Funktion mit kompaktem Sup-
port eingefu¨hrt mit dem Ziel, die typischen Infrarot–Divergenzen zu umgehen. Spa¨ter
wird diese Funktion fixiert und damit die durch sie in die Theorie gelegte Freiheit be-
seitigt.
Im vorliegenden Fall tritt |h(x)| als ein aus den urspru¨nglichen fermionischen Ma-
teriefeldern gebildetes nichtdynamisches Feld mit nichttrivialer Kopplung (im massi-
ven Modell) an das skalare Feld θ in Erscheinung. Es kann als “Parameterfeld” ange-
sehen werden, u¨ber dessen Werte in der effektiven Formulierung summiert (integriert)
wird. Diese Interpretation wird auch gestu¨tzt durch die Tatsache, daß es durch eine hier
nicht explizit aufgefu¨hrte Prozedur zu einer Konstanten “ausgemittelt” werden kann.
Zu diesem Zweck entwickelt man den Massenterm 2m |h| cosθ im effektiven Lagran-
gian (3.63) in einer Potenzreihe in den Integralkern, was auf Gaußsche Integrale bzgl.
|h|2 fu¨hrt. Mit der Forderung, daß sich die so entstehende unendliche Potenzreihe in
cosθ wieder zu einem Term 2mχ cosθ , χ 2C im Lagrangian aufsummiert, kann die
Struktur der Konstanten χ spezifiziert werden. Wie sich herausstellt, ist durch diese
Vorgehensweise χ durch eine unendliche Potenzreihe in m gegeben. Diese wird prinzi-
piell durch die zugrunde liegende Theorie bestimmt, was zu tieferen Einsichten in die
in [72] ausfu¨hrlich besprochene Parameterwahl im sine–Gordon–Modell fu¨hren ko¨nn-
te. Im verbleibenden Teil dieses Kapitels wollen wir jedoch eine andere Richtung ein-
schlagen und uns der Frage zuwenden, ob wir im Rahmen der erhaltenen Formulierung
zu (physikalisch) auswertbaren Ergebnissen kommen ko¨nnen. Dazu beschra¨nken wir
uns im folgenden auf das Schwinger–Modell. |h(x)| wird dabei als nichtdynamisches
Feld im Funktionalintegral belassen.
Setzen wir in (3.62) g 0 und fu¨hren die Reparametrisierung θ (x) → 2ppiθ (x) aus,
dann erhalten wir nach Fixierung des freien Parameters α j = 1pi , was im na¨chsten Ab-
schnitt durch die Berechnung der chiralen Anomalie in (1+ 1) Dimensionen gerecht-
fertigt werden wird, als Spezialfall von Satz 15 das folgende
Korollar 16. Das Funktionalintegral des effektiven bosonisierten massiven
Schwinger–Modells ist gegeben durch
ZSM
eff =N
Z
∏
x

dvµ d|h|2 dθ 	ei
R
d2xLSMeff [vµ ,θ ,|h|] (3.64)
mit der effektiven Lagrangedichte
L
SM
eff [vµ , θ ]=− 14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )
+
1
2 (∂µ θ )(∂ µ θ ) − 2m |h| cos[2
p
pi θ ] − 12αh |h|4. (3.65)
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Dieses Resultat stimmt (im wesentlichen) mit den Ergebnissen anderer Autoren
u¨berein3, die mittels Funktionalintegralmethoden das Bosonisierungspha¨nomen im
(1+ 1)–dimensionalen Schwinger–Modell beschreiben, siehe z.B. [112–115]. Aller-
dings weist unser Herangehen eine Reihe von Besonderheiten und Vorteilen gegenu¨ber
den bekannten Methoden auf: Zum einen ist, wie weiter oben bereits betont, unser Bo-
sonisierungsverfahren eine “natu¨rliche” Folgerung des in Termen von Eichinvarianten
formulierten Schwinger–Modells, wobei an die Stelle des (eichabha¨ngigen) elektro-
magnetischen Vektorpotentials Aµ das (eichinvariante) Kovektorfeld vµ tritt. Wie man
aus (3.65) erkennt, beschreibt der dabei entstehende effektive Lagrangian ein massi-
ves Feld vµ mit der Masse mv = eppi . Somit haben wir auch im Rahmen unserer Her-
angehensweise den fu¨r das Schwinger–Modell charakteristischen dynamischen Higgs–
Mechanismus gefunden (siehe dazu u.a. [89, 130, 131]).
Zum anderen tritt das reelle Feld θ (x) als “Phase” eines aus den urspru¨nglichen
fermionischen Feldern gebildeten komplexen Skalarfeldes h(x) in Erscheinung. Bei
Zuga¨ngen anderer Autoren muß ein entsprechendes Feld “per Hand” in das Funktio-
nalintegral eingefu¨hrt werden.
Unsere Methode ero¨ffnet somit die Mo¨glichkeit, das Pha¨nomen der Bosonisierung
im Funktionalintegralzugang tiefer zu verstehen. Schließlich lesen wir durch den Ver-
gleich der Kopplungen in den Lagrangedichten (3.46) und (3.65) die bekannte “Boso-
nisierungsregel” in zwei Dimensionen
1
p
pi
(∂ µ θ )= jµ5 (3.66)
ab. Wie wir in den folgenden zwei Abschnitten sehen werden, kann diese Regel zusa¨tz-
lich durch “physikalische” Argumente gerechtfertigt werden.
3.8 Chirale Anomalie in (1+1) Dimensionen
Chirale Anomalie im masselosen Schwinger{Modell
Wie bereits angeku¨ndigt, wollen wir jetzt auf der Basis der in Korollar 16 gegebenen
effektiven Form des bosonisierten Schwinger–Modells zuna¨chst im masselosen Fall
einen Ausdruck fu¨r die chirale Anomalie in (1+1) Dimensionen ableiten. Letztere ist
gegeben durch den Vakuumerwartungswert < ∂µ jµ5 >. Eine direkte Berechnung ist al-
lerdings nicht mo¨glich, da der effektive Lagrangian explizit nicht mehr von j5µ abha¨ngig
3An dieser Stelle einige Bemerkungen zur Anzahl der Freiheitsgrade in (3.64) und (3.65). Beachten
wir die Bemerkungen bzgl. des nichtdynamischen Feldes |h|, so entha¨lt das Funktionalintegral die drei
dynamischen Freiheitsgrade {vµ , θ }. Diese ko¨nnen jedoch weiter reduziert werden. Dazu zerlegen wir
das Feld vµ in einen longitudinalen und transversalen Anteil: vµ := (∂µ ˜Λ)+ µ ν (∂ ν Λ), wobei ˜Λ und
Λ reelle Skalarfelder bezeichnen. Setzen wir dies in den Lagrangian (3.65) ein und zerlegen entspre-
chend das Integralmaß, dann entkoppelt der longitudinale Anteil vollsta¨ndig, wodurch er trivial in die
Normierungskonstante abgespalten werden kann. Damit gehen in (3.64) und (3.65) tatsa¨chlich nur die
zwei unabha¨ngigen dynamischen Freiheitsgrade {Λ, θ } ein, was in ¨Ubereinstimmung mit den bekannten
Resultaten steht.
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ist. Mit Blick auf die im letzten Abschnitt gewonnene “Bosonisierungsregel” (3.66)
sollte jedoch der Vakuumerwartungswert von (∂ µ θ ) zum gewu¨nschten Resultat fu¨hren.
Betrachten wir vµ als a¨ußeres Feld, dann ko¨nnen wir den folgenden Satz formulieren.
Satz 17. Die chirale Anomalie im masslosen Schwinger–Modell in (1+1) Dimensio-
nen ist gegeben durch
∂µ < 1ppi (∂ µ θ (x)) >< 1ppi (∂µ ∂ µ θ (x)) >= epi  νµ (∂µ vν (x)). (3.67)
Beweis: Unter Verwendung der “Bosonisierungsregel” (3.66) ergibt sich mit (3.64) und
(3.65) fu¨r m= 0 nach trivialer Ausintegration des Feldes |h|
< jµ5 (y) >< 1ppi (∂ µ θ (y)) >=
1
Z[vµ ]
Z
∏
x
{dθ } 1p
pi
(∂ µ θ (y))ei
R
d2xL[vµ ,θ ] (3.68)
mit Z[vµ ]=
R ∏
x
{dθ }ei
R
d2xL und
L
[vµ , θ ]= −14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ ).
Da vµ nach Voraussetzung ein a¨ußeres Feld ist, erfu¨llt es die (klassische) Feldgleichung
(3.51) und kann damit in der Form vµ = µν (∂ ν Λ) geschrieben werden, wobei Λ ein
skalares Feld bezeichnet. Die Variablentransformation (∂ µ θ ) → (∂ µ θ )+ ep
pi

νµ vν 
(∂ µ θ )− ep
pi
(∂ µ Λ) in (3.68) fu¨hrt dann auf einen quadratischen Term im Lagrangian und
zu einer (punktweisen) ¨Anderung der Integrationsgrenzen θ (x) → θ (x) − ep
pi
Λ(x) von
θ . Da dθ das Haar–Maß auf S1 ist, wird es durch diese affine Transformation nicht be-
einflußt, und wir ko¨nnen schreiben:
< 1p
pi
(∂ µ θ (y)) >
=
1
Z[vµ ]
Z
∏
x
{dθ } 1p
pi

(∂ µ θ (y))+ ep
pi

νµ vν (y)

ei
R
d2x{− 14 (∂[µ vν ])2+ 12 (∂µ θ )(∂ µ θ )}
=
1
Z[vµ ]
Z
∏
x
{dθ } 1p
pi
(∂ µ θ (y))ei
R
d2x{− 14 (∂[µ vν ])2+ 12 (∂µ θ )(∂ µ θ )}
+
e
pi 
νµ vν (y)
=
1
Zy[vµ ]
Z
dθ (y) 1p
pi
(∂ µ θ (y))e− 14 (∂[µ vν ](y))2+ 12 (∂µ θ (y))(∂ µ θ (y))+ epi  νµ vν (y),
wobei Zy[vµ ] =
R
dθ (y)e
n
−
1
4 (∂[µ vν ](y))2+ 12 (∂µ θ (y))(∂ µ θ (y))
o
. Im letzten Schritt zerlegten
wir das Funktionalintegral im ersten Summanden in ein Produkt von Integralen an den
Punkten x 6= y und y, wobei erstere trivial abgespalten und in die Normierungskonstan-
te gezogen werden konnten. Der verbleibende Ausdruck entspricht einem ungeraden
Gaußschen Integral u¨ber θ (y) (was leicht durch den ¨Ubergang in den Impulsraum zu
erkennen ist) und verschwindet folglich identisch. Zuru¨ck bleibt der zweite Summand
< 1p
pi
(∂ µ θ ) >= epi  νµ vν ,
der nach partieller Ableitung das gewu¨nschte Resultat (3.67) liefert.
3.8 Chirale Anomalie in (1+1) Dimensionen 47
Wie der Beweis von Satz 17 zeigt, fanden bei der Herleitung der chiralen Anoma-
lie im Rahmen unserer Theorie weder sto¨rungstheoretische Techniken noch Regula-
risierungsmethoden Anwendung. Dies steht im Gegensatz zu den u¨blichen Methoden
(siehe z.B. [131, 136, 137]), bei denen nur die Benutzung der Sto¨rungstheorie bzw.
topologisch motivierter Regularisierungen (Hitzekernregularisierung, ζ –Funktions–
Regularisierung, Indextheorem) das gewu¨nschten Ergebnis liefert.
Satz 17 zeigt weiter, daß die Bosonisierungsregel (3.66) nicht nur durch den Ver-
gleich entsprechender Kopplungen in zueinander a¨quivalenten Lagrangedichten erhal-
ten werden kann, sondern tieferliegende (physikalische) Ursachen hat: Aufgrund der
Struktur der zugrunde liegenden abelschen Eichfeldtheorie in (1+1) Dimensionen ist
es mo¨glich, die Dynamik der Materiefelder auf ein (eichinvariantes) skalares Feld θ (x)
zu reduzieren. Mit anderen Worten, die Dynamik des chiralen Stromes (und damit auch
des Vektorstromes) la¨ßt sich vollsta¨ndig durch ein reelles skalares Feld beschreiben.
Diese Beziehung manifestiert sich in der “Bosonisierungsregel”. Wie wir sehen wer-
den, ko¨nnen wir auch im Falle der vierdimensionalen QED eine zu (3.66) a¨quivalente
“Regel” angeben, die als Verknu¨pfung zwischen physikalischen Observablen, gebildet
aus den urspru¨nglichen Materiefeldern, und den fu¨r die Dynamik der Materiefelder re-
levanten eichinvarianten Feldern angesehen werden kann.
Zum Abschluß wollen wir noch erwa¨hnen, daß wir aus (3.67) direkt
< 1p
pi

νµ (∂ν θ ) >= epi vµ ablesen ko¨nnen, was unter Ausnutzung der klassischen
Feldgleichung (3.51) (vµ ist ein a¨ußeres Feld) zu ∂µ < 1ppi  νµ (∂ν θ ) >= epi (∂µ vµ )  0
fu¨hrt. Dies liefert, mit Blick auf (3.66) und der Verknu¨pfung des chiralen Stromes mit
dem Vektorstrom in zwei Dimensionen, jµ5 = µν jν , wie erwartet die Erhaltung des
Vektorstromes jµ auch auf Quantenniveau, d.h. < ∂µ jµ >= 0.
Chirale Anomalie im massiven Fall
Im zweiten Teil dieses Abschnittes wollen wir die Modifikation des in Satz 17 gege-
benen Ergebnisses fu¨r die chirale Anomalie im Falle nichtverschwindender Masse be-
rechnen. Die Einbeziehung des vollsta¨ndigen Massenterms 2m |h| cos[2ppi θ ] gestaltet
sich jedoch infolge des Kosinusterms a¨ußerst kompliziert. Eine entsprechende struk-
turelle Analyse findet man in Anhang B.1. An dieser Stelle werden wir uns auf die
Behandlung eines vereinfachten Modells beschra¨nken, welches in quadratischer Na¨he-
rung kleine Quantenfluktuationen um das θ = 0 Vakuum beschreibt (siehe auch [72]).
Zu diesem Zweck entwickeln wir den Kosinusterm cos[2ppi θ ] in einer Reihe und
betrachten nur Terme bis zweiter Ordnung in θ . Damit erhalten wir als Ausgangspunkt
aus (3.64) und (3.65), wobei vµ wiederum als a¨ußeres Feld betrachtet wird:
Z[vµ ]=N
Z
∏
x

d|h|2 dθ 	ei R d2xL[vµ ,θ ,|h|], (3.69a)
L
[vµ , θ , |h|]=− 14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ )
−2m |h|+4mpi |h| θ 2 − 12αh |h|4. (3.69b)
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Die Integration u¨ber |h| kann infolge der auftretenden Terme proportional zu m
nun nicht mehr explizit ausgefu¨hrt werden. Partielle Integration des Kopplungsterms
e
p
pi

µν vµ (∂ν θ ) sowie des Terms quadratisch in (∂µ θ ) liefert (bei Vernachla¨ssigung der
Randterme) fu¨r den Lagrangian (3.69b)
L
[vµ , θ , |h|]= − 14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
+
e
p
pi

µν (∂ν vµ )θ − 12 θ Dθ − 2m |h| − 12αh |h|4,
(3.70)
wobei D :=− 4mpi |h| und   ∂µ ∂ µ . Damit ergibt sich fu¨r den Erwartungswert des
axialen Stromes
< jµ5 (y) >< 1ppi (∂ µ θ (y)) >=
1
Z[vµ ]
Z
∏
x

d|h|2 dθ	 1p
pi
(∂ µ θ (y))ei
R
d2xL[vµ ,θ ,|h|]
(3.71)
mit Z[vµ ] =
R ∏
x
{d|h|2 dθ }eiR d2xL[vµ ,θ ,|h|] und L[vµ , θ , |h|] gegeben durch (3.70).
Fu¨hren wir nun entsprechend
θ 0(x) := θ (x)+ ep
pi

µν
Z
d2y (∂ν vµ (y))D−1(x − y), (3.72)
wobei DD−1(x−y)=−δ 2(x−y), eine neue Variable θ 0 ein, dann erhalten wir fu¨r (3.71)
< 1p
pi
(∂ µ θ (y)) >
=
1
Z[vµ ]
Z
∏
x

d|h|2 dθ 0	 1p
pi
∂ µy

θ 0(y) − ep
pi

αβ
Z
d2z(∂β vα (z))D−1(y − z)

×exp
h
i
Z
d2x
n
−
1
4
 
∂[µ vν ](x)
2
−
e2
2pi vµ (x)vµ (x) − 2m |h(x)| − 12αh |h(x)|4
o
−i
Z
d2xd2y
n
e2
pi 
µν

αβ (∂ν vµ (x))D−1(x − y) (∂β vα (y))
−
1
2 θ
0(x)Dθ 0(y)δ 2(x − y)
oi
(3.73)
mit
Z[vµ ]=
Z
∏
x

d|h|2 dθ 0	
×exp
h
i
Z
d2x
n
−
1
4
 
∂[µ vν ](x)
2
−
e2
2pi vµ (x)vµ (x) − 2m |h(x)| − 12αh |h(x)|4
o
−i
Z
d2xd2y
n
e2
pi 
µν

αβ (∂ν vµ (x))D−1(x − y) (∂β vα (y))
−
1
2 θ
0(x)Dθ 0(y)δ 2(x − y)
oi
.
Wir bemerken, daß die affine Transformation (3.72) das Haar–Maß dθ auf S1 invariant
la¨ßt. Daru¨ber hinaus entkoppeln alle vom a¨ußeren Feld vµ abha¨ngigen Terme im Lag-
rangian. Diese ko¨nnen somit in die globale Normierungskonstante gezogen werden.
In Analogie zum masselosen Fall verschwindet der erste Summand im Integralkern
von (3.73) (ungerades Gaußsches Integral) und wir erhalten
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< 1p
pi
(∂ µ θ (y)) >
=

−
e
pi 
αβ
 1
Z
Z
∏
x

d|h|2	
Z
d2z (∂β vα (z))∂ µ D−1(y − z)ei
R
d2x
n
−2m |h(x)|− 12αh |h(x)|4
o
mit
Z =
Z
∏
x

d|h|2	ei
R
d2x
n
−2m |h(x)|− 12αh |h(x)|
4
o
,
wobei wir ∂ µy D−1(y− z) ∂ µ D−1(y− z) verwendet haben. Weiterhin wurde die Integra-
tion u¨ber θ 0 trivial in die Normierungskonstante gezogen. Beachten wir, daß D−1(x−y)
im Ortsraum die Gestalt − 1
−4mpi |h| δ 2(x − y) hat, so folgt daraus
∂µ < 1ppi (∂ µ θ (y)) >
 < 1p
pi
(∂µ ∂ µ θ (y)) >
=

e
pi 
αβ
 1
Z
Z
∏
x

d|h|2	
Z
d2z (∂β vα (z))


−4mpi |h| δ
2(y − z)

×e
i
R
d2x
n
−2m |h(x)|− 12αh |h(x)|4
o
. (3.74)
Betrachten wir die explizite Abha¨ngigkeit des Integralkerns von der Masse m als
“Sto¨rung”, dann ko¨nnen wir den entsprechenden Ausdruck in einer Potenzreihe nach
m entwickeln, wobei wir auf Infrarot–Probleme, die durch die sto¨rungstheoretische
Entwicklung um eine masselose Theorie auftreten, nicht na¨her eingehen wollen (sie-
he auch [72, 138]). Wir erhalten schließlich fu¨r die chirale Anomalie im betrachteten
vereinfachten massiven Modell (formal) das Ergebnis:
< 1p
pi
(∂µ ∂ µ θ (y)) >= epi  νµ (∂µ vν )+R(m), (3.75)
wobei
R
(m) := epi αβ
1
Z
Z
∏
x

d|h|2	
Z
d2z (∂β vα (z))
∞∑
n=1

4mpi |h|

n
δ 2(y − z)
×e
i
R
d2x
n
−2m |h(x)|− 12αh |h(x)|4
o
=
e
pi 
αβ ∞∑
n=1

2
n+1
4
12
α
n/4
h

3 . 25/4
p
αh Γ[n+24 ]1F3[n+24 ; 14 , 12 , 34 ; αhm
4
8 ]
−3 . 25/2 α 3/4h mΓ[n+34 ]1F3[n+34 ; 12 , 34 , 54; αhm
4
8 ]
+3 . 211/4 αh m2 Γ[n+44 ]1F3[n+44 ; 34 , 54 , 32 ; αhm
4
8 ]
−16α 5/4h m
3 Γ[n+54 ]1F3[n+54 ; 54 , 32 , 74 ; αhm
4
8 ]

×
1
Z
Z
d2z (∂β vα (z))
 4mpi

n

δ 2(y − z)
mit
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Z=
q
αhpi
2 0F2[; 14 , 34 ; αhm
4
8 ] − 23/4α
3/4
h mΓ[34 ] 0F2[; 12 , 54; αhm
4
8 ]
+2αh m2 1F3[1; 34 , 54 , 32; αhm
4
8 ] − 2
9/4
3 α
5/4
h m
3 Γ[54] 0F2[; 32 , 74 ; αhm
4
8 ],
wobei pFq[a1, . . . , ap;b1, . . . , bp;x] die verallgemeinerten hypergeometrischen Funk-
tionen bezeichnet. In niedrigster Ordnung in m wird daraus:
R
(m)= epi 4m (2αh)1/4 Γ[34 ]
p
pi αβ
Z
d2z (∂β vα (z)) 1

δ 2(y − z)+O(m2).
Die chirale Anomalie (3.75) wird somit im betrachteten vereinfachten massiven
Schwinger–Modell durch einen additiven Zusatzterm modifiziert, welcher fu¨r m −→ 0
identisch verschwindet. Dies steht in ¨Ubereinstimmung mit Ergebnissen anderer Au-
toren. Die Einbeziehung des kompletten Massenterms fu¨hrt (zumindest auf formellem
Niveau) zu einem analogen Resultat, wie in Anhang B.1 gezeigt.
Zum Abschluß wollen wir kurz noch eine Bemerkung zur prinzipiellen Struktur von
(3.75) machen. In den u¨blichen Zuga¨ngen zur chiralen Anomalie tritt an die Stelle von
R
(m) ein Term proportional zum Erwartungswert eines pseudoskalaren Feldes j5. In
der oben beschriebenen Konstruktion einer effektiven Theorie in Termen bosonischer
Invarianten geht jedoch kein derartiges Feld ein. Somit ist im Rahmen des vorgestellten
Zugangs nicht zu erwarten, daß die durch die Einbeziehung des Massenterms beding-
te Modifikation der chiralen Anomalie eine vergleichbare “einfache” Form annimmt.
Vielmehr wird der Erwartungswert dieses Feldes durch eine ho¨chst nichttriviale Wech-
selwirkung zwischen den explizit in die Theorie eingehenden Feldern “erzeugt”. Dies
zeigt gleichzeitig auch die Grenzen der vorgeschlagenen Reduktionsprozedur: Die Be-
schra¨nkung auf einen spezifischen Satz von eichinvarianten Gro¨ßen schra¨nkt gleich-
zeitig die Freiheit bei der Berechnung von Vakuumerwartungswerten im Rahmen der
durch diesen Satz formulierten effektiven Theorie erheblich ein.
3.9 Vakuumerwartungswerte und Ward{Identita¨ten
im Schwinger{Modell
Der masselose Fall
Im letzten Abschnitt dieses Kapitels wollen wir, aufbauend auf den bisher gewonne-
nen Erkenntnissen, noch einige Vakuumerwartungswerte physikalischer Observablen,
genauer Strom–Strom–Wechselwirkungsquerschnitte und die daraus resultierenden
Ward–Identita¨ten, berechnen und diese mit den Ergebnissen anderer Autoren verglei-
chen. Zuerst werden wir, ausgehend von (3.64), Tµν55 (x1, x2) :=< 0|T jµ5 (x1) jν5 (x2)|0 >
fu¨r das masselose Schwinger–Modell herleiten. Erneute Anwendung der “Bosonisie-
rungsregel” (3.66) liefert hierfu¨r
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Tµν55 (x1, x2) < 0|T 1pi (∂ µ θ (x1))(∂ ν θ (x2))|0 >
=
1
Z
Z
∏
x

dvµ dθ
	 1
pi
(∂ µ θ (x1))(∂ ν θ (x2))ei
R
d2xL[vµ ,θ ]
, (3.76)
wobei Z =
R ∏
x
{dθ dvµ }ei
R
d2xL[vµ ,θ ] und
L
[vµ , θ ]=−14 (∂[µ vν ])2 − m
2
v
2 vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ )
=−
1
2 vν D
ν
µ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ ). (3.77)
Hier ist
Dν µ := ∂ ν ∂µ − δ νµ ∂σ ∂ σ +m2vδ νµ (3.78)
und m2v = e
2
pi die “dynamische” Masse des Feldes vµ . Nach quadratischer Erga¨nzung
bzgl. vµ la¨ßt sich (3.76) in folgende Form bringen:
Tµν55 (x1, x2)=
1
Z
Z
∏
x

dv0µ dθ
	 1
pi
(∂ µ θ (x1))(∂ ν θ (x2)) (3.79)
×exp
h
i
Z
d2xd2y
n
−
1
2 v
0
ν (x)Dν µ v0µ (y)δ 2(x − y)
−
m2v
2 µα 
δ β (∂ α θ (x)) (D−1)µ δ (x − y) (∂β θ (y))
+
1
2 (∂µ θ (x)) (∂ µ θ (y))δ 2(x − y)
oi
,
wobei
v0µ (x) := vµ (x) − eppi σα
Z
d2y(∂ α θ (y)) (D−1)σ µ (x − y). (3.80)
Dabei ist (D−1)µ ν (x − y) der Propagator des massiven Spin–1–Feldes vµ :
Dµ α (D−1)α ν (x − y)= −δ 2(x − y)δ µν (3.81)
(siehe auch [1, 5]). Damit ko¨nnen wir in (3.79) die Integration u¨ber v0µ trivial in die
(globale) Normierungskonstante abspalten:
Tµν55 (x1, x2)
=
1
Z
Z
∏
x

dθ
	 1
pi
(∂ µ θ (x1))(∂ ν θ (x2))
×ei
R
d2xd2y

−
m2v
2 µα 
δ β (∂ α θ (x)) (D−1)µ δ (x−y) (∂β θ (y))+ 12 (∂µ θ (x)) (∂ µ θ (y))δ 2(x−y)
	
=
1
Z
Z
∏
x
{dθ } 1pi (∂ µ θ (x1))(∂ ν θ (x2))ei
R
d2xd2y{− (∂µ θ (x))Aµ ν (x−y) (∂ µ θ (y))}
. (3.82)
Hier ist Z =
R ∏x{dθ }ei
R
d2xd2y{− (∂µ θ (x))Aµ ν (x−y) (∂ ν θ (y))} und
52 3 Zweidimensionale abelsche Quanteneichfeldtheorien
Aµ ν (x − y) := m
2
v
2 
µβ
να (D−1)α β (x − y) − 12 δ
µ
ν δ 2(x − y)
= −
1
2 
µβ
να
∂ α ∂β −δ αβ m2v
−m2v
δ 2(x − y) − 12 δ µν δ 2(x − y)
=: Aµ ν δ 2(x − y),
wobei Aµ ν := − 12
∂ µ ∂ν
−m2v
.
4 Dieser Operator ist nicht invertierbar. Die tiefere Ursache
hierfu¨r ist in der bereits mehrfach angesprochenen Entartung des Schwinger–Modells
zu suchen, die sich in der Verknu¨pfung zwischen dem chiralen und Vektorstrom, und
damit die gleichzeitige Kopplung des Feldes θ an j5µ und jµ ausdru¨ckt. Durch die Aus-
integration des chiralen Stromes entsteht damit im Verlauf der Bosonisierung neben
einem Term quadratisch in vµ auch eine Kopplung zwischen θ und vµ , welche nach
Integration u¨ber θ durch einen analogen dynamischen Higgs–Mechanismus das Ent-
stehen eines weiteren Terms bewirkt, der dem urspru¨nglich “erzeugten” Massenterm
entgegengesetzt gleich ist.
Um nun die fu¨r die Strom–Strom–Wechselwirkung Tµν55 (x1, x2) erhaltene Relati-
on weiter zu behandeln, beschreiten wir den in der QFT u¨blichen Weg und ersetzen
Aµ ν (x − y) in Gleichung (3.82) durch einen geeignet regularisierten Ausdruck
˜Aµν (x − y)  ˜Aµν δ (x − y). Dabei beschra¨nken wir uns auf die Regularisierung durch
Einfu¨hrung eines diagonalen Massenterms, d.h. wir betrachten: ˜Aµν := − 12
∂ µ ∂ν+δ µν M2
−m2v
fu¨r M2 −→ 0.
Mit Blick auf (3.82) bleibt somit die Behandlung der Integration u¨ber θ . Zu diesem
Zweck fu¨hren wir im Lagrangian einen Quellenterm ξµ (∂ µ θ ) mit dem a¨ußeren Feld ξµ
ein. Nach entsprechender quadratischer Erga¨nzung ergibt sich aus (3.82)
Tµν55 (x1, x2)=
1
Z[0]
1
pi i2
δ
δ ξµ (x1)
δ
δ ξν (x2) Z[ξµ ]


ξµ=0
(3.83)
mit
Z[ξµ ] :=
Z
∏
x

dθ
	
e
i
R
d2xd2y
n
−
(∂µ θ 0(x)) ˜Aµν (x−y) (∂ν θ 0)(y)− 14 ξµ (x) ( ˜A−1)µ ν (x−y)ξ ν (y)
o
,
(∂µ θ 0(x)) := (∂µ θ (x))+ 12
Z
d2yξν (y) (A−1)ν µ (x − y).
Hier erfu¨llt ( ˜A−1)µ ν (x − y) die Gleichung
˜Aµα ( ˜A−1)α ν (x − y)= −δ 2(x − y)δ µν . (3.84)
Das Haar–Maß dθ auf S1 wird durch den ¨Ubergang zur neuen Integrationsvariablen θ 0
wiederum nicht modifiziert, und wir ko¨nnen auch die Integration u¨ber θ 0 in die Nor-
mierungskonstante ziehen. Wir erhalten schließlich nach Ausfu¨hrung der Funktionala-
bleitungen bzgl. ξµ (x) und des Grenzu¨bergangs ξµ −→ 0:
Tµν55 (x1, x2)= 1pi
n
1
4 ( ˜A−1)ν α η αµ + 14 ( ˜A−1)µ α η αν
o
δ 2(x1 − x2), (3.85)
4An dieser Stelle mo¨chten wir nochmals darauf hinweisen, daß diese und die nachfolgenden Rech-
nungen konsequent im Ortsraum durchgefu¨hrt werden und somit formalen Charakter tragen. In Impuls-
darstellung kann jedem dieser Ausdru¨cke ein wohldefinierter Sinn verliehen werden.
3.9 Vakuumerwartungswerte und Ward–Identita¨ten im Schwinger–Modell 53
wobei ( ˜A−1)µ ν den zu ˜Aµν inversen Operator bezeichnet. Diser hat im Ortsraum die Ge-
stalt
( ˜A−1)µ ν =− 2(−m
2
v) ((M2+)δ µν −∂ µ ∂ν )
M2 (M2+)
=−
1
M2
2(−m2v )

(
δ µν − ∂ µ ∂ν ) − 2 −m
2
v

∂ µ ∂ν . (3.86)
Im letzten Schritt spalteten wir dabei den singula¨ren Anteil durch eine Reihenent-
wicklung bzgl. M2 ab und vollzogen in den regula¨ren Termen den Grenzu¨bergang
M2 −→ 0. Folgen wir jetzt der “naiven Regularisierung” (siehe u.a. [89, 131]) und las-
sen den singula¨ren Anteil weg, dann erhalten wir aus (3.86) den regularisierten Opera-
tor (A−1)µ
regν
= −2 −m
2
v

∂ µ ∂ν . Ersetzen wir nun ( ˜A−1)µregν in (3.85) durch (A−1)µregν , dann
ko¨nnen wir das folgende Ergebnis formulieren:
Satz 18. Im masselosen Schwinger–Modell ist der (naiv regularisierte) Strom–Strom–
Wechselwirkungsquerschnitt Tµν55reg(x1, x2)  Tµν55reg(x1 − x2) :=< 0|T jµ5 (x1) jν5 (x2)|0 > reg
gegeben durch
Tµν55reg(x1 − x2)= − 1pi −m
2
v

∂ µ ∂ ν δ 2(x1 − x2) (3.87)
Mit jµ = µν j5ν und (3.66) folgt daraus direkt
Tµν5reg (x1 − x2) := < 0|T jµ5 (x1) jν (x2)|0 > reg=< 0| να T jµ5 (x1) j5α (x2)|0 > reg
 < 0| 1pi  να T(∂ µ θ (x1))(∂α θ (x2)|0 > reg=  να ηαβ Tµβ55reg(x1 − x2)
= 
αν 1
pi
−m2v

∂ µ ∂ α δ 2(x1 − x2). (3.88)
Damit erhalten wir folgenden
Satz 19. Im masselosen Schwinger–Modell ist der (naiv regularisierte) Strom–Strom–
Wechselwirkungsquerschnitt Tµν5reg (x1 − x2) :=< 0|T jµ5 (x1) jν (x2)|0 > reg gegeben durch
Tµν5reg (x1 − x2)= αν ∂
µ ∂ α

Π(x1 − x2)
 
µν Π(x1 − x2) − µα ∂α ∂
ν

Π(x1 − x2) (3.89)
mit Π(x1 − x2)= 1pi −m
2
v

δ 2(x1 − x2).
Dieses Ergebnis stimmt strukturell mit den Resultaten anderer Autoren (siehe z.B. [89,
131,133]) u¨berein. Daru¨ber hinaus lesen wir aus (3.89) die folgenden Ward–Identita¨ten
ab:
axiale Ward–Identita¨t:
∂µ Tµν5reg (x1 − x2)= µν ∂µ Π(x1 − x2) 6= 0, (3.90)
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vektorielle Ward–Identita¨t:
∂ν Tµν5reg (x1 − x2) 0. (3.91)
Somit erhalten wir im Rahmen der beschriebenen Herangehensweise und der gewa¨hl-
ten “naiven Regularisierung” die Erhaltung des Vektorstroms, wa¨hrend der Erhaltungs-
satz fu¨r den axialen Strom, wie auf Grund der chiralen Anomalie zu erwarten, explizit
verletzt ist.
Schließlich wollen wir noch den Strom–Strom–Wechselwirkungsquerschnitt
Tµν
reg (x1 − x2) := < 0|T jµ (x1) jν (x2)|0 > reg
= < 0|µα T j5α (x1) jν (x2)|0 > reg
= 
µα ηαβ T
β ν
5reg (x1 − x2) (3.92)
angeben:
Satz 20. Im masselosen Schwinger–Modell ist der (naiv regularisierte) Strom–Strom–
Wechselwirkungsquerschnitt Tµν
reg (x1 − x2) :=< 0|T jµ5 (x1) jν (x2)|0 > reg gegeben durch
Tµν
reg (x1 − x2)= η µν Π(x1 − x2) − ∂
µ ∂ ν

Π(x1 − x2) (3.93)
mit Π(x1 − x2)= 1pi −m
2
v

δ 2(x1 − x2).
Dies stimmt ebenfalls strukturell mit den Ergebnis in [133] u¨berein.
Bevor wir im zweiten Teil dieses Abschnitts die Modifikation der erhaltenen Resul-
tate durch die Einbeziehung des Massenterms betrachten, wollen wir kurz noch einige
Bemerkungen zu den in (3.91) und (3.90) angegebenen Ward–Identita¨ten machen. Wie
in [89, 131] ausfu¨hrlich dargelegt, kann die chirale Anomalie in zwei Dimensionen in
Abha¨ngigkeit von der gewa¨hlten Regularisierungsprozedur zwischen der axialen und
vektoriellen Ward–Identita¨t aufgeteilt werden. Z.B. liefert in [89] die “naive Regula-
risierung” eine Brechung der Erhaltungssa¨tze sowohl des axialen Stroms als auch des
Vektorstroms. Letztere kann durch die Addition eines geeigneten Counterterms aufge-
hoben werden.
Wie wir gesehen haben, liefert die “naive Regularisierung” in unserem Fall das
zu erwartende Ergebnis einer vollsta¨ndig erhaltenen vektoriellen Ward–Identita¨t. Den-
noch haben auch wir die Freiheit der Addition eines Counterterms. Der einzige hin-
sichtlich seiner Lorentz–Struktur erlaubte Counterterm in zwei Dimensionen ist der
sogenannten “seagull”–Term aΠ(x1 − x2)η µν , wobei wir einen Parameter a 2 R ein-
gefu¨hrt haben. Addieren wir diesen Term zu (3.93), dann erhalten wir mit (3.92) die
folgenden Identita¨ten:
axiale Ward–Identita¨t:
∂µ Tµν5reg (x1 − x2)= (1 − a)µν ∂µ Π(x1 − x2) (3.94)
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vektorielle Ward–Identita¨t:
∂ν Tµν5reg (x1 − x2)= −aµν ∂µ Π(x1 − x2). (3.95)
Fu¨r a 0 reproduzieren wir das bereits erhaltene Ergebnis (3.90) und (3.91), wa¨hrend
fu¨r a= 1 die axiale Ward–Identita¨t vollsta¨ndig erfu¨llt ist.
Der massive Fall
Zum Abschluß dieses Kapitels wollen wir noch kurz, wie bereits angesprochen, die
Modifikation der Ward–Identita¨ten durch Einbeziehung des Massenterms beleuchten.
Zur Vereinfachung beschra¨nken wir uns dabei wieder auf das im letzten Abschnitt
durch (3.69a) und (3.69b) gegebene vereinfachte massive Schwinger–Modell mit klei-
nen Quantenfluktuationen in θ bis quadratischer Ordnung (eine strukturelle Untersu-
chung des vollsta¨ndigen Massenterms findet man im Anhang B.2), wobei vµ hier nicht
als a¨ußeres Feld betrachtet wir. Damit folgt:
Tµν55 (x1, x2)=
1
Z
Z
∏
x

dvµ d|h|2 dθ	 1pi (∂ µ θ (x1))(∂ ν θ (x2))ei
R
d2xL[vµ ,θ ,|h|
, (3.96)
wobei Z =
R ∏
x
{dvµ d|h|2 dθ }ei
R
d2xL[vµ ,θ ,|h|] und
L
[vµ , θ , |h|]=−12 vν Dν µ vµ − eppi µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ )
−2m |h|+4mpi |h| θ 2 − 12αh |h|4 (3.97)
mit Dν µ gegeben durch (3.78). Fu¨hren wir nun entsprechend dem masselosen Fall
durch (3.80) und (3.81) eine neue Variable v0µ ein, so folgt fu¨r (3.96) nach trivialer Ab-
spaltung der Integration u¨ber v0µ :
Tµν55 (x1, x2)=
1
Z
Z
∏
x

d|h|2 dθ	 1pi (∂ µ θ (x1))(∂ ν θ (x2))
×exp
h
i
Z
d2xd2y
n
−
1
2
e2
pi µα 
δ β (∂ α θ (x)) (D−1)µ δ (x − y) (∂β θ (y))
+
1
2 (∂µ θ (x))(∂ µ θ (y))δ 2(x − y)
+4mpi |h(x)|θ (x)θ (y)δ 2(x − y)
o
+i
Z
d2x
n
−2m |h(x)| − 1αh |h(x)|4
oi
=
1
Z
Z
∏
x

d|h|2 dθ	 1pi (∂ µ θ (x1))(∂ ν θ (x2))
×exp
h
− i
Z
d2xd2yθ (x)A(x − y)θ (y)+ i
Z
d2x
n
−2m |h(x)| − 1αh |h(x)|4
oi
,
wobei formal
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A(x − y) :=− m2v2 µα  δ β ∂ α ∂β (D−1)µ δ (x − y)+ 12δ 2(x − y) − 4mpi |h(x)| δ 2(x − y)
=

1
2 µα 
δ β ∂ α ∂β
∂ µ ∂δ −δ µδ m2v
−m2v
+
1
2− 4mpi |h(x)|

δ 2(x − y)
=: Aδ 2(x − y) (3.98)
mit A := 12

−m2v
− 4mpi |h|. Fu¨hren wir nun einen Quellenterm ξ θ mit dem a¨ußeren
Feld ξ in den Lagrangian ein, so erhalten wir fu¨r Tµν55 (x2, x2) den Ausdruck
Tµν55 (x1, x2)=
1
Z[0]
Z
∏
x

d|h|2 dθ 0	 1
pi i2
 
∂ µx1
δ
δ ξ (x1)
 
∂ νx2
δ
δ ξ (x2)

×exp
h
i
Z
d2xd2y
n
−θ 0(x)A(x − y)θ 0(y) − 14 ξ (x)A−1(x − y)ξ (y)
o
+i
Z
d2x
n
−2m |h(x)| − 1αh |h(x)|4
oi


ξ=0 (3.99)
mit
θ 0(x) := θ (x)+ 12
Z
d2yξ (y)A−1(x − y) (3.100)
und
Z[0] :=
Z
∏
x

d|h|2 dθ 0	ei
R
d2xd2y{−θ 0(x)A(x−y)θ 0(y)}+iR d2x
n
−2m |h(x)|− 1αh |h(x)|
4
o
.
Hier ist A−1(x − y) u¨ber die Beziehung
AA−1 = −δ 2(x − y) (3.101)
definiert. In (3.99) nutzten wir dabei wieder die Tatsache aus, daß das Integralmaß dθ
durch die affine Transformation (3.100) keine ¨Anderung erfa¨hrt. Die Integration u¨ber
θ 0 entkoppelt dadurch vollsta¨ndig und wir erhalten:
Tµν55 (x1, x2)
=−
1
2pi
1
Z
Z
∏
x
{d|h|2}∂ µx1∂ νx2

A−1(x1 − x2)

e
i
R
d2x
n
−2m |h(x)|− 1αh |h(x)|4
o
=−
1
pi
1
Z
Z
∏
x
{d|h|2}∂ µ ∂ ν −m2v
−8mpi |h|(−m2v) δ
2(x1 − x2)ei
R
d2x
n
−2m |h(x)|− 1αh |h(x)|4
o
,
wobei Z :=
R ∏x{d|h|2}ei
R
d2x
n
−2m |h(x)|− 1αh |h(x)|
4
o
. Folgen wir nun den bereits bei der Be-
handlung der chiralen Anomalie im massiven Fall beschrittenen Weg und entwickeln
den in der letzten Gleichung auftretenden Integralkern nach der Fermionenmasse m
(Infrarot–Probleme werden wiederum ausgeklammert), so erhalten wir schließlich
nach Ausfu¨hrung der Integration u¨ber |h| in niedrigster Ordnung das Ergebnis
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Tµν55 (x1, x2) Tµν55 (x1 − x2)
=−
1
pi
−m2v

∂ µ ∂ ν δ 2(x1 − x2) −Rµν55 (m)+O(m2), (3.102)
wobei Rµν55 (m) := 8m (2αh)1/4 Γ[34 ]
p
pi ∂ µ ∂ ν −m2v

Π(x1 − x2) mit Π(x1 − x2) =
1
pi
−m2v

δ 2(x1 −x2). Fu¨r m −→ 0 stimmt dieses Ergebnis mit dem in Satz 18 fu¨r das mas-
selose Schwinger–Modell abgeleiteten Strom–Strom–Wechselwirkungsquerschnitt
u¨berein. Im Unterschied dazu konnte jedoch das Ergebnis im betrachteten vereinfach-
ten massiven Modell ohne die Verwendung einer geeigneten Regularisierungsprozedur
berechnet werden, was gleichzeitig die im masselosen Fall verwendete “naive Regu-
larisierung” im Sinne von [89] motiviert.
Unter Verwendung von (3.88) und (3.92) folgt aus (3.102) entsprechend
Tµν5 (x1 − x2) = µν Π(x1 − x2) − µα ∂α ∂
ν

Π(x1 − x2) −Rµν5 (m)+O(m2), (3.103)
R
µν
5 (m) := 8m (2αh)1/4 Γ[34 ]
p
pi  να ∂ µ ∂α −m
2
v

Π(x1 − x2)
und
Tµν (x1 − x2) = η µν Π(x1 − x2) − ∂ µ ∂ ν

Π(x1 − x2) −Rµν (m)+O(m2), (3.104)
R
µν (m) := 8m (2αh)1/4 Γ[34]
p
pi µα  νβ ∂α ∂β −m
2
v

Π(x1 − x2).
Aus Gleichung (3.103) lesen wir in niedrigster Ordnung in m die folgenden Ward–
Identita¨ten ab:
axiale Ward–Identita¨t:
∂µ Tµν5reg (x1 − x2) = µν ∂µ Π(x1 − x2)
−8m (2αh)1/4 Γ[34 ]
p
pi  να ∂α −m
2
v

Π(x1 − x2)+O(m2)
6= 0, (3.105)
vektorielle Ward–Identita¨t:
∂ν Tµν5reg (x1 − x2)=O(m2). (3.106)
Unser vereinfachtes Modell fu¨hrt somit auf die erwartete Modifikation der axialen
Ward–Identita¨t in Form eines von m abha¨ngigen additiven Zusatzterms, der fu¨r m −→ 0
identisch verschwindet.
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4. Die QED in Termen
eichinvarianter Gro¨ßen
4.1 Einfu¨hrung
In diesem Kapitel sollen die bei der Behandlung zweidimensionaler Quantenfeld-
theorien gewonnenen Resultate auf ein realistischeres Modell, genauer die spinoriel-
le Quantenelektrodynamik in (3+1) Dimensionen, u¨bertragen werden. Dabei werden
wir auf a¨hnliche Weise vorgehen: Nach der Einfu¨hrung der eichabha¨ngigen Feldkonfi-
guration im na¨chsten Abschnitt wird zuna¨chst die Algebra der aus ihr gebildeten eich-
invarianten Differentialformen betrachtet (Abschnitt 4.3). Danach erfolgt die Wahl ei-
nes geeigneten Satzes von Invarianten, in dem spa¨ter unter Verwendung einer Reihe
(algebraischer) Identita¨ten (Abschnitt 4.4) das Funktionalintegral (Abschnitt 4.5) und
schließlich in 4.7 eine effektive Feldtheorie in Termen bosonischer Invarianten formu-
liert wird (siehe auch [54,55,58,61]). Wie wir sehen werden, weist die Behandlung der
QED in vier Dimensionen im Rahmen unserer Reduktionsprozedur als auch die aus ihr
folgenden Ergebnisse große Parallelen zur entsprechenden Behandlung des Thirring–
Modells (bzw. Schwinger–Modells) auf. Insbesondere fu¨hrt unsere Reduktionsproze-
dur auf eine natu¨rliche Bosonisierung des betrachteten Modells, die schließlich in der
Ableitung einer zur Bosonisierungregel in zwei Dimensionen (siehe (3.66)) a¨quiva-
lenten “Regel” fu¨r die vierdimensionale QED gipfelt (Abschnitt 4.7). Auf der Basis
dieser Regel werden wir im masselosen Fall nach der Behandlung des Strom–Strom–
Wechselwirkungsquerschnittes (Abschnitt 4.8) die chirale Anomalie in (3+1) Dimen-
sionen (Abschnitt 4.9) untersuchen.
4.2 Die QED in (3+1) Dimensionen
Die Feldkonfiguration der QED in (3+ 1) Dimensionen ist gegeben durch ein U(1)–
Eichpotential Aµ und ein Bispinorfeld ψ a, wobei µ , ν , . . .= 0, . . . , 3 Raum–Zeit Indizes
im vierdimensionalen Minkowski–Raum und a, b, . . . = 1, 2, ˙1, ˙2 Bispinorindizes (sie-
he auch Anhang A.2) bezeichnen. In Analogie zum Thirring–Modell repra¨sentiert Aµ
eine Zusammenhangsform in einem Hauptfaserbu¨ndel P(M, U(1), ρ , pi ) u¨ber dem jetzt
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vierdimensionalen Minkowski–RaumM. Das Bispinorfeld ψ a ist ein Schnitt im asso-
ziierten Bu¨ndel ˜E =E ×SL(2,C)×U(1) F, wobei E das Hauptfaserbu¨ndel mit der Struktur-
gruppe SL(2,C) × U(1) u¨ber M ist und F =C4 ⊗C1 die typische Faser bezeichnet.
Dabei wirkt SL(2,C) auf C4 undC1 tra¨gt die fundamentale Darstellung der U(1).
Das Bispinorfeld kann dargestellt werden als ein Paar von Weyl Spinoren:
ψ a =
φ K
ϕ
˙K


0
B
B
@
φ 1
φ 2
ϕ
˙1
ϕ
˙2
1
C
C
A
, (4.1)
wobei K, L, . . .= 1, 2 Spinorindizes bezeichnen. Die Spinorfelder ψ a antikommutieren
und spannen so (punktweise) eine durch 8 Elemente erzeugte Grassmann–Algebra auf.
Das Funktionalintegral der QED ist gegeben durch
ZQED =
Z
∏
x

dAµ dψ dψ ∗
	
ei
R
d4xLQED[Aµ ,ψ ,ψ ∗] (4.2)
mit der Lagrangedichte
L
QED[Aµ , ψ , ψ ∗]=LQEDgauge+LQEDmat
=−
1
4Fµν F
µν
− mψ a∗ βab ψ b − Im
h
ψ a∗ βab
 
γ µ
b
c
Dµ ψ c
i
. (4.3)
Hier bezeichnen Fµν = ∂µ Aν − ∂ν Aµ wieder die elektromagnetische Feldsta¨rke und
Dµ ψ a = ∂µ ψ a+ ieAµ ψ a die kovariante Ableitung. βab ist die Hermitesche Metrik im
Bispinorraum und
 
γ µ
b
c
sind die Dirac–Matrizen. Die verwendeten Konventionen so-
wie eine kurze strukturelle Analyse des Bispinorraums sind in Anhang A.2 zusammen-
gestellt.
4.3 Die Algebra der eichinvarianten Dierentialfor-
men fu¨r die QED
Die eichinvarianten Differentialformen fu¨r die QED in (3+ 1) Dimensionen besitzen
die gleiche Gestalt wie die im Abschnitt 3.3 behandelten Eichinvarianten fu¨r das (zwei-
dimensionale) Thirring–Modell. Somit weist auch die AlgebraAQED der eichinvarianten
Differentialformen fu¨r die QED große ¨Ahnlichkeiten mit der entsprechenden Algebra
ATM auf. Unter Beachtung der Tatsache, daß wir gegenu¨ber dem zweidimensionalen
Modell eine Verdopplung der urspru¨nglichen Freiheitsgrade (Bispinoren an Stelle von
Spinoren) haben, lassen sich viele Ergebnisse und die zugeho¨rigen Beweise von Ab-
schnitt 3.3 leicht auf den vierdimensionalen Fall u¨bertragen.
Definieren wir folgende eichinvariante Grassmann–Algebra–wertige Differential-
formen:
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Definition 21. Sei
J
ab(i, j) := (Di ψ a∗) • (Dj ψ b), (4.4)
wobei i, j = 0, . . . , 4 mit 0 ≤ i+ j ≤ 4 und Diψ a  ψ a fu¨r i= 0.
In lokalen Koordinaten ko¨nnen wir schreiben
J
ab(i, j) = (Dµ1 ...Dµi ψ a∗) (Dµi+1 ...Dµi+ j ψ b)dxµ1 ∧ ... ∧ dxµi+ j . (4.5)
Unter komplexer Konjugation erfu¨llen die (i+ j)–Formen J ab(i, j) in Analogie zu (3.8)
folgende Symmetrierelationen:
 
J
ab(i, j)
∗
=
(
−1)i jJ ba( j,i). (4.6)
Definition 22. Die ∗-Algebra AQED der eichinvarianten Grassmann–Algebra–
wertigen Differentialformen fu¨r die QED in (3 + 1) Dimensionen ist die Algebra
erzeugt durch {J ab(i, j)}.
Satz 23. Die Generatoren von AQED erfu¨llen folgende Relationen
J
ab(i, j) •J
cd
(k,l) = (−1)1+lk+l j+k jJ ad(i,l) •J cb(k, j) (4.7)
fu¨r i+ j+ k+ l ≤ 4.
Beweis: Durch Einsetzen der Definition (4.5) und Umordnung der Faktoren ergibt sich
die gewu¨nschte Relation (4.7).
Auch hier erha¨lt diese Algebra wegen der trivialen Wirkung der kovarianten Ablei-
tung auf Eichinvarianten die Struktur einer Z2–graduierten differentiellen ∗-Algebra,
deren Satz von Generatoren sich durch die Wirkung der a¨ußeren Ableitung d weiter
reduzieren la¨ßt. Wir haben den folgenden
Satz 24. Die ∗-AlgebraAQED wird als Differentialalgebra generiert durch {J ab(0,n)} mit
0 ≤ n ≤ 4.
Beweis: Den Beweis erha¨lt man in Analogie zum Beweis von Satz 7 durch sukzessive
Anwendung der a¨ußeren Ableitung d. Die 0–FormenJ ab(0,0) sind selbst Generatoren. Fu¨r
die 1–Formen erha¨lt man: J ab(0,1) sind Generatoren und
J
ab(1,0) = dJ ab(0,0) −J ab(0,1). (4.8)
Es gibt drei Typen von 2–Formen. J ab(0,2) sind Generatoren und die u¨brigen 2–Formen
erha¨lt man durch die a¨ußere Ableitung der beiden 1–Formen:
dJ ab(0,1) =J ab(1,1)+J ab(0,2), (4.9a)
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dJ ab(1,0)=J ab(2,0) −J ab(1,1). (4.9b)
Dies fu¨hrt auf
J
ab(1,1) = dJ ab(0,1) −J ab(0,2), (4.10a)
J
ab(2,0) =−J
ab(0,2). (4.10b)
Entsprechend erhalten wir fu¨r die 4 Typen von 3–Formen: J ab(0,3) sind Generatoren und
dJ ab(0,2)=J ab(1,2)+J ab(0,3), (4.11a)
dJ ab(1,1)=J ab(2,1) −J ab(1,2), (4.11b)
dJ ab(2,0)=J ab(3,0)+J ab(2,1). (4.11c)
Aus (4.11a) folgt
J
ab(1,2) = dJ ab(0,2) −J ab(0,3). (4.12)
Setzen wir (4.10a) in (4.11b) ein, dann ergibt sich
J
ab(2,1) = −J
ab(0,3). (4.13)
Gleichung (4.11c) liefert zusammen mit (4.10b)
J
ab(3,0) = −dJ ab(0,2)+J ab(0,3). (4.14)
Schließlich sind die 4–Formen J ab(0,4) Generatoren. Die restlichen 4–Formen ergeben
sich aus der a¨ußeren Ableitung der 3–Formen:
dJ ab(0,3)=J ab(1,3)+J ab(0,4), (4.15a)
dJ ab(1,2)=J ab(2,2) −J ab(1,3), (4.15b)
dJ ab(2,1)=J ab(3,1)+J ab(2,2), (4.15c)
dJ ab(3,0)=J ab(4,0) −J ab(3,1). (4.15d)
Gleichung (4.15a) liefert
J
ab(1,3) = dJ ab(0,3) −J ab(0,4), (4.16)
Gleichung (4.15b) zusammen mit (4.13) ergibt
J
ab(2,2) = −J
ab(0,4). (4.17)
Mit (4.13) und (4.17) erha¨lt man aus (4.15c)
J
ab(3,1) = −dJ ab(0,3)+J ab(0,4). (4.18)
Schließlich ergibt sich durch Einsetzen von (4.14), (4.16) und (4.18) in (4.15d)
J
ab(4,0) =J
ab(0,4) (4.19)
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und damit der Beweis des Satzes.
Damit ha¨tten wir einen Satz von Generatoren der Differentialalgebra AQED angege-
ben. Dieser Satz ist minimal im Sinne von Abschnitt 3.3. Das heißt, alle linearen Re-
lationen zwischen den Elementen vonAQED wurden gelo¨st und ein entsprechender (mi-
nimaler) Satz von Generatoren angegeben. ¨Uber die Anzahl dieser Generatoren gibt
schließlich das folgende Korollar Auskunft:
Korollar 25. Der minimale Satz von Generatoren der differentiellen ∗-Algebra AQED
entha¨lt je 16 unabha¨ngige 0–, 1–, 2–, 3– und 4–Formen.
4.4 Der Lagrangian der QED in Termen eichinvarian-
ter Gro¨ßen
Nachdem wir im letzten Abschnitt die Algebra AQED der eichinvarianten Differential-
formen fu¨r die QED in (3+ 1) Dimensionen na¨her beleuchtet haben, wollen wir nun
aus den Elementen dieser Algebra einen fu¨r die angestrebte Reduktion des Funktional-
integrals geeigneten Satz von Invarianten konstruieren.
Wir fu¨hren die folgende Darstellung der 0–Formen J ab(0,0) ein:
J
KL(0,0) =
 
J
˙KL(0,0) J
˙K
˙L(0,0)
JK
L(0,0) JK ˙L(0,0)
!
=:

L ˙KL H∗ ˙K
˙L
HKL R ˙LK



φ ˙K∗φ L φ ˙K∗ϕ
˙L
ϕ ∗Kφ L ϕ ∗Kϕ ˙L

. (4.20)
Daraus lassen sich folgende Grassmann–Algebra–wertige Raum–Zeit–Invarianten
(punktweise) zweiten Ranges definieren:
Lµ := 12 L
˙KLσ
µ
˙KL, R
µ := 12 R ˙KLσ
µ ˙KL
, (4.21a)
H :=HKK, H∗ :=H∗
˙K
˙L. (4.21b)
Die Felder Lµ und Rµ sind dabei reellwertige Vektorfelder, wa¨hrend H ein komplexes
Skalarfeld beschreibt. Weiterhin definieren wir ein reellwertiges Kovektorfeld Bµ u¨ber
die 1–Form
B Bµ dxµ := Im
h
J
˙K
˙K(0,0)(JKK(0,1) −JKK(1,0))
i
(4.22)
= Im

H∗
 
ϕ ∗K(Dµ φ K)+φ K(Dµ ϕ ∗K)

.
Das Feld Bµ hat keinen definierten Rang in der Grassmann–Algebra und steht mit dem
urspru¨nglichen Vektorpotential Aµ in folgender Beziehung
Bµ = 2e |H|2Aµ + ImH∗(ϕ ∗K∂µ φ K+φ K∂µ ϕ ∗K)

. (4.23)
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Der Vektorstrom und axiale Strom sind gegeben durch
Jµ :=ψ a∗ βab (γ µ )bc ψ c = 2(Rµ +Lµ ), (4.24a)
Jµ5 :=ψ
a∗ βab (γ µ )bc (γ5)cd ψ d = 2(Rµ − Lµ ). (4.24b)
Mit {Lµ , Rµ , H, H∗, Bµ } ha¨tten wir einen fu¨r die Reduktion des Funktionalintegrals
der QED hinreichenden Satz von Invarianten definiert. Durch Anwendung der definie-
renden Gleichungen (4.24a) und (4.24b) ist es weiterhin mo¨glich, die Stro¨me Lµ und
Rµ durch Jµ und Jµ5 zu ersetzen.
In Analogie zum Thirring–Modell ist auch fu¨r den Prozeß der Reduktion des Funk-
tionalintegrals der QED die Einfu¨hrung einer Reihe von (eichinvarianten) Hilfsfeldern
notwendig. Wir definieren
P := 12 φ
˙1∗φ 1φ ˙2∗φ 2, Q := 12 ϕ ˙1ϕ ∗1 ϕ ˙2ϕ ∗2 . (4.25)
Beide Gro¨ßen sind Raum–Zeit–Skalare1 und (punktweise) vom Rang 4 in der
Grassmann–Algebra. Daru¨ber hinaus sind P und Q Elemente maximalen Ranges in den
Unteralgebras, welche durch φ a bzw. ϕ a aufgespannt werden. Weiterhin definieren wir
die invarianten Hilfsfelder
Cµ :=ϕ ∗K
 
Dµ φ K

, (4.26a)
Eµ := 12i R ˙KL

2(Dµ φ ˙K∗)φ L − (Dµ L ˙KL)

. (4.26b)
Damit ko¨nnen wir nun folgenden Satz formulieren:
Satz 26. Die eichinvarianten Felder {Lµ , Rµ , H, H∗, Bµ } und die Hilfsfelder
{P, Q, Cµ , Eµ } erfu¨llen folgende algebraische Relationen:
2Lµ Rµ =−|H|2 = −HH∗ , (4.27a)
Lµ Lν =η µν P, (4.27b)
Rµ Rν =η µν Q, (4.27c)
|H|2Lµ Rν =−2η µν PQ, (4.27d)
|H|2Rα (∂µ Lβ )= 2QLβ (∂µ Lα ) − 2ηαβ Q(∂µ P), (4.27e)
|H|2Lα (∂µ Rβ )= 2PRβ (∂µ Rα ) − 2ηαβ P(∂µ Q), (4.27f)
H∗Cµ =−12 R ˙KL (Dµ L
˙KL)
+ iEµ , (4.27g)
Bµ = 2Eµ − Im[H∗ (Dµ H)]. (4.27h)
Beweis: Eine einfache Rechnung zeigt, daß
L ˙KLR
˙KL = φ
˙K∗φ Lϕ ∗Lϕ ˙K = −HLLH ˙K
˙K∗
= −HH∗ = −|H|2.
1Dies folgt aus der Antisymmetrie des Produktes zweier Spinorkomponenten gleichen Typs, z.B.
φ 1φ 2 = 12 KLφ Kφ L und der Tatsache, daß KL ein SL(2,C) invariantes Skalarprodukt auf dem Spinor–
Raum definiert (siehe auch Anhang A.2).
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Andererseits gilt mit (A.7) Lµ Rµ = 14 L
˙KLR
˙MN σ
µ
˙KLσ
˙MN
µ =
1
2 L
˙KLR
˙KL und damit schließ-
lich 2Lµ Rµ = −|H|2.
Die Beziehungen (4.27b) und (4.27c) zeigt man leicht durch Einsetzen der Defini-
tionen von Lµ bzw. Rµ unter Verwendung der Darstellung der Pauli–Matrizen (siehe
Anhang A.2).
Gleichung (4.27d) erha¨lt man aus Lµ Lν Rγ Rδ =η µν η γ δ PQ nach Multiplikation mit
ηνγ und Anwendung von (4.27a).
Die Differentation von Gl. (4.27c) und (4.27a) liefert
(∂µ Rα )Rβ +Rα (∂µ Rβ )=η αβ (∂µ Q),
(∂µ Lα )Rα +Lα (∂µ Rα )=− 12 (∂µ |H|2).
Multiplizieren wir den ersten Ausdruck mit Lα und verwenden (4.27a) sowie die zweite
Beziehung, dann ergibt sich:
Lα (∂µ Rα )Rβ − 12 |H|2 (∂µ Rβ )= Lβ (∂µ Q),
woraus schließlich
−
1
2 (∂µ |H|2)Rβ − (∂µ Lβ )Q − 12 |H|2 (∂µ Rβ )= Lβ (∂µ Q)
folgt. Nochmalige Multiplikation mit Lα ergibt
η αβ ∂µ (PQ)+ 12 |H|2Rβ (∂µ Lα ) − Lα Q (∂µ Lβ )= η αβ P (∂µ Q),
was nach geeigneter Umordnung mit (4.27e) u¨bereinstimmt. Eine analoge Rechnung
fu¨hrt auf (4.27f).
Gleichung (4.27g) zeigen wir durch die Berechnung des Real– und Imagina¨rteils
von H∗Cµ :
Re[H∗ Cµ ] 12 (H∗ Cµ +HC∗µ )= 12 (φ
˙K∗ϕ
˙Kϕ
∗
L(Dµ φ L)+ϕ ∗Lφ L(Dµ φ ˙K∗)ϕ ˙K)
= −
1
2 ϕ
∗
Lϕ ˙KDµ (φ
˙K∗φ L)= −12 R ˙KL (Dµ L
˙KL),
Im[H∗ Cµ ] 12i (H∗Cµ − H C∗µ )= 12i (ϕ ˙Kϕ ∗Lφ
˙K∗(Dµ φ L) − ϕ ∗Lφ LDµ (φ ˙K∗)ϕ ˙K)=Eµ .
Daraus ergibt sich schließlich die gesuchte Beziehung.
Zum Schluß zeigen wir noch (4.27h):
Bµ = Im[H∗ ϕ ∗K(Dµ φ K)+H∗ Dµ (φ Kϕ ∗K) − H (Dµ φ K)ϕ ∗K]
= Im[2H∗Cµ − H∗ (Dµ H)] 2Eµ − Im[H∗ (Dµ H)].
Weiterhin stellen wir fest:
Lemma 27. Die Gro¨ße (|H|2)2 ist ein nichtverschwindendes Element maximalen Ran-
ges in der Grassmann–Algebra.
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Beweis: Der Beweis erfolgt analog zu Lemma 9: Offensichtlich ist (|H|2)2 ein Element
(punktweise) vom Rang 8 in der Grassmann–Algebra, d.h.
(|H|2)2 = c ∏φ ∏φ ∗ ∏ϕ ∏ϕ ∗ c 2C.
wobei c 2C. Eine einfache Rechnung ergibt c 4.
Damit kommen wir schließlich zur Darstellung des Lagrangian der QED in Termen
eichinvarianter Gro¨ßen:
Satz 28. Der Lagrangian der QED genu¨gt folgenden algebraischen Relationen:
(|H|2)2Fµν = 12e

|H|2 (∂[µ Bν ]) − (∂[µ |H|2)Bν ]

+
2
e

αβ γ δ Rα Lβ (∂[µ Rγ ) (∂ν ]Lδ ), (4.28a)
|H|2LQEDmat =−2m |H|2 Re[H] − (Lµ +Rµ )Bµ − (Lµ − Rµ ) Im

H∗ (∂µ H)

+2αβ µγ Lα Rβ ∂µ (Rγ +Lγ ). (4.28b)
Beweis: Wir zeigen zuna¨chst Gleichung (4.28a). Multiplizieren wir Fµν mit dem nicht-
verschwindenden Element maximalen Ranges (|H|2)2, dann folgt unter Benutzung der
Relation ieFµν φ K =D[µ Dν ]φ K und des Hilfsfeldes Cµ
ie (|H|2)2Fµν
= |H|2H∗ ϕ ∗K(Dµ Dν − Dν Dµ )φ K
= |H|2 H∗ {Dµ Cν − Dν Cµ − (Dµ ϕ ∗K)(Dν φ K)+ (Dν ϕ ∗K)(Dµ φ K)}
= |H|2
n
(D[µ H∗Cν ]) − (D[µ φ ˙L∗)(Dν ]φ K)ϕ ˙Lϕ ∗K+D[µ (ϕ ∗Kϕ ˙L)φ
˙L∗(Dν ]φ K)
o
= |H|2
n
(D[µ H∗ Cν ])+ (D[µ R ˙LK)φ
˙L∗(Dν ]φ K)
o
− H C∗[µ H∗ Cν ].
Setzen wir nun (4.27g) in die letzte Gleichung ein und beachten
|H|2 φ ˙L∗(Dν φ K)= φ ˙M∗ϕ ˙M ϕ ∗N φ Nφ ˙L∗(Dν φ K)= R ˙MNL˙LN(Dν L ˙MK) − H C∗ν L˙LK,
dann folgt weiter
ie (|H|2)2 Fµν
= |H|2 D[µ
n
−
1
2 R ˙KL(Dν ]L
˙KL)
o
+ |H|2 (D[µ iEν ])+R ˙MNL˙LN(D[µ R ˙LK)(Dν ]L ˙MK)
−

1
2 R ˙KL(D[µ L
˙KL)
+ iE[µ

1
2 R ˙MN(Dν ]L
˙MN)
− iEν ]

+
(D[µ R ˙LK)

+
1
2 R ˙MN(Dν ]L
˙MN)
+ iEν ]

L˙LK
=−
1
2 |H|2 (D[µ R ˙KL)(Dν ]L ˙KL) − 12 |H|2 R ˙KLD[µ Dν ]L ˙KL+ i |H|2 (D[µ Eν ])
−
1
4 R ˙KLR ˙MN(D[µ L
˙KL)(Dν ]L ˙MN)+ i2 R ˙KL(D[µ L
˙KL)Eν ]
−
i
2 R ˙MNE[µ (Dν ]L
˙MN)
− E[µ Eν ]+R ˙MNL
˙LN(D[µ R ˙LK)(Dν ]L
˙MK)
+
1
2 R ˙MNL
˙LK(D[µ R ˙LK)(Dν ]L
˙MN)
+ iL˙LK(D[µ R ˙LK)Eν ].
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Dies la¨ßt sich wesentlich vereinfachen unter Verwendung der leicht zu zeigenden Re-
lationen
R
˙KL(D[µ L
˙KL)Eν ] − E[µ (Dν ]L ˙MN)R ˙MN = 2R ˙KL(D[µ L
˙KL)Eν ],
L˙LK(D[µ R ˙LK)Eν ]+R ˙LK(D[µ L
˙LK)Eν ] = (D[µ |H|2)Eν ],
R
˙KLR ˙MN(D[µ L
˙KL)(Dν ]L ˙MN)= 0.
Beachten wir die Kommutativita¨t des Feldes Eµ und die Tatsache, daß die kovariante
Ableitung Dµ eichinvarianter Gro¨ßen identisch mit der gewo¨hnlichen partiellen Ablei-
tung ist, dann erhalten wir
ie (|H|2)2 Fµν
=−i (D[µ |H|2)Eν ]+ i |H|2(D[µ Eν ])+R ˙MNL˙LN(D[µ R ˙LK)(Dν ]L ˙MK)
+
1
2 R ˙MNL
˙LK(D[µ R ˙LK)(Dν ]L
˙MN)
−
1
2 |H|2(D[µ R ˙KL)(Dν ]L ˙KL). (4.29)
Ersetzen wir nun noch die Bispinor–Indizes tragenden eichinvarianten Felder L˙LK und
R
˙LK mittels (4.21a), das heißt L˙LK =σ ˙LKµ Lµ und R ˙LK =σµ ˙LK Rµ , durch entsprechende
Raum–Zeit–Felder, dann folgt
ie (|H|2)2 Fµν = i Im
h
− 2iLµ Rµ (D[µ Eν ])+2i (D[µ Lγ Rγ )Eν ]
+Rα Lβ D[µ (Rγ )(Dν ]Lδ )σ α˙MNσ β
˙LNσ
γ
˙LKσ
δ ˙MK
+
1
2 Rγ Lδ (D[µ Rα )(Dν ]Lβ )σ α˙LKσ β
˙MNσ
γ
˙MNσ
δ ˙LK
+Lγ Rγ (D[µ Rα )(Dν ]Lβ )σ α˙KLσ β
˙KL
i
= i{−2Lγ Rγ (D[µ Eν ])+2D[µ (Lγ Rγ )Eν ]
+2Rα Lβ (D[µ Rγ )(Dν ]Lδ )αβ γ δ },
wobei wir im letzten Schritt von den im Anhang A.2 zusammengestellten Relationen
fu¨r die σ–Matrizen (A.6) Gebrauch gemacht haben. Verwenden wir schließlich die aus
(4.27h) folgende Beziehung
−2Lγ Rγ (D[µ Eν ])+2D[µ (Lγ Rγ )Eν ] = 12 {|H|2 (D[µ Bν ]) − (D[µ |H|2)Bν ]}
und ersetzen die kovarianten Ableitungen durch gewo¨hnliche partielle Ableitungen,
dann erhalten wir das gewu¨nschte Resultat (4.28a).
Um den zweiten Teil (4.28b) des Satzes zu beweisen, zerlegen wir LQEDmat in zwei
Summanden LQEDmat =LQEDmat 1+L
QED
mat 2 mit
L
QED
mat 1 =−mψ
a∗ βab ψ b,
L
QED
mat 2 =−Im
h
ψ a∗ βab (γ µ )bc Dµ ψ c
i
.
Eine einfache Rechnung ergibt dann
L
QED
mat 1 = −m{φ
˙K∗ϕ
˙K+ϕ
∗
Kφ K}= −m{H∗+H} −2mRe[H].
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Multipliziert man LQEDmat 2 mit |H|2, so ergibt sich
|H|2LQEDmat 2 =−Im
h
|H|2 φ ˙K∗ (Dµ φ L)σ µ
˙KL+ |H|2 ϕ ∗L(Dµ ϕ ˙K)σ µ
˙KL
i
=−Im
h
R
˙MNL
˙KN(Dµ L ˙ML)σ µ
˙KL+
1
2 R ˙MNL
˙KL(Dµ L ˙MN)σ µ
˙KL+ iEµ L
˙KLσ
µ
˙KL
+L ˙MNR
˙ML(Dµ R ˙KN)σ µ
˙KL
− H∗ (Dµ H)R ˙KLσ µ
˙KL
−
1
2 R ˙KLR ˙MN(Dµ L
˙MN)σ µ ˙KL+ iR
˙KLEµ σ
µ ˙KL
i
.
Gehen wir in der letzten Gleichung wieder zu Raum–Zeit–Invarianten u¨ber und ver-
wenden die in Anhang A.2 gegebenen Relationen fu¨r die σ–Matritzen, dann folgt
|H|2LQEDmat 2 =−2αβ µγ Rα Lβ (Dµ Lγ ) − 2αγ µβ Lα Rβ (Dµ Rγ ) − 2Eµ Lµ
−2Im[H (Dµ H)]Rµ − 2Eµ Rµ
=−
(Lµ +Rµ )Bµ − (Lµ − Rµ ) Im[H(Dµ H)]+2αβ µγ Lα Rβ Dµ (Rγ +Lγ ),
woraus schließlich der Beweis der zweiten Behauptung (4.28b) des Satzes folgt.
Abschließend sei noch bemerkt, daß die Relation (4.28a), a¨hnlich wie im Thirring–
Modell, eine Identita¨t auf maximalen Rang in der Grassmann–Algebra ist. Das heißt
wir ko¨nnen Gleichung (4.28a) durch (|H|2)2 dividieren und erhalten eine explizite Dar-
stellung der Feldsta¨rke in Termen eichinvarianter Gro¨ßen. Im Gegensatz dazu ist dies
im Falle des Materielagrangians LQEDmat nicht mo¨glich. Dennoch werden wir im folgen-
den Abschnitt sehen, daß die Relation (4.28b) unter Verwendung von (2.23) unter dem
Funktionalintegral implementiert werden kann.
4.5 Das Funktionalintegral der QED in Termen eich-
invarianter Gro¨ßen
Mit Satz 28 haben wir zwei Relationen bewiesen, die auf algebraischem Niveau die
urspru¨ngliche Lagrangedichte der QED mit Funktionen eichinvarianter Grassmann–
Algebra–wertiger Gro¨ßen verknu¨pft, womit die angestrebte Reduktion des Funktio-
nalintegrals mo¨glich wird. Wir fu¨hren zu diesem Zweck, in Analogie zum Thirring–
Modell, die zu den Grassmann–Algebra–wertigen Eichinvarianten (Lµ , Rµ , H, Bµ ) kor-
respondierenden c–Felder (lµ , rµ , h, bµ ) ein. Diese sind, nach Konstruktion, ebenfalls
eichinvariant: lµ und rµ sind reelle Vektorfelder, h ist ein komplexes Skalarfeld und bµ
ein reell–wertiges Kovektorfeld. Damit ko¨nnen wir folgendes Theorem formulieren.
Theorem 29. Das Funktionalintegral der QED in (3+1) Dimensionen hat in Termen
4.5 Das Funktionalintegral der QED in Termen eichinvarianter Gro¨ßen 69
bosonischer eichinvarianter Felder die Gestalt2
ZQEDbos =
Z
∏
x

dvµ dlµ drµ dhdh∗ K[lµ , rµ , h, h∗]
	
ei
R
d4xLQEDbos [vµ ,lµ ,rµ ,h,h∗], (4.30)
wobei
K[lµ , rµ , h, h∗]=
n
1
16
δ 2
δ rν δ rν
δ 2
δ lµ δ lµ +
δ 4
δ h2δ h∗2 −
1
2
δ 2
δ rµ δ lµ
δ 2
δ hδ h∗
o
δ (h)δ (h∗)δ (l)δ (r),
(4.31)
den Integralkern,
L
QED
bos [vµ , lµ , rµ , h, h∗]=−14(∂[µ vν ])2 − 2e(lµ + rµ )vµ − 2m |h|cosα
−2(lµ − rµ ) Im[h(∂µ h)]2|h|2 +2 1|h|2 αβ µγ lα rβ ∂µ (rγ + lγ ) (4.32)
den (bosonisierten) Lagrangian und vµ := bµ2e |h|2 bezeichnen.
Beweis: Der Beweis dieses Theorems ist gegeben durch eine ¨Ubertragung der im Ab-
schnitt 3.5 beschriebenen Prozedur auf den vorliegenden Fall der QED. Eine ausfu¨hrli-
che Darstellung findet man in [56]. An dieser Stelle wollen wir lediglich kurz auf einige
Besonderheiten hinweisen.
In einem ersten Schritt fu¨hren wir wieder unter Benutzung der Gleichung (2.21)
Identita¨ten unter dem Funktionalintegral (4.2) ein. Wie am Ende von Abschnitt 4.4 be-
merkt, kann (4.28a) durch das Element maximalen Ranges (|H|2)2 dividiert werden,
was eine explizite Darstellung der elektromagnetischen Feldsta¨rke in Termen eichin-
varianter Gro¨ßen liefert und damit direkt in den Lagrangian eingesetzt werden kann.
Im Unterschied dazu ist dies im Falle des Materielagrangians nicht mo¨glich, da (4.28b)
keinen definierten Rang besitzt. Unter Verwendung der Beziehung (2.23) ko¨nnen wir
jedoch unter Einfu¨hrung des Hilfsfeldes ˜h im Funktionalintegral schreiben
L
QED
=L
QED
gauge+
|h|2
|˜h|2L
QED
mat .
Ersetzen wir nun |h|2 durch |H|2, dann liefert die Anwendung von (4.28b):
ZQED =
Z
∏
x

dψ dψ ∗ dAµ
	
Z
∏
x

dbµ dlµ drµ dhdh∗ δ (h − H)δ (h∗ − H∗)
×δ (bµ − Bµ )δ (lµ − Lµ )δ (rµ − Rµ )
	
ei
R
d4xLQED[bµ ,lµ ,rµ ,h,h∗]
, (4.33)
2Wir bemerken an dieser Stelle, daß dieses Resultat von dem in [54] pra¨sentierten abweicht. Speziell
wurde der letzte Term im Materielagrangian 2 1|h|2 
α β µ γ lα rβ ∂µ (rγ + lγ ) durch fa¨lschliche Anwendung
einer algebraischen Beziehung eliminiert. Diese Relation kann verwendet werden, um einen entspre-
chenden Term im Eichanteil des Lagrangian zu beseitigen; ihre Anwendung auf den Materielagrangian
ist jedoch wegen ihres unbestimmten Ranges nicht erlaubt (siehe auch Beweis).
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mit
L
QED[bµ , lµ , rµ , h, h∗]=−14 Fµν Fµν − 2mRe[h] − 1|h|2 (lµ + rµ )bµ
−
(lµ − rµ ) Im[h∗(∂µ h)]|h|2 +2αβ µγ lα rβ ∂µ (rγ + lγ ),
Fµν = 12e (|h|2)2

|h|2(∂[µ bν ]) − (∂[µ |h|2)bν ]

+
2
e (|h|2)2 
αβ γ δ rα lβ (∂[µ rγ )(∂ν ]lδ ).
Unter Benutzung der Relation (4.27e) ko¨nnen wir den soeben erhaltenen Lagrangian,
genauer die Feldsta¨rke, noch wesentlich vereinfachen. Dazu erweitern wir jeden der
beiden Fµν –Faktoren mit |h|2 entsprechend (2.23). Nach geeigneter Ersetzung der c–
Felder durch korrespondierende Grassmann–Felder erha¨lt man fu¨r die Terme propor-
tional zu αβ γ δ in Fµν den Ausdruck 1(|h|2)3 
αβ γ δ r0α |H|2 Lβ (∂[µ Rγ )(∂ν ]l0δ ). Setzen wir
darin nun die Identita¨t (4.27e) ein, dann fu¨hrt dies aufgrund der Antisymmetrie von

αβ γ δ und der Symmetrie von (4.27e) in den entsprechenden Indizes zum identischen
Verschwinden dieses Ausdruckes.
Der Materieanteil des Lagrangian entha¨lt ebenfalls einen Term proportional zu

αβ γ δ
. Wie im Anschluß an den Beweis von Satz 28 bemerkt, kann der Identita¨t (4.28b)
kein definierter Rang in der Grassmann–Algebra zugeordnet werden. Man kann aber
leicht zeigen, daß bei Multiplikation von (4.28b) mit |H|2 der gesamte Materielagran-
gian identisch verschwindet. Somit wird die Voraussetzung fu¨r die Anwendbarkeit der
Gleichung (2.23) nicht erfu¨llt und die oben im Falle des Feldsta¨rketensors beschriebe-
ne Prozedur ist nicht durchfu¨hrbar. Im Unterschied dazu ist die Gleichung (4.28a) eine
Relation auf maximalem Rang und somit proportional zu einer c–Zahl. Eine Multipli-
kation mit |H|2, die, wie oben beschrieben, zum Verschwinden des –Terms fu¨hrt, ist
also erlaubt. Dennoch deutet diese Diskussion die Grenzen der von uns verwendeten
Methoden Berezins an. Wie wir im Abschnitt 4.9 sehen werden, ist gerade der –Term
des Materielagrangians verantwortlich fu¨r die chirale Anomalie in (3+ 1) Dimensio-
nen.
Nach diesen Bemerkungen ergibt sich fu¨r die Lagrangedichte die folgende Gestalt:
L
QED[bµ , lµ , rµ , h, h∗]=−14

∂[µ bν ]2e |h|2
2
− 2mRe[h] − 1|h|2 (lµ + rµ )bµ
−
(lµ − rµ ) Im[h∗(∂µ h)]|h|2 +2αβ µγ lα rβ ∂µ (rγ + lγ ). (4.34)
Damit bleibt die Ausintegration der urspru¨nglichen (eichabha¨ngigen) Feldkonfigurati-
on {Aµ , ψ , ψ ∗}. Mit Blick auf die Gleichungen (4.23), (4.33) und (4.34) sehen wir, daß
das Vektorpotential Aµ explizit nur noch in δ (bµ − Bµ ) auftritt. Die somit triviale In-
tegration u¨ber Aµ liefert einen Faktor 12e (|h|2)2 im Integralkern. Die Integraldarstellung
der restlichen δ –Distributionen fu¨hrt schließlich auf ein Gaußsches Integral u¨ber die
Materiefelder ψ mit dem Ergebnis
ZQED =
Z
∏
x

dbµ dlµ drµ dhdh∗ 12e (|h|2)2 K[l
µ
, rµ , h, h∗]	ei
R
d4xLQED[bµ ,lµ ,rµ ,h,h∗]
,
(4.35)
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wobei der Integralkern durch
K[lµ , rµ , h, h∗]=
n
1
16
δ 2
δ rν δ rν
δ 2
δ lµ δ lµ +
δ 4
δ h2δ h∗2 −
1
2
δ 2
δ rµ δ lµ
δ 2
δ hδ h∗
o
δ (h)δ (h∗)δ (l)δ (r)
(4.36)
und die Lagrangedichte durch (4.34) gegeben sind. Fu¨hren wir nun noch das neue Feld
vµ :=
bµ
2e |h|2 ein, dann erhalten wir den Beweis des Satzes.
Damit wa¨re die vollsta¨ndige Reduktion des Funktionalintegrals fu¨r den Fall der
QED in (3+1) Dimensionen erreicht. Im Hinblick auf die weitere Auswertung des im
Theorem 29 formulierten Ergebnisses ist die Einfu¨hrung des Vektorstroms und des chi-
ralen Stroms sinnvoll. Die auf algebraischem Niveau gu¨ltigen Identita¨ten (4.24a) und
(4.24b) u¨bertragen sich auf das c–Feld–Niveau, d.h. wir definieren den Vektorstrom
jµ = 2(rµ + lµ ) und den chiralen Strom jµ5 = 2(rµ − lµ ). Gehen wir schließlich noch
zu Polarkoordinaten fu¨r das komplexe Skalarfeld h = |h|eiα u¨ber, dann nimmt das re-
duzierte Funktionalintegral (4.30) die folgende Gestalt an:
ZQEDbos =
Z
∏
x

dvµ d jµ d jµ5 d|h|2 dα K[ jµ , jµ5 , |h|2]
	
ei
R
d4xLQEDbos [vµ , jµ , jµ5 ,|h|,α ], (4.37)
wobei
L
QED
bos [vµ , jµ , jµ5 , |h|, α ]=−14(∂[µ vν ])2 − 2m |h|cosα − e jµ vµ
+
1
2 jµ5 (∂µ α )+ 18 |h|2 αβ µγ jα j5β (∂µ jγ ) (4.38)
und
K[ jµ , jµ5 , |h|2]
=
1
16pi

δ 2
δ jµ δ jµ
δ 2
δ jν δ jν +2
δ 2
δ jµ δ jµ
δ 2
δ jν5 δ j5ν
− 4 δ 2δ jµ δ j5µ
δ 2
δ jν δ j5ν +
δ 2
δ jµ5 δ j5µ
δ 2
δ jν5 δ j5ν
+
1
16
δ 4
δ |h|4 +
1
8 |h| δ
3
δ |h|3 −
1
16 |h|2
δ 2
δ |h|2 +
1
16 |h|3
δ
δ |h| −
1
2
δ 2
δ |h|2
δ 2
δ jµ δ jµ (4.39)
−
1
2 |h| δδ |h|
δ 2
δ jµ δ jµ +
1
2
δ 2
δ |h|2
δ 2
δ jµ5 δ j5µ
+
1
2 |h| δδ |h|
δ 2
δ jµ5 δ j5µ

δ ( jµ )δ ( jµ5 )δ (|h|2).
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In den Lagrangian (4.38) gehen nur die Gro¨ßen vµ , jµ und α als dynamische Felder
ein. Die Anwendung der Euler–Lagrange–Gleichung liefert somit den
Satz 30. Die (klassische) Felddynamik der in Termen von Eichinvarianten formulier-
ten QED in (3+ 1) Dimensionen ist gegeben durch den folgenden Satz von Feldglei-
chungen:
(∂ν (∂ [µ vν ]))=−e jµ , (4.40a)
(∂µ jµ5 )= 4m |h|sinα , (4.40b)
0=−evµ + 18 |h|2 
µαβ γ j5α (∂β jγ ) − ∂γ

1
8 |h|2 
αβ γ µ jα j5β

. (4.40c)
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Aus (4.40a) lesen wir direkt die Erhaltung des Vektorstromes
(∂µ jµ )= 0 (4.41)
ab. Fu¨r den masselosen Fall (m= 0) folgt, wie erwartet, aus (4.40b) auch die Erhaltung
des chiralen Stromes, d.h.
(∂µ jµ5 )= 0. (4.42)
Damit reproduzieren wir im Rahmen unseres reduzierten Modells auf klassischem
Niveau die erwarteten Erhaltungssa¨tze fu¨r den Vektorstrom und chiralen Strom. Im
na¨chsten Abschnitt werden wir sehen, wie der Erhaltungssatz des chiralen Stromes auf
Quantenniveau modifiziert wird und schließlich zur chiralen Anomalie fu¨hrt.
Analog zum Thirring–Modell ko¨nnen wir den Lagrangian (4.38) bzgl. des nichtdy-
namischen Feldes j5µ variieren. Dies liefert die folgende zusa¨tzliche Gleichung
0= 4 |h|2 (∂µ α )+ αβ γ δ ηβ µ jα (∂γ jδ ). (4.43)
Die Bemerkungen bzgl. der Rolle des nichtdynamischen Feldes |h|, zu denen wir bei
der Behandlung des Thirring–Modells gelangten (Abschnitt 3.7), u¨bertragen sich auch
auf den vorliegenden Fall der QED. Als “Parameterfeld” liefert es keine Feldgleichun-
gen oder zusa¨tzlichen Konsistenzrelationen, in Analogie zur Untersuchung der klassi-
schen Felddynamik im zweidimensionalen Fall.
4.7 Eektive Theorie der bosonisierten QED
Im reduzierten Funktionalintegral der QED (4.37) tritt, wie im Thirring–Modells, ein
singula¨rer Integralkern (4.39) auf, der fu¨r die weiteren Untersuchungen erst geeignet
behandelt werden muß. Die im Abschnitt 3.7 vorgeschlagene “Mittelungsprozedur”
ko¨nnen wir allerdings auch hier anwenden: Der Kern hat die allgemeine Struktur
K[ jµ , jµ5 , |h|2]= 116pi D

δ ( jµ )δ ( jµ5 )δ (|h|2)

, (4.44)
wobei
D :=

δ 2
δ jµ δ jµ
δ 2
δ jν δ jν +2
δ 2
δ jµ δ jµ
δ 2
δ jν5 δ j5ν
− 4 δ
2
δ jµ δ j5µ
δ 2
δ jν δ j5ν +
δ 2
δ jµ5 δ j5µ
δ 2
δ jν5 δ j5ν
+
1
16
δ 4
δ |h|4 +
1
8 |h| δ
3
δ |h|3 −
1
16 |h|2
δ 2
δ |h|2 +
1
16 |h|3
δ
δ |h| −
1
2
δ 2
δ |h|2
δ 2
δ jµ δ jµ
−
1
2 |h| δδ |h|
δ 2
δ jµ δ jµ +
1
2
δ 2
δ |h|2
δ 2
δ jµ5 δ j5µ
+
1
2 |h| δδ |h|
δ 2
δ jµ5 δ j5µ

einen Differentialoperator vierter Ordnung mit Funktionalableitungen nach jµ , jµ5 und|h| bezeichnet. Im Unterschied zum Thirring–Modell ist das Feld jµ im vorliegenden
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Fall jedoch dynamisch. Wie wir allerdings bereits bemerkten, ist die allgemeine Form
des Integralkerns unabha¨ngig von den dynamischen Eigenschaften des Ausgangsmo-
dells; vielmehr wird sie im Rahmen unserer Prozedur ausschließlich bestimmt durch
die Wahl der Invarianten. “Verschmieren” wir also, in Analogie zu Abschnitt 3.7, im In-
tegralkern die δ –Distributionen mit beliebigen, hinreichend glatten Funktionen gµj (x),
gµj5(x) und gh(x) und integrieren u¨ber diese Funktionen mit Momenten eines Gaußschen
Gewichtes, d.h.
δ ( jµ (x))δ ( jµ5 (x))δ (|h(x)|2)
−→
Z
dg jµ dg j5µ dgh δ ( jµ (x) − gµ (x))δ ( jµ5 (x) − gµj (x))δ (|h(x)|2 − gh(x))
×P(cµ j(x), gµ j5(x), gh(x))e

−
1
2α j g
µ
j (x)g jµ (x)− 12α j5
gµj5 (x)g j5µ (x)−
1
2αh
(gh(x))2

,
wobei
P(cµ j(x), gµ j5(x), gh(x))= ∑
l,nµ ,mν ≥0
∏
µ ,ν=0,1,2,3
anµ bmν cl (g jµ )nµ (g j5ν )mν (gh)l , (4.45)
anµ , bmν , cl 2C, eine unendliche Potenzreihe in g jµ (x), g j5µ (x) und gh(x) ist. Setzen wir
dies unter das Funktionalintegral ein und fordern
D
 
P(cµ j(x), gµ j5(x), gh(x))e
−
1
2α j g
µ
j (x)g jµ (x)− 12α j5
gµj5 (x)g j5µ (x)−
1
2αh
(gh(x))2
!
= ce
−
1
2α j g
µ
j (x)g jµ (x)−
1
2α j5
gµj5 (x)g j5µ (x)−
1
2αh
(gh(x))2
, (4.46)
dann erhalten wir eine Differentialgleichung fu¨r P(gµ j(x), gµ j5(x), gh(x)) und damit Be-
stimmungsgleichungen fu¨r die Koeffizienten anµ , bmν und cl . Diese Prozedur fu¨hrt, wie
im Falle des Thirring–Modells, lediglich zu einer Modifikation der (globalen) Normie-
rungskonstante und zur Einfu¨hrung einer Reihe von Parametern α j, α j5 und αh, die
spa¨ter durch (physikalische) Argumente spezifiziert werden. Wir haben somit:
ZQED
eff =N
Z
∏
x

dvµ d jµ d jµ5 d|h|2 dα
	
ei
R
d4xLQEDeff [vµ , jµ , jµ5 ,|h|,α ], (4.47)
mit der effektiven Lagrangedichte
L
QED
eff [vµ , jµ , jµ5 , |h|, α ]
=−
1
4(∂[µ vν ])2 − e jµ vµ + 12 jµ5 (∂µ α )+ 18 |h|2 αβ µγ jα j5β (∂µ jγ )
−
1
2α j j
µ jµ − 12α j5 j
µ
5 j5µ − 12αh |h|4 − 2m |h|cosα . (4.48)
Aus (4.48) erkennen wir, daß der chirale Strom j5µ nichtdynamisch in die Lagrange-
dichte eingeht. Einen a¨hnlichen Effekt konnten wir auch im Thirring–Modell beobach-
ten, was uns schließlich nach Ausintegration dieses Feldes zur endgu¨ltigen Form der
effektiven Theorie fu¨hrte. Im vorliegenden Fall liefert die (Gaußsche) Integration u¨ber
j5µ den folgenden
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Satz 31. Das Funktionalintegral der in Termen von bosonischen Eichinvarianten for-
mulierten effektiven QED in (3+1) Dimensionen hat die Gestalt
ZQED
eff =N
Z
∏
x

dvµ d jµ d|h|2 dα	ei
R
d4xLQEDeff [vµ , jµ ,|h|,α ] (4.49)
mit der effektiven Lagrangedichte
L
QED
eff [vµ , jµ , |h|, α ]=−14(∂[µ vν ])2 − e jµ vµ +
α j5
16 |h|2 
αµβ γ (∂µ α ) jα (∂β jγ )
+
α j5
128 |h|4 
αµβ γ
δ µρσ jα (∂β jγ ) jδ (∂ ρ jσ ) (4.50)
−
1
2α j j
µ jµ +
α j5
8 (∂ µ α )(∂µ α ) − 12αh |h|4 − 2m |h|cosα .
Wie aus der letzten Gleichung ersichtlich, tritt auch in der abgeleiteten effektiven
Form der QED ein zusa¨tzliches nichtdynamisches Feld |h| in Erscheinung. In Analogie
zu den Ergebnissen bei der Konstruktion einer effektiven Theorie des Thirring–Modells
in Abschnitt 3.7 kann dieses als Parameterfeld angesehen werden, u¨ber dessen Werte in
der gegebenen Formulierung integriert (“gemittelt”) wird. Prinzipiell kann dabei auch
im vorliegenden Fall eine Prozedur angegeben werden, die zur “Ausmittelung” dieses
Feldes und somit zur Ersetzung von |h| durch eine Konstante χ fu¨hrt3. Dies wird im Fal-
le der Berechnung der chiralen Anomalie in vier Dimensionen eine wesentliche Rolle
spielen.
Vergleichen wir in Gleichung (4.50) den Term proportional zu  mit dem entspre-
chenden Term im Lagrangian (4.38), dann lesen wir die bemerkenswerte Relation
(∂µ α )= 2α j5 j
5
µ (4.51)
ab. Dies ist, wie in der Einleitung angedeutet, die zur beru¨hmten “Bosonisierungsregel”
des Schwinger–Modells (3.66) a¨quivalente Relation fu¨r vier Dimensionen. Sie zeigt,
daß die Dynamik des chiralen Stromes wiederum vollsta¨ndig von den Ableitungen ei-
nes skalaren Feldes getragen wird. Analog zum Schwinger–Modell kann auch im Falle
der vorliegenden Formulierung der QED diese Beziehung physikalisch durch die Be-
rechnung konkreter Vakuumerwartungswerte und deren Vergleich mit bekannten Re-
sultaten motiviert werden.
Zum Abschluß dieses Abschnitts geben wir noch das erzeugende Funktionalinte-
gral durch die Einfu¨hrung a¨ußerer Quellen ζ µ , ξ µ und η µ fu¨r die entsprechenden Fel-
der (∂ µ α ), jµ und vµ an:
Z[ζ µ , ξ µ , η µ ]=N
Z
∏
x

dvµ d jµ d|h|2 dα 	ei
R
d4xL[ζ µ ,ξ µ ,η µ ;vµ , jµ ,|h|,α ] (4.52)
3Die Argumentation unterscheidet sich jedoch wegen der auftretenden Kopplungen proportional zu
1
|h|2 und
1
|h|4 im effektiven Lagrangian wesentlich vom Vorgehen im Falle des behandelten zweidimen-
sionalen Modells. Hier wird zuna¨chst eine effektive Theorie bzgl. des |h|–Feldes durch Entwicklung um
eine bestimmte “Grundkonfiguration” |h0| = χ0 des |h|–Feldes konstruiert. Die Beru¨cksichtigung von
Fluktuationen um diesen Grundzustand fu¨hrt dabei zu einer Modifikation der Konstanten χ0.
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mit
L
[ζ µ , ξ µ , η µ ;vµ , jµ , |h|, α ]
=−
1
4(∂[µ vν ])2 − e jµ vµ +
α j5
16 |h|2 
αµβ γ (∂µ α ) jα (∂β jγ )
+
α j5
128 |h|4 
αµβ γ
δ µρσ jα (∂β jγ ) jδ (∂ ρ jσ ) − 12α j j
µ jµ − 12αh |h|4
+
α j5
8 (∂ µ α )(∂µ α ) − 2m |h|cosα + ζ µ (∂µ α )+ ξ µ jµ +η µ vµ . (4.53)
4.8 Eine Diskussion des Strom{Strom{Wechselwir-
kungsquerschnittes
In diesem und dem na¨chsten Abschnitt wollen wir durch die Berechnung des Strom–
Strom–Wechselwirkungsquerschnittes < 0|T jµ (y1) jν (y2)|0 > und der chiralen Anoma-
lie wieder einen Schritt in Richtung einer physikalischen Auswertung der erhaltenen ef-
fektiven bosonisierten Formulierung der QED (Satz 31) gehen. Dabei werden wir uns
allerdings auf den masselosen Fall beschra¨nken.
Wir starten mit dem erzeugenden Funktional (4.52) und dem Lagrangian (4.53) fu¨r
m= 0. Dann ist der Strom–Strom–Propagator gegeben durch
< 0|T jµ (y1) jν (y2)|0 >
=
1
Z[0, 0, 0]
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) Z[ζ
µ
, ξ µ , η µ ]


ζ µ ,ξ µ ,η µ=0
=
1
Z[0, 0, 0]
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) Z[0, ξ
µ
, η µ ]


ξ µ ,η µ=0. (4.54)
Fu¨hren wir jetzt zur Vereinfachung der Schreibweise das Vektorfeld
Kµ [ jµ , |h|] := 1|h|2 αµβ γ jα (∂β jγ ) (4.55)
ein. Dies kann in einen logitudinalen Anteil Kµk und eine transversalen Anteil Kµ⊥ ent-
sprechend
Kµ [ jµ , |h|]=Kµk[ jµ , |h|]+Kµ⊥[ jµ , |h|] (4.56)
zerlegt werden, wobei Kµk[ jµ , |h|]= (∂ µ Kk[ jµ , |h|]) mit einem skalaren Feld Kk[ jµ , |h|]
und (∂µ Kµ⊥[ jµ , |h|])= 0. Damit la¨ßt sich zeigen, daß
Kµk[ jµ , |h|]= 1

∂ µ ∂ν Kν [ jµ , |h|], (4.57a)
Kµ⊥[ jµ , |h|]=Kµ [ jµ , |h|] − Kµk[ jµ , |h|]. (4.57b)
Setzen wir (4.55) in den Lagrangian (4.53) ein, dann ergibt sich unter Beachtung von
(4.56)
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L
[0, ξ µ , η µ ;vµ , jµ , |h|, α ]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
16 (∂µ α )Kµk[ jµ , |h|]+
α j5
128 K
µk[ jµ , |h|]Kkµ [ jµ , |h|]
+
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|] − 12α j jµ jµ − 12αh |h|4+
α j5
8 (∂ µ α )(∂µ α )
+ξ µ jµ +η µ vµ . (4.58)
Der Kopplungsterm
α j5
16 (∂µ α )Kµ⊥[ jµ , |h|] verschwindet dabei identisch, was man
leicht durch partielle Integration (unter Vernachla¨ssigung des Randterms) beweist.
Wir fu¨hren nun entsprechend
(∂ µ α 0)= (∂ µ α )+ 14α j5 K
µk[ jµ , |h|] (4.59)
ein neues Feld α 0 ein. Dieses ist explizit gegeben durch
α 0 = α + 14α j5
Kk[ jµ , |h|]. (4.60)
Damit nimmt der Lagrangian (4.58) die folgende Gestalt an:
L
[0, ξ µ , η µ ;vµ , jµ , |h|, α 0]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|]
−
1
2α j j
µ jµ − 12αh |h|4+
α j5
8 (∂ µ α 0)(∂µ α 0)+ ξ µ jµ +η µ vµ . (4.61)
Da die Transformation (4.60) das Integralmaß dα invariant la¨ßt, kann die Integration
u¨ber dα 0 trivial in die Normierungskonstante abgespalten werden, womit fu¨r (4.54)
folgt:
< 0|T jµ (y1) jν (y2)|0 >
=
1
Z[0, 0, 0]
Z
∏
x

dvµ d jµ d|h|2	
×
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) e
i
R
d4xL[0,ξ µ ,η µ ;vµ , jµ ,|h|]


ξ µ ,η µ=0, (4.62)
wobei
L
[0, ξ µ , η µ ;vµ , jµ , |h|]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|]
−
1
2α j j
µ jµ − 12αh |h|4+ ξ µ jµ +η µ vµ . (4.63)
Die weitere Auswertung bedarf wegen der im Lagrangian auftretenden Funktion
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|] des transversalen Anteils K⊥µ [ jµ , |h|] einiger gro¨ßerer Auf-
merksamkeit. Betrachten wir diesen komplizierten Wechselwirkungsterm zwischen
den Feldern jµ sowie dem nichtdynamischen Feld4 |h| zuna¨chst als “Sto¨rung” und spal-
ten ihn aus dem Lagrangian durch eine unendliche Potenzreihenentwicklung in den In-
tegralkern ab. Dann folgt
4Mit den Bemerkungen aus Abschnitt 4.7 kann dieses als “Parameterfeld” interpretierbare nichtdy-
namische Feld prinzipiell durch eine Konstante ersetzt werden.
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< 0|T jµ (y1) jν (y2)|0 >
=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d jµ d|h|2
×
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ jµ , |h|]K⊥µ [ jµ , |h|]
no
×
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) e
i
R
d4xL0[0,ξ µ ,η µ ;vµ , jµ ,|h|]


ξ µ ,η µ=0
=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d jµ d|h|2
×
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , |h|]K⊥µ [ δiδ ξ µ , |h|]
no
×
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) e
i
R
d4xL0[0,ξ µ ,η µ ;vµ , jµ ,|h|]


ξ µ ,η µ=0,
wobei
Z[0, 0, 0]=
Z
∏
x
n
dvµ d jµ d|h|2
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , |h|]K⊥µ [ δiδ ξ µ , |h|]
no
×ei
R
d4xL0[0,ξ µ ,η µ ;vµ , jµ ,|h|]


ξ µ ,η µ=0
und
L0[0, ξ µ , η µ ;vµ , jµ , |h|]
=−
1
4 (∂[µ vν ])2 − e jµ vµ − 12α j j
µ jµ − 12αh |h|4+ ξ µ jµ +η µ vµ .
Im letzten Schritt benutzten wir die Tatsache, daß der Integralkern aus einer poly-
nomialen Funktion des Vektorstromes jµ und dessen Ableitungen besteht und folg-
lich alle Felder jµ durch entsprechende Funktionalableitungen nach dem Quellenstrom
ξ µ ersetzt werden ko¨nnen. Damit kann die Gaußsche Integration u¨ber jµ ausgefu¨hrt
werden, wodurch wir erhalten
< 0|T jµ (y1) jν (y2)|0 >
=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d|h|2
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , |h|]K⊥µ [ δiδ ξ µ , |h|]
no
×
1
i2
δ
δ ξµ (y1)
δ
δ ξν (y2) e
i
R
d4xL0[0,ξ µ ,η µ ;vµ ,|h|]


ξ µ ,η µ=0 (4.64)
mit
Z[0, 0, 0]=
Z
∏
x
n
dvµ d|h|2
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , |h|]K⊥µ [ δiδ ξ µ , |h|]
no
×ei
R
d4xL0[0,ξ µ ,η µ ;vµ ,|h|]


ξ µ ,η µ=0
und
78 4 Die QED in Termen eichinvarianter Gro¨ßen
L0[0, ξ µ , η µ ;vµ , |h|]
=−
1
4 (∂[µ vν ])2+
e2 α j
2 v
µ vµ +
α j
2 ξ µ ξµ − 12αh |h|4 − α jevµ ξµ +η µ vµ . (4.65)
Wir erkennen aus (4.65), daß infolge der Kopplung zwischen jµ und vµ in (4.38) das
Kovektorfeld vµ (dynamisch) eine Masse m2v = α je2 erha¨lt. Einen a¨hnlichen dyna-
mischen Higgs–Mechanismus beobachteten wir im Thirring–Modell (siehe Abschnitt
3.7). Im Unterschied zum zweidimensionalen Fall bleibt allerdings vµ aufgrund der feh-
lenden Entartung in vier Dimensionen ( jµ und j5µ sind unabha¨ngige Felder) massiv (sie-
he Diskussion im Abschnitt 3.9). Wir haben also im Rahmen unserer Reduktionsproze-
dur eine effektive Feldtheorie eines massiven Spin–1–Teilchens erhalten, welches die
Rolle des urspru¨nglichen eichabha¨ngigen Eichfeldes Aµ u¨bernimmt.
Um nun den entstandenen Ausdruck (4.64) weiter zu behandeln, fu¨hren wir die
Funktionalableitungen nach ξ µ aus. Dies liefert
< 0|T jµ (y1) jν (y2)|0 >
=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d|h|2
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[vµ , |h|]K⊥µ [vµ , |h|]
no
×

α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2)

×ei
R
d4xL0[0,0,η µ ;vµ ,|h|]



η µ=0
=
1
Z[0]
Z
∏
x

dvµ d|h|2	
×

α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2)

×ei
R
d4xL[η µ ;vµ ,|h|]

η µ=0
 < α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2) > . (4.66)
Hier ist
Z[0]=
Z
∏
x

dvµ d|h|2	ei
R
d4xL[0;vµ ,|h|]
und
L
[η µ ;vµ , |h|]
=−
1
4 (∂[µ vν ])2+ m
2
v
2 v
µ vµ +
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|] − 12αh |h|4+η µ vµ . (4.67)
Im letzten Schritt bei der Ableitung von (4.66) wurde die formale Potenzreihe im Inte-
gralkern wieder aufsummiert, was zu einem zusa¨tzlichen Beitrag im Lagrangian (4.67)
der Gestalt
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|] fu¨hrt.
Damit ko¨nnen wir das folgende Ergebnis formulieren:
Satz 32. Der Strom–Strom–Wechselwirkungsquerschnitt < 0|T jµ (x) jν (y)|0 > fu¨r die
masselose QED ist gegeben durch den Erwartungswert
< 0|T jµ (y1) jν (y2)|0 >=< α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2) > (4.68)
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bezu¨glich des Funktionalmaßes ∏x

dvµ d|h|2	ei
R
d4xL[vµ ,|h|] mit dem Lagrangian
L
[vµ , |h|]= −14 (∂[µ vν ])2+ m
2
v
2 v
µ vµ +
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|] − 12αh |h|4. (4.69)
Es ist nun mo¨glich, dieses Ergebnis weiter auszuwerten. Wie eine Analyse des
nichtlokalen Selbstwechselwirkungsterms
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|] des Feldes vµ im
Lagrangian zeigt, ist dieser von der Ordnung e4. Eine formale Reihenentwicklung die-
ses Anteils in den Integralkern liefert somit eine Potenzreihe in e4 um eine freie Theorie
des massiven Spin–1–Feldes vµ . Beschra¨nken wir uns auf den Beitrag niedrigster Ord-
nung, dann vereinfacht sich (4.66) zu
< 0|T jµ (y1) jν (y2)|0 >0
=
1
Z[0]
Z
∏
x

dvµ d|h|2	
×

α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2)

ei
R
d4xL0[η µ ;vµ ,|h|]

η µ=0
mit Z[0]= R ∏x

dvµ d|h|2	ei
R
d4xL0[0;vµ ,|h|] und dem (freien) Lagrangian
L0[η µ ;vµ , |h|]= −14 (∂[µ vν ])2+ m
2
v
2 v
µ vµ −
1
2αh |h|4+η µ vµ .
Die Integration u¨ber |h| entkoppelt damit, wodurch sie trivial in die Normierungskon-
stante abgespalten werden kann. Wir erhalten
< 0|T jµ (y1) jν (y2)|0 >0
=
1
Z[0]
Z
∏
x

dvµ
	
×

α j η µν δ 4(y1 − y2)+m2vα j vµ (y1)vν (y2)

ei
R
d4xL0[η µ ;vµ ]

η µ=0
=
1
Z[0]
Z
∏
x

dvµ
	
×

α j η µν δ 4(y1 − y2)+m2vα j
δ
δ ηµ (y1)
δ
δ ην (y2)

ei
R
d4xL0[η µ ;vµ ]

η µ=0,
wobei Z[0]= R ∏x

dvµ
	
ei
R
d4xL0[0;vµ ] und
L0[η µ ;vµ ]= −14 (∂[µ vν ])2+ m
2
v
2 v
µ vµ +η µ vµ = −12 vµ D
µ
ν v
ν
+η µ vµ
mit Dν µ := ∂ ν ∂µ − δ νµ ∂ σ ∂σ − m2v δ νµ .
Fu¨hren wir jetzt ein neues Feld v0µ entsprechend
vµ
0(x) := vµ (x)+
Z
d4yη ν (y)(D−1)µ ν (x − y),
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ein, wobei (D−1)µ ν (x − y) als Propagator des massiven Kovektorfeldes vµ definiert ist
u¨ber
Dµ α (D−1)α ν (x − y)=−δ 4(x − y)δ µν ,
dann entkoppelt die resultierende Integration u¨ber v0µ und wir erhalten:
< 0|T jµ (y1) jν (y2)|0 >0
=

α j η µν δ 4(y1 − y2)+m2vα j
δ
δ ηµ (y1)
δ
δ ην (y2)

×ei
R
d4xd4y

−ην (x) (D−1)ν µ (x−y)η µ (y)
	


η µ=0. (4.70)
Mit
(D−1)µ ν (x − y)= ∂
µ ∂ν+m2v δ µν
m2v (m2v+) δ
4(x − y) (4.71)
erhalten wir daraus nach Ausfu¨hrung der Funktionalableitungen schließlich
< 0|T jµ (y1) jν (y2)|0 >0= α j η µν δ 4(y1 − y2) − α j ∂ µ ∂ ν+m2v η µνm2v+ δ
4(y1 − y2).
Damit ko¨nnen wir das folgende Korollar formulieren:
Korollar 33. Der Strom–Strom–Wechselwirkungsquerschnitt fu¨r die masselose QED
ist in niedrigster Ordnung (im Sinne der oben eingefu¨hrten Sto¨rungsreihe) gegeben
durch
< 0|T jµ (y1) jν (y2)|0 >0= α j η µν −∂ µ ∂ νm2v+ δ
4(y1 − y2). (4.72)
Nehmen wir die Fouriertransformierte, dann folgt aus (4.72) fu¨r den Strom–Strom–
Propagator in niedrigster Ordnung im Impulsraum
∏µν0 (p)=F < 0|T jµ (y1) jν (y2)|0 >0= (pµ pν − η µν p2)T(p2) (4.73)
mit T(p2) := α j
m2v−p2
. Dieses Ergebnis hat die erwartete Lorentz–Struktur und wir erhal-
ten daraus die Identita¨t pµ ∏µν0 (p)  0, d.h. unser Ergebnis erfu¨llt in niedrigster Ord-
nung explizit die vektorielle Ward–Identita¨t.
An dieser Stelle sind einige Bemerkungen zur Interpretation des obigen Ergebnisses
angebracht. Wie aus (4.68) ersichtlich, werden wir im Rahmen unserer Vorgehensweise
auf die Theorie eines massiven Spin–1–Feldes vµ mit nichttrivialer Selbstwechselwir-
kung (eine Betrachtung des “Parameterfeldes” |h| wird zuna¨chst ausgeklammert), ge-
geben durch
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|], gefu¨hrt. Diese ist von der Ordnung e4, was eine
Entwicklung um die freie Theorie erlaubt. Die so entstehende “Sto¨rungsreihe” unter-
scheidet sich jedoch wesentlich von den u¨blichen sto¨rungstheoretischen Ansa¨tzen. Zum
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einen fu¨hrt die speziellen Struktur der effektiven Theorie mit ihren Kopplungen zwi-
schen den Feldern u¨ber einen dynamischen Higgs–Mechanismus zu einer effektiven
Masse des vµ –Feldes. Damit werden automatisch Infrarot–Probleme, mit denen man
in der urspru¨nglichen Theorie konfrontiert wird, umgangen.
Andererseits ist aber die Masse des Feldes vµ gegeben durch m2v = α je2, wodurch
der Propagator dieses Feldes (4.71) explizit von e abha¨ngig wird. Dies fu¨hrt auf ei-
ne “Vermischung” der Beitra¨ge verschiedener Ordnungen im Vergleich zur u¨blichen
Sto¨rungsreihe. Dieser “Effekt” kann bereits an den im Korollar 33 formulierten Resul-
tat beobachtet werden: Entwickeln wir das Ergebnis (4.72) — welches die niedrigste
Ordnung im Sinne der oben definierten Sto¨rungsreihe repra¨sentiert — um m2v  0 (was
einer Reihenentwicklung in e2 entspricht), dann erhalten wir Beitra¨ge in jeder Ordnung
von e2. Es liegt die Interpretation nahe, daß im Rahmen unserer effektiven Theorie
bestimmte Quantenkorrekturen aus verschiedenen Ordnungen “aufsummiert” werden,
und so zu einer effektiven (“dynamischen”) Masse des die Wechselwirkung vermitteln-
den Feldes vµ fu¨hren. Dies resultiert schließlich in einer Modifikation der bekannten
Sto¨rungsreihe, weshalb ein direkter Vergleich zwischen dieser und den oben abgelei-
teten Ergebnissen nicht direkt mo¨glich ist. Ein Vergleich wird auch durch die Proble-
me bei der analytischen Behandlung der Beitra¨ge ho¨herer Ordnung bzgl. des Wechsel-
wirkungsterms
α j5
128 K
µ⊥[vµ , |h|]K⊥µ [vµ , |h|] erschwert. Es besteht jedoch die Hoffnung,
durch die Verwendung bestimmter numerischer Verfahren, z.B. Gitterapproximationen,
tiefer in diesen interessanten Aspekt unserer effektiven Formulierung vorzustoßen.
Die eben gemachten Bemerkungen u¨bertragen sich auch auf den massiven Fall.
In Analogie zu den behandelten zweidimensionalen Fa¨llen (siehe Anhang B) tritt bei
Beru¨cksichtigung des kompletten Massenterms −2m |h| cosα in den Ergebnissen for-
mal eine weitere Potenzreihe in m auf, die nach geeigneter Behandlung zu einem
zusa¨tzlichen effektiven Beitrag im Lagrangian fu¨hrt. Eine genaue Analyse scheitert al-
lerdings wiederum an Problemen bei der anaytischen Auswertung der entsprechenden
Terme. Auch hier ko¨nnten numerische Verfahren den Weg zu einem tieferen Versta¨nd-
nis dieses interessanten Pha¨nomens ebnen.
4.9 Erste Schritte bei der Behandlung der chiralen
Anomalie
Im abschließenden Teil dieses Kapitels wollen wir noch kurz auf erste Ansa¨tze und Er-
gebnisse bei der Behandlung der chiralen Anomalie in vier Dimensionen im Rahmen
unserer effektiven Formulierung der QED eingehen. Dabei beschra¨nken wir uns wie-
derum nur auf den masselosen Fall.
Zuvor wollen wir jedoch einige prinzipielle Bemerkungen zu den Ward–Identita¨ten
machen. Der effektiven bosonisierten Lagrangian (4.50) ist symmetrisch bezu¨glich der
Ersetzung vµ −→ −vµ , jµ −→ − jµ . Dies fu¨hrt sofort zum Ergebnis, daß der Erwartungs-
wert des Vektorstromes < jµ > identisch verschwindet. Damit ist die vektorielle Ward–
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Identita¨t identisch erfu¨llt. Eine entsprechende Argumentation fu¨r den Erwartungswert
< ∂µ α >, welcher infolge der “Bosonisierungsregel” (4.51) zur chiralen Anomalie und
damit zur axialen Ward–Identita¨t fu¨hrt, schla¨gt allerdings fehl — in ¨Ubereinstimmung
mit der Tatsache, daß im betrachteten Modell die chirale Anomalie nicht verschwindet.
Mit den Ergebnissen aus den Abschnitten 3.8 und 3.9 sollte nun die chirale Ano-
malie < ∂µ jµ5 >, mit Blick auf Gleichung (4.51), durch die partielle Ableitung des Va-
kuumerwartungswertes < ∂µ α (y) > gegeben sein. Genauer,
< ∂µ jµ5 >  <
α j5
2 (∂µ ∂ µ α (y)) >
=
1
Z[0, 0, 0]
α j5
2i

∂µ
δ
δ ζµ (y)

Z[ζ µ , ξ µ , η µ ]


ζ µ ,ξ µ ,η µ=0 (4.74)
mit Z[ζ µ , ξ µ , η µ ] gegeben durch (4.52) undL[ζ µ , ξ µ , η µ ;vµ , jµ , |h|, α ] gegeben durch
(4.53) fu¨r m= 0.
Folgen wir nun den bei der Berechnung des Strom–Strom–Wechselwirkungsquer-
schnittes beschrittenen Weg und fu¨hren entsprechend (4.55) das Vektorfeld Kµ [ jµ , |h|]
ein. Dies liefert fu¨r den Lagrangian:
L
[0, ξ µ , η µ ;vµ , jµ , |h|, α ]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
16 (∂µ α )Kµk[ jµ , |h|]+
α j5
128 K
µk[ jµ , |h|]Kkµ [ jµ , |h|]
+
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|] − 12α j jµ jµ − 12αh |h|4+
α j5
8 (∂ µ α )(∂µ α )
+ζ µ (∂µ α )+ ξ µ jµ +η µ vµ . (4.75)
Jetzt definieren wir u¨ber
(∂ µ α 0)= (∂ µ α )+ 4α j5 ζ
µ
+
1
4α j5
Kµk[ jµ , |h|] (4.76)
ein neues Feld
α 0 = α + 4α j5
ζ + 14α j5 K
k[ jµ , |h|]. (4.77)
Dabei wa¨hlten wir den a¨ußeren Quellenstrom ζ µ longitudinal, d.h. ζ µ := (∂ µ ζ ), wo-
bei ζ ein beliebiges Skalarfeld bezeichnet. Daru¨ber hinaus benutzten wir die Tatsache,
daß fu¨r den longitudinalen Anteil Kµk[ jµ , |h|]= (∂ µ Kk[ jµ , |h|]) gilt. Damit nimmt der
Lagrangian die folgende Form an:
L
[ζ µ , ξ µ , η µ ;vµ , jµ , |h|, α 0]
=−
1
4(∂[µ vν ])2 − e jµ vµ − 14α j5 ζµ K
µk[ jµ , |h|]+ α j5128 Kµ⊥[ jµ , |h|]K⊥µ [ jµ , |h|]
−
1
2α j j
µ jµ − 12αh |h|4 − 2α j5 ζµ ζ
µ
+
α j5
8 (∂ µ α 0)(∂µ α 0)+ ξ µ jµ +η µ vµ .
Nach Ausfu¨hrung der Funktionalableitung bzgl. ζ µ erhalten wir damit:
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<
α j5
2 (∂µ ∂ µ α (y)) >
=
1
Z[0, 0, 0]
Z
∏
x

dvµ d jµ d|h|2	

−
1
8 ∂µ (Kµk[ jµ (y), |h(y)|]+4ζ µ (y))

×ei
R
d4xL[ζ µ ,ξ µ ,0;vµ , jµ ,|h|]


ζ µ ,ξ µ=0
=
1
Z[0, 0, 0]
Z
∏
x

dvµ d jµ d|h|2	  − 18 ∂µ
  1

∂ µ ∂ν Kν [ jµ (y), |h(y)|]
×ei
R
d4xL[0,ξ µ ,0;vµ , jµ ,|h|]


ξ µ=0
wobei
L
[0, ξ µ , 0;vµ , jµ , |h|]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
128 K
µ⊥[ jµ , |h|]K⊥µ [ jµ , |h|] − 12α j jµ jµ − 12αh |h|4+ ξ µ jµ .
Eine weitere Auswertung bedarf wegen der expliziten Abha¨ngigkeit des Integran-
den Kν [ jµ (y), |h(y)|] von |h| einer na¨heren Betrachtung. Folgen wir den Bemerkungen
am Ende des Abschnitts 4.7 u¨ber die Rolle von |h| im Rahmen unserer effektiven For-
mulierung, so ko¨nnen wir dieses “Parameterfeld” in erster Na¨herung durch eine Kon-
stante χ0 ersetzen. Dies fu¨hrt auf
<
α j5
2 (∂µ ∂ µ α (y)) >
=
1
Z[0, 0, 0]
Z
∏
x

dvµ d jµ
	  
−
1
8 ∂µ
  1

∂ µ ∂ν Kν [ jµ (y), χ0]

×ei
R
d4xL[0,ξ µ ,0;vµ , jµ ]


ξ µ=0
=
1
Z[0, 0, 0]
Z
∏
x

dvµ d jµ
	
×

−
1
8χ 20

δ µσξ (∂µ jδ (y))(∂σ jξ (y))

ei
R
d4xL[0,ξ µ ,0;vµ , jµ ]


ξ µ=0,
(4.78)
mit
L
[0, ξ µ , 0;vµ , jµ ]
=−
1
4 (∂[µ vν ])2 − e jµ vµ +
α j5
128 K
µ⊥[ jµ , χ0]K⊥µ [ jµ , χ0] − 12α j j
µ jµ + ξ µ jµ .
Folgen wir jetzt der Argumentation bei der Behandlung des nichttrivialen Kopp-
lungsterms
α j5
128 K
µ⊥[ jµ , χ0]K⊥µ [ jµ , χ0] im Lagrangian, dann kann (4.78) weiter ausge-
wertet werden:
<
α j5
2 (∂µ ∂ µ α (y)) >
=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d jµ
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ jµ , χ0]K⊥µ [ jµ , χ0]
no
×

−
1
8χ 20

δ µσξ (∂µ jδ (y))(∂σ jξ (y))

ei
R
d4xL0[0,ξ µ ,0;vµ , jµ ]


ξ µ=0
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=
1
Z[0, 0, 0]
Z
∏
x
n
dvµ d jµ
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , χ0]K⊥µ [ δiδ ξ µ , χ0]
no
×

−
1
8i2 χ 20

δ µσξ  ∂µ
δ
δ ξ δ (y)
 
∂σ
δ
δ ξ ξ (y)


×ei
R
d4xL0[0,ξ µ ,0;vµ , jµ ]


ξ µ=0,
wobei
Z[0, 0, 0]
=
Z
∏
x
n
dvµ d jµ
∞∑
n=0
1
n!
α j5
128
n 
Kµ⊥[ δiδ ξ µ , χ0]K⊥µ [ δiδ ξ µ , χ0]
no
×ei
R
d4xL0[0,ξ µ ,0;vµ , jµ ]


ξ µ=0
und
L0[0, ξ µ , η µ ;vµ , jµ ]= −14 (∂[µ vν ])2 − e jµ vµ − 12α j jµ jµ − 12αh |h|4+ ξ µ jµ .
Die Ausfu¨hrung der Gaußsche Integration bzgl. jµ sowie der Funktionalableitungen
nach ξ µ und Aufsummation des nichttrivialen Maßbeitrages liefern
<
α j5
2 (∂µ ∂ µ α (y)) >
=
e2α 2j
8χ 20

µναβ 1
Z0
Z
∏
x

dvµ
	 (∂[µ vν ](y))(∂[α vβ ](y))ei
R
d4xL[vµ ]
=
e2α 2j
8χ 20

µναβ < (∂[µ vν ](y))(∂[α vβ ](y)) > (4.79)
mit Z[0]= R ∏x

dvµ
	
ei
R
d4xL[vµ ] und
L
[vµ ]= −14 (∂[µ vν ])2+ m
2
v
2 v
µ vµ +
α j5
128 K
µ⊥[vµ , χ0]K⊥µ [vµ , χ0]. (4.80)
Mit Fµν := (∂[µ vν ]) ko¨nnen wir schließlich das folgende Ergebnis formulieren:
Satz 34. Die chirale Anomalie in der masselosen QED in (3+1) Dimensionen ist ge-
geben durch den Erwartungswert
<
α j5
2 (∂µ ∂ µ α (y)) >=
e2α 2j
8χ 20

µναβ < Fµν Fαβ > (4.81)
bezu¨glich des Funktionalmaßes ∏x

dvµ
	
ei
R
d4xL[vµ ] mit dem Lagrangian
L
[vµ ]= −14 (∂[µ vν ])2+ m
2
v
2 v
µ vµ +
α j5
128 K
µ⊥[vµ , χ0]K⊥µ [vµ , χ0]. (4.82)
Betrachten wir das Feld vµ zuna¨chst als a¨ußeres Feld, dann folgt aus (4.79) bzw.
(4.81) direkt das
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Korollar 35. Ist vµ ein a¨ußeres Feld, dann ist die chirale Anomalie gegeben durch
<
α j5
2 (∂µ ∂ µ α (y)) >v=
e2α 2j
8χ 20

µναβ Fµν Fαβ , (4.83)
wobei Fµν := (∂[µ vν ]) den elektromagnetischen Feldsta¨rketensor bezeichnet (siehe
klassische Feldgleichung (4.40a)).
Mit einer Fixierung des Vorfaktors entsprechend
α 2j
χ 20
=
1
2pi 2 , (4.84)
wird das bekannte Resultat (siehe z.B. [131, 139–142]) reproduziert, d.h.
< ∂ µ j5µ (y)) >v<
α j5
2 (∂µ ∂ µ α (y)) >v= e
2
16pi 2 
µναβ Fµν Fαβ (4.85)
Betrachten wir das Feld vµ als Quantenfeld, dann ist eine Auswertung des im Satz
34 formulierten Ergebnisses auf die im letzten Abschnitt angedeutete Art und Weise
mo¨glich. Wie eine strukturelle Analyse zeigt, werden wir wieder auf eine “Sto¨rungs-
reihe” in e2 gefu¨hrt, deren ho¨here Beitra¨ge allerdings nicht identisch verschwinden.
Dies steht auf den ersten Blick im Widerspruck zu den bekannten Resultaten, da ex-
plizit gezeigt werden konnte (z.B. [136]), daß zur chiralen Anomalie in vier Dimen-
sionen nur Graphen niedrigster Ordnung beitragen. Mit der im letzten Abschnitt ge-
gebenen Interpretation des vµ –Feldes als Spin–1–Feld, welches durch Quantenkorrek-
turen ho¨herer Ordnung (dynamisch) eine Masse erha¨lt, ist jedoch eine Auflo¨sung die-
ses Widerspruchs (zumindest auf strukturellem Niveau) mo¨glich: Die Quantenkorrek-
turen, die sich das vµ –Feld aus der gewo¨hnlichen Sto¨rungsreihe “borgt” und damit
zu seiner Masse fu¨hren, mu¨ssen geeignet “kompensiert” werden, was zu Beitra¨gen
ho¨herer Ordnung im Ergebnis fu¨r die chirale Anomalie fu¨hrt. Eine genauere Analyse
dieses interessanten Pha¨nomens scheitert jedoch, a¨hnlich wie die des Strom–Strom–
Wechselwirkungsquerschnittes, an Problemen bei der analytischen Behandlung der
entsprechenden Ausdru¨cke. Auch hier ko¨nnten numerische Verfahren tiefere Einblicke
liefern.
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5. Die One{Flavour QCD in
Termen eichinvarianter Gro¨ßen
5.1 Einfu¨hrung
Im abschließenden Teil der vorliegenden Dissertation soll gezeigt werden, daß die in
den vorangegangenen Abschnitten gewonnenen Erkenntnisse auch auf den Fall nichta-
belscher Quanteneichfeldtheorien angewandt werden ko¨nnen. Genauer gesagt wird es
unser Ziel sein, eine eichinvariante Formulierung der One–Flavour QCD in (3+1) Di-
mensionen im Rahmen unserer Reduktionsprozedur zu erhalten (siehe auch [57–59]).
Zu diesem Zweck werden wir der weiteren Behandlung wiederum eine Beschrei-
bung der durch die eichinvarianten Differentialformen — gebildet aus den urspru¨ng-
lichen antikommutierenden Materiefeldern (Quarks) und bosonischen Eichfeldern
(Gluonen) — aufgespannten Differentialalgebra voranstellen (Abschnitt 5.3). Relatio-
nen zwischen den Elementen dieser Algebra (Abschnitt 5.4) liefern dann schließlich
die notwendigen Mittel, um im Abschnitt 5.5 unter den Funktionalintegral den Lag-
rangian in Termen der eichabha¨ngigen Feldkonfiguration durch eichinvariante Felder
zu ersetzen, und so zu einer effektiven Form der betrachteten QCD zu kommen. Wie
sich zeigen wird, ist eine Formulierung in Termen von rein bosonischen Invarianten
— genauer einem Feld bilinear in den urspru¨nglichen Quark– und Antiquarkfeldern
(Mesonen) und einem komplexwertigen Kovektorfeld, welches bilinear in Quarks, An-
tiquarks und deren kovarianten Ableitungen ist und an die Stelle des urspru¨nglichen
Eichfeldes (Gluonenfeldes) tritt — mo¨glich, weshalb wir wiederum von einer “Boso-
nisierung” sprechen ko¨nnen. Daru¨berhinaus liefert eine naive Abza¨hlung der Freiheits-
grade eine ¨Ubereinstimmung mit der urspru¨nglichen (eichabha¨ngigen) Feldkonfigura-
tion (unter Beachtung der Eichfreiheit). Allerdings ist der entstehende Ausdruck fu¨r die
in Termen von Invarianten formulierte effektive Lagrangedichte ho¨chst nichtlinear, was
eine weitere Behandlung im Sinne der in den vorangegangenen Kapiteln behandelten
abelschen Modelle erheblich erschwert. Die vorgeschlagene Formulierung kann des-
halb nur als eine Mo¨glichkeit einer effektiven Form der One–Flavour QCD angesehen
werden.
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5.2 Die One{Flavour QCD
Die (klassische) Feldkonfiguration der One–Flavour QCD ist gegeben durch ein
SU(3)–Eichpotential Aµ AB und ein vierkomponentiges Quarkfeld (Bispinorfeld) ψ aA,
wobei A, B, . . .=1, 2, 3 Color–Indizes, µ , ν , . . .= 0, . . . , 3 Raum–Zeit Indizes im vierdi-
mensionalen Minkowski–RaumM und a, b, . . .= 1, 2, ˙1, ˙2 Bispinorindizes (siehe auch
Anhang A.2) bezeichnen. In differentialgeometrischer Sprechweise repra¨sentiert Aµ AB
eine Zusammenhangsform in einem Hauptfaserbu¨ndel P(M, SU(3), ρ , pi ) u¨berM mit
Strukturgruppe SU(3). Das Bispinorfeld ψ aA ist ein Schnitt im assoziierten Bu¨ndel ˜E =
E ×SL(2,C)×SU(3) F, wobei E das Hauptfaserbu¨ndel mit der Strukturgruppe SL(2,C) ×
SU(3) u¨berM ist und F=C4 ⊗C3 die typische Faser bezeichnet. Dabei wirkt SL(2,C)
auf C4 undC3 tra¨gt die fundamentale Darstellung der Eichgruppe SU(3).
Das Bispinorfeld kann dargestellt werden als ein Paar von Color–Indizes tragenden
Weyl Spinoren:
ψ aA =
 φ KA
ϕ
˙KA


0
B
B
@
φ 1A
φ 2A
ϕ
˙1A
ϕ
˙2A
1
C
C
A
, (5.1)
wobei K, L, . . . = 1, 2 wiederum Spinorindizes bezeichnen. Die Spinorfelder ψ aA
antikommutieren und spannen so (punktweise) eine durch 24 Elemente erzeugte
Grassmann–Algebra auf.
Das Funktionalintegral der One–Flavour QCD ist gegeben durch
ZQCD =
Z
∏
x

dAµ dψ dψ ∗
	
ei
R
d4xLQCD[Aµ ,ψ ,ψ ∗] (5.2)
mit der Lagrangedichte
L
QCD[Aµ , ψ , ψ ∗]
=L
QCD
gauge+L
QCD
mat
=−
1
8Fµν A
BFµν B
A
− mψ a∗A βab gAB ψ bB − Im
h
ψ a∗A βab (γ µ )bc gAB (Dµ ψ cB)
i
. (5.3)
Dabei bezeichnen
Fµν A
B
= ∂µ Aν AB − ∂ν Aµ AB+ ig [Aµ , Aν ]AB, (5.4a)
Dµ ψ aA = ∂µ ψ aA+ igAµ AB ψ aB (5.4b)
den Feldsta¨rketensor bzw. die kovariante Ableitung. Die Metriken im Color–Raum
bzw. Bispinor–Raum sind gegeben durch gAB bzw. βab und
 
γ µ
b
c
sind die Dirac–
Matrizen (siehe Anhang A.2 fu¨r einen ¨Uberblick u¨ber die verwendeten Konventionen).
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5.3 Die Algebra der eichinvarianten Dierentialfor-
men fu¨r die QCD
Zu Beginn unserer Prozedur steht wieder die Analyse der durch die eichinvarianten
Differentialformen aufgespannten Algebra. Nach einem klassischen Satz von H. Weyl
[143] gibt es nur zwei Tensoren im Color–Raum, welche zur Konstruktion von Eich-
invarianten herangezogen werden ko¨nnen: das vollsta¨ndig antisymmetrische Symbol

ABC und die Hermitesche Metrik gAB. In [143] kann man eine vollsta¨ndige Liste al-
ler aus ABC und gAB gebildeten invarianten Tensoren finden. Diese erha¨lt man aus den
folgenden drei Relationen und deren Kontraktionen:

∗ABC

DEF
= gAD gBE gCF+gAF gBD gCE+gAE gBF gCD
−gAF gBE gCD − gAE gBD gCF − gAD gBF gCE , (5.5a)

ABC gEF = ABF gEC+ BCF gEA+ CAF gEB, (5.5b)

∗ABC gEF =  ∗ABE gCF+  ∗BCE gBF+  ∗CAE gAF. (5.5c)
Damit ko¨nnen wir folgende invariante Differentialformen definieren:
Definition 36. Sei
J
ab(i, j) := g
AB (Di ψ aA∗) • (Dj ψ bB), (5.6)
wobei i, j = 0, . . . , 4 mit 0 ≤ i+ j ≤ 4 und Diψ aA  ψ aA fu¨r i= 0.
Offensichtlich sind alle Eichinvarianten gebildet aus Quark–Antiquark–Paaren (in
niedrigster Na¨herung interpretierbar als Mesonen) Kombinationen dieser Gro¨ßen. In
lokalen Koordinaten haben wir:
J
ab(i, j) = g
AB (Dµ1 ...Dµi ψ aA∗) (Dµi+1 ...Dµi+ j ψ bB)dxµ1 ∧ ... ∧ dxµi+ j . (5.7)
Weiterhin definieren wir
Definition 37. Sei
X
abc(i, j,k) := 
ABC (Di ψ aA) • (Dj ψ bB) • (Dk ψ cC), (5.8)
mit i, j, k= 0, . . . , 4 und 0 ≤ i+ j+ k ≤ 4.
Alle aus drei Quarks bzw. Antiquarks und ABC gebildeten eichinvarianten For-
men (in niedrigster Na¨herung interpretierbar als Baryonen) sind Kombinationen dieser
Gro¨ßen. In lokalen Koordinaten haben wir entsprechend
X
abc(i, j,k)= 
ABC (Dµ1...Dµi ψ aA) (Dµi+1 ...Dµi+ j ψ bB) (Dµi+ j+1 ...Dµi+ j+k ψ cC)
×dxµ1 ∧ ... ∧ dxµi+ j+k. (5.9)
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Es ist leicht zu zeigen, daß unter komplexer Konjugation die (i+ j)–Formen J ab(i, j)
folgende Identita¨t erfu¨llen
 
J
ab(i, j)
∗
=
(
−1)i jJ ba( j,i). (5.10)
Damit ist zum Beispiel die 0–Form J ab(0,0), die spa¨ter eine wichtige Rolle spielen wird,
ein (kommutierendes) Hermitesches Feld vom Rang zwei in der Grassmann–Algebra.
Die 0–Formen X abc(0,0,0) und X abc∗(0,0,0) sind vom Rang drei in der Grassmann–Algebra
und damit antikommutierend. Wegen der Antisymmetrie des –Tensors erfu¨llen die (i+
j+ k)–Formen X abc(i, j,k) folgenden Relationen:
X
abc
(i, j,k)= (−1)i jX bac( j,i,k) = (−1) jkX acb(i,k, j) = (−1)i j+ikX bca( j,k,i)
=
(
−1)ik+ jkX cab(k,i, j) = (−1)i j+ik+ jkX cba(k, j,i). (5.11)
Definition 38. Die ∗-Algebra AQCD der eichinvarianten Grassmann–Algebra–
wertigen Differentialformen der One–Flavour–Chromodynamik ist die Algebra
erzeugt durch den Satz {J ab(i, j),X abc(i, j,k)}.
Wegen der trivialen Wirkung der SU(3) auf Invarianten wird die kovariante Ablei-
tung von Elementen aus AQCD wieder zur gewo¨hnlichen a¨ußeren Ableitung d. Damit
erha¨lt AQCD automatisch die Struktur einer Z2–graduierten differentiellen ∗-Algebra.
Satz 39. Die Generatoren der AlgebraAQCD erfu¨llen folgende Relationen
X
abc∗(i, j,k) • X
de f
(l,m,n) = (−1)l j+lk+mkJ ad(i,l) •J be( j,m) •J c f(k,n)
+
(
−1)k(n+l)+n( j+l+m)J a f(i,n) •J bd( j,l) •J ce(k,m)
+
(
−1)n(k+l)+m( j+l+k)J ae(i,m) •J b f( j,n) •J cd(k,l) (5.12a)
+
(
−1)(n+m)(k+l)+n( j+m)J a f(i,n) •J be( j,m) •J cd(k,l)
+
(
−1)l(k+m)+m( j+k)J ae(i,m) •J bd( j,l) •J c f(k,n)
+
(
−1)l( j+k)+n(k+m)J ad(i,l) •J b f( j,n) •J ce(k,m),
X
abc(i, j,k) • J
de(m,n)= (−1)1+nk+nm+kmX abe(i, j,n) •J dc(m,k)
+
(
−1)1+k(i+ j)+n(m+ j)+m jX cae(k,i,n) •J db(m, j) (5.12b)
+
(
−1)1+i( j+k)+n(i+m)+imX bce( j,k,n) •J da(m,i).
Beweis: Zuna¨chst bemerken wir, daß
X
abc∗(i, j,k) = −
∗ABC (Di ψ aA∗) • (Dj ψ bB
∗) • (Dk ψ cC∗). (5.13)
Der Beweis der im Satz angegebenen Relationen ergibt sich unter Benutzung der Iden-
tita¨ten (5.5a) und (5.5b). Zuerst zeigen wir (5.12a):
X
abc∗(i, j,k) • X
de f
(l,m,n)
=−
∗ABC

DEF (Di ψ aA∗) • (Dj ψ bB
∗) • (Dk ψ cC∗) • (Dl ψ dD) • (Dm ψ eE) • (Dn ψ fF)
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=−

gADgBEgCF+gAFgBDgCE+gAEgBFgCD
−gAFgBEgCD − gAEgBDgCF − gADgBFgCE

× (Di ψ aA∗) • (Dj ψ bB
∗) • (Dk ψ cC∗) • (Dl ψ dD) • (Dm ψ eE) • (Dn ψ fF)
=
(
−1)l j+lk+mkJ ad(i,l) •J be( j,m) •J c f(k,n)
+
(
−1)k(n+l)+n( j+l+m)J a f(i,n) •J bd( j,l) •J ce(k,m)
+
(
−1)n(k+l)+m( j+l+k)J ae(i,m) •J b f( j,n) •J cd(k,l)
+
(
−1)(n+m)(k+l)+n( j+m)J a f(i,n) •J be( j,m) •J cd(k,l)
+
(
−1)l(k+m)+m( j+k)J ae(i,m) •J bd( j,l) •J c f(k,n)
+
(
−1)l( j+k)+n(k+m)J ad(i,l) •J b f( j,n) •J ce(k,m).
Fu¨r (5.12b) erhalten wir auf analoge Weise:
X
abc
(i, j,k) • J
de(m,n)
= 
ABC gDE (Di ψ aA) • (Dj ψ bB) • (Dk ψ cC) • (Dm ψ dD) • (Dn ψ eE)
=
 

ABEgDC+ CAEgDB+ BCEgDA

× (Di ψ aA) • (Dj ψ bB) • (Dk ψ cC) • (Dm ψ dD) • (Dn ψ eE)
=
(
−1)1+nk+nm+kmX abe(i, j,n) •J dc(m,k)
+
(
−1)1+k(i+ j)+n(m+ j)+m jX cae(k,i,n) •J db(m, j)
+
(
−1)1+i( j+k)+n(i+m)+imX bce( j,k,n) •J da(m,i).
Wie bereits bemerkt, hat AQCD die Struktur einer Differentialalgebra. Dies ko¨nnen
wir ausnutzen, um den erzeugenden Satz dieser Algebra {J ab(i, j),X abc(i, j,k)} wesentlich zu
reduzieren:
Satz 40. Die ∗-Algebra AQCD ist als Differentialalgebra erzeugt durch den folgen-
den Satz von Invarianten: {J ab(0,n),X abc,X abc(0,0,1),X abc(0,1,1),X abc(0,1,2),X abc(0,2,2),X abc(1,1,2)}, wo-
bei 0 ≤ n ≤ 4.
Beweis: Wir haben zu zeigen, daß der erzeugende Satz {J ab(i, j),X abc(i, j,k)} im Sinne von
Definition 38 reduziert werden kann zu dem Satz von Invarianten gegeben in Satz 40.
Dies soll durch explizite Konstruktion geschehen.
Starten wir mit den Invarianten vom Typ J ab(i, j). Diese haben die Struktur der ent-
sprechenden invarianten Formen in der bereits behandelten QED (siehe Abschnitt 4.3),
allerdings mit dem Unterschied, daß im vorliegenden Fall in der Definition eine zusa¨tz-
liche Summation u¨ber die Farbindizes auftritt (vergleiche Definitionen 21 und 36).
Letzteres spielt aber fu¨r die Darstellung der InvariantenJ ab(i, j) durch die im Satz gegebe-
nen Erzeugenden keine Rolle, so daß wir den Beweis von Satz 24 u¨bernehmen ko¨nnen:
Die 0–Formen J ab(0,0) sind selbst Generatoren. Fu¨r die 1–Formen erha¨lt man: J ab(0,1) sind
Generatoren und
J
ab(1,0) = dJ ab(0,0) −J ab(0,1). (5.14)
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Entsprechend gilt fu¨r die 2–Formen: J ab(0,2) sind Generatoren und
J
ab(1,1) = dJ ab(0,1) −J ab(0,2), (5.15a)
J
ab(2,0) =−J
ab(0,2). (5.15b)
Fu¨r die 4 Typen von 3–Formen haben wir: J ab(0,3) sind Generatoren und
J
ab(1,2)= dJ ab(0,2) −J ab(0,3), (5.16a)
J
ab(2,1)=−J
ab(0,3), (5.16b)
J
ab(3,0) =−dJ ab(0,2)+J ab(0,3). (5.16c)
Schließlich ergibt sich fu¨r die 5 Typen von 4–Formen: J ab(0,4) sind Generatoren und
J
ab(1,3)= dJ ab(0,3) −J ab(0,4), (5.17a)
J
ab(2,2)=−J
ab(0,4), (5.17b)
J
ab(3,1)=−dJ ab(0,3)+J ab(0,4), (5.17c)
J
ab(4,0) =J
ab(0,4). (5.17d)
Auf analoge Weise ko¨nnen wir die aus Kombinationen von drei Quarkfeldern (bzw.
drei Antiquarkfeldern) und ihren Ableitungen gebildeten invarianten Formen von Typ
X
abc(i, j,k) behandeln:
Die 0–Formen X abc(0,0,0) sind Generatoren. Wegen der Symmetrieeigenschaften (5.11)
werden die invarianten 1–Formen durch X abc(0,0,1) generiert. Sie erfu¨llen die folgenden
Identita¨ten:
dX abc(0,0,0) =X abc(1,0,0)+X abc(0,1,0)+X abc(0,0,1) =X bca(0,0,1)+X cab(0,0,1)+X abc(0,0,1). (5.18)
Fu¨r die 2–Formen erhalten wir entsprechend: X abc(0,1,1) sind Generatoren und
X
abc(0,0,2) = dX abc(0,0,1) −X abc(0,1,1) −X bac(0,1,1). (5.19)
Alle u¨brigen 2–Formen ko¨nnen durch Anwendung der Symmetrierelationen (5.11) auf
a¨hnliche Weise ausgedru¨ckt werden. Die 3–Formen X abc(0,1,2) sind Generatoren. Die ver-
bleibenden zwei Typen von 3–Formen erha¨lt man aus der Anwendung der a¨ußeren Ab-
leitung auf die zwei Typen von 2–Formen:
dX abc(0,0,2) =X abc(1,0,2)+X abc(0,1,2)+X abc(0,0,3), (5.20a)
dX abc(0,1,1) =X abc(1,1,1)+X abc(0,1,2)+X abc(0,0,3). (5.20b)
Setzen wir (5.19) in (5.20a) ein, dann folgt
X
abc(0,0,3) = −(dX abc(0,1,1)+dX bac(0,1,1)) − (X abc(0,1,2)+X bac(0,1,2)), (5.21)
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wa¨hrend (5.20b) auf
X
abc(1,1,1) = dX abc(0,1,1)+X abc(0,1,2) −X acb(0,1,2) (5.22)
fu¨hrt. Schließlich bleibt die Behandlung der fu¨nf Typen von 4–Formen. Die Anwen-
dung der a¨ußeren Ableitung auf alle Typen von 3–Formen ergibt
dX abc(0,0,3) =X abc(1,0,3)+X abc(0,1,3)+X abc(0,0,4), (5.23a)
dX abc(0,1,2) =X abc(1,1,2)+X abc(0,2,2) −X abc(0,1,3), (5.23b)
dX abc(1,1,1) =−X cba(1,1,2) −X acb(1,1,2) −X bac(1,1,2). (5.23c)
Gleichung (5.23b) fu¨hrt auf
X
abc(0,0,4) = −X
abc(0,2,2) −X
bac(0,2,2). (5.24)
Diese liefert zusammen mit (5.23a)
X
abc(0,1,3) = −dX abc(0,1,2)+X abc(1,1,2)+X abc(0,2,2). (5.25)
Damit ha¨tten wir alle 4–Formen in Termen der Generatoren X abc(1,1,2),X abc(0,2,2) und a¨uße-
ren Ableitungen von 3–Formen dargestellt. Dies schließt den Beweis des Satzes ab.
Der so gegebene Satz von Generatoren vonAQCD ist allerdings nicht minimal im Sin-
ne von Abschnitt 3.3 bzw. 4.3, d.h. nicht alle linearen Relationen zwischen den Gene-
ratoren wurden gelo¨st. Zum einen haben wir die Symmetrierelationen (5.11) der Inva-
rianten Formen X abc(i, j,k), zum anderen erhielten wir im Beweis des letzten Satzes einige
Relationen (genauer (5.18) und (5.23c)), die die Zahl der unabha¨ngigen generierenden
1– und 4–Formen weiter reduzieren. Eine einfache Abza¨hlung ergibt das folgende
Korollar 41. Der minimale Satz von Erzeugenden der DifferentialalgebraAQCD wird
gebildet aus insgesamt 56 linear unabha¨ngigen 0–Formen, 56 unabha¨ngigen 1–
Formen, 96 erzeugenden 2–Formen, 144 unabha¨ngigen 3–Formen und 136 un-
abha¨ngigen erzeugenden 4–Formen.
Beweis: Zuerst “za¨hlen” wir die unabha¨ngigen 0–Formen. Wir haben 16 Invarianten
vom TypJ ab(0,0) und 64 Invarianten vom TypX abc(0,0,0). Wegen der Symmetrieeigenschaf-
ten (5.11) werden letztere auf 44 linear unabha¨ngige 1–Formen reduziert. Die kom-
plex konjugierten Felder X abc∗(0,0,0) erfu¨llen analoge Symmetrierelationen, weswegen wir
schließlich eine Gesamtzahl von (16+ 2 . (64 − 44)) = 56 unabha¨ngigen erzeugenden
0–Formen erhalten.
Es gibt 16 invariante 1–Formen J ab(0,1). Wegen der Symmetrie von X abc(0,0,1) in den
Bispinorindizes (a, b) ko¨nnen wir diesen Satz von 64 Invarianten um 24 reduzieren.
Gleichung (5.18) zeigt, daß die Elemente dieses reduzierten Satzes nicht unabha¨ngig
sind. In der Tat haben wir folgende Relationen:
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X
aaa(0,0,1) =
1
3 dX
aaa(0,0,0) , (5.26a)
X
aab(0,0,1) = dX aab(0,0,0) − 2X aba(0,0,1) , a 6= b, a < b , (5.26b)
X
bba(0,0,1) = dX abb(0,0,0) − 2X abb(0,0,1) , a 6= b, a < b , (5.26c)
X
abc(0,0,1) = dX abc(0,0,0) −X bca(0,0,1) −X cab(0,0,1) , a 6= b 6= c, a < b < c . (5.26d)
Gleichung (5.26a) reduziert die Zahl der invarianten 1–Formen X abc(0,0,1) um 4, (5.26b)
und (5.26c) jeweils um 6, und (5.26d) wiederum um 4. Damit verbleiben 20 unabha¨ngi-
ge Generatoren X abc(0,0,1), welche schließlich zu einer Gesamtzahl von (16+2 . 20)= 56
linear unabha¨ngigen erzeugenden 1–Formen fu¨hren.
Wir haben 16 erzeugende 2–Formen J ab(0,2). Unter Beachtung der Symmetrie in den
Indizes (b, c) erhalten wir 40 unabha¨ngige 2–Formen vom TypX abc(0,1,1). Da es keine wei-
teren (linearen) Identita¨ten gibt, erhalten wir insgesamt (16+2 .40)= 96 unabha¨ngige
erzeugende 2–Formen.
Fu¨r die 3–Formen ergibt eine analoge Betrachtung: Es gibt 16 Invarianten vom Typ
J
ab(0,3) und 64 Formen vom Typ X abc(0,1,2), welche durch keine zusa¨tzlichen Symmetrien
reduziert werden. Somit haben wir insgesamt (16+ 2 . 64) = 144 linear unabha¨ngige
erzeugende 3–Formen.
Schließlich gibt es 16 invariante 4–Formen vom Typ J ab(0,4), 64 Formen vom Typ
X
abc(1,1,2) und 64 Formen X abc(0,2,2). Letztere werden durch die Symmetrie in den Indizes
(b, c) um 24 reduziert. Der SatzX abc(1,1,2) wird reduziert durch die Identita¨ten (5.23c) und
die Symmetrierelationen (5.11). Eine Abza¨hlung in Analogie zu den weiter oben be-
handelten 1–Formen X abc(0,0,1) ergibt schließlich eine Zahl von insgesamt (16+2 . (40+
20))= 136 linear unabha¨ngigen erzeugenden 4–Formen, womit das Korollar bewiesen
wa¨re.
5.4 Der Lagrangian der One{Flavour QCD in Ter-
men eichinvarianter Gro¨ßen
In Analogie zu den bereits behandelten abelschen Theorien werden wir in einem
na¨chsten Schritt aus der im letzten Abschnitt untersuchten Algebra der eichinvarianten
Differentialformen geeignete Eichinvarianten auswa¨hlen bzw. konstruieren, die hinrei-
chend fu¨r die angestrebte Reduktion des Funktionalintegrals der One–Flavour QCD
sind. Dabei steht die Frage im Vordergrund, ob es einen hinreichenden Satz von In-
varianten mit der korrekten Zahl von 48 Freiheitsgraden der urspru¨nglichen Feldkon-
figuration {AµAB, ψ aA} (32 Felder AµAB und 24 Felder ψ aA minus 8 Eichfreiheitsgrade)
gibt.
Als einen ersten Satz von eichinvarianten Grassmann–Algebra–wertigen Feldern
definieren wir die 0–Formen
J
ab :=J ab(0,0)  ψ a∗A gAB ψ bB (5.27)
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mit der Darstellung
J
ab
=

J
˙KL
J
˙K
˙L
JK
L
JK ˙L

. (5.28)
Offensichtlich ist J ab ein Hermitesches Feld vom Rang zwei und damit kommutativ
in der Grassmann–Algebra:
J
ab∗
=
(ψ a∗A gAB ψ bB)∗ =ψ b∗B gAB∗ ψ aA =ψ b∗B gBA ψ aA J ba. (5.29)
Als na¨chstes fu¨hren wir die folgende 1–Form ein:
Cab Cabµ dxµ :=J ab(0,1) −J ba∗(0,1) =J ab(0,1) −J ab(1,0) = 2J ab(0,1) − dJ ab
= ψ a∗A gAB (Dµ ψ bB) − (Dµ ψ a∗A )gAB ψ bB (5.30a)
=
 
C ˙KLµ Cµ
˙K
˙L
CµKL CµK ˙L
!
. (5.30b)
Dieses Feld Cabµ ist ein anti–Hermitesches Kovektorfeld ohne definierten Rang in der
Grassmann–Algebra, d.h. Cab∗µ = −Cbaµ . Durch Einsetzen der kovarianten Ableitung
(5.4b) zeigt man leicht, daß
Cabµ = 2igψ a∗A gABψ bC AµBC+

ψ a∗A gAB (∂µ ψ bB)+ψ bB gAB (∂µ ψ a∗A )

. (5.31)
Zur Formulierung des Eichlagrangian in Termen eichinvarianter Felder beno¨tigen
wir, in ¨Ubereinstimmung mit den bereits behandelten abelschen Theorien, wieder ein
nichtverschwindendes Element maximalen Ranges in der Grassmann–Algebra. Zu die-
sem Zweck definieren wir das folgende Produkt zweier 0–Formen
X
2 := βbce f βadX abc∗X de f , (5.32)
wobei βabcd := 12(γ µ )∗ab (γµ )cd (siehe auch Anhang A.2). Dieses Feld ist vom Rang 6 in
der Grassmann–Algebra. Damit erhalten wir das folgende
Lemma 42. Die Gro¨ße  X 24 ist ein nichtverschwindendes Element maximalen Ran-
ges in der Grassmann–Algebra.
Der Beweis ist technisch sehr aufwendig und kann in Anhang C.1 gefunden werden.
Zur Vereinfachung der Berechnungen werden wir wieder einige Hilfsfelder
einfu¨hren, die spa¨ter unter dem Funktionalintegral eliminiert werden:
J
2 :=J ab βacbdJ cd , (5.33a)
Bab  Babµ dxµ :=J ab(0,1) =ψ a∗A gAB (Dµ ψ bB)dxµ , (5.33b)
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VCab := ABC ψ aA ψ bB. (5.33c)
Wir bemerken, daß das Feld VCab einen freien Colorindex tra¨gt und damit kein eichin-
variantes Feld darstellt, wa¨hrend Bab eine eichinvariante 1–Form ohne definierten Rang
in der Grassmann–Algebra ist. J 2 stellt eine 0–Form vom Rang 4 dar. Damit ko¨nnen
wir folgenden Satz formulieren:
Satz 43. Die Felder (J ab, Cabµ , X 2) sowie die Hilfsfelder (J 2, Babµ , VCab) erfu¨llen die
algebraischen Identita¨ten
Babµ = 12 ((∂µJ ab)+Cabµ ), (5.34a)
Bba∗µ = 12 ((∂µJ ab) − Cabµ ), (5.34b)
X
2
= 4βbce f βad
n
J
ad
J
be
J
c f
+2J aeJ b fJ cd
o
 4J adJ beJ c f
βbce f βad+2βbcde βa f
	
. (5.34c)
Daru¨berhinaus haben wir die folgende wichtige Relation
X
2

Cabµ + (∂µJ ab)

(5.35)
=−4

Ccbµ + (∂µJ cb)

βc f

J
2
J
a f
+2βghdeJ gdJ h fJ ae

−8

Cgbµ + (∂µJ gb)

βc f βghde

J
he
J
c f
J
ad
+J
cd
J
h f
J
ae
+J
hd
J
ce
J
a f

.
Beweis: Durch Einsetzen der Definitionen erha¨lt man
Babµ − Bba∗µ =Cabµ , (5.36a)
Babµ +Bba∗µ = (∂µJ ab), (5.36b)
woraus leicht (5.34a) und (5.34b) folgen.
Die Identita¨t (5.34c) zeigt man durch Multiplikation von (5.12a) (wobei i = j =
k= l =m= n 0) mit βbce f βad und Ausnutzung der Symmetrieeigenschaften des β –
Tensors (A.15).
Es bleibt die Relation (5.35). Multiplizieren wir Gleichung (5.12b) fu¨r i= j = k =
m 0 und n= 1 mit X f gh∗(0,0,0) und Verju¨ngen den entstandenen Ausdruck mit βghbcβ f a,
dann erhalten wir unter mehrfacher Anwendung von (5.12a) die gesuchte Beziehung.
Eine naive Abza¨hlung ergibt fu¨r den Satz (J ab, Cabµ ) insgesamt 16 + 64 Freiheits-
grade. Unter Ausnutzung der im letzten Satz gegebenen Beziehung (5.35) ist eine Re-
duktion der Felder Cabµ um einen Faktor zwei mo¨glich, was schließlich auf die eingangs
erwa¨hnte korrekte Zahl von 48 Freiheitsgraden fu¨hren wird. Zu diesem Zweck benut-
zen wir die Blockdarstellung der Felder J ab (5.28) und Cabµ (5.30b). Damit zerfa¨llt
Gleichung (5.35) in vier Gleichungen mit Spinorindizes:
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CµML Q(J ) ˙KM =C ˙MLµ

δ ˙K
˙MX
2
− Q(J ) ˙K
˙M

−
(∂µJML)Q(J ) ˙KM
−
(∂µJ ˙ML)Q(J ) ˙K ˙M+ (∂µJ
˙KL)
X
2
, (5.37a)
Cµ
˙M
˙L Q(J )K ˙M =CµM ˙L

δKMX 2 − Q(J )KM

−
(∂µJM ˙L)Q(J )KM
−
(∂µJ ˙M ˙L)Q(J )K ˙M+ (∂µJK ˙L)X 2, (5.37b)
Cµ
˙ML Q(J )K ˙M =CµML

δKMX 2 − Q(J )KM

−
(∂µJML)Q(J )KM
−
(∂µJ ˙ML)Q(J )K ˙M+ (∂µJKL)X 2, (5.37c)
CµM ˙L Q(J )
˙KM
=Cµ
˙M
˙L

δ ˙K
˙MX
2
− Q(J ) ˙K
˙M

−
(∂µJM ˙L)Q(J )
˙KM
−
(∂µJ ˙M ˙L)Q(J )
˙K
˙M+ (∂µJ
˙K
˙L)X 2, (5.37d)
wobei
Q(J )KM := 8
 
−J
2
JK
M
+2JOOJ
˙NM
JK ˙N+2J
˙N
˙NJO
M
JK
O
+2JOMJ
˙NO
JK ˙N+2JO ˙NJ
˙NM
JK
O
+2J ˙N
˙NJ
˙OM
JK ˙O (5.38a)
+J
˙N
˙OJ
˙O
˙NJK
M
+J
˙O
˙OJ
˙N
˙NJK
M
+2J ˙NMJ ˙O
˙NJK ˙O

,
Q(J ) ˙K
˙M := 8
 
−J
2
J
˙K
˙M+2J
˙N
˙NJO ˙MJ
˙KO
+2JOOJ
˙N
˙MJ
˙K
˙N
+2J ˙N
˙MJO ˙NJ
˙KO
+2JO ˙MJ
˙NO
J
˙K
˙N+JN
N
JO
O
J
˙K
˙M (5.38b)
+2JN ˙MJO
O
J
˙KN
+JO
N
JN
O
J
˙K
˙M+2JO ˙MJN
O
J
˙KN
,
Q(J ) ˙KM := 8 −J 2J ˙KM+2JOOJ ˙NMJ ˙K ˙N+2J
˙N
˙NJO
M
J
˙KO
+2JOMJ
˙NO
J
˙K
˙N+2JO ˙NJ
˙NM
J
˙KO
+2J ˙N
˙NJ
˙OM
J
˙K
˙O (5.38c)
+J
˙N
˙OJ
˙O
˙NJ
˙KM
+J
˙O
˙OJ
˙N
˙NJ
˙KM
+2J ˙NMJ ˙O
˙NJ
˙K
˙O

,
Q(J )K ˙M := 8
 
−J
2
JK ˙M+2J
˙N
˙NJO ˙MJK
O
+2JOOJ
˙N
˙MJK ˙N
+2J ˙N
˙MJO ˙NJK
O
+2JO ˙MJ
˙NO
JK ˙N+JN
N
JO
O
JK ˙M (5.38d)
+2JN ˙MJO
O
JK
N
+JO
N
JN
O
JK ˙M+2JO ˙MJN
O
JK
N
.
In einer langen aber einfachen Rechnung, die wir im Anhang C.2 andeuten, la¨ßt sich
zeigen, daß die Komponenten der 2 × 2–Matrizen Q(J )KM, Q(J ) ˙K ˙M, Q(J ) ˙KM und
Q(J )K ˙M nicht identisch verschwinden. Eine Auflo¨sung der Gleichungen (5.37a) –
(5.37d) nach den entsprechenden Cabµ ist jedoch auf Algebra–Niveau nicht mo¨glich;
diese ist erst unter dem Funktionalintegral erlaubt. Da je zwei der resultierenden Glei-
chungen voneinander unabha¨ngig sind, erreichen wir dadurch die gewu¨nschte Reduk-
tion der entsprechenden Freiheitsgrade.
Bevor wir zur Formulierung der Lagrangedichte in Termen der oben eingefu¨hrten
Eichinvarianten kommen, wollen wir noch folgende praktische Identita¨t zeigen:
Satz 44. Das Feld X 2 erfu¨llt
X
2 gAB = (γµ )∗gh CGH∗ ψ h∗H ψ g∗G ψ c∗C ψ Ad VBe f {2βce (γ µ ) f d+βcd (γ µ ) f e}. (5.39)
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Beweis: Gleichung (5.39) erhalten wir aus
X
2 gAB = 4βghde βc f
n
J
c f
J
gd
J
he
+2J cdJ geJ h f
o
gAB
= 4βghde βc f

gCFgGDgHE+2gCDgGEgHF
	
gAB ψ c∗C ψ
f
F ψ
g∗
G ψ
d
D ψ h∗H ψ eE
= 2βghde βc f
n
gCFgGDgHE+gCDgGEgHF+gCEgGFgHD − gCEgGDgHF
−gCFgGEgHD − gCDgGFgHE
o
gAB ψ c∗C ψ
f
F ψ
g∗
G ψ
d
D ψ h∗H ψ eE
= 2βghde βc f CGH∗ FDE gAB ψ c∗C ψ fF ψ g∗G ψ dD ψ h∗H ψ eE
= 2βghde βc f CGH∗


FDB gAE+ DEB gAF+ EFB gAD
	
×ψ c∗C ψ
f
F ψ
g∗
G ψ
d
D ψ h∗H ψ eE
=
(γµ )∗gh (γ µ )de βc f CGH∗

2FDB gAE+ DEB gAF
	
ψ c∗C ψ
f
F ψ
g∗
G ψ
d
D ψ h∗H ψ eE
=
(γµ )∗gh CGH∗ ψ h∗H ψ g∗G ψ c∗C βc f (γ µ )de
n
2VB f d ψ eE gAE+VBde ψ
f
F g
AF
o
=
(γµ )∗gh CGH∗ ψ h∗H ψ g∗G ψ c∗C ψ Ad VBe f

2βce (γ µ ) f d+βcd (γ µ ) f e
	
,
wobei wir die Identita¨t (5.5a), die SymmetrieVCab=VCba sowie die Eigenschaften von
βghde ausnutzten.
Damit haben wir alle Hilfsmittel zur Formulierung des folgenden Satzes:
Satz 45. Der Eichlagrangian der One–Flavour QCD erfu¨llt
(
X
2)4
L
QCD
gauge =
1
8
 
Gµν

ab
 
Gµν

cd 
bc

da (5.40)
mit
 
Gµν

ab :=
2X 2
ig ha βcde f gbJ c fJ dg(∂[µ Cehν ] ) (5.41)
+
4
ig ha βcde f gb βklmnopJ c fJ dgJ knJ lo
×
(∂[µJ ep)(∂ν ]J mh) − Cep[µ (∂ν ]J mh)+ (∂[µJ ep)Cmhν ] − Cep[µ Cmhν ]
	
,
wobei
βabcde f := 2{βabdeβc f +2βabe f βcd+βbcdeβa f
+2βbce f βad+βcadeβb f +2βcae f βbd}. (5.42)
Der Materielagrangian der One–Flavour QCD in Termen von Eichinvarianten nimmt
die folgende Form an:
L
QCD
mat = −mβabJ ab − 12 Im
h
βab (γ µ )bc (∂µJ ac)+βab (γ µ )bc Cacµ
i
. (5.43)
Beweis: Unter Benutzung von Gleichung (5.39) erhalten wir
(
X
2)4
L
QCD
gauge =−
1
8 (X 2)4 Fµν ABFµν B
A
,
=−
1
8 (X 2)2

Fµν A
B
X
2

Fµν B
A
X
2

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=−
1
8 (X 2)2

FµνAC gCBX 2

Fµν BD gDAX 2

=−
1
8 (X 2)2

FµνAC (γσ )∗f g EFG∗ ψ g∗G ψ f ∗F ψ e∗E ψ Cm  cmVBab
×{2βea (γ σ )bc+βec (γ σ )ba}

×

FµνBD (γδ )∗i j HIJ∗ ψ j∗J ψ i∗I ψ h∗H ψ Dn  dnVAkl
×{2βhk (γ δ )ld+βhd (γ δ )lk}

.
Eine Umordnung der Faktoren ergibt
(
X
2)4
L
QCD
gauge =
1
8

X
2VAkl (γδ )∗i j HIJ∗ ψ j∗J ψ i∗I ψ h∗H FµνAC ψ Cm γ δhkld


cm
×

X
2VBab (γσ )∗f g EFG∗ ψ g∗G ψ f ∗F ψ e∗E Fµν BD ψ Dn γ σeabc


dn
=: 18
 
Gµν

md 
cm
 
Gµν

nc

dn
,
wobei wir γ µabcd :=2βab (γ µ )cd+βad (γ µ )cb eingefu¨hrt haben. Damit bleibt die Berech-
nung von (Gµν )md . Benutzen wir FµνACψ Cb  1ig (D[µ Dν ]ψ bA), dann folgt
 
Gµν

md =X
2VAkl (γδ )∗i j HIJ∗ ψ j∗J ψ i∗I ψ h∗H FµνAC ψ Cm γ δhkld
=
1
igX
2VAkl (γδ )∗i j HIJ∗ ψ j∗J ψ i∗I ψ h∗H (D[µ Dν ]ψ aA) (γ δhkld)am
=
2
igX
2 γ δhkld am (γδ )∗i j ψ kK ψ lL ψ jJ∗ ψ iI∗ ψ hH∗
 
D[µ Dν ]ψ aA

×{gHKgILgJA+gHLgIAgJK+gHAgIKgJL}.
Im letzten Schritt verwendeten wir die Definition von VCab und Gleichung (5.5a) so-
wie die Symmetrie in den Color–Indizes (I, J) und den Bispinor–Indizes (i, j). Aus der
letzten Gleichung folgt durch entsprechende Umbenennung der Indizes in den einzel-
nen Termen
 
Gµν

md =
2
ig X
2 gHKgILgJA ψ kK ψ lL ψ
j∗
J ψ
i∗
I ψ h∗H
 
D[µ Dν ]ψ aA

×{γ δhkld (γδ )∗i j+ γ δikld (γδ )∗jh+ γ δjkld (γδ )∗hi }am
=
2
ig X
2
J
hk
J
il ψ j∗J g
JA  D[µ Dν ]ψ aA
 βhi jkld am,
wobei βhi jkld durch (5.42) gegeben ist. Mit (5.33b) und (5.39) erhalten wir daraus
 
Gµν

md
=
2
igX
2
J
hk
J
il
n
D[µ

ψ j∗J g
JA(Dν ]ψ aA)

−
(D[µ ψ j∗J )gJA(Dν ]ψ aA)
o
βhi jkld am
=
2
igX
2
J
hk
J
il(D[µ Biaν ])βhi jkld am
−
2
igX
2 gJAJ hkJ il(D[µ ψ j∗J ) (Dν ]ψ aA)βhi jkld am
=
2
igX
2
J
hk
J
il(D[µ Biaν ])βhi jkld am
−
2
ig (γσ )∗f g EFG∗ ψ g∗G ψ f ∗F ψ e∗E ψ Jn VAop {2βeo (γ µ )pn+βen (γ σ )po}
×J hkJ il(D[µ ψ j∗J ) (Dν ]ψ aA)βhi jkld am
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=
2
igX
2
J
hk
J
il(D[µ Biaν ])βhi jkld am
+
2
ig J
hk
J
il

EFG∗

BCA ψ g∗G ψ
f ∗
F ψ
e∗
E ψ bB ψ cC B
n j∗
[µ (Dν ]ψ aA) (γσ )∗f g
×βhi jkld am γ σeopn
=
2
igX
2
J
hk
J
il(D[µ Biaν ])βhi jkld am
+
4
ig J
hk
J
il gEBgFCgGA ψ g∗G ψ
f ∗
F ψ
e∗
E ψ bB ψ cC B
n j∗
[µ (Dν ]ψ aA)
×βhi jkld βe f gbcn am,
woraus schließlich
 
Gµν

md =
2
ig X
2
J
hk
J
il(∂[µ Biaν ])βhi jkld am
+
4
ig J
hk
J
il
J
eb
J
f c Bn j∗[µ B
ga
ν ] βhi jkld βe f gbcn am (5.44)
folgt. Der letzte Schritt im Beweis von Gleichung (5.40) besteht in der Eliminierung
des Hilfsfeldes Babµ . Dazu setzen wir (5.34a) und (5.34b) in (5.44) ein und benennen
einige Indizes um. Damit wa¨re (5.40) gezeigt.
Fu¨r den Materielangrangian erhalten wir durch Einsetzen von J ab und Babµ direkt
L
QCD
mat =−mψ a∗A βab gAB ψ bB − Im
h
ψ a∗A βab (γ µ )bc gAB (Dµ ψ cB)
i
=−mβabJ ab − Im
h
βab (γ µ )bc Bacµ
i
,
woraus schließlich mittels (5.34a) die zu beweisende Identita¨t (5.43) folgt.
Zum Abschluß dieses Abschnitts wollen wir noch bemerken, daß (5.40) wiederum
eine Identita¨t auf maximalen Rang in der Grassmann–Algebra darstellt. Somit ist die
Division durch (X 2)4, einem Element maximalen Ranges, wohldefiniert und liefert (so
wie in den bereits behandelten abelschen Feldtheorien) eine explizite Darstellung des
Feldsta¨rketensors und damit des Eichlagrangians in Termen der Invarianten J ab und
Cabµ .
5.5 Das Funktionalintegral der QCD in Termen eich-
invarianter Gro¨ßen
Der letzte Schritt auf dem Weg zu einer bosonischen Feldtheorie in Termen eichinva-
rianter Gro¨ßen im betrachteten Modell ist die Reduktion des Funktionalintegrals. Da-
zu fu¨hren wir wieder die zu den eichinvarianten Grassmann–Algebra–wertigen Fel-
dern (J ab, Cabµ ) korrespondierenden c–Felder ( jab, cabµ ) ein. Beide Felder sind nach
Definition eichinvariant: Wa¨hrend jab ein komplexwertiges (kommutatives) Hermite-
sches Spin–Tensor–Feld vom Rang zwei darstellt, ist cabµ ein komplexwertiges Anti–
Hermitesches Spin–Tensor–wertiges Kovektorfeld.
Wie bereits im letzten Abschnitt erwa¨hnt, ko¨nnen zwei der Beziehungen (5.37a) –
(5.37d) dazu ausgenutzt werden, um die Ha¨lfte der Komponenten des Kovektorfeldes
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Cabµ zu eliminieren. Wa¨hlen wir die CµKL als unabha¨ngige Variablen. Dann ko¨nnen wir
mit (5.37c) (5.37d) alle Komponenten in den Diagonalblo¨cken von Cabµ (siehe Darstel-
lung (5.30b)) durch Funktionen der Komponenten in den Nichtdiagonalblo¨cken erset-
zen. Im Unterraum unseres Bispinorraumes, welcher zu den Elementen der Nichtdia-
gonalblo¨cke von Cabµ korrespondiert, wa¨hlen wir die folgende Basis eρ , ρ = 1. . . 8:
e1 =
0
B
B
@
0 0 1 0
0 0 0 0
0 0 0 0
0 0 0 0
1
C
C
A
, e2 =
0
B
B
@
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
1
C
C
A
, e3 =
0
B
B
@
0 0 0 0
0 0 1 0
0 0 0 0
0 0 0 0
1
C
C
A
,
e4 =
0
B
B
@
0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0
1
C
C
A
, e5 =
0
B
B
@
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
1
C
C
A
, e6 =
0
B
B
@
0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
1
C
C
A
,
e7 =
0
B
B
@
0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
1
C
C
A
, e8 =
0
B
B
@
0 0 0 0
0 0 0 0
0 0 0 0
0 1 0 0
1
C
C
A
. (5.45)
Daru¨berhinaus definieren wir
χ 2 = 4 jad jbe jc f βbce f βad+2βbcde βa f
	
, (5.46a)
j2 = jab βacbd jcd , (5.46b)
M( j)ρ σ = 4g2
2
3 jab jcd+2 jad jcb
	 (eρ )ab (eσ )cd, (5.46c)
sowie
Q( j)KM = 8

− j2 jKM+2 jOO j ˙NM jK ˙N+2 j ˙N ˙N jOM jKO
+2 jOM j ˙NO jK ˙N+2 jO ˙N j ˙NM jKO+2 j ˙N ˙N j ˙OM jK ˙O (5.47a)
+ j ˙N
˙O j ˙O ˙N jKM+ j ˙O ˙O j ˙N ˙N jKM+2 j ˙NM j ˙O ˙N jK ˙O

,
Q( j) ˙K
˙M = 8

− j2 j ˙K
˙M+2 j ˙N ˙N jO ˙M j ˙KO+2 jOO j ˙N ˙M j ˙K ˙N
+2 j ˙N
˙M jO ˙N j ˙KO+2 jO ˙M j ˙NO j ˙K ˙N+ jNN jOO j ˙K ˙M (5.47b)
+2 jN ˙M jOO j ˙KN+ jON jNO j ˙K ˙M+2 jO ˙M jNO j ˙KN

,
Q( j) ˙KM = 8

− j2 j ˙KM+2 jOO j ˙NM j ˙K ˙N+2 j
˙N
˙N jOM j
˙KO
+2 jOM j ˙NO j ˙K ˙N+2 jO ˙N j ˙NM j ˙KO+2 j ˙N ˙N j ˙OM j ˙K ˙O (5.47c)
+ j ˙N
˙O j ˙O ˙N j ˙KM+ j ˙O ˙O j ˙N ˙N j ˙KM+2 j ˙NM j ˙O ˙N j ˙K ˙O

,
Q( j)K ˙M = 8

− j2 jK ˙M+2 j ˙N ˙N jO ˙M jKO+2 jOO j ˙N ˙M jK ˙N
+2 j ˙N
˙M jO ˙N jKO+2 jO ˙M j ˙NO jK ˙N+ jNN jOO jK ˙M (5.47d)
+2 jN ˙M jOO jKN+ jON jNO jK ˙M+2 jO ˙M jNO jKN

.
Im Hinblick auf den Beweis des nachfolgenden Theorems formulieren wir das folgende
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Lemma 46. Die Matrix M( j)ρ σ ist eine nichtsingula¨re 8 × 8–Matrix.
Eine kurze Darstellung der Idee des a¨ußerst umfangreichen Beweises findet man in
Anhang C.3.
Damit kommen wir zum Kernpunkt dieses Kapitels:
Theorem 47. Das Funktionalintegral der One–Flavour QCD hat in Termen der eich-
invarianten bosonischen Felder jab und {cµKL, c ˙Kµ ˙L} die Gestalt
ZQCDbos =
Z
∏
x

d jab dcµKL dc ˙Kµ ˙L K[ jab]
	
ei
R
d4xLQCDbos [ jab,cµKL,cµ ˙K ˙L] (5.48)
mit dem Integralkern
K[ jab]= 6412!
(χ 2)4
det[M( j)ρ σ ] ( j2)2 c1c4c7c10 c2c5c8c11 c3c6c9c12 
b1b4b7b10

b2b5b8b11

b3b6b9b12
×
(
12
∏
r=1
β arcr δδ jarbr
)
δ ( jab) (5.49)
und der effektiven Lagrangedichte
L
QCD
bos [ jab, cµKL, cµ ˙K ˙L]= 18(χ 2)4
 
Gµν

ab
 
Gµν

cd 
bc

da
− mβab jab
−
1
2 Im
h
βab (γ µ )bc (∂µ jac)+βab (γ µ )bc cacµ
i
, (5.50)
wobei
 
Gµν

ab =
2χ 2
ig ha βcde f gb jc f jdg(∂[µ cehν ]) (5.51)
+
4
ig ha βcde f gb βklmnop jc f jdg jkn jlo
×
(∂[µ jep)(∂ν ] jmh) − cep[µ (∂ν ] jmh)+ (∂[µ jep)cmhν ] − cep[µ cmhν ]
	
.
Dabei sind unter den Kovektorfeldern cabµ nur die Komponenten cµKL (und ihre komplex
konjugierten Gro¨ßen cµ ˙L ˙K = (cµKL)∗) unabha¨ngig. Die u¨brigen Komponenten cµK ˙L
und cµ ˙KL ko¨nnen in (5.50) durch die Beziehungen
cµK ˙L = (Q( j)−1)K ˙M
n
δ ˙M
˙N χ
2
− Q( j) ˙M
˙N

cµ
˙N
˙L − (∂µ jN ˙L)Q( j)
˙MN
−
(∂µ j ˙N ˙L)Q( j) ˙M ˙N+ (∂µ j ˙M ˙L)χ 2
o
, (5.52a)
cµ
˙KL
=
(Q( j)−1) ˙KM
n
δMN χ 2 − Q( j)MN

cµN
L
−
(∂µ jNL)Q( j)MN
−
(∂µ j ˙NL)Q( j)M ˙N+ (∂µ jML)χ 2
o
(5.52b)
eliminiert werden.
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Beweis: Der Beweis folgt dem bereits in Abschnitt 3.5 ausfu¨hrlich dargestellten Weg.
Hier wollen wir uns auf die Darstellung einiger wesentlicher Punkte beschra¨nken. Zu-
erst fu¨hren wir Identita¨ten der Gestalt (2.21) unter das Funktionalintegral ein:
ZQCD =
Z
∏
x

dAµ dψ dψ ∗
	
Z
∏
x

d jab dcabµ δ ( jab −J ab)δ (cabµ − Cabµ )
	
×ei
R
d4xLQCD[Aµ ,ψ ,ψ ∗]
. (5.53)
Verwenden wir nun die Beziehungen (5.40) und (5.43), dann erhalten wir unter dem
Funktionalintegral einen Lagrangian LQCD =LQCD[ jab, cabµ ] in Termen der eingefu¨hrten
eichinvarianten Felder jab und cabµ .
In einem na¨chsten Schritt werden wir die Komponenten der Diagonalblo¨cke des
Kovektorfeldes cabµ ausintegrieren. Dazu schreiben wir ausfu¨hrlich
δ (c − C) ∏
µ=1...4
a,b=1,2,˙1,˙2
δ

cabµ − Cabµ

= ∏
µ=1...4
K,L=1,2
δ (cµKL − CµKL)δ (cµ ˙K ˙L − Cµ
˙K
˙L)δ (cµK ˙L − CµK ˙L)δ (cµ
˙KL
− Cµ
˙KL).
(5.54)
Setzen wir jetzt die Identita¨ten (5.37c) und (5.37d) unter Anwendung von (2.23) ein,
dann folgt weiter
∏
µ=1...4
K,L=1,2
δ (cµK ˙L − CµK ˙L)δ (cµ
˙KL
− Cµ
˙KL)
= ∏
µ=1...4
K,L=1,2
δ

cµK ˙L − (Q( j)−1)K ˙NQ( j) ˙NMCµM ˙L

×δ

cµ
˙KL
−
(Q( j)−1) ˙KNQ( j)N ˙MCµ
˙ML

= ∏
µ=1...4
K,L=1,2
δ

cµK ˙L − (Q( j)−1)K ˙NQ(J ) ˙NMCµM ˙L

×δ

cµ
˙KL
−
(Q( j)−1) ˙KNQ(J )N ˙MCµ
˙ML

= ∏
µ=1...4
K,L=1,2
δ

cµK ˙L − (Q( j)−1)K ˙N
n
δ ˙N
˙MX
2
− Q(J ) ˙N
˙M

Cµ
˙M
˙L
−
(∂µJM ˙L)Q(J )
˙NM
−
(∂µJ ˙M ˙L)Q(J )
˙N
˙M+ (∂µJ
˙N
˙L)X 2
o
×δ

cµ
˙KL
−
(Q( j)−1) ˙KN
n
δNMX 2 − Q(J )NM

CµML
−
(∂µJML)Q(J )NM − (∂µJ ˙ML)Q(J )N ˙M+ (∂µJNL)X 2
o
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= ∏
µ=1...4
K,L=1,2
δ

cµK ˙L − (Q( j)−1)K ˙N
n
δ ˙N
˙M χ
2
− Q( j) ˙N
˙M

Cµ
˙M
˙L
−
(∂µ jM ˙L)Q( j) ˙NM − (∂µ j ˙M ˙L)Q( j) ˙N ˙M+ (∂µ j ˙N ˙L)χ 2
o
×δ

cµ
˙KL
−
(Q( j)−1) ˙KN
n
δNM χ 2 − Q( j)NM

CµML
−
(∂µ jML)Q( j)NM − (∂µ j ˙ML)Q( j)N ˙M+ (∂µ jNL)χ 2
o
= ∏
µ=1...4
K,L=1,2
δ

cµK ˙L − (Q( j)−1)K ˙N
n
δ ˙N
˙M χ
2
− Q( j) ˙N
˙M

cµ
˙M
˙L
−
(∂µ jM ˙L)Q( j) ˙NM − (∂µ j ˙M ˙L)Q( j) ˙N ˙M+ (∂µ j ˙N ˙L)χ 2
o
×δ

cµ
˙KL
−
(Q( j)−1) ˙KN
n
δNM χ 2 − Q( j)NM

cµM
L
−
(∂µ jML)Q( j)NM − (∂µ j ˙ML)Q( j)N ˙M+ (∂µ jNL)χ 2
o
.
Im letzten Schritt benutzten wir die ersten zwei δ –Distributionen in (5.54), um
Cµ
˙M
˙L und CµM
L durch ihre entsprechenden c–Felder zu substituieren. (Q( j)−1)K ˙N und
(Q( j)−1) ˙KN bezeichnen dabei die zu den 2 × 2–Matrizen Q( j) ˙NK und Q( j)N ˙K inversen
Matrizen (ein Beweis der Regularita¨t der Matrizen Q( j) ˙NK und Q( j)N ˙K findet sich im
Anhang C.2); χ 2 ist gegeben durch (5.46a). Jetzt ko¨nnen wir die Integration u¨ber cµK ˙L
und cµ ˙KL trivial ausfu¨hren, was auf
ZQCD =
Z
∏
x

dAµ dψ dψ ∗
	
Z
∏
x

d jab ∏
µ=1...4
K,L=1,2
dcµKL dcµ
˙K
˙L
×δ ( jab −J ab)δ (cµKL − CµKL)δ (cµ ˙K ˙L − Cµ
˙K
˙L)
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
(5.55)
fu¨hrt.
Als na¨chstes integrieren wir das urspru¨ngliche Eichfeld AµAB aus. Analog zu den
bereits behandelten abelschen Fa¨llen tritt AµAB unter dem Funktionalintegral nur noch
im Argument der δ –Distributionen δ (cµKL −CµKL) und δ (cµ ˙K ˙L −Cµ
˙K
˙L) auf. Wir haben
also
ZQCD =
Z
∏
x
 ∏
µ=1...4
α=1...8
dAµα dψ dψ ∗
	
Z
∏
x

d jab ∏
µ=1...4
ρ=1...8
dcµρ
×δ ( jab −J ab)δ (cµρ −Yρ α Aµα − fµρ (ψ , ψ ∗ ))
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L],
wobei
Yρ
α := 2igψ a∗A gAB ψbC (eρ )ab (tα )BC (5.56)
eine nichtsingula¨re 8 × 8–Matrix und
fµρ (ψ , ψ ∗)=
 
ψ a∗A gAB (∂µ ψbB)+ψbB gAB (∂µ ψ a∗A )
 (eρ )ab (5.57)
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eine Funktion der Quarkfelder ψ aA und ψ a∗A ist. Hier bezeichnen tα die Gell–Mann–
Matrizen (siehe Anhang A.2) und {eρ } die Basis gegeben durch (5.45). Setzen wir nun
die Identita¨ten 1
R ∏ α=1...8
ρ=1...8
dyρ α δ (yρ α −Yρ α ), wobei yρ α die zu Yρ α korrespondie-
renden c–Felder bezeichnet, unter dem Funktionalintegral ein, dann erhalten wir
δ
 
cµρ −Yρ
α Aµα − fµρ (ψ , ψ ∗)

= δ

cµρ −Yρ
β yσ β (y−1)α σ Aµα − fµρ (ψ , ψ ∗ )

= δ

cµρ −Yρ
β
Y
σ β (y−1)α σ Aµα − fµρ (ψ , ψ ∗ )

.
Dabei ist (y−1)α ρ die zu yρ α inverse Matrix. Eine einfache Rechnung zeigt, daß
Yρ
β
Y
σ β
=−4g2 ψ a∗A gAB ψbC (eρ )ab (tβ )B
C ψ c∗D gDE ψdF (eσ )cd (tβ )EF
= 4g2
2
3 ψ
a∗
A g
AB ψbB ψ c∗D gDE ψdE − 2ψ a∗A gAB ψbE ψ c∗D gDE ψdB
	 (eρ )ab (eσ )cd
= 4g2
2
3 J
a
bJ
c
d+2J adJ cb
	 (eρ )ab (eσ )cd
M(J )ρ σ ,
wobei wir die Eigenschaft (A.18) der Gell–Mann–Matrizen ausgenutzt haben. Fu¨r die
δ –Distributionen unter dem Funktionalintegral folgt damit
δ
 
cµρ −Yρ
α Aµα − fµρ (ψ , ψ ∗ )

= δ

cµρ − M(J )ρ σ (y−1)α σ Aµα − fµρ (ψ , ψ ∗ )

= δ

cµρ − M( j)ρ σ (y−1)α σ Aµα − fµρ (ψ , ψ ∗ )

.
Nach Lemma 46 ist M( j)ρ σ eine nichtsingula¨re Matrix. Damit ko¨nnen wir unter dem
Funktionalintegral die Transformation ˜Aµρ =M( j)ρ σ (y−1)α σ Aµα ausfu¨hren, wodurch
(5.55) folgende Form annimmt:
ZQCD =
Z
∏
x
 ∏
µ=1...4
ρ=1...8
d ˜Aµρ dψ dψ ∗
	
Z
∏
x
n
d jab ∏
α=1...8
ρ=1...8
dyρ α ∏
µ=1...4
ρ=1...8
dcµρ
×δ ( jab −J ab)δ (yρ α −Yρ α )δ
 
cµρ − ˜Aµρ − fµρ (ψ , ψ ∗ )

×

det
h
M( j)ρ σ (y−1)α σ
i
−1o
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
=
Z
∏
x
 ∏
µ=1...4
ρ=1...8
d ˜Aµρ dψ dψ ∗
	
Z
∏
x
n
d jab ∏
α=1...8
ρ=1...8
dyρ α ∏
µ=1...4
ρ=1...8
dcµρ
×δ ( jab −J ab)δ (yρ α −Yρ α )δ
 
cµρ − ˜Aµρ − fµρ (ψ , ψ ∗ )

× 1det[M( j)ρ σ ] det

yσ α

o
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
.
Nun ko¨nnen wir ˜Aµρ und das Hilfsfeld yρ α ausintegrieren und erhalten
106 5 Die One–Flavour QCD in Termen eichinvarianter Gro¨ßen
ZQCD =
Z
∏
x

dψ dψ ∗
	
Z
∏
x

d jab ∏
µ=1...4
ρ=1...8
dcµρ δ ( jab −J ab)
× 1det[M( j)ρ σ ] det

Y
σ
α
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
.
Es bleibt die Behandlung von det[Yσ α ]. Eine lange aber einfache Rechnung (siehe An-
hang C.4) zeigt, daß (J 2)2 detYσ α

ein nichtverschwindendes Element maximalen
Ranges liefert. Damit existiert mit Lemma 42 eine nichtverschwindende Zahl a 2 C,
so daß
(
J
2)2 detYσ α

= a (X 2)4. (5.58)
Setzen wir unter Benutzung der Relation (2.23) einen zusa¨tzlichen Faktor
R ∏d ˜j δ ( jab − ˜jab) in das Funktionalintegral ein, dann ko¨nnen wir mit (5.58) schreiben
det

Y
σ
α

=
( j2)2
( ˜j2)2 det

Y
σ
α

=
(
J
2)2
( ˜j2)2 det

Y
σ
α

= a
(
X
2)4
( ˜j2)2 . (5.59)
Danach kann das Hilfsfeld ˜jab wieder ausintegrieren werden und wir erhalten
ZQCD =N
Z
∏
x

dψ dψ ∗
	
Z
∏
x

d jab dcµKL dc ˙Kµ ˙L δ ( jab −J ab)
×
(χ 2)4
det[M( j)ρ σ ] ( j2)2
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L], (5.60)
wobei χ 2 und j2 durch (5.46a) bzw. (5.46b) gegeben sind. Die komplexe Zahl a wurde
in die (globale) NormierungskonstanteN gezogen.
Die noch verbliebenen eichabha¨ngigen Felder ψ und ψ ∗ treten ebenfalls nur noch
in den δ –Distributionen auf und fu¨hren nach Einsetzen der Integraldarstellung entspre-
chend (2.18)
δ ( jab −J ab)=
Z
dλab e

2pi iλab ( jab−Jab)

=
Z
dλab e2pi iλab j
ab 12∑
n=0
(2pi i)n
n! (−λabJ ab)n
wie im abelschen Fall auf ein Gaußsches Integral. Dabei ist zu bemerken, daß nicht-
verschwindende Beitra¨ge nur von Termen der Ordnung 12 in ψ und ψ ∗ kommen. Dies
liefert
ZQCD =N
Z
∏
x

dψ dψ ∗
	
Z
∏
x

d jab dcµKL dc ˙Kµ ˙L
	
Z
∏
x

dλab (−1)12 (2pi i)
12
12!
×
 
λab Jab
12
e2pi iλab j
ab (χ 2)4
det[M( j)ρ σ ] ( j2)2
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
=N
Z
∏
x

d jab dcµKL dc ˙Kµ ˙L
	
Z
∏
x

dλab
12
∏
i=1
λaibi e2pi iλab j
ab (2pi )12
12!
(χ 2)4
det[M( j)ρ σ ] ( j2)2
	
×ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L]
Z
∏
x

dψ dψ ∗
12
∏
i=1
Jaibi
	
.
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Nun ko¨nnen wir unter Benutzung der Gleichung (C.5) u¨ber die Felder ψ und ψ ∗ inte-
grieren. Ersetzen wir schließlich noch die Faktoren λab durch entsprechende Funktio-
nalableitungen δδ jab , dann erhalten wir
ZQCD =
Z
∏
x

d jab dcµKL dc ˙Kµ ˙L K[ jab]
	
ei
R
d4xLQCD[ jab,cµKL,cµ ˙K ˙L] (5.61)
wobei
K[ jab]= 6412!
(χ 2)4
det[M( j)ρ σ ] ( j2)2 c1c4c7c10 c2c5c8c11 c3c6c9c12 
b1b4b7b10

b2b5b8b11

b3b6b9b12
×
(
12
∏
r=1
β arcr δδ jarbr
)
Z
∏
x
dλab e2pi iλab j
ab
,
was mit
R ∏dλab e2pi iλab jab = δ ( jab) den Beweis des Theorems abschließt.
Die effektive Form der One–Flavour QCD ist somit gegeben durch ein Funktional-
integral u¨ber die eichinvarianten rein bosonischen Felder { jab, cµKL, c ˙Kµ ˙L}. Das Feld
jab ist dabei eine bilineare Kombination von Quarks und Antiquarks und kann somit als
(lokales, nicht ausgedehntes) Meson interpretiert werden. Es ist Hermitesch und tra¨gt
damit 16 Freiheitsgrade. Das Feld cµKL ist ein komplex–wertiges Vektorboson, wel-
ches aus einer eichinvarianten Kombination der urspru¨nglichen Eichfelder (Gluonen)
und Quarks besteht und insgesamt 32 Freiheitsgrade tra¨gt. Es kann angesehen werden
als ein die Wechselwirkung zwischen den Mesonen jab vermittelndes nicht ausgedehn-
tes eichinvariantes Feld, welches an die Stelle des urspru¨nglichen Eichfeldes Aµ A
B tritt.
Somit haben wir insgesamt 16 + 24 = 48 Freiheitsgrade in der konstruierten effektiven
Theorie. Im Rahmen unserer Beschreibung werden also genau 8 Eichfreiheitsgrade eli-
miniert und so die korrekte Zahl der Freiheitsgrade reproduziert.
Damit ha¨tten wir in diesem Kapitel am Beispiel der One–Flavour QCD gezeigt,
daß durch die vorgestellte Reduktionsprozedur auch nichtabelsche Quantenfeldtheo-
rien vollsta¨ndig in Termen von Eichinvarianten formuliert werden ko¨nnen. Diese Pro-
zedur kann dabei leicht auf kompliziertere Modelle, z.B. die QCD mit drei Flavours,
u¨bertragen werden. Die Form des entstehenden reduzierten Funktionalintegrals ha¨ngt
dabei wesentlich vom gewa¨hlten Satz der Eichinvarianten ab. Bei der vorliegenden Be-
handlung der One–Flavour QCD hatten wir uns die Aufgabe gestellt, einen Satz von
Invarianten zu finden, dessen Zahl der Freiheitsgrade der des urspru¨nglichen Modells
unter Beru¨cksichtigung der Eichfreiheit entspricht. Als einfachste Wahl erhielten wir
den Satz { jab, cabµ }, gebildet aus den kommutierenden (bosonischen) Feldern jab und
den aus dem urspru¨nglichen Eichpotential AµAB hervorgehenden eichinvarianten Ko-
vektorfeldern cabµ . Beide Felder tragen bosonischen Charakter, weshalb wir (5.48) auch
als “bosonisierte” Version der One–Flavour QCD bezeichnen ko¨nnen. Die so formu-
lierte Theorie liefert also eine effektive Theorie wechselwirkender Mesonen jab, wobei
die Wechselwirkung durch Vektorbosonen cabµ getragen wird. Die ho¨chst nichtlineare
108 5 Die One–Flavour QCD in Termen eichinvarianter Gro¨ßen
Gestalt des effektiven Lagrangians tra¨gt dabei der Nichttrivialita¨t der die starken Wech-
selwirkung beschreibenden nichtabelschen QFT Rechnung.
Mit den dargelegten Methoden ist auch eine Berechnung von Vakuumerwartungs-
werten physikalischer Observabler auf analog der im abelschen Fall demonstrierten
Weise mo¨glich. Dazu setzt man im allgemeinen die Observablen, repra¨sentiert durch
eine eichinvariante Funktion O[A, ψ , ψ ∗], in das Funktionalintegral ein und integriert
bezu¨glich des Maßes in (5.2). Im Rahmen unserer Prozedur kann diese Funktion unter
dem Funktionalintegral umgeschrieben werden zu einer Funktion von Eichinvarianten
O = O
[Cabµ ,J ab ], was schließlich im Ergebnis (5.48) zu einem zusa¨tzlichen Faktor
O
[cabµ , jab] im Integralkern fu¨hrt. Allerdings sind damit im behandelten Fall nicht al-
le Erwartungswerte berechenbar: Es ko¨nnen nur eichinvariante Kombinationen von ψ
und ψ ∗ Felder behandelt werden, die in Termen der Felder Jab und Cabµ ausgedru¨ckt
werden ko¨nnen. Um z.B. Erwartungswerte von bestimmten eichinvarianten Kombi-
nationen von drei Quarks bzw. Antiquarks zu berechnen (diese entsprechen den X–
Feldern), ist es notwendig, den Satz der fu¨r die Reduktion des Funktionalintegrals hin-
reichenden Invarianten entsprechend zu a¨ndern. In einem solchen Fall wa¨re die Wahl
von eichinvarianten Feldern vom Rang drei (z.B. X abc(0,0,0)) eine natu¨rliche. Diese (an-
tikommutierenden) Felder, die dann z.B. an die Stelle der Felder Jab treten ko¨nnten,
sind in niedrigster Na¨herung als Baryonen interpretierbar und fu¨hren auf eine effekti-
ve Feldtheorie mit baryonischen Materiefeldern und eine entsprechende Modifizierung
der Form des im letzten Theorem formulierten Ergebnisses (5.48).
Mit diesen kurzen Bemerkungen sollte nochmals deutlich gemacht werden, daß die
Form des in unserem Sinne reduzierten Funktionalintegrals einer QFT nicht eindeu-
tig ist, sondern im wesentlichen durch die Wahl eines geeigneten Satzes von Invarian-
ten diktiert wird. Es sollte im Rahmen dieser Dissertation vor allem eine systematische
Methode vorgestellt werden, die es mo¨glich macht, das Funktionalintegral einer belie-
bigen Eichfeldtheorie mit Materiefeld zu einem Integral u¨ber Invarianten zu reduzie-
ren und eine entsprechende effektive QFT physikalischer Observabler zu konstruieren.
Die Wahl geeigneter Invarianten wird dabei bestimmt durch physikalische Forderun-
gen. Allerdings kann man damit nicht erwarten, z.B. im Rahmen der QCD das Problem
des Confinement zu lo¨sen, da die durch das “Confinement” gebildeten (beobachtbaren)
Objekte, na¨mlich die Hadronen, “per Hand” durch die Wahl der eichinvarianten Felder
in die Theorie hineingegeben werden. Dennoch ist ein tieferes Versta¨ndnis der effekti-
ven Wechselwirkung zwischen den Hadronen und, im Hinblick auf die Erfolge bei der
Berechnung der chiralen Anomalie im abelschen Fall, eine tiefere Einsicht in nichtper-
turbative Pha¨nomene im Rahmen dieser Formulierung zu erwarten.
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Das Hauptziel der vorliegenden Dissertation lag in der Entwicklung und Vorstellung
einer neuen Methode zur Konstruktion effektiver Feldtheorien in Termen bosonischer
eichinvarianter Felder. Diese als “Reduktion des Funktionalintegrals” bezeichnete Pro-
zedur besteht aus einer genauen Analyse der aus der eichabha¨ngigen Feldkonfigurati-
on der zugrunde liegenden QFT gebildeten Algebra eichinvarianter Differentialformen
und der nachfolgenden Implementierung eines geeignet gewa¨hlten Satzes von (boso-
nischen) Eichinvarianten unter dem Funktionalintegral dieser QFT. Dadurch wird die
Ausintegration der urspru¨nglichen Feldkonfiguration mo¨glich und man erha¨lt eine in
Termen eichinvarianter Felder formulierte Theorie, welche als effektive (Quanten–)
Theorie wechselwirkender Observablen angesehen werden kann.
Die wichtigsten Ergebnisse lassen sich kurz zusammenfassen:
(1) Es erfolgte die Einfu¨hrung des Begriffs der Algebra der eichinvarianten Differen-
tialformen sowie eine Analyse der zugrunde liegenden mathematischen Struktu-
ren (Abschnitt 2.1).
(2) Nach einer kurzen Darstellung der Grundzu¨ge unserer Reduktionsprozedur an-
hand einer einfachen fermionischen Determinante (Abschnitt 2.3), wurde die-
se auf das geeichte Thirring–Modell in (1+ 1) Dimensionen (Kapitel 3), die
(3+ 1)–dimensionale QED (Kapitel 4) und die One–Flavour QCD (Kapitel 5)
angewandt. Fu¨r jedes der drei Modelle konnte eine vollsta¨ndige Analyse der Al-
gebra eichinvarianter Differentialformen gegeben sowie eine effektive Theorie in
Termen bosonischer eichinvarianter Felder durch die Reduktion des urspru¨ngli-
chen Funktionalintegrals konstruiert werden.
(3) Wie die Behandlung der drei genannten Modelle zeigte, liefert die vorgestell-
te Reduktionsprozedur ein allgemeines Bosonisierungsschema fu¨r Quanteneich-
feldtheorien in beliebigen Raum–Zeit–Dimensionen.
Im Rahmen des betrachteten zweidimensionalen Modells konnte dabei das be-
kannte Bosonisierungsresultat reproduziert, und damit die ¨Aquivalenz zwischen
Thirring–Modell und sine–Gordon–Modell gezeigt werden. Daru¨ber hinaus fu¨hrt
unsere Konstruktion zu einer natu¨rlichen Erkla¨rung bestimmter Teilaspekte der
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Bosonisierung, z.B. der dynamischen Erzeugung von Masse oder dem Auftreten
eines skalaren “Phasenfeldes”, und damit zu tieferen Einsichten in das Bosoni-
sierungspha¨nomen.
Die Behandlung der QED zeigte, daß sich viele der bei der Behandlung des zwei-
dimensionalen Thirring–Modells abgeleiteten Strukturen, auch auf vierdimen-
sionale (abelsche) Modelle u¨bertragen lassen. Speziell konnten wir eine Identita¨t
ablesen, die an die Stelle der beru¨hmten Bosonisierungsregel in zwei Dimensio-
nen tritt.
(4) Die physikalische Auswertung der formulierten effektiven Feldtheorien fu¨hrte
fu¨r das masselose Schwinger–Modell auf direktem Wege, d.h. ohne sto¨rungs-
theoretische Betrachtungen oder die Verwendung topologisch motivierter Regu-
larisierungsprozeduren, auf den korrekten Ausdruck fu¨r die chirale Anomalie.
Ein analoges Ergebnisse fu¨r die entsprechende massive Theorie konnte — zu-
mindest auf strukturellem Niveau — ebenfalls abgeleitet werden.
Fu¨r die genannten zwei abelschen Modelle erfolgte weiterhin die Berechnung
verschiedener Vakuumerwartungswerte und die Ableitung der Ward–Identita¨ten.
Wie sich zeigte, ist in beiden Fa¨llen die vektorielle Ward–Identita¨t erfu¨llt,
wa¨hrend die axiale Ward–Identita¨t infolge der chiralen Anomalie vollsta¨ndig ge-
brochen ist.
(5) Eine physikalische Auswertung der reduzierten vierdimensionalen QED durch
die Berechnung des Strom–Strom–Wechselwirkungsquerschnittes sowie der chi-
ralen Anomalie fu¨hrte auf eine effektive Theorie eines Spin–1–Feldes mit einer
komplizierten Selbstkopplung. Eine erste Analyse dieses Modells legt die Inter-
pretation nahe, daß die Masse dieses Feldes dynamisch durch die Aufsummation
bestimmter Quantenkorrekturen erzeugt wird, was zu einer Modifikation der be-
kannten Sto¨rungsreihe fu¨hrt. Die Struktur des Selbstwechselwirkungsterms die-
ses Spin–1–Feldes sto¨ßt jedoch an die Grenze der analytischen Auswertbarkeit.
Diese Resultate zeigen, daß die von uns vorgeschlagene Reduktionsprozedur als
eine potentielle Methode zur Konstruktion effektiver Feldtheorien wechselwirkender
eichinvarianter und damit physikalischer (observabler) Felder angesehen werden kann.
Sie liefert nicht nur ein allgemeines Bosonisierungsschema, sondern bietet auch die
Mo¨glichkeit, tiefere Einsichten in nichtperturbative Effekte und Pha¨nomene zu erhal-
ten.
Dennoch hat speziell die Analyse der massiven Theorien gezeigt, daß ein Vergleich
mit bekannten sto¨rungstheoretischen Resultaten nur schwer zu erbringen ist. Die Ursa-
che dafu¨r liegt in der prinzipiell anderen Struktur der im Rahmen unserer Reduktions-
prozedur erhaltenen effektiven Theorien. Die Wahl eines bestimmten Satzes von Eich-
invarianten schra¨nkt die Anwendbarkeit der reduzierten Theorie bei der Berechnung
von Erwartungswerten erheblich ein, wie die Berechnung der chiralen Anomalie im
massiven Schwinger–Modell deutlich zeigt.
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Fu¨r die zuku¨nftige Forschung auf diesem Gebiet ergeben sich daraus eine Reihe zu
lo¨sender Probleme und interessanter Fragestellungen:
• die Frage nach einer kanonischen Wahl des Satzes der eichinvarianten Felder und
der Zahl der Freiheitsgrade,
• die mathematisch rigorose Fassung von Erwartungswerten im Rahmen unseres
Zugangs, insbesondere in den massiven Modellen,
• ein tieferes Versta¨ndnis der Reihenentwicklung in m und der damit verbundenen
Konsequenzen, so z.B. die Frage nach dem Vergleich dieser Entwicklung mit der
bekannten Sto¨rungsreihe,
• die Frage nach der Rolle der nichtdynamischen Felder, die in den betrachteten
abelschen Fa¨llen wa¨hrend der Reduktionsprozedur in Erscheinung treten,
• das Problem der dynamischen Massenerzeugung und die damit verbundene Fra-
ge nach dem Wesen des in den behandelten Fa¨llen auftretenden Kovektorfeldes
vµ , welches an die Stelle des urspru¨nglichen Eichfeldes tritt und als effektives
massives Spin–1–Feld die Wechselwirkung zwischen den in die Theorie einge-
henden Invarianten vermittelt und
• das damit im Zusammenhang stehende Problem der Behandlung der nichttrivia-
len Selbstwechselwirkung des Feldes vµ , welches die Verwendung numerischer
Methoden (z.B. Gitterapproximationen) nahe legt.
Neben diesen Problemen, die vor allem die behandelten abelschen Theorien betreffen,
bleibt die Frage nach der physikalischen Interpretation und Auswertung der in Termen
bosonischer Invarianten formulierten und damit als Modell wechselwirkender Meso-
nen gegebenen One–Flavour QCD.
Die in der vorliegenden Dissertation dargestellten Ergebnisse ko¨nnen nur als ein er-
ster Schritt auf dem vorgeschlagenen Weg zu einem allgemeinen Konstruktionsschema
effektiver bosonischer Theorien in Termen observabler Gro¨ßen und deren Auswertung
im Rahmen physikalischer Fragestellungen angesehen werden.
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A. Konventionen und Notationen
A.1 Konventionen in (1+1) Dimensionen
In diesem Abschnitt fassen wir kurz die im zweidimensionalen Minkowski–Raum ver-
wendeten Konventionen zusammen, welche weitestgehend denen in [130] folgen.
Die Metrik ist gegeben durch η µν = diag(1, −1), wobei µ , ν , . . . = 0, 1 Raum–
Zeit–Indizes bezeichnen. Der vollsta¨ndig antisymmetrische Tensor µν (Levi–Civita–
Tensor) ist definiert durch 01 = − 01 = 1, µν = − νµ . Er erfu¨llt die Relationen
µσ σν = δ νµ und µν σδ = η µδ η νσ − η µσ η νδ .
Wir verwenden die Dirac–Matrizen γ µ in der Weyl–Darstellung:
γ 0 = σ1 =

0 1
1 0

, γ 1 = −iσ2 =

0 −1
1 0

,
γ 5 = γ5 = γ 0γ 1 = σ3 =

1 0
0 −1

. (A.1)
Hier bezeichnen σα , α = 1, 2, 3 die gewo¨hnlichen Pauli–Matrizen:
σ 0 =

1 0
0 1

, σ 1 =

0 1
1 0

, σ 2 =

0 −i
i 0

, σ 3 =

1 0
0 −1

. (A.2)
Die γ –Matrizen erfu¨llen die folgenden Relationen:
γ µ γ5 = µν γν ,

γ µ , γ ν
	
= 2η µν ,

γ µ , γ 5
	
= 0,

γ µ , γ ν

= −2µν γ5. (A.3)
A.2 Konventionen in (3+1) Dimensionen
Im vierdimensionalen Minkowski–Raum verwenden wir folgende Konventionen:
Die Metrik ist gegeben durch η µν = diag(1, −1, −1, −1), wobei µ , ν , . . . = 0, . . . , 3
Raum–Zeit–Indizes bezeichnen. Wir benutzen die folgende, als chirale oder Dirac–
Darstellung bezeichnete Repra¨sentation der Dirac–Matrizen γ µ :
(γ µ )bc =
 
0 σ µ ˙LK
σ µ
˙LK 0
!
, (A.4)
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wobei die Pauli–Matrizen σ µ
˙KL gegeben sind durch (A.2). Hier sind a, b, . . .= 1, 2, ˙1, ˙2
Bispinorindizes und K, L, . . . = 1, 2 Spinorindizes. Die γ –Matrizen erfu¨llen folgende
wichtige Relationen

γ µ , γ ν
	
= 2η µν , (γ µ )† = γµ , γ µ γ5 = −γ5γ µ , (A.5)
wobei γ5 := iγ0γ1γ2γ3. Fu¨r die Pauli–Matrizen notieren wir die folgenden in der vor-
liegenden Arbeit verwendeten Identita¨ten:
σ α σ β =η 0α σ β +η 0β σ α − η αβ σ 0 − i 0αβ γ σ γ , (A.6a)
σ α σ˜ β =η 0β σ α − η 0α σ β +η αβ σ 0+ i 0αβ γ σ γ , (A.6b)
Tr(σ α σ β )= 4η 0α η 0β − 2η αβ , (A.6c)
Tr(σ α σ˜ β )= 2η αβ , (A.6d)
1
2 Tr(σ α σ˜ β σ γ σ˜ δ )=η αβ η γ δ − η αγ η β δ +η αδ η β γ + iαβ γ δ . (A.6e)
Hier ist σ˜ µ := (1, −σ i) bzw. in Komponenten σ˜ µM ˙N =σ µ ˙NM und αβ γ δ der vollsta¨ndig
antisymmetrische Tensor in vier Dimensionen. Daru¨ber hinaus haben wir
σ
µ
˙KL σ
˙MN
µ = 2δ
˙M
˙K δ
N
L . (A.7)
Ein Beweis dieser Relationen findet man u.a. in [144].
In der vorliegenden Arbeit werden in vier Dimensionen die (fermionischen) Mate-
riefelder in Form von Bispinoren ψ a =
φ K
ϕ
˙K

dargestellt. Ein Bispinor ist dabei ein
Paar von Weyl–Spinoren, die zu dem die fundamentale Darstellung von SL(2,C) tra-
genden Spinorraum S 
=
C
2 geho¨ren. Es existieren eine Reihe von zu S isomorphen
Ra¨umen ˜S, S∗ und ˜S∗, wobei die Tilde das algebraische Dual und der Stern den komplex
konjugierten Raum bezeichnen. Alle diese Ra¨ume tragen unterschiedliche Darstellun-
gen der Gruppe SL(2,C): In ˜S wirkt die duale Darstellung, die a¨quivalent zur funda-
mentalen Darstellung ist, und in S∗ wirkt die konjugierte Darstellung von SL(2,C).
Der Spinorraum S ist ausgestattet mit einer nichtentarteten, SL(2,C)–invarianten,
schiefsymmetrischen Bilinearform KL, welche einen Isomorphismus zwischen S und
dem dazu dualen Raum ˜S liefert:
S 3
 φ K −−−−→ (φL)=
 φ K KL

2
˜S. (A.8)
Durch komplexe Konjugation haben wir weiterhin einen kanonischen Antiisomorphis-
mus zwischen S und S∗ gegeben:
S 3
 φ K ∗−−−−→

φ ˙K∗

2 S∗. (A.9)
Schließlich ist durch die konjugierte Bilinearform 
˙K ˙L eine isomorphe Abbildung zwi-
schen ˜S und ˜S∗ definiert:
S∗ 3

ϕ ˙K


∗
−−−−−→
 
ϕ
˙L

=

ϕ ˙K 
˙K ˙L

2
˜S∗. (A.10)
Damit haben wir das folgende kommutative Diagramm:
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˜S ˜S∗-
S S∗-∗
?

?

∗
Ein Bispinor ψ a =
φ K
ϕ
˙K

kann nun als ein Element des Raumes S := S× ˜S∗ aufgefaßt
werden. In analoger Weise ist der komplex konjugierte Bispinor ψ a∗=

φ ˙K∗
ϕ ∗K

ein Ele-
ment des zu S konjugierten Raumes S∗ :=S∗ × ˜S. Das Tensorprodukt der schiefsymme-
trischen Bilinearformen KL und − ˙K ˙L definiert eine schiefsymmetrische Bilinearform
ab auf S,
ab =

KL 0
0
−
˙K ˙L

, (A.11)
welche somit einen Isomorphismus zwischen S und S∗ liefert:
S 3
 
ψ a

−→
 
ψb

=
 
ψ a ab

2 S
∗
. (A.12)
Es gilt 
˙K ˙L 
˙L ˙M
= −δ
˙K
˙M
. Daru¨ber hinaus definiert die natu¨rliche algebraische Dualita¨t
zwischen S und S∗ = S∗ × ˜S 
=
˜S × S∗ eine Hermitesche Bilinearform βab:
βab =
 
0 δ
˙K
˙L
δ KL 0
!
. (A.13)
Aus den γ –Matrizen, mit deren Hilfe Spintensoren und Raum–Zeit–Objekte mit-
einander in Beziehung gebracht werden ko¨nnen (siehe auch [144]), kann ein Spintensor
vierten Ranges gebildet werden:
βabcd := 12(γ µ )∗ab (γµ )cd . (A.14)
Er ist symmetrisch im ersten und zweiten Indexpaar und hat nur vier nichtverschwin-
dende Komponenten
β
˙K
L ˙M
N = β ˙KLN ˙M = β L ˙K ˙MN = β L ˙KN ˙M = −δ ˙M ˙K δ LN . (A.15)
Abschließend geben wir noch die verwendete Darstellung der Gell–Mann–
Matrizen tα an, wobei α , β , . . . = 1. . . 8:
t1 =
0
@
0 1 0
1 0 0
0 0 0
1
A , t2 =
0
@
0 −i 0
i 0 0
0 0 0
1
A , t3 =
0
@
1 0 0
0 −1 0
0 0 0
1
A ,
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t4 =
0
@
0 0 1
0 0 0
1 0 0
1
A , t5 =
0
@
0 0 −i
0 0 0
i 0 0
1
A , t6 =
0
@
0 0 0
0 0 1
0 1 0
1
A ,
t7 =
0
@
0 0 0
0 0 −i
0 i 0
1
A , t8 =
1
p
3
0
@
1 0 0
0 1 0
0 0 −2
1
A
. (A.16)
Sie erfu¨llen folgende Relationen:
[tα , tβ ]=
8
∑
γ=1
2i f γ αβ tγ , Tr(tα tβ )= 2δ αβ , (A.17)
wobei
f 147 = − f 741 = f 246 = − f 642 = f 257 = − f 752 = f 345 = − f 543 = 12 ,
f 123 = − f 321 = 1,
f 458 = − f 854 = f 678 = − f 876 = 1p3
(und entsprechend fu¨r zyklische Permutationen der Indizes). Alle anderen f αβ γ ver-
schwinden. In Komponenten haben wir die wichtige Beziehung
(tβ )BC (tβ )EF = − 23 δBC δEF+2δBF δEC. (A.18)
B. Vakuumerwartungswerte im
massiven Schwinger{Modell
B.1 Chirale Anomalie
Im Abschnitt 3.8 konnten wir am Beispiel eines vereinfachten Modells zeigen, daß
die Einbeziehung der Masse zu einer additiven Modifikation des Erwartungswertes
< 1p
pi
(∂µ ∂ µ θ (y)) > fu¨hrt. An dieser Stelle soll nun ein entsprechendes Ergebnis (zumin-
dest auf strukturellem Niveau) im Falle des kompletten Massenterms 2m |h| cos[2ppi θ ]
abgeleitet werden.
Ausgangspunkt ist jetzt also die vollsta¨ndige effektive Form des bosonisierten
Schwinger–Modells (3.64) und (3.65), wobei vµ als a¨ußeres Feld betrachtet wird, d.h.
Z[vµ ]=N
Z
∏
x

d|h|2 dθ 	ei R d2xL[vµ ,θ ,|h|], (B.1)
L
[vµ , θ , |h|]=− 14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ )
−2m |h|cos[2ppi θ ] − 12αh |h|4. (B.2)
Die Grundidee besteht nun darin, den Lagrangian (B.2) in einen “freien” Anteil (bzgl.
eines massiven skalaren Feldes θ ) und einen Wechselwirkungsanteil (mit polynomia-
len Selbstwechselwirkungstermen des θ –Feldes) zu zerlegen. Zu diesem Zweck ent-
wickeln wir den Term cos[2ppi θ ] in einer Potenzreihe um das θ = 0 Vakuum (siehe
auch [72,103]). Spalten wir dann die Terme bis quadratischer Ordnung in θ ab, so folgt
fu¨r L[vµ , θ , |h|]:
L
[vµ , θ , |h|]=L0[vµ , θ , |h|]+Lint[vµ , θ , |h|]
mit
L0[vµ , θ , |h|] :=− 14
 
∂[µ vν ]
2
−
e2
2pi vµ v
µ
−
e
p
pi

µν vµ (∂ν θ )+ 12 (∂µ θ )(∂ µ θ )
−2m |h|+4mpi |h|θ 2 − 12αh |h|4,
Lint[vµ , θ , |h|] :=−2m |h|
∞∑
k=2
(
−1)k
(2k)! (2
p
piθ )2k.
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Jetzt entwickeln wir ei
R
d2xLint[vµ ,θ ,|h|] in einer Potenzreihe in den Integralkern und er-
halten damit fu¨r das Funktionalintegral
Z[vµ ]=N
Z
∏
x

d|h|2 dθ  1+R[θ , |h|]	ei R d2xL[vµ ,θ ,|h|], (B.3)
wobei
R
[θ , |h|] := ∞∑
l=1
mlR(l)[θ , |h|], (B.4a)
R
(l)[θ , |h|] := (−1)ll! (2|h|)l
 
∞∑
k=2
(
−1)k
(2k)! (2
p
piθ )2k
!l
. (B.4b)
Wir bemerken, daß wir durch dieses Vorgehen auf eine Reihenentwicklung bzgl. der
urspru¨nglichen Fermionenmasse m gefu¨hrt werden.
Jetzt folgen wir den bereits bei der Behandlung des vereinfachten massiven Modells
beschrittenen Weg und fu¨hren nach partieller Integration der Terme ep
pi

µν vµ (∂ν θ )
und 12 (∂µ θ )(∂ µ θ ) das neue Feld θ 0(x) entsprechend (3.72) ein. Fu¨r den Erwartungs-
wert < jµ5 (y) >< 1ppi (∂ µ θ (y)) > ergibt sich damit:
< 1p
pi
(∂ µ θ (y)) > =

−
e
pi 
αβ
 1
Z
Z
∏
x

d|h|2 dθ 0 1+R[θ 0, |h|]	
×
Z
d2z (∂β vα (z))∂ µ D−1(y − z)
×e
i
R
d2x
n
−2m |h(x)|− 12αh |h(x)|4−
1
2 θ
0(x)Dθ 0(x)
o
, (B.5)
wobei DD−1(x − y)= −δ 2(x − y) mit D :=− 4mpi |h|. Hier ist
Z :=
Z
∏
x

d|h|2 dθ 0 1+R[θ 0, |h|]	ei
R
d2x
n
−2m |h(x)|− 12αh |h(x)|4−
1
2 θ
0(x)Dθ 0(x)
o
und
R
[θ 0, |h|] := ∞∑
l=1
mlR(l)[θ 0, |h|],
R
(l)[θ 0, |h|] := (−1)ll! (2|h|)l
 ∞∑
k=2
(
−1)k
(2k)!

2
p
pi
n
θ 0(x)
−
e
p
pi

µν
Z
d2y(∂ν vµ (y))D−1(x − y)
o2kl
.
Bei der Ableitung von (B.5) benutzten wir wieder die Tatsache, daß die vom a¨ußeren
Feld vµ abha¨ngigen Terme vollsta¨ndig entkoppeln und deshalb in die Normierungskon-
stante gezogen werden ko¨nnen.
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Um den so erhaltenen Ausdruck (B.5) weiter zu behandeln, fu¨hren wir eine Um-
ordnung der Faktoren in Za¨hler und Nenner durch, mit dem Ergebnis:
< 1p
pi
(∂ µ θ (y)) >
=−
e
pi 
αβ 1
Zy
Z
d|h(y)|2 dθ 0(y) 1+R[θ (y)0, |h(y)|]
×
Z
d2z (∂β vα (z))∂ µ D−1(y − z)e−2m |h(y)|−
1
2αh |h(y)|4−
1
2 θ
0(y)Dθ 0(y)
=−
e
pi 
αβ 1
Zy
Z
d|h(y)|2 dθ 0(y) 1+ ∞∑
l=1
mlR(l)[θ (y)0, |h(y)|]
×
Z
d2z (∂β vα (z))∂ µ D−1(y − z)e−2m |h
(y)|− 12αh |h(y)|
4
−
1
2 θ
0(y)Dθ 0(y)
,
wobei
Zy :=
Z
d|h(y)|2 dθ 0(y) 1+R[θ 0(y), |h(y)|]
×e
i
R
d2x
n
−2m |h(y)|− 12αh |h(y)|
4
−
1
2 θ
0(y)Dθ 0(y)
o
=
Z
d|h(y)|2 dθ 0(y) 1+ ∞∑
l=1
mlR[θ 0(y), |h(y)|]
×e
i
R
d2x
n
−2m |h(y)|− 12αh |h(y)|
4
−
1
2 θ
0(y)Dθ 0(y)
o
.
Nehmen wir nun noch die partielle Ableitung, dann folgt im Rahmen unserer Formu-
lierung fu¨r die chirale Anomalie im massiven Schwinger–Modell:
< 1p
pi
(∂µ ∂ µ θ (y)) >
=
e
pi 
αβ 1
Zy
Z
d|h(y)|2 dθ 0(y) 1+ ∞∑
l=1
mlR(l)[θ (y)0, |h(y)|]
×
Z
d2z (∂β vα (z))


−4mpi |h| δ
2(y − z)

e
−2m |h(y)|− 12αh |h(y)|
4
−
1
2 θ
0(y)Dθ 0(y)
.
(B.6)
Wir erkennen, daß sowohl der Nenner als auch der Za¨hler unendliche Potenzreihen in m
darstellen. Entwickeln wir deshalb (B.6) formal in einer “Sto¨rungsreihe” nach m um ei-
ne masselose Theorie, wobei die dabei auftretenden Infrarot–Divergenzen ausgeklam-
mert werden, dann erhalten wir die bekannte Struktur der chiralen Anomalie, d.h.
< 1p
pi
(∂µ ∂ µ θ (y)) >= epi  νµ (∂µ vν )+R(m), (B.7)
wobei jetztR(m) die vollsta¨ndige Information u¨ber den Massenterm 2m |h| cos[2ppiθ ]
entha¨lt.
Das soeben abgeleitete Ergebnis tra¨gt nur formalen Charakter; eine praktische Aus-
wertung des TermsR(m) mittels analytischer Methoden gestaltet sich a¨ußerst schwie-
rig und deutet die Grenzen der im Rahmen unserer Formulierung erhaltenen effektiven
Formulierung des Schwinger– bzw. Thirring–Modells an.
120 B Vakuumerwartungswerte im massiven Schwinger–Modell
B.2 Strom{Strom{Wechselwirkungsquerschnitt
Um die Strom–Strom–Wechselwirkungsquerschnitte und die daraus resultierenden
Ward–Identita¨ten im Falle des vollsta¨ndigen massiven Schwinger–Modells zu berech-
nen, starten wir wieder von (B.1) und (B.2), wobei jetzt vµ nicht mehr als a¨ußeres Feld
betrachtet wird. Mit analogen Manipulationen, die zur Zerlegung des Massenterms und
schließlich der Abspaltung der Selbstwechselwirkungsterme des θ –Feldes fu¨hrten, er-
halten wir
Z=N
Z
∏
x

dvµ d|h|2 dθ  1+R[θ , |h|]	ei
R
d2xL[vµ ,θ ,|h|]
, (B.8)
wobei
R
[θ , |h|] := ∞∑
l=1
mlR(l)[θ , |h|], (B.9a)
R
(l)[θ , |h|] := (−1)ll! (2|h|)l
 
∞∑
k=2
(
−1)k
(2k)! (2
p
piθ )2k
!l
. (B.9b)
Folgen wir jetzt den bereits bei der Behandlung des vereinfachten massiven Mo-
dells in Abschnitt 3.9 beschrittenen Weg, dann erhalten wir fu¨r den Strom–Strom–
Wechselwirkungsquerschnitt Tµν55 (x2, x2) den Ausdruck
Tµν55 (x1, x2)
=
1
pi i2
1
Z[0]
 
∂ µx1
δ
δ ξ (x1)
 
∂ νx2
δ
δ ξ (x2)

Z
∏
x

d|h|2 dθ 0  1+R[θ 0, |h|]	
exp
h
i
Z
d2xd2y
n
−θ 0(x)A(x − y)θ 0(y) − 14 ξ (x)A−1(x − y)ξ (y)
o
+i
Z
d2x
n
−2m |h(x)| − 1αh |h(x)|4
oi


ξ=0, (B.10)
wobei
Z[0] :=
Z
∏
x

d|h|2 dθ 0  1+R[θ 0, |h|]	
×e
i
R
d2xd2y

−θ 0(x)A(x−y)θ 0(y)
	
+i
R
d2x

−2m |h(x)|− 1αh |h(x)|
4
	
,
R
[θ 0, |h|] := ∞∑
l=1
mlR(l)[θ 0, |h|],
R
(l)[θ , |h|] := (−1)ll! (2|h|)l
 ∞∑
k=2
(
−1)k
(2k)!

2
p
pi
n
θ 0(x) − 12
Z
d2yξ (y)A−1(x − y)
o2kl
mit A := 12

−m2v
− 4mpi |h| und A−1(x − y) definiert u¨ber AA−1 = −δ 2(x − y). Wir be-
merken, daß die Funktionalableitungen nach ξ in (B.10) auch auf den im Integralkern
auftretenden Faktor Πx(1+R[θ 0, |h|]) zuschlagen. Formal erhalten wir dafu¨r:
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
∂ µx1
δ
δ ξ (x1)

∂ νx2
δ
δ ξ (x2)

∏
x
 
1+R[θ 0(x), |h(x)|]


∂ µx1
δ
δ ξ (x1)

∂ νx2
δ
δ ξ (x2)

ei
R
d2x ln[1+R[θ 0(x),|h(x)|]]
=

i
Z
d2x 1
 
1+R[θ 0(x), |h(x)|]2
×

∂ µx1
δ
δ ξ (x1)R[θ
0(x), |h(x)|]

∂ µx2
δ
δ ξ (x2)R[θ
0(x), |h(x)|]

+i
Z
d2x 1 
1+R[θ 0(x), |h(x)|]

 
∂ µx2
δ
δ ξ (x2)
 
∂ µx1
δ
δ ξ (x1)

R
[θ 0(x), |h(x)|]

+i2
Z
d2xd2y 1 
1+R[θ 0(x), |h(x)|]
1
 
1+R[θ 0(y), |h(y)|]
×

∂ µx1
δ
δ ξ (x1)R[θ
0(x), |h(x)|]

∂ µx2
δ
δ ξ (x2)R[θ
0(y), |h(y)|]

×ei
R
d2x ln[1+R[θ 0(x),|h(x)|]]


i
Z
d2x 1
 
1+∑∞l=1 mlR(l)[θ 0(x), |h(x)|]
2
×
∞∑
i=1
mi

∂ µx1
δ
δ ξ (x1)R
(i)[θ 0(x), |h(x)|]

×
∞∑
j=1
mj

∂ µx2
δ
δ ξ (x2)R
( j)[θ 0(x), |h(x)|]

+i
Z
d2x 1 
1+∑∞l=1 mlR(l)[θ 0(x), |h(x)|]

×
∞∑
i=1
mi

 
∂ µx2
δ
δ ξ (x2)
 
∂ µx1
δ
δ ξ (x1)

R
(i)[θ 0(x), |h(x)|]

+i2
Z
d2xd2y 1 
1+∑∞l=1 mlR(l)[θ 0(x), |h(x)|]

1
 
1+∑∞n=1 mnR(n)[θ 0(y), |h(y)|]

×
∞∑
i=1
mi

∂ µx1
δ
δ ξ (x1)R
(i)[θ 0(x), |h(x)|]

×
∞∑
j=1
mj

∂ µx2
δ
δ ξ (x2)R
( j)[θ 0(y), |h(y)|]

× ∏
x
 
1+
∞∑
l=1
mlR(l)[θ 0(x), |h(x)|]
=:R0(m) ∏
x
 
1+
∞∑
l=1
mlR(l)[θ 0(x), |h(x)|]. (B.11)
Wie wir daraus leicht erkennen ko¨nnen, liefern die einzelnen Summanden in R0(m)
nach einer Reihenentwicklung bzgl. der Masse m nur Beitra¨ge von mindestens erster
Ordnung in m.
Die Auswertung der Funktionalableitungen nach ξ auf den Exponentialfaktor in
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(B.10) ergibt unter Verwendung von (B.11):
Tµν55 (x1, x2)
=
1
Z
Z
∏
x

dθ 0d|h|2 1+ ∞∑
l=1
mlR(l)[θ 0(x), |h(x)|]	
×

−
1
2pi ∂
µ
x1∂ νx2 A
−1(x1 − x2)+R0(m)

×e
i
R
d2xd2y

−θ 0(x)A(x−y)θ 0(y)
	
+i
R
d2x

−2m |h(x)|− 1αh |h(x)|
4
	
=
1
Zx1,x2
Z
dθ 0(x1)dθ 0(x2)d|h(x1)|2 d|h(x2)|2
×
 
1+
∞∑
l=1
mlR(l)[θ 0(x1), |h(x1)|] 1+
∞∑
l=1
mlR(l)[θ 0(x2), |h(x2)|]
×

−
1
2pi ∂
µ
x1∂ νx2 A
−1(x1 − x2)+R0(m)

×e
−θ 0(x1)Aθ 0(x1)−θ 0(x2)Aθ 0(x2)−2m |h(x1)|−2m |h(x2)|− 1αh |h(x1)|
4
−
1
αh
|h(x2)|4 (B.12)
mit
Zx1,x2 :=
Z
dθ 0(x1)dθ 0(x2)d|h(x1)|2 d|h(x2)|2  1+
∞∑
l=1
mlR(l)[θ 0(x1), |h(x1)|]
×e
−θ 0(x1)Aθ 0(x1)−θ 0(x2)Aθ 0(x2)−2m |h(x1)|−2m |h(x2)|− 1αh |h(x1)|4−
1
αh
|h(x2)|4
.
Dabei zerfa¨llt der Za¨her und Nenner in (B.12) wieder in eine unendliche Potenzreihe
in m, weshalb eine formale Reihenentwicklung nach m schließlich strukturell das ge-
suchte Ergebnis
Tµν55 (x1, x2)=− 1pi −m
2
v

∂ µ ∂ ν δ 2(x1 − x2)+Rµν55 (m) (B.13)
liefert. Der TermRµν55 (m) tra¨gt jetzt die gesamte Information des urspru¨nglichen Mas-
senterms. Allerdings ist, analog zum Ergebnis des letzten Abschnittes, eine analytische
Auswertung des additiven ZusatztermsRµν55 (m) nur unter großem Aufwand mo¨glich.
Abschließend sei erwa¨hnt, daß wir ausgehend von (B.13) u¨ber (3.88) und (3.92) die
u¨brigen Strom–Strom–Wechselwirkungsquerschnitte berechnen ko¨nnen.
C. Erga¨nzungen zum Kapitel 5
C.1 Beweis von Lemma 42
In diesem Abschnitt wollen wir zeigen, daß (X 2)4 ein nichtverschwindendes Element
maximalen Ranges in der Grassmann–Algebra ist (Lemma 42). Offensichtlich hat
(
X
2)4 den Rang 24 und ist somit ein Element maximalen Ranges, d.h. wir ko¨nnen
schreiben
(
X
2)4
= c ∏ψ ∏ψ ∗. (C.1)
Es bleibt zu zeigen, daß c 6= 0, c 2C. Aus (C.1) folgt durch Integration
c=
Z
∏dψ ∏dψ ∗ (X 2)4. (C.2)
Unter Benutzung von (5.34c) erhalten wir
(
X
2)4
=
4
∏
r=1
4(J ardrJ brerJ cr fr+2J ar frJ brdrJ crer)βbrcrer frβardr . (C.3)
Setzen wir dies in (C.2) ein, dann ko¨nnen wir c in die Form c= c1+ c2+ c3+ c4+ c5
bringen, wobei
c1 = 44
Z
dψ dψ ∗
4
∏
r=1
J
ardr
J
brer
J
cr frβbrcrer fr βardr
= 64 . 44
4
∏
r=1
(βbrcrer fr βardr β arir β br jr β crkr)
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
d1d4e3 f2

d2e1e4 f3

d3e2 f1 f4
= 64 . 44Ui1 j1k1e1 f1d1 U
i2 j2k2
e2 f2d2 U
i3 j3k3
e3 f3d3 U
i4 j4k4
e4 f4d4
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
d1d4e3 f2

d2e1e4 f3

d3e2 f1 f4
, (C.4a)
c2 = 24 . 44
Z
dψ dψ ∗
4
∏
r=1
J
ar fr
J
brdr
J
crerβbrcrer fr βardr
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= 64 . 24 . 44Ui1 j1k1e1 f1d1 U
i2 j2k2
e2 f2d2 U
i3 j3k3
e3 f3d3 U
i4 j4k4
e4 f4d4
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
d1d4e3 f2

d2e1e4 f3

d3e2 f1 f4
, (C.4b)
 24 c1,
c3 = 23 . 44
Z
dψ dψ ∗
3
∏
r=1
J
ardr
J
brer
J
cr frβbrcrer fr βardr
×J a4 f4J b4d4J c4e4 βb4c4e4 f4 βa4d4
= 64 . 23 . 44Ui1 j1k1e1 f1d1 U
i2 j2k2
e2 f2d2 U
i3 j3k3
e3 f3d3 U
i4 j4k4
e4 f4d4
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
d1 f4e3 f2

d2e1d4 f3

d3e2 f1e4
, (C.4c)
c4 = 22 . 44 . 6
Z
dψ dψ ∗
2
∏
r=1
J
ardr
J
brer
J
cr frβbrcrer fr βardr
×
2
∏
s=1
J
as fs
J
bsds
J
csesβbscses fs βasds
= 64 . 22 . 44 . 6Ui1 j1k1
e1 f1d1 U
i2 j2k2
e2 f2d2 U
i3 j3k3
e3 f3d3 U
i4 j4k4
e4 f4d4
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
d1 f4d3 f2

d2e1d4e3

f3e2 f1e4
, (C.4d)
c5 = 25 . 44
Z
dψ dψ ∗
3
∏
r=1
J
ar fr
J
brdr
J
crerβbrcrer fr βardr
×J a4d4J b4e4J c4 f4βb4c4e4 f4 βa4d4
= 64 . 25 . 44Ui1 j1k1e1 f1d1 U
i2 j2k2
e2 f2d2 U
i3 j3k3
e3 f3d3 U
i4 j4k4
e4 f4d4
×i1i4 j3k2 i2 j1 j4k3 i3 j2k1k4 
f1d4d3e2

f2d1e4e3

f3d2e1 f4
. (C.4e)
Hier bezeichnet Ui jke f d := βbce f βad β ai β b j β ck. Bei der Berechnung der Gleichungen
(C.4a)–(C.4e) machten wir Gebrauch von der folgenden Identita¨t:
Z
dψ dψ ∗
12
∏
r=1
J
crdr
=
1
(4!)3
12
∏
r=1
β crlr ∑
pi ()
n
lσ1 lσ2 lσ3 lσ4 lσ5 ... lσ8 lσ9 ... lσ12
× dσ1dσ2 dσ3 dσ4  dσ5 ... dσ8  dσ9 ... dσ12
o
, (C.5)
wobei die Summe u¨ber alle Permutationen pi () der Indizes σi la¨uft. Zum Beweis die-
ser Gleichung bemerken wir, daß beide Seiten nur dann nicht identisch verschwinden,
wenn jeder Spinorindex genau drei Mal in den Multiindizes (cr) und (dr) auftritt. Wei-
terhin sind beide Seiten symmetrisch bzgl. des gleichzeitigen Austauschs von zwei Paa-
ren von Indizes, z.B. (cr, dr) und (cs, ds). Damit ko¨nnen wir die Indizes cr auf beiden
Seiten ordnen, was schließlich die obige Formel (C.5) liefert.
Um nun (C.4a)–(C.4e) zu beweisen, bemerken wir, daß nur solche Terme nichtver-
schwindende Beitra¨ge liefern, bei denen alle Indizes in den –Tensoren verschieden
sind. Die Zahl dieser Permutationen betra¨gt 64 . (4!)3, und es ist leicht zu zeigen, daß
alle diese Permutationen den gleichen Beitrag liefern. Damit ko¨nnen wir die Summe
u¨ber alle Permutationen durch eine konkrete Darstellung multipliziert mit 64 . (4!)3 er-
setzen.
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Im letzten Schritt fu¨hren wir die Summation u¨ber alle Indizes in (C.4a)–(C.4e) aus.
Eine lange aber einfache Rechnung liefert schließlich
c1 = 44 . 64 . 27 . 32 = 219 . 36,
c2 = 44 . 64 . 24 . 27 . 32 = 223 . 36,
c3 = 44 . 64 . 23 . 24 . 33 = 219 . 37,
c4 = 44 . 64 . 23 . 23 . 33 . 5= 218 . 37 . 5,
c5 = 44 . 64 . 25 . 24 . 33 = 221 . 37.
Nehmen wir jetzt noch die Summe, dann erhalten wir c= 218 .36 .79, womit der Beweis
des Lemmas 42 erbracht wa¨re.
C.2 Regularita¨t der Matrizen Q(J ) und Q( j)
In diesem Abschnitt werden wir in Erga¨nzung zu den Kapiteln 5.4 und 5.5 zeigen, daß
alle Komponenten der Matrizen Q(J ) nicht verschwinden und somit die Identita¨ten
(5.37a)–(5.37d) “echte” Identita¨ten in der zugrunde liegenden Grassmann–Algebra
sind. Zum anderen wird (auf c–Feld–Niveau) die Regularita¨t der Matrizen Q( j) (siehe
Gleichungen (5.47a)–(5.47d)) gezeigt werden, die schließlich eine Auflo¨sung der Glei-
chungen (5.37a)–(5.37d) unter dem Funktionalintegral ermo¨glicht. Aus Platzgru¨nden
beschra¨nken wir uns auf eine Darstellung der grundlegenden Ideen.
Nichtverschwinden der Komponenten der Matrizen Q(J )
Betrachten wir die 2 × 2–Matrix Q ˙KM (fu¨r die anderen Matrizen la¨uft der Beweis ent-
sprechend). Ausgehend von (5.38c) und (5.33a) ko¨nnen wir schreiben
Q(J ) ˙KM = 8 2J ˙N
˙NJO
O
J
˙KM
+2J ˙NOJO ˙NJ
˙KM
+2JOOJ
˙NM
J
˙K
˙N
+2J ˙N
˙NJO
M
J
˙KO
+2JOMJ
˙NO
J
˙K
˙N+2JO ˙NJ
˙NM
J
˙KO
+2J ˙N
˙NJ
˙OM
J
˙K
˙O+J
˙N
˙OJ
˙O
˙NJ
˙KM
+J
˙O
˙OJ
˙N
˙NJ
˙KM
+2J ˙NMJ ˙O
˙NJ
˙K
˙O

. (C.6)
Berechnen wir zuerst die Komponente Q˙11(J ). Mit A, B, C als Farbindizes erhalten wir
aus (C.6) durch Einsetzen der Definition von J ab:
Q˙11(J )= 8 2φ ˙N∗A ϕ ˙NAϕ ∗OBφ OBφ
˙1∗
C φ 1C+2φ ˙N∗A φ OAϕ ∗OBϕ ˙NBφ
˙1∗
C φ 1C
+2ϕ ∗OAφ OAφ ˙N∗B φ 1Bφ ˙1∗C ϕ ˙NC+2φ
˙N∗
A ϕ ˙N
Aϕ ∗OBφ 1Bφ ˙1∗C φ OC
+2ϕ ∗OAφ 1Aφ ˙N∗B φ OBφ ˙1∗C ϕ ˙NC+2ϕ ∗OAϕ ˙NAφ
˙N∗
B φ 1Bφ ˙1∗C φ OC
+2φ ˙N∗A ϕ ˙NAφ
˙O∗
B φ 1Bφ ˙1∗C ϕ ˙OC+φ
˙N∗
A ϕ ˙O
Aφ ˙O∗B ϕ ˙NBφ
˙1∗
C φ 1C
+φ ˙N∗A ϕ ˙NAφ
˙O∗
B ϕ ˙O
Bφ ˙1∗C φ 1C+2φ ˙N∗A φ 1Aφ ˙O∗B ϕ ˙NBφ
˙1∗
C ϕ ˙O
C
.
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Bei diesem Ausdruck handelt es sich nicht um ein Element maximalen Ranges, wes-
halb er eine sehr große Anzahl verschiedener Summanden entha¨lt. Da wir aber ledig-
lich zeigen mu¨ssen, daß Q˙11(J ) 6 0 ist, ko¨nnen wir uns auf eine konkrete Komponente
beschra¨nken. Wa¨hlen wir alle Komponentenφ ˙2∗3 φ ˙1∗1. Die letzten vier Summanden
liefern dafu¨r keinen Beitrag und wir ko¨nnen schreiben:
Q˙11(J )= 8φ ˙2∗3 φ ˙1∗1
 
− 2ϕ
˙2
3ϕ ∗OBφ OBφ 11 − 2φ O3ϕ ∗OBϕ ˙2Bφ 11
−2ϕ ∗OAφ OAφ 13ϕ ˙21 − 2ϕ ˙23ϕ ∗OBφ 1Bφ O1
−2ϕ ∗OAφ 1Aφ O3ϕ ˙21 − 2ϕ ∗OAϕ ˙2Aφ 13φ O1

+
{Terme nicht proportional zu (φ ˙2∗3 φ ˙1∗1 )}.
Betrachten wir weiterhin nur Terme proportional zu φ 22φ 11, dann sehen wir aus der
letzten Gleichung, daß zu diesen lediglich der erste Summand Beitra¨ge liefert. Wir er-
halten schließlich
Q˙11(J ) = −16φ ˙2∗3 φ ˙1∗1 φ 22φ 11ϕ ˙23ϕ ∗22
+
{Terme nicht proportional zu (φ ˙2∗3 φ ˙1∗1 φ 22φ 11)}
6 0.
Damit ha¨tten wir gezeigt, daß Q˙11(J ) auf Algebra–Niveau nicht identisch verschwin-
det. Auf entsprechende Art und Weise ko¨nnen wir dies auch fu¨r die anderen Kompo-
nenten der Matrix Q ˙KM(J ) zeigen, z.B. erhalten wir fu¨r
Q˙12(J ) = −16φ ˙2∗3 φ ˙1∗1 φ 22φ 11ϕ ˙23ϕ ∗12
+
{Terme nicht proportional zu (φ ˙2∗3 φ ˙1∗1 φ 22φ 11)}
6 0.
Damit wa¨re bewiesen, daß Q ˙KM(J ) 6 0 fu¨r ∀ ˙A, C. Den entsprechenden Beweis fu¨r die
anderen Komponenten von Q(J ) erha¨lt man durch analoge Argumentation.
Regularita¨t der Matrix Q( j)
Es genu¨gt zu zeigen, daß auf c–Feld–Niveau det[Q( j) ˙AC] 6= 0, wobei
Q( j) ˙AC =
 
Q( j)˙11 Q( j)˙12
Q( j)˙21 Q( j)˙22
!
. (C.7)
Berechnen wir zuerst die einzelnen Komponenten der Matrix. Wir erhalten mit (5.47c)
Q˙11 = 16

3( j ˙1
˙1)2 j
˙11
+2 j ˙1
˙2 j
˙11 j ˙2
˙1+2 j
˙1
˙1 j
˙11 j ˙2
˙2+ j
˙11( j ˙2
˙2)2+2 j
˙1
˙1 j
˙1
˙2 j
˙21
+2 j ˙1
˙2 j
˙2
˙2 j
˙21
+2( j ˙11)2 j1˙1+2 j
˙11 j ˙21 j1˙2+4 j
˙1
˙1 j
˙11 j11+2 j ˙11 j ˙2 ˙2 j11
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+2 j ˙1
˙2 j
˙21 j11+2 j ˙11 j ˙12 j2˙1+ j
˙12 j ˙21 j2˙2+ ( j
˙22)2 j2˙2+2 j
˙1
˙1 j
˙12 j21
+ j ˙12 j ˙2
˙2 j21+ j
˙1
˙2 j
˙22 j21+2 j ˙1 ˙1 j
˙11 j22+ j ˙11 j ˙2 ˙2 j22+ j
˙1
˙2 j
˙21 j22

.
Entsprechend erhalten wir fu¨r die anderen Komponenten von (C.7):
Q˙12 = 16

3( j ˙1
˙1)2 j
˙12
+2 j ˙1
˙2 j
˙12 j ˙2
˙1+2 j
˙1
˙1 j
˙12 j ˙2
˙2+2 j
˙1
˙2( j
˙2
˙2)2+ j
˙12( j ˙2
˙2)2
+2 j ˙1
˙1 j
˙1
˙2 j
˙22
+2 j ˙11 j ˙12 j1˙1+ j
˙12 j ˙21 j1˙2+ j
˙11 j ˙22 j1˙2+2 j
˙1
˙1 j
˙12 j11
+ j ˙12 j ˙2
˙2 j11+ j
˙1
˙2 j
˙22 j11+2 j ˙1 ˙1 j
˙11 j12+ j ˙11 j ˙2 ˙2 j12+ j
˙1
˙2 j
˙21 j12
+2( j ˙12)2 j2˙1+2 j
˙12 j ˙22 j2˙2+4 j
˙1
˙1 j
˙12 j22+2 j ˙12 j ˙2 ˙2 j22+2 j
˙1
˙2 j
˙22 j22

,
Q˙21 = 16

2 j ˙1
˙1 j
˙11 j ˙2
˙1+2 j
˙11 j ˙2
˙1 j
˙2
˙2+ ( j
˙1
˙1)2 j
˙21
+2 j ˙1
˙2 j
˙2
˙1 j
˙21
+2 j ˙1
˙1 j
˙2
˙2 j
˙21
+3( j ˙2
˙2)2 j
˙21
+2 j ˙11 j ˙21 j1˙1+2( j
˙21)2 j1˙2+2 j
˙11 j ˙2
˙1 j11+2 j
˙1
˙1 j
˙21 j11
+4 j ˙2
˙2 j
˙21 j11+ j ˙12 j ˙21 j2˙1+ j
˙11 j ˙22 j2˙1+2 j
˙21 j ˙22 j2˙2+ j
˙12 j ˙2
˙1 j21
+ j ˙1
˙1 j
˙22 j21+2 j ˙2 ˙2 j
˙22 j21+ j ˙11 j ˙2 ˙1 j22+ j
˙1
˙1 j
˙21 j22+2 j ˙2 ˙2 j
˙21 j22

,
Q˙22 = 16

2 j ˙1
˙1 j
˙12 j ˙2
˙1+2 j
˙12 j ˙2
˙1 j
˙2
˙2+2 j
˙1
˙1( j
˙2
˙2)2+3( j
˙2
˙2)3+ ( j
˙1
˙1)2 j
˙22
+2 j ˙1
˙2 j
˙2
˙1 j
˙22
+2 j ˙12 j ˙21 j ˙22+ j ˙12 j ˙21 j1˙1+ j
˙11 j ˙22 j1˙1+ j
˙12 j ˙2
˙1 j11
+ j ˙1
˙1 j
˙22 j11+2 j ˙2 ˙2 j
˙22 j11+ j ˙11 j ˙2 ˙1 j12+ j
˙1
˙1 j
˙21 j12+2 j ˙2 ˙2 j
˙21 j12
+2 j ˙12 j ˙22 j2˙1+2( j
˙22)2 j2˙2+2 j
˙12 j ˙2
˙1 j22+2 j
˙1
˙1 j
˙22 j22+4 j ˙2 ˙2 j
˙22 j22

.
Die Determinante entha¨lt eine große Anzahl voneinander unabha¨ngiger Summanden,
die wir aus Platzgru¨nden an dieser Stelle nicht explizit auffu¨hren ko¨nnen. Fu¨r den Be-
weis genu¨gt es aber, sich wiederum nur auf spezielle Terme zu beschra¨nken. Wa¨hlen
wir die Komponenten proportional zu ( j ˙1
˙1)4, dann folgt
det[Q( j) ˙AC]  Q˙11Q˙22 − Q˙12Q˙21
= 768( j ˙1
˙1)4( j
˙11 j ˙22 − j ˙12 j ˙21)
+
{Terme nicht proportional zu ( j ˙1
˙1)4)}
6= 0.
Damit existiert die inverse Matrix (Q( j)−1) ˙AC.
Durch eine analoge Argumentation kann man auch die Regularita¨t der Matrizen
Q( j)KM, Q( j) ˙K ˙M und Q( j)K ˙M zeigen, woraus sich schließlich die Auflo¨sbarkeit der
Gleichungen (5.37a)–(5.37d) unter dem Funktionalintegral ergibt. Speziell folgt dar-
aus, daß die beiden Gleichungen (5.52a) und (5.52b), die zur Reduktion der Freiheits-
grade von cabµ um einen Faktor zwei fu¨hren, wohldefiniert sind.
C.3 Beweis des Lemmas 46
Zum Beweis von Lemma 46 ist es notwendig zu zeigen, daß die Determinante der 8×8–
Matrix M( j)ρ σ auf c–Feld–Niveau nicht verschwindet. Die einzelnen Komponenten
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dieser Matrix haben, ausgehend von (5.46c), die Gestalt
M( j)11 = 323 g2 ( j11)2, M( j)12 = 323 g2 j11 j12,
M( j)13 = 323 g2 j11 j21, M( j)14 =4g2 (23 j11 j22+2 j12 j21),
M( j)15 = 4g2 (23 j11 j
˙1
˙1+2 j1˙1 j
˙11), M( j)16 =4g2 (23 j11 j
˙1
˙2+2 j1˙2 j
˙11),
M( j)17 = 4g2 (23 j11 j
˙2
˙1+2 j1˙1 j
˙21), M( j)18 =4g2 (23 j11 j
˙2
˙2+2 j1˙2 j
˙21),
M( j)21 = 323 g2 j12 j11, M( j)22 = 323 g2 ( j12)2,
M( j)23 = 4g2 (23 j12 j21+2 j11 j22), M( j)24 = 323 g2 j12 j22,
M( j)25 = 4g2 (23 j12 j
˙1
˙1+2 j1˙1 j
˙12), M( j)26 =4g2 (23 j12 j
˙1
˙2+2 j1˙2 j
˙12),
M( j)27 = 4g2 (23 j12 j
˙2
˙1+2 j1˙1 j
˙22), M( j)28 =4g2 (23 j12 j
˙2
˙2+2 j1˙2 j
˙22),
M( j)31 = 323 g2 j21 j11, M( j)32 =4g2 (23 j21 j12+2 j22 j11),
M( j)33 = 323 g2 ( j21)2, M( j)34 = 323 g2 j21 j22,
M( j)35 = 4g2 (23 j21 j
˙1
˙1+2 j2˙1 j
˙11), M( j)36 =4g2 (23 j21 j
˙1
˙2+2 j2˙2 j
˙11),
M( j)37 = 4g2 (23 j21 j
˙2
˙1+2 j2˙1 j
˙21), M( j)38 =4g2 (23 j21 j
˙2
˙2+2 j2˙2 j
˙21),
M( j)41 = 4g2 (23 j22 j11+2 j21 j12), M( j)42 = 323 g2 j22 j12,
M( j)43 = 323 g2 j22 j21, M( j)44 = 323 g2 ( j22)2,
M( j)45 = 4g2 (23 j22 j
˙1
˙1+2 j2˙1 j
˙12), M( j)46 =4g2 (23 j22 j
˙1
˙2+2 j2˙2 j
˙12),
M( j)47 = 4g2 (23 j22 j
˙2
˙1+2 j2˙1 j
˙22), M( j)48 =4g2 (23 j22 j
˙2
˙2+2 j2˙2 j
˙22),
M( j)51 = 4g2 (23 j
˙1
˙1 j11+2 j
˙11 j1˙1), M( j)52 =4g2 (23 j
˙1
˙1 j12+2 j
˙12 j1˙1),
M( j)53 = 4g2 (23 j
˙1
˙1 j21+2 j
˙11 j2˙1), M( j)54 =4g2 (23 j
˙1
˙1 j22+2 j
˙12 j2˙1),
M( j)55 = 323 g2 ( j
˙1
˙1)2, M( j)56 = 323 g2 j
˙1
˙1 j
˙1
˙2,
M( j)57 = 323 g2 j
˙1
˙1 j
˙2
˙1, M( j)58 =4g2 (23 j
˙1
˙1 j
˙2
˙2+2 j
˙1
˙2 j
˙2
˙1),
M( j)61 = 4g2 (23 j
˙1
˙2 j11+2 j
˙11 j1˙2), M( j)62 =4g2 (23 j
˙1
˙2 j12+2 j
˙12 j1˙2),
M( j)63 = 4g2 (23 j
˙1
˙2 j21+2 j
˙11 j2˙2), M( j)64 =4g2 (23 j
˙1
˙2 j22+2 j
˙12 j2˙2),
M( j)65 = 323 g2 j
˙1
˙1 j
˙1
˙2, M( j)66 = 323 g2 ( j
˙1
˙2)2,
M( j)67 = 4g2 (23 j
˙1
˙2 j
˙2
˙1+2 j
˙1
˙1 j
˙2
˙2), M( j)68 = 323 g2 j
˙1
˙2 j
˙2
˙2,
M( j)71 = 4g2 (23 j
˙2
˙1 j11+2 j
˙21 j1˙1), M( j)72 =4g2 (23 j
˙2
˙1 j12+2 j
˙22 j1˙1),
M( j)73 = 4g2 (23 j
˙2
˙1 j21+2 j
˙21 j2˙1), M( j)74 =4g2 (23 j
˙2
˙1 j22+2 j
˙22 j2˙1),
M( j)75 = 323 g2 j
˙1
˙1 j
˙2
˙1, M( j)76 =4g2 (23 j
˙2
˙1 j
˙1
˙2+2 j
˙2
˙2 j
˙1
˙1),
M( j)77 = 323 g2 ( j
˙2
˙1)2, M( j)78 = 323 g2 j
˙2
˙1 j
˙2
˙2,
M( j)81 = 4g2 (23 j
˙2
˙2 j11+2 j
˙21 j1˙2), M( j)82 =4g2 (23 j
˙2
˙2 j12+2 j
˙22 j1˙2),
M( j)83 = 4g2 (23 j
˙2
˙2 j21+2 j
˙21 j2˙2), M( j)84 =4g2 (23 j
˙2
˙2 j22+2 j
˙22 j2˙2),
M( j)85 = 4g2 (23 j
˙2
˙2 j
˙1
˙1+2 j
˙2
˙1 j
˙1
˙2), M( j)86 = 323 g2 j
˙1
˙2 j
˙2
˙2,
M( j)87 = 323 g2 j
˙2
˙1 j
˙2
˙2, M( j)88 = 323 g2 ( j
˙2
˙2)2,
Aus Platzgru¨nden ko¨nnen wir die Determinante dieser Matrix nicht explizit ange-
ben. Sie zerfa¨llt jedoch in eine Summe voneinander unabha¨ngiger Terme, so daß es
genu¨gt, einen nichtverschwindenden Term zu finden. Eine Analyse mittels Computer
ergibt:
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det[M( j)ρ σ ] = 7.2243 ( j11)4( j22)4( j
˙1
˙1)4( j
˙2
˙2)4
+
{Terme nicht proportional zu ( j11)4( j22)4( j ˙1 ˙1)4( j
˙2
˙2)4)}
6= 0.
Damit ist, wie zu zeigen war, die Matrix M( j)ρ σ regula¨r und invertierbar.
C.4 Berechnung von (J 2)2det[Yσ α ]
In diesem Teil des Anhangs wollen wir beweisen, daß J 2det[Yσ α ] proportional zu
einem nichtverschwindenden Element maximalen Ranges in der zugrunde liegenden
Grassmann–Algebra ist. Genauer gesagt wollen wir zeigen, daß
(
J
2)2 detYσ α

= a (X 2)4 (C.8)
mit a 2 C und a 6= 0 (siehe Gleichung (5.58)). Aufgrund der La¨nge der dabei auftre-
tenden Ausdru¨cke ko¨nnen wir wieder nur einige der grundlegenden Schritte andeuten.
Die 8 × 8–Matrix Yσ α , definiert durch (5.56), hat die explizite Gestalt
Y
σ
α =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
2i(ϕ ∗11φ 12
+ϕ ∗12φ 11)
2(ϕ ∗11φ 12
−ϕ ∗12φ 11)
2i(ϕ ∗11φ 11
−ϕ ∗12φ 12)
2i(ϕ ∗11φ 13
+ϕ ∗13φ 11)
2(ϕ ∗11φ 13
−ϕ ∗13φ 11)
2i(ϕ ∗12φ 13
+ϕ ∗13φ 12)
2(ϕ ∗12φ 13
−ϕ ∗13φ 12)
2i
p
3
(ϕ ∗11φ 11
+ϕ ∗12φ 12
−2ϕ ∗13φ 13)
2i(ϕ ∗11φ 22
+ϕ ∗12φ 21)
2(ϕ ∗11φ 22
−ϕ ∗12φ 21)
2i(ϕ ∗11φ 21
−ϕ ∗12φ 22)
2i(ϕ ∗11φ 23
+ϕ ∗13φ 21)
2(ϕ ∗11φ 23
−ϕ ∗13φ 21)
2i(ϕ ∗12φ 23
+ϕ ∗13φ 22)
2(ϕ ∗12φ 23
−ϕ ∗13φ 22)
2i
p
3
(ϕ ∗11φ 21
+ϕ ∗12φ 22
−2ϕ ∗13φ 23)
2i(ϕ ∗21φ 12
+ϕ ∗22φ 11)
2(ϕ ∗21φ 12
−ϕ ∗22φ 11)
2i(ϕ ∗21φ 11
−ϕ ∗22φ 12)
2i(ϕ ∗21φ 13
+ϕ ∗23φ 11)
2(ϕ ∗21φ 13
−ϕ ∗23φ 11)
2i(ϕ ∗22φ 13
+ϕ ∗23φ 12)
2(ϕ ∗22φ 13
−ϕ ∗23φ 12)
2i
p
3
(ϕ ∗21φ 11
+ϕ ∗22φ 12
−2ϕ ∗23φ 13)
2i(ϕ ∗21φ 22
+ϕ ∗22φ 21)
2(ϕ ∗21φ 22
−ϕ ∗22φ 21)
2i(ϕ ∗21φ 21
−ϕ ∗22φ 22)
2i(ϕ ∗21φ 23
+ϕ ∗23φ 21)
2(ϕ ∗21φ 23
−ϕ ∗23φ 21)
2i(ϕ ∗22φ 23
+ϕ ∗23φ 22)
2(ϕ ∗22φ 23
−ϕ ∗23φ 22)
2i
p
3
(ϕ ∗21φ 21
+ϕ ∗22φ 22
−2ϕ ∗23φ 23)
2i(φ ˙1∗1 ϕ ˙12
+φ ˙1∗2 ϕ ˙11)
2(φ ˙1∗1 ϕ ˙12
−φ ˙1∗2 ϕ ˙11)
2i(φ ˙1∗1 ϕ ˙11
−φ ˙1∗2 ϕ ˙12)
2i(φ ˙1∗1 ϕ ˙13
+φ ˙1∗3 ϕ ˙11)
2(φ ˙1∗1 ϕ ˙13
−φ ˙1∗3 ϕ ˙11)
2i(φ ˙1∗2 ϕ ˙13
+φ ˙1∗3 ϕ ˙12)
2(φ ˙1∗2 ϕ ˙13
−φ ˙1∗3 ϕ ˙12)
2i
p
3
(φ ˙1∗1 ϕ ˙11
+φ ˙1∗2 ϕ ˙12
−2φ ˙1∗3 ϕ ˙13)
2i(φ ˙1∗1 ϕ ˙22
+φ ˙1∗2 ϕ ˙21)
2(φ ˙1∗1 ϕ ˙22
−φ ˙1∗2 ϕ ˙21)
2i(φ ˙1∗1 ϕ ˙21
−φ ˙1∗2 ϕ ˙22)
2i(φ ˙1∗1 ϕ ˙23
+φ ˙1∗3 ϕ ˙21)
2(φ ˙1∗1 ϕ ˙23
−φ ˙1∗3 ϕ ˙21)
2i(φ ˙1∗2 ϕ ˙23
+φ ˙1∗3 ϕ ˙22)
2(φ ˙1∗2 ϕ ˙23
−φ ˙1∗3 ϕ ˙22)
2i
p
3
(φ ˙1∗1 ϕ ˙21
+φ ˙1∗2 ϕ ˙22
−2φ ˙1∗3 ϕ ˙23)
2i(φ ˙2∗1 ϕ ˙12
+φ ˙2∗2 ϕ ˙11)
2(φ ˙2∗1 ϕ ˙12
−φ ˙2∗2 ϕ ˙11)
2i(φ ˙2∗1 ϕ ˙11
−φ ˙2∗2 ϕ ˙12)
2i(φ ˙2∗1 ϕ ˙13
+φ ˙2∗3 ϕ ˙11)
2(φ ˙2∗1 ϕ ˙13
−φ ˙2∗3 ϕ ˙11)
2i(φ ˙2∗2 ϕ ˙13
+φ ˙2∗3 ϕ ˙12)
2(φ ˙2∗2 ϕ ˙13
−φ ˙2∗3 ϕ ˙12)
2i
p
3
(φ ˙2∗1 ϕ ˙11
+φ ˙2∗2 ϕ ˙12
−2φ ˙2∗3 ϕ ˙13)
2i(φ ˙2∗1 ϕ ˙22
+φ ˙2∗2 ϕ ˙21)
2(φ ˙2∗1 ϕ ˙22
−φ ˙2∗2 ϕ ˙21)
2i(φ ˙2∗1 ϕ ˙21
−φ ˙2∗2 ϕ ˙22)
2i(φ ˙2∗1 ϕ ˙23
+φ ˙2∗3 ϕ ˙21)
2(φ ˙2∗1 ϕ ˙23
−φ ˙2∗3 ϕ ˙21)
2i(φ ˙2∗2 ϕ ˙23
+φ ˙2∗3 ϕ ˙22)
2(φ ˙2∗2 ϕ ˙23
−φ ˙2∗3 ϕ ˙22)
2i
p
3
(φ ˙2∗1 ϕ ˙21
+φ ˙2∗2 ϕ ˙22
−2φ ˙2∗3 ϕ ˙23)
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
.
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Hierbei bezeichnet der erste Index die Bispinorkomponenten und der zweite Index den
Colorfreiheitsgrad. Es besteht nun die Aufgabe, von dieser Matrix die Determinante zu
bestimmen. Durch einfache Manipulationen erhalten wir
det[Yσ α ]= c1 det[ ˜Yσα ]
mit c1 = −2
12
p
3 und
˜
Y
σ
α =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
ϕ ∗11φ 12 ϕ ∗12φ 11
ϕ ∗11φ 11
−ϕ ∗12φ 12
ϕ ∗11φ 13 ϕ ∗13φ 11 ϕ ∗12φ 13 ϕ ∗13φ 12
ϕ ∗11φ 11
−ϕ ∗13φ 13
ϕ ∗11φ 22 ϕ ∗12φ 21
ϕ ∗11φ 21
−ϕ ∗12φ 22
ϕ ∗11φ 23 ϕ ∗13φ 21 ϕ ∗12φ 23 ϕ ∗13φ 22
ϕ ∗11φ 21
−ϕ ∗13φ 23
ϕ ∗21φ 12 ϕ ∗22φ 11
ϕ ∗21φ 11
−ϕ ∗22φ 12
ϕ ∗21φ 13 ϕ ∗23φ 11 ϕ ∗22φ 13 ϕ ∗23φ 12
ϕ ∗21φ 11
−ϕ ∗23φ 13
ϕ ∗21φ 22 ϕ ∗22φ 21
ϕ ∗21φ 21
−ϕ ∗22φ 22
ϕ ∗21φ 23 ϕ ∗23φ 21 ϕ ∗22φ 23 ϕ ∗23φ 22
ϕ ∗21φ 21
−ϕ ∗23φ 23
φ ˙1∗1 ϕ ˙12 φ ˙1∗2 ϕ ˙11
φ ˙1∗1 ϕ ˙11
−φ ˙1∗2 ϕ ˙12
φ ˙1∗1 ϕ ˙13 φ ˙1∗3 ϕ ˙11 φ ˙1∗2 ϕ ˙13 φ ˙1∗3 ϕ ˙12
φ ˙1∗1 ϕ ˙11
−φ ˙1∗3 ϕ ˙13
φ ˙1∗1 ϕ ˙22 φ
˙1∗
2 ϕ ˙21
φ ˙1∗1 ϕ ˙21
−φ ˙1∗2 ϕ ˙22
φ ˙1∗1 ϕ ˙23 φ
˙1∗
3 ϕ ˙21 φ
˙1∗
2 ϕ ˙23 φ
˙1∗
3 ϕ ˙22
φ ˙1∗1 ϕ ˙21
−φ ˙1∗3 ϕ ˙23
φ ˙2∗1 ϕ ˙12 φ
˙2∗
2 ϕ ˙11
φ ˙2∗1 ϕ ˙11
−φ ˙2∗2 ϕ ˙12
φ ˙2∗1 ϕ ˙13 φ
˙2∗
3 ϕ ˙11 φ
˙2∗
2 ϕ ˙13 φ
˙2∗
3 ϕ ˙12
φ ˙2∗1 ϕ ˙11
−φ ˙2∗3 ϕ ˙13
φ ˙2∗1 ϕ ˙22 φ ˙2∗2 ϕ ˙21
φ ˙2∗1 ϕ ˙21
−φ ˙2∗2 ϕ ˙22
φ ˙2∗1 ϕ ˙23 φ ˙2∗3 ϕ ˙21 φ ˙2∗2 ϕ ˙23 φ ˙2∗3 ϕ ˙22
φ ˙2∗1 ϕ ˙21
−φ ˙2∗3 ϕ ˙23
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
.
Damit ergibt sich fu¨r den zu berechnenden Ausdruck
(
J
2)2 det[Yσ α ]
= c1 (J 2)2 det[ ˜Yσα ]
= c1 (J 2)2
 
ϕ ∗11φ 12 ˜Y11 − ϕ ∗11φ 22 ˜Y21+ϕ ∗21φ 12 ˜Y31 − ϕ ∗21φ 22 ˜Y41
+φ ˙1∗1 ϕ ˙12 ˜Y51 − φ
˙1∗
1 ϕ ˙22 ˜Y61+φ
˙2∗
1 ϕ ˙12 ˜Y71 − φ
˙2∗
1 ϕ ˙22 ˜Y81

= 2c1 (J 2)2
 
ϕ ∗11φ 12 ˜Y11 − ϕ ∗11φ 22 ˜Y21+ϕ ∗21φ 12 ˜Y31 − ϕ ∗21φ 22 ˜Y41

, (C.9)
wobei ˜Yαβ die zum Element ˜Y
β
α geho¨rige Unterdeterminante bezeichnet. Im letzten
Schritt nutzten wir dabei die Tatsache aus, daß sowohl det[ ˜Yσα ] als auch
J
2
=−2
 φ ˙1∗1 ϕ ˙11ϕ ∗12φ 12+φ
˙1∗
1 ϕ ˙11ϕ
∗
13φ 13+φ ˙1∗2 ϕ ˙12ϕ ∗11φ 11+φ
˙1∗
2 ϕ ˙12ϕ
∗
13φ 13
+φ ˙1∗3 ϕ ˙13ϕ ∗11φ 11+φ
˙1∗
3 ϕ ˙13ϕ
∗
12φ 12+ϕ ∗11ϕ ˙11φ
˙1∗
2 φ 12+ϕ ∗11ϕ ˙11φ
˙1∗
3 φ 13
+ϕ ∗12ϕ ˙12φ
˙1∗
1 φ 11+ϕ ∗12ϕ ˙12φ
˙1∗
3 φ 13+ϕ ∗13ϕ ˙13φ
˙1∗
1 φ 11+ϕ ∗13ϕ ˙13φ
˙1∗
2 φ 12
+φ ˙1∗1 ϕ ˙11ϕ ∗22φ 22+φ
˙1∗
1 ϕ ˙11ϕ
∗
23φ 23+φ ˙1∗2 ϕ ˙12ϕ ∗21φ 21+φ
˙1∗
2 ϕ ˙12ϕ
∗
23φ 23
+φ ˙1∗3 ϕ ˙13ϕ ∗21φ 21+φ
˙1∗
3 ϕ ˙13ϕ
∗
22φ 22+ϕ ∗21ϕ ˙11φ
˙1∗
2 φ 22+ϕ ∗21ϕ ˙11φ
˙1∗
3 φ 23
+ϕ ∗22ϕ ˙12φ
˙1∗
1 φ 21+ϕ ∗22ϕ ˙12φ
˙1∗
3 φ 23+ϕ ∗23ϕ ˙13φ
˙1∗
1 φ 21+ϕ ∗23ϕ ˙13φ
˙1∗
2 φ 22 (C.10)
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+φ ˙2∗1 ϕ ˙21ϕ ∗12φ 12+φ
˙2∗
1 ϕ ˙21ϕ
∗
13φ 13+φ ˙2∗2 ϕ ˙22ϕ ∗11φ 11+φ
˙2∗
2 ϕ ˙22ϕ
∗
13φ 13
+φ ˙2∗3 ϕ ˙23ϕ ∗11φ 11+φ
˙2∗
3 ϕ ˙23ϕ
∗
12φ 12+ϕ ∗11ϕ ˙21φ
˙2∗
2 φ 12+ϕ ∗11ϕ ˙21φ
˙2∗
3 φ 13
+ϕ ∗12ϕ ˙22φ
˙2∗
1 φ 11+ϕ ∗12ϕ ˙22φ
˙2∗
3 φ 13+ϕ ∗13ϕ ˙23φ
˙2∗
1 φ 11+ϕ ∗13ϕ ˙23φ
˙2∗
2 φ 12
+φ ˙2∗1 ϕ ˙21ϕ ∗22φ 22+φ
˙2∗
1 ϕ ˙21ϕ
∗
23φ 23+φ ˙2∗2 ϕ ˙22ϕ ∗21φ 21+φ
˙2∗
2 ϕ ˙22ϕ
∗
23φ 23
+φ ˙2∗3 ϕ ˙23ϕ ∗21φ 21+φ
˙2∗
3 ϕ ˙23ϕ
∗
22φ 22+ϕ ∗21ϕ ˙21φ
˙2∗
2 φ 22+ϕ ∗21ϕ ˙21φ
˙2∗
3 φ 23
+ϕ ∗22ϕ ˙22φ
˙2∗
1 φ 21+ϕ ∗22ϕ ˙22φ
˙2∗
3 φ 23+ϕ ∗23ϕ ˙23φ
˙2∗
1 φ 21+ϕ ∗23ϕ ˙23φ
˙2∗
2 φ 22

symmetrisch bezu¨glich des simultanen Austauschs {ϕ ∗KA, φ LB} ←→ {φ ˙K∗A , ϕ ˙LB} sind.
Eine lange aber einfache Auswertung von (C.9) ergibt
(
J
2)2 det[Yσ α ]= 2c1 (J 2)2
×

ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 22 (−6Z123+Z157+6Z257)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 11φ 12φ 22φ 23 (−6Z123 − Z157+5Z257)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 22 (11Z127)+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 23 (6Z135)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 11φ 13φ 22φ 23 (6Z135)+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 23 (6Z125+6Z157)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 11φ 13φ 21φ 22 (6Z125+5Z157)+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗22φ 12φ 13φ 22φ 23 (12Z235)
+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 11φ 12φ 21φ 22 (6Z124+Z127)+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 12φ 13φ 21φ 22 (−2Z127 − 3Z245)
+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 11φ 12φ 22φ 23 (−3Z127 − 3Z245+Z257)+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 11φ 12φ 21φ 23 (−3Z145)
+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 11φ 13φ 21φ 22 (−3Z145)+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 12φ 13φ 21φ 23 (−3Z157)
+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 11φ 13φ 22φ 23 (−3Z157)+ϕ ∗11ϕ ∗12ϕ ∗22ϕ ∗23φ 12φ 13φ 22φ 23 (−5Z257)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 23 (−3Z127+3Z245 − 3Z457)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 11φ 13φ 21φ 22 (−3Z127+3Z245 − 3Z457)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 23 (−3Z137+3Z345)+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 11φ 13φ 22φ 23 (−3Z137+3Z345)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 22 (−7Z126 − 5Z167+6Z247+Z147)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 22 (−3Z136+Z234 − 3Z256+3Z567)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 11φ 12φ 22φ 23 (−3Z136+3Z234+Z237+Z457 − 3Z256 − 2Z567)
+ϕ ∗11ϕ ∗12ϕ ∗21ϕ ∗23φ 12φ 13φ 22φ 23 (−5Z237 − 6Z356)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 23 (−3Z127+3Z245 − 3Z457)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 13φ 21φ 22 (−3Z127+3Z245 − 2Z457)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 23 (−3Z137+3Z345)+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 13φ 22φ 23 (−3Z137+3Z345)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 22 (−6Z126 − 6Z167+5Z247 − Z147)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 22φ 23 (−3Z136+3Z234 − 3Z256+4Z567)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 22 (−3Z136+3Z234 − Z457 − 2Z256+3Z567)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗22φ 12φ 13φ 22φ 23 (−6Z356)
+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 11φ 12φ 22φ 23 (2Z167+3Z456)+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 12φ 13φ 21φ 22 (3Z167+3Z456)
+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 12φ 13φ 21φ 23 (3Z457)+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 11φ 13φ 22φ 23 (3Z457)
+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 11φ 12φ 21φ 22 (6Z146)+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 11φ 12φ 21φ 23 (3Z147)
+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 11φ 13φ 21φ 22 (3Z147)+ϕ ∗11ϕ ∗13ϕ ∗22ϕ ∗23φ 12φ 13φ 22φ 23 (−6Z567)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 23 (−6Z247)+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 13φ 21φ 22 (−6Z247)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 23 (−6Z347)+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 13φ 22φ 23 (−6Z347)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 22 (11Z467 − 12Z246)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 22 (−6Z346 − 6Z267+Z367)
+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 22φ 23 (−6Z346 − 6Z267)+ϕ ∗11ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 22φ 23 (−11Z347)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 22 (6Z124)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 22 (−3Z127 − 3Z245)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 22φ 23 (−3Z127 − 3Z245)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 12φ 21φ 23 (−3Z145)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 13φ 21φ 22 (−3Z145)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 12φ 13φ 21φ 23 (−3Z157)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22φ 11φ 13φ 22φ 23 (−3Z157)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 22φ 23 (3Z167+3Z456)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 22 (3Z167+3Z456)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 21φ 23 (3Z457)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 13φ 22φ 23 (3Z457)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 22 (6Z146)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 12φ 21φ 23 (3Z147)+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 11φ 13φ 21φ 22 (3Z147)
+ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗23φ 12φ 13φ 22φ 23 (−6Z567)

,
wobei Zi jk die Determinante derjenigen quadratischen Matrix bezeichnet, die aus der
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4 × 7–Matrix
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
φ ˙1∗2 ϕ ˙11
φ ˙1∗1 ϕ ˙11
−φ ˙1∗2 ϕ ˙12
φ ˙1∗1 ϕ ˙13 φ ˙1∗3 ϕ ˙11 φ ˙1∗2 ϕ ˙13 φ ˙1∗3 ϕ ˙12
φ ˙1∗1 ϕ ˙11
−φ ˙1∗3 ϕ ˙13
φ ˙1∗2 ϕ ˙21
φ ˙1∗1 ϕ ˙21
−φ ˙1∗2 ϕ ˙22
φ ˙1∗1 ϕ ˙23 φ
˙1∗
3 ϕ ˙21 φ
˙1∗
2 ϕ ˙23 φ
˙1∗
3 ϕ ˙22
φ ˙1∗1 ϕ ˙21
−φ ˙1∗3 ϕ ˙23
φ ˙2∗2 ϕ ˙11
φ ˙2∗1 ϕ ˙11
−φ ˙2∗2 ϕ ˙12
φ ˙2∗1 ϕ ˙13 φ ˙2∗3 ϕ ˙11 φ ˙2∗2 ϕ ˙13 φ ˙2∗3 ϕ ˙12
φ ˙2∗1 ϕ ˙11
−φ ˙2∗3 ϕ ˙13
φ ˙2∗2 ϕ ˙21
φ ˙2∗1 ϕ ˙21
−φ ˙2∗2 ϕ ˙22
φ ˙2∗1 ϕ ˙23 φ ˙2∗3 ϕ ˙21 φ ˙2∗2 ϕ ˙23 φ ˙2∗3 ϕ ˙22
φ ˙2∗1 ϕ ˙21
−φ ˙2∗3 ϕ ˙23
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
durch Streichen der i-ten, j–ten und k–ten Spalte hervorgeht. Nach Einsetzen von
(C.10) und der entsprechenden Determinanten erhalten wir aus der letzten Gleichung
(
J
2)2 det[Yσ α ]= 24c1 ϕ ∗11ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22ϕ ∗23φ 11φ 12φ 13φ 21φ 22φ 23
×

36φ ˙1∗3 ϕ ˙11φ
˙2∗
2 ϕ ˙22φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙23φ
˙2∗
3 ϕ ˙12φ
˙2∗
1 ϕ ˙21+36φ
˙1∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙11φ
˙2∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙22
+72φ ˙1∗1 ϕ ˙13φ
˙2∗
2 ϕ ˙23φ
˙2∗
1 ϕ ˙11φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙22φ
˙2∗
3 ϕ ˙21 − 72φ
˙1∗
2 ϕ ˙13φ
˙2∗
1 ϕ ˙23φ
˙1∗
1 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙1∗
3 ϕ ˙21φ
˙2∗
3 ϕ ˙22
+72φ ˙1∗2 ϕ ˙12φ
˙2∗
2 ϕ ˙23φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
3 ϕ ˙22φ
˙2∗
1 ϕ ˙11+72φ
˙1∗
2 ϕ ˙13φ
˙2∗
2 ϕ ˙22φ
˙1∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙11φ
˙2∗
3 ϕ ˙12φ
˙2∗
1 ϕ ˙21
−11φ ˙1∗1 ϕ ˙11φ
˙2∗
2 ϕ ˙23φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙21φ
˙1∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙13 − 30φ
˙1∗
2 ϕ ˙12φ
˙2∗
2 ϕ ˙23φ
˙1∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙2∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙21
−33φ ˙2∗1 ϕ ˙21φ
˙1∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22 − 30φ
˙2∗
2 ϕ ˙22φ
˙1∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙11φ
˙2∗
1 ϕ ˙21φ
˙2∗
3 ϕ ˙12
−12φ ˙1∗1 ϕ ˙13φ
˙2∗
2 ϕ ˙21φ
˙1∗
3 ϕ ˙11φ
˙1∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙23φ
˙2∗
3 ϕ ˙12+18φ
˙1∗
2 ϕ ˙11φ
˙2∗
1 ϕ ˙23φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22
−36φ ˙1∗2 ϕ ˙12φ
˙2∗
1 ϕ ˙23φ
˙2∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙21φ
˙1∗
1 ϕ ˙11+36φ
˙2∗
2 ϕ ˙22φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙11φ
˙1∗
2 ϕ ˙23φ
˙2∗
3 ϕ ˙12φ
˙2∗
1 ϕ ˙21
+18φ ˙1∗2 ϕ ˙12φ
˙2∗
1 ϕ ˙23φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
3 ϕ ˙22+18φ
˙2∗
2 ϕ ˙22φ
˙1∗
1 ϕ ˙13φ
˙2∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙1∗
3 ϕ ˙21φ
˙2∗
3 ϕ ˙12
−18φ ˙1∗3 ϕ ˙12φ
˙2∗
2 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙2∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙21+18φ
˙1∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙23φ
˙2∗
1 ϕ ˙21
−36φ ˙1∗1 ϕ ˙11φ
˙2∗
2 ϕ ˙21φ
˙1∗
2 ϕ ˙12φ
˙2∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23+36φ
˙1∗
2 ϕ ˙12φ
˙2∗
2 ϕ ˙21φ
˙1∗
1 ϕ ˙11φ
˙2∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23
+36φ ˙2∗1 ϕ ˙21φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23 − 36φ
˙2∗
2 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
3 ϕ ˙12φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙23
−3φ ˙1∗1 ϕ ˙11φ
˙2∗
3 ϕ ˙23φ
˙2∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙12+3φ
˙1∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙23φ
˙1∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙2∗
2 ϕ ˙21φ
˙2∗
1 ϕ ˙13
−3φ ˙2∗1 ϕ ˙21φ
˙1∗
3 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22 − 3φ
˙2∗
1 ϕ ˙21φ
˙1∗
3 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22
+3φ ˙2∗2 ϕ ˙22φ
˙1∗
3 ϕ ˙13φ
˙2∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙23+18φ
˙1∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙23
+18φ ˙1∗3 ϕ ˙12φ
˙2∗
2 ϕ ˙23φ
˙2∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13+36φ
˙1∗
1 ϕ ˙13φ
˙2∗
1 ϕ ˙21φ
˙1∗
3 ϕ ˙11φ
˙1∗
2 ϕ ˙22φ
˙2∗
2 ϕ ˙23φ
˙2∗
3 ϕ ˙12
+36φ ˙1∗1 ϕ ˙11φ
˙2∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙21φ
˙1∗
2 ϕ ˙12φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙22 − 18φ
˙1∗
2 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
1 ϕ ˙21φ
˙2∗
3 ϕ ˙11φ
˙2∗
2 ϕ ˙23
−18φ ˙1∗1 ϕ ˙12φ
˙2∗
2 ϕ ˙23φ
˙1∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
1 ϕ ˙11φ
˙2∗
3 ϕ ˙22 − 36φ
˙1∗
1 ϕ ˙11φ
˙2∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
2 ϕ ˙22φ
˙2∗
3 ϕ ˙13
−36φ ˙1∗1 ϕ ˙13φ
˙2∗
1 ϕ ˙21φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23+36φ
˙1∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙23φ
˙2∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙12
+36φ ˙1∗3 ϕ ˙13φ
˙2∗
1 ϕ ˙23φ
˙1∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22 − 12φ
˙1∗
2 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙23
−65φ ˙1∗2 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙2∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙11φ
˙2∗
1 ϕ ˙21 − 65φ
˙1∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙23φ
˙2∗
3 ϕ ˙21φ
˙2∗
1 ϕ ˙11φ
˙2∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙12
+36φ ˙1∗1 ϕ ˙11φ
˙2∗
3 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23 − 36φ
˙1∗
3 ϕ ˙11φ
˙2∗
1 ϕ ˙21φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙22φ
˙2∗
2 ϕ ˙23φ
˙2∗
3 ϕ ˙12
+18φ ˙1∗2 ϕ ˙11φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23+18φ
˙2∗
2 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙2∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙23
+33φ ˙1∗1 ϕ ˙11φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙21φ
˙1∗
2 ϕ ˙12φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23+33φ
˙2∗
1 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙11φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙22φ
˙2∗
2 ϕ ˙23
+36φ ˙1∗2 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23+36φ
˙2∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙13φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙23φ
˙2∗
3 ϕ ˙11
+18φ ˙1∗3 ϕ ˙11φ
˙2∗
1 ϕ ˙22φ
˙1∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙21φ
˙1∗
2 ϕ ˙23 − 18φ
˙1∗
1 ϕ ˙12φ
˙2∗
3 ϕ ˙21φ
˙1∗
3 ϕ ˙11φ
˙1∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23
+3φ ˙2∗1 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙23φ
˙2∗
2 ϕ ˙13 − 3φ
˙1∗
1 ϕ ˙11φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23
+18φ ˙1∗1 ϕ ˙11φ
˙2∗
1 ϕ ˙22φ
˙1∗
2 ϕ ˙12φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23 − 18φ
˙1∗
2 ϕ ˙12φ
˙2∗
1 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23
−18φ ˙2∗1 ϕ ˙21φ
˙1∗
1 ϕ ˙12φ
˙1∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙11φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23+18φ
˙2∗
2 ϕ ˙22φ
˙1∗
1 ϕ ˙12φ
˙2∗
1 ϕ ˙11φ
˙1∗
3 ϕ ˙21φ
˙1∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23
−12φ ˙1∗1 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙23φ
˙2∗
2 ϕ ˙11φ
˙2∗
1 ϕ ˙21 − 12φ
˙1∗
3 ϕ ˙12φ
˙2∗
1 ϕ ˙23φ
˙2∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙13
+18φ ˙1∗1 ϕ ˙11φ
˙2∗
1 ϕ ˙22φ
˙1∗
2 ϕ ˙21φ
˙1∗
3 ϕ ˙12φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23 − 18φ
˙1∗
1 ϕ ˙12φ
˙2∗
1 ϕ ˙21φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23
+36φ ˙2∗2 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙23 − 36φ
˙1∗
3 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙2∗
1 ϕ ˙21
−36φ ˙2∗3 ϕ ˙23φ
˙1∗
3 ϕ ˙12φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙11+36φ
˙1∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙13
−72φ ˙1∗3 ϕ ˙11φ
˙2∗
3 ϕ ˙22φ
˙1∗
1 ϕ ˙21φ
˙1∗
2 ϕ ˙12φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23+72φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙21φ
˙1∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙22φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23
+36φ ˙1∗3 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙1∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙12φ
˙2∗
3 ϕ ˙21+36φ
˙2∗
3 ϕ ˙23φ
˙1∗
1 ϕ ˙12φ
˙2∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙22φ
˙1∗
3 ϕ ˙21
+21φ ˙1∗1 ϕ ˙13φ
˙2∗
3 ϕ ˙22φ
˙2∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙12+21φ
˙2∗
1 ϕ ˙23φ
˙1∗
3 ϕ ˙12φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙22φ
˙2∗
3 ϕ ˙11
−132φ ˙1∗3 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23 − 132φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
2 ϕ ˙23
+288φ ˙1∗3 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙23φ
˙2∗
2 ϕ ˙13φ
˙2∗
1 ϕ ˙21 − 72φ
˙1∗
1 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙2∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙11φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙23
C.4 Berechnung von (J 2)2det[Yσ α ] 133
−72φ ˙1∗3 ϕ ˙12φ
˙2∗
1 ϕ ˙22φ
˙1∗
1 ϕ ˙13φ
˙1∗
2 ϕ ˙21φ
˙2∗
3 ϕ ˙11φ
˙2∗
2 ϕ ˙23+72φ
˙1∗
1 ϕ ˙12φ
˙2∗
3 ϕ ˙22φ
˙2∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙1∗
3 ϕ ˙13φ
˙2∗
2 ϕ ˙23
+72φ ˙1∗3 ϕ ˙12φ
˙2∗
1 ϕ ˙22φ
˙1∗
1 ϕ ˙11φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙13φ
˙2∗
3 ϕ ˙23+30φ
˙1∗
1 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙1∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙21φ
˙2∗
3 ϕ ˙11φ
˙2∗
2 ϕ ˙23
−30φ ˙1∗1 ϕ ˙12φ
˙2∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙11φ
˙2∗
3 ϕ ˙22 − 72φ
˙1∗
1 ϕ ˙12φ
˙2∗
1 ϕ ˙23φ
˙1∗
2 ϕ ˙22φ
˙2∗
2 ϕ ˙11φ
˙2∗
3 ϕ ˙21φ
˙1∗
3 ϕ ˙13
−72φ ˙1∗1 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙1∗
2 ϕ ˙12φ
˙1∗
3 ϕ ˙21φ
˙2∗
2 ϕ ˙11φ
˙2∗
3 ϕ ˙23 − 18φ
˙1∗
1 ϕ ˙12φ
˙2∗
1 ϕ ˙21φ
˙1∗
2 ϕ ˙11φ
˙2∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙22φ
˙2∗
3 ϕ ˙23
+18φ ˙1∗1 ϕ ˙11φ
˙2∗
1 ϕ ˙22φ
˙1∗
2 ϕ ˙21φ
˙2∗
2 ϕ ˙13φ
˙1∗
3 ϕ ˙12φ
˙2∗
3 ϕ ˙23 − 36φ
˙1∗
3 ϕ ˙13φ
˙2∗
1 ϕ ˙22φ
˙2∗
3 ϕ ˙12φ
˙1∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙21φ
˙2∗
2 ϕ ˙23
−36φ ˙1∗1 ϕ ˙12φ
˙2∗
3 ϕ ˙23φ
˙1∗
3 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙2∗
1 ϕ ˙21φ
˙2∗
2 ϕ ˙13+30φ
˙1∗
1 ϕ ˙12φ
˙2∗
2 ϕ ˙22φ
˙1∗
2 ϕ ˙11φ
˙1∗
3 ϕ ˙21φ
˙2∗
1 ϕ ˙13φ
˙2∗
3 ϕ ˙23
−30φ ˙1∗2 ϕ ˙12φ
˙2∗
1 ϕ ˙22φ
˙2∗
2 ϕ ˙11φ
˙1∗
1 ϕ ˙13φ
˙1∗
3 ϕ ˙21φ
˙2∗
3 ϕ ˙23

.
Daraus ergibt sich
(
J
2)2 det[Yσ α ]= −31 . 27c1 ϕ ∗11ϕ ∗12ϕ ∗13ϕ ∗21ϕ ∗22ϕ ∗23φ 11φ 12φ 13φ 21φ 22φ 23
×φ ˙1∗1 φ ˙1∗2 φ ˙1∗3 φ ˙2∗1 φ ˙2∗2 φ ˙2∗3 ϕ ˙11ϕ ˙12ϕ ˙13ϕ ˙21ϕ ˙22ϕ ˙23
 31 . 27c1 ∏ψ ∏ψ ∗,
und mit (X 2)4=c ∏ψ ∏ψ ∗, c=218 .36 .79, (siehe Abschnitt C.1) folgt daraus schließ-
lich
(
J
2)2 det[Yσ α ]= a (X 2)4, (C.11)
wobei a = −31.2
7c1
c
=
62
36.79.
p
3 . Damit ha¨tten wir explizit gezeigt, daß (J 2)2 det[Yσ α ]
proportional zu einem nichtverschwindenden Element maximalen Ranges in der
Grassmann–Algebra (X 2)4 ist und (C.8) als algebraische Relation unter dem Funktio-
nalintegral in der im Beweis zu Theorem 47 beschriebenen Weise verwendet werden
kann.
134 C Erga¨nzungen zum Kapitel 5
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1. Einleitung und Motivation
Die Beschreibung der fundamentalen Wechselwirkungen — genauer der elektromag-
netischen, schwachen und starken Wechselwirkung — zwischen den Bausteinen der
Natur im Rahmen von Quanteneichfeldtheorien hat sich in den letzten Jahrzehnten
als u¨beraus fruchtbar erwiesen. Vor allem im Bereich der Pha¨nomene, die durch die
Quantenelektrodynamik (QED) beschrieben werden, konnte eine ¨Ubereinstimmung
zwischen Theorie und Experiment erzielt werden, die in der Geschichte der moder-
nen Physik einmalig ist. Die im Zusammenhang mit dem Funktionalintegralzugang
entwickelten sto¨rungstheoretischen Methoden und Techniken lieferten auch fu¨r das
Weinberg–Salam–Modell der elektroschwachen Wechselwirkung eine ausgezeichnete
Besta¨tigung experimenteller Daten.
Trotz dieser bemerkenswerten Erfolge wird man dennoch — speziell im Funktio-
nalintegralzugang — mit einer ganzen Reihe bisher nur teilweise bzw. noch ungelo¨ster
Fragen und Probleme konfrontiert, die die Grenzen unserer heutigen Sichtweise andeu-
ten:
(1) Als prinzipielles Problem steht die Frage nach einem mathematisch strengen
Versta¨ndnis des Funktionalintegrals einer Quantenfeldtheorie (QFT), insbeson-
dere des Integrals u¨ber u¨berabza¨hlbar unendlich viele fermionische (Grassmann–
wertige) Materiefelder (siehe z.B. [1, 2]).
(2) Die Frage nach der Struktur des Eichorbitraumes und das Gribov–Problem. Im
Funktionalintegral wird u¨ber den gesamten Konfigurationsraum der Quanten-
feldtheorie (QFT) integriert, was auf Divergenzen fu¨hrt, da verschiedene Kon-
figurationen u¨ber eine Eichtransformation zusammenha¨ngen und somit den glei-
chen Beitrag zum Integranden liefern. Diese Divergenzen versucht man zu besei-
tigen, indem — z.B. u¨ber eine Faddeev–Popov–Prozedur [3] — der Konfigura-
tionsraum durch die Wahl einer Eichung in den “physikalisch relevanten” Raum
aller nichteicha¨quivalenten Feldkonfigurationen und den Raum der zu jeder die-
ser Konfigurationen geho¨rigen Eichorbits aufgespalten wird (Eichfixierung). Ge-
nauere mathematische Untersuchungen der Struktur von Konfigurationsra¨umen
haben aber gezeigt, daß nur in den einfachsten Fa¨llen (z.B. der QED) die Wahl ei-
nes globalen Schnittes mo¨glich ist. Im allgemeinen (vor allem in nichtabelschen
Eichfeldtheorien) wird man mit dem sogenannten Gribov–Problem [4] konfron-
tiert, welches Aussagen u¨ber die Nichtexistenz einer globalen Eichung beinhal-
tet.
(3) Effektive Feldtheorien und nichtperturbative Effekte. Im Funktionalintegralzu-
gang zur QFT wird bei der Berechnung konkreter physikalischer Effekte in ei-
ne (unendliche) Sto¨rungsreihe nach dem Kopplungsparameter entwickelt. Ne-
ben einigen prinzipiellen Problemen dieses Zugangs (Beweis der Konvergenz,
der Regularisierbarkeit und Renormierbarkeit, der Unitarita¨t und Eichinvarianz
der erhaltenen Ergebnisse) besteht oft auch eine Diskrepanz zwischen den durch
die Theorie beschriebenen Effekten auf der einen Seite und den physikalisch be-
obachtbaren Gegebenheiten auf der anderen. Als Beispiel sei die Quantenchro-
modynamik (QCD) genannt, auf deren Grundlage bisher keine mikroskopische
Theorie wechselwirkender Hadronen abgeleitet werden konnte. Auch wartet das
Confinement–Problem und die damit im Zusammenhang stehende Frage nach
der Beschreibung gebundener Zusta¨nde im Rahmen der QCD (z.B. [8]) auf ei-
ne zufriedenstellende Beantwortung.
Einen mo¨glichen Ansatzpunkt zur Lo¨sung derartiger Problemstellungen stellt
die auf der zugrunde liegenden QFT basierende Konstruktion effektiver Theo-
rien dar, die als Modelle wechselwirkender physikalischer Observablen besser
an das zu beschreibende physikalische Pha¨nomen angepaßt sind. Da damit die
urspru¨nglichen Wechselwirkungen zwischen den fundamentalen Bausteinen (in
der Regel antikommutierende Materiefelder und bosonische Eichfelder) durch
die Dynamik physikalischer Observable, d.h. Eichinvarianten, ersetzt werden,
ko¨nnte gleichzeitig ein Zugang zur Beschreibung nichtperturbativer Effekte, zu
denen neben dem Confinement auch die (chiralen) Anomalien (z.B. [9]) za¨hlen,
geschaffen werden.
Die Liste der Probleme und bisher nur teilweise beantworteter Fragestellungen in
der QFT ist damit keineswegs erscho¨pft. Sie soll lediglich die Richtung verdeutlichen,
in die sich die vorliegende Dissertation bewegt: Der erste der oben genannten Problem-
kreise wird nicht beru¨hrt — das Funktionalintegral u¨ber antikommutierende Gro¨ßen
wird im Sinne von Berezin [1] verstanden. Auf dieser Grundlage wird eine allgemeine
Prozedur vorgeschlagen, die auf der Einfu¨hrung eichinvarianter Felder und deren Im-
plementierung unter dem Funktionalintegral der urspru¨nglichen QFT beruht. Dies fu¨hrt
zu einer neuen Parametrisierung des Konfigurationsraumes dieser Eichtheorie in Ter-
men eichinvarianter Gro¨ßen. Diese Parametrisierung kann dabei als Ansatzpunkt fu¨r
eine abstraktere mathematische Strukturuntersuchung des Konfigurationsraumes ange-
sehen werden, welche den zweiten der oben aufgefu¨hrten Problemkreise betrifft.
Im Zentrum der Dissertation steht die Vorstellung und konkrete Realisierung einer
neuen, als “Methode der Reduktion des Funktionalintegrals” bezeichneten Prozedur.
Wie sich zeigt, kann im Rahmen dieser Prozedur die Eichfixierung umgangen werden.
Als Resultat erha¨lt man effektive Feldtheorien von (bosonischen) Eichinvarianten und
damit Modelle wechselwirkender physikalscher (observabler) Felder. Wie daru¨ber hin-
aus die Behandlung der chiralen Anomalie auf der Grundlage der abgeleiteten effekti-
ven Theorien zeigt, wird dadurch eine neue Mo¨glichkeit fu¨r ein tieferes Versta¨ndnis
nichtperturbativer Pha¨nomene geschaffen (dritter Problemkreis).
2. Die Methode der Reduktion des Funktionalintegrals
Die Probleme bei der Wahl eines globalen Schnittes im Konfigurationsraum (Gribov–
Problem) ko¨nnen umgangen werden, wenn man durch die Konstruktion eichinvarianter
Gro¨ßen eine Charakterisierung der Klassen eicha¨quivalenter Konfigurationen erreicht.
Dies fu¨hrt zu einer neuen Parametrisierung des Raumes der Eichorbits der zugrunde
liegenden QFT (wobei zuna¨chst nichtgenerische Strata aus der Diskussion ausgeklam-
mert werden) und damit schließlich — durch geeignetes Umschreiben des Integralma-
ßes — zu einer expliziten Formulierung des Funktionalintegrals u¨ber den so beschrie-
benen Eichorbitraum, d.h. in Termen eichinvarianter Felder.
Die konkrete Realisierung dieser Grundidee beginnt mit einer genauen Untersu-
chung der aus den Eichfeldern und (antikommutierenden) Materiefeldern gebildeten
Grassmann–Algebra–wertigen Eichinvarianten. Diese spannen die Algebra der eichin-
varianten Grassmann–Algebra–wertigen Differentialformen der entsprechenden QFT
auf, die die Struktur einer Z2–graduierten Differentialalgebra besitzt. Wie sich zeigt,
wird diese Algebra in den im Rahmen der Dissertation vorgestellten Fa¨llen (punktwei-
se) endlich erzeugt, und man kann einen vollsta¨ndigen Satz von Generatoren angeben.
Daru¨ber hinaus ist eine vollsta¨ndige Aufza¨hlung der Identita¨ten zwischen den Elemen-
ten dieser Algebra mo¨glich.
Durch Multiplikation des Lagrangians der zugrunde liegenden QFT mit geeigne-
ten nichtverschwindenden Elementen der entsprechenden Differentialalgebra ist es nun
mo¨glich, diesen vollsta¨ndig in Termen Grassmann–Algebra–wertiger Eichinvarianten
umzuschreiben. Eine “Lo¨sung” der erhaltenen Relationen und der oben genannten
Identita¨ten zwischen den Eichinvarianten ist auf dem Niveau der Algebra allerdings
nicht mo¨glich, da die Division durch eine Grassmann–Algebra–wertige Gro¨ße im all-
gemeinen nicht definiert ist. Eine Anwendung dieser Identita¨ten kann erst unter dem
Funktionalintegral erreicht werden. Dazu fu¨hrt man in einem ersten Schritt im Funktio-
nalintegral durch die Verwendung des Formalismus der δ –Distribution auf dem Super-
raum [5] neue, unabha¨ngige c–Felder ein, die zu den gewa¨hlten Grassmann–Algebra–
wertigen Eichinvarianten korrespondieren. In einem zweiten Schritt erfolgt dann die
Implementierung der oben genannten Identita¨ten und Relationen zwischen den Ele-
menten der Differentialalgebra und dem Lagrangian. Das Resultat ist die vollsta¨ndig
als Funktion eichinvarianter Felder ausgedru¨ckte Wirkung der QFT. In einem dritten
Schritt wird nun noch das urspru¨ngliche, in Termen eichabha¨ngiger Gro¨ßen gegebe-
ne Funktionalmaß zu einem Maß in Termen dieser Invarianten reduziert. Wie sich in
den behandelten Fa¨llen zeigt, fu¨hrt diese Prozedur auf ein Gaußsches Integral u¨ber die
urspru¨nglichen (fermionischen) Materiefelder, dessen Ausfu¨hrung einen nichttrivialen
singula¨ren Integralkern liefert.
Das Ergebnis dieser als “Reduktion des Funktionalintegrals” bezeichneten Proze-
dur ist ein Funktionalintegral u¨ber bosonische und damit kommutierende eichinva-
riante Felder. Dieses kann als Ausgangspunkt fu¨r die Konstruktion einer effektiven
(Quanten–) Theorie wechselwirkender physikalischer Observabler angesehen werden.
Ein wesentlicher Vorteil dieser Vorgehensweise besteht darin, daß durch die Wahl der
eichinvarianten Felder — und damit der physikalischen Observablen — und eines be-
stimmten Satzes von Identita¨ten in der Algebra “verschiedene” effektive Theorien kon-
struiert werden ko¨nnen, die sich sowohl in ihrer Feldkonfiguration, als auch dem effek-
tiven Lagrangian unterscheiden und so an die zu beschreibenden physikalischen Gege-
benheiten und Erscheinungen angepaßt werden ko¨nnen.
3. Ergebnisse und Ausblick
Das Hauptziel der Dissertation liegt in der Entwicklung und Vorstellung einer neuen
Methode zur Konstruktion effektiver Feldtheorien in Termen bosonischer eichinvarian-
ter und damit observabler Felder sowie einer ersten Analyse der Struktur, insbesondere
der analytischen Auswertbarkeit, der erhaltenen Theorien im Rahmen konkreter physi-
kalischer Fragestellungen. Die wichtigsten Ergebnisse lassen sich kurz zusammenfas-
sen:
(1) Es erfolgte die abstrakte Einfu¨hrung des Begriffs der Algebra der eichinvarian-
ten Grassmann–Algebra–wertiger Differentialformen sowie eine Analyse der zu-
grunde liegenden mathematischen Strukturen.
(2) Die Methode der Reduktion des Funktionalintegrals wurde konkret an den fol-
genden drei Modellen realisiert:
• dem geeichten Thirring–Modell in (1+1) Dimensionen (U(1)–Eichtheorie
mit vier–Fermionen–Wechselwirkung) sowie dessen Spezialfall, dem ge-
eichten Schwinger–Modell [10],
• der spinoriellen QED (U(1)–Eichtheorie) in (3+1) Dimensionen [11],
• der One–Flavour QCD (SU(3)–Eichtheorie) in (3+1) Dimensionen [12].
In allen drei Fa¨llen wird eine genaue Analyse der Algebra der eichinvarianten
Differentialformen durch Angabe eines (minimalen) Satzes von Generatoren so-
wie des vollsta¨ndigen Satzes von Relationen zwischen den Elementen dieser Al-
gebra gegeben. Daru¨ber hinaus erfolgt die Konstruktion effektiver Feldtheorien
wechselwirkender bosonischer eichinvarianter Felder:
• das Thirring–Modell fu¨hrt auf eine Theorie, dessen Dynamik durch die
Wechselwirkung eines reellen Skalarfeldes θ mit einem reell–wertigen Ko-
vektorfeld vµ gegeben ist;
• die QED liefert eine Theorie, die die Wechselwirkung zwischen dem Vek-
torstrom jµ , einem reellen Skalarfeld α und einem reell–wertigen Kovek-
torfeld vµ , welches als massives Spin–1–Feld an die Stelle des urspru¨ngli-
chen eichabha¨ngigen Vektorpotentials Aµ tritt, beschreibt;
• die One–Flavour QCD fu¨hrt auf ein Modell wechselwirkender Mesonen
jab, die aus Quark–Antiquark–Paaren gebildet werden, wobei die Wech-
selwirkung getragen wird durch ein eichinvariantes komplexwertiges anti–
Hermitesches Spin–Tensor–wertiges Kovektorfeld cabµ , welches die Stelle
der urspru¨nglichen Gluonenfelder einnimmt.
(3) Wie die Behandlung der drei genannten Modelle zeigt, liefert die vorgestellte Re-
duktionsprozedur ein allgemeines Bosonisierungsschema fu¨r Quanteneichfeld-
theorien in beliebigen Raum–Zeit–Dimensionen.
Im Rahmen des betrachteten zweidimensionalen Modells kann dabei das be-
kannte Bosonisierungsresultat reproduziert, und damit die ¨Aquivalenz zwischen
Thirring–Modell und sine–Gordon–Modell gezeigt werden [6, 7]. Daru¨ber hin-
aus fu¨hrt unsere Konstruktion zu einer natu¨rlichen Erkla¨rung bestimmter Teila-
spekte der Bosonisierung, z.B. der dynamischen Erzeugung von Masse oder dem
Auftreten eines skalaren “Phasenfeldes”, und damit zu tieferen Einsichten in das
Bosonisierungspha¨nomen.
Die Behandlung der QED zeigt, daß sich viele der bei der Behandlung des zwei-
dimensionalen Thirring–Modells abgeleiteten Strukturen, auch auf vierdimen-
sionale (abelsche) Modelle u¨bertragen lassen. Speziell kann eine Identita¨t abge-
lesen werden, die an die Stelle der bekannte Bosonisierungsregel in zwei Dimen-
sionen tritt.
(4) Eine physikalische Auswertung der formulierten effektiven Feldtheorien
fu¨hrt fu¨r das masselose Schwinger–Modell auf direktem Wege, d.h. ohne
sto¨rungstheoretische Betrachtungen oder die Verwendung topologisch moti-
vierter Regularisierungsprozeduren (Hitzekernregularisierung, ζ –Funktions–
Regularisierung, Indextheorem), auf den korrekten Ausdruck fu¨r die chirale
Anomalie. Ein analoges Ergebnisse fu¨r die entsprechende massive Theorie kann
— zumindest auf strukturellem Niveau — ebenfalls abgeleitet werden.
Fu¨r die genannten zwei abelschen Modelle erfolgt weiterhin die Berechnung
verschiedener Vakuumerwartungswerte und die Ableitung der Ward–Identita¨ten.
Wie sich zeigt, ist in beiden Fa¨llen die vektorielle Ward–Identita¨t erfu¨llt, wa¨hrend
die axiale Ward–Identita¨t infolge der chiralen Anomalie vollsta¨ndig gebrochen
ist.
(5) Eine physikalische Auswertung der reduzierten vierdimensionalen QED durch
die Berechnung des Strom–Strom–Wechselwirkungsquerschnittes sowie der chi-
ralen Anomalie fu¨hrt auf eine effektive Theorie eines Spin–1–Feldes vµ mit einer
komplizierten Selbstkopplung. Eine erste Analyse dieses Modells legt die Inter-
pretation nahe, daß die Masse dieses Feldes dynamisch durch die Aufsummation
bestimmter Quantenkorrekturen erzeugt wird, was zu einer Modifikation der be-
kannten Sto¨rungsreihe fu¨hrt. Die Struktur des Selbstwechselwirkungsterms die-
ses Spin–1–Feldes fu¨hrt jedoch an die Grenze der analytischen Auswertbarkeit.
Diese Resultate zeigen, daß die von uns vorgeschlagene Reduktionsprozedur als ei-
ne Methode zur Konstruktion effektiver Feldtheorien wechselwirkender eichinvarian-
ter und damit physikalischer (observabler) Felder angesehen werden kann. Sie liefert
nicht nur ein allgemeines Bosonisierungsschema, sondern bietet auch die Mo¨glichkeit,
tiefere Einsichten in nichtperturbative Effekte und Pha¨nomene zu erhalten.
Fu¨r die zuku¨nftige Forschung auf diesem Gebiet ergeben sich daraus eine Reihe in-
teressanter Fragestellungen, die sowohl eine tiefere Interpretation der erhaltenen Resul-
tate in den abelschen Fa¨llen (insbesondere die Analyse der Eigenschaften des massiven
vµ –Feldes und die Untersuchung des damit verbundenen Effektes der Resummation der
bekannten Sto¨rungsreihe) betreffen, als auch die Auswertung und physikalischen Im-
plikationen der als Modell wechselwirkender Mesonen gegebenen QCD. Dabei ko¨nnte
die Verwendung numerische Methoden (z.B. Gitterapproximation) hilfreich sein. Die
in der Dissertation dargestellten Ergebnisse du¨rfen nur als ein erster Schritt auf dem
vorgeschlagenen Weg zu einem allgemeinen Konstruktionsschema effektiver bosoni-
scher Theorien in Termen observabler Gro¨ßen und zur vollsta¨ndigen Ausscho¨pfung des
Potentials dieser Methode im Rahmen physikalischer Fragestellungen angesehen wer-
den.
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