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Résumé et mots clés
De nombreux algorithmes ont été proposés pour le décodage souple de données codées à l’aide de codes 
à longueur variable (CLV), la plupart travaillant avec des treillis. Pour un code réaliste, ces treillis sont très
complexes à cause du nombre de mots de code à considérer. Cet article présente le principe d’un algorithme
de regroupement de mots de CLV en un nombre minimal de classes, ce qui permet de réduire 
significativement la complexité des treillis utilisés pour le décodage souple de CLV. L’adaptation 
des algorithmes de décodage tels que SOVA ou BCJR à ce type de treillis est détaillée. Une illustration sur les
CLV de la norme H.263+ est proposée ainsi qu’un exemple d’application à la localisation des frontières de
blocs de texture H.263+.
Codes à longueur variable, décodage source-canal conjoint, estimation au sens du MAP, estimation au sens du
maximum de vraisemblance.
Abstract and key words
Many trellis-based soft decoding techniques have been proposed for data encoded using variable-length codes (VLC).
However, for actual VLC tables, these trellises are too complex to allow real-time soft decoding. This paper presents the
principle of an algorithm for grouping VLC codewords into classes, which allows significant reductions of the complexity
of the resulting trellises and of the soft decoding techniques. The adapation of decoding algorithms such as SOVA or
BCJR to the reduced-complexity trellises is detailed. Illustrations are provided on the VLC table used for texture encoding
in H.263+. The performance of a decoding technique for the localization of block frontiers in a bitstream generated by
an H.263+ coder is also presented.
Decoding, joint source-channel decoding, MAP estimation, maximum likelihood decoding, maximum likelihood 
estimation, variable length codes.
traitement du signal 2006_volume 23_numéro spécial Gretsi’2005 405
Ce travail a été en partie financé par le Réseaux d’Excellence européen NEWCOM.
1. Introduction
Dans de nombreux standards de compression, tel que JPEG,
H.263+ ou le mode de base de H264, une étape de compression
à l’aide d’un code à longueur variable (CLV) des données est
effectuée. Les trains binaires générés à l’aide d’un CLV sont
particulièrement sensibles à l’égard d’erreurs de transmission,
principalement à cause de la perte de synchronisation qui peut
résulter de certaines erreurs introduites par le canal.
Une solution classique consiste à faire appel à un codage canal
puissant ou à insérer dans le train binaire des marques de syn-
chronisation. Cependant, ceci conduit à une augmentation signi-
ficative du débit binaire sur le canal. Des techniques plus
récentes ont exploité la structure particulière des CLV afin de
développer des algorithmes de décodage souple de trains
binaires générés à l’aide d’un CLV [BF95], [Bal97], [DS98],
[BH00], [SOD00]. L’ensemble des successions de mots de code
possibles est décrite à l’aide de treillis exploitant certaines infor-
mations supposés disponibles a priori au niveau du décodeur
(nombre de mots de code, longueur du train binaire à décoder,
etc.). Les performances obtenues sont bien meilleures que celles
atteintes par des décodeurs classiques. L’ajout d’information sur
la source, par exemple d’un modèle Markovien [TK03],
[JCS05] ou la prise en compte de la syntaxe que doit respecter
le train binaire généré par le codeur source [ND03], [LKD05],
améliorent encore les performances du décodage. Enfin, le
décodeur peut mettre en œuvre un estimateur au sens du maxi-
mum de vraisemblance (MV) ou du sens du maximum a poste-
riori (MAP) du train binaire émis. Dans le second cas, les pro-
babilités a priori des mots de code doivent être disponibles au
décodeur ; elles peuvent également être estimées comme le sug-
gère [MSJ06].
Toutes ces méthodes ont en commun la construction et l’élaga-
ge de treillis intégrant plus ou moins d’information a priori. La
complexité de ces treillis peut devenir rédhibitoire lorsque des
CLV comportant un nombre important de mots de code sont
considérés. Une technique d’agrégation d’état a été proposée
récemment par [JMG05]. Dans cette approche, le treillis de
décodage est périodiquement replié, ce qui permet d’obtenir un
treillis de complexité réduite. Les résultats que nous proposons
ont le même objectif de réduction de complexité du décodage,
mais l’approche est différente et complémentaire des travaux
présentés dans [JMG05]. En effet, cet article présente un algo-
rithme de construction de tables simplifiées pour le décodage de
données générées par un CLV. Les mots de code sont regroupés
en un nombre minimal de classes. Au lieu de travailler sur l’en-
semble des mots de code, les algorithmes de décodage souple
peuvent utiliser ces classes en nombre réduit, ce qui diminue la
complexité des treillis et les temps de calcul.
Le paragraphe2, présente brièvement un exemple de treillis uti-
lisé par un algorithme de décodage au sens du MAP de données
produites à l’aide d’un CLV afin de mettre l’accent sur la com-
plexité du treillis à considérer. Le paragraphe3 décrit le princi-
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pe de l’algorithme de simplification des mots de code utilisés
par un CLV donné, les preuves d’optimalité étant données dans
[MKKD06]. L’adaptation des algorithmes de décodage tels que
SOVA et BCJR à des treillis exploitant ces CLV groupés en
classes est proposée au paragraphe4. Un exemple de simplifi-
cation des tables utilisées pour le codage de la texture par
H.263+ est présenté au paragraphe5. Ce paragraphe se termine
par l’étude des performances d’un algorithme de décodage à




On considère une source X générant des symboles appartenant
à un alphabet X = {X1,. . . ,X K }. À chaque symbole Xk est
associée une probabilité d’occurrence pk. Un CLV associe à
chaque symbole un mot de code xk de k =  (xk) bits, tel que
min  k  max pour tout k ∈ {1,. . . ,K }. À une suite de N
symboles de la source peut donc être associé un vecteur de N
mots de code appartenant au CLV 
xN1 = (x (1) ,. . . ,x (N )) , avec
N∑
n=1
 (x (n)) = L .
Cette suite peut aussi être vue comme un vecteur de L bits
bL1 = (b1,. . . ,bL) . Lorsque bL1 est envoyé sur un canal de
transmission, le vecteur yL1 = (y1,. . . ,yL) est obtenu au récep-
teur.
Au niveau du décodeur, lorsque seuls L et la table des mots de
code du CLV sont connus, l’estimée xˆ au sens du MAP de xN1
est







où SL est l’ensemble de toutes les suites de mots de code de L
bits pouvant être générées par le CLV considéré. Lorsque le
canal est gaussien sans mémoire et que les probabilités a priori
des mots de code sont toutes identiques, (1)  se traduit par la
minimisation sur SL d’une norme euclidienne.
Dans le cas général, (1) nécessite la résolution d’un problème de
minimisation sous contraintes. Pour cela, [KB00] propose la
construction d’un treillis représentant l’ensemble des suites de
mots de code de longueur totale L pouvant être générées par un
CLV. Une fois le treillis disponible, des algorithmes tels que
SOVA [HH89] ou BCJR [BCJR74] peuvent être employés.
Dans le treillis proposé, chaque nœud (a) représente la fin d’une
suite de mots de code dont la longueur cumulée est a bits.
Chaque branche correspond à un mot de code. Ainsi, un groupe
de branches parallèles reliant les nœuds (a) et (a + ) repré-
sente tous les mots de code de  bits. La figure1 montre
qu’après un certain temps, la structure devient périodique.
Chaque période du treillis contient au plus max nœuds. Le
nombre total de nœuds dépend de min et est au maximum de L.
Ainsi, le nombre de branches arrivant et émergeant d’un nœud
donné peut être très grand. Si l’on considère par exemple le
CLV utilisé pour la texture dans la norme H.263+, pour les mots
de code de 10 bits, 42 branches parallèles relient (a − 10) et
(a). Pour le décodage, le nombre de métriques de branche à éva-
luer est donc très important.
3. Simplification
de tables de CLV
Une méthode permettant de réduire la complexité de décodage
consiste à utiliser une table de mots de code de taille réduite.
Cet article présente un algorithme de regroupement des mots de
code de même longueur en classes. Ainsi, par exemple, les
16mots de code de 8 bits utilisés pour le codage de la texture
dans la norme H.263+ 
A8 = {00100000,00100001 . . . 00101110,00101111}
sont formés du préfixe 0010 et de tous les suffixes possibles de
4bits. A8 peut ainsi être décrit de manière compacte par
0010$$$$, où $ représente soit 0, soit 1. À l’aide de cette sim-
plification, dans le treillis présenté au paragraphe2, 16 branches
parallèles entre les nœuds (a) et (a + 8) peuvent être rempla-
cées par une branche unique. Le principe de l’algorithme pro-
posé généralise la technique de réduction présentée précédem-
ment.
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3.1. Notations et définitions
On considère l’ensemble des K mots de code de  bits,
A =
{
a1,. . . ,aK
}
, utilisé par un CLV donné. Le cardinal de
A est noté |A| . Il s’agit de trouver un regroupement des élé-
ments de A de manière à obtenir un nombre minimal de repré-
sentants pour ces mots de code.
Soit B = {0,1}, l’ensemble des symboles binaires, qui peut être
étendu en B = {0,1,$} avec l’élément indéterminé $, correspon-
dant à {0,1}. B et B dénotent respectivement l’ensemble des
vecteurs de dimension  des mots binaires et binaires étendus.
Définition 1 : Une classe c est un élément de B . 
Soit S (c) l’ensemble des éléments de B correspondant à c .
Ainsi, si c = (c1,. . . ,c) ∈ B , alors 
S (c) = {(x1,. . . ,x) ∈ B tq xi = ci ou ci = $} .
Définition 2 : Une classification C = {c1,. . . ,cM} de A est un
ensemble de classes tel que {∀x ∈ A, ∃i tel que x ∈ S (ci ) ,
S (ci ) ⊂ A, i = 1,. . . ,M .
La méthode de simplification proposée consiste à représenter
A à l’aide d’une classification minimale, c’est-à-dire une clas-
sification comportant un nombre minimal de classes.
Avant de présenter l’algorithme de construction de la classifica-
tion minimale, quelques notions complémentaires doivent être
introduites. La distance de Hamming d (·,·) se généralise de B
à B . Ainsi, si (x,y) ∈ B, d (x,y) = 1 si x =/ y et d (x,y) = 0
sinon. La distance de Hamming entre deux classes est la somme
des distances entre les composantes de ces classes. L’ordre o (c)
d’une classe c correspond au nombre d’éléments indéterminés
Figure 1. Structure de treillis pour des CLV de longueur comprise entre min et max.
de c . Il est tel que o (c) = log2 (|S (c)|) , où |S (c)| est le cardi-
nal de S (c) . Deux classes de même ordre sont adjacentes
lorsque leur distance de Hamming est de un.
Deux classes adjacentes c1 et c2 peuvent être réunies pour for-
mer une nouvelle classe c = c1 unionsq c2, on a alors
S (c) = S (c1) ∪ S (c2) et o (c) = o (c1) + 1.
3.2. Construction d’une classification minimale
Dans cet article, seul le principe de l’algorithme de construction
d’une classification minimale est présenté. Les détails de l’al-
gorithme ainsi qu’une preuve d’optimalité sont donnés dans
[MKKD06].
L’algorithme a pour entrée un ensemble A de mots de code de
longueur . Chaque élément de A est également une classe
d’ordre 0. Une première classification C0 de A est formée à
l’aide des éléments de A . Un ensemble de classes C1 est obte-
nu avec toutes les classes adjacentes appartenant à C0 qu’il est
possible de réunir. C1 n’est plus nécessairement une classifica-
tion de A (par exemple, s’il existe un élément c ∈ C0 n’ayant
pas de classe adjacente, alors c /∈ C1). La procédure est itérée
jusqu’à l’obtention d’une classe Cjmax ne comportant plus aucu-
ne classe adjacente.
L’union de tous les ensembles ainsi obtenus C = ⋃ jmaxj=0 Cj est
une classification maximale de A, c’est-à-dire qu’elle contient
toutes les classes qu’il est possible de former par réunion de
classes adjacentes obtenues à partir des éléments de A . Une
classification minimale C de A est alors un sous-ensemble de
C qui reste une classification de A mais contenant le nombre
minimum de classes. L’obtention de C se fait en deux étapes. La
première consiste à éliminer de C tous les éléments des
ensembles intermédiaires Cj qui ont pu être regroupés en classes
appartenant à Cj+1 (cette procédure peut être effectuée lors de la
construction de Cj+1). La classification C est alors obtenue. Pour
former la classification minimale C , une méthode combinatoire
consistant à éliminer un maximum de classes de C, tout en véri-
fiant que le sous-ensemble obtenu reste une classification de A ,
est ensuite appliquée.
L’annexe fournit un exemple de construction d’une classifica-
tion minimale.
Cette technique peut fournir une classification minimale avec
certains mots de code appartenant à plusieurs classes. Cette
situation risque de soulever des difficultés lors du décodage à
l’aide d’algorithmes de type MAP, la somme des probabilités a
priori des classes n’étant plus égale à 1. Une solution à ce pro-
blème nécessite une adaptation de l’algorithme précédent pré-
sentée dans [MKKD06].
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4. Propriétés
Les tables de CLV obtenues par la procédure de simplification
décrite au paragraphe3 contiennent légèrement moins d’infor-
mation que les tables initiales. Ceci est dû au regroupement des
mots de code en classes. Cependant, l’impact de cette perte
d’information peut être très limité, selon l’algorithme de déco-
dage utilisé.
Si un décodage au sens du MV est utilisé, l’algorithme utilisant
les tables simplifiées fournira les mêmes résultats que s’il avait
utilisé les tables complètes, en effet, les probabilités a priori des
symboles ne sont pas utilisées.
Lorsque l’algorithme de décodage cherche à fournir une esti-
mée au sens du MV et fournit des sorties souples (en utilisant
par exemple SOVA [HH89], [VY00]), on montre au paragraphe
4.1. qu’à nouveau les résultats sont identiques à ceux obtenus
avec une table complète. Rappelons que ces sorties souples per-
mettent de réaliser un décodage itératif avec un décodeur canal,
lui aussi à sorties souples, voir [BH00].
Pour un décodeur optimal utilisant le critère du MAP, tel que
celui présenté dans [BH00], le résultat restera optimal si les pro-
babilités a priori de chacun des mots de code regroupés au sein
d’une même classe sont les mêmes. Comme les mots de code
qui peuvent être regroupés doivent avoir la même longueur, il
est raisonnable de penser que cette condition sera vérifiée.
Cependant, dans le cas d’une utilisation des tables simplifiées
dans le cadre d’une procédure itérative, les différences entre les
probabilités a priori des mots de code formant une classe pour-
ront être à l’origine d’une sous-optimalité, voir le para-
graphe4.2.
Nous avons adapté les deux algorithmes de décodage SOVA et
BCJR afin d’utiliser les tables de CLV simplifiées sur un treillis
tel que celui représenté sur la figure1. La suite de ce paragraphe
présente plus spécifiquement les adaptations nécessaires de ces
deux algorithmes de décodage.
4.1. Décodage au sens du MV à sorties souples
Considérons un décodeur de type SOVA permettant de réaliser
un décodage au sens du MV. Il est appliqué sur le treillis de la
figure1 en utilisant une table de CLV simplifiée. La séquence
reçue a une longueur connue de L bits. À un instant bit donné t,
(1  t  L), le rapport de vraisemblance associé au bit émis bt
se calcule de la manière suivante.
Un décodeur MV à sorties dures est d’abord employé pour éva-
luer les métriques des états dans le sens avant µ f (t − i) ,
i = 1,. . . ,min {max,t} , avec 
µ f (0) = 0, µ f (1) = ∞,. . . ,µ f (min − 1) = ∞
Un décodeur MV à sorties dures évalue ensuite les métriques
des états dans le sens arrière µb (t + i),
i = 0,. . . ,min {max − 1,L − t} , avec 
µb (L) = 0, µb (L − 1) = ∞,. . . ,µb (L − min + 1) = ∞
Les deux décodeurs bénéficient du treillis à complexité réduite
donné par la table CLV simplifiée, en effet, le nombre de
métriques de branches à évaluer et à comparer est bien plus
faible avec une table simplifiée. De plus, les décisions dures
effectuées sur chaque bit fournissent les mêmes résultats que
ceux qu’obtiendrait un algorithme utilisant la table initiale. Le
fait qu’une classification minimale produit des classes pouvant
intersecter conduit à plusieurs trajets possibles pour la même
séquence décodée. Cela n’a pas d’importance ici, car une déci-
sion dure est prise sur les bits reçus.
Supposons, sans perdre la généralité, que la métrique optimale
µopt (L) correspond à une estimation dure de b̂t = 1 . La sortie
souple de SOVA associé à b̂t est 
(bt ) = µ0t − µ1t ,
où µ1t = µopt (L) et où µ0t est la métrique minimale parmi les
métriques de tous les trajets tels que bt = 0 . Cette dernière
métrique est évaluée comme suit [VY00] 
µ0t = mini,
(
µ f (t − i) + ν0 (t − i,t − i + ) + µb (t − i + )
)
,
i = 1,. . . ,min {max,t} et
 = max {min,i} ,. . . ,min {max,L − t + i}
où ν0 (t − i,t − i + ) est la métrique de la branche connectant
l’état (t − i) à l’état (t − i + ) évaluée pour une classe ayant
un bit 0 ou $ à la i-ème position.
Si l’on considére d’une part une modulation de type binary
phase shift keying (BPSK) utilisée sur un canal de transmission
sans mémoire, perturbé par un bruit blanc additif gaussien
(BBAG) de variance σ2 et d’autre part une classification
C =
{
c,1,. . . ,c,M
}
des K mots de  bits du CLV, la métrique
de branche s’écrit alors 
ν0j (t − i,t − i + j) =
max
c∈C tq ci =0 ou ci =$
ν¯0j
(









est le vecteur dont la n-ième compo-
sante est définie par 
ĉ0,in =

cn si cn =/ $ et n =/ i,
0 si n = i,
1 si cn = $ et yt−i+n > 0,
0 si cn = $ et yt−i+n  0.
Le vecteur ĉ0,i correspond à une décision dure faite à partir de
yt−i+ jt−i , sachant que le i-ème bit de cette décision est 0 et que le
résultat doit appartenir à S (c) . De plus, dans (2)
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ν¯0j
(


















avec m (0) = −1 et m (1) = 1. Cette seconde étape bénéficie
aussi de la réduction de la table de CLV, et donne (à cause de la
décision dure utilisée pour calculer ĉ0,i et ν¯0j ) le même résultat
qu’un algorithme exploitant la table de CLV initiale, avec une
complexité moindre.
Ainsi, l’utilisation d’une table CLV combinée avec un SOVA
effectuant une estimation du type MV aboutit à une réduction
significative du nombre de branches sur le treillis associé à la
table CLV mais avec des résultats similaires à ceux obtenus avec
la table de CLV initiale.
4.2. Décodage au sens du MAP à sorties souples
Considérons à nouveau le treillis représenté dans la figure1. La
longueur L de la séquence reçue yL1 est toujours supposée
connue. Cette fois, un algorithme de type BCJR [BCJR74] est
considéré. L’utilisation d’une table simplifiée nécessite une
modification des métriques α , β et γ.








β (t + i) γ (t,t + i) (3)
avec α (0) = 1, α (t) = 0, t = 1,. . . ,min et 
β (L) = 1, β (L − t) = 0, t = 1,. . . ,min − 1 .
Le calcul de la métrique associée aux branches liant les états (t)
et (t + ) utilise une classification C =
{
c,1,. . . ,c,M
}
des K
mots de  bits du CLV. La métrique de branche s’écrit
γ (t,t + ) =
∑
c∈C
p (c) γ (t,t + ,c) . (4)
Elle correspond à la moyenne pondérée des métriques associées
à chaque classe, où p (c) est la somme des probabilités a priori
des éléments de S (c) . Dans (4)








où cj est la j-ème composante de c . Pour les mêmes conditions
de transmission qu’au paragraphe4.1., d (y,c) peut facilement









si c ∈ {0,1} ,












si c = $,
(6)
avec m (0) = −1 et m (1) = 1. Une fois les métriques évaluées,
le rapport des log-vraisemblances pour le bit émis bt à l’instant
t est donné par 













où γ1 (t − i,t − i + j,t) et γ0 (t − i,t − i + j,t) sont les
métriques des branches liant les états (t − i) et (t − i + j) qui
correspondent respectivement aux classes pour lesquelles
bt = 1 et bt = 0 . Ces métriques peuvent facilement être
déduites à partir de (4).
Un algorithme de décodage utilisant l’ensemble
A =
{
a1,. . . ,aK
}
des mots de code de  bits de la table de
CLV initiale, aurait évalué
γ (t,t + ) =
∑
a∈A
p (a) γ (t,t + ,a) , (8)
où p (a) est la probabilité a priori de a. Par conséquent, un déco-
deur MAP appliqué à une table de CLV simplifiée reste optimal
seulement lorsque les mots de code fusionnés dans une classe
donnée ont la même probabilité a priori et quand il n’y a aucun
mot de code appartenant simultanément à plusieurs classes.
Dans ce cas, la classification minimale sans intersection doit être
utilisée. En outre, parmi les mots de code de même longueur
seuls ceux ayant des probabilités a priori très proches peuvent
être regroupés.
4.3. Brève étude de complexité
L’essentiel du gain en terme de réduction de complexité est obte-
nu lors de l’évaluation des métriques de branches. Avec une
table de CLV initiale, le calcul de γ (t,t + ) requiert l’évalua-
tion de γ (t,t + ,a) pour K mots de CLV. D’après (5), l’éva-
luation de γ (t,t + ,a) nécessite  comparaisons pour sélec-
tionner la bonne métrique bit et  − 1 multiplications. Puis,
d’après (8), le calcul de γ (t,t + ) nécessite K multiplications
(multiplication de γ (t,t + ,a) par p (a)) et K − 1 additions.
En résumé, l’évaluation complète de γ (t,t + ) requiert
K + K ( − 1) = K multiplications, K − 1 additions et
K comparaisons.
Avec une table de CLV simplifiée, l’évaluation de γ (t,t + ,c)
requiert moins de 2 comparaisons pour choisir la bonne
métrique bit et  − 1 multiplications. Ces chiffres doivent être
multipliés par M pour obtenir le coût de calcul pour toutes les
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classes. L’évaluation de γ (t,t + ) à partir de γ (t,t + ,c) et de
p (c) à l’aide de (4) requiert alors M multiplications et M − 1
additions. En résumé, l’évaluation complète de γ (t,t + )
requiert M multiplications, M − 1 additions et au plus 2M
comparaisons.
Pour M très inférieur à K, un gain en terme de complexité de
calcul est donc obtenu avec une table simplifiée.
5. Application
Dans [LKD05], un algorithme de décodage des informations de
texture générées par un codeur H.263+ est considéré. Chaque
bloc de texture de 8 × 8 pixels subit une transformation en cosi-
nus discrète, une quantification, un balayage zig-zag, un codage
par plages de zéros puis un codage entropique à l’aide d’un
CLV. Les mots de code ainsi générés sont placés dans des
paquets qui sont ensuite envoyés sur le canal. Un paquet
contient en général plusieurs blocs de texture. Le décodeur pro-
posé par [LKD05] comprend deux étapes. La première consiste
à localiser les blocs de texture dans un paquet. La seconde
consiste à décoder chaque bloc ainsi localisé en exploitant cer-
taines contraintes liées à la syntaxe du train binaire que peut
générer un codeur H.263+. Par exemple, après décodage, le
nombre de coefficients transformés d’un bloc doit être de 64,
voir [ND03] pour plus de détails.
Pour la première étape, seul le nombre de blocs que comporte
un paquet est connu a priori. Pour localiser la position des
blocs, le treillis présenté au paragraphe2 doit être modifié pour
faire apparaître comme propriété de chaque nœud le nombre de
blocs accumulés. Ceci revient à ajouter une dimension au
treillis. Pour chaque mot de code, il convient également de dis-
tinguer ceux qui marquent la fin d’un bloc.
Ainsi, les 204 mots du CLV dédiés au codage de la texture dans
le standard H.263+ sont partitionnés en deux sous-ensembles A
et E contenant respectivement les mots de code ne marquant pas
et marquant la fin d’un bloc. La table1 rassemble les résultats
obtenus par la procédure de simplification des tables de CLV
appliquée aux mots de code de même longueur de A et de E.
Les 204 mots de code peuvent être regroupés en 34 classes. 
Pour tester l’algorithme de localisation de frontières de blocs de
texture exploitant les tables de CLV simplifiées, la séquence
vidéo foreman au format QCIF a été codée en H.263+ à 256
kb/s et 30 images/s. Une image codée en INTRA est placée
toutes les 10 images. Les paquets de texture ont une longueur
maximale de 1 024 bits. Chaque paquet contient environ
10blocs de texture lorsqu’ils sont codés en INTRA et environs
30 blocs, s’ils sont codés en INTER. Ces paquets sont ensuite
envoyés sur un canal BBAG.
Un algorithme de Viterbi est employé pour la localisation des
frontières de blocs dans des paquets de texture. Les perfor-
mances sont données en terme de taux d’erreur bloc (TEB), cor-
respondant à la proportion de blocs de texture de 8 × 8 pixels
erronés, pour des images codées INTER et INTRA sur la figu-
re2 et en terme de temps de décodage moyen par bloc dans le
tableau2.
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Tableau 1. Extrait de la classification minimale des mots de codes utilisés pour le codage de la texture dans la norme H.263+.
Les mots marquant la fin d’un bloc (EOB) sont distingués des autres.
Longueur EOB Nb de mots Classification minimale Nb de
de code classes
3 0 2 10$ 1
4 0 2 110$ 1
5 0 4 111$$ 1






10 0 24 00010010$$, 0001000$$$, 0000111$$$, 00001101$$ 4
1 18 00001100$$, 0000101$$$, 00001001$$, 000010001$ 4
11 0 20 000010000$$, 0000001$$$$ 2
1 8 00000001$$$ 1
12 0 12 0000000011$$, 000001000$$$ 2
1 12 0000000010$$, 000001001$$$ 2
13 0 16 000001010$$$$ 1
1 16 000001011$$$$ 1
Total 204 34
Figure 2. Décodage de paquets de blocs codés INTER et INTRA ; taux d’erreur blocs (TEB) 
en fonction du rapport signal-à-bruit (RSAB) sur le canal.
Tableau 2. Temps de décodage moyen (en ms/bloc).
ML, table CLV MAP, table CLV
initiale compacte initiale compacte 
INTRA 165 62 (−62%) 242 92 (−62%) 
INTER 356 108 (−70%) 445 131 (−71%)
Avec des temps de calcul presque trois fois moindres, les per-
formances sont la plupart du temps très semblables, excepté
pour le décodage au sens du MAP des blocs de type INTRA, où
une perte de l’ordre de 0.2 dB peut être notée. La diminution de
performances dans le cas des paquets de type INTRA est due au
fait que les mots de code regroupés dans une même classe n’ont
pas toujours des probabilités a priori identiques. Le regroupe-
ment se fait alors avec une perte d’information. Dans le cas de
paquets de type INTER, les probabilités a priori des mots de
code regroupés sont plus proches, ce qui explique d’une part des
performances du décodeur MAP à peine meilleures que celles
du ML et d’autre part, une dégradation moins importante lors de
l’utilisation de la table CLV simplifiée.
6. Conclusion
Cet article décrit le principe d’un algorithme de simplification
des tables de codes à longueur variable. Son principe consiste à
regrouper des mots de code de même longueur en un nombre
réduit de classes. Nous avons montré comment des algorithmes
de type SOVA ou BCJR peuvent être adaptés à ces classes de
manière à pouvoir réaliser un décodage robuste de données
codées à l’aide de CLV. Nous avons également évalué la réduc-
tion de complexité apportée par ces regroupements en classes.
Dans l’exemple traité, la simplification a permis de représenter
204 mots de code par 34 classes, ce qui réduit largement la
complexité des treillis représentant l’ensemble des succession
de mots de code possibles pour une longueur de séquence
codée. Les performances du décodeur au sens du MV restent
inchangées lorsque des tables simplifiées lui sont fournies, mais
le temps de calcul est presque trois fois moindre. Pour un déco-
deur utilisant un critère de MAP, une légère perte d’optimalité
peut être notée lorsque les probabilités a priori des mots de code
regroupés au sein d’une même classe sont différentes. Comme
les mots de code qui peuvent être regroupés doivent avoir la
même longueur, les différences restent faibles.
La combinaison des tables simplifiées que nous avons présen-
tées avec les techniques d’agrégation d’état proposées par
[JMG05] devraient permettre de réduire encore la complexité
du décodage à sorties souples de données codées à l’aide de
codes à longueur variable.
Annexe
Considérons l’ensemble A7 formé de 24 mots de code de 7 bits







Le calcul de la classification maximale et l’application de la
première procédure d’élimination des classes inutiles permet
d’obtenir la classification suivante de A7
C′7 = {0000$$$,000$0$$,00$01$$,0$010$$,$0101$$} .
Nous constatons que S ($0101$$) et S (0$010$$) contiennent
des mots de code n’appartenant à aucune autre classe de C′7.
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Une classification minimale contiendra donc nécessairement les
classes correspondantes. Une méthode combinatoire sur les
trois classes restantes permet ensuite de fabriquer une classifi-
cation minimale 
C7 = {0000$$$,0$010$$,$0101$$} .
On constate en effet qu’une quelconque des trois premières
classes de C′7 peut être supprimée, l’ensemble de classes obte-
nues reste une classification de A7. Si l’on supprime les deux
premières classes, 0000000 n’appartient plus à la classification
obtenue ; si l’on supprime la première et la troisième, c’est
0000100 qui pose problème. Par contre, la suppression des
seconde et troisième classes de C′7 permet encore de conserver
une classification de A7, qui est la classification minimale.
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