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Um canal matricial multiplicativo (MMC) é um canal de comuni-
cação em que a entrada X e a saída Y são matrizes relacionadas pela
expressão Y = GX, em que G é chamada de matriz de transferência.
Esta tese considera MMCs sobre corpos e anéis de cadeia finitos, os
quais têm aplicações práticas em codificação de rede. É adotado um
enfoque probabilístico, sob a ótica da teoria da informação, de modo
que o canal resultante pode ser visto como um canal discreto sem me-
mória caracterizado essencialmente pela distribuição de probabilidade
da matriz G.
São abordados dois problemas na tese. Primeiramente, considera-
se MMCs sobre corpos finitos, em que é assumido que as instâncias da
matriz de transferência são desconhecidas tanto do transmissor quanto
do receptor (isto é, o cenário não-coerente). Também é assumido que
a distribuição de probabilidade da matriz G seja tal que matrizes de
mesmo posto são equiprováveis. Esse modelo generaliza alguns dos con-
siderados anteriormente na literatura. Por ser mais flexível, o modelo
permite sua aplicação (no contexto de codificação de rede linear) em
um maior número de situações práticas. Como contribuição, obtém-se
ix
xa capacidade do canal como um problema de otimização convexa que
pode ser resolvido numericamente de maneira eficiente. Além disso,
obtém-se formas fechadas para a capacidade em diversas situações es-
peciais.
O segundo problema considera MMCs sobre anéis de cadeia finitos,
dos quais corpos finitos são um caso particular. A motivação para tal
estudo vem da área codificação de rede na camada física. Desta vez, é
assumido que as instâncias da matriz de transferência estão disponíveis
ao receptor, mas não ao transmissor (isto é, o cenário coerente). Fora
isso, não é exigida nenhuma restrição sobre as estatísticas da matriz G.
Nesse caso, é obtida uma forma fechada para a capacidade do canal e
é proposto um esquema de codificação capaz de atingir a capacidade
com complexidade de tempo polinomial.
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A multiplicative matrix channel (MMC) is a communication channel
in which the input X and the output Y are matrices related by the
law Y = GX, where G is called the transfer matrix. This thesis
considers MMCs over finite fields and chain rings, which have practical
applications in network coding. A probabilistic approach is adopted,
in the light of information theory, so that the resulting channel can be
seen as a discrete memoryless channel which is essentially determined
by the probability distribution of G.
Two problems are examined in this thesis. First, MMCs over fi-
nite fields are considered, where it is assumed that the instances of the
transfer matrix are unknown to both the transmitter and receiver (this
is known as the non-coherent scenario). It is also assumed that the
probability distribution of G is such that matrices with the same rank
are equiprobable. This model generalizes some previously considered in
the literature. Since it is more flexible, the model allows its application
(in the context of linear network coding) in a larger number of practical
situations. As a contribution, the channel capacity is obtained as the
xi
xii
solution of a convex optimization problem which can be efficiently sol-
ved by numerical methods. Furthermore, closed-form expressions for
the capacity are obtained for several special situations.
The second problem considers MMCs over finite chain rings, of
which finite fields are special cases. The motivation for such comes
from physical-layer network coding. This time, it is assumed that the
instances of the transfer matrix are available to the receiver, but not to
the transmitter (this is known as the coherent scenario). Apart from
that, no restrictions on the statistics of G are imposed. In this case,
a closed-form expression for the channel capacity is obtained, and a
polynomial time capacity-achieving coding scheme is proposed.
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Notação
Símbolo Descrição
B ⊆ A B é um subconjunto de A.
B ⊂ A B é um subconjunto de A, mas B 6= A.
A× B Produto cartesiano do conjunto A com o conjunto B.
An n-ésima potência cartesiana do conjunto A, isto é, o con-junto de todas as n-tuplas com componentes em A.
Am×n Conjunto de todas as matrizes com m linhas, n colunas ecom entradas em A.
|A| Cardinalidade (número de elementos) do conjunto A.
f : A → B
x 7→ y
f é um mapeamento (função) com domínio A e contrado-
mínio B, que associa o elemento x ∈ A ao elemento y ∈ B,
isto é, f(x) = y.
img φ Imagem do mapeamento φ.
kerφ Núcleo do homomorfismo φ.
N Números naturais, incluindo o zero.
Z Números inteiros.
R Números reais.
C Números complexos.
xv
xvi NOTAÇÃO
Símbolo Descrição
Zm Inteiros módulo m.
Z[i] Inteiros gaussianos, isto é, Z[i] = {a+ bi : a, b ∈ Z}.
Zm[i]
Inteiros gaussianos módulo m, isto é, Zm[i] = {a + bi :
a, b ∈ Zm}.
Fq
Corpo finito com q elementos. Também chamado de corpo
de Galois e denotado por GF(q).
R[X]
Anel polinomial na variável X sobre o anel comutativo R,
isto é, o conjunto de todos os polinômios em X com coe-
ficientes em R.
Gk(W )
Grassmanniana k-dimensional do espaço vetorial W , isto
é, o conjunto de todos os subespaços k-dimensionais deW .
Ver p. 23.
P(W,d) Conjunto de todos os subespaços com dimensão no má-ximo d do espaço vetorial W . Ver p. 24.
Tr(Fm×nq ) Subconjunto de F
m×n
q consistindo de todas as matrizes de
posto r. Ver p. 24.
T (Fm×nq ) Subconjunto de F
m×n
q consistindo de todas as matrizes de
posto min{n,m} (isto é, posto completo). Ver p. 24.
GLn(R)
Grupo linear geral de grau n sobre o anel comutativo R,
isto é, o conjunto de todas as matrizes inversíveis em
Rn×n.[
m
k
]
q
Coeficiente binomial gaussiano. Também chamado de co-
eficiente q-binomial. Ver p. 24.
rowA Espaço (ou módulo) gerado pelas linhas da matriz A.
colA Espaço (ou módulo) gerado pelas colunas da matriz A.
dimV Dimensão do espaço vetorial V .
rankA Posto da matriz A.
shapeM Shape do R-módulo M . Ver p. 60.
shapeA Shape da matriz A. Ver p. 62.
〈A〉 O mesmo que rowA, se A for uma matriz.
〈r〉 Ideal gerado pelo elemento r ∈ R de um anel comuta-tivo R.
NOTAÇÃO xvii
Símbolo Descrição
Pr[A] Probabilidade do evento A.
px(x) Probabilidade de a variável aleatória x assumir o valor x.
px|y(x|y) Probabilidade de a variável aleatória x assumir o valor xdado que y assumiu o valor y.
E[x] Valor esperado da variável aleatória x.
H(x) Entropia da variável aleatória x.
H(x|y) Entropia condicionada da variável aleatória x, dado a va-riável aleatória y.
I(x;y) Informação mútua entre as variáveis aleatórias x e y.
1[P ] Função indicadora da proposição P , isto é, 1[P ] = 1 se Pé verdadeiro, caso contrário, 1[P ] = 0.
bxc Função chão de x ∈ R (maior inteiro menor ou igual a x).
dxe Função teto de x ∈ R (menor inteiro maior ou igual a x).

CAPÍTULO 1
Introdução
1.1 Codificação de rede
Tradicionalmente, as redes de comunicação adotam a técnica de rote-
amento, que consiste na escolha de caminhos adequados para a infor-
mação que trafega pela rede. Nesse esquema, cada nó da rede funciona
como um comutador : apenas seleciona, replica e repassa o que recebe
(Figura 1.1a). Em outras palavras, os dados são considerados unidades
atômicas imutáveis.
A área de codificação de rede (do inglês network coding), introdu-
zida por Ahlswede, Cai, Li e Yeung [2], confronta esse paradigma. Ao
invés de limitar a operação dos nós à função de um comutador, nessa
v
w1
w2
w1
w2
w2
(a) Nó operando como comutador.
v
w1
w2
f1(w1, w2)
f2(w1, w2)
f3(w1, w2)
(b) Nó operando como codificador.
Figura 1.1: Modos de operação de um nó da rede.
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v1 v2
v3
v4
t1 t2
x1
x1
x1 x1
x1
x2
x2
x2
(a) Primeiro instante.
s
v1 v2
v3
v4
t1 t2
x2
x2
x2 x3
x3
x3
x3
x3
(b) Segundo instante.
Figura 1.2: Multidifusão na rede borboleta utilizando roteamento.
nova proposta é permitido que cada nó opere plenamente como um co-
dificador : os dados na saída podem ser uma combinação arbitrária dos
dados na entrada do nó (Figura 1.1b). Assim, ocorre o processamento
da informação que flui pela rede. Uma vez que todo codificador pode
operar como um comutador, roteamento é apenas um caso particular
de codificação de rede.
Para justificar o uso de codificação de rede, considere o “exemplo
canônico” da literatura: multidifusão na rede borboleta. A rede borbo-
leta, introduzida em [2], é mostrada nas Figuras 1.2 e 1.3. Nela, cada
enlace é capaz de transmitir um único pacote por unidade de tempo,
instantaneamente e livre de erros. Um pacote é uma sequência de sím-
bolos (bits, por exemplo). O objetivo é a transmissão de informação
do nó fonte s para os nós destino t1 e t2.
Se apenas roteamento é permitido, tal tarefa seria executada como
na Figura 1.2, em que os recursos da rede são compartilhados no tempo.
No primeiro instante, o nó t1 recebe apenas o pacote x1, enquanto o
nó t2 recebe os pacotes x1 e x2. No segundo instante, o nó t1 recebe
os pacotes x2 e x3, enquanto o nó t2 recebe apenas o pacote x3. O
resultado é a transmissão de três pacotes em dois instantes de tempo,
isto é, uma taxa de 1,5 pacotes por instante de tempo.
Em contraste, utilizando codificação de rede, é possível transmitir
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v1 v2
v3
v4
t1 t2
x1
x1
x1 x1⊕x2
x2
x2
x2
x1⊕x2
Figura 1.3: Multidifusão na rede borboleta utilizando codificação de rede.
2 pacotes por instante de tempo, de acordo com a Figura 1.3. O nó v3
calcula e transmite a soma módulo 2 (equivalente à operação de xor)
bit-a-bit dos pacotes que recebe. O nó t1, que recebe os pacotes x1
e x1 ⊕ x2, consegue decodificar x2 calculando x1 ⊕ (x1 ⊕ x2) = x2.
Analogamente, o nó t2 também é capaz de decodificar x1 e x2. Assim,
existe um claro benefício, em termos de taxa de transmissão, quando
se permite o processamento de informação pelos nós intermediários da
rede, justificando o uso de codificação de rede.
Em geral, as operações efetuadas pelos nós da rede podem ser quais-
quer. No entanto, como mostrado por Li, Yeung e Cai [29] e posteri-
ormente por Kötter e Médard [27], no caso de um único nó fonte, é
suficiente restringir as operações sobre os pacotes a combinações line-
ares, em que cada pacote é um vetor de comprimento ` com entradas
em um dado corpo finito Fq. Nesse caso, chamado de codificação de
rede linear, é possível mostrar que a comunicação fim-a-fim entre um
nó fonte e um nó destino da rede pode ser modelada pela expressão
Y = GX, (1.1)
em que X ∈ Fn×`q é a matriz cujas linhas são os n pacotes injetados
na rede pelo nó fonte, Y ∈ Fm×`q é a matriz cujas linhas são os m
pacotes coletados da rede pelo nó destino e G ∈ Fm×nq é a matriz de
transferência de X para Y , cujas entradas dependem da topologia da
4 CAPÍTULO 1. INTRODUÇÃO
s
v1
v2
v3
v4
t
w1
w2
w3
w4
w5
w6
w7
w8
w9
w10
Figura 1.4: Topologia de uma rede simples.
rede e das combinações lineares efetuadas pelos nós intermediários1.
Exemplo. Considere a rede ilustrada na Figura 1.4. Suponha que a
rede opere de acordo com codificação de rede linear sobre um corpo
finito Fq. Deseja-se obter a relação entre os n pacotes enviados pelo
nó fonte s e os m pacotes recebidos pelo nó destino t, em que, nesse
exemplo, n = m = 3. Sejam w1, w2, . . . , w9, w10 ∈ F`q os pacotes trans-
portados pelos enlaces da rede, conforme indicado na figura. Então,
tem-se
w4 = a14w1,
w5 = a15w1,
w6 = a26w2 + a46w4,
w7 = a37w3 + a57w5,
w8 = a28w2 + a48w4,
w9 = a39w3 + a59w5,
w10 = a60w6 + a70w7,
em que aij ∈ Fq são os coeficientes das combinações lineares efetuadas
pelos nós intermediários. Fazendo x1 = w1, x2 = w2 e x3 = w3, além de
y1 = w8, y2 = w9 e y3 = w10, e resolvendo recursivamente as equações
1No caso em que erros de enlace estão presentes, a expressão em (1.1) é substi-
tuída por Y = GX +HZ, em que Z é a matriz cujas linhas são os pacotes de erro
e H é a matriz de transferência de Z para Y . O presente trabalho, no entanto, des-
considera essa situação, assumindo que qualquer pacote errado é descartado pelos
nós através do uso de códigos detectores de erro suficientemente poderosos.
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acima, obtém-se
y1 = a14a48x1 + a28x2,
y2 = a15a59x1 + a39x3,
y3 = (a14a46a60 + a15a57a70)x1 + a26a60x2 + a37a70x3,
ou, alternativamente, Y = GX, em que
X =

x1
x2
x3
 , Y =

y1
y2
y3

e
G =

a14a48 a28 0
a15a59 0 a39
a14a46a60 + a15a57a70 a26a60 a37a70
 ,
em que G é a matriz de transferência de X para Y .
A área de codificação de rede recebeu especial atenção após o traba-
lho de Ho et al. [18, 19] que sugere a ideia de codificação de rede linear
aleatória, na qual os coeficientes das combinações lineares são escolhi-
dos aleatoriamente. É mostrado que, no caso de um único nó fonte, o
método atinge o desempenho ótimo com alta probabilidade, desde que
seja empregado um corpo finito de tamanho q suficientemente grande.
Com isso, tornou-se possível um funcionamento distribuído do sistema,
uma vez que foi eliminada a necessidade do conhecimento prévio da to-
pologia da rede e das combinações lineares efetuadas. Posteriormente,
Chou, Wu e Jain [5] propõem um protocolo prático (utilizando o con-
ceito de gerações) que implementa codificação de rede linear aleatória.
Como consequência, a expressão em (1.1), cuja validade era antes limi-
tada a redes com perfeito sincronismo e topologia fixa, passa agora a
ser aplicável em sistemas sujeitos a problemas de sincronismo, perda e
atraso de pacotes, congestionamento, entrada e saída de nós, etc.
Note que os pacotes transmitidos (isto é, a matriz X) podem ser
recuperados a partir dos pacotes recebidos (isto é, a matriz Y ) se a
matriz de transferência G tiver posto n. Para tanto, é necessário, em
princípio, o conhecimento da matriz G no nó destino. No caso de
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codificação de rede linear aleatória, a matriz de transferência G, que
depende dos coeficientes das combinações lineares, é desconhecida a
priori no destino. Em [5, 18, 19], esse problema é resolvido através do
uso de um cabeçalho em cada pacote transmitido pelo nó fonte. Mais
precisamente, cada pacote enviado pela fonte é prefixado com um vetor
da base canônica de Fnq , de modo que
X =
[
In×n X ′
]
,
em que In×n é a matriz identidade n × n e X ′ ∈ Fn×(`−n)q é a matriz
contendo de fato a informação. Assim, tem-se
Y = GX = G
[
In×n X ′
]
=
[
G GX ′
]
,
de modo que o nó destino passa a ter conhecimento de G e GX ′ sendo,
portanto, capaz de recuperar X ′, desde que G tenha posto n. O preço
a ser pago é uma sobrecarga (overhead) de n2 símbolos, devido ao
cabeçalho; tal sobrecarga, no entanto, pode ser tornada desprezível se
for permitido aumentar ` (o comprimento do pacote) arbitrariamente.
Para mais detalhes sobre os fundamentos e benefícios de codifica-
ção de rede, encaminha-se o leitor para os livros de Yang et al. [58] e
Fragouli e Soljanin [16, 15].
1.2 Codificação de rede na camada física
As técnicas de codificação de rede foram inicialmente concebidas para
serem aplicadas em camadas superiores da rede (camada de rede, ca-
mada de aplicação). Em particular, no caso de redes sem-fio, a questão
do compartilhamento do meio físico seria tratada através de multiple-
xação (tipicamente no tempo ou na frequência), criando efetivamente
enlaces ortogonais e evitando-se, assim, a interferência dos sinais físicos.
A área de codificação de rede na camada física, proposta independen-
temente por Popovski e Yomo [44], Nazer e Gastpar [34] e Zhang, Liew
e Lam [60] (para surveys abrangentes da área, veja [36] e [30]), em
contraste, toma vantagem da interferência inerente às redes sem-fio, ao
invés de evitá-la.
Para efeito de ilustração, considere a rede sem-fio bidirecional com
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(a) Roteamento.
x1
x2
x1 ⊕ x2 x1 ⊕ x2
1 R 2
1 R 2
21 R
(b) Codificação de rede tradicional.
x1 x2
x1 ⊕ x2x1 ⊕ x21 R
1 2R
2
(c) Codificação de rede na camada física.
Figura 1.5: Três soluções para a rede sem-fio bidirecional com nó interme-
diário.
nó intermediário mostrada na Figura 1.5. Suponha que os nós ter-
minais 1 e 2 desejam trocar pacotes entre si, com auxílio de um nó
intermediário R. A solução utilizando roteamento é apresentada na
Figura 1.5a, em que os pacotes são trocadas em 4 instantes de tempo.
A solução através de codificação de rede tradicional é mostrada na Fi-
gura 1.5b. Note a semelhança com a solução apresentada anteriormente
na Figura 1.3. Note também que, nesse caso, o sistema evita a interfe-
rência dos sinais: no primeiro instante de tempo, o nó 2 não transmite
sinal algum enquanto o nó 1 envia sua mensagem e analogamente no
instante seguinte. Com isso, os pacotes são trocadas em 3 instantes de
tempo, uma melhora em relação ao caso anterior (roteamento).
A solução através de codificação de rede na camada física é apre-
sentada na Figura 1.5c. Nela, no primeiro instante de tempo, os nós 1
e 2 transmitem simultaneamente suas mensagens. Cabe ao nó R in-
ferir uma combinação linear de tais mensagens (no exemplo, o xor
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−1 +1−2 +20
0 1
(a) Constelação BPSK.
−2 0 +2−1 +1
r = s1 + s2 + n 7→ w = x1 ⊕ x2
w = 0 w = 0w = 1
(b) (h1, h2) = (1, 1).
Figura 1.6: Codificação de rede na camada física com modulação BPSK.
das mensagens) com base no sinal físico recebido (a “soma no ar” das
mensagens enviadas, sujeita a todas as adversidades do canal de comu-
nicação sem-fio). É importante ressaltar que, nesse caso, o nó interme-
diário não tem conhecimento individual dos pacotes x1 e x2 (como é no
caso da codificação de rede tradicional), mas apenas da soma x1 ⊕ x2.
Com esse esquema, as mensagens são trocadas em apenas 2 instantes
de tempo, melhorando ainda mais o desempenho em termos de taxa de
transmissão.
Mais detalhadamente (veja a Figura 1.6), assuma que o sistema
opera com modulação BPSK e considere um modelo de desvanecimento
plano em bloco com perfeito conhecimento dos coeficientes do canal
sem-fio na recepção dos sinais [17]. Seja φ : Z2 → R um mapeamento de
bits para pontos da constelação BPSK (na Figura 1.6a, tem-se φ(0) =
−1 e φ(1) = +1). No primeiro instante de tempo, o nó 1 modula o
pacote x1 ∈ Z`2 em uma sequência s1 ∈ R` de pontos da constelação
(aplicando φ entrada-a-entrada). Analogamente, o nó 2 modula x2 ∈
Z`2 em s2 ∈ R`. Em seguida, ambos os nós transmitem simultaneamente
seus sinais, de modo que o sinal recebido pelo nó R será
r = h1s1 + h2s2 + n,
em que h1, h2 ∈ R são os coeficientes de desvanecimento e n ∈ R` é o
vetor de ruído, aqui assumido gaussiano com entradas i.i.d.
No segundo instante de tempo, o nó intermediário, utilizando ape-
nas r, h1 e h2, tenta extrair a soma módulo 2 dos pacotes de informação,
isto é, o vetor w = x1⊕x2 ∈ Z`2. Supondo que os coeficientes de desva-
necimento sejam dados por h1 = h2 = 1, o sinal recebido r = s1+s2+n
se situará em torno dos pontos −2 e +2, como mostrado na Figura 1.6b,
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e o procedimento ótimo de decisão se dá como segue2 (veja as regiões
de decisão indicadas na figura):
w = x1 ⊕ x2 =
{
0, se |r| > 1,
1, caso contrário.
Em seguida, o nó R mapeia w ∈ Z`2 em uma sequência de pontos da
constelação que, após ser transmitida, é recebida e demodulada pelos
nós 1 e 2. Com x1 e w = x1⊕ x2, o nó 1 pode agora obter x2, como de
costume; similarmente, o nó 2 obtém x1.
Exemplo. Sejam ` = 4, x1 = (0, 1, 0, 1) e x2 = (0, 0, 1, 1). Portanto,
tem-se s1 = (−1,+1,−1,+1) e s2 = (−1,−1,+1,+1), de modo que,
se h1 = h2 = 1, então r = s1 + s2 + n = (−2, 0, 0,+2) + n. Assim, se
o ruído n não for suficientemente severo, o nó R será capaz de extrair
w = x1 ⊕ x2 = (0, 1, 1, 0) a partir de r, de acordo com o procedimento
de decisão fornecido acima.
No entanto, essa técnica esbarra em um obstáculo quando esten-
dida para outros tipos de modulações digitais. O seguinte exemplo, que
ilustra o problema, foi introduzido por Feng, Silva e Kschischang [12].
Suponha que seja empregada a modulação complexa QPSK, como ilus-
trado na Figura 1.7. Uma vez que tal constelação é quaternária, cada
pacote deve ser agora uma sequência de ` símbolos de um alfabeto con-
tendo 4 elementos. Uma escolha natural para esse alfabeto é Z2×Z2 =
{00, 01, 10, 11}, o conjunto de todos os pares de bits, em que as ope-
rações de soma e multiplicação são efetuadas entrada-a-entrada. Um
mapeamento φ : Z2 × Z2 → C de símbolos do alfabeto para pontos da
constelação é mostrado na Figura 1.7a.
No caso em que os coeficientes de desvanecimento são dados por
h1 = h2 = 1, o sinal recebido r = s1+s2+n ficará em torno dos pontos
mostrados na Figura 1.7b. Nesse situação, o nó intermediário ainda é
capaz de extrair a soma w = x1⊕x2 a partir de r. No entanto, no caso
em que h1 = 1 e h2 = i, isso se torna impossível. De fato, como mostra
a Figura 1.7c, a rotação de fase efetuada pelo canal de comunicação
sem-fio gera ambiguidade para o nó intermediário.
2Para o procedimento ótimo de decisão no caso em que h1 e h2 são quaisquer,
veja [35] ou [12].
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00
01
10
11
−2 0 +2−1 +1
+1
+2
−1
−2
0
(a) Constelação QPSK rotulada com elementos de Z2 × Z2.
+1
+2
−1
−2
0
r = s1 + s2 + n 7→ w = x1 ⊕ x2
−2 0 +2−1 +1
(b) (h1, h2) = (1, 1).
+1
+2
−1
−2
0
r = s1 + is2 + n 7→ w = x1 ⊕ x2
−2 0 +2−1 +1
(c) (h1, h2) = (1, i).
Figura 1.7: Codificação de rede na camada física com modulação QPSK
considerando o anel Z2 × Z2.
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Exemplo. Seja ` = 1. Existem precisamente dois pares (x1, x2) que
fornecem s1 + s2 = 2i, a saber, (x1, x2) = (01, 11) ou (11, 01). Em
ambos os casos, tem-se x1 ⊕ x2 = 10, de modo que, para h1 = h2 =
1, o nó intermediário pode inferir com segurança que x1 ⊕ x2 = 10
sempre que o sinal recebido r = s1 + s2 + n se situar nas proximidades
de 2i. Também existem precisamente dois pares (x1, x2) que fornecem
s1 + is2 = 2i, a saber, (x1, x2) = (01, 10) ou (11, 11). Nesse caso, em
contraste, x1 ⊕ x2 = 11 para o primeiro par e x1 ⊕ x2 = 00 para o
segundo. Portanto, para h1 = 1 e h2 = i, o nó intermediário ficará em
dúvida quanto ao valor de x1⊕x2 caso o sinal recebido r = s1+is2+n se
situe nas proximidades de 2i. A Figura 1.7 mostra a situação geral.
Pode-se mostrar que o problema permanece mesmo com outras es-
colhas para o mapeamento φ : Z2 × Z2 → C. Além disso, a mudança
do alfabeto Z2 × Z2 para o corpo finito F4 = {0, 1, α, 1 + α}, em que
α2 = 1 + α, também não resolve o problema, mesmo se forem permi-
tidas combinações lineares mais gerais (por exemplo, w = x1 + αx2 ao
invés de w = x1 + x2). A solução está no uso de uma terceira opção:
Z2[i] = {0, 1, i, 1 + i}, em que i2 = 1 (note que i ∈ Z2[i], apesar de
relacionado, é diferente de i ∈ C). A Figura 1.8 mostra os detalhes da
solução. Ressalta-se que, no caso em que h1 = 1 e h2 = i, a combinação
linear extraída pelo nó intermediário é w = x1+ix2. Isso não apresenta
nenhum problema na hora da recuperação dos pacotes por parte dos
nós 1 e 2: por exemplo, o nó 1 pode recuperar x2 a partir de x1 e w
através de i(x1 + w) = i(x1 + x1 + ix2) = x2.
1.3 Codificação de rede sobre anéis finitos
O objeto matemático Z2[i] mencionado acima é um exemplo daquilo
que a disciplina de álgebra abstrata chama de anel. Um anel (comuta-
tivo) é uma estrutura algébrica com duas operações, adição e multipli-
cação, satisfazendo certas propriedades básicas3 (a saber: associativi-
dade e comutatividade da adição e da multiplicação; distributividade
da multiplicação sobre a adição; existência de identidade aditiva, “0”,
e multiplicativa, “1”; e existência de elementos opostos, isto é, inversos
aditivos). Todo corpo é um anel comutativo. No entanto, ao contrário
3Veja o Apêndice A.1 para um tratamento mais preciso de anéis.
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0
i
1
1 + i
−2 0 +2−1 +1
+1
+2
−1
−2
0
(a) Constelação QPSK rotulada com elementos de Z2[i].
−2 0 +2−1 +1
+1
+2
−1
−2
0
r = s1 + s2 + n 7→ w = x1 + x2
(b) (h1, h2) = (1, 1).
−2 0 +2−1 +1
+1
+2
−1
−2
0
r = s1 + is2 + n 7→ w = x1 + ix2
(c) (h1, h2) = (1, i).
Figura 1.8: Codificação de rede na camada física com modulação QPSK
considerando o anel Z2[i].
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do que ocorre em corpos, elementos não-nulos do anel não necessaria-
mente possuem inversos multiplicativos e, além disso, a multiplicação
de dois elementos não-nulos não necessariamente fornece um elemento
diferente de zero. Exemplos de anéis com um número infinito de ele-
mentos incluem os números reais (R), os números complexos (C) e os
números inteiros (Z). Exemplos de anéis finitos (isto é, com um nú-
mero finito de elementos) incluem os corpos finitos (Fq) e os inteiros
com aritmética modular (Zm).
Tradicionalmente, codificação de rede linear tem sido considerada
quase sempre sobre corpos finitos. A necessidade de estruturas algé-
bricas mais gerais era vista, até pouco tempo atrás, como uma mera
generalização matemática, sendo desinteressante do ponto de vista da
engenharia. No entanto, essa situação viria a mudar após a introdu-
ção da área de codificação de rede na camada física. De fato, não é
difícil se convencer que as técnicas descritas na seção anterior podem
ser estendidas para topologias de rede sem-fio mais gerais. Nesse con-
texto, cada nó da rede infere combinações lineares a partir dos sinais
físicos recebidos por sua antena e transmite combinações lineares de
combinações lineares previamente obtidas. Assim, pela linearidade, a
comunicação fim-a-fim entre dois nós da rede ainda pode ser modelada
pela expressão em (1.1). A diferença é que, como discutido acima,
o alfabeto envolvido não é necessariamente um corpo finito, mas sim
um anel finito (que, em geral, depende da modulação empregada pelo
sistema).
Exemplo. Considere a Figura 1.9, que mostra uma rede sem-fio em
camadas. Suponha que a rede opere de acordo com codificação de
rede na camada física, com os pacotes da camada superior sobre um
dado anel finito R. Sejam w1, w2, w3 ∈ R` os n = 3 pacotes envi-
ados pelo nó fonte s e w7, w8, w9 ∈ R` os m = 3 pacotes recebidos
pelo nó destino t. Sejam s1, s2, . . . , s6 ∈ C` os sinais físicos (sequências
de pontos da constelação) transmitidos pelos nós v1, v2, . . . , v6, respec-
tivamente, e r4, r5, . . . , r9 ∈ C` os sinais físicos recebidos pelos nós
v4, v5, . . . , v9, conforme a figura. Note que, nesse exemplo, por sim-
plicidade, os nós v1, v2, v3 não recebem sinais físicos do nó s, mas sim
os pacotes w1, w2, w3, respectivamente, vindos diretamente da camada
superior; analogamente, os nós v7, v8, v9 não transmitem sinais físicos
para o nó t, mas sim os pacotes w7, w8, w9 pela camada superior.
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Figura 1.9: Rede sem-fio em camadas.
O funcionamento do sistema é como segue. Os nós v1, v2, v3 iniciam
modulando os pacotes w1, w2, w3 ∈ R` nos sinais s1, s2, s3 ∈ C`, res-
pectivamente, contendo pontos da constelação. Os sinais s1, s2, s3, são
então transmitidos simultaneamente, sendo superpostos no meio físico.
Portanto, os sinais recebidos pelos nós v4, v5, v6 são, respectivamente,
r4 = h14s1 + h24s2 + h34s3 + n4,
r5 = h15s1 + h25s2 + h35s3 + n5,
r6 = h16s1 + h26s2 + h36s3 + n6,
em que hij ∈ C são coeficientes de desvanecimento e ni ∈ C` são
vetores de ruído. A partir de ri, h1i, h2i e h3i, utilizando os princípios
da codificação de rede na camada física, o nó vi (para i = 4, 5, 6) é capaz
de inferir uma combinação linear wi ∈ R` dos pacotes w1, w2, w3, de
modo que
w4 = a14w1 + a24w2 + a34w3,
w5 = a15w1 + a25w2 + a35w3,
w6 = a16w1 + a26w2 + a36w3,
em que aij ∈ R. Os pacotes w4, w5, w6 ∈ R` são então modulados
nos sinais s4, s5, s6 ∈ C`, que por sua vez são transmitidos pelo meio
físico. Os nós v7, v8, v9, a partir dos sinais recebidos r7, r8, r9 ∈ C`,
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respectivamente, são capazes de extrair combinações lineares
w7 = a47w4 + a57w5 + a67w6,
w8 = a48w4 + a58w5 + a68w6,
w9 = a49w4 + a59w5 + a69w6,
que são finalmente entregues ao nó destino t.
Portanto, definindo x1 = w1, x2 = w2 e x3 = w3, além de y1 = w7,
y2 = w8 e y3 = w9, tem-se Y = GX, em que
X =

x1
x2
x3
 ∈ Rn×`, Y =

y1
y2
y3
 ∈ Rm×`
e
G =

a47 a57 a67
a48 a58 a68
a49 a59 a69


a14 a24 a34
a15 a25 a35
a16 a26 a36
 ,
em que G ∈ Rm×n é a matriz de transferência.
1.4 Canais matriciais multiplicativos
Como visto até agora, a expressão em (1.1) é capaz de modelar a comu-
nicação fim-a-fim entre dois nós de um sistema que opera com codifi-
cação de rede (possivelmente na camada física), sob hipóteses bastante
práticas (por exemplo, a topologia pode ser variante no tempo, o fun-
cionamento da rede pode ser assíncrono e os enlaces da rede podem
estar sujeitos a apagamentos). O presente trabalho considera tal ex-
pressão como caracterizadora de um legítimo canal de comunicação,
o chamado canal matricial multiplicativo (MMC, do inglês multiplica-
tive matrix channel), também denominado por alguns autores de canal
operador linear (LOC, do inglês linear operator channel).
No estudo de MMCs, costuma-se distinguir dois cenários de inte-
resse, ilustrados pela Figura 1.10. No chamado cenário não-coerente,
a matriz de transferência é desconhecida tanto do transmissor quanto
do receptor. Nesse caso, a entrada do canal é a matriz X e a saída do
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GX Y
(a) Cenário não-coerente.
GX
G
Y
(b) Cenário coerente.
Figura 1.10: Dois cenários para o canal matricial multiplicativo.
DMCCodificador Decodificador
Figura 1.11: Transmissão de informação por um DMC.
canal é a matriz Y (Figura 1.10a). Já no chamado cenário coerente, a
matriz de transferência é desconhecida do transmissor, mas conhecida
pelo receptor. Assim, a entrada do canal é a matriz X, ao passo que a
saída do canal é o par de matrizes (Y,G) (Figura 1.10b).
Neste trabalho, é adotado um enfoque probabilístico, no qual as
matrizes em questão são consideradas variáveis aleatórias. Com isso, o
MMC pode ser visto como um canal discreto sem memória (DMC, do
inglês discrete memoryless channel). Canais discretos sem memória fo-
ram introduzidos por Shannon [45] no trabalho que deu origem à teoria
da informação. Um DMC é um sistema utilizado para a transmissão de
informação, sendo caracterizado por uma relação probabilística entre
sua entrada e sua saída. Como mostrado por Shannon, o emprego de
codificadores e decodificadores apropriados (Figura 1.11) possibilita a
transmissão de informação de maneira confiável. A máxima taxa de
informação que pode ser transmitida pelo canal com probabilidade de
erro tão pequena quanto se queira é chamada de capacidade do ca-
nal. Shannon determinou uma fórmula para a capacidade de DMCs
quaisquer, que depende da relação probabilística entre a entrada e a
saída mencionada acima. No caso de MMCs, tal relação é determi-
nada essencialmente pela distribuição de probabilidade da matriz de
transferência.
Motivado por aplicações práticas em codificação de rede, o presente
trabalho busca fornecer contribuições ao estudo de MMCs sobre corpos
e anéis finitos, com ênfase no cálculo da capacidade do canal e na
determinação de esquemas de codificação práticos que alcancem ou se
aproximem da capacidade. Antes de descrever com mais detalhes as
contribuições desta tese, serão mencionados alguns trabalhos anteriores
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da literatura que também abordam o canal de comunicação fim-a-fim
induzido por codificação de rede linear.
Trabalhos relevantes
Kötter e Kschischang [28] foram pioneiros em considerar a comunicação
fim-a-fim em redes operando com codificação de rede linear, abrindo no-
vos horizontes não apenas na área de codificação de rede, mas também
nas áreas de teoria da informação e teoria de codificação. No trabalho,
é considerado o caso mais geral com erros de enlace, modelado pela
expressão Y = GX + HZ, em que Z é a matriz cujas linhas são os
pacotes de erro e H é a matriz de transferência de Z para Y . É ob-
servado que, na ausência de erros de enlace (Z = 0) e no caso em que
a matriz de transferência G tem posto completo, o subespaço vetorial
gerado pelas linhas da matriz de entrada é sempre preservado, isto é
〈Y 〉 = 〈X〉, em que 〈A〉 denota o subespaço gerado pelas linhas de A.
Agora, na presença de erros de enlace ou no caso em que a matriz de
transferência apresenta deficiência de posto, pode-se limitar os possí-
veis subespaços transmitidos a um subconjunto particular de todos os
subespaços vetoriais, definindo-se, assim, um código de subespaço.
Em [28], a métrica sugerida para o projeto de códigos de subespaço
foi a chamada distância de subespaço. Também foi obtido um limitante
superior (estilo Singleton) sobre o tamanho de códigos de subespaço de
dimensão constante e foi proposta uma construção de códigos (estilo
Reed-Solomon) que alcança assintoticamente tal limitante.
Posteriormente, os códigos propostos em [28] foram reinterpretados
por Silva, Kötter e Kschischang [48] sob a ótica da métrica de posto.
Em [48], também foi mostrado que a distância de subespaço fornece
uma condição suficiente (mas não necessária) para que um código de
subespaço seja “bem-sucedido” em sua tarefa de correção de erros de
enlace e deficiência de posto no canal matricial não-coerente, sob a
hipótese de que tanto a matriz de erros Z quanto as matrizes de trans-
ferência G e H sejam escolhidas por um adversário onisciente e com
poder computacional ilimitado.
Na busca por uma condição necessária e suficiente, Silva e Kschis-
chang [47] desenvolveram um arcabouço teórico para lidar com canais
adversários genéricos; os resultados obtidos são então particularizados
para o canal matricial não-coerente sujeito a erros de enlace e defi-
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ciência de posto. Em particular, é encontrada a métrica que fornece
a condição necessária e suficiente supracitada, sendo tal métrica cha-
mada de distância de injeção. Além do caso não-coerente, [47] também
considera o cenário coerente. Atualmente, a construção de códigos de
subespaço baseada em métricas é uma área bastante ativa de pesquisa
(veja, por exemplo, [26] e [9] e suas referências).
Apesar de a ideia de um enfoque probabilístico já ter sido sugerida
em [28], o enfoque lá adotado foi essencialmente combinatório. Os pri-
meiros artigos a efetivamente adotar o enfoque probabilístico no estudo
da comunicação fim-a-fim em codificação de rede foram os de Monta-
nari e Urbanke [32, 33], Jafari et al. [22, 23, 24], Silva, Kschischang e
Kötter [50, 49] e Yang et al. [53, 56, 55]. Os resultados de tais trabalhos
relacionados a MMCs serão expostos no Capítulo 2.
1.5 Contribuições
São abordados dois problemas nesta tese, sumarizados a seguir.
MMC não-coerente sobre corpos finitos com matriz de transferência
uniforme dado o posto
Primeiramente, são considerados MMCs sobre corpos finitos em um ce-
nário não-coerente. É assumido que a distribuição da matriz de trans-
ferência seja tal que matrizes de mesmo posto são equiprováveis. Desse
modo, o DMC resultante é essencialmente caracterizado pela distribui-
ção de posto da matriz de transferência. Essa hipótese contrasta com os
trabalhos já existentes na literatura, de Silva et al. [49] (no qual a matriz
de transferência é uniforme de posto completo) e Jafari et al. [24] (no
qual a matriz de transferência possui entradas uniformes i.i.d.). Como
será discutido, o modelo proposto é mais flexível e generaliza os modelos
considerados em [49] e [24], o que permite sua aplicação em um número
maior de cenários realistas (em particular em redes nas quais apaga-
mentos de enlace têm um papel importante), ao mesmo tempo que é
suficientemente simples para permitir análise matemática. O modelo
também é conservador no sentido de que sua capacidade fornece um li-
mitante inferior para a capacidade de um MMC genérico com a mesma
distribuição de posto. Como contribuições, a capacidade do canal é ex-
pressa como a solução de um problema de otimização convexa que pode
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ser facilmente resolvido com métodos numéricos habituais. Para o caso
especial de entrada de posto constante, é obtida uma forma fechada
para a capacidade. O comportamento do canal para comprimento do
pacote ou tamanho do corpo arbitrariamente grande é estudado, sendo
mostrado que entrada de posto constante é suficiente neste caso. Por
fim, é provado que comunicação via subespaços ainda é ótima, mesmo
nesse modelo mais geral.
MMC coerente sobre anéis de cadeia finitos
O segundo problema abordado nesta tese considera a comunicação em
MMCs sobre anéis de cadeia finitos, desta vez considerando, por sim-
plicidade, o cenário coerente. Anéis de cadeia finitos (dos quais corpos
finitos são um caso particular) consistem de uma importante classe de
anéis que surgem em diversas situações práticas no contexto de co-
dificação de rede na camada física. Inicia-se apresentando conceitos
preliminares sobre anéis de cadeia finitos e álgebra linear sobre tais
anéis, os quais generalizam vários resultados familiares da álgebra li-
near sobre corpos. Como contribuições, é obtida uma forma fechada
para a capacidade do canal e é proposto um esquema de codificação que
alcança a capacidade em complexidade de tempo polinomial, fazendo
uso de códigos matriciais sobre corpos finitos previamente existentes.
Os resultados apresentados estendem os correspondentes para corpos
finitos, obtidos por Yang et al. [55].
• • •
O restante desse documento é organizado como segue. Inicia-se com
o Capítulo 2, introduzindo o modelo matemático de MMCs e apresen-
tando uma breve revisão bibliográfica do assunto. O Capítulo 3 trata
de MMCs sobre corpos finitos com matriz de transferência uniforme
dado o posto. O Capítulo 4 considera MMCs sobre anéis de cadeia
finitos. Finalmente, o Capítulo 5 conclui o trabalho, sumarizando as
contribuições realizadas e sugerindo futuras investigações na área.

CAPÍTULO 2
Canais matriciais multiplicativos
Seja R um anel finito e sejam n, m e ` inteiros não-negativos. Como
visto no capítulo introdutório, este trabalho considera o canal matricial
multiplicativo (MMC), um canal de comunicação induzido pela expres-
são
Y = GX,
em que X ∈ Rn×` é a matriz de entrada, Y ∈ Rm×` é a matriz de
saída1 e G ∈ Rm×n é a matriz de transferência, sendo tais matrizes
variáveis aleatórias2.
Neste capítulo, é apresentado o modelo matemático de um MMC,
em que são distinguidos os cenários coerente e não-coerente. Por simpli-
cidade, esse capítulo se restringe ao caso em que R é um corpo finito Fq.
Também são expostos alguns resultados já existentes na literatura. An-
tes de prosseguir, inicia-se revisando alguns conceitos preliminares.
1Ainda que no cenário coerente a saída do canal seja o par (Y ,G), continua-se
chamando Y de matriz de saída.
2De agora em diante, símbolos em negrito serão utilizados para denotar variáveis
aleatórias, enquanto que símbolos comuns serão utilizados para suas amostras.
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2.1 Preliminares
2.1.1 Canais discretos sem memória
Aqui é apresentada uma revisão das definições e dos resultados básicos
acerca de canais discretos sem memória. Para mais detalhes, veja qual-
quer livro de teoria da informação, como, por exemplo, [6] ou [1]. Um
canal discreto sem memória (DMC) com entrada x e saída y é definido
por uma tripla (X , py|x,Y), em que
(i) X e Y, denominados de alfabeto de entrada e saída, respectiva-
mente, são conjuntos finitos e
(ii) py|x(y|x), denominada de probabilidade de transição, fornece a
probabilidade de se receber y = y ∈ Y dado que x = x ∈ X foi
enviado.
Observação: A probabilidade de transição py|x é costumeiramente re-
presentada por uma matriz de dimensão |X | × |Y|, chamada de matriz
de transição, cujas linhas e colunas são indexadas, respectivamente, por
X e Y, e cuja entrada x, y é dada por py|x(y|x).
O canal é sem memória no sentido de que o símbolo de saída em
um dado instante depende apenas do símbolo de entrada nesse mesmo
instante, sendo condicionalmente independente de símbolos de entrada
e saída passados. Além disso, é assumida a ausência de realimentação,
de modo que o símbolo de entrada em um dado instante é independente
dos símbolos de saída passados. Assim, se o canal for utilizado N vezes,
com sequência de entrada ~x = (x1,x2, . . . ,xN ) ∈ XN distribuída de
acordo com p~x, então a sequência de saída ~y = (y1,y2, . . . ,yN ) ∈ YN
será distribuída de acordo com p~y, a qual é induzida por p~x e p~y|~x, em
que
p~y|~x(y1, y2, . . . , yN |x1, x2, . . . , xn) =
N∏
i=1
py|x(yi|xi).
Considere um DMC com alfabeto de entrada X e alfabeto de saída Y.
Sejam N e M inteiros positivos. Um código C de comprimento N e
taxa R(C) = (logM)/N para esse canal é definido por uma função
de codificação φ : {1, 2, . . . ,M} → XN e uma função de decodificação
φˆ : YN → {1, 2, . . . ,M}. Uma sequência ~x = (x1, x2, . . . , xN ) ∈ XN
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é dita ser uma palavra-código de C se ~x = φ(m) para algum m ∈
{1, 2, . . . ,M}. Em um abuso de terminologia e notação, o conjunto de
todas as palavras-código também é denominado de código e denotado
por C ⊆ XN .
Considere um DMC definido por (X , py|x,Y). Sejam, denominada
de mensagem, uma variável aleatória uniformemente distribuída sobre
{1, 2, . . . ,M}. Adicionalmente, sejam ~x = (x1,x2, . . . ,xN ) = φ(m)
a sequência na entrada do canal e ~y = (y1,y2, . . . ,yN ) a sequência
correspondente na saída do canal. Finalmente, seja mˆ = φˆ(~y) a esti-
mativa da mensagemm feita pelo decodificador. Então, a probabilidade
de erro de um código C é definida por
Pe(C) = Pr[m 6= mˆ].
A capacidade de um DMC é definida por
C = max
px
I(x;y),
em que
I(x;y) =
∑
x∈X
px(x)
∑
y∈Y
py|x(y|x) log
py|x(y|x)
py(y)
é a informação mútua entre x e y e a maximização se dá sobre todas
as possíveis distribuições de entrada px.
O seguinte resultado memorável foi obtido por Shannon [45]: Se
R < C, então, para todo  > 0, existe um código C (de comprimento N
suficientemente grande) tal que R(C) ≥ R e Pe(C) ≤ . Por outro lado,
se R > C, então não existe tal código. Em outras palavras, a capaci-
dade representa a maior taxa na qual informação pode ser transmitida
pelo canal com probabilidade de erro arbitrariamente pequena.
2.1.2 Matrizes e subespaços sobre corpos finitos
Seja W um espaço vetorial sobre um corpo finito Fq. O conjunto de
todos os subespaços k-dimensionais de W é denominado de grassman-
niana e é denotado por Gk(W ). O tamanho da grassmanniana é dado
por
|Gk(W )| =
[
m
k
]
q
,
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em que m = dimW e
[
m
k
]
q
=

k−1∏
i=0
qm − qi
qk − qi , se 0 ≤ k ≤ m,
0, caso contrário,
(2.1)
é o coeficiente binomial gaussiano. Além disso, denota-se por P(W,d)
o conjunto de todos os subespaços de W com dimensão no máximo d,
isto é,
P(W,d) =
d⋃
k=0
Gk(W ).
No próximo capítulo, será utilizado o fato de que o coeficiente binomial
gaussiano satisfaz
qk(m−k) ≤
[
m
k
]
q
≤ γq qk(m−k), (2.2)
em que
γq =
∞∏
i=1
1
1− q−i
é tal que limq→∞ γq = 1. Para uma prova de (2.2), veja [28, Lemma 4].
Denota-se por Fm×nq o conjunto de todas as matrizes m × n com
entradas em Fq. O subconjunto de Fm×nq consistindo de todas as ma-
trizes de posto r é denotado por Tr(Fm×nq ) . Além disso, define-se
T (Fm×nq ) = Tmin{n,m}(Fm×nq ), isto é, T (Fm×nq ) é o conjunto de to-
das as matrizes m× n sobre Fq de posto completo3. Por comodidade,
abrevia-se Tr = Tr(Fm×nq ) quando a dimensão m× n e o corpo Fq são
facilmente inferidos pelo contexto. Tem-se [13]
|T (Fm×nq )| =

n−1∏
i=0
(qm − qi), se 0 ≤ n ≤ m,
0, caso contrário,
(2.3)
3Note que T (Fn×nq ) nada mais é que o conjunto de todas as matrizes n×n sobre
Fq inversíveis, o qual é chamado de grupo linear geral de grau n sobre Fq e denotado
por GLn(Fq).
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e
|Tr(Fm×nq )| =
|T (Fm×rq )||T (Fn×rq )|
|T (Fr×rq )|
= |T (Fm×rq )|
[
n
r
]
q
. (2.4)
2.2 MMC não-coerente
Finalmente, esta seção apresenta a definição de um MMC. Inicia-se
pelo caso não-coerente.
No cenário não-coerente, em que a matriz de transferência é desco-
nhecida tanto do transmissor quanto do receptor, o DMC resultante é
definido por (X , pY |X ,Y), em que o alfabeto de entrada é X = Fn×`q , o
alfabeto de saída é Y = Fm×`q e a probabilidade de transição, de acordo
com a lei da probabilidade total, é dada por
pY |X(Y |X) =
∑
G
pG|X(G|X) pY |G,X(Y |G,X),
em que pG|X(G|X) é a probabilidade de G condicionada a X e
pY |G,X(Y |G,X) =
{
1, se Y = GX,
0, caso contrário.
É natural considerar X e G estatisticamente independentes, de modo
que pG|X(G|X) = pG(G) e, portanto,
pY |X(Y |X) =
∑
G:Y=GX
pG(G).
Note que, fixado o corpo finito Fq, o canal recém definido é especificado
completamente pelos parâmetros n, m, ` e pG. Neste trabalho, no
entanto, denota-se o MMC não-coerente simplesmente por MMC(G, `).
Códigos para MMCs são chamados de códigos matriciais. Para o
caso do MMC não-coerente, um código matricial C de comprimento N
é definido por uma função de codificação φ : {1, 2, . . . ,M} → (Fn×`q )N e
uma função de decodificação φˆ : (Fm×`q )N → {1, 2, . . . ,M}. Portanto,
cada palavra-código de C é uma sequência de N matrizes em Fn×`q .
Quando N = 1, diz-se que C é um código matricial one-shot; caso
contrário, C é dito ser multi-shot.
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Resultados existentes
Dois casos particulares de importância tanto teórica quanto prática
foram estudados na literatura e são descritos a seguir. O primeiro
deles, de Silva et al. [49], calcula a capacidade do MMC assumindo que
a matriz de transferência é quadrada e uniforme sobre todas as matrizes
inversíveis.
Teorema 2.1. Seja G ∈ Fn×nq uniformemente distribuída sobre to-
das as matrizes inversíveis. Então, a capacidade de MMC(G, `), em
símbolos q-ários por uso do canal, é dada por
C = logq
n∑
k=0
[
`
k
]
q
.
Assintoticamente no tamanho do corpo, q, a capacidade é dada por
lim
q→∞C = (`− n)n.
Um código one-shot que alcança a capacidade com probabilidade de erro
igual a zero pode ser construído escolhendo uma matrix X ∈ Fn×`q tal
que 〈X〉 = U para cada subespaço U ∈ P(F`q, n)
O código proposto pelo Teorema 2.1, apesar de ótimo, possui codifi-
cação e decodificação não-triviais. Um esquema sub-ótimo alternativo
de fácil codificação e decodificação consiste na utilização de cabeçalhos,
como descrito no Capítulo 1. Claramente, o esquema com cabeçalhos
possui probabilidade de erro igual a zero e a taxa igual a (`−n)n sendo,
portanto, assintoticamente ótimo no tamanho do corpo, q. Note tam-
bém que o Teorema 2.1 justifica a ideia de comunicação via subespaços
citada no Capítulo 1, na qual a informação é enviada na escolha do
subespaço gerado pelas linhas da matriz de entrada.
Jafari et al. [24], em contraste, consideram a matriz de transferên-
cia com entradas i.i.d. uniformes sobre Fq, o que equivale a dizer que a
matriz de transferência é uniforme sobre todas as matrizes em Fm×nq .
A capacidade é obtida como a solução de um problema de otimização
convexa sobre min{n,m}+1 variáveis (que não será reproduzido aqui).
Uma expressão exata para a capacidade, quando o tamanho q do corpo
é superior a um dado limiar, também é fornecida (veja abaixo). Adi-
cionalmente, é mostrado que comunicação via subespaços também é
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ótima no modelo particular adotado.
Teorema 2.2. Seja G ∈ Fm×nq uniformemente distribuída sobre todas
as matrizes em Fm×nq . Então, existe q0 tal que, se q > q0, a capacidade
de MMC(G, `), em símbolos q-ários por uso do canal, é dada por
C =
∑
v
|Tv(Fn×u∗q )|q−nu
∗
log
[
`
v
]
q[
u∗
v
]
q
,
em que u∗ = min{n,m, b`/2c}. Assintoticamente no tamanho do corpo,
q, a capacidade é dada por
lim
q→∞C = (`− u
∗)u∗.
O Capítulo 3 deste trabalho considera um modelo dos quais am-
bos os modelos acima são casos particulares. Mais precisamente, é
permitido que a matriz de transferência G tenha distribuição de pro-
babilidade do posto arbitrária; entretanto, considera-se que todas as
matrizes de mesmo posto sejam equiprováveis.
2.3 MMC coerente
Para o cenário coerente, em que a matriz de transferência é desconhe-
cidas do transmissor, mas conhecida pelo receptor, obtém-se um DMC
definido por (X , pY,G|X ,Y), em que o alfabeto de entrada é X = Fn×`q ,
o alfabeto de saída é Y = Fm×`q × Fm×nq e a probabilidade de transição
é dada por
pY,G|X(Y,G|X) =
{
pG(G), se Y = GX,
0, caso contrário,
em que, novamente, considerou-se que as matrizes X e G são estatisti-
camente independentes. Neste trabalho, o canal em questão é denotado
por C-MMC(G, `).
Note que, no caso de códigos matriciais para o MMC coerente, a
função de codificação tem contradomínio (Fn×`q )N , exatamente como
no caso não-coerente; no entanto, a função de decodificação tem domí-
nio (Fm×`q × Fm×nq )N , ou seja, o decodificador tem acesso não apenas
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às matrizes de saída Y1,Y2, . . . ,YN , mas também às matrizes de trans-
ferência G1,G2, . . . ,GN .
Resultados existentes
A capacidade do MMC coerente em sua forma mais geral foi encontrada
por Yang et al. [55].
Teorema 2.3. Seja G com distribuição de probabilidade pG qualquer.
Então, a capacidade de C-MMC(G, `) é dada, em dígitos q-ários por
uso do canal, por
C = E[r]`,
em que E[·] denota valor esperado, sendo alcançada se a entrada for
uniformemente distribuída sobre Fn×`q . Em particular, a capacidade
depende de pG apenas através de E[r].
Em [56, 55] também são propostos dois esquemas de codificação
multi-shot para MMCs sobre corpos finitos, capazes de alcançar a ca-
pacidade dada pelo Teorema 2.3. O primeiro faz uso de códigos de
métrica de posto [48] e requer ` ≥ n; o segundo é baseado em codi-
ficação aleatória e não impõe nenhuma restrição sobre `. Ambos têm
complexidade de tempo polinomial. Ressalta-se que ambos os esquemas
de codificação são “universais” no sentido de que apenas o valor espe-
rado E[r] é levado em conta na construção do código (não é necessário
o conhecimento completo de pG, nem mesmo de pr).
O Capítulo 4 deste trabalho considera o MMC coerente sobre anéis
de cadeia finitos, dos quais corpos finitos são um caso particular. É
apresentada uma generalização do Teorema 2.3. Além disso, é proposto
um esquema de codificação que combina códigos existentes sobre corpos
finitos (tais como os citados no parágrafo anterior) para se obter um
código sobre o anel de cadeia.
CAPÍTULO 3
MMC não-coerente sobre corpos finitos com
matriz de transferência uniforme dado o posto
3.1 Introdução
Como já mencionado, MMCs não-coerentes sobre corpos finitos foram
estudados anteriormente por Silva et al. [49] e Jafari et al. [24]. Es-
pecificamente, em [49], a matriz de transferência G é escolhida unifor-
memente dentre todas as matrizes de posto completo, enquanto que
em [24], é assumido que G possui entradas i.i.d. selecionadas uniforme-
mente (ou, equivalentemente, G é uniforme sobre todas as matrizes).
Embora essas distribuições poderiam, em princípio, ser usadas para
modelar sistemas operando de acordo com codificação de rede linear
aleatória, elas são incapazes de refletir adequadamente diferentes to-
pologias de rede, ou descrever com exatidão sistemas nos quais apaga-
mentos de enlace têm um papel importante. Isto se deve porque nesses
modelos, a matriz de transferência é completamente especificada pelo
O conteúdo deste capítulo foi apresentado no 2011 IEEE International Sym-
posium on Information Theory (ISIT’11) [42] e foi posteriormente publicado nas
IEEE Transactions on Information Theory [41]. As ideias nas quais este capítulo
é baseado são decorrentes de um documento não publicado [51].
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tamanho do corpo, q, e pelas dimensões n e m. Por outro lado, uma
descrição precisa de uma matriz de transferência com distribuição de
probabilidade completamente geral exigiria, adicionalmente, a especi-
ficação de qnm parâmetros (a saber, pG(G), para G ∈ Fm×nq ), sendo
portanto impraticável mesmo para valores modestos de q, n e m.
Em face a essa tensão entre tratabilidade e generalidade, o presente
capítulo sugere um novo modelo o qual generaliza ambos os modelos
de [49] e [24], mas que mantém a um nível realista a quantidade de
informação necessária para descrever o canal. Mais especificamente, o
modelo aqui adotado permite que a distribuição de probabilidade do
posto de G seja arbitrária; entretanto, considera-se que todas as matri-
zes de mesmo posto sejam equiprováveis. Neste trabalho, uma matriz
com esse tipo de distribuição de probabilidade é dita ser uniforme dado
o posto (abreviado como u.g.r., do inglês uniform given rank) (§3.2).
Sob essa hipótese, a distribuição de probabilidade do posto da matriz
de transferência caracteriza completamente a distribuição de probabili-
dade da própria matriz de transferência e, portanto, também determina
completamente o canal. O modelo requer apenas min{n,m}+ 1 parâ-
metros para descrever o canal (a saber, pr(r), para 0 ≤ r ≤ min{n,m},
em que r = rankG). Embora o cálculo analítico da distribuição do
posto em uma topologia de rede genérica seja um problema desafiador
(até mesmo no caso mais simples de enlaces livres de apagamento), es-
timativas razoáveis podem ser obtidas na prática através de simulação
de Monte Carlo, dado um modelo de rede. Na verdade, a distribuição
(empírica) do posto é uma figura de mérito natural presente em diver-
sas implementações de esquemas de codificação de rede não-coerente
(veja, por exemplo, [5]). Assim, é razoável supor que tal informação
está, de fato, disponível.
Como justificativa da utilidade prática do modelo proposto, é forne-
cido um exemplo que ilustra como o modelo u.g.r. é capaz de capturar
de forma mais adequada o comportamento de sistemas que operam com
codificação de rede linear aleatória, quando comparado com outros mo-
delos existentes. Especificamente, será visto que, para certas topologias
de rede, as capacidades fornecidas em [49, 24] desviam cada vez mais
da verdadeira capacidade à medida que (i) a distância (no grafo) entre
os nós fonte e destino aumenta ou (ii) a probabilidade de apagamento
nos enlaces cresce (§3.3). Ademais, como será provado, qualquer MMC
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pode ser reduzido para um MMC com matriz de transferência u.g.r.
(embora às custas de uma diminuição potencial na capacidade do ca-
nal) através de um simples pre-processamento no transmissor e no re-
ceptor. Uma vez que tal pre-processamento não altera a distribuição de
posto da matriz de transferência, pode-se concluir que, dentre todas as
matrizes de transferência que compartilham a mesma distribuição de
posto, a u.g.r. é aquela que fornece a menor capacidade. Nesse sentido
(isto é, com a distribuição de posto mantida fixa), a distribuição u.g.r.
é a distribuição de “pior caso” (§3.4).
O restante do capítulo se concentra na capacidade e informação mú-
tua do MMC não-coerente com matriz de transferência u.g.r. Inicia-
se obtendo a probabilidade de transição do canal. Em particular, é
mostrado que essa probabilidade de transição depende das matrizes de
entrada e saída apenas através de seus postos (§3.5). É mostrado que
a capacidade do canal é alcançada quando a matriz de entrada (ana-
logamente à matriz de transferência) é u.g.r., e uma fórmula para a
informação mútua do canal é obtida para este tipo de entrada. Como
consequência, a complexidade computacional associada ao problema de
otimização convexa envolvido na obtenção da capacidade do canal é re-
duzida consideravelmente quando comparada com o caso de um MMC
com matriz de transferência genérica—uma redução de qn` para n+ 1
variáveis, como será mostrado (§3.6). Em seguida, é abordado o caso
particular de entrada de posto constante. Nesse caso, é possível obter
uma forma fechada para a capacidade de posto constante (§3.7). Poste-
riormente, considera-se o problema no qual é permitido que q ou ` cresça
arbitrariamente e é mostrado que a capacidade do canal (sem restrição
na entrada) é alcançada com entrada de posto constante (§3.8). Como
contribuição final, é verificado que comunicação via subespaços per-
manece ótima mesmo nesse caso mais geral de matriz de transferência
u.g.r. (§3.9). Os resultados dessas seções generalizam alguns daqueles
obtidos anteriormente em [49] e [24].
O trabalho de Yang et al. [55, 53, 56, 54], realizado simultânea e
independentemente deste, considera uma matriz de transferência com-
pletamente geral (independente da entrada). Os autores identificam
uma classe de entrada (chamada de “α-type”) que é suficiente para
alcançar a capacidade do canal. Como consequência, o número de va-
riáveis envolvidas no problema do cálculo da capacidade de canal é
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reduzido, porém para uma quantidade ainda exponencial no tamanho
da matriz de transferência. Também é obtido limitantes inferiores e
superiores na capacidade, os quais dependem apenas da distribuição de
posto da matriz de transferência. Vale mencionar que alguns dos resul-
tados aqui apresentados poderiam ser obtidos como casos particulares
dos resultados em [55] (comparações serão feitas ao longo do capítulo
quando aplicáveis.) Entretanto, acredita-se que o enfoque adotado aqui
é mais simples e mais iluminador para o caso particular de matriz de
transferência u.g.r.
Por fim, vale a observação de que alguns dos resultados aqui obtidos
foram subsequentemente empregados em [25], no qual o MMC é mode-
lado por um canal arbitrariamente variável (AVC, do inglês arbitrarily
varying channel). Mais precisamente, é assumido em [25] que o posto
da matriz de transferência é escolhido aleatoriamente de acordo com
uma distribuição de probabilidade conhecida, mas, fora isso, a matriz
de transferência pode variar arbitrariamente a cada uso do canal. É
mostrado que a capacidade desse canal é a mesma capacidade do MMC
com matriz de transferência u.g.r. considerado aqui.
3.2 Modelo do canal
Como dito anteriormente, este capítulo considera canais nos quais a
matriz de transferência é “uniforme dado o posto”. Tal conceito é defi-
nido formalmente a seguir.
Definição. Uma matriz aleatória A ∈ Fm×nq , distribuída de acordo
com pA, é dita ser uniforme dado o posto (u.g.r.) se, para todos A,A′ ∈
Fm×nq tais que rankA = rankA′, valer pA(A) = pA(A′).
Seja A uma matriz aleatória sobre Fm×nq com distribuição de pro-
babilidade pA. Adicionalmente, seja k = rankA a variável aleatória
assumindo valores em {0, . . . ,min{n,m}} de acordo com a distribuição
de probabilidade pk dada por
pk(k) =
∑
A∈Tk
pA(A).
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Não é difícil verificar que A é u.g.r. se e somente se
pA(A) =
pk(k)
|Tk(Fm×nq )|
,
em que k = rankA. Portanto, a distribuição de probabilidade do posto,
pk, determina completamente pA quando A é u.g.r. Adicionalmente,
pode-se mostrar que a entropia de A satisfaz
H(A) ≤
∑
k
pk(k) logq
|Tk(Fm×nq )|
pk(k)
, (3.1)
com igualdade quando A for u.g.r. Assim, dentre todas as matrizes
aleatórias com uma dada distribuição de posto, a u.g.r. é aquela com
máxima entropia.
Este capítulo estuda o MMC não-coerente com matriz de entradaX,
matriz de saída Y e matriz de transferência G u.g.r. Define-se a variá-
vel aleatória
r = rankG,
distribuída de acordo com
pr(r) =
∑
G∈Tr
pG(G),
a qual representa o posto da matriz de transferência. Além disso, por
simplicidade, assume-se max{n,m} ≤ `.
Como dito anteriormente, ambos os modelos de Silva et al. [49] e Ja-
fari et al. [24] são casos particulares do modelo u.g.r. aqui considerado.
De fato, para o modelo de canal de [49], no qual G é uniformemente
distribuida sobre T (Fn×nq ), tem-se
pr(r) =
{
1, se r = n,
0, caso contrário,
(3.2)
enquanto que para o modelo de canal de [24], no qual G é uniforme-
mente distribuída sobre Fm×nq , tem-se
pr(r) =
|Tr(Fm×nq )|
qnm
. (3.3)
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Figura 3.1: Rede sem-fio em camadas. Existem L camadas e cada camada
possui N nós retransmissores.
3.3 Exemplo: Rede sem-fio em camadas
Esta seção apresenta um exemplo que mostra como o modelo u.g.r.
é capaz de melhor representar um sistema operando de acordo com
codificação de rede linear aleatória, quando comparado com modelos
existentes. Considere a rede sem-fio ilustrada na Figura 3.1, com L
camadas (colunas) e N nós retransmissores por camada. Assuma que o
sistema opera com pacotes de comprimento ` e que entre duas camadas
adjacentes (e também entre o nó fonte e a camada 1 e entre a camada L
e o nó destino) existam N enlaces difusão (broadcast) ortogonais entre
si, os quais estão sujeitos a apagamentos, ocorrendo nos finais do enlace,
com probabilidade . Sempre que um pacote é apagado, considera-se
que esse foi recebido como o vetor nulo. Adicionalmente, assuma que
não haja comunicação entre nós não-adjacentes, bem como nós situados
na mesma camada.
O sistema opera como segue. Primeiramente, o nó fonte s transmite
pacotes à primeira camada utilizando todos os N canais de difusão or-
togonais. O nó repete esse processo M vezes, de modo que um total de
MN pacotes é recebido por cada nó da primeira camada. (É assumido
que o nó fonte não efetua qualquer randomização.) Após isso, cada nó
da primeira camada calcula M combinações lineares aleatórias (com
coeficientes uniformes sobre Fq e i.i.d.) de todos os seus pacotes rece-
bidos e, em seguida, difunde essas combinações lineares para a segunda
camada, novamente em M instantes de tempo, utilizando um dos N
canais ortogonais atribuído a si. Dessa forma, um total deMN pacotes
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é recebido por cada nó da segunda camada, M de cada nó da primeira
camada. O sistema opera analogamente até a camada L. Finalmente,
o nó destino t recebe MN pacotes, M de cada nó da camada L.
Será mostrado agora que o sistema em questão pode ser modelado
através de um MMC com n = m = MN . Seja X ∈ FMN×`q (resp.,
Y ∈ FMN×`q ) a matriz cujas linhas são os pacotes transmitidos (resp.,
recebidos) pelo nó fonte (resp., destino). Seja Ri,j ∈ FMN×`q (resp.,
Si,j ∈ FM×`q ) a matriz cujas linhas são os pacotes recebidos (resp.,
transmitidos) pelo j-ésimo nó retransmissor da i-ésima camada, para
1 ≤ i ≤ L e 1 ≤ j ≤ N . Da operação da rede descrita anteriormente,
tem-se
Si,j = Mi,jRi,j ,
para 1 ≤ i ≤ L e 1 ≤ j ≤ N , em que Mi,j ∈ FM×MNq são matrizes
cujas entradas são i.i.d., uniformes sobre Fq. Também tem-se que
R1,j = E1,jX,
Ri,j = Ei,j

Si−1,1
...
Si−1,N
 e Y = E′

SL,1
...
SL,N
 ,
para 2 ≤ i ≤ L e 1 ≤ j ≤ N , em que Ei,j ,E′ ∈ FMN×MNq são matrizes
diagonais (modelando os apagamentos) cujas entradas na diagonal são
i.i.d. com p(0) =  e p(1) = 1− . Disso tudo, deduz-se que
Y = GX,
em que
G = E′MLEL · · ·M2E2M1E1, (3.4)
e Mi ∈ FMN×MN2q (uma matriz bloco-diagonal) e Ei ∈ FMN
2×MN
q são
dadas por
Mi =

Mi,1
. . .
Mi,N
 e Ei =

Ei,1
...
Ei,N
 .
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Note que, em geral, a matriz de transferência dada por (3.4) não é
u.g.r. Assim, como mencionado na introdução (e provado mais adiante
na Seção 3.4), os resultados de capacidade das Seções 3.5 a 3.8 servi-
rão apenas como limitantes inferiores para a real capacidade do canal.
No entanto, vale observar que o cálculo da real capacidade do canal
é uma tarefa computacionalmente intratável, mesmo para parâmetros
pequenos. Por exemplo, se q = 2 e n = m = ` = 8, seria necessário, a
priori, resolver um problema de otimização sobre qn` = 264 variáveis,
o que é claramente impraticável. De acordo com [55], poderia-se redu-
zir a quantidade de variáveis para
∑n
u=0
[
n
u
]
q
> 218, um número ainda
impraticável.
Exemplo. As Figuras 3.2a e 3.2b mostram a distribuição de posto,
pr, induzida pela rede sem-fio em camadas com q = 2 e N = M = 2
(de modo que n = m = MN = 4) em função de , para L = 1, e
em função de L, para  = 0, respectivamente. Note que o valor de `
não é importante aqui. Ambas as distribuições de posto foram obtidas
de (3.4) pelo método de Monte Carlo com 100.000 realizações.
As Figuras. 3.2c e 3.2d mostram a capacidade do MMC correspon-
dente, assumindo matriz de transferência u.g.r., com distribuições de
posto das Figuras 3.2a e 3.2b. Considerou-se ` = 8 para o comprimento
do pacote. Os resultados foram obtidos do Teorema 3.3 da Seção 3.6.
As figuras também mostram a capacidade de um MMC com os mes-
mos parâmetros q, n, m e `, mas modelado por matriz de transferência
uniforme de posto completo (Teorema 2.1) ou uniforme sobre todas as
matrizes (Teorema 2.2), bem como o limitante superior considerando o
cenário coerente (Teorema 2.3).
Claramente, os modelos de [49] e [24] são insensíveis aos efeitos de
apagamento de enlace e variações na topologia (aqui ilustrado pelo nú-
mero de camadas). Percebe-se que as capacidades para esses modelos
desviam consideravelmente da verdadeira capacidade. Em contraste, a
partir das tendências dos limitantes inferior e superior, pode-se inferir
que a capacidade do modelo u.g.r. se comporta de forma muito pare-
cida com a capacidade verdadeira (note que o limitante superior tende
a zero quando  se aproxima de 1, ou quando L aumenta; portanto, o
mesmo acontece com a capacidade verdadeira). De fato, como o pró-
ximo exemplo ilustra, o limitante inferior u.g.r. pode se situar bastante
próximo da capacidade verdadeira.
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Figura 3.2: Distribuição de posto e capacidade de canal para a rede sem-fio
em camadas com N =M = 2 e q = 2.
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Figura 3.3: Distribuição da matriz de transferência e capacidade de canal
para a rede sem-fio em camadas com L = 1, N = 2, M = 1 e q = 2.
Na Figura 3.3a, o eixo horizontal consiste de todas as matrizes em F2×22 ,
ordenadas da esquerda para a direita como segue: [00; 00], [10; 00], [01; 00],
[00; 10], [00; 01], [11; 00], [00; 11], [10; 10], [01; 01], [11; 11], [10; 01], [01; 10],
[11; 10], [11; 01], [10; 11], [01; 11].
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Exemplo. Este exemplo tem o objetivo de quantificar a perda de
taxa ocasionada quando se considera a matriz de transferência u.g.r.
quando, de fato, ela não é. Para tanto, seja a rede sem-fio em camadas
com tamanho do corpo q = 2, uma única camada (L = 1) e dois
nós retransmissores (N = 2). Seja também M = 1, de modo que
n = m = 2. Nesse caso, (3.4) fornece
G = E′M1E1 =
[
e5a1e1 e5a2e2
e6a3e3 e6a4e4
]
,
em que as entradas e1, . . . , e6 ∈ F2 (relacionadas aos apagamentos) são
i.i.d. com Pr[ei = 0] =  e as entradas a1, . . . ,a4 ∈ F2 (os coeficientes de
codificação de rede) são i.i.d. com Pr[ai = 0] = 1/2. A distribuição da
matriz de transferência, pG(G) com  = 1/4 é mostrada na Figura 3.3a,
a qual também mostra a distribuição u.g.r. correspondente.
A Figura 3.3b mostra a verdadeira capacidade do canal (obtida re-
solvendo o problema de maximização original sobre qn` = 64 variáveis),
juntamente com o limitante inferior u.g.r. (obtido resolvendo o um pro-
blema de maximização sobre n + 1 = 3 variáveis, de acordo com o
Teorema 3.3) e o limitante superior coerente (dado pelo Teorema 2.3),
em função de , para um comprimento do pacote ` = 3. É interessante
observar que o limitante inferior u.g.r. é exato para  = 0, uma vez
que, nesse caso, G torna-se uniformemente distribuída sobre Fm×nq e,
portanto, é u.g.r. Além disso, para os demais valores de , a capaci-
dade verdadeira é bastante próxima do limitantes inferior u.g.r., o que
constitui uma evidência de que o modelo u.g.r. é realmente uma boa
aproximação para sistemas que operam de acordo com codificação de
rede linear aleatória.
3.4 O modelo u.g.r. como o pior caso
Qualquer MMC pode ser artificialmente transformado em um MMC
com matriz de transferência u.g.r. (tendo a mesma distribuição de posto
do canal original) por meio de “randomização” tanto no transmissor
quanto no receptor. O Teorema 3.1 a seguir torna tal afirmação precisa.
A demonstração do teorema foi sugerida por Chen Feng (University
of Toronto) e se dá através da aplicação de uma versão generalizada
3.4. O MODELO U.G.R. COMO O PIOR CASO 39
T2 T1G
MMC gene´rico
X ′ X Y Y ′
MMC com matriz de transfereˆncia u.g.r. G′ = T1GT2
Figura 3.4: Convertendo um MMC genérico em um MMC com matriz de
transferência u.g.r. A distribuição de posto do novo canal é a mesma do
canal original.
do cripto-lema [14], a qual pode ser útil em outras aplicações (veja
Apêndice B.1).
Teorema 3.1. Seja G ∈ Fm×nq uma matriz aleatória com distribuição
de probabilidade qualquer e defina G′ = T1GT2, em que T1 ∈ GLm(Fq)
e T2 ∈ GLn(Fq) são matrizes inversíveis uniformemente distribuídas
e independentes de G e uma da outra. Então, G′ é u.g.r. e possui a
mesma distribuição de posto de G.
Demonstração. O resultado segue após a aplicação do Lemma B.2 com
G = GLm(Fq) × GLn(Fq), em que a operação do grupo é dada por
(T ′1, T ′2) · (T1, T2) = (T ′1T1, T2T ′2), o conjunto da ação é dado por S =
Fm×nq e a operação da ação, ◦ : G×S → S, é definida por (T1, T2)◦M =
T1MT2. Os fatos de que G é um grupo e ◦ é uma ação de G em S
seguem da álgebra linear; as órbitas, nesse caso, são {Tr(Fm×nq ) : r =
0, 1, . . . ,min{n,m}}, as quais são completamente caracterizadas pelo
posto de G.
Efetivamente (veja a Figura 3.4), ao invés de transmitir os pacotes
originais (X ′, digamos), o transmissor envia X = T2X ′; e ao invés
de utilizar a real saída do canal (Y , digamos), o receptor considera
Y ′ = T1Y para a decodificação. (Aqui, T1 e T2 são definidos como
no Teorema 3.1.) Consequentemente, se a matriz de transferência do
canal original for G, então Y ′ = T1Y = T1GX = T1GT2X ′ = G′X ′,
em que G′, de acordo com o Teorema 3.1, é u.g.r. e possui a mesma
distribuição de posto de G. Naturalmente, como consequência da desi-
gualdade do processamento de dados [6], tem-se I(X ′;Y ′) ≤ I(X;Y ),
de modo que essa conversão se dá em detrimento de uma potencial
redução da capacidade do canal.
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Assim, conclui-se que, dentre todas as matrizes de transferência que
compartilham a mesma distribuição de posto, a u.g.r. é aquela com a
menor capacidade de canal e que qualquer resultado de capacidade ob-
tido para o MMC com matriz de transferência u.g.r. pode ser utilizado
como um limitante inferior para MMCs com matrizes de transferências
arbitrárias (não u.g.r.).
Alguns comentários adicionais são pertinentes. Primeiro, randomi-
zação no transmissor (mas não no receptor) já é uma prática usual em
sistemas que empregam codificação de rede linear aleatória [28]. Se-
gundo, uma vez que tanto a multiplicação de matrizes e a geração de
matrizes aleatórias inversíveis podem ser realizadas em tempo polino-
mial, a randomização é também um procedimento com complexidade
de tempo polinomial. Terceiro, visto que as matrizes T1 e T2 são inde-
pendentes deG e uma da outra, não é assumido qualquer conhecimento
do canal, e nem mesmo é necessário segredo compartilhado entre trans-
missor e receptor. Finalmente, para uma quantificação numérica da
perda de taxa ocasionada pela randomização, veja o segundo exemplo
da Seção 3.3.
3.5 Probabilidade de transição do canal
Nas próximas seções, além de r = rankG, distribuída de acordo com
pr(r) =
∑
A∈Tr pG(A), também faz-se uso das variáveis aleatórias u =
rankX e v = rankY , cujas distribuições de probabilidade são dadas,
respectivamente, por pu(u) =
∑
X∈Tu pX(X) e pv(v) =
∑
Y ∈Tv pY (Y ).
A probabilidade de transição de posto (isto é, a probabilidade de se
receber uma matriz de posto v dado que uma matriz de posto u foi
transmitida) é de fundamental importância para este canal. Uma vez
que u → X → Y → v é uma cadeia de Markov, a probabilidade de
transição de posto é dada por
pv|u(v|u) =
∑
X,Y
pv|Y (v|Y )pY |X(Y |X)pX|u(X|u)
=
∑
X∈Tu
pX|u(X|u)
∑
Y ∈Tv
pY |X(Y |X)
e, portanto, pode depender não apenas de pY |X (ou seja, de pG), mas
também de pX|u. O teorema a seguir determina a probabilidade de
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transição de posto para o caso de matriz de transferência u.g.r. e mostra
que tal probabilidade independe de pX|u. O teorema também expressa
a probabilidade de transição do canal em termos da probabilidade de
transição de posto. A demonstração do teorema pode ser encontrada na
Seção 3.10, que também apresenta as demais demonstrações omitidas
deste capítulo.
Teorema 3.2. Considere um MMC com matriz de transferência u.g.r.
(i) Sejam u, v e r inteiros tais que 0 ≤ r ≤ min{n,m}. Então,
pv|u,r(v|u, r) =
[
u
v
]
q[
n
r
]
q
[
n− u
r − v
]
q
qv(n−u−r+v). (3.5)
Dessa forma, a probabilidade de transição de posto é dada por
pv|u(v|u) =
∑
r
pr(r)pv|u,r(v|u, r)
e a distribuição de probabilidade do posto da saída é dada por
pv(v) =
∑
u
pu(u)pv|u(v|u).
(ii) A probabilidade de transição do canal é dada por
pY |X(Y |X) =

pv|u(v|u)
|Tv(Fm×uq )|
, se 〈Y 〉 ⊆ 〈X〉,
0, caso contrário.
(3.6)
(iii) Se a entrada X é u.g.r., então a saída Y também é u.g.r.
Observação: Sejam u, v e r inteiros tais que 0 ≤ r ≤ min{n,m}.
Lembrando que o coeficiente binomial gaussiano
[
m
k
]
q
é não-nulo se e
somente se 0 ≤ k ≤ m, tem-se, de acordo com (3.5), que pv|u,r(v|u, r) 6=
0 se e somente se 0 ≤ v ≤ u e 0 ≤ r − v ≤ n − u; tais condições, por
sua vez, são equivalentes a u + r − n ≤ v ≤ min{u, r}. Isso já era
esperado: o limitante superior é equivalente ao fato de que rankAX ≤
min{rankX, rankA} e o limitante inferior segue da desigualdade de
Sylvester, que afirma que, se A e X são matrizes de dimensões m × n
e n× `, respectivamente, então rankX + rankA− n ≤ rankAX.
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Observação: O Teorema 3.2 mostra que a matriz de transição pY |X do
canal em questão pode ser particionada em blocos, com a propriedade
de que, em cada bloco, as linhas são permutações umas das outras e as
colunas são permutações umas das outras. Assim, o MMC com matriz
de transferência u.g.r. é um canal que apresenta a chamada “simetria
em bloco” introduzida por Pedersen e Topsøe em [43], trabalho cujo
autor da presente tese tomou conhecimento apenas após o fechamento
deste capítulo. Desse modo, os resultados da Seção 3.6 poderiam, em
princípio, ser obtidos a partir dos resultados de [43].
3.6 Capacidade do canal
A capacidade do canal é derivada a seguir. Será visto que entrada u.g.r.
é suficiente para alcançar a capacidade, de modo que não há necessidade
de se considerar entradas mais gerais. Seja
I∗(pu) = max
pX :pu
I(X;Y ), (3.7)
em que a maximização é efetuada sobre todas as distribuições de pro-
babilidade pX cuja probabilidade de posto associada é pu, isto é, sobre
o conjunto
{pX :
∑
X∈TupX(X) = pu, para u = 0, 1, . . . , n}.
Teorema 3.3. Seja G ∈ Fm×nq uma matriz u.g.r. Então, a capacidade
de MMC(G, `) é dada, em símbolos q-ários por uso do canal, por
C = max
pu
I∗(pu),
em que
I∗(pu) =
∑
v
pv(v) logq
|Tv(Fm×`q )|
pv(v)
−
∑
u
hupu(u) (3.8)
e
hu =
∑
v
pv|u(v|u) logq
|Tv(Fm×uq )|
pv|u(v|u) , (3.9)
sendo alcançada com distribuição de entrada u.g.r.
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Do Teorema 3.3, conclui-se que o problema de encontrar a capaci-
dade e a distribuição de entrada ótima correspondente para o MMC com
matriz de transferência u.g.r., originalmente um problema de otimiza-
ção convexa sobre qn` variáveis (a saber, pX(X) para X ∈ Fn×`q ) pode
ser simplificado para outro problema de otimização convexa, desta vez
envolvendo apenas n+ 1 variáveis (a saber, pu(u), para u = 0, . . . , n).
A solução de tal problema de otimização pode ser obtida por métodos
numéricos eficientes bem estudados (veja, por exemplo, [3]).
3.7 Entrada de posto constante
Foca-se agora no caso especial em que as matrizes de entrada do canal
são restritas a terem posto constante. Este caso é de interesse por pelo
menos dois motivos. Primeiro, entrada de posto constante vem a ser
assintoticamente ótima tanto com o comprimento do pacote quanto com
o tamanho do corpo finito (como será visto mais adiante). E segundo,
a maioria das construções de códigos de subespaço existentes fornecem
“códigos na grassmanniana”, isto é, códigos de subespaço de dimensão
constantes [28].
Denota-se por Cu a máxima informação mútua do canal quando a
entrada é restrita a matrizes de posto u. Seja u∗ o valor de u que maxi-
miza Cu, de modo que Cu∗ = maxu Cu. Denomina-se Cu de capacidade
de posto u e Cu∗ de capacidade de posto constante do canal.
Teorema 3.4. Seja G ∈ Fm×nq u.g.r. Então, a capacidade de posto u
de MMC(G, `), em símbolos q-ários por uso do canal, é dada por
Cu =
∑
v
pv|u(v|u) logq
[
`
v
]
q[
u
v
]
q
, (3.10)
sendo alcançada com distribuição de entrada uniforme [sobre Tu(Fn×`q )].
Ademais,
Cu∗ ≤ C ≤ Cu∗ + logq(min{n,m}+ 1). (3.11)
Observação: Em particular, para entrada de posto completo (isto é,
u = n), então v = r (pois v = rankY = rankGX = rankG = r). A
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capacidade em (3.10) torna-se
Cn =
∑
r
pr(r) logq
[
`
r
]
q[
n
r
]
q
,
um resultado obtido previamente em [51]. Além disso, como pv|〈X〉(v|U)
depende de U apenas através de u = dimU (veja o Teorema 3.2), o re-
sultado concorda com [55, Theorem 7].
3.8 Comportamento assintótico
A seguir, considera-se o comportamento do canal para comprimento
do pacote, `, ou tamanho do corpo, q, assintoticamente grande. É
mostrado que, em ambos os cenários, entrada de posto constante é
suficiente para alcançar a capacidade.
Considera-se primeiramente o comportamento assintótico em `, o
comprimento do pacote. Nessa situação é apropriado definir C¯ = C/`,
a capacidade normalizada do canal matricial, medida em pacotes por
uso do canal. Também define-se a capacidade de posto u normalizada
como C¯u = Cu/` e a capacidade de posto constante normalizada como
C¯u∗ , em que u∗ é o valor de u que maximiza C¯u.
Teorema 3.5. Assintoticamente no comprimento do pacote, `, a capa-
cidade normalizada do MMC com matriz de transferência u.g.r. é dada
por
lim
`→∞
C¯ = E[r],
sendo alcançada com entrada uniforme de posto constante. O posto
ótimo de entrada é sempre u∗ = n.
Observação: Esse resultado também é obtido em [55, Corollary 1] para
o caso de um MMC com matriz de transferência com distribuição de
probabilidade qualquer.
Volta-se agora para o comportamento assintótico em q, o tamanho
do corpo. Em geral, a distribuição do posto pode depender de q [por
exemplo, no caso de (3.3)]. Assim, no que segue,
p∞r (r) = lim
q→∞ pr(r)
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denota a distribuição limite de r, assumindo que tal limite exista. Ob-
viamente, quando a distribuição de posto não depende de q, então
p∞r (r) = pr(r).
Teorema 3.6. Assintoticamente no tamanho do corpo, q, a capacidade
do MMC com matriz de transferência u.g.r. é dada por
lim
q→∞C = maxu
[
(`− u)
∑
r
p∞r (r) min{u, r}
]
,
sendo alcançada com entrada uniforme de posto constante.
Observação: Considere codificação de rede linear aleatória na ausência
de erros e apagamentos de enlace. Quando o tamanho do corpo, q,
é assintoticamente grande, sabe-se que a matriz de transferência terá
posto h com probabilidade 1, em que h é o corte mínimo (mincut) da
rede [19]. Nesse caso, p∞r (r) = 1[r = h], de modo que
lim
q→∞C = maxu [(`− u) min{u, h}] = (`− u
∗)u∗,
em que u∗ = min{h, b`/2c}. Para o sub-caso no qual h = min{n,m},
tem-se u∗ = min{n,m, b`/2c}, o que concorda com os Teoremas 2.1
e 2.2, uma vez que em ambos os casos tem-se p∞r (r) = 1[r = min{n,m}]
[veja as equações em (3.2) e (3.3)].
3.9 Comunicação via subespaços
O último resultado deste capítulo diz respeito à otimalidade da codifi-
cação de subespaço [28] para o MMC com matriz de transferência u.g.r.
A demonstração do seguinte teorema faz uso do conceito de agrupamen-
tos sem perda de informação de letras de entrada (ou saída) em DMCs
(veja Apêndice B.2). No que segue, vale lembrar que P(F`q, d) denota
o conjunto de todos os subespaços de F`q com dimensão no máximo d.
Teorema 3.7. Considere o MMC com matriz de transferência u.g.r.
Sejam U = 〈X〉 e V = 〈Y 〉. Então,
I(X;Y ) = I(U ;V ), (3.12)
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qualquer que seja a distribuição de entrada pX . Adicionalmente, para
todo U ∈ P(F`q, n) e V ∈ P(F`q,m), tem-se
pV |U (V |U) = |T (Fm×dimVq )| pY |X(Y |X), (3.13)
em que X ∈ Fn×`q e Y ∈ Fm×`q são quaisquer matrizes tais que 〈X〉 = U
e 〈Y 〉 = V .
Demonstração. A partir do Teorema 3.2, sabe-se que pY |X(Y |X) de-
pende de X e Y apenas através de 〈X〉 e 〈Y 〉. Portanto, de acordo com
o Lema B.3, os mapeamentos f(X) = 〈X〉 e g(Y ) = 〈Y 〉 preservam
informação. Isso prova (3.12). Para provar (3.13), primeiro aplica-
se o agrupamento de entrada no canal matricial original (X , pY |X ,Y),
obtendo-se um canal intermediário (U , pY |U ,Y), com pY |U (Y |U) =
pY |X(Y |X), em que X é tal que 〈X〉 = U . Em seguida, aplica-se o
agrupamento de saída nesse canal intermediário, obtendo-se o canal de
subespaço (U , pV |U ,V), com
pV |U (V |U) =
∑
Y ′:〈Y ′〉=V
pY |U (Y ′|U)
= |T (Fm×dimVq )| pY |U (Y |U),
em que Y é tal que 〈Y 〉 = V . Note que o último passo da equação
acima segue de
|{Y ′ ∈ Fm×`q : 〈Y ′〉 = V }| = |T (Fm×dimVq )|,
o que é válido pois, associado a cada Y ′ ∈ Fm×`q tal que 〈Y ′〉 = V , existe
uma única matriz de posto completo T ∈ T (Fm×dimVq ) tal que Y ′ =
T Y˜ , em que Y˜ ∈ T (FdimV×`q ) é qualquer matriz de posto completo tal
que 〈Y˜ 〉 = V .
O Teorema 3.7 mostra que, no que diz respeito ao MMC com ma-
triz de transferência u.g.r., os processamentos de entrada f(X) = 〈X〉 e
saída g(Y ) = 〈Y 〉 não causam perda de informação. Como consequên-
cia, o canal matricial
(X = Fn×`q , pY |X , Y = Fm×`q )
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G
X Y 〈·〉pX|U VU
Canal matricial
Canal de subespac¸o
Figura 3.5: Convertendo o canal matricial em um canal de subespaço.
pode ser simplificado para um canal de subespaço equivalente
(U = P(F`q, n), pV |U , V = P(F`q,m))
com probabilidade de transição pV |U dada por (3.13). Concretamente,
o novo canal é obtido concatenando o canal original (i) na entrada
com um dispositivo (possivelmente probabilístico) que transforma um
subespaço U em uma matriz X tal que 〈X〉 = U e (ii) na saída com
um dispositivo (determinístico) que calcula V = 〈Y 〉, conforme a Fi-
gura 3.5.
Devido a (3.12), qualquer esquema de codificação para o canal ma-
tricial possui um correspondente no canal de subespaço, alcançando
exatamente a mesma informação mútua, e vice-versa. Em particular,
pode-se focar apenas em (U , pV |U ,V) ao projetar e analisar códigos ou
esquemas de codificação.
3.10 Demonstrações omitidas
Esta seção apresenta as demonstrações omitidas pelas seções anterio-
res. De modo a preservar espaço, os subscritos das distribuições de
probabilidades poderão ser omitidos [por exemplo, escrevendo-se p(X)
no lugar de pX(X)]. As demonstrações a seguir farão uso extensivo dos
resultados de enumeração da Seção 2.1 do capítulo anterior.
A demonstração do Teorema 3.2 fará uso dos seguintes resultados
de contagem. Neste momento, fica registrado o agradecimento a Chen
Feng (University of Toronto) por sugerir uma prova mais simples do
que a originalmente apresentada para o Lema 3.8.
48 CAPÍTULO 3. MMC NÃO-COERENTE SOBRE CORPOS FINITOS
Lema 3.8. Sejam X ∈ Tu(Fn×`q ) e Y ∈ Tv(Fm×`q ). Defina
H(r;X,Y ) = {G ∈ Tr(Fm×nq ) : Y = GX}
Então,
|H(r;X,Y )| =
{
φq(m,n, u, r, v), se 〈Y 〉 ⊆ 〈X〉,
0, caso contrário,
em que
φq(m,n, u, r, v) = |Tr−v(F(m−v)×(n−u)q )| qv(n−u). (3.14)
Demonstração. Se 〈Y 〉 * 〈X〉, então claramente |H(r;X,Y )| = 0. Su-
ponha, então, que 〈Y 〉 ⊆ 〈X〉. Pelo Lema B.5, existem matrizes inver-
síveis P,Q, T tais que X ′ = PXT e Y ′ = QY T . Portanto, Y = GX é
equivalente a QY T = QGP−1PXT , isto é, Y ′ = G′X ′, em que G′ =
QGP−1. Uma vez que o mapeamento H(r;X,Y )→ H(r;X ′, Y ′) defi-
nido por G 7→ QGP−1 é bijetor, tem-se |H(r;X,Y )| = |H(r;X ′, Y ′)|.
Em outras palavras, |H(r;X,Y )| depende de X e Y apenas através de
u = rankX e v = rank Y . Assim, pode-se calcular |H(r;X,Y )| esco-
lhendo X = In×`u e Y = Im×`v . Particionando a matriz G em blocos de
acordo com
G =
[
G11 G12
G21 G22
]
∈ Fm×nq ,
em que os blocos são G11 ∈ Fv×uq , G12 ∈ Fv×(n−u)q , G21 ∈ F(m−v)×uq e
G22 ∈ F(m−v)×(n−u)q , tem-se que as condições Y = GX e rankG = r
são equivalentes a
G11 = [Iv 0v×(u−v)],
G12 = qualquer matriz v × (n− u),
G21 = 0(m−v)×u, e
G22 = qualquer matriz (m− v)× (n− u) de posto r − v,
em que a última exigência segue porque, uma vez que G21 = 0, tem-se
que rankG = rankG11 + rankG22, ou seja, rankG22 = r − v. Das
quatro exigências acima, obtém-se o resultado desejado.
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Lema 3.9. Seja X ∈ Tu(Fn×`q ). O número de matrizes Y ∈ Tv(Fm×`q )
tais que 〈Y 〉 ⊆ 〈X〉 é dado por
|{Y ∈ Tv : 〈Y 〉 ⊆ 〈X〉}| = |Tv(Fm×uq )|.
Agora, seja Y ∈ Tv(Fm×`q ). O número de matrizes X ∈ Tu(Fn×`q ) tais
que 〈Y 〉 ⊆ 〈X〉 é dado por
|{X ∈ Tu : 〈Y 〉 ⊆ 〈X〉}| = |Tv(Fm×uq )|
|Tu(Fn×`q )|
|Tv(Fm×`q )|
.
Demonstração. Para X ∈ Tu(Fn×`q ), defina o conjunto J (X) = {Y ∈
Tv : 〈Y 〉 ⊆ 〈X〉}. Sejam X1, X2 ∈ Tu(Fn×`q ). Então, existem matrizes
S ∈ GLn(Fq) e T ∈ GL`(Fq) tais que X1 = SX2T . Uma vez que Y 7→
Y T−1 é uma bijeção entre J (X1) e J (X2), conclui-se que |J (X1)| =
|J (X2)|. Assim, para calcular o valor de |J (X)|, pode-se fazer X =
In×`u sem perda de generalidade. Uma vez que Y ∈ J (In×`u ) se e
somente se Y é da forma [Y0 0], em que Y0 ∈ Tv(Fm×uq ), conclui-se que
|J (In×`u )| = |Tv(Fm×uq )|, como desejado.
Agora, para Y ∈ Tv(Fm×`q ), defina o conjunto K(Y ) = {X ∈ Tu :
〈Y 〉 ⊆ 〈X〉}. Analogamente ao caso anterior, é possível mostrar que
|K(Y1)| = |K(Y2)| para todo Y1, Y2 ∈ Tv(Fm×`q ). Considere portanto um
grafo bipartido em que osXs em Tu(Fn×`q ) são os nós do lado esquerdo e
os Y s em Tv(Fm×`q ) são os nós do lado direito; um nó X está conectado
com um nó Y se e somente se 〈Y 〉 ⊆ 〈X〉. O número de ramos conec-
tados ao lado esquerdo, a saber, |Tu(Fn×`q )| |J (X)|, deve ser igual ao
número de ramos conectados ao lado direito, a saber, |Tv(Fm×`q )| |K(Y )|.
O resultado então segue.
Demonstração do Teorema 3.2. Sejam X ∈ Tu(Fn×`q ), Y ∈ Tv(Fm×`q )
e r tais que 0 ≤ r ≤ min{n,m}. Tem-se
p(Y |X, r) =
∑
G∈Tr
p(G|r) p(Y |X,G)
(a)= 1|Tr(Fm×nq )|
∑
G∈Tr
1[Y = GX]
(b)= 1|Tr(Fm×nq )|
φq(m,n, u, r, v) 1[〈Y 〉 ⊆ 〈X〉],
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em que (a) segue porque G is u.g.r. e (b) segue do Lema 3.8. Portanto,
pelo Lema 3.9, pode-se escrever
p(v|X, r) =
∑
Y ∈Tv
p(Y |X, r) = |Tv(F
m×u
q )|
|Tr(Fm×nq )|
φq(m,n, u, r, v),
de modo que
p(v|u, r) =
∑
X∈Tu
p(X|u) p(v|X, r)
=
∑
X∈Tu
p(X|u) |Tv(F
m×u
q )|
|Tr(Fm×nq )|
φq(m,n, u, r, v)
=
|Tv(Fm×uq )|
|Tr(Fm×nq )|
φq(m,n, u, r, v),
e (3.6) segue ao se comparar as expressões de p(Y |X, r) e p(v|u, r). A
equação em (3.5) segue da expressão acima, substituindo φq(m,n, u, r, v)
pela sua definição em (3.14), e por simplificação, fazendo uso das defi-
nições e expressões da Seção 2.1.
Para finalizar a prova, suponha que X seja u.g.r. Então, para cada
Y ∈ Tv(Fm×`q ), tem-se
p(Y ) =
∑
u
∑
X∈Tu
p(Y |X)p(X)
(a)=
∑
u
p(u)
|Tu(Fn×`q )|
∑
X∈Tu
p(Y |X)
(b)=
∑
u
p(u)
|Tu(Fn×`q )|
p(v|u)
|Tv(Fm×uq )|
∑
X∈Tu
1[〈Y 〉 ⊆ 〈X〉]
(c)=
∑
u
p(u)
|Tu(Fn×`q )|
p(v|u)
|Tv(Fm×uq )|
|Tv(Fm×uq )|
|Tu(Fn×`q )|
|Tv(Fm×`q )|
= p(v)|Tv(Fm×`q )|
,
em que (a) segue porque X é u.g.r., (b) segue de (3.6) e (c) segue do
Lema 3.9. Portanto, Y também será u.g.r., como afirmado.
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Demonstração do Teorema 3.3. Para cada X ∈ Tu(Fn×`q ), tem-se
H(Y |X = X) =
∑
v
∑
Y ∈Tv
p(Y |X) logq
1
p(Y |X)
=
∑
v
p(v|u) logq
|Tv(Fm×uq )|
p(v|u)
= hu,
em que p(Y |X) foi substituído como em (3.6). Tirando a média sobre
todo X ∈ Fn×`q , obtém-se
H(Y |X) =
∑
u
∑
X∈Tu
H(Y |X = X)p(X)
=
∑
u
hu
∑
X∈Tu
p(X)
=
∑
u
hup(u),
o qual depende de pX apenas através de pu. Portanto,
I∗(pu) = max
pX :pu
I(X;Y )
= max
pX :pu
[H(Y )−H(Y |X)]
= max
pX :pu
H(Y )−
∑
u
hup(u),
e obtém-se o resultado desejado de (3.1).
Demonstração do Teorema 3.4. Se a entrada é restrita a matrizes de
posto u, então u = u é uma constante e, portanto, p(v) = p(v|u). A
informação mútua do canal dada pelo Teorema 3.3 simplifica para
∑
v
p(v|u) logq
|Tv(Fm×`q )|
|Tv(Fm×uq )|
,
e obtém-se (3.10) ao aplicar (2.4). O limitante inferior de (3.11) é ime-
diato. Analogamente a Yang et al. [55, Lemma 4], pode-se reescrever a
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informação mútua do canal em (3.8) como
I∗(pu) =
∑
v
p(v) logq
|Tv(Fm×`q )|
p(v) −
∑
u
p(u)hu
=
∑
u,v
p(u)p(v|u) logq
|Tv(Fm×`q )|
p(v) −
∑
u,v
p(u)p(v|u) logq
|Tv(Fm×uq )|
p(v|u)
=
∑
u,v
p(u)p(v|u) logq
|Tv(Fm×`q )|
|Tv(Fm×uq )|
+
∑
u,v
p(u)p(v|u) logq
p(v|u)
p(v)
=
∑
u
p(u)Cu + I(u;v),
em que I(u;v) é a informação mútua entre as variáveis aleatórias u
e v. O limitante superior de (3.11) então segue, pois
∑
u p(u)Cu ≤
maxu Cu = Cu∗ e I(u;v) ≤ logq(min{n,m}+ 1).
Demonstração do Teorema 3.5. Dividindo (3.11) por ` e tomando o li-
mite quando `→∞, tem-se
lim
`→∞
C¯ = lim
`→∞
C¯u∗ ,
de modo que entrada de posto constante é suficiente para alcançar a
capacidade com ` arbitrariamente grande.
Agora, dividindo (3.10) por ` e tomando o limite quando ` → ∞,
obtém-se
lim
`→∞
C¯u =
∑
v
p(v|u)
(
lim
`→∞
1
`
logq
[
`
v
]
q[
u
v
]
q
)
=
∑
v
p(v|u)
(
lim
`→∞
1
`
logq
[
`
v
]
q
− lim
`→∞
1
`
logq
[
u
v
]
q
)
=
∑
v
p(v|u)
(
lim
`→∞
1
`
logq
[
`
v
]
q
)
=
∑
v
v p(v|u) = E[v|u = u],
em que a primeira igualdade da última linha é uma consequência de (2.2).
3.10. DEMONSTRAÇÕES OMITIDAS 53
Finalmente, como v ≤ r, tem-se
E[v|u = u, r = r] ≤ r = E[v|u = n, r = r],
para todo u ∈ {0, . . . , n}. Multiplicando os dois lados por p(r) e so-
mando sobre r, obtém-se
E[v|u = u] ≤ E[r] = E[v|u = n],
o que mostra que lim`→∞ C¯u = E[v|u = u] é máximo quando u = n,
sendo o máximo valor dado por E[r].
Para a demonstração do Teorema 3.6, será necessário o seguinte
resultado intuitivo.
Lema 3.10. Tem-se
lim
q→∞ p(v|u, r) =
{
1, se v = min{u, r},
0, caso contrário.
Demonstração. O teorema é trivialmente verdadeiro se v > min{u, r}.
Por outro lado, se v ≤ min{u, r}, tem-se de (2.2) e do Teorema 3.2 que
qv(u−v) · γ−1q q−r(n−r) · q(r−v)(n−u−r+v) · qv(n−u−r+v)
≤ p(v|u, r) =
[
u
v
]
q
[
n
r
]−1
q
[
n− u
r − v
]
q
qv(n−u−r+v) ≤
γqq
v(u−v) · q−r(n−r) · γqq(r−v)(n−u−r+v) · qv(n−u−r+v).
Após simplificação, obtém-se
γ−1q q
−(u−v)(r−v) ≤ p(v|u, r) ≤ γ2q q−(u−v)(r−v),
e o resultado desejado segue porque limq→∞ γq = 1.
Demonstração do Teorema 3.6. A quantidade logq(min{n,m} + 1) no
lado direito de (3.11) tende a zero quando q →∞, de modo que
lim
q→∞C = limq→∞Cu∗ ,
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ou seja, entrada de posto constante é suficiente para q assintoticamente
grande.
Agora, de (3.10), tem-se
lim
q→∞Cu =
∑
v
(
lim
q→∞ p(v|u)
)(
lim
q→∞ logq
[
`
v
]
q[
u
v
]
q
)
Para o primeiro parênteses, tem-se do Lema 3.10 que
lim
q→∞ p(v|u) =
n∑
r=0
p∞r (r)1[v = min{u, r}].
Para o segundo parênteses, tem-se de (2.2) que
lim
q→∞ logq
[
`
v
]
q[
u
v
]
q
= v(`− u).
Portanto,
lim
q→∞Cu =
∑
v
∑
r
p∞r (r)1[v = min{u, r}]v(`− u)
= (`− u)
∑
r
p∞r (r)
∑
v
1[v = min{u, r}] v
= (`− u)
∑
r
p∞r (r) min{u, r},
como desejado.
CAPÍTULO 4
MMC coerente sobre anéis de cadeia finitos
4.1 Introdução
O presente capítulo considera MMCs sobre anéis de cadeia finitos (dos
quais corpos finitos são um caso particular). A motivação vem de codi-
ficação de rede na camada física: como visto no Capítulo 1, o canal de
comunicação fim-a-fim entre um nó fonte e um nó destino de uma rede
sem-fio que emprega codificação de rede na camada física ainda pode
ser modelado pela expressão
Y = GX,
em que X ∈ Rn×` é a matriz de entrada, cujas linhas são os n pacotes
enviados pelo nó fonte, Y ∈ Rm×` é a matriz de saída, cujas linhas
são os m pacotes recebidos pelo nó destino e G ∈ Rm×n é a matriz de
transferência. Nesse caso, as matrizes em questão possuem entradas
em um certo anel finito R (induzido pela constelação utilizada), que
Este capítulo é um trabalho conjunto com Chen Feng (University of Toronto).
O conteúdo deste capítulo foi apresentado no 2013 IEEE International Symposium
on Network Coding (NetCod’13) [40] e no XXXI Simpósio Brasileiro de Telecomu-
nicações (SBrT’13) [39].
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não necessariamente é um corpo finito.
Na verdade, a discussão apresentada no Capítulo 1 sobre codificação
de rede na camada física considerou, por simplicidade, apenas o uso de
modulação não-codificada, na qual os sinais físicos transmitidos pelos
nós podem ser qualquer sequência de ` símbolos da constelação. Na
camada superior, essa hipótese induziu um “espaço de pacotes” dado
por W = R`. No entanto, como mostrado recentemente por Nazer
e Gastpar [35], o emprego de modulação codificada em codificação de
rede na camada física, através de reticulados aninhados, apresenta di-
versas vantagens em termos do compromisso entre taxa alcançada e
probabilidade de erro. Nesse caso, de acordo com Feng, Silva e Kschis-
chang [12] (que apresentam uma extensão da teoria em [35]), o espaço
de pacotes W passa a ser um módulo finito sobre um domínio de ideais
principais T (tipicamente os inteiros, Z, os inteiros gaussianos, Z[i], ou
os inteiros de Eisenstein, Z[ω])1. Como tal, sabe-se que
W ∼= T/〈d1〉 × T/〈d2〉 × · · · × T/〈d`〉,
em que d1, d2, . . . , d` ∈ T são elementos não-nulos e não-inversíveis
satisfazendo d1 | d2 | · · · | d` e 〈di〉 representa o ideal gerado pelo
elemento di. Uma situação particular frequentemente encontrada na
prática é aquela na qual os dis são todos potências de um dado primo
de T . Nesse caso, não é difícil mostrar que o espaço de pacotes W
também pode ser visto como um R-módulo finito, em que R = T/〈d`〉
é um anel de cadeia finito.
Este capítulo considera MMCs sobre anéis de cadeia finitos nos quais
o espaço de pacotes é um módulo finito qualquer. Por simplicidade, é
assumido o cenário coerente, em que as instâncias da matriz de transfe-
rênciaG são desconhecidas do transmissor, mas disponíveis ao receptor.
Fora isso, não é imposta qualquer restrição às estatísticas de G, exceto
que essa deve ser independente de X.
1Módulos são estruturas algébricas que generalizam o conceito de espaço vetorial,
de corpos para anéis: se R é um anel comutativo, então um “módulo sobre R” (ou,
mais comumente, “R-módulo”) é um conjunto no qual está definida a soma de
elementos e a multiplicação de elementos por um escalar (isto é, um elemento do
anel R), satisfazendo as mesmas propriedades exigidas para espaços vetoriais. O
Apêndice A apresenta uma revisão da teoria básica de anéis comutativos e módulos
sobre tais anéis.
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Inicia-se revisando alguns conceitos básicos acerca de anéis de cadeia
finitos (§4.2) e de álgebra linear sobre tais anéis (§4.3). O modelo do
canal é então apresentado (§4.4). Como contribuições, é obtida uma
expressão fechada para a capacidade do canal (§4.5) e é proposto um
esquema de codificação capaz de alcançar essa capacidade em tempo
polinomial (§4.6). O esquema combina uma sequência de códigos sobre
um corpo finito para obter um código sobre o anel de cadeia finito e é
baseado na expansão pi-ádica de elementos do anel.
Os resultados aqui apresentados estendem (e fazem uso de) alguns
daqueles obtidos por Yang et al. [55], o qual lida com o caso de corpos
finitos. Vale também mencionar que uma generalização dos resultados
de Silva, Kschischang e Kötter [49], de corpos para anéis de cadeia
finitos, é apresentada em [11, 10].
4.2 Anéis de cadeia finitos
Apresentam-se aqui alguns conceitos sobre anéis de cadeia finitos. No
decorrer deste trabalho, subentende-se pelo termo anel um anel comu-
tativo com identidade aditiva 0 e identidade multiplicativa 1, em que
1 6= 0. Para mais detalhes, encaminha-se o leitor para [31] ou [37].
Um anel R é dito ser um anel de cadeia se, para quaisquer ideais
I, J de R, tem-se I ⊆ J ou J ⊆ I (em outras palavras, os ideais formam
uma cadeia quando ordenados com respeito a inclusão de conjuntos, ⊆).
Uma vez que corpos possuem apenas ideais triviais (isto é, {0} e R),
todo corpo é um anel de cadeia.
Proposição 4.1. Seja R um anel finito. Então, R é um anel de ca-
deia se e somente se R for simultaneamente um anel de ideais principais
(isto é, um anel no qual todos os ideais são gerados por um único ele-
mento) e um anel local (isto é, um anel com um único ideal maximal).
No que segue, 〈x〉 denota o ideal gerado por x ∈ R
Exemplo. Existem onze anéis não-isomorfos de ordem 4, incluindo
os não-comutativos e os sem identidade multiplicativa [38, 7]. Quatro
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〈1〉
〈2〉
〈0〉
Z4
〈11〉
〈01〉
〈00〉
Z2 × Z2
〈10〉
〈1〉
〈1 + i〉
〈0〉
Z2[i]
〈1〉
〈0〉
F4
Figura 4.1: Ideais dos anéis comutativos com identidade de ordem 4.
deles são comutativos com identidade multiplicativa, a saber,
Z4 = {0, 1, 2, 3},
Z2 × Z2 = {(0, 0), (0, 1), (1, 0), (1, 1)},
Z2[i] = {0, 1, i, 1 + i},
F4 = {0, 1, α, 1 + α},
em que, em Z2 × Z2 a adição e a multiplicação são efetuadas entrada-
a-entrada, em Z2[i] vale i2 = 1 e em F4 vale α2 = 1 +α. Todos eles são
anéis de ideais principais, em que
• Em Z4:
〈0〉 = {0}, 〈2〉 = {0, 2}, 〈1〉 = 〈3〉 = Z4.
• Em Z2 × Z2:
〈00〉 = {00}, 〈01〉 = {00, 01}, 〈10〉 = {00, 10}, 〈11〉 = Z2×Z2.
• Em Z2[i]:
〈0〉 = {0}, 〈i〉 = {0, i}, 〈1〉 = 〈1 + i〉 = Z2[i].
• Em F4:
〈0〉 = {0}, 〈1〉 = 〈α〉 = 〈1 + α〉 = F4,
como ilustrado pela Figura 4.1. Da figura, fica claro que Z4, Z2[i] e F4
são anéis de cadeia, ao passo que Z2 × Z2 não é.
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Proposição 4.2. Seja pi ∈ R um gerador do ideal máximo de R e seja
s o índice de nilpotência de pi (isto é, o menor inteiro tal que pis = 0).
Então, R possui precisamente s+ 1 ideais, a saber,
R = 〈1〉 ⊃ 〈pi〉 ⊃ · · · ⊃ 〈pis−1〉 ⊃ 〈pis〉 = {0}.
Neste trabalho, o parâmetro s é chamado de profundidade de R.
Adicionalmente, sabe-se que o quociente R/〈pi〉 é um corpo finito, cha-
mado de corpo residual de R. Pode-se mostrar que, se q for a ordem do
corpo residual de R, então o tamanho de cada ideal de R é |〈pii〉| = qs−i,
para 0 ≤ i ≤ s. Em particular, |R| = qs, de modo que, analogamente
ao que ocorre com corpos finitos, o tamanho de um anel de cadeia finito
é sempre uma potência de primo. Note que s = 1 (isto é, o anel possui
apenas os dois ideias triviais) se e somente se R for um corpo finito.
Exemplo. Considere Z8 = {0, 1, . . . , 7}, o anel dos inteiros modulo 8.
Seus ideais são 〈1〉 = Z8, 〈2〉 = {0, 2, 4, 6}, 〈4〉 = {0, 4} e 〈0〉 = {0}
(de modo que s = 3) e seu corpo residual é Z8/〈2〉 ∼= F2 (de modo
que q = 2). De maneira mais geral, se p é um número primo e s é
um inteiro positivo, então Zps é um anel de cadeia de profundidade s
e corpo residual de ordem p.
Durante o restante deste capítulo, R denota um anel de cadeia com
profundidade s e corpo residual de ordem q. Além disso, pi ∈ R denota
um gerador para o ideal principal de R e Γ ⊆ R denota um conjunto
fixo de representantes de classes laterais (cosets) do corpo residual de
R. Sem perda de generalidade, assume-se que 0 ∈ Γ.
Proposição 4.3. Todo x ∈ R pode ser escrito unicamente como
x =
s−1∑
i=0
x(i)pii,
em que x(i) ∈ Γ, para 0 ≤ i < s.
A expressão acima é conhecida como expansão pi-ádica de x (com
relação a Γ).
Exemplo. A expansão 2-ádica de 6 ∈ Z8 com relação a Γ = {0, 1} é
6 = 0 · 20 + 1 · 21 + 1 · 22, isto é, a expansão binária usual de 6.
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Note que a unicidade da expansão pi-ádica (fixado Γ) permite que
sejam definidos os mapeamentos (·)(i) : R → Γ, para 0 ≤ i < s. Tam-
bém define-se
xi =
i−1∑
j=0
x(j)pij ,
para 0 ≤ i ≤ s. Pode-se mostrar que
xi ≡pii x,
para todo x ∈ R, em que ≡a denota congruência módulo a (isto é,
x ≡a y se e somente se x− y ∈ 〈a〉). Em particular, x(0) = x1 ≡pi x.
4.3 Álgebra linear sobre anéis de cadeia finitos
Esta seção apresenta alguns resultados fundamentais de álgebra linear
sobre anéis de cadeia finitos. Os trabalhos [20] e [4] servem como refe-
rência.
4.3.1 Módulos sobre anéis de cadeia finitos
Um s-shape é uma lista não-decrescente de s inteiros não-negativos.
Seja µ = (µ0, . . . , µs−1) um s-shape. Define-se
Rµ , 〈1〉 × · · · × 〈1〉︸ ︷︷ ︸
µ0
×〈pi〉 × · · · × 〈pi〉︸ ︷︷ ︸
µ1−µ0
× · · · × 〈pis−1〉 × · · · × 〈pis−1〉︸ ︷︷ ︸
µs−1−µs−2
.
Sendo um produto cartesiano de ideais de R, sabe-se que Rµ é um
R-módulo. Reciprocamente, tem-se o seguinte.
Proposição 4.4. Seja M um R-módulo finito. Então,
M ∼= Rµ
para um s-shape único µ.
Diz-se então que µ é o shape de M , escrevendo-se µ = shapeM .
Observação: No caso de espaços vetoriais, é bem conhecido que, se M
é um espaço vetorial finito sobre um corpo finito Fq, então M ∼= Fmq ,
em que m = dimM é a dimensão de M . Dessa forma, o conceito de
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shape de um R-módulo M generaliza o conceito de dimensão de um
espaço vetorial. (No caso em que R é um corpo finito, então s = 1 e
um s-shape é simplesmente um único inteiro.)
Proposição 4.5. Seja µ um s-shape. Então,
|Rµ| = q|µ|,
em que |µ| é definido como |µ| = µ0 + µ1 + · · ·+ µs−1.
Exemplo. Seja R = Z8 (de modo que s = 3) e µ = (2, 3, 4). Então,
Rµ = 〈1〉 × 〈1〉 × 〈2〉 × 〈4〉
= {(x1, x2, 2x3, 4x4) : x1, x2, x3, x4 ∈ R}.
Tem-se |Rµ| = 8 · 8 · 4 · 2 = 512 = 22+3+4 = q|µ|.
Seja µ = (µ0, µ1, . . . , µs−1) um s-shape. Define-se µ − n = (µ0 −
n, µ1 − n, . . . , µs−1 − n), que também é um s-shape. Além disso, por
conveniência, escreve-se o s-shape (m,m, . . . ,m) simplesmente comom.
De acordo com essa convenção, Rm representa o mesmo objeto, seja m
interpretado como um inteiro ou como um s-shape.
4.3.2 Matrizes sobre anéis de cadeia finitos
Para qualquer subconjunto S ⊆ R, denota-se por Sm×n o conjunto de
todas as matrizes m × n com entradas em S. O conjunto de todas as
matrizes n× n inversíveis sobre R é chamado de grupo linear geral de
grau n sobre R, denotado por GLn(R).
Seja A ∈ Rm×n e defina r = min{n,m}. Uma matriz diagonal (não
necessariamente quadrada)
D = diag(d1, d2, . . . , dr) ∈ Rm×n
é dita ser uma forma normal de Smith de A se existirem matrizes
P ∈ GLm(R) e Q ∈ GLn(R) tais que A = PDQ e d1 | d2 | · · · | dr.
É sabido que matrizes sobre anéis de ideais principais (em particular,
anéis de cadeia finitos) sempre possuem forma normal de Smith, a qual é
única a menos de multiplicação das entradas da diagonal por elementos
inversíveis do anel. Neste trabalho, será exigido que as entradas da
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diagonal sejam potências de pi ∈ R; por conseguinte, a forma normal
de Smith torna-se de fato única.
Sejam rowA e colA os espaços linha e coluna, respectivamente, de
A ∈ Rm×n. Utilizando a forma normal de Smith, pode-se mostrar
que rowA é isomorfo a colA. Define-se o shape da matriz A como
shapeA = shape(rowA) = shape(colA).
Observação: Assim como shapeM generaliza a dimensão de um R-
módulo M , tem-se que shapeA generaliza o conceito de posto de uma
matriz A com entradas em R.
Proposição 4.6. Sejam A ∈ Rm×n. Então, µ = shapeA se e somente
se a forma normal de Smith de A for dada por
diag(1, . . . , 1︸ ︷︷ ︸
µ0
, pi, . . . , pi︸ ︷︷ ︸
µ1−µ0
, . . . , pis−1, . . . , pis−1︸ ︷︷ ︸
µs−1−µs−2
, 0, . . . , 0︸ ︷︷ ︸
r−µs−1
),
em que r = min{n,m}.
Exemplo. Considere a matriz
A =
[
4 3 6
6 7 2
]
sobre Z8. Então, A = PDQ, em que
P =
[
1 0
1 1
]
, D =
[
1 0 0
0 2 0
]
, Q =

4 3 6
1 2 6
5 6 3
 ,
de modo que shapeA = shapeD = (1, 2, 2).
4.3.3 Matrizes com restrições nas linhas
Seja λ um s-shape. Denota-se por Rn×λ o subconjunto de matrizes em
Rn×` cujas linhas são elementos de Rλ, em que ` = λs−1. De acordo
com a Proposição 4.5, tem-se que |Rn×λ| = qn|λ|.
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Exemplo. Seja R = Z8. Em adição, sejam n = 2 e λ = (1, 2, 3), de
modo que ` = 3. Então,
Rn×λ =
{[
x11 2x12 4x13
x21 2x22 4x23
]
: xi,j ∈ R
}
⊆ Rn×`.
Note que a matriz A do exemplo anterior não pertence a Rn×λ, ao
passo que a matriz D pertence.
Finalmente, estende-se os mapeamentos (·)(i) de elementos de R
para matrizes e vetores com entradas em R, entrada-a-entrada. Assim,
A ∈ Rn×λ se e somente se A(i) = [Bi 0] ∈ Γn×`, para algum Bi ∈
Γn×λi , 0 ≤ i < s.
4.4 Modelo do canal
Seja R um anel de cadeia finito com profundidade s e corpo residual
de ordem q. Como dito anteriormente, este capítulo estuda MMCs co-
erentes sobre R nos quais o espaço de pacotes W é um R-módulo finito
qualquer. Assim, tendo em vista a Proposição 4.4, pode-se assumir que
W = Rλ para algum s-shape λ. Como consequência, a matriz de en-
tradaX (cujas linhas são n pacotes) e a matriz de saída Y (cujas linhas
são m pacotes) podem ser interpretadas como matrizes com restrições
nas linhas, isto é, X ∈ Rn×λ e Y ∈ Rm×λ.
Seja pG uma distribuição de probabilidade sobre Rm×n. De forma
análoga à Seção 2.3, define-se o MMC coerente sobre R como um DMC
com alfabeto de entrada X = Rn×λ, alfabeto de saída Y = Rm×λ ×
Rm×n e probabilidade de transição pY ,G|X , a qual é induzida pela
distribuição pG. Denota-se o canal em questão por C-MMC(G, λ).
Também faz-se uso da variável aleatória
ρ = shapeG,
distribuída de acordo com
pρ(ρ) =
∑
G: shapeG=ρ
pG(G).
Por fim, é definido ` = λs−1 (comprimento do pacote).
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4.5 Capacidade do canal
Inicia-se determinando a capacidade do MMC coerente sobre anéis de
cadeia finitos. O seguinte resultado generaliza o Teorema 2.3.
Teorema 4.7. A capacidade de C-MMC(G, λ), em símbolos q-ários
por uso do canal, é dada por
C =
s−1∑
i=0
E[ρs−i−1]λi,
sendo alcançada se a entrada é distribuída uniformemente sobre Rn×λ.
Em particular, a capacidade depende de pG apenas através de E[ρ].
A prova faz uso do seguinte lema.
Lema 4.8. Sejam X ∈ Rn×λ uma matriz aleatória, G ∈ Rm×n uma
matriz determinística e ρ = shapeG. Defina Y = GX ∈ Rm×λ. En-
tão,
H(Y ) ≤
s−1∑
i=0
ρs−i−1λi,
com igualdade se X for uniformemente distribuída sobre Rn×λ.
Demonstração. Note que X e Y podem ser expressos como
X =
[
X0 X1 · · · Xs−1
]
,
Y =
[
Y0 Y1 · · · Ys−1
]
,
em que Xi ∈ 〈pii〉n×(λi−λi−1) e Yi ∈ 〈pii〉m×(λi−λi−1), para 0 ≤ i < s.
Tem-se
Yi = GXi,
de modo que o suporte de cada coluna da matriz Yi é um subconjunto
de col piiG. Uma vez que shapepiiG = (0, . . . , 0, ρ0, . . . , ρs−i−1), tem-se,
a partir da Proposição 4.5, que | col piiG| = qρ0+···+ρs−i−1 . Portanto, o
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suporte de Y tem tamanho de no máximo
s−1∏
i=0
| col piiG|λi−λi−1 =
s−1∏
i=0
q(ρ0+···+ρs−i−1)(λi−λi−1)
= q
∑s−1
i=0
ρs−i−1λi ,
de onde a desigualdade segue.
Suponha agora que a matriz X seja uniformemente distribuída so-
bre Rn×λ. Isso significa que cada blocoXi é uniformemente distribuído
sobre 〈pii〉n×(λi−λi−1). É possível mostrar que existeX ′i uniformemente
distribuído sobre Rn×(λi−λi−1) tal que Xi = piiX ′i. Seja y a coluna de
Yi, cujo suporte é col piiG. Uma vez que Yi = GXi = piiGX ′i, tem-se,
para todo y ∈ col piiG, que
Pr[y = y] = |{x
′ ∈ Rn : piiGx′ = y}|
|Rn|
= | kerpi
iG|
|Rn|
= 1| col piiG| ,
ou seja, a coluna y é uniformemente distribuída sobre seu suporte.
Assim, a matriz Y também deve ser uniformemente distribuída sobre
seu suporte. Isso conclui a prova.
Demonstração do Teorema 4.7. A informação mútua do canal é dada
por
I(X;Y ,G) = I(X;Y |G) + I(X;G)
= H(Y |G)−H(Y |X,G) + I(X;G)
= H(Y |G),
em que H(Y |X,G) = 0 pois Y = GX e I(X;G) = 0 pois X e G são
estatisticamente independentes. Portanto,
I(X;Y ,G) = H(Y |G) =
∑
G
pG(G)H(Y |G = G)
e o resultado segue do Lema 4.8.
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4.6 Esquema de codificação
Aqui propõe-se um esquema de codificação para o canal, o qual é ba-
seado na expansão pi-ádica discutida na Seção 4.2. Por simplicidade de
exposição, inicia-se descrevendo o esquema para o caso particular de
códigos one-shot. O caso geral será discutido em seguida. De agora em
diante, seja Fq = R/〈pi〉.
4.6.1 Resultados auxiliares
Antes de descrever o esquema de codificação proposto, são apresentados
dois lemas que tratam da solução de sistemas de equações lineares sobre
um anel de cadeia finito. O primeiro deles converte um sistema de
equações lineares sobre um anel de cadeia finito em múltiplos sistemas
sobre o corpo residual. As demonstrações se encontram na Seção 4.7.
Lema 4.9. Sejam y ∈ Rn e G ∈ GLn(R). Seja x ∈ Rn a solução de
Ax = y. Então, a expansão pi-ádica de x pode ser obtida recursivamente
através de
A(0)x(i) ≡pi y(i) −
(
Axi
)(i)
,
para 0 ≤ i < s. [Lembre-se de que A ∈ GLn(R) se e somente se
A(0) ∈ GLn(Fq).]
O segundo problema trata da solução de sistemas diagonais de equa-
ções lineares. No que segue, Aj:j′ denota a submatriz de A contendo
a linha j até (mas não incluindo) a linha j′, em que as entradas das
matrizes são indexadas começando de 0.
Lema 4.10. Seja Y ∈ Rm×λ e D ∈ Rm×n, em que D está na forma
normal de Smith e tem shape ρ. Se Y = DX, então
X
(i)
0:ρs−i−1 =

Y
(i)
0:ρ0
Y
(i+1)
ρ0:ρ1
...
Y
(i+s−1)
ρs−i−2:ρs−i−1
 ,
para 0 ≤ i < s.
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Exemplo. Seja R = Z8, com pi = 2 e Γ = {0, 1}. Seja n = 5,
m = 4 e λ = (3, 4, 6). Suponha que ρ = (1, 3, 4), de modo que D =
diag(1, 2, 2, 4) ∈ Z4×58 . Em adição, suponha que
Y =

6 7 1 2 0 4
6 4 2 0 0 0
0 2 6 4 0 0
4 0 4 0 0 0
 .
Daí, pode-se concluir que
X(0) =

0 1 1
1 0 1
0 1 1
1 0 1
∗ ∗ ∗

, X(1) =

1 1 0 1
1 1 0 0
0 0 1 0
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

, X(2) =

1 1 0 0 0 1
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

,
em que ∗ denota entrada desconhecida e espaço em branco denota en-
trada igual a zero. Note que as entradas desconhecidas são devido a
ρ = shapeD, enquanto que as entradas em branco são devido a λ (veja
a Seção 4.3).
4.6.2 Construção do código
Sejam C0, C1, . . . , Cs−1 (chamados de códigos componentes) códigos ma-
triciais one-shot sobre o corpo residual Fq, em que cada Ci, para 0 ≤
i < s, é um código para C-MMC(Gi, λi), para alguma matriz de trans-
ferência Gi ∈ Fm×nq . Os códigos componentes serão combinados para
se obter um código matricial C one-shot sobre o anel de cadeia R, pro-
jetado para C-MMC(G, λ). O código C é chamado de código composto.
Denota-se por ϕ : R → Fq a projeção natural de R sobre Fq e por
ϕ¯ : Fq → Γ o mapeamento seletor do representante da classe lateral,
que possui a propriedade de que ϕ(ϕ¯(x)) = x para todo x ∈ Fq. O
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código C ⊆ Rn×λ é definido por
C =
{
s−1∑
i=0
X(i)pii : Xi ∈ Ci, 0 ≤ i < s
}
,
em que
X(i) =
[
ϕ¯(Xi) 0
]
∈ Γn×`. (4.1)
Verifica-se que C de fato satisfaz as restrições de Rn×λ.
4.6.3 Decodificação
O procedimento de decodificação é descrito a seguir, sendo baseado nas
ideias da Subseção 4.6.1. Intuitivamente, o decodificador decompõe
um único MMC sobre o anel de cadeia em múltiplos MMCs sobre o
corpo residual. No que segue, Aj×k denota a submatriz j× k superior-
esquerda de A.
Passo 1. O decodificador, que conhece a matriz de transferência
G, inicia computando D ∈ Rm×n, a forma normal de Smith de G. O
decodificador também calcula P ∈ GLm(R) e Q ∈ GLn(R) tais que
G = PDQ.
Passo 2. Seja X˜ , QX ∈ Rn×λ (que é desconhecida pelo deco-
dificador) e Y˜ , P−1Y ∈ Rm×λ (que é calculada pelo decodificador),
de modo que Y = GX equivale a Y˜ = DX˜. Dessa equação, o de-
codificador obtém informação parcial sobre X˜. Mais precisamente, o
decodificador computa X˜(i)ρs−i−1×λi , para 0 ≤ i < s, de acordo com o
Lema 4.10.
Passo 3. De posse de X˜(i)ρs−i−1×λi , para 0 ≤ i < s, o decodificador
tentará então decodificar X baseado na equação
X˜ = QX,
em um estilo similar à decodificação multi-estágio. De fato, analoga-
mente ao Lema 4.9, tem-se, para 0 ≤ i < s,
X˜(i) − (QXi)(i) ≡pi Q(0)X(i).
Considerando apenas as ρs−i−1 linhas superiores (pois as linhas restan-
tes são desconhecidas) e mantendo apenas as λi colunas da esquerda
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(pois sabe-se de antemão que as colunas restantes são nulas), obtém-se
X˜
(i)
ρs−i−1×λi −
(
Qρs−i−1×nX
i
n×λi
)(i) ≡pi Q(0)ρs−i−1×nX(i)n×λi .
Projetando em Fq (ou seja, aplicando ϕ em ambos os lados da equação)
e acrescentando suficientes linhas nulas (de modo a se obter um sistema
m× n), chega-se finalmente a
Yi = GiXi, (4.2)
em que Yi ∈ Fm×λiq e Gi ∈ Fm×nq são definidas por
Yi =
ϕ(X˜(i)ρs−i−1×λi)− ϕ((Qρs−i−1×nXin×λi)(i))
0
 , (4.3)
Gi =
[
ϕ
(
Qρs−i−1×n
)
0
]
. (4.4)
Note que Yi só pode ser calculado depois de se conhecer X0, X1, . . . ,
Xi−1. Portanto, neste passo, o decodificador obtém, sucessivamente,
estimativas de X0, X1, . . . , Xs−1 de acordo com (4.2). Após isso, o
decodificador calcula uma estimativa deX utilizando (4.1) e a expansão
pi-ádica.
4.6.4 Extensão para o caso multi-shot
Por fim, considera-se o caso multi-shot. Seja C0, C1, . . . , Cs−1 uma
sequência de códigos matriciais componentes de comprimento N , em
que Ci ⊆ (Fn×λiq )N , para 0 ≤ i < s. As palavras-código do código
matricial composto C são então dadas por (X(1), X(2), . . . , X(N)) ∈
(Rn×λ)N , em que X(j) é obtido da j-ésima coordenada das palavras-
código dos códigos componentes, de maneira análoga ao caso one-shot.
Prosseguindo como nos Passos 1 e 2 acima, o decodificador obtém
X˜
(0)
ρs−1×λ0(j), X˜
(1)
ρs−2×λ1(j), . . . , X˜
(s−1)
ρ0×λs−1(j) e Q(j), para j = 1, . . . , N .
O Passo 3 é também análogo, com o detalhe importante de que, antes de
prosseguir ao estágio i+ 1, a sequência (Xi(1), Xi(2), . . . , Xi(N)) ∈ Ci
é decodificada por completo, com base em (Yi(1), Yi(2), . . . , Yi(N)) e
(Gi(1), Gi(2), . . . , Gi(N)), utilizando o decodificador de Ci.
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4.6.5 Taxa, probabilidade de erro e complexidade
Do esquema proposto, fica claro que o i-ésimo código componente deve
ser projetado para C-MMC(Gi, λi), em que a matriz Gi ∈ Fm×nq é
definida em (4.4). Em princípio, poderia-se calcular a distribuição de
probabilidade de Gi se a distribuição de G for conhecida. No entanto,
se for utilizado um dos esquemas de codificação propostos em [55] (veja
o Capítulo 2), o conhecimento exato da distribuição de Gi torna-se
desnecessário tão logo se saiba o valor esperado de seu posto. De (4.4),
tem-se rankGi = ρs−i−1, de modo que, nesse caso, apenas é necessário
o conhecimento de E[ρ].
Seja C o código composto obtido dos códigos componentes C0, C1, . . . ,
Cs−1. Então, C tem taxa
R(C) = R(C0) + R(C1) + · · ·+ R(Cs−1),
em dígitos q-ários. Além disso, do limitante da união, a probabilidade
de erro é limitada superiormente de acordo com
Pe(C) ≤ Pe(C0) + Pe(C1) + · · ·+ Pe(Cs−1).
Assim, se cada Ci alcança a capacidade em C-MMC(Gi, λi), tem-se
R(Ci) arbitrariamente próximo de E[ρs−i−1]λi e Pe(Ci) arbitrariamente
próximo de zero, para 0 ≤ i < s. Por conseguinte, tem-se R(C) arbitra-
riamente próximo de
∑
i E[ρs−i−1]λi (a capacidade do canal) e Pe(C)
arbitrariamente próximo de zero.
A complexidade computacional associada à decodificação do có-
digo composto é simplesmente a soma das complexidades individuais
das decodificações de cada código componente, acrescida do custo de
calcular a forma normal de Smith de G (o que pode ser feito com
O(nmmin{n,m}) operações em R), do custo de calcular Y˜ (o que re-
quer O(m2(m + `)) operações) e do custo de s − 1 multiplicações e
adições matriciais em (4.3) (o que exige O(n2`) operações cada).
4.7 Demonstrações omitidas
Os seguintes fatos algébricos serão úteis nas demonstrações à frente.
Lema 4.11. Sejam x, y, z ∈ R. Então
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(i)
(
xpii
)(i+j) = x(j), para 0 ≤ j < s− i;
(ii) (x+ ypii + zpii+1)(i) ≡pi x(i) + y(0).
Demonstração. A primeira afirmação segue imediatamente da unici-
dade da decomposição pi-ádica. Para a segunda afirmação, tem-se
(x+ piiy + pii+1z)(i) =
s−1∑
j=0
pijx(j) + pii
s−1∑
j=0
pijy(j) + pii+1
s−1∑
j=0
pijz(j)
(i)
(a)=
 i∑
j=0
pijx(j) + piiy(0)
(i)
=
i−1∑
j=0
pijx(j) + pii(x(i) + y(0))
(i)
(b)=
(
pii(x(i) + y(0))
)(i)
(c)=
(
x(i) + y(0)
)(0)
≡pi x(i) + y(0),
em que (a) segue pois múltiplos de pii+1 não contribuem para o valor
do i-ésimo termo da expansão pi-ádica, (b) é verdadeiro pela unicidade
da expansão pi-ádica e (c) segue de (i) com j = 0.
Demonstração do Lema 4.9. Para 0 ≤ i < s, tem-se
y = Ax = A
i−1∑
j=0
x(j)pij +Ax(i)pii +A
s−1∑
j=i+1
x(j)pij ,
de modo que, do Lema 4.11, deduz-se que
y(i) ≡pi
(
Axi
)(i) + (Ax(i))(0).
Após simplificar e rearranjar os termos, segue o resultado. Note que,
uma vez que A(0) ∈ GLn(Fq), é sempre possível calcular, recursiva-
mente, x(0), x(1), . . . , x(s−1).
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Demonstração do Lema 4.10. Note que Y = DX é equivalente a
Y0:ρ0 = X0:ρ0 ,
Yρ0:ρ1 = piXρ0:ρ1 ,
...
Yρs−2:ρs−1 = pis−1Xρs−2:ρs−1 .
Pelo Lema 4.11, isso implica em
X
(i)
0:ρ0 = Y
(i)
0:ρ0 , 0 ≤ i < s,
X(i)ρ0:ρ1 = Y
(i+1)
ρ0:ρ1 , 0 ≤ i < s− 1,
...
...
X(i)ρs−2:ρs−1 = Y
(i+s−1)
ρs−2:ρs−1 , 0 ≤ i < 1,
de onde segue o resultado.
CAPÍTULO 5
Conclusão
Este trabalho considerou canais matriciais multiplicativos sobre corpos
e anéis de cadeia finitos, os quais são modelos adequados para a comu-
nicação fim-a-fim em redes que operam de acordo com codificação de
rede linear (possivelmente na camada física). O enfoque adotado foi
probabilístico, fazendo uso da teoria da informação.
Foram abordados dois problemas. No primeiro deles (Capítulo 3),
foram estudados MMCs não-coerentes sobre corpos finitos nos quais
a matriz de transferência é uniformemente distribuída dado o valor de
seu posto. Foi defendida a aplicação desse modelo de canal em sistemas
que operam com codificação de rede linear aleatória cujos enlaces estão
sujeitos a apagamentos, uma vez que acredita-se que tal modelo é fle-
xível o suficiente para capturar as características essenciais do sistema,
ao mesmo tempo em que mantém tratabilidade matemática. Isso con-
trasta com outros modelos de canal considerados, os quais são muito
restritivos ou muito complexos. Como contribuições, foi mostrado que
o problema do cálculo da capacidade do canal pode ser reduzido à so-
lução de um problema de otimização convexa sobre n+ 1 variáveis (ao
invés de qn`), o qual pode ser resolvido por métodos numéricos bem
estabelecidos. Os resultados foram então especializados para o impor-
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tante caso de entrada de posto constante, no qual foi possível obter
uma forma fechada para a capacidade. Para tamanho do corpo ou
comprimento do pacote assintoticamente grande, foi mostrado que en-
trada de posto constante é ótima. Finalmente, foi provado que, mesmo
nesse modelo mais geral, codificação de subespaço ainda é suficiente
para alcançar a capacidade. Muitos dos resultados obtidos generalizam
conclusões obtidas previamente na literatura.
No segundo problema abordado (Capítulo 4), foram investigados
MMCs sobre anéis de cadeia finitos, os quais têm aplicações práticas
em codificação de rede na camada física baseada em reticulados ani-
nhados. Como contribuições, a capacidade do canal foi determinada,
generalizando o resultado correspondente para corpos finitos. Além
disso, um esquema de codificação prático que alcança a capacidade foi
proposto, combinando vários códigos sobre o corpo residual para obter
um novo código sobre o anel de cadeia.
Trabalhos futuros
Como futuras linhas de pesquisa, sugere-se o seguinte.
(i) O projeto de esquemas práticos de codificação para o MMC não-
coerente sobre corpos finitos. No caso em que o comprimento do
pacote, `, é arbitrariamente grande, pode-se adaptar os códigos
de Yang et al. [55, 56, 57] para o MMC coerente através do uso
de cabeçalhos. No entanto, para ` pequeno, o problema parece
estar ainda em aberto. Um primeiro passo nessa direção foi o
recente trabalho de Yang [52]; no entanto, algoritmos eficientes
de codificação e decodificação não foram fornecidos.
(ii) A determinação da capacidade do MMC não-coerente sobre anéis
de cadeia finitos (em outras palavras, uma extensão simultânea
dos resultados obtidos nos Capítulos 3 e 4 desta tese). Nessa
linha, a distribuição de probabilidade “uniforme dado o shape”
parece ser de fundamental importância.
(iii) A extensão dos resultados obtidos para o MMC coerente, de anéis
de cadeia finitos para anéis de ideias principais finitos (dos quais
anéis de cadeia finitos são casos particulares). De fato, como
mostrado por Feng, Silva e Kschischang [12], o espaço de pacotes
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induzido por codificação de rede na camada física via reticulados
aninhados é, no caso mais geral, um módulo W sobre um anel de
ideais principais finito R.
(iv) O cálculo analítico da distribuição de posto em função de uma
dada topologia de rede. Este problema aparenta ser desafiador
mesmo no caso mais simples no qual os enlaces são livres de apa-
gamento.
(v) O estudo do canal matricial aditivo-multiplicativo (AMMC, do in-
glês additive-multiplicative matrix channel) não-coerente, o qual
é definido pela expressão Y = GX + Z. Limitantes superio-
res e inferiores sobre a capacidade foram apresentados por Silva,
Kschischang e Kötter [49], mas um cálculo mais preciso da capa-
cidade ainda está em aberto. Resultados preliminares nessa linha
já foram obtidos, em que é assumido que tanto G quanto Z são
u.g.r. De fato, o Lema B.4 implica que a probabilidade de tran-
sição pY |X(Y |X) do AMMC depende de X e Y apenas através
de rankX, rank Y e dim(〈X〉 ∪ 〈Y 〉). Com isso, acredita-se que
(analogamente ao MMC) o AMMC apresente propriedades de si-
metria em bloco [43] e que a capacidade também seja atingida
por entrada u.g.r.
(vi) A generalização, de corpos para anéis de cadeia finitos, dos re-
sultados de Silva e Kschischang [47], em que são determinadas
condições necessárias e suficientes sob as quais um código matri-
cial é bem-sucedido em sua tarefa de correção de erros e defici-
ências de posto em um modelo de canal adversário. Resultados
preliminares para o caso sem erros de enlace já foram obtidos.

APÊNDICE A
Anéis e módulos
Este apêndice revisa conceitos básicos da teoria de anéis comutativos
e módulos sobre tais anéis. Para mais detalhes, veja qualquer livro de
álgebra abstrata, como, por exemplo, [8] ou [21].
A.1 Anéis comutativos
A.1.1 Definições iniciais
Um anel é um um conjunto R juntamente com duas operações binárias,
adição, + : R × R → R, (r, s) 7→ r + s e multiplicação, · : R × R → R,
(r, s) 7→ rs, satisfazendo o seguinte:
(i) (a+ b) + c = a+ (b+ c) para todo a, b, c ∈ R,
(ii) a+ b = b+ a, para todo a, b ∈ R,
(iii) Existe 0 ∈ R tal que a+ 0 = a para todo a ∈ R,
(iv) Para todo a ∈ R, existe −a ∈ R tal que a+ (−a) = 0.
(v) (ab)c = a(bc), para todo a, b, c ∈ R,
(vi) a(b+ c) = ab+ ac e (a+ b)c = ac+ bc, para todo a, b, c ∈ R.
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Note que as propriedades (i)–(iv) acima são equivalentes a dizer que R
é um grupo abeliano com relação à adição.
Além disso, este trabalho considera apenas anéis com identidade
multiplicativa, de modo que uma outra propriedade é exigida:
(vii) Existe 1 ∈ R tal que 1a = a1 = a para todo a ∈ R.
Adicionalmente, o anel é dito ser comutativo se
(viii) ab = ba, para todo a, b ∈ R.
Neste trabalho, a menos que explicitamente indicado, serão consi-
derados apenas anéis comutativos. Além disso, é sempre assumido que
1 6= 0.
Como consequências imediatas das definições, tem-se que 0a = 0
e (−1)a = −a para todo a ∈ R. Além disso, pode-se mostrar que a
identidade aditiva (isto é, o elemento 0) e a identidade multiplicativa
(isto é, o elemento 1) de um anel são únicas.
A.1.2 Elementos inversíveis e divisores de zero
Seja R um anel (comutativo). Um elemento r ∈ R é dito ser inversível
se existir s ∈ R tal que rs = 1. Esse elemento s é unicamente determi-
nado por r e é chamado de inverso multiplicativo de r, denotado por
s = r−1. Um elemento r ∈ R é dito ser um divisor de zero se existir
s ∈ R tal que s 6= 0 e rs = 0. Dessas definições, conclui-se que 1 é
inversível e 0 é um divisor de zero. Pode-se mostrar o seguinte.
Fato A.1. Em um anel, um elemento não pode ser simultaneamente
inversível e divisor de zero.
Dois elementos r1, r2 ∈ R são ditos associados se r1 = ur2 para
algum elemento inversível u ∈ R; escreve-se então r1 ≈ r2. Pode-se
mostrar que ≈ é uma relação de equivalência em R.
A.1.3 Domínios e corpos
Um domínio de integridade (ou, simplesmente, domínio) é um anel no
qual o único divisor de zero é 0. Um corpo é um anel no qual todo
elemento não-nulo é inversível. Todo corpo é um domínio.
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Exemplo. Em Z, o anel dos números inteiros, 1 e −1 são os únicos
elementos inversíveis, 0 é o único divisor de zero, e todos os outros
elementos não são nem inversíveis nem divisores de zero. Em Q, o anel
dos números racionais, 0 é o único divisor de zero, e todos os outros
elementos são inversíveis. Assim, Z é um domínio e Q é um corpo.
Considere agora Z6 = {0, 1, 2, 3, 4, 5}, o anel dos inteiros modulo 6.
Pode-se mostrar que {1, 5} são inversíveis e que {0, 2, 3, 4} são divisores
de zero. Assim, Z6 não é um domínio (muito menos um corpo).
A.1.4 Ideais
Um subconjunto não-vazio I ⊆ R é dito ser um ideal de R se, para
todo x, y ∈ I e r ∈ R,
(i) x+ y ∈ I, isto é, I é fechado com relação à adição, e
(ii) rx ∈ I, isto é, I é fechado com relação à multiplicação por ele-
mentos do anel.
Uma vez que aqui serão considerados apenas anéis com identidade mul-
tiplicativa, o fechamento com relação à negação segue do caso particular
r = −1 acima.
Seja X ⊆ R. Denota-se por 〈X〉 o conjunto de todas as “combina-
ções lineares” (com coeficientes em R) dos elementos de X, isto é,
〈X〉 , {c1x1 + c2x2 + · · ·+ cnxn : ci ∈ R, xi ∈ X,n ∈ N}. (A.1)
Quando X = {x1, . . . , xn}, abrevia-se 〈{x1, . . . , xn}〉 por 〈x1, . . . , xn〉.
Note que, para um conjunto unitário X = {x}, (A.1) reduz para
〈x〉 = {cx : c ∈ R}. (A.2)
Por definição, 〈∅〉 = {0}. Uma vez que 〈X〉 é claramente um ideal de R,
chama-se tal conjunto de ideal gerado por X. Reciprocamente, se I é
um ideal de R, então I = 〈X〉 para algum X ⊆ R.
Não é difícil mostrar que tanto R quanto {0} são sempre ideais
de R; esses são chamados de ideais triviais. Um ideal I de R é dito ser
próprio se I 6= R, e não-nulo se I 6= {0}. Tem-se I = R se e somente se
1 ∈ I. Um anel R é um corpo se e somente se R possuir apenas ideais
triviais.
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A.1.5 Ideais principais
Ideais da forma em (A.2), os quais são gerados por um único elemento,
recebem um nome especial: um ideal I é dito ser principal se existir x ∈
R tal que I = 〈x〉. A seguir são apresentados alguns fatos relacionados
com ideais principais.
(i) Se x ≈ y, então 〈x〉 = 〈y〉.
(ii) Se 〈x〉 ⊆ 〈y〉, então 〈x, y〉 = 〈y〉.
Note que os ideais triviais são ideais principais: R = 〈1〉 e {0} = 〈0〉.
A.1.6 Anel quociente
Um ideal pode ser usado para construir o que é chamado de anel quo-
ciente. Seja I um ideal de R. Define-se a relação ≡I em R como segue:
a ≡I b se e somente se a− b ∈ I.
Usando as propriedades de ideais, não é difícil mostrar que ≡I é uma
relação de equivalência; a classe de equivalência de um elemento a ∈ R
é dada por
a+ I , {a+ r : r ∈ I}
e também é chamada de classe lateral. O conjunto de todas as classes
laterais é denotado por R/I; esse conjunto torna-se um anel, chamado
de anel quociente de R modulo I, se as operações de adição e multipli-
cação forem definidas, respectivamente, por
(a+ I) + (b+ I) = (a+ b) + I,
(a+ I)(b+ I) = (ab) + I,
É possível mostrar que tais operações são bem-definidas. A identidade
aditiva de R/I é 0 + I = I e a identidade multiplicativa é 1 + I.
Tem-se R/R = {0 + R} (um anel trivial) e R/{0} = {{r} : r ∈ R}
(isomorfo ao próprio R).
A.1.7 Maximalidade e primalidade
Um ideal próprio M de R é dito ser um ideal maximal se M * I para
todo ideal próprio I 6= M de R. Pode-se mostrar (utilizando o Lema
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de Zorn) que todo anel tem pelo menos um ideal maximal.
Fato A.2. Seja M um ideal de R. Então, M é um ideal maximal se e
somente se R/M for um corpo. Tal corpo é chamado de corpo residual.
Para todo x, y ∈ R, diz-se que x divide y, escrito como x | y, se
existir c ∈ R tal que y = cx. Note que x | y equivale a y ∈ 〈x〉, o
que, por sua vez, equivale a 〈y〉 ⊆ 〈x〉. Um elemento não-nulo e não
inversível p ∈ R é dito ser primo se p | ab implicar p | a ou p | b. Um
ideal próprio P de R é chamado de ideal primo se ab ∈ P implicar
a ∈ P ou b ∈ P . Seja p ∈ R não-nulo. Então, p é primo se e somente
se 〈p〉 for um ideal primo.
Note que, de acordo com as definições, 0 nunca é um elemento
primo, enquanto que {0} pode ou não ser um ideal primo. Por exemplo,
{0} é um ideal primo em Z, mas não é em Z6. De fato, {0} é um ideal
primo se e somente se o anel em questão for um domínio. Tal afirmação
é um caso particular do fato a seguir.
Fato A.3. Seja P um ideal de R. Então, P é um ideal primo se e
somente se R/P for um domínio.
Combinando os Fatos A.2 e A.3 com o fato de que todo corpo é um
domínio, obtém-se o seguinte.
Fato A.4. Todo ideal maximal é um ideal primo.
Observação: Primalidade não deve ser confundida com irredutibilidade.
Um elemento não-nulo e não inversível, r ∈ R é dito ser irredutível se
r = ab implicar a inversível ou b inversível. Em um domínio, se r for
primo, então r é irredutível. Em um domínio de ideais principais (a
ser definido em breve), r é primo se e somente se r for irredutível.
A.1.8 Nilpotência
Um elemento r ∈ R é dito ser nilpotente se existir um inteiro positivo k
tal que rk = 0. O menor inteiro positivo k tal que rk = 0, caso exista,
é chamado de índice de nilpotência de r. Alguns fatos imediatos:
Fato A.5. O elemento 0 é sempre nilpotente, com índice de nilpo-
tência 1. Todo elemento nilpotente é um divisor de zero. Não existe
elemento simultaneamente nilpotente e inversível. Em um domínio, o
único elemento nilpotente é 0.
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O conjunto de todos os elementos nilpotentes de um anel é chamado
de nilradical.
Fato A.6. O nilradical de um anel é um ideal. O nilradical é dado
pela intersecção de todos os ideais primos.
Exemplo. Considere Z12, o anel dos inteiros modulo 12. Os ideais
primos são 〈2〉 = {0, 2, 4, 6, 8, 10} e 〈3〉 = {0, 3, 6, 9}. O nilradical é
N = {0, 6}, o qual é igual a 〈2〉 ∩ 〈3〉. Em Z8, o anel dos inteiros
modulo 8, existe apenas um ideal primo, dado por 〈2〉 = {0, 2, 4, 6},
que é o próprio nilradical.
A.1.9 Produto de anéis
Sejam R e S dois anéis. Então, o produto cartesiano R × S torna-
se um anel se as operações de adição e multiplicação forem definidas
entrada-a-entrada, ou seja,
(r1, s1) + (r2, s2) = (r1 + r2, s1 + s2),
(r1, s1)(r2, s2) = (r1r2, s1s2),
para todo (r1, s1), (r2, s2) ∈ R × S. A identidade aditiva é (0R, 0S),
em que 0R e 0S são as identidades aditivas de R e S, respectivamente.
Analogamente, a identidade multiplicativa é (1R, 1S). Essa definição se
estende naturalmente para um número arbitrário de anéis.
A.1.10 Anéis locais e anéis de ideais principais
Define-se o seguinte:
(i) Um anel local é um anel que possui exatamente um ideal maximal
(e, portanto, um único corpo residual).
(ii) Um anel de ideais principais é um anel cujos ideais são todos
principais.
A seguir apresenta-se alguns fatos básicos sobre anéis de ideais prin-
cipais (veja, por exemplo, [59, §IV.15]).
Fato A.7. O produto de anéis principais é também um anel principal.
O quociente de um anel principal é também um anel principal.
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Caso o anel seja um domínio, ele também é chamado de domínio de
ideais principais. Obviamente, todo corpo é simultaneamente um anel
local e um domínio de ideais principais, mas a recíproca é falsa (veja o
exemplo a seguir).
Exemplo.
(i) Z, o anel dos números inteiros, é um domínio de ideais principais.
De fato, pode ser mostrado que 〈a1, a2, . . . , an〉 = 〈b〉, em que
b ∈ Z é o máximo divisor comum entre a1, a2, . . . , an ∈ Z. No
entanto, Z não é um anel local, uma vez que os ideais maximais
são precisamente os ideais primos 〈0〉, 〈2〉, 〈3〉, 〈5〉, 〈7〉, 〈11〉, etc.
(ii) Zˆp, o anel dos inteiros p-ádicos, é um domínio de ideais principais
e um anel local. No entanto, Zˆp não é um corpo.
(iii) Z[X], o anel dos polinômios com coeficientes inteiros, é um domí-
nio, mas não é nem um anel principal nem um anel local. Pode-se
mostrar que 〈2, X〉 é um ideal não-principal. Os ideais maximais
de Z[X] são da forma 〈p, f(X)〉 em que p é um número primo e
f(X) ∈ Z[X] é irredutível módulo p.
A.2 Módulos sobre anéis comutativos
Durante o decorrer desta seção, seja R um anel comutativo com iden-
tidade aditiva 0 e identidade multiplicativa 1, em que 1 6= 0.
A.2.1 Definições iniciais
Um R-módulo é um conjunto U juntamente com uma operação binária,
adição, + : U ×U → U , (u, v) 7→ u+ v e uma função, multiplicação por
escalar, · : R× U → U , (r, u) 7→ ru, satisfazendo o seguinte:
(i) U é um grupo abeliano com relação à adição,
(ii) (r + s)u = ru+ su,
(iii) r(u+ v) = ru+ rv,
(iv) (rs)u = r(su),
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(v) 1u = u,
para todo r, s ∈ R e u, v ∈ U .
Consequências imediatas: Para todo r ∈ R e u ∈ U tem-se r0 = 0,
0u = 0 e (−1)u = −u.
Observação: Note que o símbolo 0 também é usado para denotar a
identidade aditiva de U . O contexto tornará claro se está-se referindo
a 0 ∈ R ou 0 ∈ U .
Exemplo. Como casos especiais de módulos, tem-se:
• F -módulos são o mesmo que espaços vetoriais sobre F (em que
F é um corpo).
• Z-módulos são o mesmo que grupos abelianos. Nesse caso, mul-
tiplicação por escalar é definida como adição repetidas vezes.
• Se I é um ideal de R, então I é um R-módulo. Adição e multipli-
cação por escalar no módulo são definidos como adição e multipli-
cação em R, respectivamente. Em particular, R é um R-modulo.
A.2.2 Submódulos
Seja U um R-módulo e V um subconjunto não-vazio de U . Diz-se
que V é um submódulo de U se V for fechado com relação a adição e
multiplicação por escalar (ou seja, se x + y ∈ V e rx ∈ V para todo
x, y ∈ V e r ∈ R). Obviamente, {0} e U são sempre submódulos de U .
Exemplo. No caso de espaços vetoriais, submódulos são o mesmo
que subspaços. Para grupos abelianos, submódulos são o mesmo que
subgrupos. Seja um ideal I de R como um R-módulo. Submódulos
de I são precisamente os ideais de R contidos em I.
A.2.3 Homomorfismo de módulos
Sejam U e V dois R-módulos. Um mapeamento φ : U → V é chamado
de um homomorfismo (de R-módulos), também chamado de “mapea-
mento linear”, se φ(x + y) = φ(x) + φ(y) e φ(rx) = rφ(x), para todo
x, y ∈ U e r ∈ R.
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A imagem de um homomorfismo φ é definida por
img φ , {v ∈ V : v = φ(u) para algum u ∈ U},
e o núcleo de φ é definido por
kerφ , {u ∈ U : φ(u) = 0}.
É possível mostrar que img φ é um submódulo de V , ao passo que kerφ
é um submódulo de U .
Fato A.8. Sejam U e V dois R-módulos e φ : U → V um homomor-
fismo. Então, φ é injetor se e somente se kerφ = {0}.
Um homomorfismo bijetor é chamado de isomorfismo. Dois R-
módulos U e V são ditos ser isomorfos se existir um isomorfismo
φ : U → V ; nesse caso, escreve-se U ∼= V .
A.2.4 Módulo quociente
Seja U um R-módulo e V um submódulo de U . Define-se a relação ≡V
em U como segue:
x ≡V y se e somente se x− y ∈ V.
Pode-se mostrar que ≡V é uma relação de equivalência. A classe de
equivalência de um elemento u ∈ U é dada por
u+ V , {u+ v : v ∈ V }.
O conjunto de todas as classes de equivalência é denotado por U/V ;
esse conjunto torna-se um módulo, chamado de módulo quociente, se
as operações de adição e multiplicação por escalar forem definidas, res-
pectivamente, por
(x+ V ) + (y + V ) = (x+ y) + V,
r(x+ V ) = (rx) + V,
em que r ∈ R. A identidade aditiva de U/V é 0 + V = V .
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A.2.5 Soma e intersecção de submódulos
Seja W um R-módulo e U e V submódulos de W . A soma de U e V é
definida por
U + V = {u+ v : u ∈ U, v ∈ V },
e a intersecção de U e V é definida por
U ∩ V = {w ∈W : w ∈ U e w ∈ V }.
É possível mostrar que tanto U+V quanto U∩V são submódulos deW
e que U ∩ V ⊆ U, V ⊆ U + V .
A.2.6 Produto de módulos
Sejam U1, . . . , Un R-módulos. O produto cartesiano U1×· · ·×Un torna-
se um R-módulo se as operações de adição e multiplicação por escalar
forem definidas entrada-a-entrada, ou seja,
(x1, . . . , xn) + (y1, . . . , yn) = (x1 + y1, . . . , xn + yn),
r(x1, . . . , xn) = (rx1, . . . , rxn).
para todo (x1, . . . , xn), (y1, . . . , yn) ∈ U1×· · ·×Un e r ∈ R. O R-módulo
U1×· · ·×Un é chamado de produto de U1, . . . , Un. A identidade aditiva
de U1 × · · · × Un é (0, . . . , 0).
A.2.7 Módulos sobre domínios de ideais principais
Suponha que R seja um domínio de ideais principais. Se U for um
R-módulo finitamente gerado, então
U ∼= T/〈d1〉 × T/〈d2〉 × · · · × T/〈d`〉,
em que d1, d2, . . . , d` ∈ R são elementos não-inversíveis satisfazendo
d1 | d2 | · · · | d`. Adicionalmente, tal representação é única a menos da
multiplicação dos dis por elementos inversíveis.
APÊNDICE B
Resultados auxiliares
B.1 Uma variação do cripto-lema
Os resultados aqui apresentados foram obtidos em conjunto com Chen
Feng (University of Toronto). Inicia-se revisando o já conhecido cripto-
lema para o caso de grupos finitos [14].
Lema B.1. Seja G um grupo finito, com operação binária · : G×G → G.
Sejam x e g variáveis aleatórias sobre G. Se g for uniforme sobre G
e independente de x, então y = g · x também será uniforme sobre G e
independente de x, qualquer que seja a distribuição de x.
Lembre-se que uma ação (à esquerda) de G em um dado conjunto S
é uma operação binária ◦ : G × S → S tal que
(i) (g1 · g2) ◦ x = g1 ◦ (g2 ◦ x), para todo g1, g1 ∈ G e x ∈ S, e
(ii) e ◦ x = x, para todo x ∈ S, em que e é a identidade de G.
Todo grupo G age em si mesmo (S = G) por multiplicação (à esquerda),
ou seja, através da ação dada por g ◦ x = g · x. Esta seção generaliza o
cripto-lema desse caso especial para o caso de uma ação qualquer de G
sobre um conjunto finito S.
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Antes de prosseguir, apresenta-se uma breve revisão sobre ações de
grupo (para mais detalhes veja, por exemplo, [8, §4.1]). Para todo
x ∈ S, a órbita de G contendo x é definida por G ◦ x , {g ◦ x : g ∈ G}.
A relação em S dada por
x ∼ y se e somente se x = g ◦ y para algum g ∈ G
é uma relação de equivalência. Tem-se x ∼ y se e somente se G◦x = G◦y
se e somente se x e y estiverem na mesma órbita. O tamanho de uma
órbita é dado por |G ◦x| = |G|/|Gx,x|, em que Gx,x , {g ∈ G : g ◦x = x}
é o estabilizador de x em G (um subgrupo de G). Uma ação é dita ser
transitiva se possuir apenas uma órbita.
Lema B.2. Sejam G um grupo finito, S um conjunto finito e ◦ :
G × S → S uma ação de G em S. Sejam x e g variáveis aleatórias so-
bre S e G, respectivamente. Se g for uniforme sobre G e independente
de x, então y = g ◦ x (de modo que x e y estão na mesma órbita)
será uniforme por partes sobre as órbitas da ação e condicionalmente
independente de x dada a órbita1.
Demonstração. Como g é uniforme e independente de x, tem-se, para
todo x, y ∈ S,
py|x(y|x) = |Gx,y||G| ,
em que Gx,y , {g ∈ G : g◦x = y}. Se x ∼ y (de modo que G◦x = G◦y),
então pode ser mostrado que Gx,y será um coset do estabilizador Gx,x,
o que implica que |Gx,y| = |Gx,x| e, portanto,
py|x(y|x) = |Gx,x||G| =
1
|G ◦ x| =
1
|G ◦ y| .
Por outro lado, se x  y, então py|x(y|x) = 0. Assim,
py(y) =
∑
x
py|x(y|x)px(x) = 1|G ◦ y|
∑
x:x∼y
px(x) =
Pr[y ∼ y]
|G ◦ y| ,
do qual segue o lema.
1Em particular, se a ação for transitiva, então y é uniforme sobre S (a única
órbita) e independente de x. Esse é o caso da ação g ◦ x = g · x, de modo que o
Lema B.1 é recuperado.
B.2. AGRUPAMENTOS SEM PERDA DE INFORMAÇÃO EM DMCS 89
B.2 Agrupamentos sem perda de informação em DMCs
Uma questão natural no contexto de DMCs diz respeito às condições
nas quais duas ou mais letras de entrada (ou saída) podem ser “agrupa-
das” sem que haja redução na informação mútua do canal. O seguinte
resultado (veja [1, §5.9–5.10]) fornece a resposta.
Lema B.3. Seja (X , py|x,Y) um DMC com entrada x e saída y. Adi-
cionalmente, sejam f : X → U e g : Y → V funções sobrejetoras e
defina u = f(x) e v = f(y). Então, vale o seguinte:
(i) I(x;y) = I(u;y) para todo px se e somente se, para todo par
x, x′ ∈ X tal que f(x) = f(x′), valer py|x(y|x) = py|x(y|x′) para
todo y ∈ Y.
(ii) I(x;y) = I(x;v) para todo px se e somente se, para todo par
y, y′ ∈ Y tal que g(y) = g(y′), existir um número real α tal que
py|x(y′|x) = αpy|x(y|x) para todo x ∈ X .
De forma mais intuitiva, o Lema B.3 afirma o seguinte:
(i) Se duas ou mais linhas da matriz de probabilidade de transição
do canal forem iguais, então pode-se manter apenas uma delas,
descartando-se as demais.
(ii) Se duas ou mais colunas da matriz de probabilidade de transição
do canal forem múltiplas umas das outras, então elas podem ser
substituídas pela sua soma.
O exemplo a seguir ilustra isso.
Exemplo. Considere um DMC definido por (X , py|x,Y), em que X =
{x1, x2, . . . , x5}, Y = {y1, y2, . . . , y5} e
py|x =

y1 y2 y3 y4 y5
x1
1
18
1
3
1
9
1
3
3
18
x2
1
18
1
3
1
9
1
3
3
18
x3
1
6 0
1
3 0
1
2
x4
1
6 0
1
3 0
1
2
x5
1
9
1
6
2
9
1
6
1
3

90 APÊNDICE B. RESULTADOS AUXILIARES
As linhas x1 e x2 são iguais; o mesmo ocorre com as linhas x3 e x4. As
colunas y1, y3 e y5 são múltiplas umas das outras; o mesmo ocorre com
as colunas y2 e y4 (nesse último caso, as colunas são, de fato, iguais).
Então, de acordo com o Lema B.3, as funções f : X → U = {u1, u2, u3},
definida por
f(x1) = f(x2) = u1, f(x3) = f(x4) = u2, f(x5) = u3,
e g : Y → V = {v1, v2}, definida por
g(y1) = g(y3) = g(y5) = v1, g(y2) = g(y4) = v2,
são tais que I(x;y) = I(u;v), em que u = f(x) e v = g(y), qualquer
que seja a distribuição de entrada px. Assim, é possível simplificar a
matriz de probabilidade de transição como segue:
y1 y2 y3 y4 y5
x1
1
18
1
3
1
9
1
3
3
18
x2
1
18
1
3
1
9
1
3
3
18
x3
1
6 0
1
3 0
1
2
x4
1
6 0
1
3 0
1
2
x5
1
9
1
6
2
9
1
6
1
3

→

y1 y2 y3 y4 y5
u1
1
18
1
3
1
9
1
3
3
18
u2
1
6 0
1
3 0
1
2
u3
1
9
1
6
2
9
1
6
1
3
→

v1 v2
u1
1
3
2
3
u2 1 0
u3
2
3
1
3
 ,
em que, no primeiro passo, agrupou-se a entrada e, no segundo passo,
a saída.
B.3 Um resultado de álgebra linear
Esta seção apresenta um resultado básico de álgebra linear. Agradece-
mos ao Prof. Bill Martin (Worcester Polytechnic Institute) pelo auxílio
na demonstração.
Lema B.4. Seja F um corpo. Sejam X,X ′ ∈ Fn×` e Y, Y ′ ∈ Fm×`
tais que rankX = rankX ′, rank Y = rank Y ′ e dim(〈X〉 ∩ 〈Y 〉) =
dim(〈X ′〉 ∩ 〈Y ′〉). Então, existem P ∈ GLn(F ), Q ∈ GLm(F ) e T ∈
GL`(F ) tais que X ′ = PXT e Y ′ = QY T .
Demonstração. Sejam u = rankX, v = rank Y e w = dim(〈X〉 ∩ 〈Y 〉).
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Da álgebra linear, sabe-se que
u+ v − w = dim(〈X〉+ 〈Y 〉) ≤ `
e que existem matrizes de posto completo A0, A′0 ∈ Fw×`, A1, A′1 ∈
F (u−w)×`, A2, A′2 ∈ F (v−w)×` e A3, A′3 ∈ F (`−u−v+w)×` tais que
〈A0〉 = 〈X〉 ∩ 〈Y 〉,
〈[
A0
A1
]〉
= 〈X〉,
〈[
A0
A2
]〉
= 〈Y 〉, 〈A〉 = F `,
e
〈A′0〉 = 〈X ′〉∩〈Y ′〉,
〈[
A′0
A′1
]〉
= 〈X ′〉,
〈[
A′0
A′2
]〉
= 〈Y ′〉, 〈A′〉 = F `,
em que
A =

A0
A1
A2
A3
 e A′ =

A′0
A′1
A′2
A′3
 .
Como 〈A〉 = 〈A′〉 = F `, tem-se que A,A′ ∈ GL`(F ), de modo que
existe T ∈ GL`(F ) tal que A′ = AT . Daí, tem-se A′i = AiT , para
0 ≤ i ≤ 3. Adicionalmente, tem-se
X = P1

A0
A1
0(n−u)×`
 , X ′ = P2

A′0
A′1
0(n−u)×`
 ,
em que P1, P2 ∈ GLn(F ) e
Y = Q1

A0
A2
0(m−v)×`
 , Y ′ = Q2

A′0
A′2
0(m−v)×`
 ,
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em que Q1, Q2 ∈ GLm(F ). Portanto,
X ′ = P2

A′0
A′1
0
 = P2

A0T
A1T
0
 = P2

A0
A1
0
T = P2P−11 XT,
e
Y ′ = Q2

A′0
A′2
0
 = Q2

A0T
A2T
0
 = Q2

A0
A2
0
T = Q2Q−11 Y T.
O resultado agora segue definindo P = P2P−11 e Q = Q2Q−11 .
Como consequência, tem-se o seguinte.
Lema B.5. Sejam X,X ′ ∈ Tu(Fn×`) e Y, Y ′ ∈ Tv(Fm×`) tais que
〈Y 〉 ⊆ 〈X〉 e 〈Y ′〉 ⊆ 〈X ′〉. Então, existem P ∈ GLn(F ), Q ∈ GLm(F )
e T ∈ GL`(F ) tais que X ′ = PXT e Y ′ = QY T .
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