Abstract. The discretization of linear partial differential equations with random data by means of the stochastic Galerkin finite element method results in general in a large coupled linear of system of equations. Using the stochastic diffusion equation as a model problem, we introduce and study a symmetric positive definite Kronecker product preconditioner for the Galerkin matrix. We compare the popular mean-based preconditioner with the proposed preconditioner which -in contrast to the mean-based construction -makes use of the entire information contained in the Galerkin matrix. We report on results of test problems, where the random diffusion coefficient is given in terms of a truncated Karhunen-Loève expansion or is a lognormal random field.
Introduction.
Today an important part of uncertainty quantification in modeling physical phenomena is the approximate solution of partial differential equations (PDEs) with random input data. We employ the stochastic Galerkin finite element method (SGFEM) [11, 3] for this task. In contrast to other competing approaches, such as the Monte Carlo Galerkin FEM or the recently introduced stochastic collocation FEM [2] , stochastic Galerkin finite element discretizations require the solution of a large coupled linear system of Galerkin equations. In this paper we focus on the stochastic left-hand side problem [9] , i.e., a PDE with a stochastic differential operator. Our model problem is the diffusion equation with a random diffusion coefficient. For the stochastic discretization we use global complete polynomials which preclude a transformation of the Galerkin matrix to block-diagonal form in general [26] . Then, the construction of preconditioners for the fast and robust iterative solution of the large Galerkin system is essential. To date a preconditioner based on the mean value of the random diffusion coefficient has been mainly used in the SGFEM [12, 24, 17] , and has been analyzed for diffusion coefficients given in terms of a truncated Karhunen-Loève (KL) expansion [25] . However, the mean-based preconditioner uses only very limited information on the Galerkin matrix. Moreover, a mean-based construction might be unsuitable for random input data where large deviations from mean values occur. Based on the work of Van Loan and Pitsianis [27] we construct and analyze a more powerful preconditioner which also takes advantage of the special Kronecker product structure of the Galerkin matrix. The proposed preconditioner is a symmetric and positive definite matrix and can therefore be used in conjunction with the conjugate gradient method [13] .
The point of departure is the steady-state diffusion problem
where we assume homogeneous Dirichlet boundary conditions for the simplicity of presentation. Regarding the randomness of the diffusion coefficient we assume T = T (x , ω) to be a random field, i.e., a family of random variables T (x , ·) with index variable x ∈ D. Each random variable takes on values in R and is defined on a probability space (Ω, A, P ), where Ω denotes the set of elementary events, A is a σ-algebra on Ω generated by the random variables * Institut für Numerische Mathematik und Optimierung, Technische Universität Bergakademie Freiberg, D-09596 Freiberg, Germany
T (x , ·), and P is a probability measure. In addition we assume that the random field T is bounded and strictly positive, that is 0 < T ≤ T (x , ω) ≤ T u < ∞ a.e. in D × Ω.
(1.
2)
The diffusion coefficient's randomness propagates to the output variable p which becomes a random field as well. Hence the diffusion problem (1.1) transforms to the problem of finding a random field p = p(x , ω) such that, P -almost surely (P -a.s.), − ∇· (T (x , ω) ∇ p(x , ω)) = F (x ) in D × Ω, p(x , ω) = 0 on ∂D × Ω.
3)
The remaining part of this paper is organized as follows. In Section 2 we briefly review random field representations which we shall use in our numerical examples, namely the KL expansion and the Wiener polynomial chaos expansion. Section 3 summarizes the discretization steps of the SGFEM applied to the stochastic diffusion problem (1.3). In particular we discuss the structure of the resulting Galerkin linear system of equations. In Section 4 we review the definition and properties of the mean-based preconditioner including spectral bounds for the preconditioned Galerkin matrix. Section 5 contains the new contributions of this work.
The introduction and interpretation of the Kronecker product preconditioner is followed by the derivation of spectral bounds for the preconditioned Galerkin matrix for random diffusion coefficients given in terms of a truncated KL expansion. A discussion of computational costs for the application of the mean-based and our proposed preconditioner completes the section.
Finally, in Section 6 we give the results of numerical experiments.
2. Input random field models. For the representation of the random diffusion coefficient T = T (x , ω) we use random field expansions which separate the spatial variable x and the stochastic variable ω. All representations require only second-order information on the random field or are nonlinear transformations of such fields.
Karhunen-Loève expansion.
A popular representation for random fields in the SGFEM is the Karhunen-Loève expansion [18] , which requires the mean value t 0 (x ) = T (x , ·) and the covariance function Cov(x , y ) = (T (x , ·) − t 0 (x ))(T (y , ·) − t 0 (y )) of a random field. We mention two covariance models common in geostatistics:
where r denotes the Euclidean distance between x and y and c, c 1 , c 2 are correlation lengths. Note that in (2.1) the variance of T is assumed constant, Cov(x , x ) = σ 2 . The starting point for a KL expansion is the Fredholm integral operator
whose kernel function is the correlation function of the random field under consideration: c(x , y ) = Cov(x , y )/σ 2 . If the kernel function is real-valued and bounded, then the integral operator (2.2) is compact having a countable set of real eigenvalues λ m > 0, m = 1, 2, . . . , which decay to zero [8, Chapter III] . The associated normalized eigenfunctions k m with
Utilizing the eigenpairs of the integral operator C in (2.2), the KL expansion of T may be stated as [18] :
Above, the random variables {X m } ∞ m=1 are mutually uncorrelated, have zero mean, and unit variance, that is X m X n = δ m,n , see [1, 11] . Without further assumptions the KL expansion (2.4) converges in L 2 (D × Ω), whereas for continuous covariance functions the convergence is in the mean square sense uniformly on D.
We assume that the eigenvalues in expansion (2.4) are arranged in decreasing order. The normalization of the eigenfunctions together with (2.3) implies
Hence the truncation of the KL expansion -which is necessary in an actual computation -can be performed in a way such that a given amount of the random field's total variance is captured. Retaining the first M + 1 terms in expansion (2.4), the truncated KL expansion of T then reads
2.2. Wiener polynomial chaos expansion. In contrast to the KL expansion, a Wiener polynomial chaos expansion involves terms which are in general nonlinear in a countable set of random variables. We shall use it for the representation of lognormal random fields, which are popular among modelers since they satisfy T (x , ω) > 0 a.e. in D × Ω. Details on the Wiener polynomial chaos expansion can be found in [16] . Now, the starting point is a separable Gaussian Hilbert space H ⊂ L 2 (Ω, A, P ), that only contains centered Gaussian random variables and is complete with respect to the norm induced by the inner product · . The Wiener polynomial chaos expansion is an L 2 -convergent representation of a random variable Y ∈ L 2 (Ω, σ(H ), P ), where σ(H ) denotes the σ-algebra generated by H . It reads 6) where the components of the random vector X = (X 1 , . . . , X m , . . . ) T form an orthonormal basis of H . The expansion above uses a set of multivariate polynomials
where h n denotes the orthonormal polynomial of exact degree n ∈ N 0 generated by the standard Gaussian probability density function. In addition, we have labeled the multivariate polynomials H α using a multi-index α ∈ I , cf. Definition 2.1.
for every fixed point x in the physical domain D, we let the expansion coefficients in (2.6) depend on x and obtain a formal representation of the random field:
The orthonormality of the polynomial chaos {H α (X (ω))} α∈I with respect to the inner product · implies that the expansion coefficients in (2.7) satisfy t α = T H α . We illustrate their computation using a lognormal random field T (x , ω) = exp(G(x , ω)) as an example. Given the KL expansion of the Gaussian field G (cf. (2.4) ),
the Wiener polynomial chaos coefficients of T are of the form:
The expression after the third equality sign above follows from [19, Chapter I,
is a sequence of non-negative integers α = (α 1 , α 2 , . . . , α M , . . . ) with compact support, i.e., only finitely many indices are nonzero. We define |α| := 
Stochastic variational formulation.
Our starting point is the variational formulation of the deterministic diffusion problem (1.1), which is given for example in [6] :
where the bilinear form a(·, ·) and linear form (F, ·) D are defined as
The space
is a subspace of the Sobolev space H 1 (D). The variational formulation of the stochastic diffusion problem (1.3) differs from its deterministic counterpart (3.1) in two points. Since the solution of the stochastic diffusion problem (1.3) is a random field, we modify the (bi)linear forms and the variational space. In the SGFEM one chooses the tensor product variational space
denotes the space of all square-integrable random variables with respect to the probability measure P . Applying the expectation operator · on both sides of (3.1) we arrive at the variational formulation of the stochastic diffusion problem (1.
The Lax-Milgram theorem [6, Theorem 2.7.7] shows that the stochastic variational formulation (3.2) possesses a unique solution, since the assumption (1.2) ensures both the continuity and coercivity of the bilinear form a(·, ·) . For the source term we require
3.1. Finite dimensional noise. Following a common approach in the SGFEM [3, 4, 20, 10] we transform the variational problem (3.2) into an equivalent one assuming that the stochastic diffusion coefficient T can be represented in terms of a finite number M ∈ N of independent random variables {X m } M m=1 with given probability density functions ρ m :
A consequence of the independence of these variables, which are often termed 'finite-dimensional noise', is that their joint probability density function ρ :
In addition, we assume that the random variables {X m } M m=1 are centered and have unit variance. The finite-dimensional noise assumption implies, in view of the Doob-Dynkin lemma (cf. [23] ), that the output random field p may also be parametrized by the random variables
. Now, applying a standard approach in probability theory, we transfer the probabilistic structure from Ω to the range space Γ :
We identify the space L 2 , which is a part of the stochastic variational formulation (3.2), with the weighted L 2 -space
where B M denotes the Borel σ-algebra on Γ. The expectation operator may be rewritten as X = Γ ξρ(ξ) dξ. In summary, the reformulated version of the stochastic variational problem (3.2) reads:
In the next section we discuss the discretization of this variational problem.
Galerkin approximation.
In the SGFEM one selects two finite-dimensional sub-
. The deterministic variational space X h is free of choice.
For the stochastic subspace S d we employ (global) M -variate polynomials on Γ according to the finite-dimensional noise assumption. Regarding the degree of these polynomials, we shall use polynomials with bounded total degree, i.e.,
where we have introduced the notation
stochastic degrees of freedom (DOFs). We shall use basis functions for S d of the form
where ψ (m) n denotes the orthonormal polynomial of exact degree n ∈ N 0 generated by the density function ρ m . This construction is borrowed from the Wiener polynomial expansion, cf. Section 2.2, where we consider the special case of standard Gaussian density functions. The generalization described above follows a proposal of Xiu and Karniadakis [28] , who have introduced a 'generalized polynomial chaos' or Wiener-Askey chaos for the representation of random fields with non-Gaussian underlying random variables.
For the stochastic subspace we arrive at S d = span{ψ α : α ∈ I d }, where
Clearly there is a bijection ι : {1, . . . , N ξ } → I d , that assigns a unique integer j ∈ {1, . . . , N ξ } to each multi-index ι(j) ∈ I d and vice versa. Therefore we shall use these multi-indices ι(j) for labeling the basis functions ψ of S d in the sequel. For convenience we assume that the random diffusion coefficient T possesses an L 2 -convergent expansion in terms of the multivariate polynomials (3.5), which, in addition, separates the spatial and stochastic variables:
The random field models for T discussed in Section 2 satisfy this assumption. For the Wiener polynomial chaos expansion this is true by construction. Assuming the random variables in a KL expansion of a random field independent, expansion (2.4) also fits into this scheme since the random variables therein are centered and have unit variance. Now, we insert the trial function p(
together with the separable expansion (3.7) of T into the modified stochastic variational formulation (3.3) and arrive at a linear system of equations in N x · N ξ unknowns:
for k = 1, . . . , N x and = 1, . . . , N ξ . Above, we have interchanged the expectation operator with the expansion of T , as pointed out by Matthies and Keese [20, Remark 17] . We note that the sum over the set of multi-indices on the left-hand side of equations (3.8) is finite, since the inner product ψ α ψ ι(j) ψ ι( ) is nonzero in only finitely many cases, as shown by Keese [17, Theorem 4.1] . More precisely, we have ψ α ψ ι(j) ψ ι( ) = 0 for α ∈ I \ I 2d . Therefore we replace the infinite set of multi-indices I with the set I 2d in the sequel. In other words, the Galerkin projection onto the subspace S d performed in the SGFEM implies a 'natural' truncation of the expansion (3.7) of T once the number of underlying random variables M and the total degree of the polynomials d has been chosen.
Structure of Galerkin matrix.
In this section we explain the Kronecker product structure of the matrix associated with the Galerkin equations (3.8), which is the foundation of our proposed Kronecker product preconditioner. To expose the structure, we collect the unknowns p i,j in block vectors, where each block vector contains all unknowns that are associated with one fixed stochastic degree of freedom:
. . .
Obviously this ordering induces the following block structure of the linear system of equations:
where every matrix A (j, ) ∈ R Nx ×Nx is a linear combination of finite element stiffness matrices:
Similarly, every vector b ( ) ∈ R Nx is a linear combination of finite element load vectors:
Now, collecting all expected values accordingly, we define the stochastic Galerkin matrices
Then, it is easy to see, that the global Galerkin matrix, i.e., the coefficient matrix of the linear system of equations in (3.10), which we denote by A in the sequel, takes on the form
Above, the symbol ⊗ denotes the Kronecker product [15, Definition 4.2.1]. The number of terms in representation (3.12) is equal to the number of terms in the truncated expansion of the random diffusion coefficient (3.7). Thus, if T is given in terms of a truncated KL expansion, there are only M + 1 terms in the sum. In contrast, if T is a lognormal random field, we have
terms in the Kronecker product representation of A.
4. Mean-based preconditioner. In the remaining part of this paper we consider the problem of solving the Galerkin system (3.8) by iterative methods. Clearly, the associated Galerkin matrix A, as given in (3.12), is symmetric. Moreover, assumption (1.2) together with the Galerkin projection implies, that A is also positive definite. Therefore we shall use the conjugate gradient (CG) method [13] for solving the linear system of equations (3.8). Unfortunately, the Galerkin matrix A is ill-conditioned with respect to the spatial and stochastic discretization parameters, for example, the finite element mesh size, the number of random variables or the (total) degree of the multivariate stochastic basis polynomials. We refer to [25, Lemma 3.7] for an instructive example. The construction of efficient preconditioners for A is therefore an important task, when it comes to the practial implementation of the SGFEM. However, preconditioning the CG method requires symmetric positive definite matrices.
To date, a preconditioner based on the mean value T of the diffusion coefficient has been mainly used in the SGFEM [12, 24, 17, 25] . Its construction is based on the observation, that the term in the Kronecker product representation of A in (3.12) with |α| = 0 corresponds to the continuous problem, where the random diffusion coefficient T has been replaced by its mean value T . Therefore it is natural to approximate the global Galerkin matrix A by this term, a technique which is called mean-based preconditioning. We first summarize known results on this type of preconditioning before introducing a (non-mean-based) Kronecker product preconditioner in Section 5.
4.1. Definition. Following the description above, the mean-based preconditioner for A is of the form
where A 0 ∈ R Nx ×Nx denotes the mean stiffness matrix:
Note that the left Kronecker factor in (4.1) is just the Gramian of the basis functions {ψ ι(j) } N ξ j=1
of S d , which -in view of their orthonormality -means, that it is the N ξ × N ξ identity matrix. Clearly, the symmetry of A 0 implies the symmetry of the preconditioner P 0 . Moreover, under assumption (1.2) the mean value T is strictly positive a.e. in the physical domain D. Thus the matrix A 0 is positive definite, hence P 0 is also positive definite.
Since P 0 is a block-diagonal matrix, P −1 0 x can be computed by grouping the vector x according to the blocks as demonstrated in (3.9) first and then applying the action of A −1 0 to each of these blocks. In other words, P
Spectral bounds.
The idea of mean-based preconditioning for stochastic Galerkin finite element discretizations of the stochastic diffusion problem (1.3) has already been studied by Ghanem, Kruger and Pellissetti [12, 24] , Keese [17] , Powell and Elman [25] for random diffusion coefficients given in terms of a truncated KL expansion. In addition to numerical results, the work of Powell and Elman contains eigenvalue inclusion bounds for the spectrum of P −1 0 A, where Gaussian or uniform random variables are employed for the stochastic discretization, see [25, Theorem 3.8] . A slightly more general result is given in [26] , where we only assume that the random variables in the truncated KL expansion of T are independent and distributed according to even density functions ρ m : . For a random diffusion coefficient of the form (2.5), where the random variables are independent and distributed according to even probability density functions (cf. (4.3) ), the eigenvalue bounds
hold, where t d+1 , respectively. 5. Kronecker product preconditioner. In this section we introduce and discuss a new approach for preconditioning the global Galerkin matrix A in (3.12). Our motivation for this work is an improvement of the mean-based preconditioner P 0 = I ⊗ A 0 , see Section 4, while preserving its simple Kronecker product form. Linear systems with P 0 are easy to solve, since the inverse of a Kronecker product of two matrices is just the Kronecker product of the inverses of the two Kronecker factors. Moreover, P 0 is a block-diagonal matrix, since the left Kronecker factor is the identity matrix. On the other hand, for this reason the left Kronecker factors in
ξ (and R = I Nx ). In addition, the matrix P should be symmetric and positive definite, since we intend to use the preconditioner in conjunction with the CG method.
5.1. Review of general framework. Our proposed preconditioner is based on the work of Van Loan and Pitsianis [27] . They construct an approximation to a general matrix A of the form P = L ⊗ R, such that ||A − L ⊗ R|| F is minimized, where || · || F denotes the Frobenius norm [14, 
For this reason we consider a simpler minimization problem, which is also solved in the work of Van Loan and Pitsianis. In [27, Section 4] they study the problem of minimizing ||A − L ⊗ R|| F with a fixed left Kronecker factor L of appropriate size and the problem of minimizing ||A − L ⊗ R|| F with a given matrix R of appropriate size. The solutions of these problems are available in closed form and require the concept of a matrix trace. For A ∈ R n×n , the trace of A is defined by
We recall the findings of Van Loan and Pitsianis without proof.
Lemma 5.1 ([27, Theorem 3]). Suppose m = m 1 m 2 , n = n 1 n 2 , and A ∈ R m×n . If R ∈ R m2×n2 is fixed, then the matrix L ∈ R m1×n1 defined by
is fixed, then the matrix R ∈ R m2×n2 defined by
For the application we have in mind, the first part of Lemma 5.1 is of particular interest. Fixing the right Kronecker factor R = A 0 , and defining the left Kronecker factor L according to equation (5.1), yields a non-mean-based preconditioner P 1 = L ⊗ A 0 . The remaining question about the symmetry and positive definiteness of P 1 is also resolved in the work of Van Loan and Pitsianis. In [27, Theorem 10] they show that the matrices L defined in (5.1) and R defined in (5.2) are symmetric positive definite provided A and R or L, respectively, are symmetric positive definite.
Definition and interpretation. Our starting point is the global Galerkin matrix
A defined in (3.12) together with the mean stiffness matrix A 0 in (4.2). We compute a matrix
According to equation (5.1) above with R = A 0 , the entries of G are given by
Hence we arrive at
and define our proposed Kronecker product preconditioner
Note that the matrix P 1 is symmetric and positive definite. Indeed, the global Galerkin matrix A and the mean stiffness matrix A 0 are symmetric and, as a consequence of assumption (1.2), positive definite. Then, according to the work of Van Loan and Pitsianis, the matrix G in (5.3) is also symmetric positive definite, see Section 5.1. Finally, the Kronecker product of two symmetric positive definite matrices is again symmetric positive definite [15, Corollary 4.2.13].
By construction, P 1 is the nearest matrix to A of the form L ⊗ A 0 with respect to the Frobenius norm. Moreover, it can be considered as a corrected version of the mean-based preconditioner P 0 :
In addition to looking at the matrix P 1 as a mere correction of P 0 , we may also interpret the action of P 1 as a composition of P 0 and G ⊗ I Nx . Indeed, we have
Finally, to complete the interpretation of P 1 , we mention one case where the preconditioner P 1 is exact.
Lemma 5.2. Let the random diffusion coefficient T possess a separable expansion of the form (3.7), where the expansion coefficients t α , α ∈ I 2d , are independent of the spatial variable x . Then, the preconditioner P 1 in (5.4) is exact, i.e., there holds P 1 = A.
Proof. The assumption on the expansion coefficients t α implies that t 0 = T is constant. Hence the right Kronecker factors in the representation of the global Galerkin matrix A in (3.12) are of the form
for i, k = 1, . . . , N x and α ∈ I 2d , with the mean stiffness matrix A 0 defined in (4.2). Therefore the matrix A can be rewritten as
Since P 1 is the best approximation to A of the form L ⊗ A 0 , there holds P 1 = A.
Spectral bounds.
Next we analyze the preconditioner P 1 . We begin with a general result on spectral bounds for the preconditioned matrix P 
Proof. For the smallest eigenvalue of P −1 1 A we obtain the estimate Just as in Section 4, we study the special case where the diffusion coefficient T is given by a truncated KL expansion, in which all random variables are assumed independent and distributed according to even probability density functions. Utilizing the bounds in Lemma 5.3 we deduce Corollary 5.4. For a random diffusion coefficient of the form (2.5) with independent random variables distributed according to even density functions the eigenvalue bounds
hold, where
7) d+1 , respectively. Proof. Recall that for a random diffusion coefficient T of the form (2.5) we consider only multi-indices α ∈ I 2d with |α| ≤ 1 in expansion (3.7). For convenience we use the natural numbers m = 1, . . . , M for labeling the stochastic Galerkin matrices G α and the stiffness matrices A α with |α| = 1, α m = 1, which correspond to the diffusion coefficient's KL eigenpairs (λ m , k m ).
For an application of the bounds given in Lemma 5.3, we first establish eigenvalue bounds on the matrix G defined in (5.3) , which reads
in our special case. To this end we estimate the coefficients in front of the matrices G m , m = 1, . . . , M, above:
For the stochastic Galerkin matrices G m the spectral bounds 
(5.12)
The assumption 0 < τ 2 < 1 implies 0
Bounds on the spectrum of A
, which is represented in terms of the deterministic finite element shape functions. We arrive at
that is
Utilizing Lemma 5.3, we obtain bounds on the spectrum of P −1
1 A while combining all estimates above:
Theoretically, the bounds on the spectrum of P 
5.4.
Comparison with mean-based preconditioner. Now we compare the meanbased preconditioner P 0 with our proposed preconditioner P 1 in practice. Therefore we reproduce the results of Example 3.14 in [25] .
Example 5.5. We consider the stochastic diffusion problem (1.3) with D = (−0.5, 0.5) 2 . The spatial discretization uses a mesh of 8 x 8 square spectral elements with 2 Gauss-LegendreLobatto (GLL) nodes per element [7, Chapter 2] in each spatial direction for the approximation of p, yielding N x = 49. The diffusion coefficient T is a Gaussian random field with constant mean t 0 (x ) = 1 and covariance function (2.1a), where c 1 = c 2 = 1 and σ = 0.1. Since the kernel is separable, the eigenpairs of the integral operator (2.2) can be expressed in terms of associated one-dimensional integral eigenproblems the exact solutions of which are given in [11, pages 27-29] .
In Tables 5.1 Example 5.6. We consider again Example 5.5. All discretization parameters remain unchanged, but now we use a diffusion coefficient of the form T = exp(G). The Gaussian random field G has constant mean G = 1 and covariance function (2.1a) with c 1 = c 2 = 1. In addition we choose σ = 0.01 and σ = 0.3 for G according to Examples 3.15 and 3.16 in [25] . even for a larger value σ = 0.1 but in conjunction with a small total degree d, the difference in the extremal eigenvalues is not as pronounced as for the case σ = 0.3. Hence we cannot expect to reduce the number of CG iterations substantially when applying the preconditioner P 1 instead of P 0 . For σ = 0.3 and M = 1 the smallest eigenvalue of P −1 1 A is considerably closer to one than the smallest eigenvalue of P We conclude from these experiments that we can expect a better performance of the CG method together with our proposed preconditioner P 1 compared to the mean-based preconditioner P 0 in terms of iteration counts, although we cannot expect considerable savings in terms of the CG iteration count for moderate values of σ and the polynomial degree d. In addition, the computed extremal eigenvalues of P still depends on the stochastic discretization parameters. In Section 6 we test the performance of our proposed preconditioner P 1 for more complex problems. 
Computational costs.
The implementation of the preconditioned CG method requires the solution of linear systems with the matrix acting as preconditioner in every iteration. As already explained in Section 5.2, the action of P 1 can be considered as composition of the action of P 0 and G ⊗ I Nx . Thus the solution of linear systems with the system matrix P 1 is always more expensive than solves with the system matrix P 0 . Furthermore, in contrast to the mean-based preconditioner P 0 , our proposed preconditioner P 1 is not a block-diagonal matrix, which requires a little more thought for a feasible implementation of P 1 .
For the implementation of both the matrix-vector product with the global Galerkin matrix A in (3.12) and the action of G −1 ⊗ I Nx we follow the implementation given in [21, Section 2] by Moravitz and Van Loan. Then the action of G −1 ⊗ I Nx requires the solution of N x linear systems in N ξ unknowns with system matrix G. In our examples we employ MATLAB's backslash operator for this task, since the number of stochastic degrees of freedom N ξ was small. Depending on the number of random variables and the total degree of the stochastic shape functions this might require a more sophisticated implementation. In addition the matrix G is in general a dense matrix. In summary, the action of P we must solve N x linear systems in N ξ unknowns, in addition to the work required for the implementation of P 0 .
The computation of the matrix G in (5.3) constitutes the difference in the setup of the preconditioners P 0 and P 1 . Therefore the setup costs for P 1 depend on the number of terms in the Kronecker product representation of A in (3.12), whereas the setup costs for P 0 are fixed regardless of the parameters of the stochastic discretization. Furthermore, the setup of G requires the computation of matrix traces tr(A T α A 0 ). This task can be performed efficiently for sparse stiffness matrices A α , since these matrices and the mean stiffness matrix A 0 have the same sparsity pattern.
5.6. Closing remark. Finally, to complete the discussion about the mean-based and our proposed preconditioner, we note that P 0 is the best approximation to A of the form I N ξ ⊗ R with respect to the Frobenius norm for certain special cases. To see this, we first compute the nearest Kronecker product matrix to A of the form I N ξ ⊗ R in general. Applying equation (5.2) in Lemma 5.1, a straightforward calculation gives the entries of the corresponding right Kronecker factor
Now, we assume that the diffusion coefficient is given in terms of a truncated KL expansion (2.5), where all random variables are assumed independent and distributed according to even probability density functions. Then the eigenvalues of the stochastic Galerkin matrices G α with |α| = 1 are symmetric about the origin, see [26, Corollary 3.4.2] . Hence their trace is zero, tr(G α ) = 0, and the matrix R in (5.13) above reduces to R = A 0 . Thus the mean-based preconditioner P 0 is the nearest matrix to A of the form I N ξ ⊗ R with respect to the Frobenius norm in this special case.
6. Numerical examples. In this section we present numerical results for test problems. We use the CG method together with practical versions of the mean-based and Kronecker product preconditioner discussed in Sections 4 and 5, respectively. We employ the preconditioners
In both cases the inverse of V 0 is formed by applying one V-cycle of an algebraic multigrid method (AMG) to the matrix A 0 . The stopping criterion for the preconditioned CG method was a reduction of the Euclidean norm of the initial residual by a factor tol = 10 −8 . The reported results were performed using MATLAB 7.4 together with a MATLAB version of the AMG code HSL MI20 [5] .
Example 6.1. We consider the stochastic diffusion problem (1.3) with D = (0, 1) 2 and F = 1. The spatial discretization uses a mesh of 10 x 10 square spectral elements with 7 GLL nodes per element [7, Chapter 2] in each spatial direction for the approximation of p, yielding N x = 3, 481. The diffusion coefficient T = exp(G) is a lognormal random field. Its underlying Gaussian random field G has constant mean G = 1 and covariance function (2.1a), where c 1 = c 2 = 10. The KL eigenpairs of G are available in closed form, cf. Example 5.5. For the stochastic discretization we use complete polynomials of maximum total degree d in M = 5 random variables, which captures 98 % of the Gaussian field's total variance.
In Table 6 .3 we list the number of stochastic degrees of freedom N ξ , the total number of unknowns N x · N ξ , and the number of terms |I 2d | in the Kronecker product representation of the global Galerkin matrix A in (3.12) corresponding to the total degree d of stochastic shape functions used.
The Tables 6.1 the number of iterations for increasing d as well as increasing σ, whereas for the proposed preconditioner P However, in the covariance model chosen for the underlying Gaussian field, the correlation length is large compared to the size of the spatial domain. In the next example, we examine a situation where the Gaussian field has a smaller correlation length, but in conjunction with another covariance function.
Example 6.2. Again we consider the stochastic diffusion problem (1.3) with D = (0, 1) 2 and F = 1. The spatial discretization is as in Example 6.1. The diffusion coefficient T = exp(G) is a lognormal random field. Its underlying Gaussian random field G has constant mean G = 1 and covariance function (2.1b) with c = 1. We employ the Nystrom method [22] for the approximate calculation of the KL eigenpairs of G on the same mesh used already for the spatial discretization. For the stochastic discretization we use complete polynomials of maximum total degree d in M = 4 random variables, which captures 98 % of the Gaussian field's total variance. Table 6 .6 summarizes the number of stochastic degrees of freedom N ξ , the total number of unknowns N x · N ξ , and the number of terms |I 2d | in the Kronecker product representation of the global Galerkin matrix A in (3.12) corresponding to the total degree d of stochastic shape functions used in Example 6.2. The Tables 6.4 and 6.5 list the iteration counts for the CG method applied in conjunction with the mean-based and Kronecker product preconditioner, respectively, for different values of σ and d. For the mean-based preconditioner we again observe a considerable increase in the number of CG iterations for increasing d as well as increasing σ, but the difference compared to the iteration counts for the Kronecker product preconditioner is not as pronounced as for Example 6.1. Nonetheless we can save half of the iterations when applying the P (amg) 1 preconditioner instead of the mean-based preconditioner P (amg) 0 in the best case. The observations on the two test problems above support the considerations in Section 5.4, that is, we cannot expect the iteration counts for our proposed preconditioner P 1 (and its AMG version) to be independent of the stochastic discretization parameters, but the Kronecker product preconditioner performs better in terms of iteration counts than the mean-based preconditioner for large values of σ and d.
Clearly, saving iterations is not equal to saving iteration time. As already alluded to in Section 5.5, the computational costs for our proposed preconditioner are larger than those for the mean-based preconditioner. In our examples we found the setup costs for P (amg) 0 and P (amg) 1 comparable. Also, the costs per (preconditioned) CG iteration differed only slightly for the mean-based and our proposed preconditioner. However, an a priori estimation of the additional costs for the application of the Kronecker product preconditioner compared to the savings in total iteration time of the mean-based preconditioned CG method is not an easy task. For moderate values of N ξ and |I 2d |, i.e. for moderate values of M and d, and a large standard deviation σ we expect the additional costs for the application of P 1 to be negligible compared to the savings in total CG iteration time of the mean-based preconditioned CG method.
7.
Conclusions. In this work we have introduced and analyzed a symmetric positive definite Kronecker product preconditioner for Galerkin finite element discretizations of the steady-state diffusion equation with random diffusion coefficients. We have demonstrated a better performance in terms of CG iteration counts of our proposed preconditioner compared to the popular mean-based preconditioner for lognormal diffusion coefficients. Although the spectrum of the preconditioned Galerkin matrix still depends on the stochastic discretization parameters, we believe that this work can serve as a general guideline for the construction of preconditioners for stochastic Galerkin discretizations in the future. Moreover, our approach is applicable not only to stochastic diffusion problems but to Galerkin discretizations of linear SPDEs, since it is based on best approximations to general matrices with respect to the Frobenius norm.
