Abstract: Many existing algorithms for light detection and ranging (lidar) data classification are known to perform reliably; however, the automation of the classification of complex urban scenes is still a challenging problem. In this paper, two classification algorithms based on spatial autocorrelation statistics, such as the Local Moran's I and the Getis-Ord Gi*, are proposed. These autocorrelation statistics are computed over sample urban areas, including complex terrain with diverse building characteristics. The proposed autocorrelation-based algorithms are applied to airborne lidar point clouds over the complex urban areas to generate highly accurate digital elevation models (DEMs) and classify the lidar points as ground and nonground points by using the DEMs. It is also demonstrated that the minimum-based rasterization and slopebased filtering can be integrated to effectively remove outliers from the DEMs. The test results showed that the autocorrelation-based algorithms produce high-level assessment of overall classification accuracy and Cohen's kappa index as well as a low level of total errors in complex urban scenes.
Introduction
Light detection and ranging, also known as lidar, provides point clouds by recording the echoes from the terrain surface of high-frequency laser pulses emitted from a scanner. The round trip time of the laser pulses enables the determination of the distance from the laser scanner to the terrain or objects, and then accurate threedimensional coordinates of points on the terrain or objects can be determined from the known position and attitude of the scanner. In airborne lidar, the acquisition equipment is mounted on aircraft, laser pulses from the equipment are emitted toward the terrain by the scanning system normal to the flight direction, and the returned pulses are recorded for each emitted pulse. The aircraft is equipped with a global navigation satellite system (GNSS) receiver for the determination of instantaneous positions of the aircraft and an inertial measuring unit (IMU) for the determination of instantaneous velocities and orientations of the aircraft. Therefore, accurate X, Y, and Z coordinates representing easting, northing, and elevation values, respectively, of the point cloud data can be determined. A digital surface model (DSM) derived from airborne lidar data includes all unclassified lidar points, but for the creation of the digital elevation model (DEM), nonground points have to be filtered out from all lidar points, and the remaining points are normally considered as ground points. Therefore, classification of lidar data as ground and nonground is essential for the DEM creation. DEMs are then the basis for further feature extraction, such as building edge detection in urban areas. DEMs generated by airborne lidar are far more accurate than those produced from satellite-borne mapping equipment, e.g., the Shuttle Radar Topography Mission (SRTM) (Pingel et al. 2013) . High-accuracy DEMs are required for a variety of applications, e.g., surveying, civil engineering, urban planning, and hydrology modeling. High-accuracy DEMs can be obtained by reliable classification of lidar data as ground and nonground points. Airborne lidar enables the determination of a normalized digital surface model (NDSM), which is the difference between the DEM and the DSM. Airborne lidar is also used to create digital building models (DBMs), which are essential for civil and urban projects. For example, DBMs can be used for footprint extraction and mapupdating purposes. In urban morphology studies DBMs are used to measure the spatial metrics, such as a floor area ratio (FAR) and a building coverage ratio (BCR).
Naturally, lidar points representing the ground are clusters of low elevation values, and the points representing nonground, e.g., buildings and trees, form multiple clusters of higher elevation values. Although the clustering algorithms for lidar data classification are based on correlations among points (Brovelli and Cannata 2004) , and elevation information is regarded as a variable that is "positively spatially autocorrelated" (Lloyd 2010, p. 80) , the potential of local autocorrelation statistics, such as the Local Moran's I (LMI) and the Getis-Ord Gi* (denoted by G Ã i ), for lidar data classification has not been fully investigated yet. Some cluster-based algorithms have been reported by Sithole and Vosselman (2004) , in which the main assumption is that clustered points of higher elevation than their neighbors are more likely to represent aboveground objects than ground. Several problems have been reported regarding existing lidar classification algorithms; the main problem is that they have been tested on relatively flat surfaces, therefore, as Meng et al. (2010) suggested, it is necessary to conduct further tests on more complex surfaces with varying elevation values. Chen et al. (2012) reported that it is challenging to obtain a reliable DEM in urban areas, especially when large buildings and a variety of urban features are present. This problem was recently revisited by Pingel et al. (2013) using many filtering algorithms (not only cluster-based ones but also other types), but their performance did not show improvements in complex and highly rugged scenes.
This paper aims to use the local autocorrelation statistics of LMI and G Ã i for lidar data classification, based on the hypothesis that clusters of lower elevation values that are significantly different from the local mean would represent the ground surface. This hypothesis is particularly useful in developing a robust algorithm for the derivation of reliable DEMs in complex urban scenes. For a full assessment of the autocorrelation statistics-based algorithms, a test was conducted on a lidar data set over the main campus of the University of New South Wales (UNSW) consisting of three distinctive areas of complex, sloping, and flat scenes, because the campus includes large and small buildings with high and low elevations, high and low vegetation, and uneven terrain. Additionally, the autocorrelation-based algorithms were compared with the well-known algorithms by Axelsson (2000) , Elmqvist et al. (2001) , Pfeifer et al. (2001) , Meng et al. (2009), and Pingel et al. (2013) by applying the algorithms to three samples of the International Society for Photogrammetry and Remote Sensing (ISPRS) data sets, i.e., Sample Reference Numbers 12, 23, and 31.
There are two main approaches in lidar data classification: rasterization-based classification and point-by-point classification (Axelsson 1999; Meng et al. 2009; Sithole and Vosselman 2004) . Algorithms from Meng, Pfeifer, and Pingel are rasterization based, i.e., interpolated surfaces from elevation values of lidar points are used. The Axelsson and Elmqvist algorithms are point-by-point classification methods, i.e., each lidar point is classified directly. Point-by-point classification is chosen for this research.
Among ground filtering algorithms, that of Axelsson (2000) has been reported as the best performing algorithm (Meng et al. 2009; Pingel et al. 2013; Sithole and Vosselman 2004) with the highest kappa index (84.19%). Another high-performing algorithm is that of Pfeifer et al. (2001) with a mean kappa index of 75.27%. The algorithm of Meng et al. (2009) also performs well with a mean kappa index of 79.93%. Elmqvist's algorithm (Elmqvist 2002; Elmqvist et al. 2001 ) performs well for urban scenes with mixed buildings and vegetation, including large objects and buildings on sloping terrain (Sithole and Vosselman 2004) . A more recent algorithm proposed by Pingel et al. (2013) is reported to outperform Axelsson's algorithm with a mean kappa index of 85.40%.
In this paper, first the autocorrelation statistics are reviewed. Second, the proposed autocorrelation-based filtering algorithms for improving DEMs are presented. Third, skewness and kurtosis are used for the DEM generation validation. Fourth, omission and commission errors are measured for the validation of the proposed point-by-point classification. In addition, point classification results are compared with other algorithms using the kappa index and total level of error. Moreover, the performance of the autocorrelationbased algorithms is assessed using an overall accuracy measure. Last, a discussion on the strengths and limitations of the proposed algorithms is provided.
Theoretical Background
Investigating the correlation among observations in terms of one variable is defined as spatial autocorrelation. Generally, a large amount of observations are required for calculation of spatial autocorrelation statistics. One measure of spatial autocorrelation widely used in geographic information systems (GIS) is Moran's I (MI) (Lloyd 2010) , which is an extended version of Pearson's productmoment correlation coefficient to a single variable (Cliff and Ord 1970; Paradis 2009 ). Pearson's correlation between two variables x and y from n observations is defined as
where x and y are the mean values of x and y, respectively. For a univariate series, say x, MI will estimate the correlation between x i and x j (Paradis 2009 ). In the proposed algorithms, autocorrelation statistics are applied to the variable describing the elevation of lidar points to determine whether or not x i and x j belong to the same class. In spatial autocorrelation statistics, a weight is assigned to each pair x i ; x j ð Þ because, in a spatial pattern, nearby observations are more likely to have similar values than observations further away. For n observations of a single variable, MI is defined as (Paradis 2009 )
where w ij = normalized weight between two observations x i and x j
The normalized weight is defined as inversely proportional to the distance between two observations
where d ij = distance between observations x i and x j . Local indicators of spatial association (LISA) have been developed by Anselin (1995) based on global indicators of spatial autocorrelation to improve the clustering of similar values in a predefined neighborhood. LMI is one form of LISA introduced by Anselin (1995) as follows:
where N i = neighborhood of x i . Because LMI is a neighborhood-dependent indicator, the z-score of LMI rather than LMI itself is used in the proposed classification. Getis and Ord (1996) defined the LMI z-scores as follows:
where E I i ½ and V I i ½ = expected mean and the variance of I i , respectively. Getis-Ord G is another global autocorrelation statistic on which two local statistics are based, namely G i and G Ã i . The main difference between the two is that, for G i , only the observations in the neighborhood of x i contribute to the calculation of spatial autocorrelation, but for G Ã i , the observation x i also contributes to the calculation. It should be noted that G Ã i itself can be used as a z-score and is implemented in the autocorrelation-based algorithms. Getis and Ord (1992) and Paradis (2009) 
where n i = number of points in N i . As can be seen in Eq. (7), Gi* is a z-score and applying Gi* to each neighbor results in a z-score for each point. As Cramer et al. (2012) confirmed, a low z-score for a feature demonstrates that its neighbors have low values.
Autocorrelation-Based Classification Algorithms
The hypothesis applied to the autocorrelation-based algorithms is that ground points reside on the cluster of lowest elevation values in a predefined neighborhood at the level of 95% confidence in a twotailed test of a normal distribution, and the object points can be extracted by obtaining a NDSM. This differs from the existing cluster-based algorithms that use simply the lowest cluster without local statistics. In the autocorrelation-based algorithms, the cluster of low elevation values is labeled initially as ground, which is then used for generating a DEM. Hence, the autocorrelation-based algorithms can be classified as both a cluster-based and a local statistics-based estimation of a surface. An advantage of the local surface estimation was reported by Sithole and Vosselman (2004) . After testing eight algorithms, they concluded that local surface estimation performs better than height-differenced algorithms. For statistical tests, the level of confidence needs to be determined so that the hypothesis can be accepted. The observed level of confidence is referred to as a p-value. The most common levels of confidence in terms of p-values are 0.1, 0.05, and 0.01 (Mitchell 2005) . The critical values of z-scores indicate the ranges over which a null hypothesis can be rejected at a certain confidence level (Mitchell 2005) . For example, to reject the null hypothesis in a confidence level of 0.01, a z-score has to be outside the range of −2.58 to þ2.58.
Underpinning the calculations for the determination of clusters or outliers depends on z-scores and p-values. The null hypothesis for a random lidar point would be based on a small z-score, because its LMI is expected to be close to the mean LMI of its neighbors. It is observed that large positive or negative z-scores separate the clusters into either low (i.e., ground) or high (i.e., nonground) elevation values. The confidence levels of the p-value in conjunction with critical values of LMI z-scores are chosen to be 0.05 and 62.58 in a two-tailed test of normal distribution, respectively. The points with these values have a 95% probability of being in a cluster of lowest values. The authors selected 62.58 as the critical z-scores and a two-tail 0.95 confidence level so that there is only a 5% chance of erroneously rejecting the null hypothesis.
In the autocorrelation-based algorithms, the assumed ground points are chosen based on the confidence tests of p-values and z-scores. In this study, the lidar data classification algorithms use the local autocorrelation statistics of LMI and G Ã i based on the assumption that clusters of elevation values whose z-scores are significantly different from the local mean would represent ground. The initial results derived by the ground classification are used to generate a DEM which, in turn, is used for separating ground and nonground lidar points. To derive initial ground points to commence the classification of the UNSW data set, 100 m 2 windows are selected, and the clusters of lowest points in each window are determined as initial ground points based on the confidence tests of p-values and z-scores.
Like most filtering algorithms, the autocorrelation-based algorithms require some deterministic parameters, such as an appropriate window size and shape. In a preliminary study on the UNSW data set, the authors tested three window sizes, 100, 150, and 200 m, and found that the 100-m window provides less commission errors in ground classification. Third and fourth parameters are appropriate thresholds for z-score and p-value. It is observed that z = 2.58 and p = 0.05 decrease the level of commission errors, because one can reject the points that are not within the 95% confidence level of being in the cluster of lower points whereas, if z = 1.96 or 1.65 and p = 0.1, points in clusters of lower points with a 90% confidence level are considered as ground points. Therefore, the window size of 100 m and the significance value of z = 2.58 are applied throughout using the proposed algorithms. Fig. 1 illustrates the processes in the enhanced G Ã i -based filtering algorithm. The major steps are (1) labeling clusters of low z-values as initial ground points, (2) removing outliers from the initial ground points by rasterization of minimum elevation values, (3) generating an initial DEM using the information of the minimumbased raster, (4) removing outliers from the initial DEM by applying a slope-based algorithm and creating an enhanced DEM, (5) applying height thresholds to the enhanced DEM, and (6) classifying ground and nonground points based on the enhanced DEM. After improving the DEM, two height thresholds of 0.5 and 1 m are applied to classify ground and nonground points, in which points equal to or lower than the height threshold from the DEM are classified as ground, and the other points are classified as nonground. Height thresholds ranging from 0.5 to 2.5 m were tested by Estornell et al. (2011) , and they found that the larger the threshold, the higher is the rate of correct classification. However, the height threshold should be chosen carefully because low vegetation, such as shrubs, can be misclassified as ground if the threshold is too high. Interpolation of irregularly spaced lidar points is required to generate a DEM. Among interpolation methods, the inverse distance weighting (IDW) and natural neighbor (NaN) interpolation algorithms were tested. IDW and NaN assign interpolation weights inversely proportional to distances and overlapped Voronoi polygons, respectively. Although Anderson et al. (2005) reported that IDW is an effective method for lidar-based DEM creation, Bater and Coops (2009) found that IDW produces extreme outliers, especially in sloping terrain, whereas NaN produces the best results. Both IDW and NaN were tested to determine which is more suitable for the autocorrelation-based classification algorithms. The effect of selection of an appropriate interpolation algorithm is revealed in DEM assessment of the UNSW data set.
DEM Improvement Using Minimum-Based Rasterization
In the autocorrelation-based algorithms, a minimum-based raster is used in the DEM creation. It is a method for assigning the minimum elevation value of all points within a pixel to the elevation value of the pixel in the rasterization process. This method can reduce the outliers of a DEM by reducing the number of clustered lowest points in a local area. The concept of the minimum-based rasterization for lidar classification algorithms has been used by Sithole (2001) , Estornell et al. (2011), and Pingel et al. (2013) . Also, the minimum-based raster has been used mostly in morphological filters; for example, the first step of the filter algorithm of Pingel et al. (2013) generates a minimum surface. Calculation of local minimum values known as eroded values is the basic operation in mathematical morphology (Li et al. 2013; Meng et al. 2009; Mongus and Žalik 2012; Zhang et al. 2003) . Derivation of local minimums can be used to reduce the number of points in data (Lee et al. 2013 ) and keep the values, which are most probably ground points. For a lidar point pðx; y; zÞ, erosion can be defined as (Zhang et al. 2003) e p ¼ min 
where N is a predefined neighborhood of p. Local minimums have been applied to reduce outliers previously by Chen et al. (2012) . The cell size of the minimum raster is 5 m. The raster is then converted to a grid of points representing the minimum elevation. These grid points are used to generate the final DEM, which is used for extraction of nonground points and eventually the final ground points after removing the outliers by a slope-based algorithm, which will be described below.
Further Improvement on DEM by a Slope-Based Algorithm for Removing Outliers
Although most outliers are removed by taking minimum values in the rasterization process, some outliers may still exist in the DEM. If this is the case, a slope based-algorithm can be used to remove the remaining outliers. Slope-based algorithms were proposed to classify lidar points based on the rate of slope change between neighboring points. For example, in Roggero's algorithm (Roggero 2001) , local slopes have been used in conjunction with intensity values for classification of ground and nonground objects. Moreover, Filin (2002) used surface slopes for classification of high vegetation, low vegetation, smooth surfaces, and planar surfaces. Forlani and Nardinocchi (2007) also proposed a slope-based segmentation. Chehata et al. (2008) applied a slope map for improvement of their k-means clustering method of segmentation. Sharma et al. (2010) applied a slope threshold and focal mean filter method for removing vegetation from a DEM. These slope-based algorithms assume that the difference between two neighboring points on sloping terrain cannot surpass a threshold. Therefore, a steep slope between neighboring terrain points is unlikely to occur (Sithole 2001; Vosselman 2000) . From the slope-based algorithms, a set E of ground points in a DEM can be defined as (Vosselman 2000 )
where p i = terrain point in a data set of A; p j = another terrain point nearby p i ; Dh max = maximum height difference; and d p i ; p j ð Þ = distance between the two points. Eq. (9) provides an idea that a set O of outliers on a DEM is the complementary set of E; that is, the outliers on the DEM can be identified as
where p k and p t = neighboring cells of the DEM; and A 0 consists of the DEM and the outliers. The proposed slope-based algorithm removes the outliers, especially at the edges of buildings, because the elevation values of the tops of the building edges are much higher than the elevation values of their immediate neighbors.
Validation of Algorithms
To validate the proposed algorithms and assess their accuracy, reference DEMs for the UNSW data set were obtained by careful manual classification of ground points. The reference ground and nonground points of the ISPRS data sets are provided by ISPRS Commission III/WG3 (2003).
Validation of DEM
To assess the "goodness-of-fit" of the distribution pattern of the observed elevations, two measures can be used, namely skewness and kurtosis (Kottegoda and Rosso 2009, p. 281) . In statistics, skewness is defined as a measure of symmetry in which the skewness of a symmetrical distribution is 0; a positive skewness value indicates a longer right tail of the distribution, and a negative one shows a longer left tail. Kurtosis is a measure for comparing the group of values near the mean and the values in the tail area. Therefore, a high kurtosis value means "a high concentration about the mean with relatively thin tails" (Dovich 1992, p. 63) . Mean, skewness, and kurtosis of the differences between the achieved DEM and the reference DEM are used as the metrics for the validation of the achieved DEM. A negative skewness means that the achieved DEM is lower than the reference DEM. A mean close to zero, in addition to a high kurtosis, indicates that the achieved DEM is statistically very similar to the reference DEM.
Validation of Point Classification
For the validation of the classification results, two error types are assessed: Type 1, omission errors or false negatives, and Type 2, commission errors or false positives. Type 1 is a rejection of an acceptable result and Type 2 is an acceptance of an unacceptable result (Montgomery et al. 2011) . Therefore, the omission errors are calculated by subtracting the classified ground from the reference ground, and the commission errors are calculated by the intersection of the classified ground and the reference nonground.
To compare the performance of the autocorrelation-based algorithms with the existing algorithms using the ISPRS data sets, two validation methods, such as Cohen's kappa index (Cohen 1960 ) and total errors, are measured. Total errors in the ground filtering are calculated by summation of all incorrectly classified points divided by the total number of points (Pingel et al. 2013 ). In addition, a measure known as proportion correctly classified (PCC) was used for overall accuracy assessment of the classification results in remote sensing (Fisher 1995; Green et al. 1993; Van Genderen and Lock 1977) . In this paper, PCC is used as the overall classification accuracy of lidar points.
There are two methods for error calculation: raster-based and point-by-point calculations. In the raster-based calculation of error, the reference DEM and the achieved DEMs are compared. In the point-by-point method, the points in both reference data and the achieved classified points are compared directly without conversion to raster. The point-by-point method was chosen for error calculation, because it can show that the detailed precision of the classification and the raster-based method (which will be discussed further in the Discussion section) lack certainty in the commission error calculation because, for the UNSW data set with a point spacing of 1 m, a pixel greater than 1 m 2 can possibly contain both ground and nonground points, leading to commission errors of either ground or nonground points.
Study Extents
A complex urban scene is defined as an area including "very large objects" and "complex shape/configuration" (Sithole and Vosselman 2004, p.92) . Various elevation values (Meng et al. 2010) , variation in building forms, and the presence of vegetation (Chen et al. 2012 ) are reported as difficult urban scenes for lidar data classification. The selected data sets for this study consist of various types of urban scenes, including complex, mixed buildings, and vegetation and various building sizes, heights, and shapes.
The autocorrelation-based algorithms are applied to the lidar point cloud data set, which was obtained by airborne lidar with a reported 20-cm horizontal accuracy and a 12-cm vertical accuracy, which covers the Kensington campus of UNSW, Sydney, Australia. The average point spacing of the lidar data set is 1 m. This data set consists of challenging scenes for object classification: large highrise buildings, complex polygon-shape buildings, tall trees, and sloping ground. Figs. 2(a-e) illustrate the DSM constructed from all lidar points [ Fig. 2(a) ]: the profile view along the main road [ Fig. 2(b) ] and the three sample areas of the study extent including flat [ Fig. 2(c) ], sloping [ Fig. 2(d) ], and complex areas [ Fig. 2(e)] .
Also, the autocorrelation-based algorithms are applied to other complex urban scenes of ISPRS, including Sample 31, which contains complex buildings [ Fig. 3(c) ], and Sample 12 [ Fig. 3(a) ], which consists of mixed vegetation and buildings (Pingel et al. 2013) . Moreover, Sample 23 of the ISPRS data sets is also known as a complex urban scene (Sithole and Vosselman 2004) , which is shown in Fig. 3(b) . The profile lines of GH, IJ, and KL in Fig. 3 represent the slope and elevation variation in these study areas. The point spacing for the ISPRS samples is 1.0 to 1.5 m (Li et al. 2013 ). For these data sets, a preprocessing step of outlier removal is necessary.
Results
The LMI z-scores are comparable with G Ã i for most lidar points. However, there are subtle differences between the two statistics in terms of omission and commission errors. For example, Shirowzhan and Lim (2014) showed that the application of G Ã i tends to produce smaller omission errors and higher commission errors. Initial results over the UNSW data set indicated that 93% of the low LMI-valued points are classified as ground if a neighborhood size of 100 m is chosen. A larger neighborhood size tends to decrease the classification accuracy, e.g., 82.5% if 150 m is used and 75.5% if 200 m is used. Therefore, a neighborhood size of 100 m is chosen. The corresponding commission errors for each neighborhood are very small. However, a substantial number of points do not belong to either the low LMI clusters or the high LMI clusters; hence, the omission and commission errors would increase. Therefore, the enhanced algorithms (Fig. 1) are proposed and implemented.
Low-pass filtering and the proposed slope-based algorithm for removing commission errors associated with the initial DEM were tested. The results show that the low-pass filtering method generally reduces the high-valued outliers, but they are not able to remove small objects. Hence, the slope-based algorithm aims to identify and remove outliers, i.e., points for which the slope is higher than a predefined threshold.
The minimum raster and slope-based algorithm for outlier removal enhanced the DEM accuracy significantly; however, misclassification was noticed around an excavated construction site in a flat area of the UNSW data set. The main reason for this is that the discontinuity of the sharp slopes at the edges of the excavated construction site results in a few ground points being extracted in one of the 100-m neighborhood windows. Fig. 4(a) reveals the DSM of the study extent around the excavated construction site. Comparing the classified nonground points shown in Fig. 4(b) with reference [ Fig. 4(c) ] illustrates clearly that many ground points are misclassified.
DEM Assessment of the UNSW Data Set
DEMs, i.e., interpolated surfaces from ground points classified by LMI and G Ã i -based algorithms, are assessed using the statistics of mean, standard deviation, skewness, and kurtosis of their differences from the reference DEM. Table 1 indicates the statistics of the differences between the achieved DEMs and the reference DEM over the UNSW data set when applying IDW and NaN interpolation methods. In Table 1 , one can see that the mean and standard deviation of the differences between the reference DEM and the DEMs by both LMI and G Figs. 5(a and b) illustrate the histograms of the differences between the achieved DEMs and the reference DEM when NaN is used for interpolation. Table 1 also shows the statistics of the DEM differences when NaN is used for interpolation, which indicate that using NaN decreases the mean and standard deviation of the differences and increases the skewness and kurtosis. This implies that closer DEMs to the reference DEM are achieved when applying NaN instead of IDW. In conclusion, NaN decreases the differences between the achieved DEMs and the reference DEM. NaN also changes the relative position of the achieved DEMs compared with the reference DEM. For example, NaN produces the G Ã i -based DEM above the reference DEM, whereas IDW places the achieved DEM below the reference DEM. Fig. 6 shows the spatial distribution of DEM differences compared with the reference DEM, based on NaN. The outliers (i.e., greater than 3s or less than À3s ) are illustrated in Figs. 6(d and e) . These outlying areas become smaller when NaN is applied, because this interpolation places the achieved DEMs closer to the reference DEM. Overall spatial distribution of the DEM differences are illustrated in Figs. 6(f and g).
Assessment of Classification Results for the UNSW Data Set
The classified ground and nonground points using LMI and Gi*-based algorithms are demonstrated in Figs. 7(a-d) . As illustrated, the results from both algorithms look similar for classified ground points.
However, the percentage of differences between the results of two algorithms (shown in Table 2) indicates that there is less than a 5% difference between the outcomes of the two algorithms. These differences decrease further if the 1-m height threshold is chosen. Table 3 shows the differences between the classification results from the autocorrelation-based algorithms and the reference. These results reveal that the differences between the reference and the outputs in the classification of the ground decrease to almost half when the height threshold changes from 0.5 to 1 m, but the differences are almost identical for nonground points for both 0.5-and 1-m height thresholds.
For better assessment of the autocorrelation-based classification results, the authors calculated point-by-point statistics of commission and omission errors separately for both LMI and G Ã i -based algorithms in each flat, sloping, and complex scene. As seen in Table 4 , omission errors are higher than commission errors for both algorithms. The level of errors in the flat and complex areas is lower than in the sloping area, whereas errors for the flat urban scene are also lower than the complex area. Although the level of omission errors in the complex area seems high compared with the flat areas, the level of commission errors is still low at less than 3%. 
Assessment of Classification Results for the ISPRS Data Sets
Figs. 8 and 9 show the autocorrelation-based classification results for the ISPRS samples when using LMI-based and Gi*-based algorithms, respectively. These results are compared with the reference Difference between Gi*-based DEM and the reference DEM. Fig. 5 . Histograms of the differences between the achieved DEMs and the reference DEM for the UNSW data set using NaN: (a) difference between LMI-based DEM and the reference; (b) difference between Gi*-based DEM and the reference Fig. 6 . (Color) Spatial distribution of DEM differences: (a) DEM by the LMI-based algorithm; (b) DEM by the Gi*-based algorithm; (c) reference DEM; (d) outlier distribution of differences between the LMI-based DEM and the reference DEM; (e) outlier distribution of differences between the Gi*-based DEM and the reference DEM; (f) spatial distribution of differences between the LMI-based DEM and the reference DEM; (g) spatial distribution of differences between the Gi*-based DEM and the reference DEM ground and nonground points available for these samples. The reference data sets are illustrated in Fig. 10 . For statistical assessment of the results achieved with the ISPRS samples, the authors computed kappa indices, total errors, omission errors, commission errors, and overall accuracy (i.e., PCC) for the LMI and Gi*-based algorithms. Sample 31 contains complex buildings (Pingel et al. 2013) . As can be seen in Table 5 , the highest achieved kappa index from the autocorrelation-based algorithms is for Sample 31 from the LMI-based algorithm. It outperformed the point-by-point algorithms by Axelsson and Elmqvist; e.g., the best results (i.e., 92.84 by applying the LMI-based algorithm and 88.40 by the Gi*-based algorithm) are achieved for Sample 31. Similarly, the best results by Pingel, Pfeifer, Meng, and Elmqvist are also achieved for Sample 31. Sample 23 is a complex urban scene. When the LMI-based algorithm is applied to Sample 23, a kappa index of 88.33 is achieved, which is higher than that of Elmqvist, Meng, or Pfeifer. As the algorithms of Axelsson and Elmqvist are point-by-point algorithms similar to the autocorrelation-based algorithms, it is more reasonable to compare the autocorrelation-based algorithms with these two algorithms. The LMI-based algorithm's kappa index is higher than that of Axelsson for Sample 31. For Samples 23 and 31, the LMI-based algorithm achieved higher kappa indices than Elmqvist's algorithm.
The Gi*-based algorithm works differently from the LMI-based algorithm, because it provides a higher kappa index for Sample 12 than Elmqvist's algorithm. It provides a lower kappa index than that of Axelsson Table 6 illustrates the level of total errors reported for each sample by application of other algorithms and the LMI-based and Gi*-based algorithms. The lowest level of total errors achieved is for Sample 31 using the LMI-based algorithm, which outperformed the algorithms of Axelsson and Elmqvist. The LMI-based algorithm provides the lower level of total errors for Sample 23, compared with that of Elmqvist and Pfeifer. However, it is higher than the algorithms of Pingel and Axelsson. On average for the three samples, the total errors achieved by the LMI-based and Gi*-based algorithms are 6.41 and 8.76%, respectively. Table 7 shows the level of omission and commission errors using the LMI-based and Gi*-based algorithms. As can be seen in Table 7 , the level of commission errors is lower than 5% for all samples. The LMI-based and Gi*-based algorithms provide the lowest level of omission errors for Sample 31. Table 8 shows the overall classification accuracy (i.e., PCC) obtained by the autocorrelation-based algorithms. On average for the three samples, the overall classification accuracies by the LMI-based and Gi*-based algorithms are 93.57 and 91.23%, respectively.
Discussion
This research aims to classify lidar points using LMI and Gi*, and the basic idea behind using these autocorrelation statistics is to determine the clusters of lower values in a square neighborhood and to find the local minimum using rasterization. The results show that preliminarily classified ground points can be used for an initial DEM, and then ground and nonground points can be extracted using an enhanced DEM. Omission errors in the initial DEM may not significantly impact the DEM accuracy, because their commission errors of ground are less than 3 and 5% for the UNSW data set and the ISPRS data sets, respectively. The initial DEM is then enhanced by applying the proposed slope-based algorithm. As for ground classification, sloping areas are identified as the main source of the commission and omission errors for both LMI and G Ã i -based algorithms. In this research, the authors have analyzed the effects of cell sizes in rasterization and height thresholds in the DEM improvement. The autocorrelation-based algorithms were applied to complex urban areas and showed reliable performance. The proposed algorithms can be applied to other urban typologies, such as the finer fabric of residential areas. In doing so, the authors recommend that variable window sizes have to be tested. The effect of window sizes has been reported in the existing filtering algorithms, such as morphological filters.
The effect of cell sizes in rasterization is both positive and negative in the autocorrelation-based algorithms for the DEM generation. It has a positive effect in the process of finding a local minimum surface, because the increase of the cell size (e.g., 5 m, compared with 1-3 m) improves the quality of the DEM. In contrast, it is observed that the increase of the cell size can increase the commission and omission errors, compared with the point-by-point algorithms. The reason for this is that the possibility of a given cell size containing both ground and nonground points would increase as the cell size becomes larger, and then these cells can be misclassified in both ground and nonground classifications. Therefore, it is strongly suggested that the point-by-point calculation of errors is more reliable than the raster-based ones.
Height thresholds are another factor influencing the level of errors and differences among the performances of the algorithms. If there are errors, a higher height threshold decreases the level of disagreement between the reference data and the achieved results. In addition, the percentage of differences between LMI and G Ã i -based algorithms decreases by increasing the height threshold. Moreover, the level of misclassification, measured by commission or omission errors, decreases for increasing height threshold. It can be concluded that the achieved results are in agreement with the results of the Estornell et al. (2011) . Although the LMI-based and Gi*-based algorithms perform similarly to each other for the UNSW data set, their results for the ISPRS data sets are different, i.e., the LMI-based algorithm outperformed the Gi*-based algorithm. Therefore, the authors intend to conduct future research to explore the effect of each determining parameter (window size and shape, cell size, z-score, and p-value) separately.
For DEM validation, both IDW and NaN interpolation methods were tested. Better performance of NaN is observed in DEM creation and DEM difference validation. A large amount of outliers produced by IDW for the achieved DEMs and the reference DEM is the main cause of the increased value of standard deviation for the DEM differences. However, NaN produced smoother terrain and placed the achieved DEMs closer to the reference DEM. Hence, the authors recommend NaN for DEM generation.
Conclusions
This paper presents two reliable algorithms for lidar data classification by using autocorrelation statistics. Four parameters-window size, cell size, z-score, and p-value-are empirically chosen to improve initial DEM creation, enhancement of the initial DEM, classification of nonground points, and final creation of NDSM.
Comparison with the autocorrelation-based algorithms with existing point-by-point algorithms shows that these algorithms are robust for generating reliable DEMs and separation of ground and nonground points in complex urban scenes, as evidenced by a high kappa index and a low level of total errors. Hence, it can be concluded that the autocorrelation-based classification algorithms can be useful in surveying, urban planning, and civil engineering for topography mapping, map updating, and characterizing geometrical properties of urban objects.
