The present paper is concerned with the asymptotic behavior as time increases. Related work for the M,/G/1 queue with periodic Poisson arrival process is contained in Harrison and Lemoine (1977) , Lemoine (1981) and Wolff (1982) , ?3. The results here were reported in Heyman and Whitt (1978) .
We use stochastic comparisons here (Theorem 2.1 and Section 4). Related work on stochastic comparisons for queues with time-varying arrival rates is contained in Ross (1978) , Rolski (1981) , Heyman (1982) and Whitt (1981) .
Our time-varying arrival rates are represented via a deterministic intensity A (t) for a Poisson process. One could also look at the Poisson process or another arrival process in a random environment; see Chapter 6 of Neuts (1981) and references there. This paper is organized as follows. In Section 1 we present general definitions of asymptotic stability for stochastic processes to cover cases in which the arrival process is neither stationary nor periodic. In Section 2 we give an example to show that the obvious generalization of the stability conditions in Harrison and Lemoine (1977) are not sufficient without periodicity; then we establish sufficient conditions for general asymptotic stability of the Markovian M,/MIc queue having c servers and a Poisson arrival process with a general deterministic intensity A(t). In Section 3 we prove limit theorems for the M,/MIc system having a periodic Poisson arrival process, and possibly a finite waiting room. The restriction to exponential service times enables us to provide relatively simple proofs. In Section 4 we briefly indicate how to construct stationary versions in the periodic case, so that Section 3 can be put in the framework of Franken et al. In Section 5 we briefly indicate how the results of Section 3 can be obtained for non-exponential service times.
Asymptotic stability of stochastic processes
Our starting point is the standard notion of asymptotic stability for a stochastic process X(t): convergence in distribution as t --*. In this section we introduce concepts of asymptotic stability for stochastic processes that do not converge in distribution as t --*. There obviously are many different kinds of asymptotic stability. Our concepts are based on the one-dimensional marginal distributions. Example 2.2. Consider the Markovian M, /M/1 queue with deterministic arrival rate A (t) and service rate t as given in Example 2.1. Let X(t) be the queue-length process at time t (number of customers in the system). As in Example 2.1, the overall traffic intensity p = A/ t can be arbitrarily small, but the time-dependent traffic intensity p, = A (t)/lt is strictly greater than 1 and constant during the intervals [7k, Tk + dk], k ? 1. Focusing on these intervals alone, we can apply a heavy-traffic limit theorem, Theorem 3.1 of Iglehart and Whitt (1970) , to establish that In the following proof we use the standard stochastic order. We say that one random variable Y, is stochastically less than or equal to another random variable Y2, and write Y1 st, Y2, if for all x (2.5) P(Y, > x):! P(Y2 > x).
Proof. We demonstrate the desired results by constructing other processes that are easier to analyze and that are stochastically greater than or equal to the given queue-length process X(t). First, we show that the c-server system is appropriately dominated by a 1-server system, so that it suffices to let c = 1. Second, we show for the 1-server system that X(t) at an arbitrary time t is appropriately dominated by X(to + nT) for t, + nT ?-t < to + (n + 1)T, so that it suffices to consider the embedded sequence {X(to + nT), n = 1, 2, ---}. Third, we show that the embedded sequence {X(to + nT), n = 1,2, -} is appropriately dominated by a stationary sequence associated with a periodic arrival process.
Finally, we show that a minor transformation of this stationary sequence satisfies the recursive definition of the delay sequence in a GI/G/1 queue, so that we can complete the proof by applying known criteria for stability and finite moments of the delay in a GI/G/1 queue, as contained in Lemoine (1976) .
For any integer c, let Xc (t) be the queue-length process in an M,/IMIc queue with individual service rate /Ic and a given Poisson arrival process with deterministic intensity A (t). Since the c-server system has the same departure rate as the 1-server system when all c servers are busy, (2.6) X (t)<t, c + X,(t), t > 0, so that it suffices to consider c = 1. A rigorous proof of (2.6) can be given using a construction like the one in the proof of Theorem 1 of Sonderman (1979); i.e., Remark. The distribution of Z, the limit of Z. in (2.10), is a stochastic upper bound to F, in (1.2).
XA (t) is constructed on the same space with Xi(t) and the two processes are

Periodic arrival processes
We now consider the M, /M/c queue with periodic Poisson arrival process. We assume the waiting room is infinite, but all the results in this section hold for finite waiting rooms, for which strong stability is of course trivial. Let the length of a period be 1. Thus, the deterministic arrival rate A (t) satisfies A (t + n) = A (t) for every t > 0 and positive integer n. The average arrival rate is given by A = A (t)dt.
We assume that A < cat. Theorem 2.1 implies that X(t) is strongly stable, but now we can get more.
Much about X(t) can be deduced from the embedded process X, defined by 
Proof. Clearly X, is a Markov chain with stationary transition probabilities satisfying P(Xn,, =j X, = i)>0
for j = i + 1, i and i -1 with i, j 0. Consequently, X, is irreducible and aperiodic. Hence, X, converges in distribution to a possibly improper limit as n -~xo; p. 389 of Feller (1968) . However, since X(t) is strongly stable by Theorem 2.1, X, is strongly stable, so that the limit must be proper. By Feller, X, is positive recurrent.
As an immediate consequence of Lemma 3.1, we obtain the following results about X(t). (1977) ), but they also can be used to establish analogs of Theorems 3.1 and 3.2 for related continuoustime processes such as the amount of work (unexpired service time) in the system at time t and the number of customers in the queue (excluding customers in service).
We now apply Theorem 3.2 to obtain stronger asymptotic stability results for the discrete-time processes describing the system as seen by arrivals. Let T, be the epoch of the nth arrival; let Q, be the queue length (number in system) seen by the nth arrival; and let D, be the delay of the nth customer before entering service. The random variable Q, can be defined as It is important to note that, in general, {X(Tn), n _ 1} need not be strongly stable when X(t) is strongly stable and T. ---oo because the Tn are random. However, we get this and even more. 
