The paper studies the existence of minimizers for Rayleigh quotients µ Ω = inf
Introduction
Let X be a domain in R N , and let V ∈ L p loc (X) be a nonzero nonnegative function, where p > N 2 . Let D 1,2 (X) be the completion of C ∞ 0 (X) with respect to the norm u 2 = X |∇u| 2 . For an open set Ω ⊂ X, we will consider the subspace D 1,2 (Ω) ⊂ D 1,2 (X), which is by definition, the closure in D 1,2 (X) of C ∞ 0 (Ω). We denote B ⋐ X, if B ⊂ X, and B is compact in X.
Let Ω ⊂ X. We study the existence of a minimizer for the Rayleigh quotient . Existence of a minimizer in problems with a singular potential has been studied by many authors with attention to 'small' perturbations of the potential V (see, [2, 3, 4, 6, 7, 13, 14] and the references therein). Typically in such cases, if there is a 'spectral gap', then a minimizer exists. This situation is sometimes called the 'gap phenomenon'. The present paper studies the existence of a minimizer in the case of compact domain perturbations under the situation of a positive 'spectral gap'. Domain perturbations in the context of variational inequalities and the Dirichlet problem were studied in [5, 8] and the references therein.
Let P be a second order elliptic operator which is defined on a domain Ω, and denote by C P (Ω) the cone of all positive solutions of the equation P u = 0 in Ω. For P µ := −∆ − µV , we simply write C µ (Ω) := C Pµ (Ω). Let K ⋐ Ω. Recall [11, 12] that u ∈ C P (Ω \ K) is said to be a positive solution of the operator P of minimal growth in a neighborhood of infinity in Ω, if for any
A positive solution u ∈ C P (Ω) which has minimal growth in a neighborhood of infinity in Ω is called a ground state of P in Ω.
The operator P is said to be critical in Ω, if P admits a ground state in Ω. The operator P is called subcritical in Ω, if
Suppose that P is critical in Ω X. Then P is subcritical in any domain Ω 1 such that Ω 1 Ω, and supercritical in any domain Ω 2 such that Ω Ω 2 ⊂ X. Furthermore, for any nonzero nonnegative function W the operator P + W is subcritical and P − W is supercritical in Ω. Moreover, if P is critical in Ω, then dim C P (Ω) = 1 (see e.g. [12] ).
If P is subcritical in Ω, then P admits a positive minimal Green function G Ω P (x, y) in Ω. Moreover, for each y ∈ Ω, the function G Ω P (·, y) is a positive solution of the equation P u = 0 in Ω \ {y} that has minimal growth in a neighborhood of infinity in Ω (see [12] ).
Consider now the case that P µ = −∆ − µV , where V is a nonzero nonnegative function and µ ∈ R. Then P µ is subcritical in Ω for all µ < µ Ω , supercritical in Ω for all µ > µ Ω , and P µ Ω is either critical or subcritical, where µ Ω is defined by (1.1).
In many papers the term ground state refers only to minimizer solutions of (1.1). It turns out that such a minimizer solution is also the ground state of the operator −∆ − µ Ω V in the sense introduced above. For Schrödinger operators this fact was proved in [9] (see Theorem 2.7 therein, and the remark below its proof). The following lemma applies also to the general symmetric case, and its proof applied even to nonsymmetric cases. An alternative proof that was suggested to us by M. Murata (after the first draft of the present paper has been completed) uses the heat kernel. Lemma 1.1. Suppose that V > 0 and (1.1) admits a minimizer, then the operator −∆ − µ Ω V is critical in Ω, and a minimizer is a ground state.
Our first main result reads as follows.
Then there exists an open set B ⋐ X such that Ω ∪ B is connected and
Moreover, for any such set B the infimum value µ Ω∪B for problem (1.1) is uniquely attained. In the critical case we have the following stronger statement. Theorem 1.4. Suppose that Ω ⊂ X is a domain satisfying 0 < µ X < µ Ω , and assume that the operator P = −∆ − µ Ω V is critical in Ω.
Then for any open set B ⋐ X such that Ω ∪ B is connected and Ω = Ω ∪ B, the inequality (1.3) is satisfied, and the infimum value µ Ω∪B for problem (1.1) is uniquely attained. 
in C that vanish on ∂C \ {0}. By [11] , the dimension of C 0 µ (C) is at most 2. Actually, using separation of variables and [11] , one can compute the
be the Lipschitz domain so that
Denote by ∆ r and ∆ S the radial and the spherical Laplacian, respectively. Let λ D and v D (ω) be the Dirichlet principal eigenvalue and eigenfunction of −∆ S on D. So,
Then any positive solution in C 0 µ (C) is of the form
where u µ,D is a global positive solution of the Euler equidimensional equation
It follows that µ should satisfy µ ≤
+ λ D , and u µ,D (r) = ar α + + br α − , where
and a, b ≥ 0. In particular, v D (ω), and using [11] , it follows that r
Now, for N ≥ 3 take X := R N \ {0}, and note that
> 0, so, (1.2) is satisfied. For N = 2 take a Lipschitz cone X with a vertex at the origin such that C \ {0} ⊂ X R N \ {0}. So, (1.2) is satisfied also in the two dimensional case.
Consequently, Theorem 1.4 implies that for any open set B ⋐ X such that C ∪ B is connected, and C C ∪ B, the infimum value µ C∪B is uniquely attained. By [11] , it follows that the corresponding minimizer behaves near ζ = ∞ and near ζ = 0 like r
On the other hand, if B is replaced by a larger set that is not relatively compact in X, then a minimizer may not exist. Take for example two connected Lipschitz cones C and C 1 , such that C C 1 ⊂ X. Notice that one has λ D 1 < λ D , and by (1.5), µ C 1 < µ C . Hence, for B = C 1 we have C ∪ B = C 1 , and consequently, the infimum µ C∪B is not attained.
Next, we discuss the subcritical case, where adding a compact set that is too small, also implies the non-existence of a minimizer: Theorem 1.6. Let Ω X be a domain with a Lipschitz boundary, and let V ∈ C α loc (X) be a positive function, where 0 < α ≤ 1. Assume that the operator P := −∆ − µ Ω V is subcritical in Ω, and (1.2) is satisfied.
Let B j ⋐ X be a decreasing sequence of smooth domains, such that
In particular, we have Corollary 1.7. Let C X be a Lipschitz cone with vertex at 0, where X = R N \ {0} if N ≥ 3, and X R N \ {0} is a Lipschitz cone with a vertex at the origin such that
Existence of minimizers under compact domain perturbations
In this section we prove Theorem 1.2 and Theorem 1.4. Throughout the section we assume that µ X < µ Ω .
Lemma 2.1. For any ε > 0 there exists an open bounded set B ε ⋐ X, such that µ Bε ≤ µ X + ε.
Recall that if the operator P = −∆ − µ Ω V is critical in Ω, and Ω Ω 1 , then µ Ω 1 < µ Ω . Consequently, the assertions of theorems 1.2 and 1.4 follow from the following statement.
Lemma 2.2. If B ⋐ X is an open set, and µ Ω∪B < µ Ω , then µ Ω∪B is attained and every minimizing sequence for µ Ω∪B is convergent.
Proof. Let {u k } be a minimizing sequence for µ Ω∪B . So, we may assume that Ω∪B V |u k | 2 = 1 and u k 2 → µ Ω∪B . Consider a weakly convergent in D 1,2 (Ω ∪ B) subsequence of {u k }, which we relabel as {u k }. Let w := w-lim u k , and denote v k := u k − w ⇀ 0. Since (v k , w) → 0, we have
Note that Ω∪B V v k w → 0, since (1.2) and Cauchy-Schwartz inequality imply that u → Ω∪B V uw is a continuous functional on D 1,2 (Ω ∪ B). Thus, by repeating the derivation of (2.2) for the seminorm V |u| 2 , we have,
Once we show that 
By the compactness of Sobolev imbedding on relatively compact smooth sets, we have
and
(2.8) Combining (2.6),(2.7) and (2.8), we have
where we used the compactness of Sobolev imbedding on relatively compact smooth sets. By the Claim (1 − χ)v k ∈ D 1,2 (Ω), therefore, (2.9) and the definition of
Substituting (2.5) into the last inequality, we obtain (2.4), which proves the lemma.
3 Proof of Lemma 1.1
Throughout this section, Ω denotes a domain in R N , N ≥ 2, and V > 0. We start with a brief discussion of some spectral properties of the operator P = −V (x)∆ in Ω.
First, we turn Ω into a Riemannian manifold M equipped with the metric
, and
The closure of C 1 0 (Ω) under this norm will be denoted byH 1 0 (M). LetP be the Friedrichs extension of the operator P considered as a symmetric operator inL 2 (M) with domain C 1 0 (Ω) (see [1] ).
Remark 3.1. If M is a complete Riemannian manifold, then the operatorP is the unique selfadjoint realization of P inL 2 (M). In this case,P coincides with the Dirichlet realization of P with domain of definition given by
We denote by σ(P ), σ point (P ), the spectrum and point spectrum ofP , respectively.
It is well known that
and the supremum λ 0 is achieved. If the infimum in (1.1) is achieved, then it possesses a positive minimizer. Since every minimizer is a solution of the equation (P − λ 0 )u = 0 in Ω, it follows that problem (1.1) possesses a minimizer ϕ if and only if λ 0 = µ Ω ∈ σ point (P ) and ϕ ∈ C P −λ 0 (Ω) ∩L 2 (Ω).
Proof of Lemma 1.1. By the Birman-Schwinger principle, λ 0 ∈ σ point (P ) if and only if there exists ϕ ∈L 2 (M) such that for every 0 ≤ λ < λ 0 we have in the L 2 sense
Moreover, by the continuity of the minimizer ϕ and the positivity of V , (3.1) holds true if and only if
is a positive solution of the operator −∆−λ 0 V of minimal growth in a neighborhood of infinity in Ω, it follows that there exists
. By the Lebesgue monotone convergence theorem
which is a contradiction. Therefore −∆ − λ 0 V is critical, and ϕ is a ground state of the operator −∆ − λ 0 V in Ω.
Nonexistence of minimizers under small compact domain perturbations
In this section we prove Theorem 1.6 and give a direct proof of Corollary 1.7.
Proof. (proof of Theorem 1.6) Consider the domain Ω X, and let B j ⋐ X be the given decreasing sequence. Consider the Lipschitz portion Γ ⊂ ∂Ω such that B 1 ∩ ∂Ω is contained in Γ.
Let Γ ε denote the set
where ε > 0 is sufficiently small. Finally, fix x 0 ∈ Ω such that dist (x 0 , Γ) = ε/2.
Suppose that that µ j := µ Ω j is attained for all j ≥ 1, and let u j ∈ C µ j (Ω j ) ∩ D 1,2 (Ω j ) be the corresponding minimizer such that u j (x 0 ) = 1. By Lemma 1.1, u j is the normalized ground state of the (critical) operator
Clearly, µ j ≤ µ Ω . Therefore, P j is subcritical in Ω, and denote by G Ω P j (x, x 0 ) the corresponding positive minimal Green function. Due to the local Harnack inequality, the behavior of the Green function near the pole x 0 , and [11, Lemma 6.3] , it follows that there exists C > 0 such that
for all x ∈ Γ ε , and j ≥ 1. Since u j and G Ω P j (x, x 0 ) are positive solutions of minimal growth of the operator P j in a neighborhood of infinity in Ω \ Γ (see [11, Lemma 5.2] ), it follows that
for all x ∈ Ω ∩ {dist (x, Γ) > ε} and j ≥ 1.
By taking a subsequence, we may assume that µ j → µ 0 , and {u j } converges in the open compact topology to a solution u ∈ C µ 0 (Ω). Clearly, µ 0 ≤ µ Ω .
Since ∂B j are smooth, and u j vanish on ∂B j ∩ ∂Ω j , it follows by [5] and elliptic regularity that u vanishes on Γ.
Denote P 0 := −∆ − µ 0 V , and note that P 0 is subcritical in Ω. By (4.1) and the boundary Harnack principle,
for all x ∈ Ω \ {dist (x, x o ) < ε/2}. Consequently, u is a global positive solution of the equation P 0 u = 0 in Ω which has minimal growth in a neighborhood of infinity in Ω. In other words, u is a ground state of the operator −∆ − µ 0 V in Ω. But this is a contradiction, since for µ ≤ µ Ω , the operator −∆ − µV is subcritical in Ω.
We conclude this section with a direct proof of Corollary 1.7.
Proof. (proof of Corollary 1.7) Let C X be a Lipschitz cone, and let
be the Lipschitz domain so that C = {(r, ω) | r ∈ (0, ∞), ω ∈ D}. Let W ∈ L p loc (X) be a nonzero nonnegative function with a compact support in C, and set
is the Dirichlet principal eigenvalue of −∆ S on D. Moreover, the operator −∆ − µ C V is subcritical in C. Let B j ⋐ X be a decreasing sequence of smooth domains, such that C j := B j ∪ C are connected for all j ≥ 1, and int (∩ j C j ) = C. Fix x 0 ∈ C. Suppose that that µ j := µ C j is attained for all j ≥ 1, and let u j ∈ C 0 µ j (C j ) ∩ D 1,2 (C j ) be the corresponding minimizer such that u j (x 0 ) = 1. By Lemma 1.1, u j is a positive solution of the operator −∆ − µ j V of minimal growth in a neighborhood of infinity in C j .
We denote
where v D is the Dirichlet principal eigenfunction of −∆ S on D. Fix 0 < R 1 < R 2 such that supp W ⊂ {R 1 < |x| < R 2 } and
By [11, Theorem 6.3] , there exists C > 0 such that
for all x ∈ C ∩ ({|x| = R 1 } ∪ {|x| = R 2 }), and j ≥ 1.
Since u j ∈ D 1,2 (C j ), and v j,+ is a positive solution of minimal growth at the singular point ζ = 0 of the operator −∆ − µ j |x| 2 in C, it follows that u j is a positive solution of minimal growth at the singular point ζ = 0, and
for all x ∈ C ∩ {|x| < R 1 }} and j ≥ 1. Similarly, since u j ∈ D 1,2 (C j ), and v j,− is a positive solution of minimal growth at the singular point ζ = ∞ of the operator −∆ − µ j |x| 2 in C, it follows that u j is a positive solution of minimal growth at the singular point ζ = ∞, and
for all x ∈ C ∩ {|x| > R 2 }}, and j ≥ 1.
By taking a subsequence, we may assume that µ j → µ 0 , and {u j } converges in the open compact topology to a solution u ∈ C µ 0 (C). Moreover, since B j are smooth, and u j vanish on ∂B j ∩ ∂C j , it follows by [5] and elliptic regularity that u vanishes on ∂C \ {0}. So, u ∈ C . Therefore,
for all x ∈ C ∩ {|x| < R 1 }}, and
for all x ∈ C ∩ {|x| > R 2 }}. Consequently, u is a global positive solution of the equation (−∆ − µ 0 V )u = 0 in C which has minimal growth in a neighborhood of infinity in C. In other words, u is a ground state of the operator −∆ − µ 0 V in C. But this is a contradiction, since for µ ≤ µ C , the operator −∆ − µV is subcritical in C.
