Summary-In order for the interconnect effects due to process-induced variations to be applied to the designs in 0.13μm and below, it is necessary to determine and characterize the realistic interconnect worstcase models with high accuracy and speed. This paper proposes new statistically- 
developed and implemented into the new statistical interconnect worstcase design environment. The former is to extract optimized parameters consistently in the worstcase simulation, and the latter is to solve non-normal distribution problems which are treated as normal distributions in the previous methods.
It is organized as follows: Section II discusses new algorithms to solve the problems in the works mentioned above: Effective Common Geometry and Accumulated Maximum Probability for the interconnect worstcase characterization and optimization. Section III describes the new statistical interconnect worstcase design environment which is based on proposed algorithms in Section II. Section IV verifies and discusses the accuracy and speed of proposed algorithms and the new statistical interconnect worstcase design environment compared to the measurement and a conventional worstcase method. For this verification, the delay time of 31-stage ring oscillators which are fabricated with UMC 0.13μm logic process is measured. To confirm flexibility with other technology nodes, 15-stage ring oscillators which are fabricated with 0.18μm standard CMOS process is measured. Finally, Section V gives the conclusion and the future plan.
II. Challenges of Previous Works and New Worstcase Modeling

A. Effective Common Geometry (ECG)
The Primitive Interconnect Structure (PIS) method with the destructive approach for interconnect [9] is useful for interconnect analysis, simulation, and worstcase optimization. But Fig. 2 The procedure is as follows:
Step 1) Optimizes M1/Sub/M2,
Step 2) Optimizes M2/M1/M3 with constraints of the thickness and conductivity of M1 and the dielectric thickness and dielectric constant between M1 and M2, which are given from optimized geometry by Step 1),
Step 3) Optimizes M3/M2 with the same procedure of Step 2),
Step 4) Creates Effective Common Geometry using optimized interconnect parameters in the previous steps,
Step 5) Extracts worstcase parameters and models with Effective Common Geometry and verifies the consistency of optimized parameters simultaneously.
Theoretically, it can also be generalized with the same procedure even if the number of interconnect layers is extended to infinity. /* Fig. 4 Algorithm of Effective Common Geometry */ The algorithm of Effective Common Geometry is described in Fig. 4 . It can accurately and rapidly extract the process-related optimized parameters and then the interconnect worstcase models compared to conventional optimization method. The verification of this algorithm will be proven in Section IV.
B. Accumulated Maximum Probability (AMP)
A Probability Density Function (PDF) is used for worstcase optimization, calculated by MCM, and formed in normal (or Gaussian) distribution. But the distribution from measured results is not a normal distribution due to two reasons: Firstly, the number of measurement data is too small to make a reasonable distribution. Secondly, although the measured data is largely gotten for a meaningful distribution, the measurement data is generally deflected to one side due to the inherent nature of the process. Therefore, the designers cannot get the result of the normal distribution which is expected in the measurement of the circuit performance. The negative delay is generated in timing analysis due to the inaccuracy of distribution. To avoid negative delay in timing analysis, Poisson distribution or log-normal distribution is used. Although the negative delay can be eliminated if they are used, there are many limits to apply them to in the timing analysis. The Poisson distribution is not a continuous distribution but a discrete distribution.
Poisson distribution is difficult to be used in actual timing analysis. Log-normal distribution has non-linearity characteristic that makes it hard to perform the SUM and MAX operators in timing analysis. Gaussian distribution for delay is based on the assumption that the variations in the process parameters are typically small and their impact on the gate and circuit delay is linear.
Narrow normal can be approximated as a lognormal distribution. Most process parameter variations satisfy this condition. The Gaussian distribution, also called the normal distribution, is even inaccurate but very practical, and so in most of the timing analysis, the delay is assumed as the Gaussian distribution [10] , [11] . New Accumulated Maximum Probability algorithm is proposed to solve the inaccuracy problem which comes from non-normal distribution being handled as normal distribution.
It is assumed that an arbitrary function is given for a parameter, and the number of its coordinating points is n and the number of variables is m. Then, the j th variable at i th point can be described as V ji . The probability of the j th variable at the i th point, calculated by V ji , can be expressed as P i (V ji ). It can be described in the following equation (1). Probability of P i that is given at the i th point is a multiplication of probabilities for given variables.
It can be expressed in the following equation (2).
Let's set normalized stochastic variable U, U j is expressed by equation (4) .
Where U j is the normalized stochastic variable for the j th variable, V j is normal distribution with mean(μ) and standard deviation(σ), and σ j is standard deviation for the j th variable. Then, we can
where
is a coefficient factor for the j th variable.
Thus, we can decide that the most realistic worstcase and bestcase with maximum probability are as equation (6) .
A maximum probability for a given accumulated probability range can be defined as worstcase and bestcase values. In this paper, we set the range with accumulated probability of 0% to 5% for bestcase value and 95% to 100% for worstcase value as a default. Accumulated Maximum Probability can decide more realistic worstcase and bestcase values than other methods. As a result, this method can predict non-normal distribution precisely and efficiently. Accumulated Maximum Probability is described in Fig. 6 , and the verification of this algorithm will be proven in Section IV. Test patterns were fabricated with two processes, the 0.13μm 1Poly 8Metal (1P8M) Logic
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Revision: Submitted to IEICE Transactions 13 process [12] for this verification, and the 0.18μm 1Poly 6M (1P6M) standard CMOS process [13] for investigating flexibility of proposed algorithms in other technologies. The delay of ring oscillators is very sensitive to parameters which are device and interconnect related, and it is measured from the direct timing of circuit level easily [14] . 
C. Accuracy Verification
The measurement results of the 31-stage ring oscillators with metal 2 as a signal line that runs above metal 1 with the metal 3 structure (M2/M1/M3) are described in Table 2 . /* Table 2 RC delay Measurement of M2/M1/M3 with 0.13μm 1P8M Logic Process */ In conventional worstcase optimization, the relative errors are 4.19% for worstcase and less than 1.00% for bestcase when compared to the measurement. But that of worstcase value and bestcase value between the measured and the new method is less than 1.00% respectively as shown in Table   2 . The large error of worstcase value is because the conventional worstcase optimization cannot solve the non-normal distribution problem. On the other hand, the relative errors of the newly proposed method are 1.18% for worstcase and almost 0% for bestcase when compared to the measurement. The difference of relative errors between worstcase and bestcase is very tiny; the simulated mean value of 12.25ns with the new method is a close match to the measurement data of Fig. 2 11.14ns
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