The financial performance is an indicator of financial stability, health and condition of any organisation. It could be utilised as a proper measure of the firm's credibility and its ability to pay off debts. Financial institutions use this measure to determine the lending policy and applicants' credits. This study proposes a model based on the CCSD weighing method and hybrid FCM-ARAS approach for clustering and evaluating the financial performance to enable banks to identify target groups and design appropriate and relevant policies. Based on previous studies and the views of senior financial managers of a public bank in Iran, eight economic criteria were evaluated. The presented method was used to assess the financial performance of 58 manufacturing companies applying for loans from a federal bank in Iran. However, the CCSD method was used to calculate criteria weights, and a hybrid FCM-ARAS approach was developed and applied to financial evaluation and clustering the companies. The use of the CCSD method can eliminate errors caused by subjective models and human judgments, and increase the accuracy of the assessment. In this study, the debt ratio and equity to total assets and ROA were identified as the main criteria to assess financial performance.
Introduction
An organisation's financial performance plays a critical role in making decisions on risk-taking practices, such as provision of credit or finance in various sectors within any country's economy (Dong, Chen, & Wan, 2018; Emel, Oral, Reisman, & Yolalan, 2003) . This feature directly is related to the survival of the organisation (Wang, 2014) and it can be an appropriate indicator of the credibility and predicted ability to pay off debts (Yurdakul & Ic, 2004) . Financial analysts utilise ratios presented in financial statements to analyse and assess the financial performance of organisations (Yalcin, Bayrakdaroglu, & Kahraman, 2012) . Examining the financial report of organisations provides valuable information beneficial to banks, commercial and investment institutions, government and decision makers of organisations. This information can be used to determine the financial performance, risks, and health of organisations and predict future conditions (Chen, Nie, & Wen, 2015; White, Sondh, & Fried, 2003) .
The financial performance analysis in banks and other financial institution can be performed using two main approaches: a subjective analysis based on decision makers and financial experts'xperience, and systematic study following accurate financial information and using decision models (Babic & Plazibat, 1998) . The results of both approaches are affected by human judgments. The former approach, solely relying on experts' opinions to assess the financial performance of organisations, may not respond to today's dynamic environment conditions due to the presence of unrealistic assumptions and the strong effect of subjective orientations in assessments (Ic, 2014) . Therefore, the systematic approach has recently become more popular as it provides more accurate and reliable results. Among the range of systematic approaches, multiple attribute decision-making (MADM) methods have received considerable attention for various reasons including the multiplicity of evaluation criteria, differences in the relative importance of rules, and its capability to handle complex evaluation. Therefore, the use of MADMs has become significant for corporate financial performance assessments (Dong et al., 2018; Lee, Lin, & Shin, 2012 , 2018 Safaei Ghadikolaei, Khalili Esbouei, & Antucheviciene, 2014) . However, even in these methods, financial experts play a decisive role in criteria selection and criterion weight determination (Danesh Shakib & Fazli, 2012; Moghimi & Anvari, 2014; Wang, 2014; Yalcin et al., 2012) .
Banks are one of the leading organisations which use financial performance measurement techniques to decide on the provision of credit and lending services to their customers. Like any other commercial organisation, banks are typically more interested in providing credits and loans to the companies with the best financial performance to accordingly reduce repayment risks. However, in some countries such as Iran, the governments mandate public banks to provide loans and credits to all companies regardless of their financial performance to help with growth and development of top companies as well as supporting weaker companies. Thus methods capable of assessing the financial performance of companies and categorising them into different performance classes would be very beneficial to the banks to implement relevant policies for each category. Even though several methods have been developed for financial performance assessment, they cannot determine their performance class. Therefore, the current study was performed to provide such a comprehensive systematic tool for economic evaluation and clustering the companies to aid the banks in their decision making and lending service policies.
The method presented herein was developed using financial information from several manufacturing companies applying for loans from a public bank in Iran. Unlike previous approaches, the proposed method in this study uses financial experts' opinions just for the selection of financial performance measure criteria while benefiting from an objective based technique known as CCSD (Correlation Coefficient and Standard Deviation) to determine the weight of the tests. Financial experts generally have a high degree of awareness about the key criteria and indicators. However, the subjective nature of their decisions to determine the requirements heavily influencestheir mental models which could reduce the assessment accuracy. Sometimes a criterion may be considered by experts to be of the utmost importance, but does not make a significant distinction between alternatives. The CCSD method eliminates the subjective and qualitative nature of experts' opinions by using statistical analysis to determine the correlation coefficient and standard deviation of data (Igoulalene, Benyoucef, & Tiwari, 2015; Wang & Luo, 2010) .
A method was presented in this paper, in which Fuzzy C-Means (FCM), and Additive Ratio Assessment (ARAS) were integrated to rank discrete alternatives based on a set of given multiple criteria. This integrated approach combines the strong points of these two methodologies and offers a classification for data objects based on various criteria. The rankings in the proposed combined method have two stages, and accordingly, it has a minimised computational effort needed for classification. To evaluate the financial performance of companies by this hybrid approach, firstly, the FCM algorithm is used to cluster and classify the companies and then the ARAS method is applied to assess and rank the clusters and companies within each group.
With regard to the contents presented in the sections above, the paper's innovations can be summarized as follows: First, the combination of FCM and ARAS methods for the first time has been introduced in order to simultaneously conduct clustering and prioritisation. Secondly, this approach has been used to assess the financial performance of companies using real world information. A powerful objective method, CCSD, is also used to assign more accurate weights to the criteria in financial performance assessment to eliminate the subjectivity of the process.
The remaining sections are as follow. A review of the literature of financial performance evaluation has been provided, and the criteria used in past researches have been identified. Then, the methods and steps of research techniques have been described in detail. Next, a case study has been presented, and after the selection of final criteria, the financial information extracted from financial statements of the manufacturing companies has been analysed to assess their business performance and discuss the results of this study. The final section gives conclusions and suggestions for future researches.
Literature review
The application of MADM methods has become a common systematic approach for the assessment of corporates, business firms, and manufacturers' financial performance (Dong et al., 2018; G€ undo gdu, 2015; Lee et al., 2012 Lee et al., , 2018 Safaei Ghadikolaei et al., 2014; Shaverdi, Ramezani, Tahmasebi, & Rostamy, 2016) . To this end, several criteria covering a broad range of financial information have been considered to aid with the economic evaluation. The requirements included but were not limited to profit margin, sales growth, sales margins, operating income, return on equity (ROE), return on assets (ROA), debt ratio, current ratio, equity ratio, deposit ratio, pre-tax profit ratio, and current assets ratio. The type of studies using MADM methods in the context of financial performance evaluation were classified into three major categories based on the kind and procedure of criteria weighting.
The first category includes studies where equal weights are assigned to all criteria (e.g., Bulgurcu, 2012; G€ undo gdu, 2015; Ignatius, Behzadian, Malekan, & Lalitha, 2012; Karimi & Barati, 2018) . The second category includes studies in which a unique weight is assigned to each criterion using subjective expert-oriented methods such as AHP and fuzzy AHP (e.g., Cheng, Chen, & Huang, 2012; Danesh Shakib & Fazli, 2012; Moghimi & Anvari, 2014; Safaei Ghadikolaei et al., 2014; Shaverdi et al., 2016; Turskis, Dani unas, Zavadskas, & Medzvieckas, 2016; Yalcin et al., 2012) . Finally, the last category of MADM includes a few studies in which objective methods such as entropy model are used to determine the relative importance of criteria and assign realistic weight to them (Saparauskas, Zavadskas, & Turskis, 2011) . The research developed by (Lee et al., 2012) is among few studies in the literature in which the experts did not play a role in determining criteria weights.
To date, several models have been proposed and used to analyse the financial criteria and evaluate performance. Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) has been widely used for financial performance assessment (e.g., Bulgurcu, 2012; G€ undo gdu, 2015; Moghimi & Anvari, 2014; Shaverdi et al., 2016; Wang, 2014; Yalcin et al., 2012) . VIKOR is another robust model used for financial performance assessment (Chang & Tsai, 2016; Yalcin et al., 2012) . Recently, new integrated methods have been developed. For example, Safaei Ghadikolaei et al. (2014) measured the financial performance of six Iranian automobile manufacturers based on 11 economic indicators. The Fuzzy AHP was used to determine the criteria weights, whereas the Fuzzy ARAS, Fuzzy VIKOR, and Fuzzy COPRAS were implemented for individual examinations of research alternatives (Zavadskas, Turskis, & Bagocius, 2015) . Further, Li (2014) developed a new decision-making approach known as IVIF-HCA (Interval-Valued Intuitionistic Fuzzy Hamacher Correlated Averaging). This method was employed to assess the financial performance of five hypothetical companies, based on four specific indicators: the ability to pay off debts, operational capability, revenue capacity and development capability.
Research methodology
The overarching goal of this study is to evaluate the financial performance of several business organisations applying for loans from a public bank and to use multiple attribute decision-making methods to aid with the process of loaning and allocation. Figure 1 shows the overall operation and steps required to achieve the research objectives. Based on a review of relevant studies (e.g., Lee et al., 2012; Moghimi & Anvari, 2014; Safaei Ghadikolaei et al., 2014; Shaverdi et al., 2016; Wang & Lee, 2010) , a list of most usable financial criteria was prepared for financial performance evaluations in the context of manufacturing companies. The list of rules was provided to a group of experts including six high-rank experienced managers of the case study bank. The experts were requested to evaluate the set of criteria and, based on their experience and knowledge, to select the most important and relevant ones. They also were asked to add the missed criteria to this collection based on their opinion. After the final criteria were defined, to increase the accuracy and comprehensiveness of this evaluation, the 12-month audited financial statements for the last three years were reviewed, and the data necessary for obtaining the criteria were extracted. Thus, the average performance of companies was regarded as the assessment base over the past three years. Next, the CCSD method was used for weighting the criteria, and the integrated FCM-ARAS approach was employed individually to cluster the companies under study and also to evaluate the clusters and financial performance of related companies. The techniques are described in detail below.
CCSD method
The multiple attribute decision-making process is based on choosing the best alternative from a limited set, according to a finite set of criteria. Since the requirements have different values of importance, determining the weight of each measure is a crucial parameter for the multiple attribute decision-making process. Many techniques proposed to determine criteria weights using multi-criteria decision making were categorised into three main groups: expert-based (Subjective), data-based (Objective) and hybrid methods. Experts play an essential role in determining criteria importance in Subjective approaches. The weight values are calculated based on the information derived from their preferences. However, in an actual procedure, the weight of indicators is given according to the report available in the decision matrix, while data extracted by experts and their judgments do not contribute to determining the criterion weight. This may reduce the impact of subjective orientations and individual tendencies of experts on the weighting process, and also increase the accuracy of evaluations. Among the most common objective methods are CRITIC (Diakoulaki, Mavrotas, & Papayannakis, 1995) ; Entropy (Deng, Yeh, & Willis, 2000) ; standard deviation (Deng et al., 2000) ; maximising deviation method (Wu & Chen, 2007) ; CCSD (Wang & Luo, 2010) . In the third category, weights of attributes are determined by using both decision makers' subjective information and objective decision matrix information. Thus, it is known as Integrated methods. Subjective and objective integrated approaches are examples of this category (Ma, Fan, & Huang, 1999; Xu, 2004) .
CCSD is a new objective method offering a correlation coefficient (CC) and standard deviation (SD) integrated approach to determine attribute weights, developed by (Wang & Luo, 2010) . This method has several advantages over other objective techniques. The lack of need for a specific normalisation method, in contrast to the entropy method; more comprehensive and reliable weights compared to entropy and SD methods; and having a more transparent mechanism than the CRITIC are some advantages of the CCSD method. The more complete examples were discussed by (Wang & Luo, 2010) . The CCSD method has been used to determine the weights of criteria in some studies (Hua & Lei, 2018; Igoulalene et al., 2015; Singh & Benyoucef, 2013) . Below is a description of the weight calculation process (Wang & Luo, 2010) .
Suppose that there are n decision alternatives, A 1 ; :::; A n ; assessed based on m attributes, O 1 ; :::; O m ; forms a decision matrix, X ¼ x ij ð Þ nÂm ; where x ij represents the performance of alternative A i for the attribute O j : The m attributes are divided into two major categories: cost (negative) and benefit (positive). Since the attributes usually have different unit's calls, the decision matrix X ¼ x ij ð Þ nÂm must be normalised to make them comparable. The most widely-used relations for the matrix normalisation are given as:
and X c are the index sets of benefit and cost attributes, respectively. A normalised decision matrix with elements defined as z ij is computed by Eq. (3): (3)
Now, for the weight vector of attributes, W ¼ w 1 ; :::; w m ð Þ ; which satisfies W ! 0, we have:
The assessed value for each of the decision alternatives is calculated by Eq. (5), when the Simple Additive Weighting (SAW) method is used (Hwang & Yoon, 1981; MacCrimmon, 1968) .
This is a linear function of attribute weights. The higher the assessed value, the better utility the decision alternative has. The best decision alternative provides the greatest overall assessed value. Here, the attribute O j is removed to investigate its effect on the decision making. Once O j was removed, the overall assessment values for each decision alternative are redefined as Eq. (6):
The correlation coefficient between the value of the attribute O j and the above-mentioned overall assessment value is expressed as (7):
Where the values of zj and zj are calculated using Equations (8) and (9):
If R j is large enough to be close to unity, then O j and the overall assessment value with the exclusion of O j will have the same numerical distributions and rankings. Here, the removal of O j exerts little influence on decision making; therefore, a small weight is assigned to it. If R j is small enough to be close to 0, then O j and the overall assessment value with the exclusion of O j will find different numerical distributions and rankings. In this case, the removal of O j has the significant influence on decision making and, therefore, the high weight is assigned to it. Further, when one attribute shows the same effect with all alternatives, it is possible to delete that attribute without affecting decision-making. In other words, the attributes with larger standard deviations (SDs) must be assigned higher weights than those with smaller SDs. Therefore, the attribute weights are expressed as (10):
Where r j is the standard deviation of attribute O j ; given by Eq. (11):
And, the square root of 1 À R j is found to reduce the difference between the largest and smallest values of weight. Otherwise, a bigger difference between the largest and smallest weights is observed. Eq. (10) is a non-linear system of equations. It includes m equations uniquely determined by m weight variables. It is possible to form a non-linear optimisation model to solve this system of equations, as follows:
Next, the non-linear model can be solved using MATLAB or LINGO software packages, and the weights of each attribute can be extracted.
Fuzzy C-Means algorithm
Clustering is an important topic in the context of data mining that can be used to classify several alternative different clusters (Shahsamandi E, Sadi-nezhad, & Saghaei, 2017) . Fuzzy C-Means (FCM) is a well-known clustering method. It is of great interest for allocating members to clusters, due to its high reliability and greater flexibility compared to hard clustering techniques (Keskin, 2015; Pimentel & de Souza, 2016; Yang & Nataliani, 2017) . It is an indefinite cluster of the set of objects described in the form of U matrix (Bai, Dhavale, & Sarkis, 2014) . This matrix has n rows and c columns, representing the number of objects and categories, respectively. The element u ik represents the value of membership for the object i in cluster k. There is no certainty about the membership of an object in one clustering. However, the probability of object membership in different clusters is of importance. The partitions of the FCM algorithm included a set of n objects, each with a p-character, a data vector and clustered in c clusters. Cluster centres are displayed for each cluster by v i and V ¼ v 1 ; v 2 ; :::
; v c f g and calculated using Eq. (17). Moreover, the membership degree for the i-th alternative in the k-th cluster (v k ) is shown as u ik , calculated by Eq. (16). Accordingly, the possible relationships are described as follows. u ik 2 0; 1 ½ 8i ¼ 1; 2; :::; n; 8k ¼ 1; 2; :::; c (13)
The FCM algorithm seeks to minimise the target function shown in Eq. (16).
Where m (m > 1) represents an exponential weight controlling the fuzzy rate of clustering results. This weight is equal to the Euclidean distance of the object x i from the centre of cluster v k : The solutions to the constrained optimisation problem in Eq. (16) are expressed in Equations (17) and (18).
The recurring steps required to find an optimum solution are (T€ urksen, 2006) as follows:
Step1: Select (c; m; T; e)
Step 2: Find cluster centres
Step 3: Repeat the steps above fort ¼ 1 to T
Step 4: Calculate the membership value in Eq. (17) and calculate cluster centres in Eq. (16)
; then the procedure stops. Otherwise, it continues until finding other t values.
After clustering using the FCM algorithm, each object can be assigned to one cluster according to its membership degree, ranged in the interval [0,1]. The higher the membership degree of an object in a group, the higher the probability that the object belongs to that category. The FCM algorithm requires two types of relevant information from the user, including the value of c (the number of clusters) and m (the fuzzy value of the group). As the user subjectively determines these two values, the quality of optimum solution and the membership degree of objects in clusters are influenced by choice of these two parameters. The value of c -the number of groups -affects the causal region of a cluster, while the initial value of cluster centres impacts the amount of compression and the accuracy of clusters.
In recent years, the FCM algorithm method has been integrated with several multiple criteria decision-making methods, among which DEA (Azadeh, Anvari, Ziaei, & Sadeghi, 2010) , TOPSIS (Bai, Dhavale et al., 2014) , VIKOR (Akman, 2015) , DEMATEL (Keskin, 2015) , PROMETHEE (Bai, Zhang, Qian, Liu, & Wu, 2018) and an interval type 2 hesitant MCDM (Oner & Oztaysi, 2018) can be cited.
Additive ratio assessment (ARAS) method
Recently, attention paid to the ARAS method, a relatively novel tool for MCDM (Turskis & Zavadskas, 2010a , 2010b Zavadskas & Turskis, 2010) , according to the theory that states that the accurate understanding of the world complex phenomena is possible through simple relative comparisons (Buyukozkan & Gocer, 2018; Heidary Dahooie, Beheshti Jazan Abadi, Vanaki, & Firoozfar, 2018; Liao, Fu, & Wu, 2015; Tamosaitiene, Zavadskas, Sileikaite, & Turskis, 2017) The ARAS method adopts the optimality degree concept to find the ranking. It is equal to the sum of weighted normalised values of the criteria with respect to each of the alternatives divided by the sum of weighted normalised values of the best option (Chatterjee & Kar, 2018; Ecer, 2018; Heidary Dahooie, Zavadskas, Abolhasani, Vanaki, & Turskis, 2018; Rostamzadeh, Esmaeili, Nia, Saparauskas, & Keshavarz Ghorabaee, 2017; Sivilevicius, Daniunas, Zavadskas, Turskis, & Susinskas, 2012; Turskis, Kersuliene, & Vinogradova, 2017; Turskis, Morkunaite, & Kutut, 2017) Step 1: First, an m Â n decision matrix is formed, where m represents the alternatives and n represents the criteria.
X ¼ 
x ij represents the performance value of the i-th alternative based on the j-th criterion. Also,x 0j indicates the optimum value for the j-th criterion. The unknown optimum value for the variable j is found as follows:
Generally, the evaluation values of the alternatives based on criteria ðx ij Þ and the weight of each criterion (w j ) are provided as the entries of the decision matrix. Each criterion reflects its certain dimension; therefore, to perform a comparative analysis and to prevent potential consequences of different dimensions, it is required to derive dimensionless quantities. Therefore, the weighted values are simply divided by the optimal value obtained as Eq. (20). Several methods are available to derive dimensionless values, which are explained in the following. Normalisation is a process which converts the original decision matrix values into the values on [0, 1] or on [0; 1].
Step 2: The normalisation of the primary entries is performed for all criteria. x ij indicates the normalised entries of the matrix formed.
We have benefit type and cost type criteria; hence, the normalisation process is performed positively or negatively based on (22) and (23), respectively.
A framework is provided in which each criterion can be compared to all others using dimensionless quantities.
Step 3: At this step, the weight values are applied to the normalised decision matrix X to calculate the weighted normalised decision matrix (XÞ: Subjective or objective methods are used to determine these weights which should satisfy the following equations:
. . . 
Where, w j represents the weight value for the j-th criterion, and x ij denotes the normalised value for the i-th alternative. Then, the optimality function value can be determined using the following equation:
Based on the ARAS method logic, the best alternative has the highest optimality function value while the worst alternative has the lowest optimality function value. Hence, the alternatives are ranked according to the value of S i : To evaluate the degree of utility, K i ; we can compare each alternative against the best/optimal alternative, denoted by S 0 : The degree of utility for the alternative A i is determined as follows:
Where S 0 and S i are obtained using Eq. (26). K i is used for ranking all the alternatives, placed in the interval [0,1].
Hybrid FCM-ARAS method
Suppose that there are n decision alternatives, A 1 ; :::; A n ; assessed based on m attributes, O 1 ; :::; O m ; forms a decision matrix, X ¼ x ij ð Þ nÂm ; where x ij represents the performance of alternative A i for the attribute O j :
Step 1: Determining the membership values of the alternatives in each cluster and calculating the cluster centres. It is necessary to determine the membership values in each group (matrix U) and the centres of clusters (matrix V) using Eq. (13) through (18) in the FCM algorithm, when starting the clustering process, with the aim to rank the alternatives.
Step 2: Determining the cluster of each alternative after clustering. After determining the membership value of each alternative in different clusters, it is necessary to specify the final allocation of each alternative in the existing clusters and assign a cluster to each of them. For this purpose, Eq. (28) is used:
Where I i denotes the cluster which the i-th alternative belongs to. Similarly, using Eq. (29), all alternatives in each cluster are also determined:
WhereD k represents the alternatives in the k-th cluster.
Step 3: Determining the ideal alternative for all clusters. In this step of the process, it is necessary to specify the ideal alternative or, in other words, the optimal values of the alternatives for each criterion according to Eq. (30):
x 0 ¼ x 01 ; :; x 0j ; :::; x 0m f g for j ¼ 1 : m
Where x 0j is the optimal value for the j-th criterion. If the optimal value of j-th variable is unknown, then, it is determined by using Eq. (31) considering whether the criterion is positive or negative:
Step 4: Normalising the alternatives in each cluster. To normalise the alternatives available in each of the clusters, Eqs. (32) and (33) are used for positive and negative criteria, respectively.
For positive (benefit) criteria
For negative (cost) criteria
Step 5: Weighting the normalised values in each of the clusters. The weights obtained from the CCSD method are used in the Eq. (34) to calculate the weighted normalised values of decision matrix X in each of the groups (to obtain matrixX).
Where x ij and w j represent the normalised value and the weight of the j-th criterion, respectively. In this study, w j is calculated using the CCSD objective method which satisfies the conditions described in Eq. (24).
Step 6: Determining the value of optimality function for the k-th cluster. In this step, it is necessary to calculate the value of the optimality function using Eqs. (35) and (36):
In Eq. (35), k D k j j j j k represents the number of members in the set D k and S k ð Þ denotes the average optimality function of the alternatives in the k-th cluster. Also, in Eq. (36), S ð0Þ represents the value of the optimality function of the ideal alternative.
Step 7: Calculating the degree of utility for each cluster and ranking them. The degree of alternative utility is obtained by comparing the value of the optimality function of that alternative (cluster) with the value of the optimality function of the ideal alternative or S ð0Þ : Eq. (37) shows how to calculate the degree of utility:
The value of Z k is placed in the interval [0,1], which is considered as the basis for cluster ranking. Accordingly, the higher the Z k value for a cluster, the higher its rank.
Step 8: Ranking the alternatives in the k-th cluster. Following the above steps and prioritising each of the clusters, the alternatives in each cluster are prioritised. The evaluation of the alternatives in the k-th cluster based on each of criteria is represented by X ðkÞ ; defined in the form of Eq. (38):
Now, based on Eq. (19) through (27), and using the matrix X k ð Þ as the input of the above process, the alternatives in the k-th cluster are also ranked.
Case study
The methodology proposed in this study was used for evaluation of the financial performance of a business organisation applying for loans from a public bank in Iran. The sample includes 58 different manufacturing companies with the 12-month financial records for the last three years. A comprehensive list of financial measures commonly used to evaluate the financial performance of manufacturing companies was extracted from the literature and provided to the experts. The experts involved in this study included six high-rank experienced financial managers of the bank under investigation. They were requested to select the most important criteria based on their experience, opinion and reviewing the data availability of all companies. The final list of requirements for this study was included eight different financial measures where seven of them are benefit criteria, and the remaining one is cost criteria. The final list is presented in Table 1 . The information to evaluate the companies was extracted after analysing their annual financial statements for the last three years and the required indicators were calculated to develop the decision matrix for the evaluation process (Table 2) . 
Results

CCSD method
To evaluate the financial performance of companies using the proposed method, the weight of each criterion must be determined using the CCSD method. With respect to the positive (benefit) or negative (cost) criteria, Equations (1) and (2) were employed to normalise the decision matrix shown in Table 2 . After obtaining the normalised decision matrix, the optimisation problem Eq. (12) was solved using the definitions given in Equations (4) through (11). The weight of criteria was obtained using the CCSD method shown in Figure 2 . As shown in Figure 2 , the debt ratio and equity to total assets (C3 and C5) are the most important evaluation criteria while Net Profit margin ratio (C4) is the least important one.
FCM algorithm
The FCM was then utilised to cluster the 58 manufacturing companies using the initial decision matrix shown in Table 2 . Based on the initial review of the applicants' Figure 2 . Criteria Weights using CCSD. Max  CL1  CL2  CL3  CL4  CL5  CL6  CL7  CL8  CL9  CL10   A1 information, the experts decided to classify them into ten different clusters using the FCM. Therefore, the cluster centres were computed using equation 16 and presented in Table 3 . Then, using Eq. (17) and the values obtained for the cluster centres, the membership of companies in each cluster was calculated, as shown in Table 4 . Accordingly, each company is placed in the group which has the highest percentage of membership.
ARAS method
After determining the weights of the criteria and the members in each of the clusters, using the Eqs. (30) and (31), the ideal alternatives for all clusters were estimated, and after stepping through the integrated FCM-ARAS method described above, the degree of utility for each one of the groups was calculated. The ranking of groups was determined based on the degree of efficiency which is shown in Table 5 . After ranking the clusters, it is necessary to evaluate the alternatives in each group using Eq. (38). Due to the plurality of the clusters, the ranking process of the alternatives in cluster 1 is presented as an example. The output of the ranking process for other groups is presented. Accordingly, after applying Eq. (38) to cluster 1, the initial decision matrix is formed as Table 6.
In the next step, using Eq. (20), the ideal alternative in this cluster was calculated, and the resulting decision matrix was normalised. Therefore, based on whether the criteria are positive or negative, we may use Eqs. (22) or (23). In this step, the weighted normalised decision matrix (Table 7) was obtained following the Eq. (25) (multiplying the matrix mentioned above by the weight of each criterion).
In this step, we should calculate the value of the optimality function and the degree of utility of each alternative by applying the Eqs. 26 and 27. Based on the logic of the ARAS, the ranking is based on the degree of utility. These values for the alternatives in cluster 1 are shown in Table 8 .
The process mentioned above is similar for other clusters, and the results are presented in Table 9 .
The results to better illustrate the outcome of the analysis are summarised and shown in Figure 3 . The companies located in the upper left corner (e.g. A17, A20, and A54) of Figure 3 have the best financial performance, while the ones found in the bottom of the last column (e.g., A37, A4, and A30) have the worst performance. Figure 3 . The ranking of clusters and companies in each cluster.
ECONOMIC RESEARCH-EKONOMSKA ISTRA ZIVANJA Figure 3 is the final product of the proposed method which can be utilised by the bank managers and decision makers to allocate their resources according to the government's policies. Based on the ranking results in Figure 3 , companies A17, A20 and A54 are the top three companies with the best financial performance and high priority to receive loans from the bank. A37, A4, and A30 are the companies in the lowest clusters which have the preference to receive supportive credits from the bank according to governmental policies. This will help the bank's decision-makers to identify their major and minor roles to define payment policies. The result of this study was submitted to the experts and the bank decision makers. According to their feedback, the results show good agreement with their experience and judgment.
Conclusion & recommendation
Performance evaluation is a very critical process in any industry, and the assessment of financial performance is among the most important ones. It is necessary to determine and evaluate the financial performance of companies carefully as well as to predict their future conditions. In particular, banks need accurate tools for assessing financial performance to analyse the creditworthiness of their clients' ability to pay debts and to decide on the provision of a facility. However, based on economic policies of governments like Iran, banks require financing funds to support weaker corporations. In such a situation, banks need measures to assess the financial performance of companies and categorise them to adopt appropriate policies applicable to each company. Accordingly, we developed a new integrated evaluation approach in this research by using FCM-ARAS for modelling the financial performance assessment and clustering of manufacturing companies. The proposed approach benefits from the CCSD objective method to determine the relative importance of criteria, led to higher accuracy of evaluation by eliminating the role of experts and subjective assessment of criteria. Then, in order to evaluate the financial performance of companies by FCM-ARAS hybrid approach, first, the FCM algorithm was used to cluster and classify the companies, and then the ARAS method was applied to assess and rank the clusters and companies within each group.
In this study, the debt ratio and equity to total assets and return on assets (ROA) were identified as the most critical criteria of financial performance assessment. Although these criteria have received lower weights in previous studies, the significant differences in their associated values in the decision matrix led to their choice as the essential criteria according to the CCSD logic. Since the CCSD method is a databased process, criterion weights are determined based on the degree of difference between the alternatives. However, in subjective weighting methods such as fuzzy hierarchical analysis (used by -for example-(Danesh Shakib & Fazli, 2012; Moghimi & Anvari, 2014; Safaei Ghadikolaei et al., 2014) , the relative importance of criteria is based on expert opinions and personal judgments, where the relative value of rules against each other is not calculated. Since clustering aims to put similar alternatives within one cluster, assigning higher weights to criteria with a higher degree of differentiation will lead to more accurate clustering and ranking. Obviously, that changes in the subject, and data of the study will change the importance and criteria due to the use of objective methods.
The presented method was used for evaluating the financial performance of 58 manufacturing companies applying for loans from a public bank in Iran. The information was extracted to assess the companies after analysing their annual financial statements for the last three years. The companies were classified into ten clusters by using the FCM algorithm and the priority of each group and the companies in each cluster was determined by the ARAS method based on their financial performance.
In summary, the FCM-ARAS combination method which was developed for the first time in this paper to simultaneously compare clustering and ranking companies from the perspective of their financial performance assessment, can greatly undermine the shortcomings of previous research in the field of financial performance assessment of companies and will significantly help organisations and financial institutions in selecting target customers to provide financial facilities. On the other hand, in order to minimise the role of experts and their judgments in the process of evaluating the financial performance of companies, the authors used the CCSD method instead of conventional subjective methods to weight the criteria, which reduces dependency on experts and as a result, greatly decreases the subjectivity of the model.
Even though the role of experts in determining the weight of criteria is eliminated in the proposed approach, the authors believe that the combination of objective (e.g. CCSD) and subjective (e.g. experts opinion) approaches will result in a more comprehensive and accurate result. Therefore, it is suggested that in future studies integrated criteria evaluation approaches be considered. Also, the companies in this study were only evaluated based on their financial performance. It was found that the non-financial performance of companies should be regarded simultaneously to ensure a comprehensive evaluation.
This research is based on real data and one of its limitations is the lack of access to similar data in other financial institutions, which in part reduces the possibility of comparison and model performance evaluation. Therefore, it is recommended that the method presented in this research be used in future research in several financial institutions to evaluate the companies applying for the facility and the results be compared so that the model's reliability can be measured.
