Programmers traditionally assume we live and program in a sequentially consistent world. Hardware developers have long since abandoned sequential consistency in order to develop higher performance computers. In this paper, we argue that the natural world maintains causal consistency not sequential consistency. From that observation, we argue that concurrent programs only need to maintain causal consistency. Since causal consistency does not require a total order on operations, it can be implemented with less impact on scalability than more strict ordering guarantees.
Introduction
As programmers, we prefer to write programs that meet some definition of "correct". As concurrent programmers, we understand that the effects of concurrency impact what it means for a program to be correct. Concurrent programmers often use ordering criteria such as sequential consistency [2, 13] or linearizability [7, 9, 20] to assist in reasoning about the correctness of their concurrent programs. Neither of these criteria are correctness criteria in and of themselves. They simply provide a framework for reasoning about the correctness of the concurrent program in terms of a sequential specification.
Both sequential consistency and linearizability restrict what interleavings are allowed in a concurrent program. Lack of sequential consistency or linearizability is proven by showing an interleaving (ordering) of the program which violates the given specification. By restricting what interleavings are allowed, sequential consistency and linearizability allow the programmer to use a sequential specification of the program when reasoning about correctness. But this benefit comes at a cost. Ordering guarantees are typically enforced by delaying certain operations. These delays directly impact scalability. The more strict the ordering guarantee, the greater the impact on performance [1, 8] .
CPU designers have long recognized the performance limitation of strict ordering. Modern CPUs use relaxed memory consistency Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. and out of order execution units to enhance performance. Message passing protocols have also recognized the performance cost of ordering guarantees. Many message passing systems offer multiple ordering guarantees each with its own cost: unordered broadcast, causal broadcast, and atomic broadcast message delivery guarantees [3, 15] . Most multicore software, meanwhile, attempts to maintain strict ordering guarantees and therefore requires the program to pay the cost of the equivalent of atomic broadcast even when a weaker ordering may be acceptable.
Our claim is that reasoning about a concurrent program in terms of a sequential specification is flawed on two counts:
1. Neither the physical world nor the programming world are sequential. Forcing concurrent programs to fit a sequential model is neither natural nor necessary.
2. The delays required to enforce a sequential ordering guarantee limit scalability below what is necessary to prove correctness properties of the program.
We claim that causality is the important property that must be maintained. Causality can be preserved without requiring a global order on events. For this reason, causal consistency is a less strict ordering guarantee than either sequential consistency or linearizability, and thus causally consistent programs have the potential to scale better than sequentially consistent or linearizable programs. The rest of this paper presents our claims as follows: In Section 2, we examine ordering from the perspective of Einstein's theory of relativity and show that causality is preserved in the natural world, but not sequential consistency. Section 3 shows various mechanisms that allow causality to be violated within concurrent programs. Relativistic programming is a concurrent programming methodology that maintains causality without requiring stricter ordering. Section 4 shows the mechanisms by which relativistic programming preserves causality. Section 5 makes the examples from Section 4 more concrete by specifying the rules used to develop relativistic algorithms. Section 6 describes the benefits of relativistic programming both in terms of performance and in terms of ease of reasoning about correctness. Finally, Section 7 presents concluding remarks.
The real world
Concurrent programmers often start with a sequential program and attempt to make it concurrent. Concurrent programmers also often use sequential consistency or linearizability to allow them to reason about their concurrent programs in terms of a sequential specification. Both of these tendencies derive from the false belief that the world is sequential. As we are about to show, the world is not sequential. We believe that programmers should embrace concurrency instead of trying to force their programs to fit a concurrent model.
Einstein's theory of special relativity includes the concept that each observer has their own reference frame in which they observe events. Observers can disagree on the order and timing of events due to their locations and relative velocities. Figure 1 presents a simple illustration of this phenomenon. Events W1 and W2 are flashes of light. The light takes time to travel through space. The circles show the wave front as the light travels from its source. Observer R1 has already seen event W1 (the wave front has passed R1), but not event W2. Observer R2 has already seen event W2 but not W1. Thus, the two observers will disagree on the order of events W1 and W2. If W2 was causally dependent on W1, then W2 could not occur until after the wave front from W1 reached the location of W2. As shown in Figure 2 , the wave front for W2 would be contained entirely within the wave front of W1 and all observers would see W1 prior to W2. R1 W1 W2 Figure 2 . If W2 is causally related to W1, then the wave front for W2 must be entirely contained within the wave front for W1. As a result, any observer R1 which can observe W2 must also be able to observe W1.
Causality can be thought of in terms of the triangle inequality, which states that the sum of the length of any two sides of a triangle is greater than the length of the third side. In figure 2 , W1, W2, and R1 form a triangle. Since light travels at a constant speed in any reference frame, the time it takes light (and therefore information about an event) to travel to a destination is proportional to the distance between the source and destination. W2 can not happen until information about W1 reaches W2. Information about W2 can then travel towards R1. The triangle inequality guarantees that the distance down these two paths must be greater than the distance from W1 to R1 1 , so the information about W1 must arrive at R1 prior to the information about W2.
Within relativistic systems, not only is there no agreement on a total order of events, there is not even an agreement on the progress of time. Each observer sees time progress at their own rate. Time, in relativistic systems, is relative to the observer. The concept of relative time maps well to our current programming world. Each thread (or CPU) advances time as it executes instructions. But instruction timing varies due to cache misses, pipeline stalls, etc. Without forcing synchronization between threads, there is no way for multiple threads to agree on how much progress each has made in the execution of their respective programs. Note that even if a multicore CPU had a hardware clock accessible to all CPUs, this would not solve our problem because "time" for the CPU or thread, is not wall-clock time. Instead it is measured in terms of how much progress has been made through the program.
The programming methodology we are proposing is called relativistic programming because each thread has its own time reference, and each thread makes observations within that time reference. Relativistic programming preserves causality, but does not require a global agreement on time (or even ordering). Our claim is that this methodology maps better not only to the natural world, but also to the concurrent hardware that we program on. In the next section we discuss modern hardware and show how it is possible for concurrent programs to violate causality unless the programmer takes additional steps to preserve causality.
The programming world
In the programming world, "events" are not flashes of light, and information does not propagate in all directions with uniform speed. In a shared memory system, events are typically writes to memory. Observations are reads of memory. In a modern system, there are a variety of mechanisms that can affect the propagation of the event to the observer. Unlike relativistic physical systems, information within a computer system does not travel at uniform speed in all reference frames. Within the memory system, caches and buffers can delay the propagation of information to observers. These delays vary from observer to observer such that the triangle inequality can be violated and effects can be seen before causes. The situation can be further exasperated by optimizing compilers and out of order execution units, which reorder code. Even if a programmer carefully orders their code in an attempt to preserve causality, both the compiler and the CPU can change the order of the code in such a way that causality is violated.
Since it is disconcerting to have an effect precede its cause, and since violations of causality often lead to erroneous behavior in programs, causality is worth preserving. One approach to preserving causality is to use locks. However, most systems using locks not only preserve causality, they impose a total order on operations to the same data. All observers will agree on the order of all events affecting any particular location in memory. This unnecessarily strict ordering leads to performance and scalability limitations. Many lock free approaches suffer from two problems: first, without a systematic approach to manage the reordering effects of modern hardware, lock free algorithms tend to be extraordinarily complex. Second, many lock free algorithms strive to achieve linearizability as part of their correctness criteria. Several researchers [1, 8] have shown analytically that more strict ordering guarantees (such as linearizability) have an inherently higher cost than weaker ordering guarantees.
We maintain that causality is intuitive, relatively easy to maintain, and is sufficient to preserve many of the correctness properties that are required for concurrent programs. In the next section we show the mechanisms by which relativistic programming preserves causality.
Relativistic Programming
Taking clues from the real world, a relativistic programming system should have the following attributes: 2. Some writes may have to be delayed to preserve causality.
3. Non-causally related writes can be observed out of order.
Such a system should have wait-free, low-overhead, reads. Most of the cost for synchronization is paid for by the writers. Because writers do not need to synchronize with readers in the traditional sense, writers have the potential for higher throughput than lockbased writers.
Note that while relativistic systems are not totally ordered, this does not mean they have weaker correctness properties. Relativistic systems preserve causality so that no observer will see an effect without also seeing the cause; this is sufficient to develop provably correct algorithms.
Relativistic programming uses three primitives to control ordering: rp-publish, rp-dereference, and wait-for-readers. In addition, read-sections are delimited by the primitives start-read and end-read, but these primitives are not considered ordering primitives because they are wait-free and do not control the ordering of readers. The following sections present three examples that show how these primitives are used to preserve causality. The relativistic programming primitives are described in complete detail elsewhere [4, 10, 14] . The examples illustrate the following mechanisms:
1. Local delays 2. Global delays 3. Algorithmic considerations
Local Delays
Listing 1 shows pseudo-code for inserting a node into a linked list. A sequentially consistent implementation of this algorithm would be safe with respect to concurrent readers for the following reasons:
1. The node is properly initialized before it is linked into the list 2. The assignment to prev->next in Line 7 is atomic on all modern architectures
In a sequentially consistent implementation, concurrent readers will either see a properly initialized node, or they will traverse the list as if the node had not yet been inserted. Both outcomes are valid. However, by default, modern systems are not sequentially consistent. An optimizing compiler or out-of-order execution unit can re-order the operations so that prev->next is written before the node is initialized. Weakly ordered memory systems can also reorder the writes to memory so that the write to prev->next is visible to readers before the initialization writes.
1 insert(prev, data) { node_t *node; node = malloc(sizeof(node_t)); 5 node->payload = data; node->next = prev; prev->next = node; } Listing 1. Linked list insert operation Relativistic programming implementations have two primitives that, when used together, prevent this type of reordering. If the rp-publish(pointer, value) primitive is used to perform the write of prev->next, it will prevent compiler, CPU, and memory system reeorderings such that the initialization of the node is guaranteed to be visible to other threads prior to the new pointer value. On the read-side the rp-dereference(pointer) primitive is used to enforce dependent-read consistency whenever pointers are read. Since all modern hardware implementations enforce dependent read consistency by default 2 , rp-dereference amounts to a noop.
The rp-publish primitive has the effect of delaying the write of the pointer until all previous writes have become visible to other threads. This delay is considered "local" because the implementation does not require any knowledge of other threads. The implementation consists of a compiler barrier to prevent the optimizer from reordering code around the primitive, and a hardware barrier to prevent the CPU and memory system from reordering operations around the primitive.
The use of rp-publish and rp-dereference is sufficient to preserve causality in cases such as inserting a node into a linked list (or other data structure). No reader will see partially initialized nodes, and no reader will see the content of nodes change in the middle of an observation. Note also that causality is preserved without explicit synchronization between readers and writers. Figure 3 shows a node C that was deleted from a linked list. The deletion happens in two steps: first node C is unlinked by changing the pointer out of B, then the memory for C can be reclaimed. A concurrent reader may have obtained a reference to C just prior to its being unlinked from the list. The writer must delay the freeing of the memory until all such references have been released. Note that any readers that come along after the unlink operation can not obtain a reference to C, so the wait must only accommodate those readers that existed at the time of the unlink. Relativistic programming implementations have a primitive, wait-for-readers, which waits until all current readers have finished. The wait is facilitated and bounded by placing the following restrictions on readers:
Global Delays
1. Read-sections must be bounded by start-read and end-read.
2. Readers are not allowed to hold references to the data structure outside read-sections.
3. Readers must be wait-free while inside read-sections.
Note that these restrictions are the same as those normally applied to holders of spin-locks. Given these restrictions on readers, the duration of a wait-for-readers is bounded by the length of the longest read-section. Since readers must be wait-free while inside a read-section, this time is finite. Note also that, unlike with readerwriter locks, continually overlapping read-sections can not lead to writer starvation. The wait-for-readers primitive only needs to wait for readers that existed prior to the beginning of the wait. It does not need to wait for any readers that come along later. The delay implemented via wait-for-readers is called a global delay because the write-thread that calls wait-for-readers needs information about read-threads in order to implement the day. Readers have to bound their read-sections with start-read and end-read in order to provide information about the existence of reads to the wait-for-readers primitive.
In order for readers to meet the performance goals of relativistic programs, start-read and end-read must be both low-overhead and wait-free. It is beyond the scope of this paper to describe potential implementations of these primitives, but implementations which meet these requirements and which are in production use have been described elsewhere [4] [5] [6] 14] .
The wait-for-readers is used to delay writes in order to preserve causality. In the example given in this section, the memory for node C was freed because C is no longer in the list. The cause is the unlinking of C; the effect is C being freed (and the memory potentially being reused). A reader that obtains a reference to C did not observe the cause. If the memory for C is freed and reused while the reader holds a reference to C, then the reader will observe the effect (with potentially disastrous results). The wait-for-readers delays the effect until it is certain that there are no readers who have not observed the cause.
Algorithmic Considerations
The previous sections illustrated cases where a writer needs to insert delays in order to preserve causality. This sections shows how algorithmic mechanisms can be used to preserve causality.
Consider a linked list in which a node needs to be moved from one location to another. Figure 4 shows a linked list with node C in two different locations (labeled C1 and C1). If the move from one location to another was effected by removing the node from the original location and then placing it in the new location, there would be a period of time where a reader could traverse the list without observing the moved node. If we consider the entire operation (move), as opposed to its component parts (delete, insert), then a reader which observed the list without seeing node C would have observed an effect (node C deleted) for which there was no cause. To avoid this, the writer could place a copy of the node in the new location and then remove the original. This algorithm presents the possibility where a reader can see both copies of the node, but it can prevent the possibility of not seeing the node. There are many cases where a temporary duplicate is acceptable. For example, if the list is used for a chain in a hash table, and if the hash table does not allow duplicate keys, then a reader looking for the duplicate node would return the first copy found and ignore the other. A reader looking for any other node would simply skip over both duplicates.
Using the copy mechanism is not sufficient to preserve causality in all cases. We will consider the two cases: moving a node from later in the list to earlier in the list (from position C2 to position C1) and from earlier in the list to later in the list. In the first case, node C1 would be added to the list and then node C2 would be removed from the list. Consider a reader at node B when node C is moved. The reader would have already read past the location of C1 and thus would not find the node in that location. If node C2 is removed before the reader observed it, the reader would traverse the list without observing node C. If a wait-for-readers is inserted between the insert and the delete, then any readers which read past the location of C1 without observing C1 would be allowed to observe C2 before it is removed from the list.
In the second case, C2 is inserted first and then C1 is removed. With this order of operations, no readers can traverse the list and miss C. Any readers that missed C1 because they were at A when C1 was removed, will observe C2 because it has already been inserted later in the list. No wait-for-readers is necessary in this case.
The algorithmic considerations mentioned in this section give clues as to when wait-for-readers is required. The rules will be stated in the next section. The algorithmic considerations also give clues as to where relativistic programming is applicable and where it may be more difficult to apply relativistic programming. In particular, some (but not all) relativistic algorithms are only applicable if the data structure represents a Map (no duplicate keys) but may not apply if the data structure represents a MultiMap. Second, relativistic algorithms have mostly been applied to data structures where readers view that data structure as a Directed Acyclic Graph (DAG). DAGs have a particular traversal order, and knowledge of that traversal order is used in developing relativistic algorithms.
Rules for Relativistic Programming
The rules for implementing relativistic readers and writers are both few and simple. They will be mentioned briefly here, but are discussed in greater detail elsewhere [16, 17] . Readers have to follow three rules:
1. Readers are not allowed to hold references to the data structure outside read-sections which are bounded by start-read and end-read.
2. Readers must be wait-free while inside a read-section.
3. Readers must use rp-dereference to dereference pointers.
Writers have two rules:
1. Globally visible pointers must be updated with rp-publish.
2. When making two globally visible writes to a data structure, the first of which is earlier in traversal order than the second, the two must be separated by wait-for-readers.
We have already given several examples of the use of the second rule. When deleting nodes two changes are made: the first is changing the pointer that points to the deleted node; the second is freeing the memory for the deleted node. Since the pointer to the deleted node must be traversed before accessing the node, these changes are in traversal order and thus need a wait-for-readers. Moving a node from later in the list to earlier in the list also fits this pattern as discussed in Section 4.3. First the copy is inserted early in the list, then the original is removed from later in the list. This order requires a wait-for-readers. When the move is in the other direction, the first change is later in the list and the second is earlier in the list. This order does not require a wait-for-readers.
The Benefits of Relativistic Programming
The goal of relativistic programming is to develop programs that preserve causality without having to pay the cost of more strict ordering mechanisms. Furthermore, the cost of maintaining causality is paid almost exclusively by writers. In the real world, observers never have to delay making an observation in order to preserve causality, they simply observe. The same is true of relativistic programs. The benefits of relativistic programs fall into two categories. Reads are low-overhead and wait-free which means they have both high performance and good scalability. The performance and scalability of relativistic readers has been demonstrated for a variety of data structures [11, 12, 18, 19] . The second benefit has to do with correctness.
For many concurrent programming methodologies, the programmer has to reason about every possible interleaving of the memory reads and writes. With relativistic programming, writers pay most of the cost of preserving causality, and therefor the burden of reasoning about correctness also falls mainly on the writers. The programmer needs to decide which memory operations are causally related and then needs to show that the rules given in Section 5 are properly followed. If these steps are followed, then readers are only capable of seeing a prefix of the memory writes performed by the writer. Since a prefix of operations represents a small fraction of the total possible interleavings in an unconstrained concurrent program, reasoning about relativistic programs is much easier than reasoning about unconstrained concurrent programs.
The examples given earlier illustrate the ease of reasoning. For node insertion, the use of rp-publish and rp-dereference is sufficient to guarantee that readers will not see partially initialized nodes. When there are two causally dependent writes, the causal ordering of those writes can be preserved either by depending on reader traversal order of by inserting a wait-for-readers between the two writes. Since causality has been preserved, the programmer does not need to reason about every possible interleaving of memory reads and writes. The causally dependent writes are guaranteed to be observed in the correct order and the ordering of the non-causally related writes is not critical to the correctness of the algorithm. A more complete presentation of reasoning about the correctness of relativistic algorithms is given elsewhere [5, 10] .
Conclusion
Neither the real world nor the computer hardware world is totally ordered. We have argued that as programmers we should not constrain ourselves to a sequential world. Relativistic programming is a methodology that preserves causality without the expense of sequential consistency. The less strict ordering of relativistic programs have both performance and correctness benefits when compared with other concurrent methodologies.
Even though we do not live in a totally ordered world, we tend to train programmers from the beginning to think sequentially. Perhaps it is time to train programmers, from the beginning, to think concurrently. And even as experienced practitioners, perhaps we need to abandon the methodology of taking a sequential program and trying to make it concurrent, or of defining correctness in terms of being the same as some sequential execution. Both in the real world, and in the hardware world, the use of concurrency and causal ordering are common place. It is time for the software world to make this change as well.
