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1. SUMMARY
Recently the existence of free subgroups of free complete products of
the integer group  of large cardinalities have been shown by Zastrow
[8] and by Cannon and Conner [1]. The two subgroups are very different
subgroups, though they are isomorphic free groups. (Short proofs of these
results are given by Eda [3].) In the present paper we generalize the results
to the case for free complete products of arbitrary groups. It turns out that
what changes is a part of a free product ∗i∈IGi and the remaining part is
free, as in the case of copies of , but does not reﬂect particular structures
of groups Gi’s. The undeﬁned notion will be stated in Sections 3 and 4.
Theorem 1.1. Let Bd be a subgroup of the free complete product i∈IGi
consisting of elements of bounded appearance and let Sc be a subgroup con-
sisting of elements whose corresponding reduced words have scattered order
types. Then both Bd and Sc are isomorphic to ∗i∈IGi ∗ ∗λ, where λ is the
cardinal determined by the following: Let I0 be the subset of I such that i ∈ I0
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if and only if j ∈ I Gj ≥ Gi is inﬁnite and let λ be the cardinality of∏
i∈I0 Gi, which is equal to that of i∈I0Gi.
Corollary 1.2. Let I be an inﬁnite index set and Gi’s be copies of a
group G. Then the subgroups of Bd and Sc of i∈IGi are isomorphic to
∗i∈IGi ∗ ∗GI .
S. Shelah et al. [4, 7] showed that the Specker phenomenon, i.e., the
Higman theorem [5], behaves differently in the uncountable case than in
the countable case (we explain this more precisely in Remark 5.1). We shall
show the existence of large free retracts of uncountable free complete prod-
ucts by modifying the proof in [7] as follows. Since we use the Dedekind
cuts explicitly, our presentation of the proof is shorter than that in [7].
Theorem 1.3. Let Gi be a nontrivial group for each i ∈ I and let I1 be the
subset of I such that i ∈ I1 if and only if j ∈ I Gj ≥ Gi is uncountable.
Then there exists a free retract of the free complete product i∈IGi whose
cardinality is the same as that of i∈I1Gi.
Sometimes we use set theoretical notation. An ordinal is the set of all
ordinals strictly smaller than itself and a cardinal is an initial ordinal. The
uncountable coﬁnality is essential in the proof of Theorem 1.3. We refer the
reader to [6] for elementary notions of ordinals and cardinals. The proofs
of the above theorems involve cardinality arguments, which are elementary
but belong to set theory. We collect them in the last section.
Remark 1.4. (1) The set I\I0 = i ∈ I i 
∈ I0 is ﬁnite and i∈IGi =
∗i∈I\I0Gi ∗i∈I0Gi in Theorem 1.1. In Theorem 1.3 the set I\I1 is countable,
but i∈IGi is not isomorphic to i∈I\I1Gi ∗ i∈I1Gi in general. Particularly
if Gi’s are copies of a nontrivial group G and I is uncountable, the car-
dinalities of i∈I0Gi and i∈I1Gi are equal to the cardinality of the whole
group i∈IGi.
(2) The free subgroups in Theorem 1.1 are not retracts. This can be
seen as follows. The restriction map from I to a countable subset J induces
a homomorphism from i∈IGi to a subgroup i∈JGi. By this homomor-
phism, Sc and Bd are mapped precisely onto the same as those deﬁned
for i∈JGi. But, by an application of the Higman theorem a homomor-
phic image of i∈JGi to a free group is equal to an image of ∗i∈XGi for
some ﬁnite subset X of J. Therefore free subgroups in Theorem 1.1 are
not retracts.
2. DEFINITIONS AND PRELIMINARY FACTS
We follow the notation in [2] basically, but state deﬁnitions and lemmas
for the reader’s convenience.
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Deﬁnition 2.1. For groups Gi i ∈ I, suppose that Gi ∩ Gj = e.
A word W ∈  Gi i ∈ I is a function from a linearly ordered set W
to
⋃
i∈I Gi such that α ∈ W  W α ∈ Gi is ﬁnite for each i ∈ I.W − = α− α ∈ W  denotes the inversely ordered set of W , where α− <
β− if β < α. W −1 is a word such that W −1 = W − and W −1α− = W α−1.
We identify two words V and W , if there exists an order preserving bijec-
tion ϕ V → W such that V α = W ϕα for each α ∈ V , for which we
write V ∼= W .
Let pXY  ∗i∈YGi → ∗i∈XGi be the projection for ﬁnite subsets X ⊆ Y of
I, where pXX is the identity. The notation X  I means that X is a ﬁnite
subset of I. Thus the unrestricted free product is ←−lim∗i∈XGi pXY  X ⊆
Y  I [5].
For a word W ∈  Gi i ∈ I and X  I, WX is the word obtained from
W by restricting to letters in ∪Gi i ∈ X; i.e., WX = α ∈ W  W α ∈
Gi for some i ∈ X and WX = W WX . WX can be regarded as an ele-
ment of the free product ∗i∈XGi. Two words V and W are equivalent,
if VX = WX as elements of the free product for any X  I. The equiv-
alence class containing W is denoted by W . Then we get a free com-
plete product i∈IGi = W  W ∈  Gi i ∈ I, where the operation
is deﬁned by the concatenation. This group is isomorphic to the subgroup⋂
F  I∗i∈XGi ∗←−lim∗i∈XGi pXY  X ⊆ Y  I\F of the unrestricted free
product [2, Proposition 1.8].
Deﬁnition 2.2. A word V is a subword of W , if there are words X and
Y such that W ∼= XVY . V is a proper subword, in case at least one of X
and Y is not empty. V is an initial subword, in case X is empty. A word V
is a quasi-subword of W ; there exists a subword V ′ such that the following
hold: V ∼= V ′, V ∼= gV ′, and V ∼= V ′g′, or V ∼= gV ′g′ holds for some letters
g g′.
A word W is reduced, if W ∼= UXV implies X 
= e for any nonempty
word X and for any neighboring elements α and β of W . It never occurs
that W α and W β belong to the same Gi. A word W is quasi-reduced, if
W ∼= UXV with X = e implies ImX ⊆ Gi for some i and the existence
of e 
= g ∈ Gi for some i such that g is the rightmost letter of U or the
leftmost letter of V .
In other words a reduced word can be obtained from a quasi-reduced
word by multiplying neighboring elements.
Proposition 2.3 ([2, Theorem 1.4]). For each word W ∈  Gi i ∈ I
there exists a unique reduced word V ∈  Gi i ∈ I such that V  = W .
We note that the notation “” in [2] is the same as our “∼=.”
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Proposition 2.4 ([2, Corollary 1.7]). Let V and W be reduced words.
Then there exist reduced words XYZ such that V ∼= XY and W ∼= Y−1Z
hold and XZ is quasi-reduced.
We easily have
Lemma 2.5. For groups Gij i ∈ 0 1, j ∈ J, i j∈I×01Gij  i∈IGi0 ∗
Gi1.
3. THE SUBGROUP OF BOUNDED APPEARANCE
Deﬁnitions and lemmas in Sections 3 and 4 are similar to those in [3].
We remark that even in case Gi’s are copies of  the notion “bounded
appearance” is a weaker condition than that in [3] and consequently the
resulting subgroup Bd is larger than Bd in [3].
Deﬁnition 3.1. For i ∈ I and a word W ∈  Gi i ∈ I, liW 
denotes the number of appearances of elements in Gi in W , i.e., the
cardinality of α ∈ W  W α ∈ Gi. A word W is of appearance n, if
maxliW  i ∈ I = n. The subgroup of bounded appearance of i∈IGi
is Bd = W  W is of appearance n n < ω, where ω is the least inﬁ-
nite ordinal and n < ω means that n is a natural number. Let Bdn be the
subgroup of Bd generated by words of appearance less than or equal to n.
A subgroup G of i∈IGi is ﬁne, if the following hold:
• G contains ∗i∈IGi;
• If V is a subword of a reduced word W and W  ∈ G holds, V  ∈ G
also holds.
For a subset X of a group G, X denotes the subgroup of G gener-
ated by X. Following the convention for words of ﬁnite length, we use the
expression “W = V ” instead of W  = V  when no confusion will occur.
We also write W ∈ G for a group G instead of W  ∈ G. We remark that
W ∼= V implies W = V , but the converse does not hold in general.
Lemma 3.2. Let G be a ﬁne subgroup of i∈IGi and W a reduced word.
Then G ∪ V  an initial subword of W  is ﬁne.
Proof. Let X0    Xm be reduced words which belong to G or
initial subwords of W . It can be easily proved by induction on m
that any initial subword of the reduced word of X0   Xm belongs to
G ∪ V  an initial subword of W. Since any subword is a product of
the inverse of an initial subword and another initial subword, we get the
conclusion.
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Lemma 3.3. Let A0    An and let W be reduced words such that W =
A0 · · ·An. Then there exist reduced words W0    Wm and 0 ≤ i0 < · · · <
im ≤ n satisfying the following:
• W = W0 · · ·Wm and W0 · · ·Wm is quasi-reduced;
• each Wk is a subword of Aik , which is presented in the next equation
(in other words each Wk is unchanged in the reduction indicated in the next
item);
• A0 · · ·An ∼= X0W0 · · ·XmWmXm+1 for some words Xi such that
Xi = e for each i.
Proof. The proof is by induction on n. Since the case n = 0 follows from
Proposition 2.3, we prove the induction steps. Let A be the reduced word
of A0 · · ·An−1. Then W = AAn holds and hence there exist reduced words
XB, and C such that A ∼= BX, An ∼= X−1C, and BC is quasi-reduced and
W = BC and by Proposition 2.4. Apply the induction hypothesis to A and
let V0     Vk be the obtained reduced words. Now B = V0 · · ·Vj−1V ′j and
V0 · · ·Vj−1V ′j is quasi-reduced, where V ′j is an initial subword of Vj . When Vj
is a subword of Aij , V
′
j is also a subword of Aij . Hence W = V0 · · ·Vi−1V ′i C
holds and V0     Vi−1 V
′
i  C satisfy the required properties.
Now we start to prove lemmas for the ﬁrst half of Theorem 1.1.
Lemma 3.4. Let W be a word of appearance n and let a subword A of
W be also of appearance n. If W ∼= X0AY0 ∼= X1AY1 holds, then X0 ∼= X1
and Y0 ∼= Y1 hold.
Proof. Let liA = n and consider the leftmost appearance of a letter
belonging Gi and the rightmost appearance. Then we can easily get the
conclusion.
Lemma 3.5. Let G be a ﬁne subgroup of Bdn containing Bdn−1 and let
A and W be reduced words of appearance n such that W is a subword of A
and W 
∈ G. Then W is not a subword of A−1.
Proof. We ﬁrst remark that α W α ∈ Gi = n for inﬁnitely many i’s
by the assumption.
Suppose that W is a subword of A−1. Since both A and W are of appear-
ance n, we have a subword V of W of appearance n such that V ∼= V −1 and
V 
∈ G. By [2, Corollary 1.6], V ∼= U−1gU with g2 = e. Since G contains
∗i∈IGi and Bdn−1 g and U belong to G, which contradicts V 
∈ G.
Lemma 3.6. Let G be a ﬁne subgroup of Bdn containing Bdn−1 and let
A0    Am be reduced words of appearance n such that i liAk = n ∩
i liAk′  = n =  for distinct k and k′. Suppose that Ai 
∈ G for any
0 ≤ i ≤ m. Then G ∪ Ai 0 ≤ i ≤ m = G ∗ ∗mi=0Ai holds.
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Proof. Suppose the contrary. There exist Y0 · · ·Yk = e such that each Yi
is reduced and the left term is a nonempty reduced form in G ∗ ∗mi=0Ai;
i.e., the letters are elements of G, Ai’s, and A
−1
i ’s. We assume that k is
the minimum in such numbers. Since we may assume one of Yi’s is Am
or A−1m , we may also assume that Y0 is Am. Now apply Lemma 3.3 to
Am = Y−1k · · ·Y−11 . We have reduced quasi-subwords W0    Ws of Am
and X0    Xs+1 with the properties in Lemma 3.3. If Wj is of appearance
n, Wj cannot be a subword of any Ai for 0 ≤ i < m. Since Am 
∈ G and G
is ﬁne and G ⊃ Bdn−1, there exist Wj0 and Yk0 such that
• Wj0 is of appearance n and a quasi-subword of Y
−1
k0
;
• Wj0 
∈ G;
• Yk0
∼= Am or Yk0 ∼= A−1m .
By Lemma 3.5, we have Y−1k0
∼= Am. We observe the following equation:
Y−1k · · ·Y−1k0 W0 · · ·Wj0 · · ·WsY−1k0−1 · · ·Y−11
= Y−1k · · ·Y−1k0 AmY−1k0−1 · · ·Y−11
∼= X0W0X1 · · ·Xj0Wj0Xj0+1 · · ·WsXs+1
By Lemmas 3.4 and 3.5 the word Wj0 in the ﬁrst term corresponds to Wj0
in the third. More precisely a subword W ′j0 of Am of appearance n for
which one of Wj0
∼= W ′j0 , Wj0 ∼= gW ′j0 , Wj0 ∼= W ′j0g′, or Wj0 ∼= gW ′j0g′ for
some letters g g′ in the ﬁrst term is precisely W ′j0 in Wj0 in the third.
Consequently Wj0+1 · · ·WsY−1k0−1 · · ·Y−11 = Xj0+1Wj0+1 · · ·WsXs+1. Therefore
both of Y−1k0−1 · · ·Y−11 = e and Y−1k · · ·Y−1k0+1 = e hold, which contradicts the
minimality of k.
The next lemma is well known and easy to prove.
Lemma 3.7. Let F be a free group generated by e1     en. Then F is freely
generated also by e1 e1e2     e1e2 · · · en.
Proof (ﬁrst half of Theorem 1.1). We shall prove that Bd1 is the free
product of ∗i∈IGi and a free group and Bdn is the free product of Bdn−1 and
a free group for n ≥ 2 by induction. The cardinality argument concerning
λ will be settled in Sections 4 and 6. We remark that Bd0 is a trivial group.
The initial stage: set G = ∗i∈IGi. Our induction hypothesis is the follow-
ing: G is a ﬁne subgroup of Bdn containing Bdn−1 as a free factor. If G =
Bdn we have ﬁnished the nth step. Otherwise, there exists a reduced word
W of appearance n such that W 
∈ G. Apply Lemma 3.6 for i0 = m = 0,
then we conclude G ∪ W  = G ∗ W . We pick initial subwords of W
as generators inductively. Suppose that  ⊆ V  an initial subword of W 
freely generates G ∪   with G; i.e., G ∪   = G ∗ ∗V ∈ V . If
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G ∪   = G ∪ V  an initial subword of W , then G ∗ ∗V ∈ V  =
G ∪ V  an initial subword of W  is a ﬁne subgroup by Lemma 3.2
and we proceed to the procedure to ﬁnd a reduced word of appear-
ance n outside of the constructed subgroup. Otherwise, there exists
an initial subword U of W such that U 
∈ G ∪  . We claim that
G ∪  ∪ U = G ∗ ∗V ∈ V  ∗ U. To see this, let V0     Vm ∈  so
that Vj is an initial subword of Vj+1 for 0 ≤ j ≤ m − 1, Vi is an initial
subword of U , U is an initial subword of Vi+1, and Vm ∼= W . Let Aj be
reduced words such that
Aj =


V0 for j = 0;
V −1j−1Vj for 0 < j ≤ i;
V −1i U for j = i+ 1;
U−1Vi+1 for j = i+ 2;
V −1j−2Vj−1 for i+ 2 < j ≤ m+ 1.
The facts Aj 
∈ G for j ≤ i and j ≥ i + 3 follow from the fact that G ∪
  = G ∗ ∗V ∈ V . The facts Ai+1 
∈ G and Ai+2 
∈ G follow from U 
∈
G ∪ Vi Vi+1. Then A0 · · ·Am+1 ∼= W holds and hence G ∪ Ai 0 ≤
i ≤ m + 1 = G ∗ ∗m+1i=0 Ai by Lemma 3.6. Now G ∪ Vi 0 ≤ i ≤ m ∪
U = G ∗ ∗m+1i=0 Ai = G ∗ ∗mi=0Vi ∗ U by Lemma 3.7, which implies
the claim. Just iterating the above process transﬁnitely, we get the desired
bases for Bdn.
4. THE SUBGROUP OF SCATTERED TYPE
First we recall scattered sets. For a space XX ′ denotes the subspace of
X consisting of all nonisolated points. Let X0 = X and Xα+1 = X ′α for an
ordinal α and let Xα = ∩Xβ β < α for a limit ordinal α. A space is said
to be scattered, if Xα is empty for some α. Since a linearly ordered set can
be regarded as a topological space with its order topology, we call a linearly
ordered set scattered in case it is scattered under its order topology. For
a linearly ordered set L, let DL be the set of the Dedekind cuts of L,
which becomes a linearly ordered set. Words V and W are tail-equivalent,
if there exists a nonempty word X such that V ∼= YX and W ∼= ZX for
some words Y and Z.
Let Scα be the subgroup of Sc generated by all W ’s such that W are
reduced and DW α = . Then Sc1 is a subgroup consisting of all words of
ﬁnite length; i.e., ∗i∈IGi. For an ordinal β ≥ 1, let 0β be the set of all
reduced words W such that DW β is a singleton consisting of the largest
element of DW . Choose a representative from each tail-equivalent class
of 0β and let 1β be the set of such representatives. For V ∈ 1β,
an essential part of V is a tail part of V , i.e., a nonempty subword W of V
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such that V ∼= XW for some X. An essential part of V −1 is a head part of
V −1, i.e., a nonempty subword W of V −1 such that V −1 ∼= WX for some X.
Lemma 4.1. Let W be a reduced word with W ∈ Scβ and V ∈ 1β.
Then VW and W V −1 are reduced words.
Proof. Suppose that VW is not reduced. There is a tail X of V such
that X−1 is a head of W by Proposition 2.3. This implies W 
∈ Scβ by the
deﬁnition of 1β. The other is similarly proved.
Lemma 4.2. Let W be a nonempty reduced word with W ∈ Scβ, V0 V1 ∈
1β, and ε0 ε1 = ±1. If X is the reduced word of V ε00 W V ε11 , then the
essential parts of V ε00 and V
ε1
1 remain in X.
Proof. In the case of ε0ε1 = 1, at least one of V ε00 W and W V ε11 is
reduced and we conclude the essential part of V ε00 and V
ε1
1 remain in X. In
the case of ε0 = 1 and ε1 = −1, V0W V1 is reduced by Lemma 4.1 and the
conclusion is clear. In the remaining case—i.e., ε0 = −1 and ε1 = 1—the
reduced word V of W V1 belongs to 0β. Suppose that the essential part
of V is cancelled in the reduced word of V −10 V . Then V0 and V are tail-
equivalent by the fact V0 V ∈ 0β, and Lemma 4.1. Since V and V1 are
tail-equivalent, V0 and V1 are the same. Since V
−1
0 W V1 
= e, the tail and
head parts of V −10 W V1 
= e remain in its reduced word of V −10 W V1 and
hence the conclusion holds.
Lemma 4.3. Let W be the reduced word of W0W1 · · ·Wn, where
• e 
= Wi ∈ Scβ or Wi ∈ 1β ∪ V −1 V ∈ 1β for each i;
• Wi ∈ Scβ if and only if Wi+1 ∈ 1β ∪ V −1 V ∈ 1β for each
0 ≤ i ≤ n− 1.
Then the essential parts of Wi ∈ 1β ∪ V −1 V ∈ 1β remain in W .
Proof. We prove this by induction on n. Let X be the reduced word
of W1 · · ·Wn. In the case of W0 ∈ Scβ, the essential part of W1 remains in
X by the induction hypothesis. Since the essential part of W1 remains in
the reduced word of W0W1, we get the conclusion by Lemma 4.1. In the
other case—i.e., W0 ∈ 1β ∪ V −1 V ∈ 1β—the essential part of W2
remains in X and also in the reduced word of W0W1W2 by Lemma 4.2.
Therefore the conclusion follows from it.
Before we prove the second half of Theorem 1.1, we construct free sub-
groups of i∈IGi which are used in the proofs of Theorems 1.1 and 1.3.
Let Gαβ α < κβ < δ be groups, let aαγ α < κ γ < µβ be elements,
and let µβ β < δ be cardinals such that
• µβ ≤ Gαβ\e for every α < κ;
• aαγ γ < µβ ⊆ Gαβ\e and aαγ 
= aαγ′ for γ 
= γ′.
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We regard that κ× δ is lexicographically ordered.
Lemma 4.4. For f ∈ ∏β<δ µβ, let Wf = κ× δ and Wf αβ = aαf β for
α < κβ < δ. Then, Wf is a reduced word in  Gαβ α < κβ < δ and
Wf  f ∈
∏
β<δ µβ freely generates a subgroup; i.e., Wf  f ∈
∏
β<δ µβ =
∗f∈∏β<δµβ Wf .
Proof. Obviously each Wf is a reduced word in  Gαβ α < κβ < δ.
Observe that αβ α < κ is coﬁnal in κ × δ for each β. Let f β0 
=
gβ0 for f g ∈
∏
β<δµβ
. Then Wf αβ0 
= Wgαβ0 for every α < κ
and consequently Wf and Wg are not tail-equivalent for distinct f and g.
WfWg is reduced for any f and g and Wf Wg−1 is reduced for distinct f
and g. For distinct f and g, a cancellation of Wg−1Wf occurs between
only Wg0 γ−1’s and Wf 0 γ’s and the head of Wg−1 and the tail of Wf
remain in the reduced word of Wg−1Wf . Hence we have a conclusion.
Proof (second half of Theorem 1.1). By induction on α ≥ 1, we prove
that Scα factors to a free product of Scβ and a free group for 1 ≤ β < α and
Scα is free, which implies the theorem. Let α be a limit ordinal. By induction
hypothesis, we choose a free subgroup Tγ of Scγ+1 so that Scγ+1 = Scγ ∗ Tγ
holds. Since Scγ =
⋃
δ<γ Scδ for a limit γ, Scα = Sc1 ∗ ∗1≤γ<αTγ holds and
we get the conclusion. In case α is β+ 1, it sufﬁces to show that Scα factors
to Scβ and a free group and consequently Scα is free. Let L be a scattered
compact linearly ordered set such that Lβ 
=  and Lα = . Then Lβ is a
ﬁnite set. Therefore Scα is generated by Scβ ∪ 0β. Suppose that words
V and W in 0β are tail-equivalent. There exist a nonempty word X
and words Y and Z such that V ∼= YX and W ∼= ZX by deﬁnition. Then
YZ ∈ Scβ and hence V ∈ Scβ ∪ W . Therefore Scα is generated by Scβ
and 1β. Now Scα = Scβ ∗ ∗W ∈1βW  by Lemma 4.3.
In the remaining part of this proof we show that the cardinality of the
index set λ of two free subgroups of Bd and Sc is equal to ∏i∈I0Gi. By
Lemma 2.5 we may assume that Gi ≥ 3. Now we can apply Proposition 6.2
to the case that Xi = Gi\e for i ∈ I0 and κ = ω. Then we have aαγ γ <
µβ’s for the construction of Wf ’s. Now Wf  belongs to Bd1, but does not
belong to ∗i∈IGi. Moreover, if V is an initial subword of Wf , then V is
an initial segment of n × δ for some n < ω. In the construction of Bd1
we started from ∗i∈IGi and then tried to ﬁnd W of appearance 1 such
that W  
∈ G. If we set Wf f ∈
∏
β<δ µβ at an initial part of a list of
words of appearance 1, then the above observation about initial subwords
of Wf ’s shows that Wf ’s are chosen as a free base in the proof. Therefore
λ ≥ ∏i∈I0Gi by Lemma 4.4. On the other hand λ ≤ i∈I0Gi = ∏i∈I0Gi
by Proposition 6.2 and we have λ = ∏i∈I0Gi in the case of Bd. Next we
think of the case of Sc. Since Wf ∈ 01, we may choose Wf as an element
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of 11 and can see λ ≥ 
∏
i∈I0Gi. The remaining inequality follows from
Proposition 6.3 as in the case of Bd.
Remark 4.5. We have shown that Bd1  ∗i∈IGi ∗ ∗λ. It holds that
Bdn+1  Bdn ∗ ∗λ. This can be seen by a little modiﬁcation of a construc-
tion, which we show here.
Let Vf αβ = a2×αf βa2×α+1f βn+1 for α < κβ < δ. (Here
2 × α is the multiplication as ordinals.) Then Vf is a reduced word of
appearance n + 1 in  Gαβ α < κβ < δ and Vf  f ∈
∏
β<δ µβ =
∗f∈∏β<δµβVf . A similar argument using Vf ’s as in the case of Bd1 shows
that Bdn+1  Bdn ∗ ∗λ.
5. PROOF OF THEOREM 1.3
Answering the second author’s question, S. Shelah and L. Struengmann
[7] proved that there exists a homomorphism from κ to  without a
ﬁnite support for an uncountable κ. Our proof is a modiﬁcation of their
proof.
The largest and smallest elements of DL are denoted by ∞ and −∞,
respectively. For d d′ ∈ DW  with d < d′W  d d′ is a subword of W
and W ∼= W  −∞ dW  d d′W  d′∞ holds.
For a word V and d ∈ DV , d ∈ +W  if V  −∞ d is tail-equivalent
to W and d ∈ −W  if V  d∞ is head-equivalent to W −1.
The next proof heavily depends on the uncountable coﬁnality and we
refer the reader to [6]. The least uncountable ordinal is denoted by ω1 and
the fact that the coﬁnality of ω1 is uncountable is essential later.
Proof (Theorem 1.3). We may assume that I is uncountable, I1 = I,
Gi’s are nontrivial, and even that Gi ≥ 3 for each i by Lemma 2.5. We
apply Proposition 6.2 to the case that κ = ω1 and Xi = Gi\e i ∈ I. By
some modiﬁcation for Gα0’s we have
• the index set I contains ω1 × δ and G0β ≤ Gαβ for α < ω1 and
β < δ;
• µβ is an inﬁnite cardinal or µβ = 2, and G0β = µβ when µβ is
inﬁnite;
• Gαβ ∩Gα′β′ = e for αβ 
= α′ β′;
• ∏i∈IGi = ∏0<β<δµβ;
• aαγ γ < µβ ⊆ Gαβ\e and aαγ 
= aαγ′ for γ 
= γ′.
We regard ω1 × δ lexicographically ordered.
For f ∈ ∏0<β<δ µβ, let Wf = ω1 × δ, Wf α 0 = aα0, and Wf α γ =
aαf γ for 0 < γ. Note that aα0’s α < ω1 coﬁnally appear in Wf ; i.e.,
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for each u ∈ Wf there exists α0 < ω1 such that u < α 0 for any
α ≥ α0 and consequently aα0 appears more on the right-hand side than
u. Now Wf is a reduced word in  Gαβ α < ω1 β < δ. To apply
Lemma 4.4, let p α<ω1 β<δGαβ → α<ω1 0<β<δGαβ be the projection.
Then pWf  f ∈
∏
0<β<δ µβ = ∗f∈∏0<β<δµβpWf  is a free sub-
group by Lemma 4.4. Since p is injective on Wf  f ∈
∏
0<β<δ µβ,
Wf  f ∈
∏
0<β<δ µβ = ∗f∈∏0<β<δµβWf .
Here we claim that d ∈ DV  d ∈ +Wf  for some f and d ∈
DV  d ∈ −Wf  for some f are ﬁnite for a word V . To see this, sup-
pose the negation. Then there are inﬁnitely many d ∈ DV  which are
in +Wf  or −Wf  for some f . Since the coﬁnalities of Wf ’s are ω1 aα0
or a−1α0 appear inﬁnitely many times for sufﬁciently large α < ω1, which
contradicts that V is a word.
For a reduced word V , let d1 ≺ · · · ≺ dn be the enumeration of d ∈
V  d ∈ +Wf  for some f ∪ d ∈ V  d ∈ −Wf  for some f in the order-
ing of DV . Deﬁne xi 1 ≤ i ≤ 2n as follows:
x2i−1 =
{
Wf if di ∈ +Wf ,
e otherwise, i.e. di 
∈ +Wf  for any f
x2i =
{
W −1f if di ∈ −Wf ,
e otherwise, i.e. di 
∈ −Wf  for any f .
Then deﬁne h α<δGα → ∗f∈∏0<β<δµβWf  by: hV  = x1x2 · · ·x2n. To
see that h is a homomorphism—i.e., huv = huhv—let U and V be
reduced words for u and v, respectively. Then there exist reduced words
XYZ such that U ∼= XY and V ∼= Y−1Z hold and XZ is quasi-reduced.
Since hY−1 = hY −1 and huv = hXhZ, huv = huhv holds.
The surjectivity of h is clear and the proof is completed, since i∈IGi =
∏0<β<δµβ holds.
Remark 5.1. (1) As we noted, the uncountability is essential to
Theorem 1.3 by the Higman theorem. The crucial use of the uncountabil-
ity in the proof is α 0 for α < ω1. An element in Scω1 corresponds to a
reduced word of countable length and Wf 
∈ Scω1 for any f . However, Wf
belongs to the both Sc and Bd.
(2) As S. Shelah and L. Struengmann [7] showed and we stated in
Theorem 1.3, the Higman theorem for I fails in the uncountable case.
On the other hand, K. Eda and S. Shelah [4] proved that the Higman
theorem for the inverse limit ←−lim∗X pXY  X ⊆ Y  I holds also in
the uncountable case. To state it more precisely, let I be an uncountable
index set of the cardinality less than the least measurable cardinal. Then
for each homomorphism h←−lim∗i∈XGi pXY  X ⊆ Y  I → ∗J there
exists a ﬁnite subset F of I and a homomorphism h¯ ∗i∈F Gi → ∗JZ such
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that h = h¯ · pF , where pF ←−lim∗i∈XGi pXY  X ⊆ Y  I → ∗i∈FGi is the
projection. Both the free complete product i∈IGi and the inverse limit
←−lim∗i∈XGi pXY  X ⊆ Y  I are noncommutative variations of the direct
product
∏
i∈IGi in the commutative case [5] and in the countable case these
two show the Specker phenomenon. Shelah et al.’s theorems show that in
the uncountable case these two notions behave differently concerning the
Specker phenomenon.
6. CARDINALITY ARGUMENTS
In this section we prove some technical propositions which are necessary
to prove our main theorems. All the proofs are elementary, but need ordi-
nal or cardinal arithmetic arguments. We refer the reader to [6] for notions
on ordinals, cardinals, and elementary calculations of them. By working
more we can drop the assumption of the regularity of κ in Lemma 6.1 and
Proposition 6.2, but it is enough for our purpose.
Lemma 6.1. Let κ be a regular cardinal and let Xα α < κ be a family
of sets such that Xα ≤ Xβ for α ≤ β < κ. Then there exists an injective map
ψ κ× κ→ κ such that Xψ0γ ≤ Xψβγ for β γ < κ, and 
∏
α<κXα =
∏γ<κXψ0γ.
Proof. By the regularity of κ we can choose an injective map
ψ′ κ × κ → κ so that ψ′0 γ < ψ′0 δ for γ < δ. Since ψ′0 γ ≥ γ,
∏α<κXα = ∏γ<κXψ′0γ. Fix γ < κ. Since the cardinality of α <
κ Xα < Xψ′0γ is less than κ, by deleting β γ Xψ′βγ <
Xψ′0γ and rearranging it we have the desired ψ.
Proposition 6.2. Let κ be a regular cardinal and let Xi i ∈ I be a
family of sets such that Xj ≥ 2 and let i ∈ I Xi ≥ Xj ≥ κ for each
j ∈ I. Then there exist cardinals µβ β < ν and an injective map ϕ κ× δ→
I such that µβ ≤ Xϕαβ for α < κβ < δ and 
∏
i∈IXi = 
∏
β<δµβ.
Proof. First well order the index set I so that Xi ≤ Xj for i ≤ j.
Since we consider the order type of I, we assume I is an ordinal δ. Let
δ = κ · µ + δ0 for some 0 ≤ δ0 < κ. (Here, the multiplication and the
sum are those for ordinals.) Suppose that δ0 > 0. Since δ0 < κ, there exists
α0 < κ ·µ such that Xα = Xα0 for α ≥ α0. Since 
∏
α<δXα = 
∏
α<κ·µXα,
we may assume δ = κ ·µ. We apply Lemma 6.1 to Xκ·β+γ γ < κ for each
β < µ and have ψβ κ × κ → κ. Finally let µκ·β+γ = Xκ·β+ψβ0γ and
ϕα κ · β + γ = κ · β + ψβα γ for α < κβ < µ γ < κ. Now it is
easy to check that ϕ κ × δ → δ and µβ’s β < δ satisfy the required
properties.
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Proposition 6.3. The cardinalities of
∏
i∈I Gi and i∈IGi are the same.
Proof. Since there is a canonical surjection from i∈IGi to
∏
i∈I Gi, we
have i∈IGi ≥ 
∏
i∈I Gi.
To see the converse inequality, ﬁx a linear ordering L with L ≤ I. We
may assume that I is inﬁnite and every Gi is nontrivial. Let f  L → I be
a map such that f−1i is ﬁnite for each i ∈ I. Since f−1i is ﬁnite for
each i ∈ I, the cardinality of the set of all words W such that W = L and
W u ∈ Gi if f u = i is equal to or less than 
∏
i∈IGi. The cardinality of
the set of all L’s is 2I and the cardinality of the set of all f ’s is also 2I
and consequently we have i∈IGi ≤ 
∏
i∈IGi.
Remark 6.4. In contrast to Proposition 6.3 the cardinality of the
inverse limit ←−lim∗i∈XGi pXY  X ⊆ Y  I may be strictly greater
than that of ∏i∈IGi. To see this, let Gn be a copy of the integer
group  for 0 < n < ω and let G0 be a group of the cardinality
which is greater than 2ℵ0 and a limit cardinal of its coﬁnality ω. For
a ∈ ∏0<n<ωGn\e and f  ω\0 → G0\e we deﬁne xa f  as
xa f n = f 1−1a1f 1 · · · f n−1anf n ∈ ∗i≤nGi for each n < ω.
Then we have xa f  ∈ ←−lim∗n<ωGnpmn m ≤ n < ω and consequently←−lim∗n<ωGnpmn m ≤ n < ω ≥ G0
ω > G0 = ℵω0 G0 = 
∏
n<ωGn.
On the other hand, if the cardinalities of Gi’s are same, the cardinality
of ←−lim∗i∈XGi pXY  X ⊆ Y  I is the same as that of 
∏
i∈IGi.
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