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Abstract 
Bertoni, A., M. Goldwurm and N. Sabadini, The complexity of computing the number of strings 
of given length in context-free languages, Theoretical Computer Science 86 (1991) 325-342. 
Computing the number of strings of given length contained in a language is related to classical 
problems of combinatorics, formal languages and computational complexity. Here we study the 
complexity of this problem in the case of context-free languages. It is shown that, for unambiguous 
context-free languages such a computation is “easy” and can be carried out by efficient parallel 
algorithms. On the contrary, for some context-free languages of ambiguity degree two, the problem 
becomes intractable. These results are related to other classical subjects concerning counting 
problems, exponential time recognizable languages and sparse sets. 
1. Introduction and summary 
Given a language LG I*, let us consider the function fL defined on the set of 
the unary strings such that, for every nonnegative integer n, fL( 1") is the number of 
strings of length n in L. We say that fL is the counting function of the language L. 
The sequence {fL(ln)}, can be represented by the analytic function 
FL(Z) = y fL(ln)Zn 
n-0 
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which is called the generating function of L. Note that FL is analytic in a neighbour- 
hood of 0 and its convergence ratio is between l/#Z and 1. 
The properties of fL and FL are particularly interesting when L is context-free 
for two main reasons. First of all, it is known from an old result due to Chomsky 
and Schiitzenberger that, for every unambiguous context-free language L, FL is 
algebraic [7]. In the literature this property is used to study the inherent ambiguity 
of context-free languages [28, 1, 141. In particular, Flajolet has developed some 
analytic techniques for proving the inherent ambiguity of context-free languages 
avoiding the traditional (and usually involved) combinatorial approach. Some open 
problems on the ambiguity of context-free languages have been solved by applying 
these techniques [ 141. 
In the second place, the functions_& and FL are related to a classical combinatorial 
method proposed by Schtitzenberger to solve enumeration problems. Roughly speak- 
ing, given a class of finite sets {A,,}, the idea is to associate it with a suitable 
unambiguous context-free language L, so that for every integer n, #A,, =fL(ln). The 
generating function of L is the solution of an algebraic system of equations induced 
by the unambiguous grammar generating L; then its Taylor coefficients are estimated 
by means of standard analytic tools. 
In the literature this approach is used to enumerate classical combinatorial objects 
as rooted planar trees, random walks and planar graphs (see for instance [21, 22, 
11,12, 16,131). For some of these enumeration problems no other combinatorial 
technique is known. In particular in [13] the method is used to solve an open 
problem on the enumeration of polyominoes. 
These results suggest that computing the counting function of unambiguous 
context-free languages is “easy” from a computational point of view. Moreover, 
there are two natural questions arising from this context. The first one is whether 
the generating functions of context-free languages lie in a particular class of transcen- 
dental functions (like, for instance, the class of exponential functions [14]). The 
second question is whether Schiitzenberger’s method can be extended to inherently 
ambiguous languages and, in this case, whether the method remains computationally 
efficient. 
In this work we study the complexity of computing the counting functions of 
polynomially recognizable languages using traditional tools of computational com- 
plexity. It is easy to show that, for every language L in P, fL belongs to the class 
#P, introduced by Valiant in [34]. #P, is the class of all the enumeration problems 
which correspond to NP computations over a single-letter input alphabet. It contains 
many interesting counting problems on graphs such as, for example, determining 
how many graphs of size n admit an NP-complete substructure. 
We prove that the counting function of every unambiguous context-free language 
belongs to the class NC’, that is the second level of the hierarchy of efficiently 
parallelizable problems introduced in [27] and [lo]. This result essentially explains 
why Schiitzenberger’s method is computationally efficient. 
On the other hand we prove that there are context-free languages of ambiguity 
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degree two, whose counting function is #P,-complete. This fact suggests that 
computing fL for inherently ambiguous context-free languages is an intractable 
problem. It gives also evidence that both questions mentioned above admit a negative 
answer; in particular, if the generating functions of context-free languages were 
exponential, their Taylor coefficients would be easily computable. 
In Section 2 we show that the counting functions of unambiguous context- 
free languages lie in NC’. In particular, we prove that they can be computed by 
families of log-space uniform Boolean circuits of polynomial size and depth 
O(log n log log n). Moreover, we show that the problem is NC’ reducible to comput- 
ing the determinant of an n x n matrix with n-bit integer entries. This result is a 
particular case of a more general analysis on the complexity of computing the Taylor 
coefficients of algebraic functions. The techniques we use are based on classical 
properties of algebraic functions and the Chinese Remainder Theorem. 
In Section 3 we study the relationship between counting functions and enumer- 
ation problems; after recalling the definition of the class #P, and the corresponding 
reducibility (called #l-reducibility), we prove that all the counting functions of 
languages in P are in #P, and that every function in #P, is #l-reducible to the 
counting function of a context-free language of ambiguity degree two. 
In Section 4 we consider the class #EXPTIME of enumeration problems that 
correspond to nondeterministic exponential time computations; we show a corres- 
pondence between functions in #EXPTIME and counting functions of languages 
in P, proving that #P, is included in the class of functions computable in determin- 
istic polynomial time if and only if every function in #EXPTIME is computable 
in deterministic exponential time. 
In Section 5 we present a language L in P whose counting function is #P,- 
complete; such a language is related to the regular expressions only containing the 
operations of union, concatenation and squaring [24,35]. Then, applying a result 
due to [19], it follows that, for some context-free language L of ambiguity degree 
two, iffL were computable in polynomial time then there would be no sparse sets 
in NP-P. 
In this work we make use of the following notation: 
C, Z,N denote the set of complex, integer and nonnegative integer numbers 
respectively; 
C[x] and Z[x] are the corresponding rings of polynomials; 
#A is the cardinality of the set A; 
(z( is the length of the string z; 
Ak denotes the class of context-free languages of ambiguity degree k; 
DTM denotes deterministic Turing machine; 
NDTM denotes nondeterministic Turing machine; 
FP denotes the class of functions computable in polynomial time by a DTM; 
lx] = max{ n E N 1 ncx}, [x]=min{nENIx<n}; 
For every integer Q and every p E FV, (a), denotes the integer b E (0, 1, . . . , p - 1) 
such that b = a (mod p); 
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Similarly, for every matrix B with integer components b,,, (B), denotes a matrix 
C = [cc] of the same size as B such that (bi,),, = ci, for every i,.j; 
Given two matrices B = [b,,], C = [ci,] of the same size, B = C (mod p) means 
that for every i,j, b,j = c,, (mod p). 
2. Counting functions of unambiguous context-free languages 
Here we are interested in the algebraic analytic functions. We recall that a complex 
function f(z) is called algebraic if there exists a finite sequence of polynomials 
40(x), 4,(x), . . . 1 q<,(x) E @[xl such that, for every z E @, 
Ii! q,(zKf(z))’ = 0. 
,=o 
The degree of the algebraic function is the smallest integer d such that the above 
relation holds. 
The following theorem states the main property of the generating functions of 
unambiguous context-free languages. 
Proposition 2.1 (Chomsky et al. [7]). If L is an unambiguous context-free language 
then FL(z) is algebraic. 
In the following we use this proposition and the properties of algebraic functions 
to design fast parallel algorithms for fL when L is unambiguous context-free. In 
particular we use the following result. 
Proposition 2.2 (Comtet [S]). Let f(z) b e a function analytic in a neighbourhood 
of 0, 
f(z) = y cnzn, 
n=O 
and let us assume that f(z) is algebraic of degree d, implicitly dejined by an equation 
of the form 
where q, E Z[x] for every j = 0,. . . , d. Then there exists an integer no > 0 and a finite 
sequence of polynomials p”(x), p,(x), . . . , pk(x) E Z[x] such that 
(1) Pk(X) f 0; 
(2) the degree of p,(x) is strictly less than d for every j; 
(3) for every n>n”,p,(n) . c,+p,(n). c,-,+. . . +pk(n). c,_,=O. 
To classify the function fL with respect to parallel complexity, we recall the 
definitions of uniform Boolean circuit and of the hierarchy {NCk}. 
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Uniform Boolean circuits are considered a standard model of parallel computation 
and are widely studied in the literature [5,27,9]. Informally, a family of uniform 
Boolean circuits is a sequence of combinational circuits satisfying a suitable condi- 
tion of uniformity which allows a DTM (or other abstract machine) to generate 
“easily” a description of each circuit. Here we consider the “log-space uniformity”, 
introduced by [5]: a sequence of Boolean circuits {c,} is a family of log-space 
uniform Boolean circuits if some DTM generates, for any input n EN, a description 
of the circuit c, using log n work space. We also recall that size and depth of a 
circuit are respectively the number of nodes and the length of the longest path from 
an input node to an output node; these measures correspond respectively to hardware 
and time costs in parallel computations. 
Definition 2.3. For every integer k, NC’ is the set of problems computable by a 
family of log-space uniform 
The class NC, defined as 
Boolean circuits of depth O(log” n) and size no”‘. 
NC = u NC’, 
h=l 
has been proposed as the representative class of problems which admit fast parallel 
algorithms. NC is robust with respect to other formalisms: for instance, it can be 
defined as the class of problems solvable on parallel RAM in polylog time with a 
polynomial number of processors [25]. Clearly, all the problems in NC can be 
solved in polynomial time on DTM. 
In [lo] many problems between NC’ and NC’ are classified using a special notion 
of reducibility called NC’-reducibility. Informally a problem f is NC’-reducible to 
another problem g iffcan be computed in NC’ except for requiring the computation 
of g (for a more precise definition see [lo]). An interesting class is DETc NC’ 
defined as the class of problems NC’-reducible to computing the determinant of an 
n x I? matrix with n-bit integer entries; for example, we recall the problems of 
computing the inverse and the first n powers of an n x n matrix with n-bit integer 
entries. 
The main result of this section concerns the complexity of computing the Taylor 
coefficients of algebraic functions. 
Proposition 2.4. Let f(z) be an algebraic function as dejined in Proposition 2.2, 
f(z) = CzzO c,z” and assume that, for every n, c,, EN. Then, the following problem: 
Input: l”, Output: c, in binary notation, 
can be solved by a family of log-space uniform Boolean circuits of size polynomial in 
n and depth O(log n log log n). 
Proof. By Proposition 2.2, we can determine an integer n”>O and a finite set 
of polynomials p”(x), pi(x), . . . , pk(x) E Z[x] such that, for every n 2 n”, pO(n) . c,, + 
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p,(n) . G-1 + . . . +pk(n) . c,_~ = 0. From this relation we deduce that, Vn 2 no, 
c, = r,(n). c,_,+ . . . +rk(rt) + ctiPk (*) 
where, for every j = 1,. . . , k, rj(x) = -pj(X)/po(X). NOW let US define the sequence 
of column arrays {z(n)>, where 
_z(n) = (c,_,, c,_z, . . . ) C,&JT. 
So, by relation (*), it is easily shown that, for every n 2 no, 
_~(n+l)=A[n]._z(n) 
where . is the matrix product and A[n] is the following k x k matrix: 
.r,(n) r2(n) r3(n) ... r!+,(n) rdn. 
1 0 0 . . . 0 0 
0 1 0 . . . 0 0 
0 0 1 . . . 0 0 
0 0 . 0 . . . ; 0 
Therefore, the calculus of c, is reduced to computing the upper-leftmost component 
of the matrix 
(;fi”A[j]) .Z 
where Z is the k x k matrix whose first column is _z( n”) and all the other components 
are null. Moreover, for every matrix B and every integer p, let B/p denote the 
matrix obtained dividing each component of B by p. Hence we can write the matrix 
A[n] in the form B[n]/p,(n), where B[ n] is a k x k matrix whose components are 
polynomials with integer coefficients. It follows that c, is the upper-leftmost com- 
ponent of the matrix A/b, where A = (n:=,o B[j]) . Z, and b = ~T_.o PO(j). 
We can now summarize the tasks of the Boolean circuit computing c, in the 
following steps: 
(1) Determine the binary representation of n and then compute in parallel 
the matrices B[n”], B[ no+ I], . . . , B[n], and the O(log n)-bit integers 
Po(no), po(nO+ I), . . , PO(n); 
(2) Compute the array _z(n”) and the matrix Z; 
(3) Compute the integer 
b= I? PO(j); 
,‘n” 
(4) Compute the k x k matrix 
and determine its upper-leftmost component a,, ; 
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(5) Evaluate a,,/b = c,. 
The computation of Step (1) belongs to NC’ since sum and product of two O(n)-bit 
integers lie in NC’ [lo]. The array _z(n”) does not depend on the input since no is 
fixed and only requires constant size and depth. 
As regards Steps (3) and (5), we recall that the product of n integers of n bits 
each and the division of two n-bit integers can be carried out by log-space uniform 
Boolean circuits of polynomial size and O(log n log log n) depth [26]; since both b 
and a,, are O(n log n)-bit integers, also Step (3) and Step (5) have circuit complexity 
O(log n log log n). 
Finally, by Lemma 2.8 proved below, the matrix A can be computed by log-space 
uniform Boolean circuits of polynomial size and O(log n log log n) depth. q 
Corollary 2.5. For every unambiguous context-free language L, the following problem : 
Input: l”, Ourput: fL( l”), 
belongs to DET. 
Proof. Since the division of two n-bit integers is NC’ equivalent to the iterated 
product of n n-bit integers [2], we have that computing Steps (3) and (5) of the 
algorithm described in the previous proposition is in DET. By a result due to Cook 
and Berkowitz, it is well-known that the iterated product of n n x n matrices with 
n-bit integer entries belongs to DET [lo, 31. So, also Step (4) is in DET and hence 
the problem of computing the coefficients {c,?} is in DET. Therefore the result follows 
from Proposition 2.1. q 
To complete the proof of Proposition 2.4 we use the Chinese Remainder Theorem 
which is a classical tool in analysis of algorithms for algebraic operations [29,23]. 
Lemma 2.6. Let p, , p2, . . . , pr be pairwise relatively prime integers (i.e. gcd( p,, p,) = 1 
Vi fj) and let p be the product of all the pi, i = 1, . . . , r, Given r matrices B, , . . . , B, 
of size k x k with integer components, there exists a unique matrix B with integer 
components such that B = B, (mod p,) for every i = 1,. . . , r, and 
B=@, wB.)p 
where mi =p/pi and si = (m,))‘(modp,). 
Proof. Applying the Chinese Remainder Theorem to each component of B we 
obtain the result. q 
Lemma 2.7. Let B be a matrix k x k with integer components of O(log n) bits each 
and letp be an integerp = O(n log2 n). Then, theproblem of computing (B), is in NC’. 
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Proof. Let b be a component of B. We have 
b = i b,2’, 
i=o 
where bi E (0, 1) for every i and Y = O(log n). We can compute in parallel all the 
values (2’),, (i = 0, . . . , r), by determining for every index i the integer k, such that 
0 G 2’ - k,p s p - 1. Such a computation requires depth O(log n) and polynomial 
size. Recalling that the sum of n integers of n bits each belongs to NC’ [lo], we 
have that the sum 
s = i b,(2’), 
I =o 
can be computed in depth O(log log n) and polynomial size. Since 0 c s < O(log n)p, 
also computing (s),, requires O(log log n) depth and the lemma is proved. Note that 
only the computation of (2i)p, (i = 0,. . . , r), requires O(log n) depth, while all the 
other steps can be carried out in O(log log n) depth. 0 
Lemma 2.8. Let B,, Bz, . . , B, be k x k matrices with integer components of O(log n) 
bits each and assume that all the components of the matrix 
A=iB, 
,=I 
are nonnegative integers. Then the matrix A can be computed by a,family of log-space 
uniform Boolean circuits of polynomial size and O(log n log log n) depth. 
Proof. Let ai, be the i,jth component of the matrix A. From the hypotheses it is 
easy to verify that there exist two positive integers (Y, j3 such that the absolute value 
of all the components of the matrices B,, B,, . . , B, is lower than anP; this implies 
that, for every i, j, 
OS a,,< (ana)“k” = 6”nyn for suitable constants 6 and y. 
Let pI,pz,. . , pI be the smallest r primes where r = yn [log, n 1+ n [log, 6 1. Since 
the sequence p, , p2, . , pv does not depend on the input, we can compute it in 
advance and weave the results into the circuit. Note that such an operation requires 
only logarithmic space. Moreover, we have 
p= n p,>6”nY”3a,, 
,=I 
for every i, j. The last equality implies (A),, = A. 
Hence the computation of A can be carried out via the following steps: 
(1) Compute 
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(2) Compute in parallel all the matrices C, = (I$),,, , for every j = 1, . . , r and 
i=l:...,n; 
(3) Compute in parallel all the values (2’),,!, for every j = 1, . . . , r and 
i=O .., 12 1% P, 1; 
(4) Compute in parallel all the matrices 
q = ii c, , ( > i=l PI 
wherej=l,...,r. 
(5) Using Lemma 2.6, compute (A),, from H,, Hz,. . . , H, and p,, p2,. . . , pr. 
By the Prime Number Theorem we know that pr = 0( r log r) and hence the integer 
p can be computed by log-space uniform Boolean circuits of polynomial size and 
depth O(log n log log M). Applying Lemma 2.7, we have that the computation of 
Steps (2) and (3) belongs to NC’. 
Now, given two k x k matrices B and C with components in (0, 1,. . . , p,}, since 
all the coefficients (2’),, have already been computed, by the remark at the end of 
the proof of Lemma 2.7, the computation of (B . C),, requires polynomial size and 
depth O(log log p,) = O(log log n). 
Then, using a standard divide and conquer technique, Step (4) can be executed 
by Boolean circuits of depth O(log n log log n) and polynomial size. 
Step (5) can be carried out by computing the matrix 
H = i m,siHi, 
,=I 
where m, = p/p, and si = (m,)-’ (mod p,). Since the prime numbers p, , . . . , p,. have 
O(log n) bits, the coefficients mi and si can be computed in polynomial size and 
depth O(log n) ([26] and [2, Lemma 4.11). The same circuit complexity is required 
to compute each product m,s,H, and their sum H. Each component h of the matrix 
H satisfies the relation 0~ h G 0(n2 log” n)p. Since it is easy to verify that p is a 
0( n log’ n)-bit integer, reasoning as in the proof of Lemma 2.7, (h), can be computed 
in depth O(log n) and polynomial size. By Lemma 2.6 A = (A),, is equal to (H), 
and hence also Step (5) requires polynomial size and depth O(log n). 
Finally, note that all the circuits considered above are log-space uniform. I? 
3. Counting functions and the class #P, 
In this section we relate the counting functions of languages in P to the complexity 
of enumeration problems studied in [33,34]. First of all we recall the notion of 
counting Turing machine. 
Definition 3.1. A counting Turing machine (CTM) is a NDTM with an auxiliary 
output device that prints on a special tape the number of accepting computations 
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induced by the input. We say that a function f: (0, 1)” + N is computable by a CTM 
M if, for every x E (0, I}*, f(x) is the number of accepting computations of M on 
input x. A CTM M has time complexity T(n) if, regarding M as a standard NDTM, 
the longest accepting computation induced by any input of size n takes at most 
T(n) steps. 
The class #P of the functions computable in polynomial time by a counting 
Turing machine has been widely studied in [33,34]. Also the class #PSPACE of 
the functions computable by CTM in polynomial space has been considered in the 
literature [4]. Another interesting class of counting problems is the class #P1 of all 
the functions f: { 1)” + N computable in polynomial time by a CTM which has unary 
input alphabet [34]. 
To introduce a natural notion of reduction in #P,, we define an oracle Turing 
machine (OTM) as a Turing machine M with an oracle function h,,., : { l}* -+ N and 
unary input alphabet; it has a query tape, an answer tape and a work tape. To 
consult the oracle, the machine M prints a unary string 1” on the query tape, enters 
a special query state and returns in unit time the binary representation of h,,, (1”) 
on the answer tape. 
Definition 3.2. Given two functions f; g : {l}* + N, we say that f is # 1 -reducible to g 
if there exists an oracle Turing machine M computingf in polynomial time which 
calls an oracle for g only once. Moreover, for every input I”, M produces the binary 
representation of f( 1”) in polynomial time. 
It is easy to verify that #I-reducibility is transitive. A function f is said to be 
#P,-complete if f~ #P, and for every g E #P, , g is #,-reducible to f: The class 
#P, has been introduced in [34] where a notion of reducibility is defined which is 
equivalent to ours except for not requiring one oracle call only. We note that our 
#P,-complete functions are complete also with respect to Valiant’s reduction. 
Proposition 3.3. For every language L in P, fL belongs to PP, 
Proof. Let M be a DTM recognizing a language Lc 1” in polynomial time. We 
can determine a NDTM M' such that, on input l”, M’ generates nondeterministically 
all the strings of length n in 2’“. Then, having a string y of length n on its tape, 
M’ simulates the machine M on input y. Clearly, M’ works in polynomial time and 
the number of accepting computations is fL(ln). 0 
Now we want to prove that the functions in #P, are at least as difficult as counting 
functions of languages in AZ. To prove it we recall a well-known result due to 
Hartmanis which relates context-free languages and Turing machine computations. 
Given a NDTM M, we can assume without loss of generality that all the halting 
computations are accepting and consist of an odd number of transitions. So, every 
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accepting computation of M is a sequence of instantaneous descriptions w,, 
wz,..., w,, where wr is an initial configuration, for every i = 1,. . . ,2n - 1 wi t, wit1 
and w,,, is an accepting configuration; such a computation can be represented by 
a string of the form 
w,mwTmw3m.. T . mw2,mm (*I 
where m is a special mark which does not denote a tape or a state symbol of M 
and, for every i = 1,. . . , n, w:, is the reversal of the string wzi. We say that a string 
of the form (*) is an alternating description of accepting computation of M. 
Moreover, let q0 be the initial state of M and let S and H be respectively the set 
of all the initial and halting instantaneous descriptions of M; let us denote by HT 
the set of all the reversals of strings belonging to H. Then we can define the following 
languages: 
L,(M) = { wmuTm 1 w kM u}*.m, 
L,(M) = S.m.{wTmum (w ~~ u}*.HT.mm. 
(For the sake of simplicity we omit the brackets {. . .} in the representation of 
singletons and we denote by . the product between languages.) 
The following lemma states the main properties of L,,(M) and L,(M). 
Lemma 3.4 (Hartmanis [IS]). For every NDTM M, we have 
(1) L,,(M) and L,(M) are deterministic context-free languages, and 
(2) L,,(M) n L,(M) is the set of all the alternating descriptions of accepting com- 
putations of M. 
Proposition 3.5. For every function f E #P, , there exists a language L E A, such that 
f is # 1 -reducible to fL. 
Proof. Given a function f E #P, , let M be a CTM computing f in time cnC for 
some constant c > 0. By a standard padding technique we can determine a CTM 
M’ computing f in polynomial time such that, for every positive integer n, all the 
alternating descriptions of accepting computations on input 1” have the same length. 
To be more precise we describe the machine M’ in detail. 
Such a machine works in two phases: in the first one, given an input l”, M’ marks 
the leftmost cn’t 1 cells of the tape as work space. In the second phase M’ simulates 
M on input 1” as follows: each step of M is simulated by scanning the workspace 
from its leftmost cell to its rightmost one and back again; so every step of M 
corresponds to a “cycle” of 2cn” steps of M’. During this phase M’ takes also 
account of the current number of M-steps that have been simulated; to count this 
number, for each cycle, M’ marks a cell of the work space by an extra symbol 
preserving the previous information. Such an operation only requires an extension 
of the work alphabet. If M halts on input 1” in t < cn’ steps, then M’, after simulating 
all the steps of M, performs other cn” - t cycles to mark all the cells of the work 
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space and then halts. In any other case M’ halts when all the cells of the work 
space have been marked. A given computation is accepting if and only if, at some 
point of the computation, M’ has simulated an accepting configuration of M. Clearly, 
f(1”) is the number of accepting computations of M’. 
Note that all the computations of M’ on input 1” run for q(n) steps, where q is 
a suitable polynomial; moreover, for every i = 1, . . , q(n), the ith instantaneous 
descriptions of all these computations have the same length (in particular during 
the second phase they have length cnC + 1). It follows that there exists a polynomial 
p such that for every n E N all the alternating descriptions of accepting computations 
of M’ on input 1” have length p(n). Note also that, for every n, m E N, n # m implies 
p(n) #p(m). 
Now, let us consider the languages A = L,( M’), B = L,( M’) as in Lemma 3.4. 
Then, by Lemma 3.4, we have 
(a) Vn~Nf(l~)=f* R(lp(“)) 
(c) fA"B=fA+fB-flnR. ' 
By Proposition 2.4, since A and B are unambiguous, fau13 E FP if and only if 
f An.9 EFP. Hence, a polynomial OTM for f can be derived which uses the function 
f AvB as oracle. q 
4. Counting functions and the class #EXPTIME 
In this section we consider the class of functions f: {0, 1)” + N computable in 
exponential time by counting Turing machines. 
For every constant c, let #TIME(2”“) be the class of functions f: (0, 1)” +N 
computable by CTM in time 0(2L”). Then we define 
#EXPTIME = ‘i, #TIME(2”“). 
c--l 
Analogously, we denote by F-EXPTIME the class of functions f :{O, l}*+bJ 
computable by DTM in time 2’” for some constant c. 
In order to obtain a more precise comparison between fL(ln) for LE P and 
complexity classes of counting problems, we slightly modify the definition of fL. 
Let us consider the bijective function B : N + { l}.{O, l}* u (0) where, for every integer 
n, B(n) is the binary representation of n. Given a language Lc I*, we define the 
function f 2 : (0, l}* + N as follows: 
Now, the following theorems allow us to characterize the class of counting 
problems associated with f ", where L belongs to P. 
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Proposition 4.1. For every language L in P, f", belongs to #EXPTIME. 
Proof. Similar to the proof of Proposition 3.3. q 
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Proposition 4.2. Let f: (0, l>* -+ &J be a function 
language LE P and a polynomial p such that 
f(x)=#{z~L~~z~=p(n)andB(n)=lx}. 
in #EXPTIME. There exists a 
Proof. Since f~ # EXPTIME, there exists a NDTM M such that all the accepting 
computations of M on input x E (0, l}* run for s2”“Y’ steps for a suitable constant 
c; moreover, there are exactly f(x) accepting computations. 
Applying the padding technique described in the proof of Proposition 3.5, we 
can determine a NDTM M’ simulating M such that, for every input x, all the 
alternating descriptions of accepting computations of M’ on x have the same length 
and, for every pair of distinct inputs x, y, the corresponding alternating descriptions 
have different length. As in Proposition 3.5, given an input x, M’ first marks the 
leftmost nL’ cells as work space, where B(n) = lx; then it simulates each step of M 
by scanning the work space in both directions and counting in parallel the number 
of simulated moves. M’ halts after scanning the work space n’ times and accepts 
the input if and only if it has simulated an accepting configuration of M. Clearly, 
for every input x, M’ hasf(x) many accepting computations running for q( n”) steps 
for a suitable polynomial q. 
Let L be the language such that L = Lo( M’) n L, (M’). Then, by Lemma 3.4 it is 
easy to verify that, for a suitable polynomial p, 
f(x) = #{ZG L))z] =p(n) and B(n) = lx}. 
Furthermore, we have that L belongs to P, because the alternating descriptions of 
accepting computations of a NDTM are easily recognized by a DTM in polynomial 
time. q 
Definition 4.3. For every function f E #EXPTIME, we denote by L, the language 
in P built up in Proposition 4.2 and satisfying the relation 
f(x)=#{z~L((zl=p(n)and B(n)=lx}. 
Corollary 4.4. #P, G FP if and only if #EXPTIME = F-EXPTIME. 
Proof. Immediate from Propositions 3.5, 4.1, 4.2. 0 
5. Counting functions complete in #P, 
In this section we exhibit a language LE P whose counting function is #Pi- 
complete. The proof is based on a slight extension of a well-known result due to 
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Meyer and Stockmeyer concerning the complexity of word problems requiring 
exponential time [24]. It follows that there exists a context-free language of ambiguity 
degree two whose counting function is also #P,-complete. As a consequence, for 
some language L E AZ, if fL belongs to FP then there are no sparse sets in NP - P. 
Definition 5.1. Given a finite set S, we denote by RE(S, u , . ,*) the set of all the 
correctly parenthesized regular expressions involving all the symbols u E S, the 
empty word E, the binary operations u and . of union and concatenation, and the 
unary squaring operation ‘. Similarly, RE(S, u , .) c RE(S, u , . ,*) is the subset of 
all regular expressions containing only the operations of union and concatenation. 
We recall that every expression e E RE( S, u , . ,*) represents a language L(e) c S* 
defined in the usual way: L(e) = { 8); Vu E S, L(a) = {a}; Ve, , e2 E RE( S, u . ,2), 
Ue, u e2) = Ue,) u Ue,), L(e,.eJ = L(e,).L(e,), 
L(e:) = L(e,).L(e,). 
Note that, for every e E RE(S, u , . ,*), #L(e) < +oo. 
Lemma 5.2. There exists a DTM M such that, for every input (exp, x) where exp E 
RE({O, 1}, u , .) and x E (0, l}*, M checks whether x E L(exp) within time polynomial 
in lexpcpl. 
Proof. Note that 1x1> [expl implies x & L(exp), and hence we consider only the case 
1x1 s lexpl. First the DTM M computes a nondeterministic finite states automaton 
Arrp which recognizes the language L( exp). Such a computation can be carried out 
as in [32, Proposition 4.111 and requires time polynomial in lexpl. Let Q, qO, F and 
6 be respectively the set of states, the initial state, the final states and the transition 
relation of Aexp. Then, given the string x = x,x1 . . . x,, the DTM M implements the 
following procedure and checks whether x E L(exp). 
begin 
A:= {qoI 





if A n F = 0 then reject 
else accept 
end 
It is easy to check that the previous procedure is polynomial and hence the lemma 
is proved. 0 
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Given a bijective binary encoding of the expressions in RE({O, l}, u, .,2) (see, 
for instance, [ 15]), for every exp E RE({O, l}, u, . , ‘) let (exp) denote the encoding 
of exp. Note that I(exp)l= O(lexp(). 
Definition 5.3. Let us define the function Rex : (0, I}* + N such that 
VYE{O, 11* Rex(y)=#L(exp), wherey=(exp). 
Proposition 5.4. Rex E #EXPTIME. 
Proof. Given an input string y = (exp), the CTM M’ computing Rex(y) works in 
two phases. In the first one, replacing each subexpression (s)~ by (s.s), M’ eliminates 
the square operation in exp and produces an expression exp’E RE({O, l}, u, .). Note 
that L( exp) = L( exp’) and lexp’( s 2 ‘erp’. Then, M’ generates nondeterministically all 
the strings x E (0, 1)” such that Ix/ s lexp’l. This computation requires 2°c’e”J’) non- 
deterministic time. 
In the second phase, for every string x E (0, l}* of length less or equal to (exp’l, 
M’ checks deterministically whether x E L( exp’) and, in the affirmative case, accepts 
the input; by Lemma 5.2 this can be performed within time 2°(“rr,‘). 
Hence the longest accepting computation runs for 2°‘1”1’ steps. Moreover, since 
L(exp) does not contain any string x of length larger than 21expi, we conclude that 
#L(exp) is exactly the number of accepting computations of M’. 0 
Now we recall a classical result due to Meyer and Stockmeyer concerning 
exponential time complexity classes. 
Proposition 5.5 (Meyer et al. [24, Theorem 3.11). Given a CTM M of time complexity 
2”“, let us consider a binary encoding of the computations of M. Then, for every input 
x, there exists a regular expression eM,x E RE({O, l}, u , . ,I) such that 
(1) L(e,,) = {z E (0, I>* l lzl d b(bb, z is not the binary encoding of an accepting 
computation of M on input x}, where b is an integer-valued,function such that, for a 
suitable polynomial p, b(n) is computable by a DTM in time p(n); 
(2) e,,+ is computable by a DTM in space log((xl); 
(3) leM,.A = O(lxO. 
Proposition 5.6. The counting function of the language LRen is #P,-complete. 
Proof. For the sake of simplicity, let us denote LRex by L’. So we have to prove that 
L’ E P and, for every L E P, fL is #l-reducible to fLz. Since Rex belongs to 
#EXPT’IME, by Proposition 4.2 we know that L’ belongs to P and there exists a 
polynomial p such that 
VY E IO, 1>* Rex(y) = #{z E L’I (z( =p(n), B(n) = ly} (I) 
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By Proposition 4.1, for every L E P, f “, E #EXPTIME and hence there exists a 
CTM M computing fi which works in time 2”“’ for some constant c and every 
input x. Moreover, by Proposition 5.5, there exists a log-space computable function 
h, : (0, 1)” -+ (0, l}* such that h,(x) = (e,,,) and e ,+ satisfies conditions (l)-(3) of 
Proposition 5.5. It follows that, for every input x, 
f!_(x) = #{z E {RI}* 11~1 s b(lxbl- Rex(h(x)) 
where the function b(n), defined as in Proposition 5.5, is computable in polynomial 
time with respect to n. For each n EN, let x and m be given by lx = B(n) and 
B(m) = l/r,(x) respectively. Then, using the last equality together with condition 
(1) above, we have 
= (2 h( Llog nJ )+I - 1) -fL,( 1 PCrn)). (2) 
Clearly the first term of (2) and the integer m are computable in polynomial time 
with respect to n. So, to prove that fL is #,-reducible to fLz, we have only to show 
that p(m) is polynomially bounded by n. Since, by Proposition 5.5, [hM (x)1 = 0(1x(), 
we have m G 2o’1x1) and hence p(m) s q(n) for a suitable polynomial q. 0 
From Propositions 3.5 and 5.6 and Corollary 4.4, the following statements are 
immediate. 
Proposition 5.7. There exists a language LE A2 whose counting function is #PI- 
complete. 
Proposition 5.8. There exists a language L E A2 such that 
fL E FP ifand only if #EXPTIME = F-EXPTIME. 
Now we recall that, for a constant c, TIME(2”“) (resp. NTIME(2’“)) denotes the 
class of languages recognized by a DTM (resp. NDTM) in time O(2’“). Then the 
classes EXPTIME and NEXPTIME are defined as follows: 
EXPTIME = E TIME(Z’“), NEXPTIME = ij NTIME(2’“). 
c=l ‘=, 
Although the problem whether EXPTIME= NEXPTIME is still open, it is 
conjectured that the two classes are different. 
The properties of EXPTIME and NEXPTIME are related to the properties of 
sparse sets in NP - P. We recall that a language S C_ 2 * is called a sparse set if there 
exists a polynomial p such that #{x E S 11x1 s n}cp(n). Sparse sets are widely 
studied in literature; in particular, in [ 191 it is proved that EXPTIME = NEXPTIME 
if and only if there are no sparse sets in NP - P. 
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Since #EXPTIME = F-EXPTIME implies NEXPTIME = EXPTIME, from the 
previous propositions we obtain the following result. 
Proposition 5.9. There is a language L E A, such that, iffL is computable in polynomial 
time, then there are no sparse sets in NP- P. 
6. Conclusions and open problems 
In Section 2 we have shown that computing fL for unambiguous context-free 
languages belongs to the class DET of problems NC’-reducible to computing the 
determinant of an n x n matrix with n-bit integer entries. Clearly, computingf, for 
unambiguous L does not seem to be complete for DET, since the most “difficult” 
operation used to solve the problem is the iterated product of matrices of fixed size 
(Step (4) in the proof of Proposition 2.4); such an operation looks easier than the 
iterated product of n matrices of size n x n (itmatprod), which is complete for DET 
[lo]. Actually, we have proved a stronger result: fL for unambiguous context-free 
L can be computed by a log-space uniform family of Boolean circuits with depth 
O(log n log log n) and polynomial size. It would be interesting to know whether 
this problem belongs to NCi. Anyway, such a question does not appear to be easily 
solvable, since it is still an open problem whether integer division belongs to NC’, 
and computing fL for unambiguous L seems to be as difficult as integer division. 
In Section 5 we have shown that there is a context-free language L of ambiguity 
degree two such that computing_/, is difficult unless EXPTIME = NEXPTIME. This 
means that Schiitzenberger’s method cannot be extended to the whole class of 
context-free languages. Nevertheless, it has been observed that the generating 
functions of many inherently ambiguous context-free languages have easily compu- 
table Taylor coefficients [14]. It would be interesting to characterize the class of 
these languages (or significant subclasses), since it represents those ambiguous 
languages to which Schtitzenberger’s method can be extended. 
Finally, considering the language #P,-complete mentioned in Proposition 5.7, 
we note that, although its counting function is “difficult”, it is possible to prove 
that the computation of approximate values is easy. Hence, a natural question is 
whether there exist context-free languages whose counting functions cannot be easily 
approximated. 
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