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Let m(n, k, r, t) be the maximum size of F ⊂
(
[n]
k
)
satisfying |F1 ∩ · · · ∩ Fr | ≥ t for all
F1, . . . , Fr ∈ F . We prove that for every p ∈ (0, 1) there is some r0 such that, for all r > r0
and all t with 1 ≤ t ≤ b(p1−r − p)/(1 − p)c − r , there exists n0 so that if n > n0 and
p = k/n, thenm(n, k, r, t) = ( n−tk−t ). The upper bound for t is tight for fixed p and r .
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let n, k, r and t be positive integers, and let [n] = {1, 2, . . . , n}. A family G ⊂ 2[n] is called r-wise t-intersecting if
|G1 ∩ · · · ∩ Gr | ≥ t holds for all G1, . . . ,Gr ∈ G. Let us define a typical r-wise t-intersecting family Gi(n, r, t) and its
k-uniform subfamily Fi(n, k, r, t), where 0 ≤ i ≤ b n−tr c, as follows:
Gi(n, r, t) = {G ⊂ [n] : |G ∩ [t + ri]| ≥ t + (r − 1)i},
Fi(n, k, r, t) = Gi(n, r, t) ∩
( [n]
k
)
.
Two families G,G′ ⊂ 2[n] are said to be isomorphic, and denoted by G ∼= G′, if there exists a vertex permutation τ on [n]
such that G′ = {{τ(g) : g ∈ G} : G ∈ G}.
Letm(n, k, r, t) be themaximum size of k-uniform r-wise t-intersecting families on n vertices. To determinem(n, k, r, t)
is one of the oldest problems in extremal set theory, which is still widely open. The case r = 2 was observed by Erdős, Ko
and Rado [7], Frankl [9], Wilson [29], and then m(n, k, 2, t) = maxi |Fi(n, k, 2, t)| was finally proved by Ahlswede and
Khachatrian [2]. Frankl [8] showed that m(n, k, r, 1) = |F0(n, k, r, 1)| if (r − 1)n ≥ rk. Partial results for the cases r ≥ 3
and t ≥ 2 are found in [12,14,22–27]. All known results suggest
m(n, k, r, t) = max
i
|Fi(n, k, r, t)|.
In this paper, we will consider the principal case, namely, the case when themaximum is attained byF0(n, k, r, t). For fixed
p = k/n ∈ (0, 1), r and t , a computation shows that
lim
n→∞ |F1(n, k, r, t)|/|F0(n, k, r, t)| ≤ 1 iff 1 ≤ t ≤ (p
1−r − p)/(1− p)− r =: tp,r . (1)
To consider the interval for t including {1, 2, . . . , btp,rc} let us define Tp,r (> tp,r) by
Tp,r = p1−r/(1− p)− log r. (2)
Then we can state a generalized Erdős–Ko–Rado theorem for r-wise t-intersecting families as follows.
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Theorem 1. For all p ∈ (0, 1) there exists r0 such that the following holds. For all r > r0 and all t with 1 ≤ t ≤ Tp,r , there exist
positive constants , n0 such that
m(n, k, r, t) = max{|F0(n, k, r, t)|, |F1(n, k, r, t)|}
holds for all n > n0 and k with | kn − p| < . Moreover, F0(n, k, r, t) and F1(n, k, r, t) are the only optimal families (up to
isomorphism).
Nowwe introduce the p-weight version of the Erdős–Ko–Rado theorem. Throughout this paper, p and q = 1− p denote
positive real numbers. For X ⊂ [n] and a family G ⊂ 2X we define the p-weight of G, denoted bywp(G : X), as follows:
wp(G : X) =
∑
G∈G
p|G|q|X |−|G| =
|X |∑
i=0
∣∣∣∣G ∩ (Xi
)∣∣∣∣ piq|X |−i.
We simply write wp(G) for the case X = [n]; for example, we have wp(2[n]) = 1 and wp(G0(n, r, t)) = pt . A direct
computation shows that the p-weight of Gi(n, r, t) is independent of n for n ≥ t + ri. So let
gi(p, r, t) = wp(Gi(n, r, t)).
Letw(n, p, r, t) be the maximum p-weight of r-wise t-intersecting families on n vertices. It might be natural to expect
w(n, p, r, t) = max
i
wp(Gi(n, r, t)) = max
i
gi(p, r, t).
Ahlswede and Khachatrian proved that this is true for r = 2 in [3] (cf. [4,6,22]). This includes the Katona theorem [18] about
w(n, 1/2, 2, t). It is shown in [13] that
w(n, p, r, 1) = p for p ≤ (r − 1)/r. (3)
We can check that g0(p, r, t) ≥ g1(p, r, t) iff 1 ≤ t ≤ tp,r cf. (1). In [11], Frankl considered the case p = 1/2 and proved
that w(n, p, r, t) = pt for 1 ≤ t ≤ tp,r = 2r − r − 1. This result was extended for the case |p − 1/2| <  in [26]. In this
paper we will generalize these results from p ≈ 1/2 to any given p ∈ (0, 1) as follows.
Theorem 2. For all p ∈ (0, 1) there exists r0 such that for all r > r0, all t with 1 ≤ t ≤ Tp,r , and all n ≥ t + r, we have
w(n, p, r, t) = max{g0(p, r, t), g1(p, r, t)}.
Moreover, G0(n, r, t) and G1(n, r, t) are the only optimal families (up to isomorphism).
We will deduce Theorems 1 and 2 from slightly stronger, stability type results (cf. [16,21]). To state our main results let
us define some collections of families as follows. For 0 ≤ i ≤ b(n− t)/rc (but we will actually need the case i = 0, 1 only),
let
G(n, r, t) = {G ⊂ 2[n] : G is r-wise t-intersecting},
Gi(n, r, t) = {G ⊂ 2[n] : G ⊂ G′ for some G′ ∼= Gi(n, r, t)},
Xi(n, r, t) = G(n, r, t) \
⋃
0≤j≤i
Gj(n, r, t),
Yi(n, k, r, t) =
{
F ⊂
( [n]
k
)
: F ∈ Xi(n, r, t)
}
,
and finally let us define
mi(n, k, r, t) = max{|F | : F ∈ Yi(n, k, r, t)},
wi(n, p, r, t) = max{wp(G) : G ∈ Xi(n, r, t)}.
Ahlswede and Khachatrian [1] determined m0(n, k, 2, t) completely, extending the earlier results by Hilton and
Milner [17] and Frankl [10]. Brace and Daykin [5] determined w0(n, 1/2, r, 1) and Frankl [11] determined w0(n, 1/2, r, t)
for r ≥ 5 and 1 ≤ t ≤ 2r − r − 1. More partial results form1(n, k, r, t)with k/n ≈ 1/2 andw1(n, p, r, t)with p ≈ 1/2 are
found in [15,26,28]. Our main results are the following.
Theorem 3. For all p ∈ (0, 1) there exists r0 such that the following holds. For all r > r0 and all t with 1 ≤ t ≤ Tp,r , there exist
positive constants γ , , n0 such that
m1(n, k, r, t) < (1− γ )max{|F0(n, k, r, t)|, |F1(n, k, r, t)|}
holds for all n > n0 and k with | kn − p| < .
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Theorem 4. For all p ∈ (0, 1) there exists r0 such that the following holds. For all r > r0 and all t with 1 ≤ t ≤ Tp,r , there exist
positive constants γ ,  such that
w1(n, p˜, r, t) < (1− γ )max{g0(p˜, r, t), g1(p˜, r, t)} (4)
holds for all n with n ≥ t + r and all p˜ with |p˜− p| < .
The condition r > r0 is necessary in the above theorems. To see this, we give an examplewhich violates (4). Let r < 1/(1−p),
or equivalently, p > 1− 1r . Consider a family G = {G ⊂ [n] : |G| ≥ (1− 1r )n+ tr }. Then one can check that G ∈ X1(n, r, t).
As the binomial distribution B(n, p) is concentrated around pn, we see that limn→∞wp(G) = 1. Thus, (4) fails even if γ = 0.
Theorems 3 and 4 immediately imply Theorems 1 and 2, respectively. We first prove Theorem 4 in Section 3. Our proof
technique is largely based on [11,26]. Then we deduce Theorem 3 from Theorem 4 in Section 4. We prepare some tools in
Section 2.
In our proof of the theorems, we will make no effort to reduce the value of r0. Instead, we try to give a simpler proof
assuming r0 large enough. Our proof admits to replace log r in (2)with any function f (r) satisfying f (r)→+∞ as r →+∞.
2. Tools
2.1. Some inequalities
Let p, q ∈ (0, 1)with p+ q = 1. We consider the situation that r is large enough for fixed p, and we always assume that
qr > 1. In this case, the equation qxr − x+p = 0 has unique root αr,p in the interval (p, 1). In fact, letting f (x) = qxr − x+p,
one can check that f (0) = p > 0, f (1) = 0. Also f ′(x) = qrxr−1 − 1 has unique real zero x = (qr)−1/(r−1) ∈ (0, 1). We
sometimes write αr for αr,p omitting p if this makes no confusion.
Lemma 1 ([28]). Let p, r, t0, c be fixed constants. Suppose that w(n, p, r, t0) ≤ c holds for all n ≥ t0. Then we have
w(n, p, r, t) ≤ cαt−t0r,p for all t ≥ t0 and n ≥ t. In particular, we always havew(n, p, r, t) ≤ αtr,p.
Lemma 2. X0(n, r, t) ⊂ X0(n, r − 1, t + 1) andw0(n, p, r, t) ≤ w0(n, p, r − 1, t + 1).
Proof. Let G ∈ X0(n, r, t). If G is not (r − 1)-wise (t + 1)-intersecting, then we can find G1, . . . ,Gr−1 ∈ G such that
|G1 ∩ · · · ∩ Gr−1| = t . But G is r-wise t-intersecting and so every G ∈ G must contain G1 ∩ · · · ∩ Gr−1. This means
G 6∈ X0(n, r, t), a contradiction. Thus, G ∈ G(n, r − 1, t + 1). If G fixes t + 1 vertices, then G 6∈ X0(n, r, t). Therefore
we have G ∈ X0(n, r − 1, t + 1). 
Lemma 3. For any i with 0 ≤ i ≤ b(n− t)/rc, we havewi(n+ 1, p, r, t) ≥ wi(n, p, r, t).
Proof. Choose G ∈ Xi(n, r, t) with wp(G) = wi(n, p, r, t). Then G′ := G ∪ {G ∪ {n + 1} : G ∈ G} ∈ Xi(n + 1, r, t) and
wp(G
′ : [n+ 1]) = wp(G : [n])(q+ p) = wi(n, p, r, t), which meanswi(n+ 1, p, r, t) ≥ wi(n, p, r, t). 
For a positive integer i and a real p ∈ (0, 1), let
ci := ci(p) = −i(p/q) log p. (5)
Lemma 4. For any positive integer i and any real p ∈ (0, 1) there exists r1 ∈ N such that αy+ir < py holds for all r ≥ r1 and all
y = dp−r with 0 < d ≤ ci.
Proof. Set α = αr and β = 1/(y + i). We want to show that αy+i < py, that is, α < p1−iβ . Let f (x) = qxr − x + p. Since
f (x) ≥ 0 for 0 < x ≤ α and f (x) < 0 for α < x < 1, it suffices to show that f (p1−iβ) < 0, that is,
(q/p)p−iβr < p−r(p−iβ − 1). (6)
Noting that p−iβ = exp(log p−iβ) > 1+ log(p−iβ) = 1− iβ log p, the RHS of (6) is more than
p−r(−iβ log p) = −ip
−r log p
y+ i =
−ip−r log p
dp−r + i →
−i log p
d
as r →∞.
On the other hand, the LHS of (6) is
(q/p)(p−i)
r
y+i = (q/p)(p−i) rdp−r+i → q/p as r →∞.
Thus (6) holds for sufficiently large r if q/p ≤ −i(log p)/d, that is, d ≤ ci. 
Lemma 5. For all p ∈ (0, 1) there exist r1 ∈ N and µ ∈ (0, 1) such that the following holds. For all r ≥ r1 + 1 and all t with
1 ≤ t ≤ bc1p(p−r − p−r1)/qc, where c1 is defined by (5), and all n ≥ t + r, it follows that w0(n, p, r, t) ≤ µpt .
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Proof. Choose r1 from Lemma 4 for i = 1. For r ≥ r1 + 1 define ar by
ar = c1
r−1∑
j=r1
p−j = c1p(p−r − p−r1)/q. (7)
Then we have ar1+1 = c1p−r1 and ar+1 − ar = c1p−r for r ≥ r1 + 1.
Let r ≥ r1 + 1. We will show that w0(n, p, r, t) ≤ µpt for all t with 1 ≤ t ≤ barc, and n ≥ r + t , by induction on r . For
the base case r = r1 + 1, by Lemmas 2 and 1, we have
w0(n, p, r1 + 1, t) ≤ w0(n, p, r1, t + 1) ≤ αt+1r1 .
Then using Lemma 4 for y = t and i = 1, we have αt+1r1 < pt for t ≤ c1p−r1 = ar1+1. Let µ = max{αr1(αr1/p)t : 1 ≤ t ≤
bar1+1c}. The maximum is attained when t = bar1+1c. This µ = µ(p) ∈ (0, 1) satisfies w0(n, p, r1 + 1, t) ≤ µpt for all
1 ≤ t ≤ bar1+1c.
For the induction step, Lemmas 2 and 1 imply that
w0(n, p, r + 1, t) ≤ w0(n, p, r, t + 1) ≤ w0(n, p, r, barc)αt+1−bar cr .
Using the induction hypothesisw0(n, p, r, barc) ≤ µpbar c, we have
w0(n, p, r + 1, t) ≤ µpbar cαt+1−bar cr ≤ µparαt+1−arr .
The RHS is at most µpt iff α(t−ar )+1r ≤ pt−ar . Applying Lemma 4 for y = t − ar and i = 1, this is true if t − ar ≤ c1p−r , that
is, t ≤ ar + c1p−r = ar+1. 
2.2. Shifting
For integers 1 ≤ i < j ≤ n and a family G ⊂ 2[n], we define the (i, j)-shift σij as follows:
σij(G) = {σij(G) : G ∈ G},
where
σij(G) =
{
(G− {j}) ∪ {i} if i 6∈ G, j ∈ G, (G− {j}) ∪ {i} 6∈ G,
G otherwise.
A family G ⊂ 2[n] is called shifted if σij(G) = G for all 1 ≤ i < j ≤ n, and G is called tame if it is shifted and⋂G = ∅. If
G is r-wise t-intersecting, then so is σij(G). We notice that G ∈ X0(n, r, t) does not necessarily imply σij(G) ∈ X0(n, r, t),
because σij(G)may fix t vertices.
Lemma 6. If G ∈ X0(n, r, t) is p-weight maximum, then we can find a tame G′ ∈ X0(n, r, t) withwp(G′) = wp(G).
Proof. IfG ∈ X0(n, r, t) thenG ∈ X0(n, r−1, t+1)by Lemma2.We apply all possible shifting operations toG to get a shifted
family G′ ∈ G(n, r, t) ⊂ G(n, r − 1, t + 1). Since each shifting operation preserves the p-weight, we havewp(G) = wp(G′).
We have to show that
⋂
G′ = ∅. Otherwise we may assume that 1 ∈ ⋂G′ and H = [2, n] 6∈ G′. Since G′ is p-weight
maximumwe can find G1, . . . ,Gr−1 ∈ G′ such that |G1∩ · · ·∩Gr−1∩H| < t . Then we have |G1∩ · · ·∩Gr−1| < t+1, which
is a contradiction. 
A family G ⊂ 2[n] is called a filter if it is closed upwards: if G ∈ G and G ⊂ G′ then G′ ∈ G. If G is a filter, then so is σij(G).
We also notice that if G ∈ X0(n, r, t) is p-weight maximum then G is necessarily a filter.
3. Proof of Theorem 4
We start with the following simple observation.
Claim 1. Let G ∈ X1(n, r, t) be fixed, and let f (p) := max{g0(p, r, t), g1(p, r, t)}. If wp(G) < f (p) for some p, then there exist
γ ,  > 0 such that wp˜(G) < (1− γ )f (p˜) for all |p˜− p| < .
This is because bothwp(G) and f (p) are continuous functions of variable p. So, to prove Theorem 4, it is enough to show that
wp(G) < f (p) for given p and G ∈ X1(n, r, t) provided r ≥ r0, 1 ≤ t ≤ Tp,r .
The actual proof goes as follows. Let G ∈ X1(n, r, t) be p-weight maximum. Choose a tame G∗ ∈ X0(n, r, t) with
wp(G
∗) = wp(G) by Lemma 6. Then we will show the following.
Case 1. If G∗ ⊂ G1(n, r, t) thenwp(G∗) < (1− γ )g1(p, r, t).
Case 2. If G∗ 6⊂ G1(n, r, t) thenwp(G∗) < (1− γ )g0(p, r, t).
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In the proof, after having p, r and t , we may assume that n is large enough by Lemma 3.
For Case 1, we show the following.
Lemma 7. For all p ∈ (0, 1), r ≥ 2 + 1/q, t with 1 ≤ t ≤ Tp,r+1, and all n ≥ t + r, the following holds. Let G ∈ X1(n, r, t)
be p-weight maximum and let G∗ ∈ X0(n, r, t) be a tame family obtained by shifting from G. If G∗ ⊂ G1(n, r, t) then
wp(G
∗) ≤ (1− γ )g1(p, r, t), where γ = q(r−2) ( t+rp + 1q )−1.
Proof (Proof of Lemma 7). Let p, r, t, n be given. Set G1 = G1(n, r, t). Let G′ ∈ X1(n, r, t) be p-weight maximum. Note that
G′ is not necessarily shifted. By Lemma 6 we can find a tame G∗ ∈ X0(n, r, t) in a sequence of shifting G′ → · · · → G∗ with
wp(G
′) = · · · = wp(G∗). Suppose that G∗ ⊂ G1. Then we find some G ∈ G(n, r, t) in the sequence such that G 6⊂ G1 and
σxy(G) ⊂ G1, where we may assume that x = t + r , y = x + 1. We note that |[x] ∩ G| ≥ x − 2 for all G ∈ G. Moreover, if
|[x] ∩ G| = x− 2 then G ∩ {x, y} = {y} and (G− {y}) ∪ {x} 6∈ G.
For i ∈ [x] set G(i) = {G ∈ G : [y] \ G = {i}}, and for j ∈ [x − 1] and z ∈ {x, y} let Gz(j) = {G ∈ G : [y] \ G = {j, z}},
Hz(j) = {G \ [y] : G ∈ Gz(j)}. Since σxy(G) ⊂ G1 we haveHx(j) ∩Hy(j) = ∅ and so wp(Gx(j)) + wp(Gy(j)) ≤ px−1q2. Set
G∅ = {G ∈ G : [x] ⊂ G}, Gxy = {G ∈ G : G ∩ [y] = [x− 1]}, and let e = mini∈[x]wp(G(i)). Then we have
wp(G) =
∑
i∈[x]
wp(G(i))+
∑
j∈[x−1]
(
wp(Gx(j))+ wp(Gy(j))
)+ wp(G∅)+ wp(Gxy) (8)
≤ e+ (x− 1)pxq+ (x− 1)px−1q2 + px + px−1q2 = e+ (η − 1)pxq, (9)
where η = xp + 1q . Note that e ≤ pxq, and (9) coincides with wp(G1) = xpx−1q + px = ηpxq iff e = pxq. If there is
some j ∈ [x − 1] such that Gx(j) ∪ Gy(j) = ∅, then by (8) we get wp(G) ≤ wp(G1) − px−1q2 =
(
1 − q/(ηp))wp(G1) =
(1− (r − 2)γ )wp(G1), and we are done. Thus we may assume that
Gx(j) ∪ Gy(j) 6= ∅ for all j ∈ [x− 1]. (10)
To provewp(G) ≤ (1− γ )wp(G1) by contradiction, let us assume that
wp(G) > (1− γ )wp(G1) = (1− γ )ηpxq. (11)
By (9) and (11) we have e > (1− γ η)pxq. This means, lettingH(i) = {G \ [y] : G ∈ G(i)} and Y = [y+ 1, n], we have
wp(H(i) : Y ) > 1− γ η for all i ∈ [x]. (12)
Since G 6⊂ G1, both ⋃j∈[x−1] Gx(j) and ⋃j∈[x−1] Gy(j) are non-empty. Using this with (10), we can choose G ∈ Gx(j) and
G′ ∈ Gy(j′)with j 6= j′, say, j = x− 1, j′ = x− 2. Let L = [r − 2] andH∗ =⋂`∈LH(`). Then by (12) we have
wp(H
∗ : Y ) > 1− (r − 2)γ η. (13)
IfH∗ ⊂ 2Y is not (r − 2)-wise 1-intersecting, then we can find H1, . . . ,Hr−2 ∈ H∗ such that H1 ∩ · · · ∩ Hr−2 = ∅. Setting
G` = ([y] \ {`}) ∪ H` ∈ Gwe have |G1 ∩ · · · ∩ Gr−2 ∩ G ∩ G′| = t − 1, which contradicts the r-wise t-intersecting property
of G. ThusH∗ is (r − 2)-wise 1-intersecting and wp(H∗ : Y ) ≤ p by (3), where we need (r − 2)q ≥ 1. But this contradicts
(13) because we chose γ so that p = 1− (r − 2)γ η. This completes the proof of Lemma 7. 
Nextwe consider Case 2. RenameG∗ byG. Here, tomake the proof notationally simpler, we consider the case r+1 instead
of the case r . Then, it suffices to show the following lemma for Case 2.
Lemma 8. For all p ∈ (0, 1) there exists r0 such that the following holds. For all r > r0, all t with 1 ≤ t ≤ Tp,r+1, there exists
γ ∈ (0, 1) such that for all n ≥ t + (r + 1) and all tame G ∈ X0(n, r + 1, t) with G 6⊂ G1(n, r + 1, t), it follows that
wp(G) < (1− γ )pt .
Proof (Proof of Lemma 8). Let p ∈ (0, 1) be given. We choose r0 = r0(p) sufficiently large, which will be specified in the
proof. Then, let r > r0 and 1 ≤ t ≤ Tp,r+1 be given. We choose γ = γ (p, r, t) ∈ (0, 1) close enough to 1, and the closeness
will be specified in the proof. Finally let G ∈ X0(n, r + 1, t) be given with G 6⊂ G1(n, r + 1, t), where n ≥ t + (r + 1).
Let t(i) = max{j : G is i-wise j-intersecting}. Wemay assume that t(r+1) = t and G is p-weight maximum among all tame
G ∈ X0(n, r + 1, t) with G 6⊂ G1(n, r + 1, t). Let t(r) = t + s. We have s ≥ 1 by Lemma 2. Choose r1 from Lemma 5. Using
Lemma 1 with Lemma 5, we have
wp(G) ≤ w0(n, p, r, t + s) ≤ w0(n, p, r, barc)α(t+s)−bar cr ≤ µparα(t+s)−arr ,
for some µ = µ(p) ∈ (0, 1), where ar is defined in (7). We want to show that the RHS is at most µpt , or equivalently,
αt−ar+sr ≤ pt−ar . Choosing r sufficiently large, that is, r > r1, this is true if t − ar ≤ csp−r by Lemma 4. Thus we get the
desired inequalitywp(G) ≤ µpt if
(t ≤) Tp,r+1 ≤ csp−r + ar . (14)
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The LHS is Tp,r+1 = p−r/q− log r , while the RHS is
csp−r + ar = sc1p−r + ar = c1p−r(s+ p/q)− c1p1−r1/q.
We choose r > r0  r1 so that− log r < −c1p1−r1/q = (p2−r1/q) log p. Then we have (14) if p−r/q ≤ c1p−r(s+ p/q), that
is,−p(log p)(s+ p/q) ≥ 1. This is true if
s ≥ s0 := (−p log p)−1 − p/q. (15)
So we may assume that 1 ≤ s < s0. After [11] let h = min{i : |G ∩ [t + i]| ≥ t for all G ∈ G}. This is the minimum size of
‘‘holes’’ in [t + h].
Claim 2. 1 ≤ h ≤ s (< s0).
Proof. Since G ∈ X0(n, r+1, t), we have h ≥ 1. By the definition of s and the shiftedness of G, we have G1, . . . ,Gr ∈ G such
that G1∩· · ·∩Gr = [t+s]. Then it follows from t(r+1) = t that |[t+s]∩G| ≥ t for all G ∈ G, which implies, t+h ≤ t+s. 
Let b = t + h− 1 and let Ti = [b+ 1− i, b] be the right-most i-set in [b]. For A ⊂ [b] let
G(A) = {G ∩ [b+ 1, n] : G ∈ G, [b] \ G = A}.
Since G is shifted, we have G(A) ⊂ G(Ti) for all A ∈
(
[b]
i
)
. Thus, for each G ∈ G with |[b] \ G| = i, we can find G′ ∈ G(Ti)
such that G = ([b] \ G) ∪ G′. By considering the weight of G on [b] and [b+ 1, n] separately, we have
wp(G) ≤
h∑
i=0
(
b
i
)
pb−iqiwp(G(Ti) : [b+ 1, n]). (16)
Claim 3. For 0 ≤ i < h and 2 ≤ j ≤ r, G(Ti) is j-wise (ij+ (r − j)h+ 1)-intersecting.
Proof. Suppose that G(Ti) is not j-wise v-intersecting, where v = ij + (r − j)h + 1. Then we can find G1, . . . ,Gj ∈ G(Ti)
such that |G1 ∩ · · · ∩ Gj| < v. Since G is a shifted filter, we may assume that G1 ∩ · · · ∩ Gj = [b + 1, b + v − 1].
By shifting (G` ∪ [b]) \ Ti ∈ G, we get G′` := (G` ∪ [b]) \ [b + 1 + (` − 1)i, b + `i] ∈ G for 1 ≤ ` ≤ j. Then,
G′1 ∩ · · · ∩ G′j = [b] ∪ [b+ ij+ 1, b+ v − 1].
By the definition of hwe have some H ∈ G such that |H ∩ [h+ t − 1]| = |H ∩ [b]| = t − 1 and due to the shiftedness of
Gwemay assume that H = [n] \ [t, b]. By shifting H , we get G′` := [n] \ [b+ ij+ 1+ (`− 1− j)h, b+ ij+ (`− j)h] ∈ G for
j < ` ≤ r . Then, G′j+1 ∩ · · · ∩ G′r = [n] \ [b+ ij+ 1, b+ v− 1]. Thus we have G′1 ∩ · · · ∩ G′r ∩H = [t − 1], which contradicts
the (r + 1)-wise t-intersecting property of G. 
Claim 4. If G ⊂ Gh(n, r + 1, t) thenwp(G) < (1− γ )pt .
Proof. Let 1 ≤ i ≤ h and set Gi = Gi(n, r + 1, t). We are going to compare
wp(Gi \ Gi−1) =
(
t + (r + 1)(i− 1)
i
)
pt+riqi
and
wp(Gi−1 \ Gi) =
i−1∑
j=max{0,i−r}
(
t + (r + 1)(i− 1)
j
) r+1∑
`=i+1−j
(
r + 1
`
)
pt+(r+1)i−j−`qj+`.
For the latter, by choosing j = i− 1, we have
wp(Gi−1 \ Gi) ≥
(
t + (r + 1)(i− 1)
i− 1
)
pt+ri−rqi−1
r+1∑
`=2
(
r + 1
`
)
pr+1−`q+`
=
(
t + (r + 1)(i− 1)
i− 1
)
pt+ri−rqi−1(1− pr+1 − (r + 1)prq).
Thus,
wp(Gi−1 \ Gi)
wp(Gi \ Gi−1) ≥
i
t + r(i− 1) (p
−rq−1 − pq−1 − (r + 1)).
The RHS is more than 1 iff
t < ip−r/q+ r − (2r + 1)i− p/q. (17)
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Using t ≤ Tp,r+1 = p−r/q − log r , we can verify (17) for i ≥ 2 and r large enough, say, p−r > 2rhq. Thus we have
max{wp(G0), wp(G1)} > wp(G2) > · · · > wp(Gh).
Suppose that G ⊂ Gh. Since G 6⊂ G1 is an assumption of Lemma 8, we may assume that h ≥ 2. Then we have
wp(G) ≤ wp(Gh) ≤ wp(G2). A direct computation using t ≤ Tp,r+1 < p−r/q shows that limr→∞wp(G2) ≤ pt/2. Thus,
for sufficiently large r , we can find some γ ∈ (0, 1) satisfyingwp(G) < (1− γ )pt . 
So, we may assume that G 6⊂ Gh(n, r + 1, t).
Claim 5. If G 6⊂ Gh(n, r + 1, t) then G(Th) is r-wise (rh+ 2)-intersecting.
Proof. Suppose that G(Th) is not r-wise (rh+2)-intersecting. Thenwe can find G1, . . . ,Gr ∈ G(Th) such that G1∩· · ·∩Gr =
[b+1, b+rh+1] = [t+h, t+(r+1)h]. By shifting (G`∪[b])\Th ∈ Gwe get G′` := (G`∪[b])\[t+(`−1)h, t+`h−1] ∈ G
for 1 ≤ ` ≤ r . Then, G′1 ∩ · · · ∩ G′r = [t − 1] ∪ [t + rh, t + (r + 1)h]. Since G 6⊂ Gh(n, r + 1, t) we have
G′r+1 := [n] \ [t + rh, t + (r + 1)h] ∈ G. Thus, we have G′1 ∩ · · · ∩ G′r+1 = [t − 1], which contradicts the (r + 1)-wise
t-intersecting property of G. 
Let 0 ≤ i < h. By Claim 3, G(Ti) is b r2c-wise u-intersecting, where u = b r2ci + d r2eh + 1. By Lemma 5 we have
wp(G(Ti) : [b + 1, n]) ≤ w0(n − b, p, b r2c, u) ≤ pu if u ≤ abr/2c. In fact, we can choose r ≥ r0(p) so that u ≤ abr/2c,
because u ≤ rh+ 1 < rs0+ 1 (by Lemma 2) and rs0+ 1 < abr/2c (by (15), (7) and (5)). Using t ≤ Tp,r+1 = p−r/q− log r and(
b
i
)
< (t + h)i < (t + s0)i < (p−r/q)i for r > r0(p), we have(
b
i
)
pb−iqiwp(G(Ti) : [b+ 1, n]) < (p−r/q)ipb−iqipu ≤ pt+(1+ r2 )(h−i) < pt+ r2 . (18)
By Claim 5, G(Th) is r-wise (rh+ 2)-intersecting. Thus, by choosing r large enough so that rh+ 2 < ar , Lemma 5 gives(
b
h
)
pb−hqhwp(G(Th) : [b+ 1, n]) < (p−r/q)hpt−1qhprh+2 = pt+1. (19)
By (16), (18) and (19) we havewp(G) ≤ hpt+ r2 + pt+1 = pt(hpr/2 + p) < (1− γ )pt by choosing r sufficiently large so that
hpr/2 < s0pr/2  q. This completes the proof of Lemma 8 and Theorem 4. 
4. Proof of Theorem 3
Assume the negation of Theorem 3. Then the statement starts with
∃p ∀r0 ∃r ∃t ∀γ ∀ ∀n0 ∃n ∃k · · · , (20)
where the underlines will indicate the choice of the parameters described below. We will construct a counterexample to
Theorem 4 using (20). Recall that Theorem 4 starts with
∀p ∃r0 ∀r ∀t ∃γ ∃ · · · . (21)
First, assuming the negation of Theorem 3, there exists some p ∈ (0, 1) (corresponding to the first underline in (20)) such
that the rest of Theorem 3 does not hold. For this p, Theorem 4 provides some r0 (corresponding to the first underline in (21))
such that the rest of Theorem 4 holds. With this r0, the negation of Theorem 3 provides some r > r0 and 1 ≤ t ≤ Tr,p (the
second and third underlines in (20)) such that the rest of Theorem 3 does not hold. With this r and t , Theorem 4 provides
some γ0 = γ0(p, r, t) and 0 = 0(p, r, t) such that
w1(n, p˜, r, t) < (1− γ0)f (p˜) (22)
holds for all p˜with |p˜− p| ≤ 0, and all n ≥ t + r , where f (p˜) := max{g0(p˜, r, t), g1(p˜, r, t)}.
For reals 0 < b < awewrite a± b to mean the open interval (a− b, a+ b). We note that f (p˜) is a uniformly continuous
function of p˜ on p± 0. Let γ = γ04 ,  = 02 , and I = p± . Now we are going to define n0. Choose 1   so that
(1− 3γ )f (p˜) > (1− 4γ )f (p˜+ δ) (23)
holds for all p˜ ∈ I and all 0 < δ ≤ 1. As the binomial distribution B(n, p) is concentrated around pn, we can choose n1 so
that ∑
i∈J
(n
i
)
pi0(1− p0)n−i > (1− 3γ )/(1− 2γ ) (24)
holds for all n > n1 and all p0 ∈ I0 := p± 32 , where J = ((p0 − 1)n, (p0 + 1)n)∩N. A little calculation shows that we can
choose n2 so that
(1− γ )max{|F0(n, k, r, t)|, |F1(n, k, r, t)|} > (1− 2γ )f (k/n)
(n
k
)
(25)
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holds for all n > n2 and kwith k/n ∈ I . Finally set n0 = max{n1, n2}.
We plug these γ ,  and n0 into (20). Then the negation of Theorem 3 gives us some n, k and F ∈ Y1(n, k, r, t) with
|F | ≥ (1 − γ )max{|F0(n, k, r, t)|, |F1(n, k, r, t)|}, where n > n0 and kn ∈ I . We fix n, k and F , and let p˜ = kn . By (25) we
have |F | > c ( nk ), where c = (1− 2γ )f (p˜). Let G = ⋃k≤i≤n(∇i(F )) ∈ X1(n, r, t) be the collection of all upper shadows of
F , where ∇i(F ) = {H ∈
(
[n]
i
)
: H ⊃ ∃F ∈ F }. Let p0 = p˜+ 1 ∈ I0.
Claim 6. |∇i(F )| ≥ c
( n
i
)
for i ∈ J .
Proof. Choose a real x ≤ n so that c ( nk ) = ( xn−k ). Since |F | > c ( nk ) = ( xn−k ) the Kruskal–Katona Theorem [20,19] implies
that |∇i(F )| ≥
( x
n−i
)
. Thus it suffices to show that
( x
n−i
) ≥ c ( ni ), or equivalently,( x
n−i
)( x
n−k
) ≥ c ( ni )
c
( n
k
) .
Using i ≥ k this is equivalent to i · · · (k+ 1) ≥ (x− n+ i) · · · (x− n+ k+ 1), which follows from x ≤ n. 
By the claim we have
wp0(G) ≥
∑
i∈J
|∇i(F )| pi0(1− p0)n−i ≥ c
∑
i∈J
(n
i
)
pi0(1− p0)n−i. (26)
Using (24) and (23), the RHS of (26) is more than
c (1− 3γ )/(1− 2γ ) = (1− 3γ )f (p˜) > (1− 4γ )f (p˜+ 1) = (1− γ0)f (p0).
This meanswp0(G) > (1− γ0)f (p0)which contradicts (22) because p0 ∈ I0 ⊂ p± 0.
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