This paper takes up Bayesian inference in a general trend stationary model for macroeconomic time series with independent Student-t disturbances. The model is linear in the data, but nonlinear in parameters. An informative but nonconjugate family of prior distributions for the parameters is introduced, indexed by a single parameter which can be readily elicited. The main technical contribution is the construction of posterior moments, densities, and odds ratios using a six-step Gibbs sampler. Mappings from the index parameter of the family of prior distribution to posterior moments, densities, and odds ratios are developed for several of the Nelson-Plosser time series. These mappings show that the posterior distribution is not even approximately Gaussian, and indicate the sensitivity of the posterior odds ratio in favor of difference stationarity to the choice of the prior distribution.
Introduction
Beginning with the investigation of Nelson and Plosser [19] , the propositions that most macroeconomic aggregates are trend stationary, or alternatively that they are difference stationary, have captured the attention of applied and theoretical econometricians as have few other issues. These ideas have accelerated the development of the sampling theory of estimators in the presence of nonstationarity and near-nonstationarity (Dickey and Fuller [3] , Said and Dickey [28] , Phillips [23] , Sims, Stock and Watson [34] ). More recently, these questions have renewed research in Bayesian inference for time series (Zellner and Tiao [39] , Sims [32] , DeJong and Whiteman [2] , Phillips [24] , Sims and Uhlig [35] , Schotman and van Dijk [29] , [30] , [31] ). That basic questions about methodology are being taken up in the context of a specific empirical issue testifies to the intellectual health and vigor of econometrics. Contemporaneously with these developments, there have been rapid advances in Bayesian multiple integration which can enrich time series econometrics. The objective of this paper is to show some ways in which these advances can help address the issues of trend and difference stationarity. In doing so, it builds on a number of recent contributions, including Geman and Geman [8] , Gelfand and Smith [7] , and Geweke [9] , [11] . This paper breaks new methodological ground in several directions. First, it takes up Bayesian inference in an improved specification of the model of Schotman and van Dijk [29] , [30] , [31] which cannot be attacked by the essentially analytical methods of those papers or Phillips [24] . Second, it employs informative and nonconjugate priors for the parameters of interest. Third, motivated by evidence in Geweke [11] disturbances in the model are leptokurtic. Finally, the paper shows how to construct exact highest posterior density regions for a model that is a nontrivial variant of the standard linear specification.
This work makes two primary substantive contributions. First, it introduces a singleparameter family of informative prior distributions for the autoregressive component of the trend stationary model. The choice of this parameter is implied by the answer to the question, "At what time interval is a uniform prior density on the unit interval for the autoregressive component plausible?". As this time interval increases the prior distribution places increasing probability on a near-nonstationary configuration, and as a corollary the posterior odds ratio in favor of difference stationarity will approach the prior odds ratio, regardless of the sample. This convergence is illustrated using the data of Nelson and Plosser [19] . Second, this work presents posterior moments, posterior densities and highest posterior density regions for these data and priors that indicate near-nonstationarity.
Posterior odds ratios in favor of difference stationarity are sensitive to the choice of the parameter for the prior for the autoregressive coefficient, but never fall much below the prior odds ratio and often greatly exceed it. Posterior distributions are non-Gaussian. 
Prior and Posterior Distributions in the Trend Stationary Model
The trend stationary model used in this research is y t = γ + δt + u t ,
This model is an alternative to the specifications employed by Nelson and Plosser [19] , Phillips [24] , and others, of the form
or elaborations of this form with more lagged values of the dependent variable. An important attraction of (1)-(3) relative to (2.0.2) is that δ is the mean growth rate of {y t } in (1)-(3), whereas β/(1-ρ) is the growth rate of {y t } in (2.0.2). Priors about mean growth rate and about potential near-nonstationarity are therefore easier to state in the context of (1)-(3) than they are in (2.0.2). Throughout we use A(L) = ∑ j=1 4 a j L j . The truncation of {a j } after j = 4 is consistent with the findings of Nelson and Plosser [19] , and in conjunction with the prior distribution described in Section 2.1 it loses some of the knife-edge character it might otherwise have. Simple manipulation of (1)-(3) yields
and the likelihood function may be expressed σ
The i.i.d. Student-t specification requires the disturbances to be leptokurtic, but for larger values of ν the distinction is inconsequential. This specification has been lightly used in applications, although it dates back at least to work in astronomy by Jeffreys [15] who used it for mean estimation. It should not be confused with the alternative specification that the entire vector ε ≡ (ε 1 , ... , ε T )′ has a multivariate-t distribution (taken up by Zellner [38] and Osliewski and Steel [21] among others) in which the ε t are not mutually independent. This specification is employed here as an alternative to the normal distribution because posterior odds ratios (reported in detail in Geweke [11] strongly favor t(0, σ 2 ; ν) over N(0, σ 2 ) for the data set employed subsequently in this paper.
The work reported here exploits the equivalence between the likelihhod function (6) and the alternative specification
in conjunction with the independent prior distributions v t -1 ~ χ 2 (ν)/ν (t = 1, ... , T), for the fixed but unknown relative variance parameters {v t }. The prior density kernel for each w t = v t -1 is w t (ν-2)/2 exp(-νw t /2) and the prior density kernel for v t is v t -(ν+2)/2 exp(-ν/2v t ).
The posterior density kernel for σ and the v t in the model (7) with priors densities (8) is
Integrate this expression with respect to v 1 , ... , v T to obtain the kernel
which is proportional to (6) as a function of the ε t . The specification (6) is therefore equivalent to (7) and (8) , and either specification employed in conjunction with the same prior distributions for the other parameters in the model will produce exactly the same posterior distribution.
This equivalence between the independent Student-t distribution and the normal mixture model with appropriate priors is fully developed in Geweke [11] , building on related earlier work by De Finetti [1] , Fraser [5] , [6] , Harrison and Stevens [13] , Maronna 18 ], Ramsay and Novick [26] , West [37] , and Lange Little and Tayler [16] . It is a key element of the computational procedure described in Section 3.
Prior distributions
The parameter of paramount interest, on which recent Bayesian studies of trend and difference stationarity have concentrated, is ρ. Here we motivate a simple family of prior distributions which has also been discussed by Sims [32] , [33] . Begin with a simplified version of (2),
If {u t } pertains to a point in time (rather than an average over a time interval) then (10)
cov(ε t (r) , ε t-nr (r) ) = 0 for any non-zero integer n.
A uniform prior distribution on [0, 1) for α in (11) with the presence of the y t-j -y t-j-1 , the nonnormality of the disturbances, and interaction between prior distributions for the other parameters and ρ, any one of which presents technical challenges. The empirical work here is carried through to completion using several different values of s.
If the time interval between measurements is many periods, a uniform distribution for the autoregressive parameter assigns high probability to strong persistence from one period to the next. As s → ∞, the effect of the prior distribution becomes the same as a reformulation of (1)-(3) with ρ = 1. As a corollary, the posterior odds ratio in favor of this reformulation must approach the prior odds ratio, as s → ∞; and a posterior odds ratio for (10) with s = s* in favor of s = s* + q, s * fixed, must approach the posterior odds ratio in favor of ρ = 1, as q → ∞. The operational ramifications of these facts will be seen in The same prior distributions are used for all macroeconomic time series studied. Since the data are in logarithms, δ indicates mean growth rate. The empirical work is carried out with δ = 0 and σ δ = .05. Some checks for sensitivity are reported in Section 4.1.
The prior specification for a 1 , ... , a 4 is
This reflects the belief that these coefficients are not likely to be large in magnitude, and that they are smaller the greater the lag. A similar specification was employed by Doan, Litterman and Sims [4] for vector autoregressions. In the empirical work π 0 = .731 and π 1 = .342: this implies a standard deviation of .5 for a 1 , and .1 for a 4 . Checks for sensitivity are reported in Section 4.1.
For the intercept γ of (1) 
and for the trend term it is
The limiting distributions, as
for the intercept, and δ = 0 for the trend. This implies the limiting model
or equivalently y t = δ + y t-1 + u t ,
with prior distribution δ ~ N(δ, σ δ 2
). As ρ → 1 the trend stationary model (1)- (3) therefore passes smoothly to the difference stationary model (13)- (14) . In the empirical work reported in Section 4, the prior distribution
is employed, using the parameter σ γ = 10. Since data are in natural logarithms, this prior has little precision. Sensitivity checks reported in Section 4.1 indicate that conclusions about unit roots are essentially invariant with respect to the choice of σ γ .
With regard to the dispersion of ε t , the reference prior distribution with density
is assumed for σ. An exponential prior distribution with density
is taken for ν. In the empirical work, ω = .25, implying a prior mean of 4 and median of 2.77 for ω. These values are consistent with related findings in Geweke [11] , and the exponential form of the prior density allows ample probability for very fat tails in the distribution.
Conditional posterior distributions
Consideration of conditional posterior distributions provides both insight into the structure of the posterior distribution, and a basis for efficient computation described in Section 3.
Conditional posterior distribution of γ and δ. Write
The conditional posterior distribution for γ and δ is therefore bivariate normal, with mean and variance given by the usual generalized least squares expressions.
Conditional posterior distribution of a 1 , ... , a 4 .
Again the posterior distribution is conditionally multivariate normal, with mean and variance given by the GLS expressions.
Conditional posterior distribution of ρ. The conditional posterior distribution results
from the combination of the simple linear regression model
with the prior density (12) for ρ. The conditional posterior distribution therefore has
where
Conditional posterior distribution of ν. From (9) and (15) this distribution has kernel
Conditional posterior distribution of v 1 , ... , v T .
From (9), the conditional posterior density of ψ ≡ (σ
This result may be obtained heuristically by noting that in the prior distribution ν/v t χ 2 (ν), that in the likelihood function for ( Conditional posterior distribution of σ. Given all the other parameters, the posterior density kernel for σ is
which has an obvious heuristic.
Computation of Posterior Moments and Densities
In this study the Gibbs sampler (Gelfand and Smith [7] ) is used to produce a sequence of drawings from the parameter space that is neither independent nor identically distributed, but converges in distribution to the posterior distribution whose kernel density is (9) .
Consistent with the discussion of Section 2.2, adopt the following notation and groupings of parameters:
The Gibbs sampling algorithm for the posterior distribution is easy to construct. Begin with an arbitrary initial value
, θ 4
,
A convenient choice is the ordinary least squares estimate for θ 1 , θ 2 , and θ 3 (forcing the appropriate constraint on ρ if need be), ν = 4, θ 5 = (1, 1, ... , 1)′, θ 6 = s 2 . These initial values were used for all results reported in this paper, but any element of Θ may be chosen. Given θ (j) , (i) Draw θ 1 (j) = (γ (j) , δ (j) )′ from the bivariate normal distribution for γ and δ indicated by the regression (16).
(
)′, from the multivariate normal distribution for ρ 2 , ρ 3 , ρ 4 , and ρ 5 indicated by the regression (17);
(iii) Draw ρ from the distribution whose kernel density is given by (18) .
A computationally efficient method is described in Appendix A.
(iv) Draw ν from the distribution whose kernel density is given by (19) ; see Appendix A. This procedure is superficially similar to the EM algorithm, which has been used to maximize the likelihood function in a related but simpler situation by Lange, Little and Taylor [16] . Leonard [17] used a similar approach to find an approximate posterior mode in a related problem. The superficial similarity stems from similar conditioning in each iteration. However the Gibbs sampler produces the entire posterior distribution, by defining a continuous-state Markov chain on Θ. Each conditional density in the chain p i (θ i | θ r , r≠ i) is strictly positive for all θ i and {θ r , r≠ i}. Theorem 3.8 of Nummelin [20] or Corollary 1 of Tierney [36] therefore implies that {θ ( Geweke [9] and technical details for the computations in the work reported here are given in
Geweke [10] .
Posterior odds ratios
Much of the recent empirical literature concerning unit roots has addressed hypotheses about ρ or its conceptual equivalent in other models. The hypotheses studied have been is much more compelling than (c). Here we focus on (a) and (b); the prior distributions adapted in Section 2.1 further restrict ρ ≥ 0 in the case of (a), but trivial variants on these procedures would easily cope with prior distributions for ρ extending to (-1, 0). The discussion in Section 2 considered only hypothesis (a). Here, we construct (b) as a limit of prior distributions under (a).
Begin by considering the general case of alternative hypotheses for the same model with likelihood function L(θ), θ ∈ Θ, that can be described by alternative prior distributions with densities π A (θ) and π B (θ). To fix ideas, prior distributions for ρ in the trend stationary model, with density function (12) and different values of s, are examples. In the general case the posterior odds ratio in favor of hypothesis A is
Thus, the methods described above may be used to compute (22) In the case of the alternative prior distributions,
the function of interest pertinent to computation of the posterior odds ratio is
Since this function is bounded on the unit interval all its posterior moments exist. If the roles of t and s are reversed, these moments in general will not exist, and hence the configuration (23) is maintained in the empirical work.
In the case of the alternative distributions
The Gibbs sampler may be applied to approximate the posterior expectation of (25), but as ε decreases this method becomes increasingly inefficient since a very small fraction of the draws of ρ from the distribution whose kernel density is given by (18) will occur in the interval (1-ε, 1). Following the discussion of Section 3.1, it is computationally much more efficient to choose as the function of interest the conditional expectation of (25),
As ε → 0, the posterior expectation of (25) approaches the posterior odds ratio in favor of ρ = 1. Taking the same limit in (26), the posterior odds ratio is the posterior expectation of the function of interest
in the difference stationary model. This function of interest is computed in each iteration of the Gibbs sampler using a 21-point Gauss-Kronrod rule (IMSL [14, [569] [570] [571] [572] ).
Posterior densities
For public reporting presentation of posterior densities is often desirable. Since the Gibbs (18) and (19), respectively, is required. That for ρ is available from (26) , and that for ν is computed by transformation of (0, ∞) into (0,1) followed by evaluation using a 21-point Gauss-Kronrod rule (IMSL [14,
577-580]).
If two functions of interest are function of the same θ i alone, and if the conditional bivariate posterior density function for the functions of interest is known analytically, the same method may be applied. Furthermore the numerical approximations of the densities may be used in conjunction with the Gibbs sample itself, to compute highest posterior density regions to arbitrary accuracy, as follows. Given the Gibbs sample {θ (j) } j=1 m , compute the corresponding approximations to the probability densities evaluated at these
, r ≠ i}). Then sort the p (q) into ascending order, and compute the α'th quantile p * α in the obvious way. An approximate 100(1-α)% highest posterior density region consists of all d for which
, r ≠ i}) > p * α . This procedure produces the exact 100(1-α)% highest posterior density region as m → ∞.
The bivariate posterior density of greatest interest here is that of (ρ, δ). The procedure just described may still be applied, but is complicated by the fact that the joint conditional distribution of ρ and δ involves two subvectors of the parameter space, θ 1 and θ 3 . The principal idea is to express the conditional density function for ρ and δ , using a combination of analytical and numerical integration techniques. Sufficient statistics for these conditional distributions are recorded in each pass of the Gibbs sampler, and the bivariate density and highest posterior density regions are then constructed at the end.
Technical details are provided in Appendix B of Geweke [10] .
Empirical Results for the Nelson-Plosser Data Set
These methods were applied to six of the time series studied by Nelson and Plosser [19] : real GNP, nominal GNP, real per capita GNP, unemployment, consumer prices, and velocity. Data were furnished by Charles Nelson, and the least squares estimates reported in Nelson and Plosser ( [19] , Table 5 ) were reproduced to all reported places. The sample period for the results here is the same as that used by Nelson and Plosser [19] , except that a few early observations could not be used because the model here involves five values of the lagged dependent variable, whereas the number of lags used by Nelson and Plosser [19] varied but did not exceed four for any of these six series.
Sensitivity to the prior distribution
Examination of the sensitivity of results to the prior distribution for ρ is a principal objective of this research, taken up in Sections 4.2 and 4.3. Before presenting this analysis we report briefly on sensitivity to other parameters of the prior distribution subsequently fixed, in Table 1 . For j = 2, ... , 5, the prior distribution of ρ j is IDN(0, π 0 π 1 j-1
). For the empirical work with the six time series, π 0 = .731 and π 1 = .342, implying a standard deviation of .5 for ρ 2 , .1 for ρ 5 , and geometrically declining standard deviations in between. This is the "base case" of Table 1 . We examine four alternative settings of these parameters, while keeping the other parameters of the prior distribution fixed at the values used in the empirical work. First, π 0 is increased by a factor of 4, doubling all standard deviations;
second, π 0 is decreased by a factor of 4; third, π 0 is decreased to 2.5 x 10 -5 so that the prior standard deviation of ρ 2 is .005, thus effectively constraining the coefficients on all y t-j+1 -y t-j to be zero; fourth, π 0 = .25 and π 1 = 1.0, so that the prior distribution for each of these coefficients is N(0, .5 2 ). These four settings correspond to the four lines below the "base case" line in Table 1 .
The prior distribution for the degrees-of-freedom parameter ν of the Student-t density of the disturbances is exponential with parameter ω and therefore has mean ω -1 . In the empirical work and "base case" ω = .25. We examine two settings: ω = .05 (mean 20, or "thin tails") and ω = 1.0 (mean 1, or "fat tails"). These two settings correspond to lines five and six below the "base case" in Table 1 . The prior distribution for the trend coefficient δ is N(δ, σ δ 2
). In the empirical work and "base case," the distribution has mean 0 and standard deviation .05. Since the data are in logarithms, this corresponds to a centered 95% prior confidence interval extending from a growth rate of -10% to one of +10%. Therefore this prior distribution is rather diffuse. We examine two alternative prior distributions for δ: N(0, 1), which is even more diffuse, and N(.03, .02 2 ), which is less diffuse and approximately centered on the mean growth rate of real GNP over the sample period.
The prior distribution for the intercept term is N(y 0 , 10 2 ). Since the data are in logarithms, a centered 95% confidence interval for γ has a range equivalent to over 600 years of growth in real GNP at the observed mean growth rate of about 3%. This prior distribution is thus very diffuse. In the last two lines of each panel of Table 1 we examine two alternative prior distributions: N(y 0 , 0.1 2 ), whose standard deviation amounts to a few years of real GNP growth, and N(y 0 , 1000 2 ), which is for all practical purposes flat.
The effects of these alternative settings on eight posterior moments were examined, employing the Gibbs sampler as described in Section 3. (Some technical details of implementation are provided in Geweke ([10] , Appendix C.) For the posterior odds ratios and posterior expectations, the number of figures reported is at most one more than warranted by the numerical standard error computed as described in Section 3. The posterior odds ratio in favor of ρ = 1 is computed as the posterior expectation of the function of interest (27) . The posterior odds ratio in favor of "next s" is computed as the expected value of the function of interest (24), using s = 0 and t = 9 when s = 0 (top panel), and using s = 9 and t = 29 when s = 9 (bottom panel). Posterior means and standard deviations for the other parameters are computed in straightforward fashion.
Several observations may be made about the results reported in Table 1 .
The alternative prior distributions for γ (last two lines of each panel in Table 1 ) have essentially no effect on posterior moments. Differences are of the same order of magnitude as numerical standard errors. Changes in the prior distributions of the aj have scarcely larger impacts. Effectively eliminating these parameters by setting their prior standard deviations to .005 or less increases the posterior mean of ρ and the posterior odds ratio in favor of ρ = 1 slightly, but beyond this no systematic effects are evident. A more diffuse prior distribution for δ (σ δ = 1.0) has no discernible effect, but a more informative distribution centered on the actual growth rate (δ = .03, σ δ = .02) diminishes the posterior probability of the unit root hypothesis. The latter effect is explained in Section 4.3. Changes in the prior distribution for ν, the degrees of freedom parameter in the Student-t distribution of the disturbances, have large and systematic effects. When greater prior probability is given to lower degrees of freedom (ω = 1.0) then the posterior odds in favor of ρ = 1 drop by more than half for s = 0, and by one-third for s = 9, relative to the base case (ω = 4.0). When greater prior weight is given to higher degrees of freedom (ω = .05) odds ratios in favor of ρ = 1 increase by about one-fourth in each panel. If one identifies highly leptokurtic distributions with large outliers, then these results seem consistent with Perron [22] which finds frequentist evidence in favor of unit roots substantially weakened by allowing for structural breaks. Detailed evidence presented in Geweke [11] shows that given a flat prior for ν, the mode of the posterior density for ν occurs between 3 and 5 for most of the time series of Nelson and Plosser [19] . Therefore this work proceeds with a prior for ν whose mean is ν = 4.
Posterior odds ratios and moments
Using the "base case" priors for all other parameters, posterior odds ratios and moments were computed for the six indicated macroeconomic time series of Nelson and Plosser [19] .
Six different prior distributions indexed by s were employed for the autoregressive coefficient ρ. As explained in Section 2.1 the choices for s correspond approximately to prior densities for the autoregressive coefficient that are flat on the unit interval for data recorded at various hypothetical intervals: s = -11/12, monthly; -3/4, quarterly; 0, annual; 9, every decade; 29, every 30 years; and 99, every century. Of course, the actual data used are annual in each case.
Results are reported in Table 2 . For the posterior odds ratios ("P.O.R."), "Next s"
refers to the value of s in the next row: e.g., in the row labeled s = -3/4, the odds ratio is in favor of the prior specification with s = 0. Simple arithmetic shows that except for error due to numerical approximation, the "Next s" odds ratio should be the ratio of the "ρ = 1" odds ratio for that row to the "ρ = 1" odds ratio for the next row, a relationship that is borne out up to the number of places accuracy that numerical standard errors would indicate. These indicators of numerical accuracy are not reported here, but they are used to choose the number of digits reported in Table 2 just as they were in Table 1 .
As the prior parameter s increases the posterior mean of ρ increases and its posterior standard deviation decreases monotonically (within the limits of numerical accuracy) in every case. The posterior odds ratio in favor of ρ = 1 shows a general tendency to move toward 1 as it must in the limit, but the increase is not monotone for the first four series.
For these series, the evidence against the unit root hypothesis is strongest when s = 9 or s = 29.
Comparison of results for different time series in Table 2 is generally consistent with the findings of other investigators for these data: e.g., unemployment and real per capita GNP show less evidence of difference stationarity than do consumer prices and velocity.
Specific comparisons provide more insight. The only published work reporting posterior probabilities or odds ratios for these data involving the hypothesis ρ = 1, to my knowledge, are found in Schotman and van Dijk [30] and Phillips [25] . Schotman and van Dijk use essentially the same model as the one here and a prior distribution for ρ that is uniform on [.8, 1.0) under the hypothesis of trend stationarity. They report posterior odds ratios in favor of a unit root as follows: real GNP, .57; nominal GNP, 1.3; real per capita GNP, .53; unemployment, .20; consumer prices, 7.6; velocity, 3.1. Except for unemployment, these figures are very close to the posterior odds ratios corresponding to s = 9 reported in Table  2 . In view of the placement of the Schotman-van Dijk prior and the prior density 10ρ 9 in the case s = 9, this correspondence is quite reasonable. Any differences between Schotman and van Dijk [31] and Table 2 Table 2 , and from the results of Schotman and van Dijk, indicating (as one would expect) the sensitivity of the posterior odds ratio to the specificatio of the model and prior distributions. Posterior moments for ρ and δ are consistent with those reported by Schotman and van Dijk [31] , and with parameter estimates for more distantly related models taken up by other investigators. Posterior means and variances for ν provide new evidence, on the dispersion of the disturbances for these time series. For consumer prices, these moments strongly suggest a highly leptokurtic distribution, for which fourth moments do not exist.
Nominal GNP disturbances are almost as leptokurtic, while for the other series the posterior expectation of ν exceeds the prior mean of 4.0.
Posterior densities and highest posterior density regions
Aspects of posterior densities for real GNP are presented in Table 1 .) The effects are also discernible if the bivariate densities in the upper left panel are examined closely: as ρ increases, so does the relative dispersion in a horizontal "slice" of the density.
An interesting aspect of the posterior distributions is the asymmetry of the bivariate density with respect to ρ, So too is the fact that the marginal posterior density of ρ either has a local minimum near (but not at) ρ = 1, or else it increases monotonically --despite the existence of only a single interior mode of the bivariate density for ρ and δ. The source of this behavior may be found by considering the bivariate densities. Condition on δ, and let δ denote the posterior mean of δ. As |δ -δ| increases, the deteriorating "fit" of the trend line γ + δt increases the probability of more persistent departures from trend. This is exhibited in the upward shift of mass in the bivariate marginal density along a vertical line, as that line is moved left or right of the center of mass. This effect is also evident in Table 1 , where the prior distribution for δ centered at .03 with a standard deviation of .02 provides a smaller posterior mean for ρ and a lower posterior odds ratio in favor of ρ = 1 than in the base case.
The marginal posterior density for ν is strongly skewed and little affected by changes in s. There is essentially no posterior mass on ν ∈ (0,1), the posterior probability density to the right of ν = 3 exceeds the prior probability density, and the ratio of posterior to prior density attains its maximum ratio of almost 2;1 at around ν = 5.. These results are consistent with the strong evidence for leptokurtosis reported in Geweke ( [11] .
Corresponding posterior densities for the other five time series are qualitatively similar, but with changes in location and scale suggested by the posterior means and standard deviations presented in Table 2 . These densities are displayed in Geweke [10] .
Conclusion
The main technical contribution of this work is to the practical application of Bayesian methods to macroeconomic time series. Beginning with a nonconjugate prior distribution in a nonlinear model with leptokurtic disturbances, it has been shown that posterior moments, odds ratios, and highest posterior densities may be computed methodically. With respect to the problem taken up, a single-parameter prior distribution for the key parameter in the trend stationary model was introduced, with the parameter implied by the answer to the question, "At what time interval is a uniform prior density on the unit interval for the autoregressive parameter plausible?". For four of the time series examined the posterior odds ratio in favor of difference stationarity is smallest when this time interval is in the range of 10 to 20 years. The ratios over this range run about 2:1 in favor of trend stationarity for real GNP, real per capita GNP, and unemployment, and barely above 1:1 for nominal GNP. For consumer prices and velocity, the posterior odds heavily favor difference stationarity over this range. As the time interval becomes shorter the prior distribution makes persistence sufficiently implausible, conditional on trend stationarity, that difference stationarity receives most of the posterior probability. As the time interval becomes longer, the posterior odds ratio must necessarily converge to 1:1, and that effect is evident for all six time series. This sensitivity reflects the fact that the hypotheses of trend and difference stationarity address the "long run," for which there is never even a single complete observation. The macroeconomic time series record is short enough that different reasonable prior distributions may dominate the data and imply different posterior odds ratios.
These conclusions appear sensitive to only one other aspect of the prior distribution, that pertaining to the degree of leptokurtosis in the disturbance term. Methods introduced in Geweke [11] permitted the specification of independent, identically distributed Student-t disturbances. There is evidence that posterior odds in favor of difference stationarity decline as lower degrees of freedom are given greater prior probability. This sensitivity bears further investigation, perhpas using a wider array of distrubance distributions than was the case here.
Table 1
Sensitivity of Some Posterior Moments to Some Parameters of the Prior Distribution *Configuration of prior parameters for the base case: for a j (j = 1, ... , 4) priors are independent zero-mean normal, with standard deviations declining geometrically from 0.5 for a 1 to 0.1 for a 4 ; for γ, prior is normal with mean γ = y 0 and standard deviation σ γ = 10.0; for δ, prior is normal with mean δ = 0 and standard deviation σ δ = .05; for ν, prior is exponential with parameter ω = .25 (mean ω -1 = 4.0). The prior density for ρ is (s+1)ρ s on the unit interval.
Table 2
Posterior Odds Ratios and Moments for Six Macroeconomic Time Series* P.O.R. in favor of -------ρ-----------δx100-----------ν------ ___________________________ *For the posterior odds ratios and posterior expectations, at most the rightmost digit is uncertain because of the innacuracy of the numerical approximation, as indicated by the numerical standard error which was computed but is not reported here.
