Abstract
Introduction
In an N-modular redundant architecture, critical applications are replicated over N identical channels so that errors can be masked through voting. Nevertheless, fault treatment is also necessary to eliminate the causes of errors. This consists of fault diagnosis, fault passivation and, if redundancy allows, system reconfiguration. Fault passivation may take different forms depending on the persistency of the faults. Transient faults do not require additional actions other than reintegration of the affected channel. Permanent faults and intermittent faults imply repair or replacement of the channel before its reintegration. This paper considers mechanisms for restoring the state of a reintegrated channel to bring it back into alignment with the active channels.
The problem of state restoration (SR) has been widely treated in the literature, and several solutions have been devised. However, the restoration process is so highly application dependent that a general solution is not attainable, and much effort is still devoted to improving the state of the art. In an N-modular architecture, SR is achieved by copying the state information from the currently-active channels to the channel to be re-integrated. This subsumes that at any given time during the execution there exists a majority of good replicas that can supply information to restore the failed replicas [1, 11, 12, 16] or to start a new one.
SR is a very sensitive operation. It could happen, for example, that one of the active channels, from which the state variables are being copied, is affected by a fault, which has already corrupted its state but has not yet caused a detectable error. The corrupted state could be transferred to the joining channel, thus setting the stage for a potentially catastrophic failure due to a common-mode error, when the joining channel is put into operation. It is therefore essential to detect errors affecting the state information before activating the joining channel. In general, this can be accomplished through cross-checks during transfer of the state variable data (if enough redundancy is available), or by some final check executed on the whole state upon completion of the transfer.
In this paper, two alternative schemes for state restoration in the GUARDS fault-tolerant architecture [9] are described. This is a generic N-modular redundant architecture, designed to support different real-time critical applications. Critical applications are replicated over N identical channels and cannot be suspended despite channel failures and restorations.
The paper is organized as follows, Section 2 briefly introduces the GUARDS architecture and defines the SR problem in that context. Section 3 is devoted to a first proposal for SR, denoted Running SR; the logic of the scheme and some refinements are presented. Section 4 deals with a second proposal, named Recursive SR. Section 5 describes the mechanisms required for implementation and compares the two schemes from a qualitative viewpoint. Finally, Section 6 concludes the paper.
Background
The GUARDS architecture is briefly introduced and the problem of state recovery in such a COTS-based context defined.
The GUARDS architecture
The GUARDS fault-tolerant architecture is intended for embedded real-time applications. It aims to be tolerant of permanent, intermittent and transient physical faults and to provide confinement or tolerance of software design faults. To minimize cost and to maximize flexibility, the architecture favours the use of commercial off-the-shelf (COTS) hardware and software components, with application-transparent fault-tolerance implemented primarily by software. Diversification of application software is not precluded but the primary defense against design faults in application software is confinement through the enforcement of a multiple-level integrity prolicy [15] . Design faults at the COTS operating system level can be tolerated either through usage diversification (loose synchronization, different task sets, etc.), or through the use of diverse operating systems.
The hardware architecture ( Figure 1 ) is directly inspired from systems such as SIFT [8] , MAFT [7] and FTPP [6] . A set of C channels, each containing M processors, is interconnected by an inter-channel communication network (ICN) effectively supporting an interactive consistency protocol [5] . The channels constitute primary fault containment regions and can be vary in number from 2 to 4, according to the dependability requirements of the considered application. Each channel operates as a sharedmemory multiprocessor: the M processors constitute secondary fault containment regions that can be configured to provide intra-channel self-checking or fault-tolerance.
The application software is structured as a set of periodic or sporadic "functions". Each executes in an iterative fashion and can be modeled as three sequentially-executed threads [17] . At each iteration, the first thread of a function acquires input values from sensors and sends them through the ICN (which ensures interactive consistency across channels). The second thread receives the consolidated values through the ICN and uses them together with the values of some state variables (which contain values that are carried over between iterations) to compute the output values. These are again sent through the ICN and the consolidated values are used to feed the third thread, which, after voting, exercises the output consolidation circuitry. In general, the total number of state variables is such that they cannot be systematically consolidated through ICN exchanges at each iteration (due to limited ICN bandwidth and the overheads of voting). However, it could be appropriate in some circumstances to consolidate intermediate variables (possibly not state variables) to decrease error latency.
Communication through the ICN is scheduled in cyclic frames according to tables that are computed off-line for each mode of operation. To maximize flexibility, however, threads within each channel are scheduled dynamically, using pre-emptive priority-based scheduling [18] . Furthermore, threads can share data asynchronously. A timestamp mechanism is used to ensure replica determinism despite data sharing [3] . This scheme requires two copies of each shared variable, time-stamped according to the worst-case update time. A thread can only read a given copy of a shared variable if the latter's timestamp is older than the thread's release time.
The SR problem in GUARDS
The occurrence of a fault, be it a permanent fault or a temporary one, may potentially affect a large part of the operating system (OS) context. In GUARDS, replication is built above a COTS OS, which means that the internal state of OS data structures is not accessible, let alone controllable. This means that even a temporary fault in a channel will normally require that channel to be completely rebooted. Furthermore, applications on the rebooted channel must be restarted at a point where the internal state of the restarted OS can be considered equivalent (with respect to the applications) to that of the running channels. This is not simple in a totally pre-emptive environment. It would mean, in general, that all the volatile task state, including stacks, as well as any task descriptors kept by the OS (e.g., open file descriptors), must be copied and/or recreated in the joining channel context.
The easiest, and most reasonable way to solve the problems above is to exploit the computational model assumed in GUARDS, by awakening the resurrecting replicas exactly at the beginning of their next iteration. Since all tasks start a new iteration at the beginning of an ICN frame, the restart time of a re-aligned channel can be chosen as the beginning of the frame following the completion of state transfer. It has to be assumed that all information carried through successive iterations is stored in the state variables internal to application tasks; more explicitly, there must be no residual task information stored in OS data structures at the beginning of an iteration. SR is then successful if the state transfer operations have correctly brought the joining channel's context into agreement with the active channels by the beginning of the restart frame.
Another important issue concerns whether the SR tasks can run in parallel with application tasks or not. Obviously, if it were possible to suspend execution of the application tasks, SR would be much simpler. In this case, one-shot SR [1] could be performed. This strategy depends on the assumption that the corrupted memory is small enough to allow SR to be completed while real-time functions are momentarily suspended.
However, in an ultra-reliable fault-tolerant system, it is crucial that SR be performed without suspending vital real-time functions. Here it is considered acceptable that the system switches into a special degraded mode, where a reduced number of (possibly trimmed) functionalities are offered by the system, but where a minimum level of service (depending on the specific application) is ensured. Hence, the SR task and (possibly a reduced number of) application tasks have to run in parallel. In this scenario, a multi-step approach has to be followed. At each stage, only a fraction of the state information is exchanged. Several stages are thus needed to refresh the entire state. Multi-step SR is complicated by the fact that application tasks may change values of state variables already restored in the joining channel before SR itself has terminated. Two categories of multi-step SR, which will be referred to as Running SR and Recursive SR are considered. Examples of each can be found in [2, 13] .
Consider a GUARDS instance with C active channels. The SR scenario is the following: when one of the channels needs to be re-aligned, the system enters an "SR mode". The active channels enter a "put state" mode while the joining channel enters a "get state" mode, where it obtains an up-to-date copy of the state variables of its replicated applications from the C-1 active channels, via the ICN network. Switching from normal computation to the "SR mode" occurs at the beginning of a frame, with a corresponding change in task scheduling. SR completion is always occurs at the end of a frame, with normal application scheduling resumed in the following frame. Restoration activities, i.e., state variable copying, started in a frame must be completed in the same frame, both on the active channel(s) and on the joining channel.
Running SR logic
Let the channel context be arranged in a single (logical) block of memory. This can be implemented in several ways, e.g., in Ada by representation clauses, or in C/C++ by using pointers. When SR is started, the active channel(s) enter the "put state" mode. All updates to state variables by the active applications are propagated through the ICN and are thus performed also in the joining channel's memory space. A Sweeper task is started on the active channel(s), which conveys the channel context to the joining channel, where it is received and processed by a Catcher task. A deterministic, finite time is required to copy the state memory block. This time is inversely proportional to the bandwidth available for that purpose on the ICN. Any intervening modification to already-copied state variables is also immediately done in the joining channel's memory. Consequently, SR is completed in a deterministic, finite time. Note that during SR, the ICN has to support: i) the normal traffic generated by the vital (i.e., non-stoppable) applications, ii) the extra traffic due to simultaneous state updates, and iii) the traffic generated by the Sweeper task.
Detailed behaviour
In the running "SR mode", two types of tasks are activated: the Sweeper task(s) on the active channel(s) and a Catcher task on the joining channel. Moreover, the code of the application tasks needs to be extended to allow for the parallel update of state variables both on the local channel and on the joining channel (via the ICN). In the frame/cycle/slot timing structure of the ICN [5] , the Sweeper makes use of asynchronous slots in the ICN schedule (i.e., slots left available by cyclic critical applications) to exchange context data. The Sweeper uses CPU time not used by vital applications, while the Catcher, running on the joining channel, has most of the CPU time available, as the application tasks are waiting to be restarted. The description of the basic behaviour of the Running SR scheme is given on Figures 2-4 
Figure 4 -Algorithm of the Catcher task
The SR process involves at least three tasks: the active application task(s), the Sweeper and the Catcher, asynchronously running on two separate physical machines communicating through an asynchronous channel. The classic problems of task coordination and synchronization thus arise and must be solved. The following approach is suggested here, as a follow-up to the assumptions made in Section 2: i) The active applications and the Sweeper task are assigned deadlines in such a way as to ensure that they are scheduled in the same order as the ICN cycles they use to transfer context information. ii) The Catcher task updates the state variables in the same order that they come from the ICN.
iii) The procedure extended_assignment is executed atomically with respect to the other application programs running on the channel. This ensures that shared variables are accessed consistently, even during the state recovery operations. A special case of implementing these assumptions is to reserve the last ICN slots in a frame for the Sweeper, and to instruct the scheduler to run the Sweeper after all replicated applications. Actually, assumption ii) above is then not needed anymore, since the values transferred via the ICN are now assured to be congruent, as far as a single frame is considered. It remains to ensure that the Catcher does the variable updates required by applications running at the beginning of the next frame after it has finished processing the previous frame's values. The algorithms reported in this section rely on this implementation to ensure the validity of the above assumptions.
In this simple two-channel case, there can be no interchannel protection from errors affecting the active channel before completion of the SR procedure. If the state of the active channel is corrupted by an error that remains latent despite intra-channel self-checking, this error will be copied across to the joining channel. Note that this reliance on intra-channel self-checking is consistent with the very notion of state restoration in a two-channel architecture since diagnosis of which channel requires state restoration also depends on these intra-channel self-checking mechanisms.
Extending the basic scheme to multiple channel instances
Consider now a more general GUARDS instance, where two or more active channels cooperate to align a joining channel. To take advantage of the parallel links of the ICN (sketched in Figure 1 ), the whole block of memory storing the channel context can be split into C-1 subblocks of similar size, where C-1 is the number of active channels. Then, each Sweeper task is assigned the role of transferring one of these sub-blocks, thus multiplying by (C-1) the amount of context sent through the ICN at each frame. The responsibility for sending the updates performed by application tasks on state variables can also be apportioned among the active channels in a similar way. Two possible policies are: i) each channel is responsible for transferring updates to state variables that belong to the sub-block of memory context it is in charge of, or ii) the set of applications is partitioned into C-1 subsets, and each channel is in charge of transmitting the updates relative to application tasks in an assigned subset. In this case, care has to be taken in handling variables shared among applications belonging to different subsets. This simple organization would have no means of detecting latent inconsistencies in the replicated variables. The redundancy of the active channels must be exploited during the SR protocol to ensure that the state is correctly restored. Two viable schemes are briefly described.
Detection of SR errors by comparison
Each Sweeper sends the state values not only to the Catcher on the joining channel, but also to the other (C-2) active channels, so that the latter can compare the received value with their corresponding local data. To cope with Byzantine failures, a Byzantine agreement protocol (supported by the ICN) must be used to ensure consistency of the data sent to the joining channel and to the other active channels.
In addition to the necessary modifications to the Sweeper task's code to restrict its actions to a subset of the entire state memory block, the send() operation is replaced by the reliable broadcast operation R_broadcast(). The Catcher accepts non-redundant data from all the active channels participating in the R_broadcast() procedure. A new task, called Checker, has to be activated on each active channel, to compare the data exchanged by R_broadcast() with the corresponding local value ( Figure 5 ).
An inconsistent (asymmetric) failure during the protocol execution is detectable by all channels (active or joining). A consistent (symmetric) failure can only be detected by the other active channel(s), by comparison of the received value with their own private value. If an error is detected during SR, diagnosis of the faulty channel requires that there still be a majority of non-faulty active channels. If not, forward recovery can be attempted, for example, a safe system shutdown procedure.
The main drawback of this approach is that the overheads of Byzantine agreement will most likely cancel the performance gains that were expected by partitioning the memory block to be transferred.
Detection of SR errors by signatures
Another procedure for error detection is to have every Sweeper and the Catcher compute a signature [10, 14] of the whole local channel state after the state data has been transferred to the joining channel. The signatures are exchanged among all the tasks involved through an interactive consistency protocol. For the SR to be considered successful, all signatures in the consistency vector have to match. A disagreeing signature originated by a Sweeper implies that the hosting active channel has failed. A mismatch between the signature computed by the Catcher and those of the Sweepers points to a failure in the joining channel or to a transient failure in one or more active channels during the state transfer (typically, in the associated ICN medium). Should a disagreement occur, the SR procedure has to be undone.
The implementation of this solution requires additional code in the Sweepers and in the Catcher to compute the signatures, to call the interactive consistency procedure, and to inspect the resulting consistency vector. If performance allows, this state signature comparison mechanism could also be used systematically, in every frame, to improve error detection latency.
This signature-based scheme appears to be more efficient than the previous scheme since there is just a small computational and communication overhead, but the error coverage is strictly related to the adopted signature scheme. 
Recursive SR logic
Consider now the channel context arranged as (or mapped into) an array. Each element holds a state data item (a state variable or a vector of state variables) and a binary tag. The value for all the tags is set to true when SR starts. During SR, any Write operation on a state data item sets the accompanying tag to true [13] . A special tRead operation must be provided, which gets the data item and resets the tag to false. Write and tRead are both atomic operations. The context transfer operation is performed sequentially by a Sweeper task. Upon activation, the Sweeper starts reading the context data table, using tRead, and sends the data to the joining channel through the ICN, while the regular applications continue to use normal Read operations. When the Sweeper reaches the end of the table, it starts again from the beginning, looking for any tags that have been set back to true by application tasks. If so, the corresponding state variables are re-sent, and so on. A termination condition must be defined since, unlike Running SR, it is not possible to determine in advance the time required for completion. The definition of such a condition, however, does not imply that the condition will necessarily occur: termination is inherently nondeterministic and depends on the detailed timing properties of applications. Of course, it must be ensured that there are no further updates to state variables by application tasks from the moment the condition is satisfied until the end of SR (i.e., the end of the frame during which the condition becomes true). This could be done by suspending applications until the end of the frame. However, this is unacceptable when vital activities have to be kept running. Hence, a careful scheduling of the application tasks and of the Sweeper is necessary, as discussed in Section 4.1.
One possible termination condition is to detect when the number of updated variables has become small enough for them to be transferred in a single non-interruptible operation (depending on the maximum duration for which applications can be suspended). This termination condition, referred to as the "last shot" transfer condition, is adopted in the algorithm below.
Detailed behaviour
Similarly to the Running SR mode, the Recursive SR mode leads to the activation of two types of tasks: the Sweeper on the active channel(s) (Figure 6 ) and the Catcher on the joining channel ( Figure 7) . Here, the active applications are not required to extend their variable assignments across the ICN: their operation (as far as SR is concerned) remains strictly confined inside the channel, and has a smaller overhead. The state information has a more complex structure (because of the tags) and requires a special manipulation instruction (tRead), but these extensions can be easily described using the object paradigm.
The implementation of the termination condition also requires some extra mechanisms. For example, in the algorithm of Figures 6 and 7 , a counter is associated with the state memory block. 
Figure 7 -Algorithm of the Catcher task
The description of the basic behaviour of the Recursive SR scheme on Figures 6 and 7 refers to a simple GUARDS instance: one channel is active (running the application tasks and the Sweeper task) and a second channel is to be re-aligned (using the Catcher task).
The termination condition can be implemented with the aid of a counter variable associated with the array holding the channel context. This counter indicates the current number of elements in the array (that is, state variables) whose associated tag is true. At the beginning, when the SR phase starts, the counter is set to the total number of state variables. The counter is decremented by every tRead operation and is incremented by any Write operation that flips the tag from false to true. A call to termination_condition() checks the counter, which represents the number of state variables still to be transferred: if the transfer can be performed as a "last shot", the function returns true.
It is necessary to ensure that no further state updates are performed by application tasks after the termination condition has been met. For example, a special "Send_last_shot" task could be scheduled to run only at the end of a frame, i.e., by giving it the highest priority and a release time of "Frame length -its (fixed) execution time". The code of this task would be the same as that of the Sweeper of Figure 6 . The code of the new Sweeper would be essentially just Part One of Figure 6 , slightly modified to allow sending of possibly incomplete buffers. The Sweeper would keep running, monitoring the termination counter for any more updates to do, even though it finds its job finished. It will be killed by the scheduler upon a successful termination signaled by Send_last_shot.
Recursive SR does not suffer from the problem of inconsistencies between state variable values in the active channels and in the joining channel, since the only agent in charge of sending state values is the Sweeper (or, alternatively, Send_last_shot).
Extending the basic scheme to multiple channel instances
Consider now a more general GUARDS instance, where two or more active channels co-operate to align a joining channel. A few schemes based on sharing the SR activities among the active channels are sketched in the following.
(A) One Sender, Multiple Checker Scheme. Only one of the active channels is given the task of transferring the state. Then, to ensure that the state has been correctly restored, the available redundancy has to be exploited; both techniques presented in Sections 3.2.1 and 3.2.2, i.e., the peer check and the signature-based scheme, can in principle be applied. Now, however, the overhead due to the Byzantine agreement does not affect the applications, as they continue to operate on the original state data structure; its burden is borne by the Sweepers, the Checkers and the Catcher.
(B) Multiple Sender Scheme -1. As in Section 3.2, let the virtual memory block be split into C-1 sub-blocks SM 1 ,..., SM C-1 of similar length; on channel C i , only SM i is mapped into a tagged memory structure. Then, each Sweeper i is given the duty of transferring to the joining channel all the updates performed by the applications to the variables in SM i . Associated to each SM i there is a counter variable, used by S w e e p e r i to check the termination condition (as in Section 4.1). Since the counters have unrelated values, checking the termination condition requires the exchange (through an interactive consistency check) of the counter values among the Sweepers. If all the Sweepers verify locally the termination condition, they can carry out the final shot transfer. The solutions already discussed in the previous sections can be applied to guarantee data consistency despite concurrent updates and to overcome errors in transmitting the state values to the joining channel.
(C) Multiple Sender Scheme -2. In this variant of the preceding scheme, in each active channel snapshots of the whole state memory block are taken simultaneously at the end of a (common) frame, from which the local Sweeper gets its share of values to be sent to the Catcher. The Sweepers may be allowed to run in any spare CPU time slot. The termination condition is still obtained through variables, holding the count of the tagged words in SM 1 ,..., SM C-1 ; their values are exchanged among the Sweepers when taking the snapshot. Since now the Sweepers work on a frozen copy of the memory, they do not need to decrement the local counter value, but they only need to read it once to check if the termination condition is met.
The algorithms relative to the preceding schemes are reported in [4] .
Qualitative comparison between the two schemes
The main difficulty of Running SR is the "simultaneous" update of all state variables during SR. This entails the overhead of an ICN routine (during the extended_assignment procedure) for every state variable assignment statement. On the positive side, Running SR requires a finite, deterministic, predictable time to terminate, provided that there is sufficient CPU time and ICN bandwidth (a) to transfer at least one byte per frame, and (b) for the applications to run in the SR mode (i.e., including the remote state variable updates). In fact, the traffic on the ICN may substantially increase, although to a degree that is strongly dependent on the applications. In a given application environment, an off-line analysis has to be carried out to check if an SR mode supporting vital application tasks can indeed be scheduled. This may be the limiting factor to the viability of this scheme.
The main mechanism required to implement Recursive SR is the tagged array, and the ancillary access operations. Hardware implementations of the tagged memory concept have been extensively studied in theory, as well as suggested in practical projects [13] . Each memory word is complemented by a tag bit that must be set during Write operations and reset by tRead operations (but not by normal Read operations). This might be achieved at a low level in software, using some unused processor trap, for instance. Such a hardware solution would give very good performance but would hardly be implementable using board-level COTS components.
A more viable solution would be to implement the tagged array concept in software. This approach is definitely not transparent to the user; the design overhead, however, is not larger than that incurred in Running SR if language features like Ada95 controlled types are exploited. A clean implementation could be attained by means of a global state object with three access methods: Read, Write and tRead. If the termination condition is based on the counter described in Section 4.1, the counter could be included in the context object with termination_condition() implemented as an additional method.
In Recursive SR, the applications continue to make only local updates to their state variables, with very small overhead. The burden of remote updates is handed over to the independently scheduled Sweeper. On the other hand, the termination condition may never be satisfied, and the time required to satisfy it depends on the actual pattern of the state variable updates. A thorough analysis is necessary based on the maximum number of updates along the possible program paths in an iteration. This could at least yield an estimate to judge the feasibility of the approach.
The final choice between the two approaches (and their variations) will require a detailed quantitative evaluation using real application examples.
Conclusions
In an N-modular architecture, state restoration is needed (a) to prevent redundancy attrition due to transient faults and (b) to allow failed channels to be reintegrated after repair. In this paper two schemes for inter-channel state restoration have been presented and some variations of these schemes have been explored. The Running SR approach limits the number of application functions that can be executed during channel re-integration but allows state restoration to be achieved in a finite pre-determined time. Some variations of this approach, which allow for different trade-offs between network bandwidth requirements, time to complete the procedure itself and fault tolerance provisions, have been proposed and discussed. Similarly, the basic issues of the Recursive SR approach have been introduced, and refinements and enhancements presented. The mechanisms required to implement these solutions have been identified and discussed. An implementation of the Running SR scheme is currently being carried out in the framework of the GUARDS project.
Future work will be focussed on quantitative modeling of the two schemes to gain the necessary insights on whether (in which conditions) they are applicable and in which cases one should be preferred to the other.
