Abstract-In this work, we investigate the effects of estimation uncertainties in the optimization of the optical signal-to-noise ratio (OSNR) at the wavelength division multiplexing (WDM) optical networks. The OSNR optimization increases the network throughput and energy efficiency and it enables to minimize the number of retransmissions by higher layers. The OSNR optimization algorithms are related to the optical channel estimation performed by the combinations of optical performance monitors (OPM) measurements, analytical models and numerical simulations. Furthermore, the estimation uncertainties are introduced by several factors such as the availability of monitoring information, monitoring accuracy, imperfection of physical layer and dynamic of channel allocation. Our numerical results have demonstrated the relation between the uncertainties in the channel error estimation, normalized mean squared error (NMSE) and power penalty. The developed methodology can be utilized to determinate the maxim level of acceptable uncertainties in the channel error estimation according the power penalty permitted in the OSNR optimization.
consumption in Information and Communication Technology (ICT) has been continuously observed considering the traffic increasing [4] .
The evolution of optical network layer equipment has provided flexibility with respect to the adjustment of the network link conditions and traffic demands, however optical networks are mostly static yet owing to potential impairments that are hard to forecast or model [2] [5] . These impairments are composed by the linear and nonlinear physical effects [6] . The linear impairments include amplified spontaneous emission (ASE), polarization mode dispersion (PMD) and group velocity dispersion (GVD) or chromatic dispersion (CD) effects [6] . Besides, the nonlinear impairments include self-phase modulation (SPM), cross-phase modulation (XPM) and four-wave mixing (FWM) [6] . In this scenario, the lightpaths are exceptionally modified, as soon as assigned due to these impairments [2] [5] . Furthermore, algorithms of resource allocation such as routing and wavelength allocation (RWA) and power allocation (PA) are done mainly at the planning step, with significant over-provisioning. In the RWA, given a set of connection requests that represents a traffic matrix, the problem consists of selecting a lightpath, that is, an appropriate path and a wavelength on the links of that path, for each requested connection [3] [5] . On the other hand, the PA consists in the determination of the appropriated value of the transmitted power for each lightpath according to the adequate optical signal-to-noise ratio (OSNR) level [2] . However, any changes are executed manually using offline algorithms, which is expensive and time demanding [3] . In this work, the PA problem applied to the OSNR optimization is investigated considering the computational complexity to the integration with RWA optimization problem.
The establishment of lightpaths with a higher OSNR enables us to minimize the number of retransmissions by higher layers, thus increasing network throughput and energy efficiency [7] [8] . For a dynamic traffic requests the objective is to minimize the blocking probability of the lightpaths established by routing, assigning channels while maintain an acceptable level of optical power and suitable OSNR all over the network [7] [9] . Furthermore, different lightpaths can travel via different routes and presents different requirements of quality of service (QoS). The QoS is related to the OSNR, dispersion, and nonlinear effects those are represented by the quality-of-transmission (QoT) [5] [7] . Therefore, it is desirable to adjust network parameters such as optical transmitted power, amplifier gain, OADMs/OXCs power losses in an optimal way, based on online decentralized iterative algorithms, to accomplish such adjustment [7] [8] [9] [10] . The OSNR optimization could be integrated with RWA, considering the OSNR optimization procedure implemented after the routing step and the lightpath assignment have been established [10] . This approach is conveyed to the generalized multiprotocol label switching (GMPLS) signaling protocol in order to allocate the available power resources if and only if the connection meets OSNR constraints. Otherwise, the request is blocked.
The OSNR optimization algorithms are related to the optical channel estimation in the lighpath route or in the receiver node [7] [8] [9] [10] . The estimation process is based on combinations and 3 interpolations of optical performance monitors (OPM) measurements, as well as in analytical models and numerical simulations [11] [12] [13] . The main figures of merit of QoT are the OSNR and the bit error rate (BER) [5] . The estimation of QoT at each node is affected directly by the transmitted pulse shape, filter types and bandwidth. These elements will compromise some parameters of the received signal samples utilized in the estimation processes. In addition, the estimation processes is affected by the channel impairments, mainly GVD and PMD, and on the noise power spectral density (PSD) [14] .
The dispersive effects, such as GVD and PMD are signal degradation mechanism that significantly affects the overall performance of optical communication systems, as well as the degradation of the measurements performed by OPM [12] [14] . The effects of PMD is one major physical impairment that must be considered in high capacity optical networks which can hardly be controlled due its dynamic and stochastic nature [6] . In addition, the GVD causes the temporal spreading of optical pulses that limits the product line rate and link length [6] . On the other hand, the OSNR measurements techniques could be affected by these dispersion effects in the transmission link [11] . Therefore, the measured information about the channel gain utilized by the OSNR optimization algorithm could be deteriorated by the uncertainties caused by the effects of CD and PMD. The power uncertainties of 1dB could results in 20% of further regenerators in the optical network [15] .
In this context, the contribution of this work lies in the modeling and evaluation of the effects of estimation uncertainties in the OSNR optimization applied to the context of optical networks. The estimation uncertainties depends on the several factors such as the availability of monitoring information, monitoring accuracy, imperfection of physical layer and dynamic of channel allocation [14] [15] . Hence, specifically, our contribution in the OSNR optimization modeling is based on the analytical-iterative algorithm for adjusting the transmitted power levels according the OSNR target [7] . The proposed algorithm is distributed and autonomous, i.e., it deploys decentralized feedback while it needs only the estimation of local QoT parameters for the algorithm updating [7] [9] . In this sense, in the previous works the perfect channel estimation hypothesis were considered while herein, differently, we adopt the channel estimation based on availability of monitoring information, monitoring accuracy and imperfection of physical layer.
The remainder of this paper is described as follows. In Section II, the network architecture, the transmission system and the OSNR optimization algorithm are described. In Section III, the system model with the aim to obtain the estimation uncertainties is formulated. In Section IV, the main results are analyzed, and finally, the relevant conclusions are presented in Section V.
II. WAVELENGTH DIVISION MULTIPLEXING OPTICAL NETWORK
This section illustrates the WDM network architecture, as well as the OSNR model for considering intensity modulated wavelengths channels.
A. Network Architecture
The WDM network considered in this work is formed by nodes that have optical switching nodes interconnected by WDM links with lightpaths defined by virtual paths based in wavelengths as depicted in Fig. 1 . The WDM optical switching nodes consist of optical line terminals (OLTs), optical add/drop multiplexers (OADMs) and optical cross-connects (OXCs). Optical amplifiers (OAs) are utilized in the fiber link to compensate the optical fiber losses. The WDM networks present the advantage of the transparency to protocols and to the bit-rates. In addition, the channels can be added or dropped in optical domain. However, there is an interaction between network and physical layers that requires further considerations on the impairments and degradations in the network management and control [3] . 
B. Optical Signal Noise Ratio Model
Each link in an optical network is represented by the ensemble of N spans that include one optical amplifier per span. Hence, in each link, a group of M = {1, …, m} intensity modulated wavelengths channels are multiplexed together and transmitted across the link. The OSNR for the ith channel is given by [9] :
where p i is the transmitted power of the ith channel, p j is the transmitted power of the interfering channels in the same route, A j is the channel transmission matrix and n i is the spontaneous amplified emission (ASE) noise power accumulation in chains of optical amplifiers for the ith channel. The noise modeling for n i is obtained according to the recursively model detailed in the Appendix [10] ; the noise contribution of each amplifier (N ASE ) is given by
where n sp is the spontaneous emission factor, typically around 2 − 5, h is Planck's constant, f is the carrier frequency, G amp is the amplifier gain and B is the optical bandwidth.
is the (m  m) system matrix with non-zero diagonal elements, while the off diagonal elements are dependent on specific optical network parameters such as link and span gains [7] . The elements of system matrix can be calculated by [9] ,
where and are ith channel gain and the jth interfering channel gain, respectively. In these channel gain elements were considered combining the gain of each amplifier in the link and optical fiber losses. In this sense, the channel gain is represented by
where is the kth amplifier gain operating in automatic power control (APC) mode, considering wavelength dependent and is the lth optical fiber loss typically channel independent. P 0 is the total power allowed in each optical fiber established by the APC; this control mode operates scaling the gain such that the same total power is established at the output of each amplifier [9] . Therefore, the power scaling introduces coupling between channel powers, and channel OSNR is no longer independent of other channels' powers as illustrated in previous OSNR formalism, eq. (1).
C. Optical Signal Noise Ratio Optimization
The distributed power control analytical-iterative algorithm (DPCA) adopted for the OSNR optimization presents a geometric rate of convergence regarding the optimal solution of transmitted power according the target OSNR [7] . Furthermore, the DPCA utilizes only the estimation of local
QoT parameters for the algorithm update, for each (ith) channel as illustrated in Fig. 2 . In dynamical WDM optical networks, there are modifications of system parameters at network reconfiguration level and updates that need to be performed after network topology changing has been propagated [6] . In this context, in the DPCA scheme it is assumed that system parameters, including channel gains and interference between channels are stationary between any updates. Such characteristics of on the system parameters stationary are standard assumption in adaptive control [7] .
The optimal transmitted power adjustment aiming to determine the instantaneous OSNR is based on the follow iterative DPCA power-updating equation [7] ,
where 0 < ≤ 1 is the adjustment parameter, * is the target OSNR of the ith channel, ̂ is the estimated OSNR and n is the number of iterations. In this work, the estimated OSNR is obtained by eq. (1), but considering the estimation uncertainties described in the Section III. Moreover, Fig. 3 illustrates the OSNR optimization procedure based on the power control considering the OSNR estimation integrated to the RWA processing. For more mathematical formalism details and discussion related to the utilized DPCA, please see Section IV of [7] . The quality of solution achieved by any iterative resource allocation procedure could be measured by how close to the optimum solution the found solution is, and can be quantified by the normalized mean squared error (NMSE) when equilibrium is reached after n iterations. For power allocation problem, the NMSE definition is given by [8] ,
where ‖•‖ denotes the squared Euclidean distance to the origin, and [•] the expectation operator.
The vector p* is the optimized (minimum) power vector solution obtained through matrix inversion
, where I is an identity matrix, H is the normalized interference matrix, whose elements can be evaluated by , = Γ , Γ , ⁄ for i  j and zero for other case [8] . The matrix inversion is equivalent to a centralized power control strategy, i.e. the existence of a central node able to proceed with power control calculation. The central node storages information about all physical network architecture like link length between nodes and regular update about link establishment and dynamic of traffic [8] . These observations justify the need for on-line OSNR optimization algorithms, which have provable convergence properties for general network configurations [7] , [9] . 
D. Lightpath Setup Time
In this subsection, the time of convergence for the jointly power control and OSNR estimation procedures is evaluated considering the lightpath setup time. For this goal, the power control algorithm is considered integrated to the distributed routing strategy. Thus, to assess the lightpath setup time it is applied the methodology similar to that one presented in [16] [17], but adding the computation time of power control algorithm and OSNR estimation.
where t RWA is the computation time of the RWA algorithm, t OCC is the processing time in each controller in the control plane, t link is the propagation delay in each network link, t config is the software configuration time of an optical node, t switch is the time to perform the optical switching, d represents the number of nodes traversed by the lightpath and t OSNR is the joint computational time to execute the power control algorithm and OSNR estimation procedures.
III. ESTIMATION UNCERTAINTIES MODEL
In the estimation uncertainties model we have considered the uncertainty in the QoT estimation parameters in each iteration/updating of the DPCA. The uncertainties occur in the QoT estimation process, which is related to optical channel error estimation in the receiver node or in the lightpath route. The reasons for the error in the estimation process were described in the introductory section.
In our model, the values obtained from the QoT estimation process present a random error characteristic represented herein by the random variable called the channel error estimation (ε).
Furthermore, this random variable depends on what monitoring information is available in the network to perform the estimation, for instance, OSNR monitor, PMD monitor, residual chromatic dispersion monitor, and power channel monitor [15] . In this context, ε quantity is affected by the availability of monitoring information, monitoring accuracy and imperfection of physical layers for each lightpath. Hence, the channel error estimation is modeled as: values is given by (1 + ε) ; hence, the estimated channel vector ̂ on each iteration is given by:
For an illustrative case, the error in the channel estimation could be considered as a random variable with a uniform distribution within the range ~[0; 1] [14] . Herein, the assumption of ε = 0 corresponding to the case where we have full confidence in channel estimation and assume that it returns the true channel matrix. On the other hand, ε = 1 corresponding to the case with maximum inaccuracy.
IV. NUMERICAL RESULTS
In this section we discuss the validity of the proposed optical network model by exploring a typical optical network example. Indeed, for numerical example evaluation, we have chosen the Southern Finland network topology illustrated in Fig. 3 . This topology consists of 12 nodes and 19 bidirectional links. Furthermore, Table I It is worth noting that aiming to obtain diversity in distance and number of hops, the routes were not necessarily chosen by shortest path. The routes considered for OSNR optimization is illustrated in Table II and will be utilized in the remainder of this work. It is assumed the continuous monitoring of QoT metrics by the establishment of a supervisor lightpaths entity, while the physical layer impairments performance of each supervised lightpath is tracked by a monitor placed at the receiving lightpath end. This kind of monitoring presents lower cost compared with others approaches to perform the monitoring processes [5] . Table III shows the required accuracy of the monitoring parameters [18] . In all numerical results considered in this section, the adjustment parameter of the DPCA  = 0.4 has value been adopted; thus, a trade-off between the quality of the solutions and velocity of convergence in the DPCA of (4) can be reached [7] . The increase of  arises from the increment of the DPCA convergence velocity, although the quality of the answer found is affected. It can be seen from Fig. 4 that the transmitted powers obtained by DPCA reach the convergence to the optimal values as obtained with matrix inversion when the number of iterations increases for each transmitted node, i.e., the node from which the lightpaths were originated. The transmitted power obtained by DPCA represents the methodology previously proposed in [7] [9] and with the transmitted power obtained via matrix inversion will be utilized to evaluate the next results. The target OSNR for all the nodes is equal and the variation of the transmitted power is related to three factors, e.g., distance, accumulated ASE and the interference between the wavelengths in the same link. If no power control has been utilized the transmitted power of each node will be 1 mW and the total transmitted power will be 6 mW. On the other hand, the total optimized transmitted power, i.e. the sum of transmitted power illustrated in Fig.4 is substantially reduced to approximately 4.03 mW (6.05 dBm). Furthermore, the power penalty is ≈ 1.76 dB when any transmitted power is utilized. Fig. 5 shows the NMSE evolution as a function of the channel estimation error, i.e. when there are uncertainties in the OSNR estimation. The vertical dash line represents the channel error estimation when there are OPMs installed in all the established lightpahts. The available OPMs are able to perform OSNR, Power, CD and PMD measurements and the accuracy of the monitoring parameters considered are the same required accuracy described in Table III . Table II. From Fig. 5 , as expected, one can observe the increasing of the NMSE when the channel error estimation increases. The increasing in the channel error estimation is related with the availability of OPMs in each link and their accuracy. Moreover, the value of zero for the channel error estimation is obtained when there are OPMs available in all links of the lightpath and there are not uncertainties in the OPMs measurements. On the other hand, the value of one for the channel error estimation is obtained when there aren't OPMs available in any link of the lightpath and/or the measurements of the OPMs do not present high level of confidence [18] . The channel error estimation of = 0.2 represents the maximum uncertainty when there are OPMs of OSNR, power, CD and PMD measurements in all links with acceptable accuracy of the measurements. For this case, the NMSE is approximately 10 -2 , which is adequate to the dynamical adjustment of the transmitted power [8] . However, if there are available only the OPM of power meter in all links of the lightpath, the channel error estimation will increase to 0.4 and the NMSE is approximately 6  10 -2 . For this case, it is necessary the evaluation of the transmitted power level aiming to reach the target OSNR with this level of uncertainty.
The power penalty evolution for the number of iterations is illustrated in Fig. 6 , considering the routes of Table II and two level of channel error estimation of (a) = 0.2 and (b) = 0.4. It can be seen the magnitude of the power penalty in the transmitted power for each route to reach the target OSNR. The variation of the power penalty for different routes is affected by the same elements that affect the variation of transmitted power, i.e. distance, accumulated ASE and the interference between the wavelengths in the same links. Moreover, the power penalty is defined by eq. (6) When the power penalty curves from Fig. 6 (a) and (b) are compared one can observe that increasing values in the mean value of the power penalty when the channel error estimation grows from 0.2 to 0.4. On the other hand, one can observe that for some routes, for example R4, there is a decrease of the power penalty, but the mean value of the power penalty increase. This effect occurs because when the channel error estimation is added to the algorithm optimization process, the better solution for each transmitted power is reached when the target OSNR is established.
The effect of different channel error estimation over the power penalty of transmitted power for the routes of Table II is illustrated in Fig. 7 ; indeed, it is shown the mean power penalty for the channel error estimation considering the routes R1 to R6 of Table II . It can be seen clearly the intensification of the power penalty with the deterioration of the channel estimation. Accordingly, the optimization algorithm works to achieve the target OSNR at expense of the transmitted power increase in the scenario with channel error estimation. The impact of the channel error estimation is related with the necessity of the increase in the number of regenerators in the optical network. The channel error estimation of =0.2 and =0.4 results in the power penalty of ≈ 0.68 and 1.14 dB, respectively. For comparison, the power uncertainties of 1 dB could results in an increasing of 20% in further regenerators along the optical network routes [15] . Besides, Fig. 7 reveals that for the power penalty of 1.76 dB, which is obtained when any OSNR optimization algorithm is utilized, the channel error estimation is about 0.52. In other words, for our typical numerical example with the level of uncertainties in the channel error estimation lower than 0.52 the utilization of OSNR optimization algorithm can be advantageously implemented and justified. Fig. 7 . Mean power penalty evolution as a function of the channel error estimation for routes illustrated in Table II .
In order to evaluate the impact of the convergence of the distributed power control, in the next it is discussed the lightpath setup time for the longest lightpath. There is an increase in the lightpath setup time when others aspects such as power control algorithm and OSNR estimation are adopted. In this context, Fig. 8 shows the lightpath setup time versus the computational time of the OSNR optimization considering the cases without power control and with power control. The time of the OSNR optimization is composed by the power control algorithm and OSNR estimation. The adopted mean time parameters for the power control algorithm integrated with a distributed routing strategy is depicted in Table IV . These parameters were previously defined in [16] [17] . The increasing of the computational time of the OSNR optimization causes the increases of the lightpath setup time for the case with power control. In order to evaluate the accepted level of the increase in the lightpath setup time, we compare the distributed routing strategy with QoT assessment where the lightpath setup time could presents an increase of almost 97 % for the distributed RWA (without power control algorithm) for 1000 ms of QoT computational time [17] , i.e. the doubling of lightpath setup time. This order of time variation is considered acceptable. From Fig. 8 , the variation of the lightpath setup time for 1000 ms of OSNR optimization computational time is approximately 96% when the power control algorithm is considered. Furthermore, the power control algorithm will not affect the overall network performance. The power control algorithm depends heavily on the hardware and software deployed, furthermore in the optical nodes the power control algorithm could be performed in hardware-accelerated computation or via software. In this context, considering the simulations performed with MATLAB (version 7.1) in a personal computer with 4 GB of RAM and processor Intel Core i5@ 1.6 GHz, the computational time needed for the convergence of the power control algorithm is approximately 275 ms.
V. CONCLUSIONS
In this work, we have investigated the effects of estimation uncertainties in the optimization of the optical signal-to-noise ratio (OSNR) at the wavelength division multiplexing (WDM) optical networks. The OSNR optimization algorithms are related to the optical channel estimation performed by the combinations of optical performance monitors (OPM) measurements, analytical models and simulations. Furthermore, the estimation uncertainties are introduced by several factors such as the availability of monitoring information, monitoring accuracy, imperfection of physical layer and dynamic of channel allocation. As a proof of concept, a numerical example was evaluated and the normalized mean squared error (NMSE) and power penalty (PP) for different levels of uncertainties in the channel error estimation were analyzed; hence, an introduction of a channel error estimation of = 0.2 and = 0.4 has resulted in a power penalty of ≈ 0.68 and 1.14 dB, respectively. For comparison, the power penalty without any OSNR optimization procedure has increased to ≈ 1.76 dB, resulting in an augmented channel error estimation of 0.52. As a consequence, this value represents the maximum level of uncertainty allowed for the utilization of any OSNR optimization algorithm. Finally, analyses of the power control algorithm integrated with routing and wavelength allocation (RWA) procedures will not affect the overall network performance considering the lightpath setup time. 
APPENDIX -OPTICAL AMPLIFIER NOISE MODELLING
The ASE at cascaded amplified spans is given by model developed by Fig. 9 from [10] . Calculating recursively one can find the noise at cascading amplifiers. where  is the wavelength in nm.
