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Abstract
The work of this thesis falls within two main themes: the analogy
between number fields and function fields of an algebraic curve over
a finite field; and the recovery of arithmetic information from the
Bost-Connes system associated to such global fields. We present a
new construction for Bost-Connes systems for function fields based
on the ring of S-integers and show that it provides a suitable frame-
work to generalize the work of Takeishi to the function field case
and thus recover class numbers. Further, we investigate an ana-
logue of the Deligne-Ribet topological dynamical system that ap-
pears in Bost-Connes systems and show that isomorphisms that
respect these dynamics are equivalent to arithmetic equivalences of
the related global fields.
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Chapter 1
Introduction
It is well know that there is a close analogy between the theory of number
fields and that of algebraic curves over finite fields; the analogy is so close that
we often use the term global field to refer to both classes. This thesis studies
this analogy in the specific example of Bost-Connes systems. A Bost-Connes
system for Q was first described in [3] as a C∗-dynamical system (AQ, σt,Q)
whose properties exhibited a variety of arithmetic data, such as the Riemann ζ-
function or the maximal abelian extension of Q. Since then, analogous systems
have been described for imaginary quadratic number fields in [7], and then for
a general number field in [19], [24], and [38]. With the results of the [38]
in particular, the study of Bost-Connes systems associated to number fields
has reach a level of maturity that, for varying levels of explicitness, one can
construction a Bost-Connes system for any number field K such it exhibits the
corresponding arithmetic data from the same properties as does the system for
Q in [3]. There is less certainty about the appropriate C∗-dynamical system
associated to a function field K over a finite field Fq, however. In [9] the authors
defined a dynamical system associated to a function field that starts with a
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groupoid built from an equivalence relation of commensurability on a space of
lattices, similar to the number field construction in [6]. One key innovation
is that the algebra resulting from their construction took values in a field of
characteristic p rather than C. Whereas the construction in [22] resulted in
a C∗-algebra. It similarly starts with an quotient space, but the underlying
space is characters on the set of torsion points of a Drinfeld module, which
are known to recover an explicit set of generators for abelian extensions of a
function field. Further, the author of [30] defined two dynamical systems, one
a C∗-dynamical system with values in C and the other with values in a field of
characteristic p. Both systems begin with an action of the fractional ideals J
on a topological monoid A×G /Oˆ∗ composed of the adele ring A, an abelian
Galois group G and a group of units lying in the ideles Oˆ. This is similar to
the “modern” number theory approach taken in, exempli gratia, [38].
Once one has an acceptable definition for a Bost-Connes system, it is natural
to ask:
Question. What properties do global fields K and L share given an equivalence
(exempli gratia, R-equivariant Morita equivalence, isomorphism, et cetera) of
the C∗-dynamical systems (AK , σt,K) and (AL, σt,L) ?
One attempt to answer this question in the number field case is in [12], wherein
the authors showed that one has an isomorphism of number fields if one has an
R-equivariant isomorphism of dynamical systems that also preserves a specific
sub-algebra. It has been shown in [32] and [33] that other number theoretic
information, such as narrow class number or the Dedekind ζ-function, can be
recovered from the C∗-algebra without the dynamics. Another approach to
this question is to ask not about equivalences of the C∗-dynamical system but
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instead to ask about the dynamics of the fractional ideals J on the topological
monoid A×G /Oˆ∗ . This approach was taken for the function field case in [10]
and for both classes of global fields in [13] and [11]. In these cases it was shown
that equivalences of the topological dynamical system led to isomorphisms of
the global fields, though the proof for an isomorphism of a function field is
different to that of a number field, showing where the analogy between the two
breaks down.
It is important to note that the study of Bost-Connes systems and their re-
lated objects has yielded new information about number theory. In particular
the results of [12] and [13] allowed one to state a purely number-theoretic
condition (an isomorphism of the group of Dirichlet characters that preserves
L-functions) for when two global fields are isomorphic.
In this thesis we will study a special case of the the C∗-dynamical system in
[30] for algebraic curves over a finite field. This particular case has not been
studied before and we show that we can recover arithmetic information from
it. At the start of our study we began by attempting to find an analogous
result to [32], wherein the author recovered the narrow class number of a
number field from the C∗-algebra of its Bost-Connes system. Since the narrow
class number results from excluding the real Archimedean primes, we posited
that we must exclude some of the primes of our function field. This means
that our constructions are associated to only a function field K and a non-
empty, finite set of primes S of K. The primes of S then “chose” for us a
model of a maximal abelian extension Kab(S). While Kab(S) is known to be
smaller than the maximal abelian extension, it turns out to be appropriate
for recovering the S-class number from the class of C∗-algebra, as stated in
Theorem 4.1. If we include the time-evolution in our study, we are also able to
11
recover the group of Principal S-divisors and the S-divisor norm in Theorem
4.2. Though we had constructed Kab(S) so that we could prove Theorem 4.1,
it has proven to be a good model: it allows us to prove Lemma 3.1.5, which
means that characters of the units of a local field Kp can be used to construct
a compatible character of the Galois group Gal(Kab(S)/K). We exploited this
property when we turned to study the dynamics of the underlying topological
monoid without the C∗-algebra structure. In doing so we proved Theorem 5.1:
that equivalences of the dynamics of the underlying monoid are themselves
equivalent to analogues of the arithmetic equivalences in [13] and [11]. While
we are unable to recover an isomorphism of function fields in this thesis, the
“failure” to show an isomorphism echos the failure of the function-field methods
in [13] to prove the number field isomorphism, which we describe in more detail
in Chapter 6.
Despite the strong analogy between global function fields and number fields,
a number of stark differences remain, which required the development of new
techniques used to prove our results. The bulk of these differences come from
Class Field Theory. Let K be a global field and ϑK : A∗K → Gal(Kab/K)
be the Artin Reciprocity map. When K is a number field it is known that
kerϑK = K
∗ · O∗+(K), where O∗+(K) is the group of totally positive units of
K embedded in the ideles. But when K is a global function field we have
that kerϑK = K
∗. This required us to construct a specific quotient of the
maximal abelain Galois group in order to prove Proposition 4.1.1 and thus
Theorem 4.1. Moreover, for a number field ϑK is surjective, while for a function
field we have that ϑK(A∗K) is dense in the Galois group. This introduced a
number of technical difficulties that are resolved in Section 2.2 and Chapter
3. In particular we had to show that our quotient resulted in an infinite
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extension by studying the closed, but not open, subgroups of the dense image
of ϑK (Corollary 2.2.14). Further, we also needed to prove Lemma 3.1.5,
which generalizes the Gru¨nwald-Wang Theorem (Theorem 5 of Chapter X of
[1]), to show that we can construct characters of quotient of the maximal
abelian Galois group from characters of the multiplicative group of a local
field. This was instrumental in proving Theorem 5.1, especially Lemma 5.3.1
and Proposition 5.3.9. One should also note that the norm of a divisor of
a function field behaves differently than that the analogous norm of an ideal
of a number field. For a function field we have that N(D) = qdegD, which
immediately tells us that the image of the norm has only a single generator.
But since the degree of principal divisors is always 0, this also means that the
image of the norm of principal divisors is trivial, unlike the number field case.
This greatly affects Theorem 4.2 which relies on a non-trivial image. Hence
the use of the principal S-divisors and the S-norm. It is noteworthy that by
excluded the primes in S we are able to proof the result and recover more
arithmetic information than we would be able to otherwise.
The thesis will proceed as follows: In Chapter 2 we will introduce a plethora
of preliminary results about function fields, their class field theory, and C∗-
algebras. We introduce our construction of a Bost-Connes system associated
to a function field K with finite, non-empty set of primes S in Chapter 3.
In Chapter 4 we show that our constructions have anagalous results to [32]
for the S-class number and the dual of the group of principal S-divisors. In
Chapter 5 we study the dynamics on the topological monoid A×G /Oˆ∗ from
our construction and show that it can recover the same arithmetical properties
as in [13] and [11].
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Chapter 2
Preliminaries
The goal of this chapter is to provide basic facts and notation for working with
global function fields and C∗-dynamical systems. In particular, we will define
and prove properties about the ring of S-integers, the S-class group, et cetera,
for a global function field in Section 2.1. This section presents a summarized
version of the necessary material from Chapters 5, 9, and 14 of [29]. In Section
2.2 we will state basic results from Class Field Theory and prove some results
particular to function fields. This material comes from [27], [5] and [1], along
with a discussion of the Weil group inspired by [8]. We will close in Section 2.3
by describing background topics in C∗-algebras, in particular crossed products,
primitive ideals, induced representations, and Morita equivalences. This last
section on C∗-algebras contains material found in [15], [36] and [28].
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2.1 Function Field Arithmetic
Fq denotes a finite field with q = pn elements, where p is prime. We will use
K or L to denote a global function field, by which we mean a finite extension
of Fq(t). One of the key differences between a global function field and a
number field is that the former lacks a ring of integers. Even in the rational
function field Fq(t), a choice of different indeterminate, say 1/t, results in
different rings Fq[t] and Fq[1t ]. Consequently, we do not have a model of the
ring of integers that can describe the whole set of integral prime ideals. Thus
with function fields we instead define a prime p to be a equivalence class of
topologically equivalent valuations. We will use SK to denote the set of all
such primes. Given a specific prime p we will use | · |p to denote the associated
absolute value, Kp for the completion of K under this absolute value, and vp
to denote a normalized exponential valuation. Additionally, we will use Op(K)
= {f ∈ K : vp(f) ≥ 0} for the valuation ring at p inside K, and Op for the
valuation ring sitting inside the completion Kp. The nonzero ideals of Op(K)
can be written as pinpOp(K), where pip is some element of Op(K) with vp(pip) = 1
and n ∈ N.
Let D(K)= ⊕p Z = {D = ∑pDpp : Dp ∈ Z} be the Divisor group of K, that
is, the free abelian group generated by the set of primes. For each f ∈ K∗,
we define div(f)=
∑
p vp(f)p to be the principal divisor of f . We use P(K) to
denote the image of div and Cl(K)= D(K)/P(K) the divisor class group.
We define the degree of a prime deg(p) to be the degree of the extension of
the residue class field of the valuation ring Op of p over Fq. We may extend
this to a divisor D by deg(D) :=
∑
pDpdeg(p). We denote the set of degree
0 divisors by D0(K). In fact, for any subgroup G of D(K) (or, indeed, any
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quotient G = D(K)/H where all divisors in H have degree 0), we will denote
by G0 the subgroup of degree 0 divisors within G. Since the principal divisors
have degree 0, this includes Cl0(K).
We should note that these objects are not analogues of the group of fractional
ideals, principal ideals, et cetera, in a number field; the group of fractional ide-
als excludes the “primes at infinity”. But in a global function field all primes
are non-Archimedean and we therefore include all primes. The analogous ob-
jects in number theory are the Arakelov (or replete) divisors. We note that
Cl(K) is not finite in general (though Cl0(K) is). We will simulate this exclu-
sion of primes at infinity by arbitrarily nominating a non-empty finite set of
primes S to exclude themselves from our definitions. We then define the group
of S-divisors DS(K) to be
DS(K) := {D =
∑
p6∈S
Dpp : Dp ∈ Z}
Similarly we also define the set of principal S-divisors PS(K) to be the image
of the map divS(f) =
∑
p6∈S vp(f)p. We then can define the S-class group:
ClS(K) := DS(K)/PS(K)
Last but not least we have the ring of S-integers OS(K)
OS(K) := {a ∈ K : vp(a) ≥ 0 ∀p 6∈ S}
We will show that OS(K) and company are the appropriate analogues of the
ring of integers, class group, et cetera. In particular, we will show that the
units of OS(K) are given by elements with zero valuation on primes outside of
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S, that it is a Dedekind domain and its primes are in bijective correspondence
with SK \ S, and that ClS(K) is finite. These results are well-known and can
be found in [27] or [29].
Proposition 2.1.1. The unit group O∗S(K) of OS(K) is given by
E(S) := {a ∈ K∗ : vp(a) = 0 ∀p 6∈ S}
Moreover, O∗S(K)/F∗q is a finitely generated free group of rank at most #S−1.
Theorem 2.1.2. ClS(K) is group isomorphic to Cl(OS(K)), the ideal class
group of OS(K), and is finite. We denote the number of elements of this group
by hS.
The proof of the above requires some additional results and notation, so first
let us continue collecting some facts about this ring.
Now, let DS(K) denote the subgroup of divisors generated only by primes in
S, and PS := P(K) ∩ DS(K). The result we need is
Proposition 2.1.3. The following sequences are exact:
0→ F∗q ↪→ E(S)→ PS → 0
0→ DS0(K)
/
PS(K) ↪→ Cl0(K)→ ClS(K)→ C d
i
→ 0
where d is the greatest common factor of the elements in the set {deg p : p ∈ S};
i is the greatest common factor of the elements in the set {deg p : p ∈ SK};
and C d
i
is the cyclic group of order d/i.
Proof. For the first sequence, the map E(S)→ PS(K) (which takes an alleged
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S-unit to its principal divisor) is surjective. Moreover, if an element u is in its
kernel then it must have vp(a) = 0 ∀p ∈ SK , id est, a ∈ F∗q.
For the second sequence, first note that if D + PS(K) is a non-trivial class in
DS
0
(K)
/
PS(K) , then D 6∈ P(K), and so
ker
(DS0(K)/PS(K) ↪→ Cl0(K)) = 0.
Now let τ : D(K)→ DS(K) be given by
τ(D) =
∑
p/∈S
vp(D)p.
Since τ(P(K)) = PS(K) it induces a map τ˜ : Cl(K) → ClS(K). Clearly
ker τ = DS(K), which implies that
ker τ˜ =
(DS(K) + P(K)) /P ∼= DS(K)/PS(K) .
Restricting to divisors of degree 0 this gives that
Im
(DS0(K)/PS(K) ↪→ Cl0(K)) = ker(τ˜ : Cl0(K)→ ClS(K)).
The same map also gives us an isomorphism between ClS(K) and
D(K)
/
(P(K) +DS(K)) . Since principal divisors all have degree 0, we also
know that the following composition (not exact sequence!) is surjective:
υ : ClS(K)→ D(K)
/
(P(K) +DS(K)) → D(K)
/
(D0(K) +DS(K)) → C d
i
The last map is given by the degree map: by definition the image of the degree
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map in Z is the ideal iZ, whereas deg(D0(K)+DS(K)) = dZ. Hence the image
of the penultimate group under the degree map is iZ/dZ ∼= C d
i
. The kernel
of this map is the classes of divisors with degree 0, hence Im(τ˜ : Cl0(K) →
ClS(K)) = ker(υ : ClS(K)→ C d
i
).
Theorem 2.1.4. OS(K) is a Dedekind domain and its non-zero prime ideals
are in bijective correspondence with the primes of K that are not in S.
Proof. Assume that we can construct an element x ∈ K∗ such that vp(x) <
0 when p ∈ S. (We will show that this assumption is true later.) Let R be the
integral closure of Fq[x] in K. It is known (in say, [39] Chapter V, Theorem
19) that R is a Dedekind domain.
Now let p /∈ S. Then x ∈ Op(K), and so R ⊆ Op(K). Consider the ideal
q := (pip) ∩ R. This ideal must be nonzero, as otherwise then K (which
is the quotient field of R) would map injectively into the finite residue field
Op(K)/(pip). So then q must be a maximal ideal of R. Naively, its localization
Rq ⊂ K. But every element of Rq is of the form rs where r ∈ R and s ∈ R\p. So
we have that vp(r) ≥ 0 and vp(s) ≤ 0, id est vp( rs) ≥ 0 and Rq ⊂ Op(K). But
since discrete valuation rings are maximal subrings, we have that Rq = Op(K).
Going the other way, if q is a maximal ideal of R, then Rq is a discrete valuation
ring and (q, Rq) is a discrete valuation ring of K containing x. Thus the
mapping
q 7→ (q, Rq)
is a bijection between the primes of K not contained in S and the prime ideals
of R. To finish, using the fact that R is a Dedekind domain along with Section
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10.4 of [23] we have that
R =
⋂
q⊂R
Rq =
⋂
p/∈S
Op(K) = OS(K)
To construct such an x, label the primes of S as p1, . . . , ps and let M be an
positive number. Consider the vector spaces over Fq:
L(Mpi) = {x ∈ K∗ : vp(div(x) +Mpi) ≥ 0 ∀ p} ∪ {0}
Denote their dimensions by l(Mpi). By the Riemann-Roch Theorem, we know
that we can choose an M˜ large enough so that l(M˜pi) = M˜ deg pi−g+1, where
g is genus of the field K. Then we have that L(M˜pi) ⊂ L((M˜ + 1)pi). Choose
xi ∈ L((M˜ + 1)pi) \ L(M˜pi) for each pi ∈ S. Each xi has vpi(xi) = −M˜ − 1
and vp(xi) ≥ 0 for a p 6= pi. Let x = x1x2 . . . xs.
The previous results about global function fields now follow easily:
Proof. Of Proposition 2.1.1 By Proposition 2.1.3 we have that E(S)/F∗q ∼=
PS(K), which is a subgroup of the free group D0S(K) on #S − 1 generators.
By the proof of Proposition 2.1.4 we also have
O∗S(K) =
⋂
p/∈S
O∗p(K)
Which gives us OS(K) = E(S).
Proof. Of Theorem 2.1.2
The previous proposition gives us a bijection between the generators of the
the S-class group of K and the ideal class group of OS(K), and so a group
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isomorphism directly follows. We show that they are also finite:
From Proposition 2.1.3 we see that ClS(K) is finite if Cl0(K) is finite. Use
the notation for L and l as in the proof of Proposition 2.1.4 and let g be
the genus of K. Let D be a divisor of degree 1 and A a divisor of degree 0.
Then deg(gD + A) = g so by the Riemann-Roch theorem l(gD + A) ≥ 1. If
f ∈ L(gD + A) then their exists an effective divisor B = div(f) + gD + A of
degree g and such that A ∼ B − gD. Thus the number of divisor classes of
degree zero is bounded above by the number of effective divisors of degree g.
Any global function field K is an extension of a rational function field Fq(x). It
is well known that there are only finitely many primes in an extension K/Fq(x)
lying above a specific prime of Fq(x). Therefore if
∑
p app is an effective divisor
of degree g, each prime p can have at most degree g, and thus there are only
finitely many divisors of degree g.
Since Theorem 2.1.4 tells us that the primes of OS(K) are in bijective corre-
spondence with SK \ S we can define an S-Norm NS on S-divisors:
NS(D) := #
(OS(K)/∏
p∈supp(D) pi
Dp
p
)
Clearly we still have NS(D1 +D2) = NS(D1)NS(D2). This S-norm agrees with
the divisor norm
N(D) = qdeg(D)
when it is restricted to S-divisors.
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2.2 Class Field Theory
Following [27], we will use A(K) to denote the topological ring of adeles
A(K) :=
∏′
p∈SK
Kp = {(ap) : ap ∈ Op for all but finitely many p}.
We will use the term support of (ap) to denote the set of primes {p : ap 6= 0}.
The topology is the restricted product topology which is generated by sets of
the form
UR =
∏
p∈R
Up ×
∏
p∈SK\R
Op
for finite subsets R ⊂ SK . It is easy to verify that point-wise addition and mul-
tiplication are continuous in this topology. We denote two important subspaces
of the adeles: the first is Oˆ(K), its maximal compact sub-ring:
Oˆ(K) :=
∏
p∈SK
Op.
The second is the diagonal embedding K ↪→ A(K) by f 7→ (ap)p∈SK where
ap = f for all p. We will typically treat any f ∈ K as implicitly being in A(K)
as well. The image of this embedding is the set of principal adeles.
Similarly we also use AS(K) to denote the topological ring of S-adeles of K
AS(K) =
∏′
p∈SK\S
Kp = {(ap)p∈SK−S : ap ∈ Op for all but finitely many p}
Its topology is defined in the same manner as for A(K). It also has OˆS as its
maximal subring
OˆS :=
∏
p∈SK\S
Op
22
and a diagonal embedding K ↪→ AS(K), we denote these principal S-adeles by
KS too differentiate them from the principal adeles. The following theorem is a
standard, but important, result for understanding the topology of the principal
adeles:
Theorem 2.2.1. (Strong Approximation Theorem [5], pg 67.) Let p ∈ SK and
let S = {p}. Then KS is dense in AS(K).
We will use A∗(K) (the idele group), A∗S(K) (the S-idele group), et cetera, to
denote the unit group of A(K), AS(K), et cetera, respectively. The topology
on the idele group is not the same as the subspace topology from A(K), rather
it is the restrict product topology whose basis sets are of the form
UR =
∏
p∈R
Up ×
∏
p∈SK\R
O∗p
where Up is an open subgroup of K
∗
p .
Let ad: A∗S(K)→ DS(K) denote the map
(ap) 7→
∑
p 6∈S
vp(ap)p
Clearly this map is surjective. Its kernel is exactly described by vectors a such
that vp(a) = 0 ∀p 6∈ S, so that we have:
Proposition 2.2.2. DS(K) ∼= A∗S(K)
/
Oˆ∗S(K) .
Definition 2.2.3. A standard split for the map ad is a partial inverse s :
DS(K)→ A∗S(K) such that s(p) = (. . . , 1, pip, 1, . . .), where pip is a uniformizer
for Op(K).
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For any set R we will, by a slight abuse of notation, use i : A∗S → A∗ to denote
the map
(ap)p∈SK−R 7→ (bp)p∈SK bp =

ap if p 6∈ R
1 otherwise
2.2.1 The Artin Map
Let L be a finite abelian Galois extension of K and set G := Gal(L/K). Also
let p be a prime of K unramified in L and let q be a prime of L over p. Recall
that G acts on primes of L, for if a ∈ L and σ ∈ G then |a|σ(q) := |σ−1(a)|q
defines a new absolute value and thus a different prime also over p. The action
of σ preserves Cauchy sequences so that σ(q) : Lq → Lσ(q) is a Kp-isomorphism
of the local fields.
The decomposition group of the prime q is the subgroup of G
Gq := {σ ∈ G : σ(q) = q}
It is known (in say [5]) that for any prime p of K, not just those unramified
in L, we have
Proposition 2.2.4. (Chapter VII, Prop 1.2 of [5]) There is an isomorphisms
of finite abelian groups
Gq ∼= Gal(Lq/Kp) ∼= Gal(L(q)/K(p))
where L(q) and K(p) denote the residue class field of L (respectively, K) with
respect to q (respectively, p).
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Since the Galois groups of finite field extensions are cyclic, the group Gal(L(q)/K(p))
has a canonical generator: the Frobenius automorphim x 7→ x#K(p). The
corresponding element of the group Gq is the unique element FrobL/K(p) ∈
Gal(L/K) characterized by the property
FrobL/K(p)(x) ≡ x#K(p) mod (piq) for all x ∈ Oq.
Let us justify the notation FrobL/K(p): Note that if τ ∈ G we have that
Gτ(q) = τGqτ
−1. Since the primes lying about p in L are conjugate we know
that τ(q) also lies above p, so that p determines a conjugacy class FrobL/K(p)
in G. But we also assume that L is an abelian extension, so that conjugacy
class is a single element. Altogether we have a map:
FrobL/K : {p ∈ SK : p unramified in L} → Gal(L/K).
If SL denotes the finite set of primes p ∈ SK that are ramified in L then it is
easy to see that we can extend this map to a group homomorphism
FrobL/K : DSL(K)→ Gal(L/K).
So far the theory for global function fields and for number fields is the same,
except that in the number field case we require that SL also contains the
Archimedean primes. The following theorem is the main standard result from
class field theory for both forms of global fields.
Theorem 2.2.5. (Main statements of class field theory, [5], pg 172.)
A. There exists a continuous group homomorphism ϑL/K : A∗(K)→ Gal(L/K)
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(called the Artin map for L/K) that satisfies
(i) ϑL/K is continuous.
(ii) K∗ ∈ kerϑL/K
(iii) ϑL/K ◦ i(ap) = FrobL/K ◦ ad(ap) for any (ap) ∈ A∗SL.
B. The Artin map ϑL/K is surjective and kerϑL/K = K
∗·NL/K(A∗(L)) where
NL/K : AL → AK is the norm of the field extension.
C. If K ⊂ L ⊂ M is a tower of abelian extensions then we have a commu-
tative diagram:
A∗(K)
/
K∗ ·NM/K(A∗(M)) Gal(M/K)
A∗(K)
/
K∗ ·NL/K(A∗(L)) Gal(L/K)
ϑM/K
ϑL/K
D. For every open subgroup N of finite index in A∗(K)/K∗ there exists a
unique abelian extension L/K such that K∗ ·NL/K(A∗(L)) = N .
The commutative diagram in C. allows us to define a continuous group homo-
morphism ϑK with the maximal abelian extension of K:
ϑK : A∗(K)→ lim←−
L
Gal(L/K) ∼= Gal(Kab/K)
where L runs through all finite abelian extensions of K.
Remark 2.2.6. Note that there is also a local Artin map
ϑKp : K
∗
p → Gal(Kabp /Kp).
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Let L be a finite abelian extension of K and let q be a prime of L lying above a
prime p in K. We already know from Prop. 2.2.4 that Gal(Lq/Kp) is isomor-
phic to a subgroup of Gal(L/K). Since Kab is the union of all finite abelian
extensions L, we have an injective map Gal(Kabp /Kp) → Gal(Kab/K). This
results in the following commutative square:
K∗p Gal(K
ab
p /Kp)
A∗(K) Gal(Kab/K)
ϑKp
i
ϑK
We will now study the kernel and the image of the Artin map ϑK . Here the
number field case and the global function field case diverge. Even so, it is well
known that
Proposition 2.2.7. kerϑK = K
∗.
Proof. See Remark 5.5 of Chapter VII in [5], or alternatively [1], page 76.
The image of ϑK is more complicated; this map is not surjective. To describe
it will be helpful to define another arithmetic object: the Weil group. Note
that the constant field of Kab is Fq, and we know that Gal(Fq/Fq) ∼= Zˆ. This
gives us a continuous surjective map pi : Gal(Kab/K) → Zˆ by restriction of
the action of an automorphism to the constant field.
Definition 2.2.8. The Weil Group is the topological group whose elements
are W := pi−1(Z) ⊂ Gal(Kab/K).
This means that the Weil Group W consists of Galois automorphisms that,
when restricted to Fq, act by integral powers of the Frobenius automorphism.
27
Our discussion of the Weil group is brief and is inspired by [8]. More details
can also be found in [1] and some information on profinite groups can be found
in [37].
Note. It is more common to present a non-abelian version of Weil group, but
it is not needed here.
We consider kerpi to have the subspace topology from Gal(Kab/K) and note
that ker pi is an open subgroup in Gal(Kab/K), but it is not open in W with
respect to the subspace topology on W from Gal(Kab/K). We will consider
W with the following topology instead:
Proposition 2.2.9. There exists a topological group structure on W such that
kerpi is open in W .
Proof. Let U and U ′ ⊂ kerpi be open neighbourhoods of the identity and w ∈
W . Then wU and wU ′ are open neighbourhoods of w. Such sets form a basis
for a topology. To see this note any such U (respectively U ′) equals ker pi ∩ T
(respectively kerpi ∩ T ′) for an open set T (respectively T ′) ⊂ Gal(Kab/K).
If x ∈ wU ∩ w′U ′ and V = kerpi ∩ x−1wT ∩ x−1w′T ′ then xV is a basis set
and is contained in wU ∩ w′U ′. kerpi is open by construction. We show that
the group operations on W inherited from the Galois group are continuous
under this topology. It is sufficient to demonstrate them for a neighbourhood
of the identity. In particular, ker pi is such a neighbourhood and multiplication
and inversion are clearly continuous here, as it inherits a topological group
structure.
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We have a split exact sequence
1→ kerpi → Gal(Kab/K) pi−→ Zˆ→ 1
where Zˆ ∼= Gal(Kab/K) /kerpi inherits the quotient topology from Gal(Kab/K)
and kerpi inherits the subspace topology from Gal(Kab/K). Since pi can be
thus seen to be a quotient map we know that it is an open map. We use this
fact in proving:
Proposition 2.2.10. The injection of ι : W ↪→ Gal(Kab/K) is continuous
with respect to the above topology and has dense image.
Proof. It suffices to show continuity around an open neighborhood of the iden-
tity in W . One such neighborhood is ker pi, so continuity is a consequence of
the previous proposition. To show that W is dense we will show that γU inter-
sects W for any γ ∈ Gal(Kab/K) and U an open neighborhood of Gal(Kab/K)
around the identity. Note that pi(U) is open and Z is dense in its profinite com-
pletion, so there is some m ∈ Z such that m ∈ pi(γ)pi(U), say m = pi(γu) for
u ∈ U . It is clear that γu ∈ W ∩ γU .
Theorem 2.2.11. There is an inclusion-preserving bijection between open sub-
groups of finite index of Gal(Kab/K) and open finite index subgroups of W
given by
H 7→ H ∩W for H ⊂ Gal(Kab/K)
J 7→ J¯ for J ⊂ W
Proof. Let H be an open subgroup of finite index in Gal(Kab/K). Since W →
Gal(Kab/K) is continuous we have that H ∩W is open in W . The map of the
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quotient spaces W/H ∩W → Gal(Kab/K)/H is injective, so H ∩W is of finite
index, too. To see that H ∩W = H, recall that W is dense in Gal(Kab/K),
and so we see that H ∩W is dense in H. Since H is open, it is also closed,
and H ∩W = H follows.
Now let J be open and of finite index in W . We need to show that J ∩W = J
and that J is of finite index (since Gal(Kab/K) is profinite we know that
subgroups of finite index are open). Starting with the latter, since J has finite
index in W it is clear that its image in Z has finite index, call it pi(J) = mZ.
But pi(J) must contain mZ, moreover, pi is an open map so pi(J) must be open,
and therefore closed. Hence it must contain mZˆ, which has finite index in Zˆ.
This yields the following exact sequences
kerpi Gal(Kab/K) Zˆ
J ∩ kerpi J pi(J)
Since J ∩ kerpi and pi(J) are finite index in the top sequence, J must be as
well.
We now show that J∩W = J . We have that pi−1(mZˆ) ⊂ Gal(Kab/K) is closed
and contains J , so it must contain J as well. Since we have that mZˆ ⊂ pi(J)
we can see that pi(J) = mZˆ. Then we have that
mZ = pi(J) ⊂ pi(J ∩W ) ⊂ mZˆ ∩ Z = mZ
which means that pi(J) = pi(J ∩W ). So it will suffice to show that J ∩ kerpi =
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J ∩ kerpi. To show this, we will consider
J ∩ kerpi /J ∩ kerpi ⊂ kerpi /J ∩ kerpi .
Note that J ∩ kerpi is open in the profinite ker pi. So J ∩ kerpi has finite
index in kerpi, and kerpi /J ∩ kerpi is finite. So it remains to show that
J ∩ kerpi /J ∩ kerpi has no elements of finite order, id est, that it is torsion-free.
To see this, begin by recalling that pi(J) = mZ and consider the composition
h˜ : Z ∼= mZ ∼= J /J ∩ kerpi → Gal(Kab/K)
/
ι(J ∩ kerpi) .
Since Gal(Kab/K) is profinite we may extend this to a unique
h : Zˆ→ Gal(Kab/K)
/
ι(J ∩ kerpi) .
Now, we have that h(Z) = J /J ∩ kerpi and that Z is dense in Zˆ so h(Zˆ) =
J /J ∩ kerpi . Since Zˆ is torsion free it suffices to prove that h is injective. Note
that
pi ◦ h : Zˆ→ Gal(Kab/K)
/
ι(J ∩ kerpi) → Zˆ
is multiplication by m when restricted to Z. Since Z is dense in Zˆ it is
true for h without restriction. So pi ◦ h is injective and h is injective. This
means that the quotient group J /J ∩ kerpi is torsion free. Consequently, so
is J ∩ kerpi /J ∩ kerpi Finally, we can conclude that J ∩ kerpi = J ∩ kerpi and
that J = J ∩W .
Corollary 2.2.12. The bijection of the previous theorem extends to closed
subgroups of H of Gal(Kab/K) such that pi(H) = {0} or pi(H) has finite index
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in Zˆ and closed subgroups of W .
Proof. We must emphasis that for the this proof for X ⊂ Gal(Kab/K) the
closure X is always taken in Gal(Kab/K) and not in an intermediate space.
Let J be closed in W . Our first step is to show that pi(J) = {0} or that pi(J)
has finite index in Zˆ. Note that pi(J) = pi(J) and that
Z
/
pi(J) ∼= Zˆ
/
pi(J) .
Since pi(J) = {0} or pi(J) = mZ the result follows.
Let ι : W → Gal(Kab/K) be the natural embedding that is continuous with
respect to each group’s topologies from Prop. 2.2.10. We need to show that
ι(J) ∩W = J .
Case: pi(J) = {0}: In this case J ⊂ kerpi ⊂ W . The topology of kerpi as
a subspace of W coincides with its topology as a subspace of Gal(Kab/K) by
Prop. 2.2.9. Since J is closed in W , it is closed in kerpi and ι(J) is closed in
the Galois group.
Case: pi(J) = mZ: Let J = ι(J) and note that J = ⋂U where U runs
through open sets in Gal(Kab/K) containing J , or equivalently where U is
containing ι(J). Then
J ∩W =
⋂
(U ∩W ).
But each open (U ∩W ) has finite index in the profinite W , so Theorem 2.2.11
allows us to write
J ∩W =
⋂
V
where V runs through open sets in W that have finite index, and contain J .
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Recall that we have an exact sequence
1→ kerpi → Gal(Kab/K)→ Zˆ→ 1.
By also recalling that W is dense in Gal(Kab/K) and that pi(W ) = Z we also
have an exact sequence
1→ kerpi → W → Z→ 1,
So we may write W ∼= kerpi×Z. In particular we can write that J = C ×mZ
for C closed in ker pi. We write that C = ∩D for D an open set in kerpiab
containing C and then
J =
⋂
D ×mZ.
Once again we use that open in a profinite space means of finite index, so that
we have
{D ×mZ} ⊂ {V : open in W, of finite index, and J ⊂ V }.
Hence we have that ∩V = ∩D ×mZ. The other inclusion is clear,
Now let H be a closed subgroup of Gal(Kab/K). We also need to show that
H ∩W = H.
Case: pi(H) = {0} We have that H ⊂ kerpi ⊂ W , so H ∩W = H and is
closed in W .
Case: pi(H) = mZˆ Let h ∈ H. We will show that h ∈ H ∩W . Note that
Z ∩ pi(H) is dense in pi(H), so we may chose a sequence hi ∈ H such that
pi(hi) ∈ Z and limi pi(hi) = pi(h). Since H is closed in a compact space, it
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is compact, and so we may extract a convergent subsequence hj from {hi},
say limj hj = h˜. We have that pi(h˜) = limj pi(hj) = pi(h). Define x : h˜
−1h,
so that x ∈ kerpi ⊂ W and we may see that x ∈ H ∩ W and finally that
h = limj xhj.
These results have some important consequences for the class field theory of
global function fields, namely:
Corollary 2.2.13. ϑK(A∗(K)/K∗) = W , in particular ϑK : A∗(K)/K∗ → W
is an isomorphism of topological groups. Further, W is dense in Gal(Kab/K).
Proof. That ϑK(A∗(K)/K∗) = W and that W is dense in Gal(Kab/K) are
well known and found in [1] or [5]. We show that we have an isomorphism
of topological groups. Consider ker(pi ◦ ϑK) ⊂ A∗(K) /K∗ . We already know
that ϑK is a continuous bijection. When restricted to ker(pi ◦ ϑK) we have a
continuous bijection of compact groups, hence a homeomorphism. Therefore
ϑK is an isomorphism of topological groups.
While Theorem 2.2.5 gave a correspondence between open subgroups of finite
index of A∗(K) and finite abelian extensions of K, we seek a correspondence
for the infinite abelian extension K as well. To that end we have that:
Corollary 2.2.14. Every closed subgroup of C ⊂ A∗(K)/K∗ arises from an
abelian extension L/K such that the constant field extension of Fq is either fi-
nite or equal to Fq as the kernel of ϑL/K : A∗/K∗ → Gal(Kab/K)→ Gal(L/K)
Proof. This is a direct consequence of Corollary 2.2.12 together with the pre-
vious corollary; if C is closed in A∗(K)/K∗, then J := ϑK(C) is closed in W .
Then H := J has that piab(H) = {0} or that piab(H) has finite index in Zˆ.
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This corresponds to the case of the constant field extension being equal to Fq
or finite, respectively.
2.2.2 Characters and L-functions.
Before we begin, let us state a technical result from [18]. Let G := Gal(K/L)
be the Galois group of a Galois extension of global fields and recall the result of
Prop. 2.2.4. Let Ip(G) denote the inertia subgroup of G, id est, the subgroup
that consists of all elements of the decomposition group Gp that act trivially
on the residue field of p. Then we have:
Theorem 2.2.15. (Prop. 13, Chapter 13 of [18].) Let L/K be an abelian
extension of local fields with Galois group G. Then the local Artin map ϑL/K :
Kp → G sends O∗p onto Ip(G).
Let Kab(S) be an infinite abelian extension of K. The choice of the notation
Kab(S) will become clear in Chapter 3. For a character χ : Gal(Kab(S)/K)→
T let
U(χ) := {p ∈ SK \ S : χ|ϑ
Kab(S)
(O∗p) = 1}.
Let D+S (U(χ)) be the sub-monoid of effective divisors generated by the primes
in U(χ). For D ∈ D+S (U(χ)) we set
χ(D) = χ ◦ ϑKab(S) ◦ sK(D)
which is well-defined, as difference choices of splits sK : D+S (K)→ A∗S(K) are
equivalent up to an element of Oˆ∗S.
For any such character χ we know that kerχ is an open and closed subgroup
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of Gal(Kab(S)/K) and as such its fixed field is a finite Galois extension of K,
which we denote Kχ. Recall that
Gal(Kχ/K) ∼= Imχ ∼= Gal(Kab(S)/K)
/
kerχ.
Since Gal(Kχ/K) is a finite (and hence closed) subgroup of T it must be a
subgroup of a group of roots of unity, in particular a cyclic group. Conversely,
if K ′ is a finite cyclic extension of K we have that
Gal(Kab(S)/K)
/
Gal(Kab(S)/K ′) ∼= Gal(K ′/K) ↪→ T
allowing us to construct a character χ whose kernel is Gal(Kab(S)/K ′) and
image is Gal(K ′/K) so that K ′ = Kχ.
Lemma 2.2.16. Let χ be a character of Gal(Kab(S)/K). The primes in U(χ)
are exactly the primes that are unramified in Kχ.
Proof. The character χ : Gal(Kab(S)/K) → T induces the following isomor-
phisms:
Gal(Kab(S)/K)
/
kerχ ∼= Imχ ∼= Gal(Kχ/K).
We define an injective character χ¯ : Gal(Kχ/K)→ T by χ¯(a + kerχ) = χ(a),
this map is independent of the choice of representative a. By Theorem 2.2.15
we have that ϑKab(S)(O∗p) = Ip(Kχ/K), the inertia subgroup of Gal(Kχ/K),
hence χ ◦ ϑKab(S)(O∗p) = χ¯(Ip(Kχ/K)). By Prop 9.6 of [27] we have that the
inertia subgroup is trivial, and hence χ|ϑ
Kab(S)
(O∗p) = 1, when p is unramified
in Kχ.
For any closed subgroup H ∈ Gal(Kab(S)/K), let KH denote the extension of
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K that is fixed by H. For any prime p ∈ SK \ S, define
Np :=
⋂
χ:p∈U(χ)
kerχ.
Lemma 2.2.17. We have that ϑKab(S)(O∗p) = Np and that KNp is the max-
imal extension of K in Kab(S) that is unramified at p, which we denote by
Kab(S)ur,p.
Proof. We may discuss the extension KϑKab(S)(O
∗
p) because it is clear that the
subgroup ϑKab(S)(O∗p) ⊂ Gal(Kab(S)/K) is closed: ϑKab(S) is continuous, O∗p
is compact, and Galois groups are Hausdorff.
We again use Theorem 2.2.15, along with the local-global Artin map corre-
spondence from Remark 2.2.6 to show that ϑKab(S)(O∗p) is mapped to the
inertial subgroup Ip(K
ϑ
Kab(S)
(O∗p)/K) under the quotient Gal(Kab(S)/K) →
Gal(KϑKab(S)(O
∗
p)/K). This quotient is by the subgroup Gal(Kab(S)/KϑKab(S)(O
∗
p))
which is equal to ϑKab(S)(O∗p) by Galois theory. Therefore the inertial group
is trivial and p is unramified in KϑKab(S)(O
∗
p). In other words, KϑKab(S)(O
∗
p) ⊆
Kab(S)ur,p.
Since Np is an intersection of a collection of closed sets it is closed, and has an
associated field KNp ; moreover,
KNp =
∏
χ:p∈U(χ)
Kχ.
Now Kab(S)ur,p must be a composite of finite abelian extensions of K unrami-
fied at p But any finite abelian extension is the composite of finite cyclic ones,
and these are associated to a χ such that p ∈ U(χ) by the previous lemma,
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which gives us that
KϑKab(S)(O
∗
p) ⊆ Kab(S)ur,p ⊆ KNp .
But it is also clear that ϑKab(S)(O∗p) ⊆ Np because for any p ∈ U(χ) we have
that ϑKab(S)(O∗p) ⊆ kerχ. The result then follows.
We attach to each character χ the Dirichlet L-function given by:
LK,χ(z) :=
∏
p∈K\S
(1− χ(p)NS(p)−z)−1.
By χ(p) we mean that χ(p) is as previously defined for p ∈ U(χ) and χ(p) = 0
otherwise. This is equivalent to the “usual” L-function for the ring OS(K),
and because of this we can write it also as a summation:
LK,χ(z) =
∑
D∈D+S (K)
χ ◦ sK(D)NS(D)−z
For p ∈ U(χ) we have from the previous section that if pi : Gal(Kab(S)/K)→
Gal(Kχ/K) then
pi ◦ ϑKab(S) ◦ sK(p) = FrobKχ/K(p).
This allows us to define the L-function as
LK,χ(z) =
∏
p∈U(χ)
(
1− χ(FrobKχ/K(p))NS(p)−z)−1.
We will always write L-function with both the field and the character as an
index (exempli gratia LL,χ), so as to avoid confusion with our notation for field
extension of the field L fixed by a character χ (exempli gratia Lχ/L).
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2.3 C∗-Algebras
Having concluded our exposition of topics from class field theory that are nec-
essary for later chapters, we turn now to C∗ algebras. In Section 2.3.1 we
will define a group crossed product and discuss its representations, including
induction of representations. This discussion is largely inspired by Chapter
VII of [14] and Chapters 2 and 5 of [36]. Section 2.3.2 will cover the prim-
itive ideal space and will include other results from [36] and [32]. We will
close our discussion of preliminaries in Section 2.3.3 by studying R-equivariant
Morita equivalences. More details on induction of representations and Morita
equivalences can be found in [28].
For this section we will let G be a discrete abelian group. We define its Pon-
tryagin dual Gˆ to be the space Hom(G,T) of continuous group homomorphism
χ : G→ T. We endow Gˆ with the compact-open topology, id est, the topology
generated by sets V (H,U) := {f ∈ Gˆ : f(H) ⊂ U} for H compact in G and
U open in T.
Whenever we discuss a representation φ : A→ B(H) of a C∗-algebra A we will
always mean a representation on a Hilbert space H.
2.3.1 Group Crossed Products & Their Representations
Suppose G acts continuously on a locally compact space X. If g ∈ G and x ∈ X
we denote this action by g · x. There is an automorphism of the C∗-algebra
C0(X) by
l : G→ Aut(C0(X)) by g 7→ lg where lg(f)(x) = f(g−1 · x).
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Let Cc(G,C0(X)) denote the algebra of continuous, compactly supported func-
tions on G with values in C0(X), id est, by formal finite sums
∑
g∈G fgug. Here
ug denotes the unitary element associated to g. Multiplication is determined
by the rule ug ·f ·u−1g = lg(f), while adjoint is determined by the rule u∗g = ug−1 .
There is a norm on this algebra by
‖
∑
g∈G
fgug‖ = sup
σ
‖σ(
∑
g∈G
fgug)‖
where σ runs through all ∗-representations of the algebra of functions.
Definition 2.3.1. A group crossed product C0(X) o G is the C∗-algebra re-
sulting from completing Cc(G,C0(X)) with respect to the described norm.
Definition 2.3.2. A covariant representation of C0(X)oG on a Hilbert
space H is a pair (pi, U) where pi : C0(X) → B(H) is a representation of
C0(X) and U : G→ U(H)) is a unitary group representation such that for all
f ∈ C0(X) and g ∈ G
pi(lg(f)) = Ugpi(f)U
∗
g
Given a covariant representation (pi, U) we can construct a representation pio
U : C0(X)oG→ B(H) of a group crossed product on a Hilbert space H by
pi o U(
∑
g∈G
fgug) =
∑
g∈G
pi(fg)Ug
and extending by continuity. It can be shown that all representations of
C0(X)oG arise in this way.
Let H be a subgroup of G. We wish to study how a representation φ : C0(X)o
H → B(H) can be used to “induce” a new representation IndGHφ of C0(X)oG.
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Let us first discuss this in a more general setting. To do that it will be helpful
to have the following notion from Chapter 2 of [28]:
Definition 2.3.3. Let A by a C∗-algebra. By a right (respectively, left) Hilbert
A-module E we mean that E is a complex linear space equipped with a right
(respectively, left) A-module structure and a map 〈·, ·〉E : E ×E → A that, for
x, y, z ∈ E, a ∈ A, and α, β ∈ C has the following properties:
• linearity in its second argument (respectively, first), id est, for α, β ∈ C
and x, y, z ∈ E we have that 〈x, αy + βz〉E = α〈x, y〉E + β〈x, z〉E;
• 〈x, ya〉E = 〈x, y〉Ea (respectively, 〈ax, y〉 = a〈x, y〉),
• 〈x, y〉∗E = 〈y, x〉E,
• 〈x, x〉E ≥ 0,
• 〈x, x〉E = 0 =⇒ x = 0.
We further require that E be complete with respect to the norm ‖x‖E = |〈x, x〉E| 12 ,
the latter norm being in A. Further, E is said to be full if 〈E,E〉 is dense in
A.
Let A and B be C∗-algebras and let φ : B → B(Hφ) be a representation of
B. To induce a representation on A will we require a right Hilbert B-module
E and a left action of A on E, id est, a map A → B(E). We will denote the
action of an a ∈ A on an e ∈ E by a · e. Our new representation IndEφ of A
will be on the the Hilbert space E ⊗B Hφ with inner product
〈e1 ⊗ ξ1, e2 ⊗ ξ2〉Ind := 〈ξ1, φ(〈e1, e2〉E)ξ2〉Hφ
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Where 〈 , 〉E denotes the inner product of E with values in B and 〈 , 〉Hφ
denotes the inner product of H. Given such a Hilbert module we can define a
new representation of A can given by
IndEφ(a)(e⊗ ξ) := a · e⊗ ξ
Now let us return to the case of group crossed products. If H is a subgroup
of G, A = C0(X)oG, and B = C0(X)oH then we have a natural choice of
right Hilbert B-module E, namely Green’s imprimitivity bimodule. This
module is the completion of Cc(G,C0(X)) with respect to the inner product
with values in B = C0(X)oH:
〈f1us, f2ut〉E =
 ls(f1f2)us−1t s
−1t ∈ H
0 otherwise
Where fi ∈ C0(X) and s, t ∈ G. The action of A on E is via:
(f1us, f2ut) 7→ f1 · ls(f2)ust ∈ Cc(G,C0(X)).
With the above we can define an induced representation from B onto A:
Definition 2.3.4. Let A and B be as defined above with φ : B → B(Hφ) a
representation of B on a Hilbert space Hφ. Then IndGHφ : A→ B(A⊗B Hφ) is
the induced representation on A via Green’s imprimitivity bimodule.
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2.3.2 Primitive Ideals
In this section we will describe the Primitive Ideal space for a special case of
the class of C∗-algebras studied in Chapter 8 of [36].
Definition 2.3.5. Let I be an ideal of a C∗ algebra A. I is called primitive
if there exists a non-zero irreducible representation φ : A → B(H) such that
I = ker(φ). Prim(A) denotes the space of all primitive ideals of A endowed
with the hull-kernel topology, id est, the topology whose open sets are of the
form {P ∈ Prim(A) : I 6⊂ P} for closed ideals I of A. We typically associated
a primitive ideal with its irreducible representation.
We continue to work with a group crossed product A = C0(X)oG. A theorem
of [36] allows us to describe its primitive ideal space of A with a quotient of
X × Gˆ. Let Gx = {g ∈ G : g · x = x} denote the isotropy group with respect
to x ∈ X and let Ax denote the crossed product C∗-algebras C0(X)oGx.
Proposition 2.3.6. Let x ∈ X and γ ∈ Gˆ. The pair (evx, γ|Gx) is a covariant
representation of Ax on C.
Proof. Let z ∈ C. Since g ∈ Gx we have evx(lg(f))(z) = f(x)z. On the other
hand, we have
γ(g)evx(f)γ(g)
∗(z) = γ(g)f(x)γ(g)z = f(x)z
We define an equivalence relation on X × Gˆ
(x, γ) ∼ (y, σ) if Gx = Gy and γσ−1 ∈ G⊥x
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where G⊥x = {γ ∈ Gˆ : γ(g) = 0 for all g ∈ Gx}. By Remark 8.40 of [36] we
know that the quotient map to from X × Gˆ→ X × Gˆ /∼ is an open map.
Theorem 2.3.7. (William’s theorem.) The map Φ : (X × Gˆ/ ∼) 7→ Prim(A)
given by:
[x, γ]→ ker(IndGGx(evx o γ|Gx))
is a homeomorphism.
Proof. See Theorem 8.3 in [36].
Therefore let us study the representation pi = evx o γ|Gx . Let Hx,γ be the
Hilbert space of Cc(G)⊗Cc(Gx)C completed with respect to the inner product:
〈ξs, ξt〉 =

γ(s−1t) if s−1t ∈ Gx
0 otherwise
where ξs : G→ C is the function for with ξs(s) = 1 and ξs(g) = 0 for all g ∈ G,
g 6= s. We then have a representation pix,γ of A on Hx,γ given by
pix,γ(f)(ξs) = f(sx)ξs, pix,γ(ut)ξs = ξts
Proposition 2.3.8. The representation pix,γ : A → B(Hx,γ) is a covariant
representation.
Proof. Using the relations above we see that pix,γ(lg(f))(ξs) = f(g
−1sx)ξs. On
the other hand, pix,γ(g)
∗(ξs) = ξg−1s and so pix,γ(f)pix,γ(g)∗(ξs) = f(g−1sx)ξg−1s
and finally
pix,γ(g)pix,γ(f)pix,γ(g)
∗(ξs) = f(g−1sx)ξs
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as desired.
Proposition 2.3.9. IndGGxpi is unitary-equivalent to pix,γ
Proof. This is a special case of Prop. 8.24 in [36], but we work out the de-
tails for this specific case. Let H1 = Cc(G,C0(X)) ⊗C0(X)oH C and H2 =
Cc(G)⊗Cc(Gx) C, along with their inner products 〈 , 〉1 and 〈 , 〉2 then by our
earlier discussion, IndGGxpi : C0(X)oG→ B(H1) is the representation with the
following action:
IndGGxpi(fug)(ηuh ⊗ z) = flg(η)ugh ⊗ z
Note that f, η ∈ C0(X); ug ∈ Cc(G,C0(X)) or, by an abuse of notation,
C0(X) o G; ξg ∈ Cc(G); and z ∈ C. We first define a unitary operator
U : H1 → H2 by
U(ηuh ⊗ 1) = η(h · x)ξh ⊗ 1.
This means that
U(IndGGxpi(fug))(ηuh ⊗ z) = f(gh · x)η(h · x)ξgh ⊗ z
We also note that
pix,γ(fug)U(ηuh ⊗ z) = f(gh · x)η(h · x)ξgh ⊗ z (2.3.1)
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This gives us U (IndGGxpi)U
∗ = pix,γ. We show that U is unitary:
〈f1us ⊗ z1, f2ut ⊗ z2〉1 =
z1pi(〈f1us, f2ut〉E)(z2) =

z1f1(s · x)f2(s · x)γ(s−1t)z2 if s−1t ∈ Gx
0 otherwise
(2.3.2)
Whereas
〈U(f1us ⊗ z1), U(f2ut ⊗ z2)〉2 = 〈f1(s · x)ξs ⊗ z1, f2(t · x)ξt ⊗ z2〉1 =
z1f1(s · x)f2(s · x)γ(s−1t)z2 if s−1t ∈ Gx
0 otherwise
(2.3.3)
With this equivalence in hand, we can describe the dimension of the irreducible
representations:
Proposition 2.3.10. (Lemma 2.8 from [32]) For (x, γ) ∈ X×Gˆ let pix,γ : A→
B(Hx,γ) be the aforementioned representation. Then dimHx,γ = [G : Gx]. In
particular, pix,γ is finite dimensional if and only if Gx has finite index in G.
Proof. If {si} a complete representative set for G/Gx then {ξsi} is an orthonor-
mal set, which we can see by computing the inner product
< ξsi , ξsj >=

1 if si = sj
0 otherwise
To see that the span of this set is dense in Hx,γ note that the tensor product
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in Cc(G)⊗Cc(Gx) C means that for s ∈ Gx, t ∈ G, and z ∈ C we have
(ξsξt)⊗ z = ξt ⊗ γ(s)z
so that representatives of G/Gx are sufficient to span all basis elements.
2.3.3 Morita Equivalence
This discussion of Morita equivalences is derived from Chapters 2 and 3 of [28].
Definition 2.3.11. Let A and B be two C∗-algebras. An A−B imprimitivity
bimodule is a set E which is a full Hilbert left A-module and a full Hilbert
right B-module (in particular, it has two inner products, A〈 , 〉 and 〈 , 〉B with
values in A, B, respectively) such that A〈x, y〉z = x〈y, z〉B for all x, y, z ∈ E.
If there exists an A − B imprimitivity bimodule, we say that A and B are
Morita equivalent.
The imprimitivity bimodule allows us to induce ideals and representations from
A to B and vice versa in what’s called the Rieffel correspondence. Therefore
Morita equivalence means that we have an equivalence of the primitive ideal
space, in particular:
Theorem 2.3.12. Let E be an A−B imprimitivity bimodule and pi is a rep-
resentation of B. Then IndE(pi) is irreducible if and only if pi is irreducible.
Moreover, Induction of representations, when restricted to irreducible repre-
sentations, gives a homeomorphism of the primitive ideal space of A and B.
Proof. See Chapter 3 of [28].
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There is a particular type of relationship between two C∗-algebras - when one
is a sub-algebra of another - that allows us to show Morita equivalence.
Definition 2.3.13. Let A be a C∗-algebra p ∈ A be a projection. The sub-
algebra B := pAp is called a corner. It is a full corner if, additionally, ApA
is dense in A, in which case p is called a full projection.
Using the above notation, let E = pA. Then E is an A− B imprimitivity bi-
module with A-valued inner product A〈x, y〉 = xy∗ and B-valued inner product
〈x, y〉B = x∗y.
Lemma 2.3.14. (Lemma 2.10 from [32]) Let A be a C∗-algebra and e ∈ A
a full projection so that E = eA is the natural (eAe,A)-imprimitivity bimod-
ule. Let pi by a non-degenerate representation of A. Then IndEpi is unitarily
equivalent to (pi|eAe, pi(e)H). In particular dim(IndEpi) = dim(pi(e)H) when
the latter is finite.
Proof. Let U : eA⊗A Hpi → pi(e)Hpi be given by
ea⊗ ξ 7→ pi(ea)ξ
We first show that U ∈ B(eA⊗A Hpi, pi(e)Hpi) is unitary. Note that the inner
product on E as a right Hilbert A-module with values in A is given by
〈ea, eb〉E−A = (ea)∗eb
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The inner product on the induced Hilbert space is then
〈ea⊗ ξ1, eb⊗ ξ2〉Ind = 〈ξ1, pi(< ea, eb >E−A)ξ2〉Hpi
= 〈ξ1, pi(ea)∗pi(eb)ξ2〉Hpi
= 〈pi(ea)ξ1, pi(eb)ξ2〉Hpi
On the other hand, in Hpi we have
〈U(ea⊗ ξ1), U(eb⊗ ξ2)〉Hpi = 〈pi(ea)ξ1, pi(eb)ξ2〉Hpi
To show unitary equivalence we proceed to examine U(Indepi) and pi|eAeU . We
have
U(IndE)(pi)(ebe)(ea⊗ ξ) = U(ebea⊗ ξ) = pi(ebea)ξ
On the other hand we also have
pi(ebe)U(ea⊗ ξ) = pi(ebe)pi(ea)ξ = pi(ebea)ξ
This shows that U(IndE)(pi)(ebe)U
∗ = pi(ebe) and gives the unitary equivalence
of the representations IndEpi and pi|eAe.
If we are working with a C∗-dynamical system, by which we mean a pair (A, σt)
where A is a C∗-algebra and σt is a group of automorphisms of A parametrised
by t ∈ R, then we will require an R-equivariant form of the above. Let (A, σAt )
and (B, σBt ) be two such systems and let E be an (A,B)-imprimitivity bimod-
ule. We follow [32] in the following definition and proposition:
Definition 2.3.15. The imprimitivity bimodule E is an R-equivariant im-
primitivity bimodule if there is a group of isometries Ut on E parametrised by
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t ∈ R such that
A〈Utx, Uty〉 = σAt (A〈x, y〉)
and
〈Utx, Uty〉B = σBt (〈x, y〉B)
for any x, y ∈ E and t ∈ R. If there exists such a bimodule between to dynam-
ical systems then they are said to be R-equivariantly Morita equivalent.
Proposition 2.3.16. Let E be an R-equivariant imprimitivity bimodule for
C∗-dynamical systems (A, σAt ) and (B, σ
B
t ). Then the Rieffel homeomorphism
IndE : PrimB → PrimA is R-equivariant, id est, for a representation pi : B →
H the two representations of A are unitary equivalent:
IndE(pi ◦ σBt ) : A→ B(E ⊗pi◦σBt H)
(IndEpi) ◦ σAt : A→ B(E ⊗pi H)
Proof. Let H1 be the Hilbert space E ⊗pi◦σBt H with the inner product
〈e1 ⊗ ξ1, e2 ⊗ ξ2〉1 = 〈ξ1, pi ◦ σBt (〈e1, e2〉E−B)ξ2〉H
and H2 be the Hilbert space E ⊗pi H with inner product
〈e1 ⊗ ξ1, e2 ⊗ ξ2〉2 = 〈ξ1, pi(〈e1, e2〉E)ξ2〉H
so that IndE(pi ◦ σBt ) : A → B(H1) and (IndEpi) ◦ σAt : A → B(H2). Since E
is R-equivariant we have a parameterized group of isometries Ut on E, so let
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T : H1 → H2 by given by
T (e⊗ ξ) = Ut(e)⊗ ξ
noting that the tensor products are over different rings. We can see that this
map is unitary:
〈T (e1 ⊗ ξ1), T (e2 ⊗ ξ2)〉2 = 〈Ut(e1)⊗ ξ1, Ut(e2)⊗ ξ2〉2
= 〈ξ1, pi(〈Ute1, Ute2〉E)ξ2〉H
= 〈ξ1, pi ◦ σBt (〈e1, e2〉E)ξ2〉H
= 〈e1 ⊗ ξ1, e2 ⊗ ξ2〉1
Furthermore, we have that
(
T · IndE(pi ◦ σBt )(a)
)
(e⊗ ξ) = Ut(ae)⊗ ξ1
While on the other hand we have
(
(IndEpi) ◦ σAt (a) · T
)
(e⊗ ξ) = σAt (a)Ut(e)⊗ ξ = Ut(ae)⊗ ξ
We are using the fact that σAt (a)Ut(e) = Ut(ae), which follows from the axioms
of an R-equivariant imprimitivity bimodule.
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Chapter 3
Constructions involving the ring
of S-integers
This chapter is concerned with the construction of Bost-Connes systems and
the study of its various ingredients. Our construction of a Bost-Connes system
for function fields is largely inspired by [30], which associates a system to
an arbitrary extension K ′/K and a choice of a finite set S of primes of K
to exclude. We interpret these excluded primes as taking the place of the
Archimedean places in a number field. Our construction differs in that we
only allow an arbitrary choice of S. Once the primes are chosen they will
construct for us a field extension Kab(S). In Section 3.1 we will define the
topological monoid which will serve as the underlying topological space for the
Bost-Connes system. We will also prove various technical results needed in
subsequent chapters. In Section 3.2 we will describe the C∗ algebra of the Bost-
Connes system as a semigroup crossed product and show how it relates to a
group crossed product algebra. Finally in 3.3 we describe how our construction
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relates to other Bost-Connes systems for function fields.
3.1 The Topological Monoid underlying the
Bost-Connes System
Let K be a global function field and let S ⊂ SK be a finite set of primes of K.
The goal for this section is to define the underlying monoid for a Bost-Connes
systems and study some of its properties. In the number field case the key
ingredient is the ring of finite adeles and the maximal abelian Galois group.
In our function field setting we have two options: we can say that all primes
(and thus all adeles) are finite, which is the option taken in [13] and [26]; or we
can arbitrarily nominate a finite number of primes to be excluded in the same
way that one would exclude the Archimedean primes in the number field case.
The former approach lacks an analogue of the ring of integers and analogous
objects with the number field case are not well-behaved, in particular its class
numbers are not finite. The latter approach is taken in [22] and [30], among
others. The downside here is that one is forced to work with a Galois group
Gal(L/K) that is a quotient of the maximal abelian Galois group. However,
this approach more closely matches the explicit class field theory described in
[21] and [20], where it is shown that
Kab = Kab,p1 ·Kab,p2
where Kab,p is the maximal abelian extension of K that is totally split at p
and where p1 and p2 are distinct. Our approach is similar to [22] in that our
choice of prime specifies a field extension, but we allow an arbitrary finite set
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of primes rather than a single one.
Our construction can be regarded as a special case of [30]. There the author
required both a choice of a finite set of primes of K as well as a field exten-
sion L/K. In our case the choice of primes enforces a field extension that
exhibits certain analogues with the number field case that we will study in the
subsequent chapters.
Our construction will proceed as follows: Given S, we will describe a subgroup
B ⊂ A∗(K). We will embed this subgroup into the Weil group and thus the
maximal abelain Galois group G(Kab/K). Then we will take the fixed field
and appropriate quotient. Having assembled the two main ingredients, we will
define the underlying monoid for a Bost-Connes system associated to function
fields. Along the way we will prove several facts that will be useful in later
chapters.
For this section K will always denote a global function field. The map i :
A∗R(K)→ A∗(K) will always be given by
(ap)p6∈R 7→ (a′p)p∈SL a′p =

1 p ∈ R
ap p /∈ R.
By abuse of notation we will use i for any set R ⊂ SK . We will under-
stand A∗S(K) to be implicitly embedded into A∗(K) via i and will omit writing
i(A∗S(K)) or i(ap) for (ap) ∈ A∗S(K) in that case.
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3.1.1 The Subgroup B ⊂ A∗(K)
Let K∗S be the diagonal embedding K
∗ into A∗S(K), and then define
B := K∗S ·K∗
where the closure is taken in A∗(K).
Proposition 3.1.1. The pre-image i−1(B) in A∗S is equal to K∗S, moreover,
i−1(B) ⊆ K∗S · Oˆ∗S.
Proof. Let KS∗ denote the image of K∗ under the injection K∗ ↪→ ∏p∈SK∗p .
Then we have that K∗ ·K∗S = KS∗ ·K∗S. From this it follows that i−1(K∗ ·K∗S) =
K∗S. Note that i(A∗S) is closed in A∗S; to see this it is enough to consider that a
converging sequence {(anp )}∞n=0 in i(A∗S) must converge to an (ap) with ap = 1
for all p ∈ S. Because of this fact, and since i : A∗S → A∗ is a homeomorphism
onto i(A∗S), we have that i preserves closures when restricted to A∗S, so that
i−1(B) = K∗S. For the second part note that K
∗
S · Oˆ∗S is a union of open sets
and is open. Since open subgroups are also closed and since it contains K∗S we
have that K∗S ⊆ K∗S · Oˆ∗S.
Proposition 3.1.2. The subgroup B is closed and not open in A∗(K).
Proof. Since B is obviously closed we only show that it is not open. Let BS be
the image of B under the projection pi : A∗  A∗S. If B is open then BS would
also be open. We show that this is a contradiction: If BS were open it would
necessarily contain a basic open set in its interior. Following our notation in
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Chapter 2, a basic open set U in A∗ is given by
U =
∏
p∈R
Up ×
∏
p/∈R
O∗p
where Up is an open subgroup of K
∗
p and where R is a finite subset of SK , and
let US := pi(U). If US ⊂ BS then by Prop. 3.1.1 we know that K∗S∩US is dense
in US. Note that the kernel of the map x 7→ (vp(x))p∈R\S for x ∈ K∗S ∩ US is
the constant field, F∗q. This means we have an injective map
K∗S ∩ US
/
F∗q →
∏
p∈R\S
Z× {0}.
This injection means that K∗S ∩ US is finitely generated.
Recall that 1 +p is a direct summand of O∗p and that by [27] Chapter II, Prop.
5.7 we have that 1 + p ∼= ZNp (p here refers to the characteristic of the residue
field of Op.) This means that we may project 1 + p onto Zp and that the map
US 
∏
p/∈R∪S
O∗p 
∏
p/∈R∪S
Zp 
∏
p/∈R∪S
Z/pZ
∏
p∈F
Z/pZ
is surjective, for any F ⊂ SK \ R. But this is a contradiction as US is the
closure of the finitely generated set K∗S ∩ US, whereas the minimal number of
generators of
∏
p∈F Z/pZ can be arbitrarily large.
Definition 3.1.3. By Corollary 2.2.14 we know that B must be associated
with an infinite extension. Denote this extension by Kab(S). It is the field
fixed by the subgroup ϑK(K∗S ·K∗). Denote the corresponding Artin map by
ϑKab(S) : A∗ → Gal(Kab(S)/K).
Note that ϑKab(S) = q ◦ ϑK where q : Gal(Kab/K) → Gal(Kab(S)/K) is the
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quotient map.
The next two technical lemmas provide us with important facts for the later
chapters.
Lemma 3.1.4. The image ϑKab(S)(A∗S) is dense in Gal(Kab(S)/K).
Proof. By Lemma 2.2.13 we know that ϑK(A∗(K)) is dense in Gal(Kab/K),
therefore it is also dense in
Gal(Kab(S)/K) = Gal(K
ab/K)
/
ϑK(B) .
Additionally, we have that
A∗(K) ⊂ A∗S(K) · i(
∏
p∈S
K∗p ).
We will show that ϑKab(S)(A∗S(K)) = ϑKab(S)(A∗(K)). This amounts to show-
ing that i(
∏
p∈SK
∗
p) ⊂ B. By the Strong Approximation Theorem (2.2.1) K
is dense in
∏
p∈SKp so for any (bp)p∈S ∈
∏
p∈SK
∗
p we can find a sequence k
n
such that (knp )p∈S converges to (bp)p∈S. Then (k
n
p ) · i((knp )p6∈S)−1 = i((knp )p∈S)
so that (knp ) ∈ K∗ ·K∗S. Id est, i(bp)p6∈S ∈ B.
Lemma 3.1.5. Let R ⊂ SK \ S be a finite set of primes and for each p ∈
R let ξp : K∗p → T be a character on K∗p . There exists a character χ :
Gal(Kab(S)/K)→ T such that χ ◦ ϑKab(S)|K∗p = ξp for all p ∈ R.
Proof. By Theorem 5 of Chapter X of [1] we have that there exists a character
ξ : A∗(K) /K∗ → T whose restrictions to each K∗p for each p ∈ R is equal
to ξp and whose restriction to K
∗
p for each p ∈ S is trivial. We claim that
ξ(B := K∗ ·K∗S) = 1. To see this note that continuity of characters means
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that it suffices to show that ξ(K∗ · K∗S) = 1 and that since K∗ ⊂ ker ξ by
definition, we only need that ξ(K∗S) = 1. Any (ap) ∈ K∗S can be written as
(ap) = x · (bp) with x ∈ K∗ and bp = 1 for p /∈ S and bp = x−1 for p ∈ S.
By construction ξ ◦ i(bp) = 1 for all p ∈ SK , so we conclude that ξ(B) = 1.
The claim means that map extends to a character ξ : A∗(K) /B → T. By
Prop. 2.2.7 we have that ϑK : A
∗(K) /B ∼= W ab
/
ϑK(B) . This proves that
there exists a character of the Weil group χ := ξ ◦ ϑ−1
Kab(S)
that exhibits the
required properties. The kernels of characters of either the Weil group or the
Galois group are in one-to-one correspondence with the open subgroups of
finite index, and by Theorem 2.2.11 these subgroups of the Weil group and
Galois group are in one-to-one correspondence with each other. In particular,
the map from Weil group to the Galois group is given by taking the closure of
the subgroup in question.
Proposition 3.1.6. For p′ ∈ SK \ S, the map ιp′ : K∗p′ → A∗(K)/B by
x 7→ [(ap)], where ap′ = x and ap = 1 for all other p 6= p′, is injective.
Proof. Let x ∈ ker ιp′ , x 6= 1 and choose a character ξ ∈ Kˆ∗p′ such that ξ(x) 6= 1.
By Lemma 3.1.5 we have a character χ : Gal(Kab(S)/K) → T such that
χ ◦ ϑK |K∗
p′
= ξ and χ ◦ ϑK |K∗p = 1 for all p ∈ S. We have a commutative
triangle
K∗p′ A
∗(K) /B
Gal(Kab(S)/K)
ιp′
ϑ
Kab(S)
◦i
ϑ
Kab(S)
Therefore 1 = χ ◦ ϑKab(S) ◦ ιp′(x) = χ ◦ ϑKab(S) ◦ i(x) = ξ(x), which is a
contradiction.
This next lemma uses notation from Section 2.2.2.
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Proposition 3.1.7. Let p′ ∈ SK\S with N := NS(p′). There exists a character
χ : Gal(Kab(S)/K) → T such that χ(p′) = e 2piik for some k ∈ N, k > 2 and
χ(p) = 1 for all other p ∈ SK \ S with NS(p) = N . We say that such a
character is a character with distinguished prime p′.
Proof. The proof of Prop. 2.1.2 tells us that there are only finitely many
primes p with NS(p) = N . For each prime p 6= p′ such that NS(p) = N let
ξp : K
∗
p → T be the local trivial character, and for p′ let ξ′p : K∗p′ → T be a
character such that ξp′(pip′) = e
2pii
k for some k ≥ 3 and ξp′(O∗p) = 1. The result
follows from Lemma 3.1.5.
3.1.2 An Example
Before continuing on to define the underlying monoid of our Bost-Connes sys-
tem we will explore an explicit example of a Kab(S). While function fields do
not generally have a distinguished prime, the rational function field k = Fq(T )
does; let ∞ denote the prime whose valuation is
v∞
(f(T )
g(T )
)
= deg(g)− deg(f).
We will use the Carlitz module to construct a class of extensions of k that have
a distinguished finite subset S of primes lying above ∞.
Let k〈τ〉 be the ring of polynomials in τ with coefficients in k = Fq(T ). The
multiplication in k〈τ〉 is : τa = aqτ for all a ∈ k. The Carlitz module is defined
as the Fq-algebra homomorphism
ρ : Fq[T ]→ k〈τ〉 given by T 7→ ρT = T + τ.
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For example, we can compute ρT 2 :
ρT 2 = ρTρT = (T + τ)(T + τ) = τ
2 + (T q + T )τ + T 2.
For any non-zero polynomial a ∈ Fq[T ] we note that ρa(τ) is a polynomial with
coefficients in k. So we can ask for solutions to the equation ρa(τ) = 0. This
leads us to define the Fq[T ] module:
Λρ(a) := {λ ∈ k¯ : ρa(λ) = 0}
It is known (in say, [29] and others) that the field Kρ,a := k(Λρ(a)) is an abelian
extension of k. This class of extensions does not produce all abelian extensions.
For one, these fields are geometric and their union does not include the max-
imal extension of the constant field. In [21] Hayes proved an analogue of the
Kronecker-Weber theorem for global function fields - every abelian extension
of k is a compositum of the union of all such Kρ,a, F¯qk, and the union of all
fields Ln, where Ln is a specific sub field of k(Λρ′(a)), with ρ
′ : Fq[ 1T ] → k〈τ〉
being the Carlitz module for Fq[ 1T ]. In particular we have:
Theorem 3.1.8. Let Sρ,a denote the set of primes in Kρ,a lying above ∞.
Then
#Sρ,a =
Φ(a)
q − 1
Where
Φ(a) = #
(Fq[T ]/(a)).
Proof. See Chapter 12 of [29].
From the above theorem, we can see fields of the form Kρ,T−c for c ∈ Fq have a
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single distinguished prime; the prime ∞ either ramifies completely or remains
inert. These fields are an analogue of the imaginary quadratic number fields.
Proposition 3.1.9. Let K = Kρ,T−c and S = Sρ,T−c = {∞} as above. The
group of units O∗S is finite.
Proof. Combine Theorem 3.1.8 with Prop. 2.1.1.
We will revisit this example in Section 4.2.1.1 when we consider the primitive
ideal space of our Bost-Connes algebra and its relation to the S-class number,
which we denote by hS. By Theorem 2.1.2 we know that hS is finite for non-
empty S. In principle one could compute this number for S = Sρ,T−c, or any
other S. In practice this is quite difficult. Prop. 2.1.3 suggests one might began
by calculating size of the class group of 0-degree divisors. Some examples of
computed S-class numbers can be found in [2], though these are for various
sets S resulting from computing a ray class field and not necessarily from the
example discussed here.
3.1.3 The underlying monoid and actions of the divisors
Consider the topological space AS(K) × Gal(Kab(S)/K). This space comes
with a natural associative multiplication from the multiplication on the ring
AS(K) and the group Gal(Kab(S)/K) turning it into a topological monoid.
Oˆ∗S(K) acts on this monoid by
(rp) · ((ap), γ) 7→ ((aprp), ϑKab(S)(rp)−1γ)
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Definition 3.1.10. The topological monoid XK,S is defined as
XK,S := AS(K)×Gal(Kab(S)/K)
/
Oˆ∗S(K) .
It is easy to see that multiplication of AS(K)×Gal(Kab(S)/K) is well-defined
in the quotient, which XK,S then inherits.
Fix a standard split s : DS(K) → A∗S(K) and let (dp) := s(D) denote the
image of an S-divisor D =
∑
pDpp.
Definition 3.1.11. DS(K) acts on XK,S by:
D · [(ap), γ] = [(apdp), ϑKab(S)(dp)−1γ]
It is important to note that the quotient by Oˆ∗S(K) means that this action does
not depend on the choice of split. It is also clear that D · ([(ap), γ] · [(bp), δ]) =
(D · [(ap), γ]) · [(bp), δ].
Definition 3.1.12. The Deligne-Ribet monoid YK,S is the topological sub-
monoid of XK,S:
YK,S := OˆS(K)×Gal(Kab(S)/K)
/
Oˆ∗S(K) .
YK,S inherits the multiplication and unit of XK,S; it is clear that it is closed
under this multiplication.
We will only consider the action of the effective divisors D+S (K) on YK,S, as an
arbitrary divisor may take an element of YK,S to the larger space XK,S. Note
that YK,S is both open under the subspace topology and compact.
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We have a result regarding this action that is analogous to Lemma 4.1 in [11]
concerning the maximal abelian Galois group for global fields:
Lemma 3.1.13. The image if the map
ι : D+S (K)→ YK,S by ι(D) = D · [1, 1] = [s(D), ϑKab(S) ◦ s(D)−1]
is dense in YK,S.
Proof. The proof follows from two steps:
1. The subspace
Z =
∐
D∈D+S
{[s(D), α] : α ∈ Gal(Kab(S)/K)}
is dense in YK,S.
2. The subspace Z is contained in the closure of the image of D+S in YK,S.
For the first step, let [(ap), α] ∈ YK,S and enumerate the primes of SK \ S
as {p1, p2, . . .}. Since for each prime p, elements of the local ring Op can be
written as r · pinp where r ∈ O∗p, n ∈ N, and pip a uniformizer; we can write
(ap) = (rp) ·(up) where (rp) ∈ Oˆ∗S(K) and each up = pinpp , np ∈ N∪{∞}. Define
an effective divisor Dj =
∑j
i=1 min(np, j)pj. Then we have s(Dj) converges to
(up) as j →∞ in OˆS(K). By definition [(ap), α] = [(up), ϑB(rp)α], so we have
also found a sequence [s(Dj), ϑB(rp)α] in Z that converges to [(ap), α].
For the second step we need to show that given an α ∈ Gal(Kab(S)/K) and
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an effective divisor D, we can find a sequence of effective divisors Dj such that
lim
j→∞
[s(Dj), ϑB ◦ s(Dj)−1] = [s(D), α].
Let K = K0 ⊂ K1 ⊂ K2 ⊂ . . . ⊂ Kab(S) be a tower of finite extensions of K
contained within Kab(S) so that we have Gal(Kab(S)/K) = lim←−Gal(Kj/K)
and define pj : Gal(K
ab(S)/K) → Gal(Kj/K) to be the quotient map. By
Chebotarev’s Density Theorem ([29] Theorem 9.13A) we know that for each
σ ∈ Gal(Kj/K) that there are infinitely many primes p ∈ SK \ S unramified
in Kj such that FKj/K(p) = σ, where FKj/K is the Frobenius automorphism.
Additionally, for p unramified in Ki we have by Theorem 2.2.5 that pj ◦ ϑB ◦
s(p) = FKj/K(p), which informs us that the map pj ◦ ϑB ◦ s : R→ Gal(Ki/K)
is surjective for every co-finite subset R ⊂ SK \S. In particular, for each j ∈ N
we can chose a prime pj such that:
pj(ϑB ◦ s(pj)−1) = pj(α · ϑB ◦ s(D))
and such that we never chose the same prime twice. Now let Dj = D + pj.
For each j we have that ϑB ◦ s(Dj)−1 maps to the same element as α under
pj, thus ϑB ◦ s(Dj) converges to α and the result follows.
3.2 Crossed product C∗-algebras
In this section will we define the Bost-Connes system for a global function field
excluding a finite, non-empty set of primes S. We will show that it is Morita
equivalent to dynamical system of a group crossed product. The results in this
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section are analogs of basic facts from other versions of a Bost-Connes system.
Let 1YK,S ∈ C0(XK,S) o DS(K) be the projection which takes values 1 on
elements of YK,S and 0 otherwise.
Definition 3.2.1. The Bost-Connes C∗ algebra for a global function field
K excluding primes S is the C∗ algebra AK,S
AK,S := 1YK,S
(
C0(XK,S)oDS(K)
)
1YK,S .
We define a time evolution on this algebra via the S-divisor norm:
σt(f) = f σt(uD) = NS(D)
ituD
(AK,S, σt) is the Bost-Connes system.
It is clear from the definition that AK,S is a corner of group crossed product.
To enable us to use the machinery developed in in Section 2.3, our next task
will be to show Morita equivalence between AK,S and C0(XK,S)oDS(K). Note
that the time evolution from Definition 3.2.1 also applies to C0(XK,S)oDS(K).
Proposition 3.2.2. AK,S is a full corner of C0(XK,S)oDS(K). Consequently,
AK,S and C0(XK,S)oDS(K) are R-equivariantly Morita equivalent.
Proof. First let us recall the action of DS on XK,S:
D · [(ap), γ] = [(apdp), ϑ(dp)−1γ]
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By considering the orbit DS · OˆS, we can see that
AS =
⋃
D∈DS
D · OˆS(K)
since the action of a divisor np · OˆS(K) introduces all possible valuations at
the p-place. Therefore we can write that
XK,S =
⋃
D∈DS
D · YK,S.
Let E ⊂ C0(XK,S) denote the sub-algebra of functions that have support in
only a finite union of D · YK,S. Note that E is:
• Closed under complex conjugation.
• For each x = [(ap), γ] ∈ XK,S, there is some element f ∈ E such that
f(x) = 0.
• For each pair x, y ∈ XK,S, x 6= y there is an f ∈ E such that f(x) 6= f(y).
To verify the last claim note that YK,S is compact and Hausdorff thus C(YK,S)
separates points, so it follows immediately if there exists a divisor D such that
x, y ∈ D ·YK,S. If that is not the case, and D is a divisor such that x ∈ D ·YK,S
and y 6∈ D · YK,S, then we can choose any continuous function f with support
only in D ·YK,S and with f(x) 6= 0; clearly f(x) 6= f(y). These claims combine
to give us that E is dense in C0(XK,S) by the Stone-Weierstrass theorem for
locally compact spaces.
Let V be the span of elements {f1YK,Sg : f, g ∈ C0(XK,S)o DS(K)}. Clearly
V contains elements of the form fuD1YK,Sgu−D with f, g ∈ C0(XK,S) and
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D ∈ DS(K).
fuD1YK,Sgu−D(x) = flD(1YK,S)lD(g)(x) =

f(x)g((−D) · x) if x ∈ D · YK,S
0 otherwise
It is easy to see that the span of such functions contains the space of continuous
functions with support in a finite union of D·YK,S, thus E ⊂ V and C0(XK,S) ⊂
V . Note that C0(XK,S) embedded as C0(XK,S)u0 in C0(XK,S)oDS generates
the entire space as an ideal (u0 is the unitary related to the 0-divisor). Hence
V is dense in C0(XK,S)oDS(K).
We have shown that AK,S is a full corner of C0(XK,S) o DS(K). To see R-
equivariance note that ourA−B imprimitivity bimodule isE = 1YK,S(C0(XK,So
DS(K)) with A = C0(XK,S)oDS(K) and B = 1YK,SA1YK,S . Let Ut = σt|E. To
show that this is a family of isometries first note that the norm on E is given
by
‖x‖E = ‖A〈x, x〉‖ = ‖xx∗‖ = ‖x∗x‖ = ‖〈x, x〉B‖
for x ∈ E. By linearity it suffices to show that Ut is an isometry for elements
of the form x = 1YK,SfuD. So then we have that
‖Utx‖E = ‖A〈Utx, Utx〉‖ = ‖A〈NS(D)itx,NS(D)itx, 〉‖ = ‖A〈x, x〉‖‖ = ‖x‖E.
It remains to show that the family obeys the laws:
A〈Utx, Uty〉 = σt(A〈x, y〉)
and
〈Utx, Uty〉B = σt(〈x, y〉B)
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for any x, y ∈ E. Again it will suffice to show this for x = 1YK,SfuD and
y = 1YK,SguF . For the first relation we start by computing
σt(A〈x, y〉) = σt(xy∗)
= σt(1YK,SfuDu
∗
Fg
∗1YK,S)
= σt(1YK,Sfg
∗lD−F (1YK,S)uD−F )
= NS(D − F )it1YK,Sfg∗lD−F (1YK,S)
= NS(D − F )itxy∗.
On the other hands we have
A〈Utx, Uty〉 = A〈NS(D)itx,NS(F )ity〉
= NS(D − F )itxy∗
= σt(xy
∗).
Similarly, for the inner product with values in B we also have that
σt(〈x, y〉B) = σt(x∗y) = NS(F −D)itx∗y.
And we complete the proof by computing:
〈Utx, Uty〉B = 〈NS(D)itx,NS(F )ity〉B
= NS(F −D)itx∗y
= σt(x
∗y).
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For clarity’s sake we will describe the primitive ideals of AK,S in terms of the
better-understood C0(XK,S)oDS(K) using the machinery from Section 2.3.3.
Proposition 3.2.3. Let pix,γ : C0(XK,S) o DS(K) → B(H)) denote the irre-
ducible representation described in Section 2.3.2. Then pi0 : AK,S → B(H0)
with pi0 = pix,γ|AK,S and H0 = pix,γ(1YK,S)Hx,γ is unitarily equivalent to the rep-
resentation of AK,S that corresponds to pix,γ under the Rieffel homeomorphism.
Proof. This is a straightforward application of Lemma 2.3.14 with e = 1YK,S .
The sub-algebra 1YK,S ·C0(XK,S)oDS(K) ·1YK,S is equal to AK,S, so the result
follows.
3.3 Relationship with other constructions
It is already clear that our construction of the Bost-Connes system is a special
case of that in [30]. The construction in [22] allows for a single choice of prime
p0, from which the author constructs via Drinfeld modules an extension K/K
that satisfies
Kab,p0 ⊂ K ⊂ Kab
where by Kab,p0 we mean the maximal abelian extension of K that is totally
split at p0. If we let S = {p0} then by Prop. 4.2.8 we have that KS is closed
in A∗S(K). Further, the same proof works for empty S, id est, K is also closed
in A∗(K). This means that B = KS ·K. We can also write as B = K ·Kp0 ,
where we treat Kp0 as though it were embedded into A∗(K) with 1’s in the
places p 6= p0. It was shown in [30] (Prop. 1.3.7) that the fixed field of K ·Kp0
is in fact Kab,p0 .
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Chapter 4
Primitive Representations and
their dynamics
This chapter investigates the C∗-algebra of the Bost-Connes system along with
its dynamics. We show that the methods of Takeishi in [32] can be used to
derive new results for analogous objects in the function field case. The first of
our two main results is:
Theorem 4.1. Let K be a global function field and and S a non-empty finite
subset of primes of K. If hS denotes the S-class number of K and AK,S the
C∗-algebra of the Bost-Connes system for K at S then the irreducible repre-
sentations of AK,S have either dimension hS or have infinite dimension.
The analogous theorem of Takeishi recovers the narrow class number of number
fields from the primitive ideals of the C∗-algebra. As discussed in Chapter 2,
the narrow class group excludes the real Archimedean primes. Our philosophy
is to use the finite, non-empty subset S of primes of K to be an arbitrary
choice of “Archimedean” primes, and thus the S-class group is the appropriate
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object in the function field setting. The proof of this result relies on William’s
Theorem 2.3.7 in the same manner as Takeishi, though the connection to the
class field theory reflects the differences in the function field case. The result
is obtained entirely from the C∗-algebra of the Bost-Connes system and does
not rely on its dynamics.
When considering the dynamics, we are able to proof our second main result:
Theorem 4.2. Let K and L be function fields such that there exists finite
sets of primes S and R of K and L, respectively, which yield R-equivariantly
isomorphic Bost-Connes systems (AK,S, σKt ) and (AL,R, σLt ). Then there exists
a group isomorphism φ : PS(K) → PR(L) that preserves the S-norm map, id
est, NR(φ(divS(f))) = NS(divS(f)) for all f ∈ K.
These two results together generalize the work in [32] to the function field
setting.
Section 4.1 of this chapter will explore the action of the S-divisor group DS(K)
on the underlying monoid XKS . In doing so, we’ll develop a proof Theorem
4.1. The main work is done in Prop 4.1.1, which relates the isotropy group to
the kernel of a special quotient of the Artin map.
Section 4.2 computes the primitive ideal space of the underlying C∗ algebra
and investigates the dynamics of it. We show that the methods and results
of [32] on the primitive ideal space are fully compatible with the framework
described here and, together with the dynamics of the C∗ algebra, can be
used to recover dual of the principal S-divisor group and S-norm. The section
concludes with a proof of Theorem 4.2.
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4.1 The action of DS(K) on XK,S
Let x ∈ XK,S. We know from Chapter 3 that DS(K) acts on XK,S, so let DS,x
denote the isotropy group of S-divisors that fix x.
Proposition 4.1.1. Let K be a global function field, S a finite, non-empty
subset of SK, and let x = [(ap), γ] ∈ XK,S. If (ap) = 0 then [DS(K) : DS,x] =
|ClS|, the S-class number of K, otherwise [DS(K) : DS,x] =∞.
Proof. Suppose (ap) 6= 0. Let r be a prime of K with ar 6= 0, and let D =∑
pDpp ∈ DS,x. Recall that, assuming we have fixed a standard split s, we
write (dp) = s(D). As D · x = x, we have that (apdp) = (apr−1p ) for some
(rp)
−1 ∈ Oˆ∗S(K), this means that we have ardrrr = ar, in other words, that
dr ∈ O∗r and Dr = 0. Therefore we see that the S-divisor nr−mr is not in DS,x
when n 6= m. That is, nr 6∈ mr + DS,x and so we must have infinitely many
distinct cosets in DS(K)
/
DS,x .
Now let (ap) = 0. By definition we have that DS,x = {D ∈ DS(K) :
D · [0, γ] = [0, γ]}. Recall the action of DS(K) on XK,S: D · [(ap), γ] =
[(apdp), ϑKab(S)(dp)
−1γ]. Since XK,S is defined up to a quotient of the image
Oˆ∗S(K) under the Artin map, we have:
DS,x = {
∑
p
Dpp ∈ DS(K) : ϑKab(S)(dp) = ϑKab(S)(rp) for some (rp) ∈ Oˆ∗S(K)}.
In other words, DS,x is the kernel of the map
DS(K) s−→ A∗SA∗
ϑ
Kab(S)−−−−→ Gal(Kab(S)/K) −→ Gal(Kab(S)/K)
/
ϑKab(S)
(Oˆ∗S(K)) .
Note that quotient by an image of Oˆ∗S(K) on the far right hand side means
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that the full composition does not depend on the choice of split s : DS(K)→
A∗S(K).
Consider the kernel of the composition A∗S
i−→ A∗ ϑKab(S)−−−−→ Gal(Kab(S)/K). By
definition the kernel of ϑKab(S) is K∗ ·K∗S, therefore kernel of the composition
is equal to i−1(K∗ ·K∗S) = K∗S by Prop. 3.1.1. By the Fundamental Theorem
of Galois theory, together with Definition 3.1.3, we have that
Gal(Kab/K)
/
ϑK(K∗ ·K∗S) ∼= Gal(K
ab(S)/K)
and therefore we also have
Gal(Kab/K)
/
ϑK(K∗ ·K∗S · Oˆ∗S(K))
∼= Gal(Kab/K)
/(
ϑK(K∗ ·K∗S) · ϑK(Oˆ∗S(K))
)
∼= Gal(Kab(S)/K)
/
ϑKab(S)
(Oˆ∗S(K))
again by Definition 3.1.3. It follows that the kernel of the map
A∗S → A∗ → Gal(Kab/K)
/
ϑK(K∗ ·K∗S · Oˆ∗S(K))
is i−1(K∗ ·K∗S) · Oˆ∗S(K) = K∗S · Oˆ∗S(K) by Prop. 3.1.1. If we note that
s−1(K∗S · Oˆ∗S(K)) = ad(K∗S · Oˆ∗S(K)) = PS(K),
then we have that DS,x = PS(K).
Proposition 2.3.10 together with the above result means that the irreducible
representations of C0(XK,S)oDS(K) have either infinite dimension or dimen-
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sion equal to the S-class number of K. We have demonstrated earlier that
C0(XK,S) o DS(K) is Morita equivalent to the Bost-Connes algebra AK,S as-
sociated to K with primes S excluded. As stated, Morita equivalence gives
us an equivalence of the categories of representations of the two algebras, but
this categorical equivalence says nothing about preserving the dimension of the
representations themselves. We show this with the following result:
Corollary 4.1.2. The irreducible representations of the C∗ algebra C0(XK,S)o
DS are either of infinite dimension or of dimension equal to the S-class number
of K. Consequently, the same is true for AK,S.
Proof. The first part is obvious, so we only show that the irreducible represen-
tations of AK,S have the same dimension. Let x = [ρ, α] ∈ XK,S and γ ∈ DˆS.
Let the pair (pix,γ,H) denote the irreducible representation of C0(XK,S) o
DS(K) described in Section 2.3.2. By Prop. 3.2.3 we know that the repre-
sentation pi0 = pix,γ|AK,S on H0 = pix,γ(1YK,S)Hx,γ) is unitary equivalent to the
corresponding representations of AK,S. If ρ = 0 then
pix,γ(1YK,S)(ξD) = 1YK,S(D · [0, α])ξD = ξD
by definition of pix,γ and because D · [0, α] = [0, α · ϑKab(S) ◦ s(D)] ∈ YK,S for
any D ∈ DS(K), and so dimpi0 = dim pix,γ by Lemma 2.3.14. This is shown
to be the S-class number by Prop 4.1.1. It remains to show that pi0 is infinite
dimensional when ρ 6= 0.
Choose an effective divisor D ∈ D+S such that D ·x ∈ YK,S. Let p be a prime of
K such that ρp 6= 0 Then the proof of Proposition 4.1.1 shows us that each pn
is distinct in DS/DS,x for n ∈ Z, and therefore so are pn +D. This means that
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{ξpn+D} is an orthogonal family in Hx,γ. Finally, as (pn+D)x ∈ YK,S, we have
that ξpin+D ∈ pix,γ(1YK,S)Hx,γ and pix,γ(1YK,S)Hx,γ is infinite dimensional.
Theorem 4.1 follows immediately.
4.1.1 Technical Lemmas
The following three results will be used in the next section, but are included
here because the both topic and methods used are similar. Let S be a non-
empty finite set of primes of K. For a subset R of SK \ S define the symbol
ΓR as:
ΓR = {ad(ap) : a ∈ K∗S ⊂ A∗S, ap = 1 for p /∈ R} ⊂ DS(K)
and for x = [(ap), γ] ∈ XK,S, let the symbol Rx be the set {p ∈ SK : ap = 0}.
Remark 4.1.3. It is clear from the definitions that ΓSK\S = PS(K).
Lemma 4.1.4. For x ∈ XK,S, the isotropy group DS,x = ΓRx as sets.
Proof. Recall the action of DS(K) on XK,S:
D · [(ap), γ] = [(dpap), ϑKab(S)(dp)−1γ]
Where (dp) is the image of D under a standard split. If x = [(ap), γ] is fixed
under this action then we must have that s(D) ∈ Oˆ∗S(K) · kerϑKab(S) and that
vp(D) = 0 when ap 6= 0, so that dp = 1. But applying the definitions of Rx
and Γ we have
ΓRx = {ad(bp) : b ∈ K∗S, bp = 1 for ap 6= 0}
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Additionally, since K∗S = i
−1(K∗ ·K∗S) by Prop. 3.1.1 and since Oˆ∗S(K) ∈
ker ad, the condition that s(D) ∈ Oˆ∗S(K)·kerϑKab(S) is equivalent toD = ad(bp)
for (bp) ∈ K∗S.
Lemma 4.1.5. Let [(ap), γ] ∈ XK,S, then
DS(K) · [(ap), γ] = {[(bp), δ] ∈ XK,S : ap = 0 =⇒ bp = 0}
Proof. Let H = {[(bp), δ] ∈ XK,S : ap = 0 =⇒ bp = 0}. We see that
DS(K) · [(ap), γ] is a subset of H. To show the other inclusion we will find a
sequence in the orbit of [(ap), γ] that converges to [(bp), δ]. Lemma 3.1.4 allows
us to choose a sequence (cnp ) ∈ A∗S such that ϑKab(S)(cnp )→ γδ−1. For each (cnp )
define
Cn =
∑
p6∈S
vp(c
n
p )p = ad(c
n
p ) ∈ DS.
Then Cn · [(ap), γ] = [(cnpap), ϑKab(S)(cnp )−1γ]. The following lemma allows us to
choose another sequence km ∈ K∗S such that, for fixed n, km(cnpap) converges to
(bp) as m→∞. Since ϑKab(S)(km) = 1, we may take converging sub-sequences
and re-index to get a new sequence
(div(kl) + Cl) · [kl · (ap), γ)]
that converges to [(bp), δ] as l→∞.
Lemma 4.1.6. Let (ap) ∈ AS(K). Then K∗S(ap) = {(bp) ∈ AS : ap = 0 =⇒
bp = 0}.
Proof. Let H = {(bp) ∈ AS(K) : ap = 0 =⇒ bp = 0}. Clearly K∗S(ap) ⊂ H.
We will show that K∗S(ap) is dense in H. Note that AS = KS · OˆS(K). So if
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r ∈ OS(K), r 6= 0, then r is obviously in K∗ and so K∗Sr(ap) = K∗S(ap). The
set H is also invariant under multiplication by K∗ (or indeed any S-idele), so
it will suffice to prove the result for (ap) ∈ OˆS(K). Note that we may project
p : H → AR∪S(K) where R = {p ∈ S \ S : ap = 0}. In fact, this projection
is a homeomorphism, with an obvious inverse of adding 0 in the p ∈ R places.
By the Strong Approximation Theorem 2.2.1 p(K∗(ap)) is dense in AR∪S.
4.2 The Primitive Ideal Space
William’s Theorem 2.3.7 gives us a recipe to study the primitive ideal space of
the Bost-Connes algebra, we simply need to calculate the equivalence relation
on XK,S × DˆS(K):
(x, γ) ∼ (y, δ) if DS(K) · x = DS(K) · y and γδ−1 ∈ D⊥S,x
We will continue to use the notation ΓR and Rx for a subset R of SK and
x ∈ XK,S, respectively, as in the previous section. The technical lemmas in
the previous section already allow us to prove a major result:
Theorem 4.2.1. There exists a bijection (as sets) Prim(AK,S)→
⊔
R⊂SK\S ΓˆR.
Proof. Since AK,S and C0(XK,S) o DS(K) are Morita equivalent we have a
functorial correspondence between their representations which preserves irre-
ducibility. So it suffices to consider the primitive ideal space of the latter
algebra.
William’s theorem 2.3.7 states that Prim(C0(XK,S)oDS(K)) is homeomorphic
to XK,S × DˆS(K) /∼ where ([(ap), γ], χ1) ∼ ([(bp), δ], χ2) when we have
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1. DS(K) · [(ap), γ] = DS(K) · [(bp), δ] and
2. χ1χ
−1
2 ∈ D⊥S,[(ap),γ]
Define a map Ψ : XK,S × DˆS(K)→
⊔
R⊂SK\S ΓˆR by
([(ap), γ], χ1) 7→ Ψ(([(ap), γ], χ1)) = χ1|ΓR[(ap),γ]
Assume that ([(ap), γ], χ1) ∼ ([(bp), δ], χ2). By Lemma 4.1.5 the first condition
means that (ap) and (bp) are zero at the same primes. This implies that
R[(ap),γ] = R[(bp),δ]. If we combine the same lemma with Lemma 4.1.4 we have
that DS,[(ap),γ] = DS,[(bp),δ]. The second condition means that χ1 and χ2 agree
on all divisors in this set. Together we can conclude that
χ1|ΓR[(ap),γ] = χ2|ΓR[(bp),δ]
in other words, this map preserves equivalence classes, so let
Ψ˜ : XK,S × DˆS(K) /∼ →
⊔
R⊂SK\S
ΓˆR
be the map on the quotient space. To show that it is a bijection we will
explicitly define an inverse. For χ ∈ ΓˆR define (ap) ∈ AS by
ap =

1 p 6∈ R
0 p ∈ R
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and let χ′ ∈ DˆS(K) be given by
χ′(D) =

χ(D) ∈ DS,[(ap),1] = ΓR
1 otherwise
We assert that the map Φ defined by taking χ to the equivalence class repre-
sented by ([(ap), 1], χ
′) is an inverse. If ([(bp), δ], χ′′) ∼ ([(ap), 1], χ′) then we
have, as previously discussed, that R[(ap),1] = R[(bp),δ] and that χ
′ and χ′′ agree
on divisors D ∈ DS,[(ap),1], so we may conclude that
χ′′|ΓR[(bp),δ] = χ
′|ΓR[(ap),1] = χ.
In other words, Φ ◦ Ψ˜([(bp), δ], χ′′) = [[(bp), δ], χ′′]. By definition we have that
χ′|ΓR[(ap),1] = χ, so Ψ˜ ◦ Φ(χ) = χ for χ ∈ ΓˆR.
Remark 4.2.2. Before continuing our discussion of the primitive ideal space,
let us recall from Remark 4.1.3 that PS(K) = ΓSK\S. From the above we can
embed PˆS(K) ↪→
⊔
R⊂SK\S ΓˆR. Let us briefly describe the image of this embed-
ding. If χ ∈ PˆS(K) then the inverse bijection Φ described above would take
Φ(χ) to the equivalence class represented by ([0, 1], χ′). The second condition
of the equivalence relation on XK,S × DˆS(K) /∼ means that each χ gets sent to
its own equivalence class. Altogether this means that Φ(PˆS(K)) = {[(0, 1), χ′] :
χ ∈ PˆS(K)}.
The dual group ΓˆR has a non-trivial topology, though the above theorem says
nothing about the topology of either space. Following Takeishi we will describe
the topology of PrimAK,S via a continuous, open surjective map with a well-
understood topological space. But first we need to generalize a result of Laca
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and Raeburn from [25].
The quasi-orbit space Q(AS/K∗) of AS(K) is the quotient of the adele ring
by the equivalence relation defined by (ap) ∼ (bp) iff K∗S(ap) = K∗S(bp). We will
endow it with the quotient topology from AS. As we have already stated and
used, Lemma 4.1.6 shows that (ap) ∼ (bp) iff they have the same support. The
space of supports of an adele lies in the power set 2SK\S, which we equip with
the power-cofinite topology wherein the topology is generated by a basis
consisting of sets of the form:
UR := {T ∈ 2SK\S : T ∩R = ∅}
where R is any finite subset of SK \ S.
Proposition 4.2.3. The map ρ : Q(AS/K∗)→ 2SK\S given by
[(ap)] 7→ R(ap) := {p ∈ SK : ap = 0}
is a homeomorphism if 2SK\S is endowed with the power-cofinite topology.
Proof. By a lemma of [17] we know that the quotient map q : AS → Q(AS/K∗)
is open and continuous. From the above discussion we know that we have a
bijection between Q(AS/K∗) and 2SK\S. Let T ∈ SK \ S be a finite subset of
primes excluding S, then we can write a basic open set of AS(K) as
U :=
∏
p∈T
Up ×
∏
p/∈T
Op,
where Up ⊂ Kp is an open subgroup. It is clear that q(U) is a basic open set
on the quasi-orbit space. We want to show that {ρ ◦ q(U) : U open in AS(K)}
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is the same set as {UR : UR open in 2SK\S}. Now for U ⊂ AS(K) as above, the
set {p ∈ T : 0 /∈ Up} ∈ 2SK\S is finite and every finite subset of SK \ S arises
for some U . Therefore we only need to prove that for every open U of AS(K)
we have that ρ ◦ q(U) = U{p∈T :0/∈Up}.
Now for (ap) ∈ U we have that ap ∈ Up for all p ∈ T . Thus R(ap) and
{p ∈ T : 0 /∈ Up} cannot intersect, so ρ(ap) ∈ U{p∈T :0/∈Up}.
Now suppose F ∈ U{p∈T :0/∈Up}, id est, F is a subset of primes not in S such that
F ∩ {p ∈ T : 0 /∈ Up} = ∅. We need to find a (ap) ∈ U such that ρ(ap) = F .
If p ∈ F choose ap = 0; for p /∈ F but p ∈ T choose ap ∈ Up \ {0}; if p /∈ F ∪ T
let ap = 1 ∈ Op.
We will need to extend the homeomorphism ρ : Q(AS/K∗) → 2SK\S to a
map XK,S → 2SK\S. By Lemma we have that 4.1.6 (rpap) ∈ K∗S(ap) for any
(rp) ∈ Oˆ∗S(K). This means that the map q : XK,S → Q(AS/K∗) by [(ap), γ] 7→
[(ap)] is well-defined so we may define a composition ρ
′ : XK,S → 2SK\S by
[(ap), γ] 7→ ρ([(ap)]). Note that ρ′ is not injective, but it is both open and
continuous. That it is open follows immediately from q being open, which is
apparent after considering the following commutative diagram where all other
maps are quotients or projections, which are open:
AS(K)×Gal(Kab(S)/K) AS(K)
XK,S Q(AS/K∗).q
This fact is necessary for us to study the topology of the primitive ideal space.
Proposition 4.2.4. Identifying XK,S × DˆS(K) /∼ with
⊔
R∈2SK\S ΓˆR, we have
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that the map
Q : 2SK\S × DˆS(K)→ XK,S × DˆS(K) /∼ by Q(R,χ) = χ|ΓR ∈ ΓˆR
is an open, continuous surjection.
Proof. Let Q′ : XK,S × DˆS(K) → XK,S × DˆS(K) /∼ be the quotient map.
By [36] its an open continuous map. From the above discussion we have that
Q′ = Q ◦ (ρ′, Id). Since Q′ and (ρ′, Id) are open, continuous surjective maps
Q must also be.
4.2.1 Recovering PS(K)
Remark 4.1.3 means that PˆS(K) is embedded as a distinguished subspace into
PrimAK,S and the last proposition tells us that its homeomorphic onto its
image, since PˆS = Q(SK \ S, DˆS). This allows us to extract another number-
theoretic invariant, but we extract it from the full C∗-dynamical system rather
than just the algebra:
Proposition 4.2.5. If K and L are global function fields such that their exists
finite sets of primes S and R of K and L, respectively, with R-equivariantly
isomorphic Bost-Connes systems (AK,S, σKt ) ∼= (AL,R, σLt ) then PˆS(K) and
PˆR(L) are R-equivariantly homeomorphic.
Before proceeding with the proof note that we implicitly defined an R-action
on PrimAK,S in Prop. 2.3.16 by t ·kerpi = ker(pi ◦σt). We will need to describe
this action in terms of the quotient space of XK,S × DˆS(K):
Proposition 4.2.6. The aforementioned R-action on Prim(C0(XK,S)oDS(K)) ∼=
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XK,S × DˆS(K) /∼ is given by
σt([a, χ]) = [a,NS(·)itχ]
for a ∈ XK,S, χ ∈ DˆS(K) and NS the S-divisor norm on K.
Proof. For [a, χ] ∈ XK,S × DˆS(K) /∼ we use the notation and corresponding
results from Section 2.3. That is, the associated irreducible representation pia,χ
is on the Hilbert space Ha,χ, which is the completion of Cc(DS) ⊗Cc(DS,a) C
with respect to the inner product
〈ξF , ξD〉 =

χ(F −D) if F −D ∈ DS,a
0 otherwise
where ξD ∈ Ha,χ is the indicator function for the divisor D. Additionally, uD
is the unitary element in C0(XK,S) o DS(K) associated to D ∈ DS(K) and
f ∈ C0(XK,S). Define (pi1,H1) and (pi2,H2) so that [a, χ] 7→
(
pi1,H1
)
and
[a,NS(·)itχ] 7→
(
pi2,H2
)
, respectively, under the map given in William’s The-
orem 2.3.7. We need to show unitary equivalence between the two operators
pi1 ◦ σt(·) and pi2(·). Define the operator
Ut : H1 → H2 by ξ1D 7→ NS(D)−itξ2D
We show that this is unitary:
〈Utξ1D, Utξ1F 〉2 = NS(D)−itNS(F )−it〈ξ2D, ξ2F 〉2 =
NS(F −D)−it〈ξ2D, ξ2F 〉2 = 〈ξ1D, ξ1F 〉1
(4.2.1)
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We also note that
Ut
(
pi1 ◦ σt(uF )
)
(ξ1D) = NS(F )
itUtξ
1
D+F = NS(D)
−itξ2D+F
and
Ut(pii ◦ σt(f))ξ1D = f(D · a)Utξ1D = NS(D)−itf(D · a)ξ2D
while on the other hand, we have that
pi2(uF )Ut(ξ
1
D)NS(D)
−itpi2(uF )ξ2D = NS(D)
−itξ2D+F
and
pi2(f)Ut(ξ
1
D) = NS(D)
−itpi2(f)ξ2D = NS(D)
−itf(D · a)ξ2D.
This means that Ut(pi1 ◦ σt)U∗t = pi2, so we have unitary equivalence between
pi1 ◦ σt and pi2 as desired.
Proof. Of Prop. 4.2.5.
Recall from Remark 4.2.2 that PˆS(K) ↪→
⊔
R⊂SK\S ΓˆR and by Theorem 4.2.1
that PˆS(K) is a subspace of the primitive ideal space of C0(XK,S) o DS(K).
In particular, χ ∈ PˆS(K) is mapped to an equivalence class represented by
([(ap), 1], χ
′) where (ap) = 0. Therefore by the proof of Prop. 4.1.1 we have
that PˆS(K) corresponds to irreducible representations of C0(XK,S) o DS(K)
of finite dimension. By Lemma 2.3.14 we know that the elements of PrimAK,S
that correspond to Φ(ΓˆSK\S) under the R-equivariant homeomorphism of Prop.
2.3.16 are also of finite dimension.
If (AK,SK , σKt ) and (AL,SL , σLt ) are R-equivariantly isomorphic than we neces-
sarily have an R-equivariant homeomorphism of their primitive ideal spaces
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that preserves the dimension of the target Hilbert spaces. To see this, let
Ψ : A→ B be an R-equivariant isomorphism of two C∗-dynamical systems; if
pi is a representation of B then pi ◦ Ψ is a representation of A; the inverse of
this map on representations is obvious. Therefore it preserves the finite dimen-
sional representations and consequently PˆS(K) and PˆS(L) are R-equivariantly
homeomorphic
4.2.1.1 An example: Kρ,T−c
In the case when the S-unit group O∗S(K) of K is finite, for instance when
K = Kρ,T−c as in Section 3.1.2, we can weaken the R-equivariant isomorphism
condition slightly on the above result:
Corollary 4.2.7. If K is such that O∗S(K) is finite then the conclusion of
Prop. 4.2.5 holds if we only assume an R-equivariant homeomorphism Φ :
Prim(AK,S)→ Prim(AL,R).
We are able to weaken this condition because of an number theoretic fact about
the S-idele group:
Proposition 4.2.8. If O∗S ⊂ K is finite then K∗S is closed in A∗S and, conse-
quently, the action of R on Prim(AK,S) \ PˆS is trivial.
Proof. Chose a sequence fn ∈ K∗ that converges to (ap) ∈ A∗S(K) in the
idele group. We will first show that (ap) ∈ K∗S. We may assume that the
sequence of divisors divS(fn) = ad(fn) is constant, because the continuity
of ad : AS(K) → DS(K) means that ad(fn) → ad(ap), but since DS(K) is
discrete convergence means that the sequence eventually becomes constant.
This implies that ad(fk) = ad(ap) for k > N for some N . Now fix an f = fk0
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for some k0 > N . We also have that f
−1fn → f−1(ap) and therefore that
ad(f−1fn) → ad(f−1(ap)). But ad(f−1fn) = 0, which means that f−1fn ∈
O∗S(K). By assumption this is finite, so its diagonal embedding in A∗S(K) is
finite and therefore closed (recall that A∗S(K) is Hausdorff), so f−1(ap) must
also be in the diagonal embedding O∗S(K). In other words, (ap) ∈ K∗S.
Now let us reconsider the symbols
ΓR := {ad(ap) : (ap) ∈ K∗S, ap = 1 for p 6∈ R}.
Since K∗S ⊂ A∗S(K) is closed, ΓR is a subset of the diagonal embedding of K∗
into the S-ideles. If R is non-empty then at least one place has ap = 1, and
therefore they all do. So ΓR = {1}.
Now let [a, χ] ∈ XK,S × DˆS(K) /∼ ∼= Prim(AK,S) and recall that σt([a, χ]) =
[a,NS(·)itχ]. If [a, χ] 6∈ PˆS(K) then we may take a to be represented by an
element of the form ((ap), 1) where (ap) is non-zero. We have that [a, χ] ∼
[a,NS(·)itχ] since DS,a = ΓRa is trivial.
Proof. Of Cor. 4.2.7
Let Φ : Prim(AK,S) → Prim(AL,R) be an R-equivariant homeomorphism. R-
equivariance will preserve orbits, so that if [a, χ] ∈ PˆS(K) then Φ([a, χ]) must
have an infinite orbit in AL,R, and therefore we have that Φ([a, χ]) must be
in PˆR(L). This yields that Φ(PˆS(K)) ⊂ PˆR(L). By symmetry we have that
Φ(PˆS(K)) = PˆR(L).
This result exactly mirrors the situation for number fields where the imaginary
quadratic fields also have a trivial R action on the primitive ideal space of their
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Bost-Connes systems.
4.2.1.2 Proof of Theorem 4.2
For the rest of the section we will use bZ to mean the free abelian group with
a single generator, namely, b. This is isomorphic to Z, and its dual is group
isomorphic to T. Much of the work for the above Theorem 4.2 has already been
done. Because of Prop. 4.2.5 we only need to show that: (1) an R-equivariant
isomorphism between the dual groups PˆS(K) → PˆR(L) implies an S-norm
preserving map on the principal S-divisors; and (2) that an R-equivariant
homeomorphism implies such an isomorphism. We start with the former as-
sertion:
Proposition 4.2.9. If φˆ : PˆS(K) → PˆR(L) is an R-equivariant group iso-
morphism then the induced isomorphism φ : PR(L) → PS(K) preserves the
norm.
Proof. Let σKt and σ
L
t be the R-action on PˆS(K) and PˆS(L), respectively, and
Let b ∈ PR(L) be a generator and let evb : PˆR → T = bˆZ be the evaluation map.
We have that evb(σ
L
t (υ)) = NR(b)
itυ(b) for all υ ∈ PˆR(L). R-equivariance tells
us that
φˆ(σKt (χ)) = σ
L
t (φˆ(χ))
for all χ ∈ PˆS(K). Then we have that
evb(φˆ(σ
K
t (χ))) = φˆ ◦ σKt (χ)(b) = NS(φ(b))itχ ◦ φ(b)
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On the other hand, we have that
evb(σ
L
t (φˆ(χ))) = NR(b)
itψˆ(χ)(b)
Which implies NR(b) = NS(φ(b))
We shall proceed by comparing the dual of the principal S-divisors to a product
of circle groups T. Let us be precise by what we mean by the dynamics on a
product
∏
j TJ : Choose an sequence rj ∈ R+ and let (
∏
j Tj,
∏
j rj) denote a
dynamical system on
∏
j Tj by:
σt((xj)) = (r
it
j xj)
Lemma 4.2.10. Let a ∈ PS(K) be such that NS(a) is a generator for NS(PS(K)).
Then we have that PˆS(K) is R-equivariantly isomorphic to
(Ta × T∞, NSK (a)× 1)
Proof. The image of the S-norm of K on PS(K) must be a non-trivial subgroup
of Z, and so isomorphic to Z itself. We will denote this image by aZ. This
gives us a split exact sequence
0→ kerNS → PS(K)→ aZ → 0
So we have that PS(K) ∼= aZ⊕kerNS. Taking the dual gives us that PˆS(K) ∼=
Ta × T∞. To be explicit, let χ ∈ PˆS(K). Then
χ 7→ χ(a)× (∏
D˜
χ(D˜)
) ∈ Ta × T∞,
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where D˜ runs through a set of all generators of kerNS, is a bijective group
homomorphism. Its inverse is obvious. To see that this isomorphism is R-
equivariant, letD ∈ PS(K). Write may writeD = (Da·a)⊕D0 forD0 ∈ kerNS,
so that NS(D) = NS(a)
Da . This yields
σt(χ)(D) = (NS(a)
itχ(a)
)Da · χ(D0)
Hence (PˆS(K), σt) is R-equivariantly isomorphic to (Ta×T∞, NS(a)×
∏∞
j=1 1).
Proof. of Theorem 4.2
Recall that we need to show that:
(1) an R-equivariant isomorphism between the dual groups PˆS(K)→ PˆR(L)
implies an S-norm preserving map on the principal S-divisors; and
(2) that an R-equivariant homeomorphism implies such an isomorphism.
We have shown (1) in Prop. 4.2.9, so we prove (2) here. Let ϕ : PˆS(K) →
PˆR(L) be an R-equivariant homeomorphism from, say, Prop. 4.2.5. By the
previous lemma we have that
PˆS(K) ∼=
(
Ta × T∞, NS(a)× 1
)
PˆR(L) ∼=
(
Tb × T∞, NR(b)× 1
)
The non-trivial part of the R-action corresponds to a map x 7→ NS(a)itx for
x = eiθ ∈ Ta. This corresponds to a rotation of the circle group Ta by the
irrational number logNS(a). It is well-known (for instance, in Theorem 0.14
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of [35]) that the only closed subgroups of T are either finite or all of T. Since
logNS(a) is irrational, the orbits of this action are dense subgroups, and each
orbit can be identified with Ta×{x} for some x ∈ T∞. This gives us the orbit
decomposition
PˆS(K) ∼=
⊔
x∈T∞
Ta × {x}
PˆR(L) ∼=
⊔
y∈T∞
Tb × {y}
By R-equivariance we have that ϕ(Ta×{1}) = Tb×{y} for some y ∈ T∞ and
therefore an R-equivariant homeomorphism
ϕ¯ : Ta → Tb
Note that R-equivariance implies that
ϕ¯(1) =
ϕ(NSK (a)
it)
NSL(b)
it
For all t ∈ R, in particular for t = 2pi. Let x = NSK (a)2pii and y = NSL(b)2pii.
Then ϕ¯(1)−1ϕ¯(xn) = yn for all n ∈ Z. This action by Z on the x again has dense
orbits. Hence we have an R-equivariant group isomorphism. If τ : T∞ → T∞ is
any group isomorphism and φ(x) = ϕ¯(1)−1ϕ¯(x), then φ× τ : PˆS(K)→ PˆR(L)
is an R-equivariant group isomorphism and by Prop. 4.2.9 we have norm-
preserving isomorphism between the respective principal S-divisor groups.
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Chapter 5
Arithmetic equivalences
interpreted as equivalences of
dynamical systems.
Let K and L be global function fields with non-empty finite subsets of primes
S and R, respectively. We turn our attention away from C∗ algebras and their
invariants and towards the study of underlying monoid of the Bost-Connes
type systems:
YK,S := OˆS(K)×Gal(Kab(S)/K)
/
Oˆ∗S(K) .
As described in Chapter 3, this is a topological monoid on which acts the
monoid of effective S-divisors D+S (K). We will study this object as an abstract
topological dynamical system.
Definition 5.1. By a topological dynamical system G y X we mean a
group (or semigroup or monoid) G acting continuously on a topological space
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X.
There a number of natural equivalences of such systems, namely:
Definition 5.2. Two topological dynamical systems G1 y X1 and G2 y X2
are orbit equivalent if there exists a homeomorphism Φ : X1 → X2 such that
Φ(G1 · x) = G2 · Φ(x) for all x ∈ X1.
Definition 5.3. Two topological dynamical systems G1 y X1 and G2 y X2
are conjugate if there exists a homeomorphism Φ : X1 → X2 together with
a group/semigroup/monoid isomorphism φ : G1 → G2 such that Φ(g · x) =
φ(g) · Φ(x) for all g ∈ G1 and x ∈ X1.
It is clear that two systems are orbit equivalence if they are conjugate.
In our particular case we note that the effective S-divisors may be embedded
within YK,S by considering their action on the unit [1, 1] ∈ YK,S. It is reasonable
to ask for a homeomorphism that respects the algebraic structure:
Definition 5.4. D+S (K) y YK,S and D+R(L) y YL,R are algebraically equiv-
alent if there exists a topological isomorphism Φ : YK,S → YL,R that restricts
to a monoid isomorphism on D+S (K)→ D+R(L).
It is the aim of this chapter is to give arithmetic interpretations to these equiva-
lences of topological dynamical systems. In what follows we will describe three
“bespoke” arithmetic equivalences: an S-R Reciprocity isomorphism, a Finite
Reciprocty isomorphism, and an L-function Isomorphism. Each may fall short
of an isomorphism of function fields K ∼= L, or even commutative square where
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the horizontal arrows are isomorphisms:
A∗S(K) A∗R(L)
Gal(Kab(S)/K) Gal(Lab(R)/L)
φ˜
ϑ
Kab(S)
ϑ
Lab(R)
ψ
The reasons for this failure will be discussed in Chapter 6. Nevertheless, each
equivalence recovers a portion of the class field theoretic information contained
therein in a manner that we will now explain. We start with the S-R Reci-
procity isomorphism.
Definition 5.5. Let K and L be global function fields over Fq together with
respective finite subsets of primes S and R. By an S-R Reciprocity Iso-
morphism between K and L we mean the following data:
1. A monoid isomorphism φ : D+S (K)→ D+R(L); and
2. An isomorphism of topological groups ψ : Gal(Kab(S)/K)→ Gal(Lab(R)/L);
and
3. Splits sK : D+S (K)→ A∗S(K) and sL : D+R(L)→ A∗R(L)
such that
(a) For all D ∈ D+S (K) we have that
ψ ◦ ϑKab(S) ◦ sK(D) = ϑLab(R) ◦ sL ◦ φ(D).
(b) For all p ∈ SK \ S, we have that
ψ ◦ ϑKab(S) ◦ i(O∗p) = ϑLab(R) ◦ i(O∗φ(p)).
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Condition (a) is akin to asking that the idealic artin symbol commutes with
ψ. While Condition (b) might appear esoteric, when combined with Lemma
2.2.17 we see that it can be interpreted as requiring that the Galois group of
the maximal extension of K in Kab(S) that is unramified at p is mapped by
ψ to the Galois group of the maximal extension of L in Lab(R) unramified at
φ(p).
Taken alone, Condition (a) is a strong restriction on the splits sK and sL. Since
the choice of a split sK (respectively, sL) essentially mean a choice of (rp) ∈
Oˆ∗S(K) (respectively, (tq) ∈ Oˆ∗R(L)), we have that sK(0) = (rp) (respectively,
sL ◦ φ(0) = sL(0) = (tq), noting that a monoid homomorphism preserves the
identity) and this means that condition (a) requires that
ϑLab(R)(tq) = ψ ◦ ϑKab(S)(rp).
Yet a consequence of Condition (b) is that
ψ ◦ ϑKab(S)(rp) ∈ ϑLab(R)(Oˆ∗R(L)).
So Conditions (a) and (b) are independent, but where Condition (b) is met
the necessary requirements for Condition (a) are relaxed.
The meaning of the next arithmetic equivalence, the Finite Reciprocity Iso-
morphism, is perhaps more obvious. If N ⊂ Gal(Kab(S)/K) is a subgroup
then KN will denote the field fixed by N .
Definition 5.6. By a Finite Reciprocity Isomorphism between K and L
we mean the following data:
1. A monoid isomorphism φ : D+S (K)→ D+R(L)
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2. An isomorphism of topological groups ψ : Gal(Kab(S)/K)→ Gal(Lab(R)/L)
such that for every subgroup N ⊂ Gal(Kab(S)/K) we have that φ is a bijection
between the unramified primes of KN/K and Lψ(N)/L such that ψ(FrobKN/K(p)) =
FrobLψ(N)/L(φ(p)).
And finally we have the L-function Isomorphism:
Definition 5.7. By a L-function Isomorphism between K and L we mean
an isomorphism of topological groups ψ : Gal(Kab(S)/K) → Gal(Lab(R)/L)
such that
LK,χ(z) = LL,ψˆ(χ)(z) for all z ∈ C
For all characters χ : Gal(Kab(S)/K)→ T, where ψˆ(χ) = χ ◦ ψ−1.
The main result of this chapter is
Theorem 5.1. The three equivalences of topological dynamical systems and
the three arithmetic equivalences are all equivalent to each other.
This result is a generalization of the results and methods of [11] and [13] to
global function fields excluding a finite set of primes, which we have shown in
Chapter 4 to be a Bost-Connes type systems associated to function fields that
has stronger analogies with the number field case.. In Section 5.1 we will show
that each of the dynamical system equivalences are equivalent with each. In
Section 5.2 will show that an S-R Reciprocity Isomorphism is equivalent to
our three dynamical system equivalences. Finally, in Section 5.3 we will show
that the notions of an S-R Reciprocity Isomorphism, a Finite Reciprocity
Isomorphism, and an L-function Isomorphism are all equivalent as well.
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5.1 Topological Dynamics of D+S (K)y YK,S
Let K (respectively L) be a global function field with S (respectively R) a
non-empty finite set of primes. If we have an algebraic equivalence of the
dynamical systems
Φ : D+S (K) y YK,S → D+S (L) y YL,R
and we denote by φ its restriction to D+S (K) then it is clear that this implies
orbit equivalence. We will show in Prop. 5.1.2 that an orbit equivalence
between D+S (K) y YK,S and D+S (L) y YL,R implies that the two systems are
conjugate, and in Prop. 5.1.3 that conjugacy implies an algebraic isomorphism.
We start with an algebraic consequence of orbit equivalence:
Lemma 5.1.1. Let K and L be global function fields and let S and R be
finite subsets of primes of K and L, respectively. If D+S (K) y YK,S is orbit
equivalent with D+R(L) y YL,R then the unit of YK,S is invertible in YL,R.
Proof. Let Φ : YK,S → YL,R be the orbit equivalence and let [1, 1] ∈ YK,S
be the unit. By Lemma 3.1.13 we know that D+S (K) · [1, 1] is dense in YK,S.
Since Φ is a homeomorphism we also have that Φ(D+S (K) · [1, 1]) = D+R(L) ·
Φ([1, 1]) is dense in YL,R. Say that Φ([1, 1]) = [(ap), α] is not invertible. This
means that there exists a prime q ∈ SL \ R such that aq ∈ Oq \ O∗q , id est,
vq(aq) > 0. This property is persistent through the action D · [(ap), α] =
[(dpap), ϑLab(R)(dp)
−1α] as (dp) = s(D) has vp(dp) ≥ 0 for an effective divisor.
The property persists even after taking the closure, as the adelic component
of any converging sequence in D+R(L) · Φ([1, 1]) must converge to an element
with positive q-valuation. This contradicts that D+R(L) ·Φ([1, 1]) is dense.
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As it is clear that if two systems are conjugate they are also orbit equivalent,
the next proposition shows that, for our arithmetic systems, the two concepts
are equivalent.
Proposition 5.1.2. If D+S (K) y YK,S is orbit equivalent with D+R(L) y YL,R
then they are conjugate.
Proof. Since the two systems are orbit equivalent, for every D ∈ D+S (K) there
exists a F ∈ D+R(L) such that Φ(D · [1, 1]) = F · Φ([1, 1]), since Φ([1, 1]) is
invertible this F = φ(D) is unique. By considering Φ−1 we can find another
such map φ−1 : D+R(L) → D+S (K) and these maps are mutually inverse. By
Lemma 3.1.13 we know that the effective divisors are dense, so it will suffice
to show that the map φ respects divisor addition and carries the zero-divisor
of OS(K) to that of OR(L). Let p ∈ SK \ S. We will first show that there is
a prime q ∈ SL \ R such that for any effective S-divisor D ∈ D+S (K) we have
that φ(p +D) = qD + φ(D) for qD ∈ SL \R. Note that
φ(p+D)·Φ([1, 1]) = Φ((p+D)·[1, 1]) ∈ D+R(L)·Φ(D·[1, 1]) = D+R(L)·φ(D)·Φ([1, 1])
since Φ([1, 1]) is invertible this implies that φ(p + D) ∈ D+R(L) · φ(D) and
therefore there is an FD ∈ D+R(L) such that φ(p +D) = FD + φ(D). We shall
see that FD ∈ SL\R; if it is not, then we can let G and H be non-zero effective
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R-divisors of L such that F = G+H. Then we must have
(p +D) · [1, 1] = Φ−1(φ(p +D) · Φ([1, 1]))
= Φ−1(FD · φ(D) · Φ([1, 1]))
= Φ−1((G+H) · φ(D) · Φ([1, 1])
= (G˜+ H˜) · Φ−1(φ(D) · Φ([1, 1]))
= (G˜+ H˜ +D) · [1, 1]
=⇒ p = G˜+ H˜
for some (potentially zero) G˜, H˜ ∈ D+S (K). Let x = Φ−1((H+φ(D)) ·Φ([1, 1]))
and y = Φ(x). Moreover, say that y is represented by a [(bq), β] ∈ YL,R with
(bq) 6= 0. Clearly sL(G) · (bq) 6= (bq) and G · y 6= y, and so x 6= G˜ · x, so we
have that G˜ is non-zero. We may repeat this argument for H˜. But then we
have that p is the sum of non-zero S-divisors, which is a contradiction. But if
FD cannot be written as the sum of non-zero divisors then FD ∈ SL \R.
Using this, we may show that for D =
∑
p6∈S Dpp we have that φ(D) =∑
p6∈S Dpφ(p) for some qi ∈ SL \R. We will first show that φ(n · p) = n · φ(p).
At the least we have already shown that φ(n · p) = ∑nj=1 qj. This means that
(D+R(L) + φ(n · p)) · Φ([1, 1]) ⊂ (D+R(L) + qj) · Φ([1, 1])
for every j = 1 . . . n. But applying Φ−1 yields that
D+S (K) + (n · p) ⊂ D+S (K) + φ−1(qj)
For effective divisors the only choice for φ−1(qj) is p, and so we have that
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φ(n · p) = n · φ(p).
At this point, we have that φ(p + D) = qD + φ(D) and φ(n · p) = n · φ(p),
with F ∈ SL \R. We will now show that qD = φ(p). Returning to the case of
D =
∑
p6∈S Dpp we have that
φ(D) = D′ :=
∑
φ(p)6∈R
D′φ(p)φ(p),
note that D′φ(p) is the unique natural number such that
1. D+R(L) + φ(D) ⊂ D+R(L) + (D′φ(p) · φ(p)); and
2. D+R(L) + φ(D) 6⊂ D+R(L) + ((D′φ(p) + 1) · φ(p)).
But multiplying by Φ([1, 1]) and applying Φ−1 shows that
D+S (K) +D ⊆ D+S (K) + (D′φ(p) ·p) and D+S (K) +D 6⊂ D+S (K) + ((D′φ(p) + 1) ·p)
Which forces us to conclude that D′φ(p) = Dp. In particular we have that
φ(p + D) = φ(p) + φ(D) as desired. Altogether we have shown for that for
D =
∑
p6∈S Dpp we have that
φ(D) =
∑
φ(p) 6∈R
Dpφ(p),
in other words φ is a monoid isomorphism.
If in addition to orbit equivalence we have that for every effective divisor
D ∈ D+S (K) and x ∈ YK,S we can find an effective divisor F ∈ D+R(L) such
that NR(F ) = NS(D) and Φ(D · x) = F · Φ(x) then our monoid isomorphism
in the above proof also preserves the norm. If we start from the assumption
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that two such systems are conjugate it is a slightly easier task to return to an
algebraic equivalence.
Proposition 5.1.3. If D+S (K) y YK,S and D+R(L) y YL,R are conjugate then
we have an algebraic equivalence between them.
Proof. Let Φ : YK,S → YL,R be the homeomorphism with φ : D+S (K)→ D+R(L)
its related monoid isomorphism. By Lemma 5.1.1 we know that Φ([1, 1]) is
invertible. Call it’s inverse u and define a new homeomorphism by Φ′(x) =
Φ(x)u. We show that this map is a monoid homomorphism when restricted to
the effective divisors: Let D,F ∈ D+S (K) and then
Φ′((D + F ) · [1, 1]) = Φ((D + F ) · [1, 1])u
= (φ(D) + φ(F )) · (Φ([1, 1])u)
=
(
φ(D) · Φ([1, 1])u)) · (φ(F ) · Φ([1, 1])u)
= Φ′(D)Φ′(F )
Recall that ι(D) = D · [1, 1]. By Lemma 3.1.13 we know that effective divisors
are dense, indeed the description of the action of the divisors in Chapter 3 tell
us that (D + F ) · [1, 1] = ι(D) · ι(F ). This is sufficient information for us to
conclude that Φ′ is an isomorphism between topological monoids. From the
above it is also plain that Φ′(D · [1, 1]) = φ(D) · [1, 1] ∈ YL,R.
5.2 S-R Reciprocity Isomorphism
We shall start recovering arithmetic information from the equivalence of topo-
logical dynamical systems described in the last section. In particular we shall
100
prove in this section:
Theorem 5.2.1. The following are equivalent:
• There is an algebraic equivalence between D+S (K) y YK,S and D+R(L) y
YL,R.
• There is an S-R Reciprocity isomorphism between K and L.
5.2.1 Algebraic equivalence to S-R Reciprocity Isomor-
phism
We shall start by assuming algebraic equivalence, id est, that we have a topo-
logical monoid isomorphism Φ : YK,S → YL,R (call its restriction to effective
divisors φ = Φ|D+S (K)). We denote the isomorphism of Galois groups with the
following:
Proposition 5.2.2. Let ψ = Φ|Y ∗K,S . Then ψ is an isomorphism of topological
groups Gal(Kab(S)/K)→ Gal(Lab(R)/L).
Proof. If Y ∗K,S denotes the unit group of YK,S then we have that Y
∗
K,S =(Oˆ∗S ×Gal(Kab(S)/K))/Oˆ∗S . We have a map Gal(Kab(S)/K) ∼= Y ∗K,S by
α→ [1, α].
Having assembled the monoid isomorphism φ : D+S (K) → D+R(L) and the
ismorphism of topological groups ψ : Gal(Kab(S)/K) → Gal(Lab(R)/L), we
proceed to show that they meet Condition (b). As described in the introduction
this will make it easier for us to show that we also have Condition (a).
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We shall need some additional notation: For a subset P ⊂ SK \S let P c denote
the set SK \ (S ∪ P ). Since φ is a monoid isomorphism on effective S-divisors
it is a bijection between SK \ S and SL \R, so we may consider φ(P ) a subset
of SL \R. Let NϑabK (S)(P ) denote the subgroup:
NϑabK (S)(P ) := ϑKab(S) ◦ i(
∏
p∈P
O∗p)
Additionally, let (δPp ) denote the element in OˆS indexed with:
δPp =

1 p ∈ P
0 otherwise
Proposition 5.2.3. We have that ψ(Nϑ
Kab(S)
(P )) = Nϑ
Lab(R)
(φ(P )), in par-
ticular, ψ ◦ ϑKab(S) ◦ i(O∗p) = ϑLab(R) ◦ i(O∗φ(p)) for all p ∈ SK \ S.
Proof. For any set P ⊂ SK \ S define the function
µP : Gal(K
ab(S)/K)→ YK,S · [(δPp ), 1] by α 7→ α · [(δPp ), 1]
where the multiplication occurs as elements in the monoid YK,S. Also for a
Q ⊂ SL \R we define
µQ : Gal(L
ab(R)/L)→ YL,R · [(δQq ), 1]
in the same way. The next lemma allows us to state that Φ([(δP
c
p ), 1]) =
[(δ
φ(P )c
q ), 1], this yields that Φ restricts to an isomorphism
YK,S · [(δP cp), 1]→ YL,R · [(δφ(P )cq ), 1].
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Using the aforementioned lemma we can conclude that Φ ◦ µP c = µφ(P )c ◦ ψ.
In particular we have that
ψ
(
µ−1P c ([(δ
P c
p ), 1])
)
= µ−1φ(P c)
(
[(δφ(P )
c
q ), 1]
)
.
An element α ∈ Gal(Kab(S)/K) lies in µ−1P c ([(δP
c
p ), 1]) if and only if there exits a
(rp) ∈ Oˆ∗S with α = ϑKab(S)(rp)−1 and (rp)·(δP cp ) = (δP cp ), id est if rp = 1 for p 6∈
P , id est (rp) ∈ i(
∏
p∈P O∗p). So we have that µ−1P c ([(δP
c
p ), 1]) = NϑabK (S)(P ). By
symmetry of our morphisms we also have that µ−1φ(P )c
(
[(δ
φ(P )c
q ), 1]
)
= NϑabL (R)(φ(P )).
Therefore ψ(NϑabK (S)(P )) = NϑabL (R)(φ(P )) as desired.
It remains to be shown that Φ restricts to an isomorphism YK,S · [(δPp ), 1] →
YL,R · [(δφ(P )
c
q ), 1]. We actually prove a stronger statement:
Lemma 5.2.4. For every P ⊂ SK \ S we have that Φ([(δPp ), 1])] = [(δφ(P )q ), 1]
Proof. Since D · [(ap), γ] = [(piDpp ap), ϑKab(S) ◦ sK(D)−1γ] we have that
D · YK,S = {[(ap), γ] ∈ YK,S : vp(ap) ≥ Dp}.
From this we can conclude that
[(δPp ), 1] · YK,S =
⋂
D∈D+S (K),supp(D)∩P=∅
D · YK,S.
Applying Φ to both sides yields
Φ([(δPp ), 1]) · YL,R =
⋂
D∈D+S (K),supp(D)∩P=∅
φ(D) · YL,R = [(δφ(P )q ), 1] · YL,R.
Let Φ([(δPp ), 1]) be represented by [(aq), α]. The above equation implies that
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aq = 0 for q /∈ φ(P ) and aq ∈ O∗q otherwise. Since [(δPp ), 1] is idempotent
[(aq), α] must be as well. This implies that there exits a (rq) ∈ Oˆ∗R with
α2 = αϑLab(R)(rq)
−1 and (aq)2 = (aqrq). This means that α = ϑLab(R)(rq)−1
and (aq) = (rq) · (δφ(P )q ), in other words [(aq), α] = [(δφ(P )q ), 1].
Now that we have shown that an algebraic equivalence yields monoid isomor-
phism that satisfy Condition (b) we move on to showing that we can meet
Condition (a) as well. Recall that our definition of YK,S was independent of
choice of split sK . First we will demonstrate that for a split sK we can find a
choice of split sL that is compatible with Φ.
Proposition 5.2.5. For a given split sK : D+S (K) → A∗S(K) ∩ OˆS(K) there
exists a split sL : D+R(L)→ A∗R(L) ∩ OˆR(L) such that
Φ([sK(D), 1]) = [sL(φ(D)), 1].
Proof. We will define an sL for a prime r ∈ D+S (K). This will suffice as it will
extend linearly to all effective divisors. Let us begin by noting that
[sK(r), 1] · YK,S = {[(ap), α] : vr(ar) > 0}
Now vr(ar) = 0 is equivalent to [(ap), α] · [(δ{r}p ), 1] · YK,S = [(δ{r}p ), 1] · YK,S.
Use [(bq), β] to denote Φ([(ap), α]) and apply Φ: then vr(ar) = 0 implies that
[(bq), β] · [(δ{φ(r)}q ), 1] · YL,R = [(δ{φ(r)}q ), 1] · YL,R, which finally yields that:
Φ([sK(r), 1]) · YL,R = {[(bq), β] : vφ(r)(bφ(r)) > 0}.
Therefore we can represent Φ([sK(r), 1]) by a [(bq), β] with vφ(r)(bφ(r)) = 1.
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Additionally, applying Φ to and again invoking Lemma 5.2.4 on the following
equation
[sK(r), 1] · [(δ{r}
c
p ), 1] = [(δ
{r}c
p ), 1]
yields that
[(bq), β] · [(δ{φ(r)}cq ), 1] = [(δ{φ(r)}
c
q ), 1]
The quotient by Oˆ∗R(L) in the definition of YL,R means that we can find an
(rq) ∈ Oˆ∗R(L) such that ϑLab(R)(rq) = β and (bq) · (δ{φ(r)}
c
q ) = (rq) · (δ{φ(r)}
c
q ). In
particular, this means that bq = rq for all q 6= φ(r). So sL(φ(r)) = (r−1q bq) is a
valid split.
Proposition 5.2.6. Take sL as described in the previous proposition. Then
for all p ∈ D+S (K)
ψ ◦ ϑKab(S) ◦ sK(p) = ϑLab(R) ◦ sL ◦ φ(p).
Proof. We have that p is represented by
[sK(p), ϑKab(S) ◦ sK(p)−1] = [sK(p), 1] · [1, ϑKab(S) ◦ sK(p)−1].
Choose a β ∈ Gal(Lab(R)/L) so that Φ([1, ϑKab(S) ◦ sK(p)−1]) = [1, β]. By the
previous proposition we have that Φ(p) = [sL ◦φ(p), β]. But we also have that
φ(p) is represented in YL,R by [sL ◦ φ(p), ϑLab(R) ◦ sL ◦ φ(p)−1]. Once again the
balancing by Oˆ∗R implies that ϑLab(R) ◦ sL ◦ φ(p)−1 = β. The proposition then
follows.
This completes the proof that an algebraic equivalence implies an S-R Reci-
procity Isomorphism.
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5.2.2 From S-R Reciprocity Isomorphism back to Topo-
logical Dynamics
So far we have shown that an algebraic equivalence between D+S (K) y YK,S
and D+R(R) y YL,R implies an S-R reciprocity isomorphism. We will now
recover an algebraic equivalence from the S-R Reciprocity Isomorphism. Once
again we will make heavy use of the fact that the monoid of effective divisors
is dense in YK,S. Let sK , sL, φ, and ψ be as described in Definition 5.5 and let
ι : D+S (K)→ YK,S by D 7→ [sK(D), ϑKab(S) ◦ sK(D)−1]
be the map embedding the effective S-divisors into YK,S. Define a function
Ψ : ι(D+S (K))→ YL,R by [sK(D), ϑKab(S)◦sK(D)−1] 7→ [sL◦φ(D), ψ◦ϑKab(S)◦sK(D)−1].
Since φ and ψ are both isomorphisms we can see that Ψ is a bijection onto its
image ι(D+R(L)).
Proposition 5.2.7. The extension Ψ˜ : YK,S → YL,R of Ψ given by
Ψ˜([(ap), α]) = lim
j→∞
Ψ([sK(Dj), ϑKab(S) ◦ sK(Dj)−1])
is well defined, where Dj ∈ D+S (K) is any sequence such that [sK(Dj), ϑKab(S) ◦
sK(Dj)
−1] converges to [(ap), α].
Proof. Since by Lemma 3.1.13 the subspace ι(D+S (K)) is dense in YK,S, so for
any [(ap), α] ∈ YK,S we can choose a sequence Dj ∈ D+S (K) such that
lim
j→∞
[sK(Dj), ϑKab(S) ◦ sK(Dj)−1] = [(ap), α].
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As in the proof of Lemma 3.1.13, we can write (ap) = (rp)·(up) where (rp) ∈ Oˆ∗S
and each up = pp(sK(p)
np) for np = vp(ap) and pp : A∗S → O∗p the projection to
the p component. By definition of YK,S we have that
[(ap), α] = [(up), ϑKab(S)(rp)α].
It is clear that the sequence sK(Dj) converges to (up) in OˆS, moreover that
sL ◦ φ(Dj) converges to (u′q) ∈ OˆR where u′q = sL(q)nφ−1(q) and sL is the split
given by our S-R reciprocity isomorphism. Say that
lim
j→∞
ϑKab(S) ◦ sK(Dj)−1 = α′
then we have that
[(ap), α] = [(up), ϑKab(S)(rp)α] = [(up), α
′].
The quotient by Oˆ∗S in YK,S means that there exists an (sp) ∈ Oˆ∗S such that
(ups
−1
p ) = (up) and α
′ = α · ϑKab(S)(sp) · ϑKab(S)(rp). The condition that
(ups
−1
p ) = (up) means that sp = 1 for p ∈ supp(ap). Note that in YL,R the
sequence [sL ◦ φ(Dj), ψ
(
ϑKab(S) ◦ sK(Dj)−1
)
] converges. By continuity of ψ we
have that
lim
j→∞
[sL ◦ φ(Dj), ψ
(
ϑKab(S) ◦ sK(Dj)−1
)
] = [(u′q), ψ(α
′)].
Since an S-R reciprocity isomorphism provides that ψ ◦ ϑKab(S) ◦ i(O∗p) =
ϑLab(R) ◦ i(O∗φ(p)) we have that ψ(α′) = ψ(αϑKab(S)(rp))ϑLab(R)(s′q) for some
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(s′q) ∈ O∗R with s′q = 1 when q ∈ φ(supp(ap)) = supp(u′q). Hence we have that
(s′q) ·
(
(u′q), ψ(α
′)
)
= ((u′q), ψ(αϑKab(S)(rp)))
which finally means that
lim
j→∞
[sL ◦ φ(Dj), ψ
(
ϑKab(S) ◦ sK(Dj)
)−1
] = [(u′q), ψ(αϑKab(S)(rp))].
Since (u′q) and (rp) only depend on (ap) this shows that the map is well-
defined.
Proposition 5.2.8. The function Ψ˜ : YK,S → YL,R extending Ψ is continuous.
Proof. Let [(ajp), αj] ∈ YK,S be a sequence converging to [(ap), α]. As before, de-
fine (rjp) and (u
j
p) so that (a
j
p) = (r
j
p) ·(ujp) with (rjp) ∈ Oˆ∗S and ujp = pp(sK(p)n
j
p)
for njp = vp(a
j
p). We also define (up) ∈ OˆS(K) and (rp) ∈ Oˆ∗S(K) in the same
manner so that (ap) = (up)(rp). By the previous proposition we have that
Ψ˜[(ajp), αj]) = [(u
′j
q), ψ(αjϑKab(S)(r
j
p))] and Ψ˜[(ap), α]) = [(u
′
q), ψ(αϑKab(S)(rp))]
where u′jq = pq(sL(q)
nj
φ−1(q)) and u′q = sL(q)
nφ−1(q) . We want to show that
lim
j→∞
[(u′jq), ψ(αjϑKab(S)(r
j
p))] = [(u
′
q), ψ(αϑKab(S)(rp))].
Note that (ujp) converges to (up) and (u
′j
q) to (u
′
q). Since OˆS(K) and Oˆ∗S(K) are
both compact, we may assume that limj→∞(a
j
p) = (a˜p), and limj→∞(r
j
p) = (r˜p)
by using convergent sub-sequences and re-labelling the sequences. We also
have that limj→∞ αj = α˜. Altogether this means that [(up), αϑKab(S)(rp)] =
[(up), α˜ϑKab(S)(r˜p)]. Consequently, we may chose an (sp) ∈ Oˆ∗S(K) with sp = 1
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when p ∈ supp(up) to act on ((up), α·ϑKab(S)(rp)) and show that αϑKab(S)(rps−1p ) =
α˜ϑKab(S)(r˜p). Thus we have
lim
j→∞
ψ(αjϑKab(S)(r
j
p)) = ψ(α˜ϑKab(S)(r˜p)) = ψ(αϑKab(S)(rps
−1
p ))
yielding that
lim
j→∞
[(u′jq), ψ(αjϑKab(S)(r
j
p))] = [(u
′
q), ϑLR(s
′
q)ψ(αϑKab(S)(rp))]
where s′q = 1 when q ∈ φ(supp(ap)) = supp(u′q), as in the previous proposition.
Since (u′qs
′
q) = (u
′
q), the result follows.
Note. It is known in [4], Chapter II, Section 4.2 that there is a unique uniform
structure on a compact space X that is compatible with its topology. Moreover,
that if f : A → Y is a function from a dense subspace A ⊂ X to a complete,
Hausdorff uniform space Y then f has a continuous extension to an f˜ : X → Y
if and only if f is uniformly continuous. Since YK,S is compact we have shown
that Ψ is uniformly continuous with respect to the uniform structure resulting
from dense subspace, as the reader may have suspected.
Proposition 5.2.9. The continuous map Ψ˜ : YK,S → YL,R is an isomorphism
of topological monoids.
Proof. The map Ψ : ι(D+S (K)) → ι(D+R(L)) is a monoid morphism by con-
struction. The construction of Ψ can be repeated with φ−1 and ψ−1 to yield a
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new continuous map Ψ−1. It is clear that
Ψ−1 ◦Ψ([sK(D), ϑKab(S) ◦ sK(D)]) = Ψ−1([sL ◦ φ(D), ψ ◦ ϑKab(S) ◦ sK(D)−1]
= [sK(D), ϑKab(S) ◦ sK(D)]
and
Ψ ◦Ψ−1[sL(F ), ϑLab(R) ◦ sL(F )]) = Ψ([sK ◦ φ−1(F ), ψ−1 ◦ ϑL,B ◦ sL(F )])
= [sL(F ), ϑL,B ◦ sL(F )]
Proposition 5.2.10. We have that Ψ˜ ◦ ι = φ.
Proof.
Ψ˜ ◦ (D) = Ψ([sK(D), ϑKab(S) ◦ sK(D)])
= [sL ◦ φ(D), ψ ◦ ϑKab(S) ◦ sK(D)]
= [sL ◦ φ(D), ϑLab(R) ◦ sL ◦ ψ(D)]
= ι(φ(D))
This concludes the proof of Theorem 5.2.1.
5.3 L-function Isomorphisms
We will prove the following:
Theorem 5.3.1. The following are equivalent:
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(1) There is an S-R Reciprocity Isomorphism between K and L.
(2) There is a Finite Reciprocity Isomorphism between K and L.
(3) There is an L-function Isomorphism between K and L.
In section 5.3.1 we will show that (1) =⇒ (2) =⇒ (3) and in section 5.3.2
we will prove the more difficult case of (3) =⇒ (1). This section extends the
results of [13] to the function field framework described in Chapter 3.
5.3.1 Finite Reciprocity to L-Functions
Lemma 5.3.2. Assume that we have an S-R reciprocity isomorphism for K
and L. Then NS(p) = NR(φ(p)).
Proof. Recall that NS(p) = #(OS/p) = #(Op/(pip)) = qf for some f ∈ N.
Prop. 5.3 of Chapter 2 of [27] tells us that
O∗p ∼= µqf−1 × U (1).
Now our assumption of an S-R reciprocity isomorphism means that ψ◦ϑabK (S)◦
i(Op) = ϑLab(R) ◦ i ◦ (O∗φ(p)). Combined with Prop. 3.1.6 we have that O∗p ∼=
O∗φ(p). Altogether this tells us that φ preserves the number qf associated to a
prime p as qf − 1 is the cardinality of the torsion part of Op.
Proposition 5.3.3. If we have an S-R Reciprocity Isomorphism between K
and L then we also have a Finite Reciprocity Isomorphism.
Proof. LetK ′ be a finite extension ofK fixed by a subgroupN ⊂ Gal(Kab(S)/K).
By Lemma 2.2.17 we know that a prime p of K is unramified in K ′ if and only
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if ϑKab(S)(O∗p) ⊆ N . So the S-R reciprocity isomorphism implies that φ(p) is
unramified in L′ and symmetry give us the required bijection. Additionally,
ϑKab(S)(sK(p)) ≡ FrobK′/K(p) mod N
regardless of the choice of split sK . So ψ(FrobK′/K(p)) = FrobL′/L(φ(p)) fol-
lows.
Proposition 5.3.4. If we have an S-R Reciprocity Isomorphism between K
and L then we also have an L-function Isomorphism.
Proof. This is a straightforward application of the previous two propositions
and the definitions. As noted before we can write the L function as
LK,χ(z) =
∏
p∈U(χ)
(
1− χ(FrobKχ/K(p))NS(p)−z)−1
The previous lemma tells us that φ is a bijection between the primes unramified
in Kχ and Lψˆ(χ) id est, φ(U(χ)) = U(ψˆ(χ)). Additionally it tells us that
ψˆ(χ)(FrobLψˆ(χ)/L(φ(p))) = χ(FrobKχ/K(p))
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We have also shown that NS(p) = NR(φ(p)). So it follows that
LK,χ(z) =
∏
p∈U(χ)
(
1− χ(FrobKχ/K(p))NS(p)−z)−1
=
∏
φ(p)∈U(ψˆ(χ))
(
1− ψˆ(χ)(FrobLψˆ(χ)/L(φ(p)))NR(φ(p))−z
)−1
=
∏
q∈U(ψˆ(χ))
(
1− ψˆ(χ)(FrobLψˆ(χ)/L(q))NR(q)−z)−1
= LL,ψˆ(χ)(z)
5.3.2 And back again
Let us assume that we have global function fields K and L with finite non-
empty sets of primes S and R, respectively, together with an isomorphism of
topological groups ψ : Gal(Kab(S)/K)→ Gal(Lab(R)/L) such that
LK,χ(z) = LL,ψˆ(χ)(z) for all z ∈ C
for all characters χ : Gal(Kab(S)/K)→ T. To prove that this implies an S-R
reciprocity isomorphism we first introduce some notation from [13]:
Objects which have subscripts of N , < N or ≥ N are restricted to working
with primes p (or divisors) with NS(p) = N , NS(p) < N , NS(p) ≥ N (or with
NR(q) = N , et cetera, where appropriate). For instance
LK,χ,<N(s) =
∏
p∈U<N (χ)
(
1− χ(FrobKχ/K(p))NS(p)−s
)−1
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and
U<N(χ) = {p : SK : χ|ϑ
Kab(S)
(O∗p) = 1 and NS(p) < N}
The key to the proof is to construct a bijection of primes with certain properties
from which we can derive an S-R reciprocity isomorphism. Namely,
Proposition 5.3.5. Assume that for all natural numbers N there exits a bijec-
tion φN : (SK\S)N → (SL\R)N such that for all characters χ : Gal(Kab(S)/K)→
T and all p ∈ SK \S we have that χ(p) = ψˆ(χ) ◦φN(p). Then we have an S-R
reciprocity isomorphism between K and L.
Proof. Let φ : SK \ S → SL \ L be the map defined by φ(p) := φNS(p)(p).
This map is a bijection that satisfies χ(p) = ψˆ(χ) ◦ φN(p) for p ∈ SK \ S
and any character χ. The map φ can be extended to a monoid isomorphism
D+S (K) ∼= D+R(L). Moreover, if p ∈ U(χ), then by Lemma 2.2.16 p is unramified
in Kχ. We then have that χ(p) = χ(FrobKχ/K(p)) 6= 0 by definition and so
ψˆ(χ)(FrobLψˆ(χ)/L(φ(p)) 6= 0 as well, id est p ∈ U(χ) ⇐⇒ φ(p) ∈ U(ψˆ(χ)). By
Lemma 2.2.17 we have that
ψ ◦ ϑKab(S)(O∗p)
= ψ
( ⋂
χ:p∈U(χ)
kerχ
)
=
⋂
χ:p∈U(χ)
ψ(kerχ)
=
⋂
ψˆ(χ):φ(p)∈U(ψˆ(χ))
ker ψˆ(χ)
= ϑLab(R)(O∗φ(p))
the last equality comes from the fact that ψ is an isomorphism, which means
114
that ψˆ and ψˆ−1 are mutually inverse maps on their respective character groups.
Moreover, by assumption we have that χ(p) = ψˆ(χ) ◦ φN(p) for all characters
χ and all p ∈ SK \ S. In particular for p ∈ U(χ), which means that
χ ◦ ϑKab(S) ◦ sK(p) = ψˆ(χ)
(
ϑLK ◦ sL ◦ φ(p)
)
.
for all splits sK and sL. But this means that
ϑKab(S) ◦ sK(p) ≡ ψ−1
(
ϑLK ◦ sL ◦ φ(p)
)
mod kerχ
This is true for all χ, in particular all χ such that p ∈ U(χ), allowing us to
take the quotient of the intersection of all such kerχ, which by Lemma 2.2.17
means that
ϑKab(S) ◦ sK(p) ≡ ψ−1
(
ϑLab(R) ◦ sL ◦ φ(p)
)
mod ϑKab(S)(O∗p).
Id est, for all p ∈ SK \ S there exists an element, say rp ∈ O∗p such that
ϑKab(S)(sK(p)rp) = φ
−1(ϑLab(R) ◦ sL ◦ φ(p)).
Therefore we can define a new split s′K(p) := sK(p)rp to satisfy the conditions
of an S-R reciprocity isomorphism.
To construct such a bijection φN we will proceed inductively. For N = 1 there
is nothing to show. For the remainder of this section we will assume that we
have such a φN for all N ≤M . For N > M the construction of such a bijection
will result from the characters χp with distinguished prime p
′ from Prop. 3.1.7.
We will use this to construct (in Prop. 5.3.9) the desired bijection of primes
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of S-norm N . To develop this bijection, we will need to show that if χp is a
character that distinguishes p then ψˆ(χp) distinguishes φ(p). This is done in
Lemma 5.3.6.
Fix k ∈ N with k > 2 and let ζ := e 2piik . We will use the following definitions:
kerN χ denotes the set of all primes p 6∈ S with NS(p) = N and χ(p) = 1; we do
not consider primes with χ(p) = 0. Let uN(χ) = #UN(χ), kN(χ) = # kersK χ,
cN = #(SK,N \ S), and finally
Ξ1K := {χ ∈ Hom(Gal(Kab(S)/K),T) : uN(χ) = kN(χ) = cN}
If kN(χ) = uN(χ) − 1 then there exists a unique prime pχ of norm N that,
when evaluated by χ, has value of neither 0 nor 1. So we also define
Ξ2K := {χ ∈ Hom(Gal(Kab(S)/K),T) : uN(χ) = cN , kN(χ) = cN−1, χ(pχ) = ζ}
Note that by Prop. 3.1.7 Ξ2K is non-empty. Moreover, if χ ∈ Ξ2K then χk ∈ Ξ1K ,
so Ξ1K is non-empty as well. Since the characters in Ξ
2
K carry a distinguished
prime, in order to construct our bijection we will need to show:
Proposition 5.3.6. ψˆ(Ξ2K) = Ξ
2
L
This assertion becomes more clear after some preliminary results. We may
assume that we have a
φ<N : SK,<N \ S → SL,<N \R
obtained from combining each φM described previously. Note that we have
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already shown that:
NS(p) = NR(φ<N(p)
U<N(ψˆ(χ)) = φ<N
(
U<N(χ)
)
, and
χ(p) = ψˆ(χ)(φ<N(p))
for p ∈ SK,<N \ S. From this it follows that LK,χ,<N(z) = LL,ψˆ(χ),<N(z). Since
by assumption we have that LK,χ = LL,ψˆ(χ) we also have that LK,χ,≥N(z) =
LL,ψˆ(χ),≥N(z). We will use this to show that:
Lemma 5.3.7. ψˆ(Ξ1K) = Ξ
1
L
Proof. For any character χ : Gal(Kab(S)/K)→ T define
XN(χ) :=
∑
p∈SK,N\S
χ(p) =
∑
p∈UN (χ)
χ(p)
Note that χ ∈ Ξ1K ⇐⇒ XN(χ) = cN . So it will suffice to show that
XN(χ) = XN(ψˆ(χ)). Let D+S,≥N(K) be the sub-monoid of D+S (K) generated
by SK,≥N \ S. We note that we can write LK,χ,≥N as
LK,χ,≥N(z) =
∏
p∈U(χ)≥N
(
1− χ(p)NS(p)−z
)−1
=
∑
D∈D+S,≥N (K)
χ(D)NS(D)
−z
By factoring out primes of the same S-norm we may write
LK,χ,≥N(z) =
∑
M≥N
( ∑
D∈D+S,≥N (K)∩(SK,M\S)
χ(D)
)
M−z
Since LK,χ,≥N(z) = LL,ψˆ(χ),≥N(z) we must have that the coefficients of M
−z
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are equal, so we have
∑
D∈D+S,≥N (K)∩(SK,M\S)
χ ◦ sK(D) =
∑
F∈D+R,≥N (L)∩(SL,M\R)
ψˆ(χ) ◦ sL(F )
But since
D+S,≥N(K) ∩ (SK,M \ S) = SK,M \ S
and
D+R,≥N(L) ∩ (SL,M \R) = SL,M \R
we have that XN(χ) =XN(ψˆ(χ)).
Note that the above proof also shows that
#(SK,N \ S) = #(SL,N \R)
by calculating X (χ) for χ = 1. We also require the following technical lemma
and roots of unity:
Lemma 5.3.8. ([13] Lemma 6.6) For k ≥ 3 let µk denote the kth roots of unity
and let ζ = e
2pii
k . If ai ∈ µk∪{0} for i = 1, . . . n are such that
∑
i ai = n−1+ζ
then there is a 1 ≤ j ≤ n such that aj = ζ, and ai = 1 for all i 6= j.
Proof. If k = 3 then ζ is the only member of µk ∪ {0} with positive imaginary
part, and the result is obvious. For k > 3 define R := max Re(µk − {1}) =
Re(ζ) and f to be the number of ai not equal to 1. Since 0 ≤ R < 1 we have
that n− 1 +R = Re(∑i ai) ≤ n− f + fR id est that R− 1 ≤ f(R− 1), which
implies that f ≤ 1.
Proof. (Of Prop. 5.3.6) For any character χ ∈ Ξ2K it is clear that χk ∈ Ξ1K .
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So then ψˆ(χ)k ∈ Ξ1L and for any q ∈ SL \ R we have that ψˆ(χ)(q) ∈ µk ∪ {0}.
We also have that XN(ψˆ(χ)) = XN(χ) = cN − 1 + ζ. So the previous lemma
implies that there exists a unique prime qψˆ(χ) such that ψˆ(χ)(qψˆ(χ)) = ζ and
that ψˆ(χ)(q) = 1 for all other q 6= qψˆ(χ) with NR(q) = N . Hence ψˆ(Ξ2K) ⊂ Ξ2L.
Since ψ is an isomorphism we have equality.
By Prop. 3.1.7 we have that for every prime p ∈ SK,N \ S there exists a
character χ ∈ Ξ2K whose distinguished prime pχ is equal to p. The previous
lemma provides a mapping between characters with distinguished primes, so to
every prime pχ ∈ SK,N \S we may associated a prime qψˆ(χ) ∈ SL,N \R. We have
not yet shown that this association is a well-defined function; if two characters
χ and χ′ of Gal(Kab(S)/K) both have the same distinguished prime p, we have
not yet shown that ψˆ(χ) and ψˆ(χ′) necessarily share the same distinguished
prime in SL,N \R. Hence the next proposition:
Proposition 5.3.9. The map φN : SK,N \ S → SL,N \ R by pχ → qψˆ(χ) is a
well-defined bijection between such that for every χ ∈ Hom(Gal(Kab(S)/K),T)
and p ∈ SK,N \ S we have that χ(p) = ψˆ(χ)(φN(p)).
Proof. Let χ, χ′ ∈ Ξ2K be such that pχ = pχ′ and qψˆ(χ) 6= qψˆ(χ′). We have that
XN(χ · χ′) =
∑
p∈SK,N\S
χ(p)χ′(p) = cN − 1 + ζ2
since both χ and χ′ take 1 or 0 on all but the same single prime in SK,N by
definition, and χ(pχ) = χ
′(pχ) = ζ. On the other hand,
XN(ψˆ(χ · χ′)) =
∑
q∈SL,N
ψˆ(χ)(q) · ψˆ(χ′)(q) = cN − 2 + 2ζ
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This is a contradiction of X (χ) =X (ψˆ(χ)), which was proved in the proof of
Lemma 5.3.7, so we conclude that qψˆ(χ) = qψˆ(χ′) and φN is a well-defined map.
By considering ψˆ−1 we have a well-defined inverse.
For the second part, let χ be an arbitrary character and let χ′ ∈ Ξ2K . Let
p := pχ′ . Then
XN(χ · χ′) =XN(χ) + χ(p)(ζ − 1).
Similarly we have that
XN(ψˆ(χ · χ′)) =XN(ψˆ(χ)) + ψˆ(χ)(φN(p))(ζ − 1).
Here we are using that ζ = χ′(p) = ψˆ(χ′)(φN(p)), which comes from our
construction of characters. The proof of Lemma 5.3.7 tells us thatXN(χ·χ′) =
XN(ψˆ(χ · χ′)) which implies that
χ(p) = ψˆ(χ)(φN(p))
as desired.
When combined with the work in Section 5.3.1, propositions 5.3.3, 5.3.4, 5.3.5,
and 5.3.9 together complete the proof of Theorem 5.3.1.
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Chapter 6
Outlook
Isomorphism of global function fields
This thesis was able to extend many of the results of [13] and [11] to the
function field construction of Bost-Connes system described in [30], with one
obvious shortcoming: the corresponding statement of Theorem 5.1 for K and
L being either both number fields or both function fields for S = ∅ found in
[13] states that we have an isomorphism of fields K ∼= L as well. We were
unable to prove the same result here.
In the same paper, the authors discuss a certain “incompatibility” of proof
techniques for the number field and function field case. When both K and
L are number fields, the paper proceeds from and L-function isomorphism to
studying the induction of representations of the maximal abelian Galois group
of K and L, respectively, to representations of the maximal abelian Galois
group of Q. This method of proof fails for global function fields because there
no clear replacement for Q; one would need to make an arbitrary choice of
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a rational function field Fq(t) that sits inside both K and L. It is clear that
our construction suffers from the same problem. When both K and L are
function fields, [13] proves that an L-function Isomorphism for S = ∅ results
in an isomorphism K → L between the function fields. The proof in this case
begins with a result from [34]:
Theorem. (Uchida/Hoshi, Lemmas 8-122 in [34]) Let pip : A∗K → K∗p be the
projection from the idele group to the local field. An isomorphism Φ : K∗ → L∗
of the multiplicative groups of the two global fields is the restriction of an
isomorphism of fields if and only if there exists a bijection φ : SK → SL such
that for all p ∈ SK we have that
(i.) Φ(1 + pOp) = 1 + φ(p)Op as sets.
(ii.) vφ(p) ◦ piφ(p) ◦ Φ = vp ◦ pip.
The proof is then to simply show that these conditions are met. In particular,
in [13] it is shown that if one has a L-function isomorphism for two global
fields K and L then one has that kerϑK ∼= kerϑL as groups. When K and L
are function fields and S = R = ∅, then kerϑK = K∗ and the result follows.
This technique fails, however, for both number fields and for our construction
with non-empty S for the same reason: the kernel of the Artin reciprocity map
is too big. For number fields we have that kerϑK = K
∗ ·O∗+(K), where O∗+(K)
is the group of totally positive units of K embedded in the ideles. In our case
we have that kerϑKB = K
∗ ·K∗S. We may take some solace in the fact that this
form of “failure” provides an additional demonstration that our construction in
Chapter 3 brings Bost-Connes systems for function fields in a closer analogue
with the number field case. Further, it is shown in [31], Theorem 5, that if
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global function fields K and L are finite geometric extensions of a rational
function field Fq(t) for which there is an L-function isomorphism, then we may
proceed to study the induced representations to find a result similar to that in
[13]. It is not clear if the our Theorem 5.1 allows us to show a field isomorphism
K ∼= L without a fixed rational sub-field.
The Deligne-Ribet Monoid
We have referred to the topological monoid YK,S defined in Chapter 3 without
any explanation or justification. We now rectify that situation by giving a
rough sketch of a proof that YK,S is isomorphic to an function field version of
the Deligne-Ribet monoid. The Deligne-Ribet monoid DRK for a number field
K was first introduced in [16]. It was used in [38] to show that there exists
an arithmetic subalgebra of the Bost-Connes system of K. In doing so, the
author proved that there an isomorphism of topological monoids
YK := OˆK ×Gal(Kab/K)
/
Oˆ∗K ∼= DRK.
Following both [38] and [16] we can define the Deligne-Ribet monoid of a global
function field K excluding a finite set of primes S. Let f ∈ D+S (K) and define
an equivalence relation ∼f on D+S (K) by
D ∼f F if there exists an f ∈ K∗ ∩ (1 + F) such that div(f) = D − F
where by F we mean the ideal in OS(K) associated to the divisor (f − F )
by Theorem 2.1.4. This definition follows the number field definition except
in that we use the language of divisors. We then define the quotient DRf :=
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D+S (K)/ ∼f. One can show that we have a projective system and then define
DRK,S := lim←−
f
DRf .
If Unp = 1 + p
n denotes the higher unit group in Op then, following [2], we may
define the S-congruence subgroup mod f:
AfS :=
(∏
p∈S
K∗p ×
∏
p6∈S
U
vp(f)
p
) ∩ A∗(K),
and the S-ray class group mod f as A∗(K)/(K∗ · AfS). By Theorem 2.2.5 (D)
there is a unique abelian field extension Kf/K associated to the S-ray class
group mod f. It is possible to prove that
DRf ∼= Gal(Kf/K)
and further that
DR∗K ∼= Gal(KB/K).
The latter isomorphism follows from recognizing that K∗S ·K∗ ⊂ (K∗ ·AfS) and
∩fK∗ · AfS = K∗S·∗. With this group isomorphism in hand, one can follow [38]
to prove that
YK,S ∼= DRK,S.
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Index of Notation
(δPp ) (δ
P
p ) ∈ OˆS(K) such that δPp = 0 when p 6∈ P and δPp = 1 when p ∈ P .
K or L Global function field, a finite extension of Fq(t)
K∗S Diagonal embedding of K
∗ into A∗S(K)
NS S-norm of S-divisors
NϑabK (S)(P ) NϑK (P ) := ϑKab(S) ◦ i(
∏
p∈P O∗p)
P c for a subset P ⊂ SK \ S, denotes the set SK \ (S ∪ P ).
Rx For x = [(ap), γ] ∈ XK,S, Rx = {p ∈ SK : ap = 0}
S Non-empty finite subset of primes of SK
XK,S The topological monoid AS(K)×Gal(Kab(S)/K)
/
Oˆ∗S
YK,S The Deligne-Ribet topological monoid for a function field K excluding
primes S; OˆS(K)×Gal(Kab(S)/K)
/
Oˆ∗S(K) .
A(K) Topological ring of adeles of K
AS(K) Topological ring of S-adeles of K; excluding places at S
D(K) Divisor group of a global function field K
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DS(K) S-divisors of K; free abelian group generated by SK \ S
Fq The finite field of q = pn elements.
ΓR For a subset R ⊂ SK , ΓR = {ad(ap) : a ∈ K∗S ⊂ A∗S, ap = 1 for p /∈
R} ⊂ DS(K)
Kab(S) The extension of the global function field K fixed by ϑK(K∗S ·K∗).
OS(K) Ring of S-integers of a global function field.
Op The valuation ring of Kp
Op(K) the ring {f ∈ K : vp(f) ≥ 0}
ϑK The global Artin map associated to K; ϑK : A∗ → Gal(Kab/K)
Gˆ Pontryagin dual of a group G; space of characters χ : G→ T
Oˆ(K) ∏p∈SK Op
OˆS
∏
p6∈S Op
AK,S C∗ algebra of the Bost-Connes system for a global function field K
excluding primes S
Cl(K) Divisor class group of K
P(K) Principal divisors of a global function field K
SK set of all primes of K
p a prime; equivalence class of valuations on a global function field
pip A uniformizer for Op(K), id est, pip ∈ Op(K)
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deg(p) Degree of the extension of the residue class field of the valuation ring
Op of p over Fq
div(f) Principal divisor of f ∈ K
ad The map ad : A∗S(K)→ DS(K).
bZ the free abelian group with a single generator, namely, b
vp normalized exponential valuation of K associated to the prime p
support of (ap) {p : ap 6= 0}
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