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Preface
The here presented PhD work consists of two parts. The first one is entitled One-
Dimensional Resonant Fibonacci Quasicrystals and deals with the optical properties of
an array of aperiodically spaced quantum wells (QWs). It covers the chapters 1 to 7.
The second part is about Resonant Tunneling of Light in Silicon Nanostructures. The
propagation of light through alternating silicon barriers and air gaps as well as corre-
sponding effects of sample design are examined. These investigations and the respective
results are presented in the chapters 8 to 12. Each part has its own introduction that
guides to the details of the specific investigated system and yields additional information
related to that subject. It is the aim of this preface to give an overview of the field of
semiconductor physics and applications in order to show how the two investigated topics
fit into the whole issue of semiconductor science and technology.
Today, everyday life is strongly dependent on semiconductor technology as a result of
the so-called electronic revolution. The beginning of this revolution is marked by the
fabrication of the first operable transistor made of germanium in 1947 [1–3]. With the
help of the transistor, several constraints of the previously used vacuum tubes could
have been overcome. In contrast to these tubes, the transistor needs smaller wattage,
produces less heat, needs no pre-glow, is more durable, and allows for smaller devices. A
disadvantage of the initially used germanium is its sensitivity to damage already due to
temperatures slightly above normal room temperature. The transition from germanium
to silicon has provided better stability on cost of lower carrier mobility. At the same
time, silicon is less expensive than germanium since it can be gained from sand and
is deposited in the earth crust with a much higher concentration than germanium. In
consequence, these improvements have resulted in the mass production of a rich spectrum
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of applications of the silicon technology. One famous outcome of that development is
the portable ”transistor radio”. The significance of the invention of the transistor is
expressed in that the radio even carries the transistor in its name. The general impact
of the invention of the transistor was honored by the Nobel Prize already shortly after
that invention, even several years before the most important application has seen the
light of day. While the transistor has been used as an amplifier in the radios, its real
power is in the application as a switch, which allows for transistor logical gates. With the
invention and manufacturing of integrated circuits (ICs) [4–6], further miniaturization
has become possible, which has paved the way for the personal computers and commonly
used electronics as we know them today.
The working speed of the semiconductor devices could have been improved with
smaller device sizes since big strides have been made in the fabrication techniques. In
addition, more effective mass-production has become available. As a result, semicon-
ductor industry, which is based on silicon technology, has developed quickly. A synonym
of that development is the ”silicon valley”, a hot spot of the semiconductor and in par-
ticular of the computer industry which has been booming ever. Nevertheless, a kind of
measure for the astonishing pace of the development of that industry is Moore’s law [7].
Moore’s law predicts from experience a doubling of the number of transistors, that can
be fabricated cost-effectively on a computer chip, every two years. That law which was
established in 1965 is in good agreement with the progress in chip production up to now.
Apart from personal computers, there is a large variety of semiconductor devices
in general. Semiconductor devices have captured virtually every field of science and
industry due to their efficiency, versatility, and compactness. These devices are actually
all around us and available applications are so wide-spread that it is impossible to give a
comprehensive list. However, some examples shall be given though. In form of personal
computers, semiconductor chips facilitate word and data processing, programming – and
thus further numerical research – as well as internet access and e-mail communication.
Besides that, ICs control nearly all further electronic applications as well. ICs are
utilized in applications such as cell phones and dishwashers, satellites and cars, TV sets
and pocket calculators, industrial assembly lines, handhelds, vacuum cleaners, digital
cameras (CCD chips [8]), and many more. Moreover, in medical applications, they
are being used as well. Additionally, semiconductor diodes are applied in current flow
control; the corresponding diode types include among others the normal p-n junction
[9], Zener diodes [10], avalanche diodes [11], and tunneling diodes [12–15].
In contrast to the pure electrical properties, the optical features are put to usage in
light emitting diodes (LEDs) [16–18]. When the LED is forward biased, the electrons
and holes may recombine under emission of light. Due to the small momentum of a
photon, direct semiconductors such as e.g. GaAs are used for optical applications while
the indirect semiconductors silicon and germanium are mostly utilized for electronic
applications. The wavelength of the emitted light corresponds to the band-gap energy
of the respective semiconductor material. LEDs emitting in the visible as well as in
the infrared spectral range are known. Due to their high-efficiency, they have a high
potential as commercial light sources. Based on the inverse process of light-absorption,
photo diodes are used e.g. in solar cells [19–21] for carrier generation or as detectors
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[22–24].
If in turn a LED is put in an appropriate cavity, lasing [25, 26] can be achieved and
one speaks of laser diodes [27–30]. Improved laser performance is obtained if the active
region of the laser is realized in form of double heterostructures of small size [31–33], i.e.
if quantum-size effects come to play [34, 35] so that the carriers are confined within the
so-called quantum wells (QWs). A QW is a quasi-two-dimensional structure in which
carriers are free to move within the QW plane. In contrast, the double-heterostructure
setup prevents from free carrier motion perpendicular to the QW plane. Hence, trans-
lational invariance is broken [36] and the carriers are confined to the QW layer.
In particular, the lasing works even better if multiple QW (MQW) structures with
appropriately chosen QW-QW spacings are used. Semiconductor lasers can be found in
CD and DVD players and recorders [37–39], laser pointers [40], bar-code readers [41],
and laser printers. Even projectors based on semiconductor lasers have been realized
[42, 43]. Further fields of usage cover for instance holography [44] and the pump of other
lasers [45, 46].
The above sketched wide field of applications of semiconductor devices is in strong
contrast to the formerly quite common attitude towards semiconductors from the 1920s
and 1930s. The then point of view is reflected by a judgment of Wolfgang Pauli
who doubted semiconductors to be worth much study because one shouldn’t wallow in
dirt1 [47]. That is, because semiconductors stand in between insulators and conductors
so that the semiconductors’ properties are easily affected and varied by any impurities.
However, the putative bad in fact has turned to good account and proved essentially
useful! Indeed, the possibility to manipulate the semiconductor material in a desired
controllable way is the central key to manufacture appropriate semiconductor devices.
Today, high-quality fabrication techniques provide nearly perfect samples of – with
certain restrictions – almost any desired setup. First, there is molecular beam epitaxy
(MBE) [48–50] in which molecular beams are directed to a substrate that is placed
in ultrahigh vacuum. The beam molecules then form a new epitaxial layer on top of
the substrate. That way, single crystals can be grown layer by layer. Moreover, well-
defined high precision interfaces of different materials can be created – as long as these
materials can be grown on top of each other. At the same time, dopants can easily and
well-controlled be introduced to the material layers. Furthermore, superlattices [51] can
be achieved, which leads to new effects like for instance due to QW-QW coupling in
MQW systems.
Like in MBE, but slightly different though, layer-wise growth is possible in metal or-
ganic vapor phase epitaxy (MOVPE) [52, 53] as well. In contrast to MBE, the substrate
is now placed in a gas atmosphere which contains a flow of precursors that lead to the
growth of the desired alloy layer after a chemical reaction of these precursors. Depending
on the type of deposited material, MBE or MOVPE has to be preferred. The removing
of material is possible via etching [54, 55] which needs a preceding preparation step that
guarantees the etch selectivity. That first step may be lithography [56, 57] or alterna-
1a free translation of the German original, see page 7
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tively ion implantation [58–60]. The amount of removed material can be controlled by
the etch time. Moreover, focused ion beams (FIB) [61, 62] allow to deposit or directly
mill away material with high spacial resolution.
These different manners of manufacture and combinations thereof enable sample de-
sign according to the needs of applications. In particular, a prerequisite to enter the mass
production stage of applicable devices is a standardized and hence well-controlled and
well-understood fabrication process. All the progress made in semiconductor physics and
technology wouldn’t have been possible without ongoing fundamental research, which
has been performed on solid-state physics in general [63–67] and in particular on semi-
conductors [35, 68–77]. Decades of systematic investigations have lead to a well-founded
understanding of the linear properties of semiconductor samples. Similarly, nonlinear
properties have already been intensively studied, but they are nonetheless subject of
further intense research still today [71, 78–82]. That is because nonlinear effects are
intimately related to the internal many-body interactions of a sample and thus allow
insight to fundamental microscopic processes, which improves the understanding of the
intricate semiconductor many-body system.
Additionally, the possible targeted implementation of quantum-size effects [35, 83] has
initiated intense studies of systems with reduced dimensionality like the two-dimensional
QWs [34, 84–103], the one-dimensional quantum wires [104–107], and the point-like
quantum dots [108–114]. The reduction of the system dimensionality may come along
with new, enhanced, weakened, or even suppressed material properties. In particular,
the detailed sample structure influences the electronic properties so that the design of
the electronic bands becomes possible [115]. Band design in turn directly affects the
optical properties since the light field couples to the electronic system.
Similarly, the optical properties can be varied by an appropriate design of the dielectric
environment as well [116–120]. Therefore, the profound production abilities make the
semiconductors ideal laboratories for quantitative research of fundamental interaction
processes [121]. The good understanding of the material properties in turn is the basis
of bringing these properties to application. Consequently, semiconductors are directly
at the intersection of basic research and applications [35, 122–124]. In particular, appli-
cations, sample preparation, and basic understanding assist each other and go hand in
hand.
An example for that interplay is the use of laser diodes in communication technology.
Higher numbers of simple telephone connections as well as digital services like TV and
computer data links have demanded large data rates in telecommunication, which relates
to the so-called information revolution. The growing need for more bandwidth has
pushed the change from the copper cable to optical fibers [125]. In addition, signal loss
could have been significantly lowered using fibers. The typical windows of operation
of optical fibers are located around wavelengths of 1.3µm and 1.5µm. Consequently,
the intended use of optical-fiber waveguides has called for an appropriate electro-optical
coupling of electronic signals to the fiber matching the above wavelengths.
It has been laser diodes that have been capable to provide that link between optics
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and electronics. Specifically, the laser emission could have been tuned to match the
fiber characteristics. Since optical devices are mainly based on the III-V compounds
such as GaAs or InP, the devices developed on purpose of that coupling are built on the
knowledge about these III-V compound structures at hand. Thus, lasing at the desired
wavelengths has been achieved in e.g. InGaAsP/InP [126], AlGaInAs/InP [127], and
GaInNAs/GaAs [128].
In contrast to such III-V devices for optical application, electronics bases on silicon.
The performance of both, optical and electronic devices has been optimized strongly
throughout the years. However, these developments have taken place independently from
each other. Nevertheless, it would be desirable to join these two kinds of semiconductor
devices, optical and electronic ones, in a single sample. In particular, merging a lasing
device and standard electronics on a single chip would result in smaller sizes, more
robustness, and cheaper fabrication. Moreover, a large field of new applications would
open as well.
But, lasing is difficult to achieve in silicon structures because of the indirect band gap
of silicon. Nevertheless, first promising results on lasing in silicon, obtained via different
approaches, have been reported in recent years. External optical pump and the Raman
effect [129–131] are used as well as doped silicon [132] and strained germanium films
grown on silicon [133, 134]. Another approach directly tries to marry III-V compounds
and silicon. This try has lead to silicon evanescent lasers [135–137] and to growing
III-V lasers on top of a silicon substrate. The big drawback in the latter is the strong
lattice mismatch of the common laser materials and silicon. Contrariwise, the indirect
material GaP can be grown dislocation-free on silicon [138, 139]. Only recently, lasing
has been achieved in a Ga(NAsP)/GaP material system [140–143], which presumably
opens the door for further applications via integration on silicon. Additionally, further
investigations of these structures will certainly help to gain a deeper understanding
of their properties. This may pave the way for novel microchips that exchange data
optically on the chip. In this context, a lot of affiliated investigations have already been
performed [144–152] that may contribute to the realization of the concept of optical chips.
In particular, the control and guidance of light in silicon is a necessary prerequisite for
succeeding in that.
Semiconductor technology has had and still has an enormous impact on our life.
Tremendous changes have been caused by the wide-spread availability and application
of electronic devices as well as by the information technology. Nevertheless, the ongoing
miniaturization of these devices is rapidly approaching the intrinsic limitations of today’s
ICs [153]. One way to overcome that problem could be the above mentioned optical chip
[154]. However, the interplay of research and application will certainly lead to further
foreseeable but also unforeseeable developments that may enrich and change everyday
life.
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U¨ber Halbleiter soll man nicht arbeiten,
das ist eine Schweinerei, wer weiß,
ob es u¨berhaupt Halbleiter gibt.
Wolfgang Pauli, 1931
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Part I
One-Dimensional Resonant Fibonacci
Quasicrystals
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1
Introduction
For a time span of more than 200 years, the structure of crystals has been subject of
investigations [63]. A result of these investigations has been the definition of mole´cules
inte´grantes [63] that build up the crystal. Later on, these findings have lead to the
definition of a crystal as to be a periodic arrangement of smallest units, called unit cells
[66, 67], according to space lattices [64, 65]. Such a periodic arrangement of unit cells
results in a translationally invariant crystal lattice, i.e. shifting the periodic crystal as a
whole by a lattice vector transforms the crystal into itself. The observation of the peri-
odicity of crystals can be viewed as the foundation of crystallography. The periodicity
of crystals has been confirmed by X-ray diffraction [155–160] and other experimental
investigations. Moreover, theoretical studies have yielded such powerful and success-
fully applied tools as, e.g., the Bloch theorem or the Brillouin zone [66, 67] which rely
on the periodicity of the crystal lattice. Hence, there has been no need to doubt that
successfully used model of periodic crystals. As a consequence, the definition of a crystal
to be periodic has not been questioned, though it has never been proven that it is the
most general one. Clearly, the periodicity directly establishes perfect long-range order.
On the short length scale, fixed nearest-neighbor distances are defined by the unit cell
configuration. This unit-cell configuration together with the periodic arrangement of
unit cells causes certain symmetries of the crystal lattice. These symmetries manifest
themselves in the fourteen Bravais [65–67] lattices which represent all possible (allowed)
configurations of periodic crystals.
This long accustomed picture was shaken by the experimental observation of qua-
sicrystals which came into light via electron diffraction patterns with crystallographi-
cally forbidden symmetry [161]. Shortly after the experimental observation, a theoretical
study [162] could explain the measurements based on the quasicrystal concept for which
these crystal symmetries, disallowed in the old periodic model, are allowed. The term
quasicrystal is an abbreviation for quasiperiodic crystal [162] and indicates that qua-
sicrystals lack in the long established periodicity. Thus, the definition of a QC differs
from the one of a periodic crystal. In a QC, there is a finite lower and a finite upper
limit for the distance between any pair of nearest neighbors, which is also true for pe-
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riodic crystals. Additionally, the QC has perfect long-range orientational order while it
doesn’t have to have periodic but quasi-periodic translational order [162–164]. I.e., in
a mathematical description, the density functions of quasicrystalline structures have to
be expandable into a finite countable number of plane waves [163, 165]. Still, there is
some debate going on whether or not QCs necessarily have to have a symmetry that is
forbidden in periodic crystals [165]. Since that claim of a forbidden symmetry is very
restrictive and excludes structures with clearly quasiperiodic properties from the QC
class, we adopt the view that a forbidden symmetry is not required for a QC. As a
consequence, there are QCs also in one dimension, which is not true otherwise.
The so-given definition of a QC in fact also includes the periodic crystals as a subclass
of QCs. The corresponding set of wave vectors used in the expansion of the density
function can be spanned by a minimal set of wave vectors via integral linear combina-
tions. If that minimal number of needed wave vectors equals the crystal dimension, the
crystal is periodic. If it is larger than the crystal dimension, the crystal is quasiperiodic
[165].
The introduction of the new quasicrystal concept has affected crystallography at its
foundation. In consequence, a controversy about the existence of QCs has ensued.
Partly, QCs have been doubted and complicated models have been developed to explain
the observation of the forbidden symmetries using only periodic crystals [166, 167]. These
attempts to save the old picture of a crystal have been ruled out by further experimental
and theoretical studies verifying the existence of QCs [168–173].
Finally, intense investigations of QCs have opened out in a new classification of a
crystal being a ”solid having an essentially discrete diffraction diagram” [174]. This
definition includes both the periodic and the quasiperiodic crystals. While the new
definition of a crystal has been given from necessity, there have been further suggestions
[175, 176] of how to improve the definition of a crystal, meanwhile.
While QCs have been subject of investigations for 25 years, only recently a structurally
almost perfect natural QC has been observed in a museum specimen that has formed
under geologic conditions [177]. Before that, QCs have been exclusively produced in
laboratories. In particular, QCs have initially been found in a rapidly quenched alloy of
Al and Mn [161]. Therefore, the subsequent search for further quasicrystalline materials
has focused on similar alloys containing Al. Besides others, quasicrystalline structures
could thus have been established e.g. in Al-Cu-M with M=Li, Mn, Fe, Co, Ni, V, Cr
[178–182]. Today, QC phases have been found in more than 100 combinations of different
elements. Apart from the Al systems, further QCs have also been obtained in systems
such as e.g. of Ga-Mg-Zn [183, 184], Zn-Mg-(Gd,Tb,Dy,Ho,Er) [185], and Ni-Cr [186].
While the first studied QCs have been metastable, also stable QC phases have been es-
tablished [187], later on. Investigations on QCs have revealed intriguing quasicrystalline
properties which could have been studied in detail with these stable QC phases at hand.
For example, observed properties of Al-alloy-based QCs [188, 189] are extreme hardness
[190, 191], poor electrical [192–194] and thermal conductivity, low friction [195, 196]
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and low adhesion [197, 198], as well as strong resistance against oxidation [199, 200].
In the year 2000, the better understanding and improved fabrication resulted in a first
commercial application in form of a non-stick frying pan [201]. In addition, QCs show
intriguing features in catalysis [202] and are supposed to have strong impact in this field
soon. For a more detailed discussion of possible applications, see e.g. Refs. [188, 189].
The basis of bringing QCs to application is a good understanding of the QC systems,
both experimentally and theoretically. Deeper understanding has in particular been
gained with the help of artificial QCs. In the production of artificial QCs, the QC
structure serves as an input and is enforced. That enforced structure is in contrast to
alloy-based QCs which form during a thermalization process. Therefore, the artificial QC
structures have allowed to concentrate on the purely quasicrystalline properties while
studies on alloy-based QCs initially have mainly focused on the determination of the
atomic alloy structure.
Today, there exist several ways of producing artificial QCs. Two-dimensional QCs can
be established e.g. by a respective assembly of dielectric cylinders [203–205] or tuning
forks [206]. Also the production of films on appropriate surfaces [199, 207–209] yields
two-dimensional QC systems. Similarly, optical lattices [210], created by combinations
of several monochromatic waves to form a quasiperiodic interference pattern [211–215],
allow for realization of QC structures. Moreover, QCs can be found in polymeric systems
[216] or can be produced by electron-beam lithography [217]. It is even possible to realize
artificial three-dimensional QCs [146, 218]. In particular, one-dimensional QCs can most
easily be grown, e.g. by MBE or MOVPE.
From the theory point of view, there are many different ways to model QCs of either
dimension. One may use the dual grid method [164, 219], the cut or cut-and-project
method [220–223], or deflation and inflation techniques as known from the Penrose tilings
[224–226] – see also Refs. [163, 227, 228]. The one thing all the different models have in
common is the appearance of irrational numbers causing the aperiodic nature of the QCs.
In fact, very often that irrational number is the golden mean [162–164, 177, 182, 187–
189, 206–209, 218, 227–230].
The golden mean, τ = 0.5+
√
1.25 ≈ 1.618 . . . , is a famous number known already from
ancient and medieval architecture and arts [231]. It is often found in nature (sunflowers,
daisies, pineapples, . . . ), and it is intimately related to the Fibonacci numbers [232]. As
discussed in more detail in Sec. 2.1, the Fibonacci numbers and the Fibonacci sequence,
LSLSLLSLLSLLS . . . , are connatural. In particular, the observation of the Fibonacci
sequence is often cited as evidence of the presence of a quasicrystalline structure [164,
195, 196, 208, 213, 214, 229, 230]. Moreover, the one-dimensional Fibonacci sequence is
the textbook example of QCs [163, 188, 227, 228]. That is because one-dimensional QCs
are the most instructive QCs due to their low dimensionality and clear arrangement.
Additionally, they are easier to produce than alloy-based or higher-dimensional QCs.
The Fibonacci sequence is the most elementary and concise one-dimensional QC.
As a consequence, one-dimensional Fibonacci QCs have been studied intensively,
which has lead to the observation of many quasicrystalline features. Already shortly af-
ter the discovery of quasicrystals [161], the first MBE grown one-dimensional Fibonacci
superlattice has been subject of investigations [233, 234]. The established GaAs-AlAs
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superlattice has revealed the typical quasicrystalline dense set of diffraction vectors in
X-ray experiments [233] as well as a certain robustness of the detected diffraction peaks
against disorder in layer thicknesses [234]. Sharp quasicrystalline diffraction peaks and
self-similar spectra have been observed [233]. Additionally, such multifractal spectral
properties have been verified experimentally in one-dimensional Fibonacci lattices for
phonons and electrons [235], ultrasonic waves [236], and third sound [237] which is a
wave in thin films of superfluid liquid helium. Similar predictions for the optical range
[238–240] have been confirmed experimentally as well [241–243]. Moreover, optical non-
linear effects such as second- [244, 245] and third-harmonic [245, 246] generation, making
use of quasi-phase matching [247] with the help of the dense set of reciprocal vectors,
have been investigated. Later on, symmetry effects have been observed [248] and light
propagation has been studied [249].
However, attention has been drawn to optically active resonant Fibonacci QCs, real-
ized in form of aperiodically spaced – that is Fibonacci-spaced – QWs, only recently. A
first theoretical study has introduced the generalized Bragg condition for the resonant
Fibonacci QCs [250]. Since then, only few theoretical investigations have been performed
using a constant background refractive index and QW susceptibilities of Lorentzian form.
Attempts to grow such resonant Fibonacci-spaced InGaAs/GaAs QWs [251] have re-
sulted in surface gratings, that have been fostered by the non-uniform spacing and have
prevented from the observation of the theoretically predicted spectral features [250].
These difficulties could have been overcome by using GaAs/AlGaAs Fibonacci-spaced
QWs [252].
Investigations of quasiperiodically spaced QWs are the natural extension of the work
performed on the traditional periodic QW structures which are already well understood.
Studying periodic MQW structures, investigations have among others been performed
on excitonic luminescence [84–86, 253], on the transition from excitonic to polaritonic
behavior [254], and on light propagation in MQWs [255], as well as on quantum beats
[256, 257], and Rabi flopping [258]. In addition, the optical Stark effect [259–261] screen-
ing and band filling effects [88, 89, 262, 263], adiabatic following [264], well-size effects
[265], as well as photon echos [266] have been studied. Moreover, Rabi oscillations
[264, 267–269], optical superlattices and radiative coupling effects in Bragg and anti-
Bragg geometry [93, 257, 270–275], as well as Coulomb memory effects [276] have been
subject of investigation. Furthermore, THz radiation can be used to manipulate and/or
monitor low-energy excitations and/or quasi-particle states [78, 277–281].
For MQWs put into a cavity [77], the transition from the weak to the strong coupling
regime has been studied [282]. Under strong coupling conditions, normal-mode coupling
(NMC) which is the solid-state analog of the atomic vacuum-Rabi splitting has been
observed [282–284]. For stronger pumps in the nonlinear regime, a saturation of NMC
has been found [285, 286]. Moreover, Rabi oscillations [287] and effects of carrier-carrier
scattering on these oscillations [288] as well as effects caused by structural disorder [289]
have been investigated.
As discussed above, periodically arranged MQW structures have already been stud-
ied very intensively. Consequently, many applications also rely on MQW structures.
Nevertheless, there is a lot of ongoing research on periodic MQW structures still today.
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The subject of this first part of the thesis are One-Dimensional Resonant Fibonacci
Quasicrystals realized in form of quasiperiodically arranged QWs. Hence, this work di-
rectly affiliates to recent investigations that initiated the research of resonant Fibonacci
MQW QCs [250–252]. In addition, it is intimately related to the studies on periodi-
cally spaced MQW structures. In particular, quasiperiodic MQW structures stand in
between periodic and disordered MQW structures due to the deterministic but aperiodic
arrangement. Thus, it is interesting to see in how far effects known from periodic MQW
structures can be found in MQW QCs or not.
The presentation of the investigated subjects is structured as follows. After the setup
of the investigated system as well as its microscopic theoretical modeling is introduced
in Chap. 2, the Semiconductor Bloch Equations which describe the system dynamics are
discussed in Chap. 3. Then, the applied transfer-matrix method is discussed in Chap. 4.
These tools enable theory-experiment comparisons presented in Chap. 5. Further, purely
numerical studies of the origin of the observed optical properties are subject of Chap. 6.
Finally, the findings are summarized in Chap. 7.
Most of the results on resonant Fibonacci QCs have been published in Ref. [290]. There-
fore, when presenting and discussing the respective results in Chaps. 5 and 6, the line of
argumentation is kept close to the presentation in that paper.
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In this chapter, we will establish the basis of the investigations on resonant Fibonacci
QCs. Starting from the properties and the construction of the Fibonacci numbers and
the Fibonacci sequence, we will next recall the description of resonant Fibonacci QCs
[250]. Then, the detailed structure of the investigated samples is introduced, which is
followed by modeling these structures in the framework of a microscopic theory. That
will lead us to the Semiconductor Bloch Equations which are discussed in Chap. 3 and
which allow for numerical simulations of the samples.
2.1 Fibonacci Quasicrystals
2.1.1 Definition and Construction
The Fibonacci sequence has inherited its name from the Fibonacci numbers [232] which
are constructed in a very similar way: Originally, the Fibonacci numbers 1, 1, 2, 3, 5, 8,
13, ... have been defined from a mathematical exercise known as ”Fibonacci’s rabbit
problem” [291]. A generic form of that problem is defined on the basis of a large building
block L and a small building block S. The problem deals with the number of occurrence
of the two elements L and S in different strings that consist of these elements. The
initial string contains only a single S block. The subsequent strings are obtained by
repeatedly applying the substitution rules
S → L , (2.1)
L → LS , (2.2)
see left side of Fig. 2.1. The Fibonacci sequence is the infinitely long string which
is gained by infinitely often application of the above substitution rules. Though the
construction of that sequence starts from a single S block, the Fibonacci sequence begins
with a L as a consequence of the substitution Eq. (2.1). Additionally, the building blocks
L and S are concatenated aperiodically. Nevertheless, the structure is deterministic as
a consequence of the substitution rules.
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Figure 2.1: The Fibonacci sequence: The number of string generations is given in the
center column. The left part of the figure should be read from right to
left. It indicates the construction of the Fibonacci sequence according to the
substitution rule [291]. The substitution is indicated in the left box with the
help of a color code, where the rim of a small building block is colored like
the large block it originates from. The color of a large block corresponds to
the face color of the small block it stems from. The correspondence between
the left and the right half is gained by mirroring. The latter side is to be
read from left to right. There, the Fibonacci sequence is constructed by
concatenating two successive Fibonacci generations in order to obtain the
adjacent generation, see the right box.
The substitutes of both, L and S, contain one L block each. Hence, the number
of L blocks in the nth Fibonacci string Fn equals the total number of blocks in the
(n − 1)th string Fn−1. Additionally, every S block in Fn stems from a L block in Fn−1.
The number of these L blocks corresponds in turn to the total number of blocks in the
(n−2)th string Fn−2. If the number of building blocks in Fn is given by Fn1, we therefore
find Fn = Fn−1 + Fn−2 if n > 2 and with F1 = 1 and F2 = 1, which is the definition of
the Fibonacci numbers.
For large n, the ratio of consecutive Fibonacci numbers tends towards the golden
mean, τ = 0.5 +
√
1.25 ≈ 1.618 . . . , which is an irrational number [232]. Consequently,
the ratio of the frequencies of occurrence of L and S blocks equals τ in the limit n→∞.
As can be seen from Fig. 2.2, that ratio is converging very fast towards τ . In particular,
already the ratio F7/F6 = 13/8 deviates less than a percent from the golden mean.
Likewise, already finite sequences of sufficiently large numbers of building blocks show
properties akin to the ones of the infinite Fibonacci sequence. Moreover, such finite
sequences can be described in good approximation with the help of a theory that has
been developed for the infinite Fibonacci sequence. That theory is subject of Sec. 2.1.2.
The aperiodicity of the Fibonacci sequence is caused by the irrationality of the golden
mean. This can be nicely seen in another method of constructing this sequence. The
1Note the difference between the number Fn and the string Fn of building blocks
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Figure 2.2: The ratio of subsequent Fibonacci numbers Fj, which are given in the upper
x-axis, tends towards the golden mean τ = 0.5 +
√
1.25 ≈ 1.618 . . . .
cut-and-project method, see Refs. [163, 220–223, 292] and appendix A, projects lattice
points of a higher-dimensional lattice to a lower-dimensional subspace. Only selected
points that are located within a certain volume around that subspace are taken into
consideration in the projection. In order to construct the one-dimensional Fibonacci
sequence, one uses a two-dimensional lattice and projects certain lattice points onto a
line L that has a slope which is irrational. The projected points are all located within
a strip the borders of which are parallel to L, see Fig. A.1. As a consequence of that
slope being irrational, the lattice and the line L are incommensurate and have only one
common point. Thus, the projection cannot be periodic.
More insight into the arrangement of the building blocks in the Fibonacci sequence
can be gained from yet another construction method. Figure 2.1 shows that the sequence
can alternatively be constructed via the concatenation Fn = Fn−1 ⊕ Fn−2 if n > 2 with
F1 = S and F2 = L. That concatenation means positioning Fn−2 right of Fn−1, which is
equivalent to the constructions discussed before. The definition of the concatenation ad-
ditionally shows the kinship of the Fibonacci sequence with the Fibonacci numbers. Due
to that concatenation, the finite partial strings of the Fibonacci sequence occur repeat-
edly in the infinitely long Fibonacci string. In particular, any substring of the Fibonacci
sequence can be found infinitely often in the infinitely long string, Fn→∞. Nevertheless,
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the occurrence of these partial sequences is not periodic; in fact, the Fibonacci sequence
has aperiodic, or better to say quasiperiodic translational order.
Concerning the further properties that identify a QC, the minimal and maximal dis-
tances between nearest neighbors are guaranteed by the two building blocks L and S.
Thus, the Fibonacci sequence indeed forms a one-dimensional quasicrystal. In the one-
dimensional case, these two conditions, long-range order and the existence of minimal
and maximal nearest-neighbor distances, are sufficient for the identification of a qua-
sicrystal as there is no analog of orientational order in one dimension.
2.1.2 Properties and Formulae
While the position of the mth lattice point of a one-dimensional periodic lattice with
lattice constant d and orientation in z direction is simply given by zm = z0+md, where
z0 is a shift of the whole lattice, it is not straightforward to define the position of the m
th
lattice point in a quasicrystal. Nevertheless, the deterministic structure of the infinitely
long Fibonacci sequence allows for the definition of the lattice-point positions via
zm = z0 +md¯ + r(m), (2.3)
where z0 is again a shift of the whole lattice, the mean period of the lattice is given by
d¯, and r(m) is a modulation function. This form of defining the lattice point positions
is well known from the one-dimensional incommensurate chains [293, 294] with building
blocks S and L. In general, the modulation function r(m) has the form
r(m) = ∆
{m
t
+ ϕ
}
, (2.4)
where in general {x} determines the fractional part of x and the modulation strength
is given by ∆. In case of rational t, the structure becomes periodic with a compound
unit cell. In terms of the cut-and-project method, the line L of rational slope t is
then commensurate with the lattice. In general, an irrational t leads to aperiodically
structured crystals [163]. In particular, if one claims a crystallographically forbidden
symmetry for QCs, there are no QCs in one dimension. Rather, in one dimension,
then there are incommensurately modulated crystals which posses a crystallographically
allowed symmetry. Since we do not postulate that forbidden symmetry, we do not need
to distinguish between modulated crystals and QCs. Finally, the remaining structure
parameter ϕ determines the initial phase of the modulation function r(m), which defines
the sequence of the intervals L and S within the chain.
In the infinitely long string, the mean period of the lattice is given by
d¯ ≡ lS
(
̺− 1
t
+ 1
)
, (2.5)
where we introduced the ratio, ̺ ≡ lL/lS, of the lengths lL and lS of the building blocks
L and S, respectively. Thus, the modulation strength is defined as
∆ ≡ lS − lL = lS(1− ̺) . (2.6)
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Note that the quasiperiodicity (t 6∈ Q) of the sequence in general does not depend on
̺ [164, 233], except ̺ = 1 where lL = lS are degenerate. The ratio of frequencies of
occurrence of large intervals, NL, and small intervals, NS, depends on the irrational
number t and is given by
NL
NS
=
1
t− 1 . (2.7)
This ratio is independent of ϕ showing that ϕ only effects on the arrangement of the
building blocks, not on their number.
The optical properties of such a sequence are determined by the structure factor that
describes how incident radiation is scattered by the structure which the radiation is
shined on. The structure factor reads
f(q) ≡ lim
N→∞
1
N
N∑
m=1
exp(i2qzm) . (2.8)
In the limit N →∞, the structure factor of a quasicrystal [164, 220] consists of δ-peaks
which correspond to the Bragg diffractions and densely fill the reciprocal space,
f(q) =
∞∑
h,h′=−∞
δ2q,Gh,h′fh,h′ , (2.9)
where the diffraction vector,
Gh,h′ =
2π
d¯
(
h +
h′
t
)
, (2.10)
equals a reciprocal-lattice vector that is identified by two integer numbers h and h′
[163, 295]. For t being irrational and ̺ different from 1, one finds the intensity of the
peaks given by
fh,h′ =
sinSh,h′
Sh,h′
exp(iΘh,h′) , (2.11)
with the abbreviations
Θh,h′ = (z0 +∆{ϕ})Gh,h′ + Sh,h′ , (2.12)
Sh,h′ =
π∆h
d¯
+ πh′
(
1 +
∆
td¯
)
= πh′ +
∆
2
Gh,h′ , (2.13)
for otherwise arbitrary choice of d¯, ̺, t, and ϕ [290].
The Fibonacci sequence [164] is obtained if t = τ and ϕ = 0, c.f. appendix A. In
particular, the canonical Fibonacci sequence corresponds to ̺ = τ . This case is special
in that each inflation step, i.e. each new generation of a string Fn+1, always enlarges
the length of a string Fn by a factor of τ because it holds lL = τlS and lLS = lL + lS =
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(1+τ−1)lL = τlL. Hence, the different generations are self-similar, which is no necessary
prerequisite of a QC but an additional property of the canonical Fibonacci sequence.
If t = τ and ϕ = 0 while ̺ 6= τ and ̺ 6= 1, one obtains the noncanonical Fibonacci
quasicrystals. Another prominent case is ̺ = 1 so that the quasiperiodic sequence is
turned into the periodic crystal, lS = lL, so that ∆ = 0. In that sense, the periodic
crystals are a subclass of quasicrystals.
In periodic crystals, the resonant Bragg condition is obtained by equalizing the recip-
rocal lattice vectors with the double light wave vector. In analogy, using the reciprocal
lattice vectors, Eq. (2.10), the resonant Bragg condition for Fibonacci quasicrystals [250]
reads
q(ω0)d¯ = π
(
h+
h′
τ
)
, (2.14)
where the resonance frequency is given by ω0. Equation (2.14) accounts only for a
uniform dielectric environment with constant index of refraction. However, the nontrivial
dispersion of a QW as well as a structured dielectric environment lead to modifications
of that Bragg condition, in analogy with periodically spaced multiple QWs [270]. Since a
rigorous analytical generalization for such more complicated structures cannot be given,
we overcome this difficulty by using the concept of the optical path length.
In particular, we assume the index of refraction to be constant within each material
layer. The optical path length of a layer is then defined as the product of the physical
thickness of a layer and it’s index of refraction. With the help of that concept, the
propagation of an electromagnetic wave through a complicated dielectric environment
consisting of several material layers with different refractive indices can be described in a
uniform way. Particularly, making use of the optical path length allows for a comparison
of layer properties in terms of the vacuum wavelength, which provides a more intuitive
insight into the sample lengths and to wave propagation through the sample.
In the physical sample, additional effects like multiple reflections of the wave at the
several layer interfaces take place, which is not taken into account by the concept of the
optical path length. We discuss the inclusion of these effects in Chap. 4. Rather, the
concept of the optical wavelength is useful in the design of a sample, where interference
effects have to be considered and hence distances have to be treated in a uniform and
comparable way. Thus, one may use Eq. (2.14) in case of a complicated sample structure,
if the average spacing d¯ is replaced by the average of the optical path lengths of the
spacings,
D = oS
(
ρ− 1
t
+ 1
)
, (2.15)
where ρ is now defined as the ratio ρ = oL/oS of the optical path lengths oL and oS
corresponding to the respective spacings L and S. The wave vector is then given by
q(ω0) = ω0/c ≡ 2π/λ, where c is the velocity of light and λ is the vacuum wavelength.
In the canonical case, Eqs. (2.8)–(2.14) provide the strongest resonances for pairs
(h, h′) with large coefficients |fh,h′|, which is the case if h and h′ are successive Fibonacci
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numbers (Fn, Fn+1) [164]. Thus, the n
th Bragg resonance, obtained from the generalized
Bragg condition, is identified by the pair of Fibonacci numbers (Fn−1, Fn). If ρ = 1,
Eq. (2.14) reproduces the well-known result for periodic crystals, i.e. the two integers h
and h′ reduce to just a single one.
2.2 Sample Setup
In this work, we investigate one-dimensional resonant Fibonacci quasicrystals realized
in form of MQW structures with two different QW-QW distances. These QW-QW
distances range from the center of one QW to the center of a neighboring QW and
correspond to the two building blocks L and S of the Fibonacci sequence. In order
to achieve a resonant Fibonacci QC, the QWs are arranged such that the QW-QW
distances form the Fibonacci sequence. Such structures have been investigated for the
first time theoretically in Ref. [250] and experimentally in Ref. [252].
In particular, the experimental data that will be discussed in the theory-experiment
comparisons has been taken from the same samples that have been studied in Ref. [252].
In addition to the investigations on such canonical Fibonacci QCs, a purely numerical
study of similar noncanonical resonant Fibonacci QCs is performed as well. Concerning
the design of such samples, the structure parameters of resonant MQW QCs with exciton
resonance frequency ω1s can directly be obtained from the resonant Bragg condition
Eq. (2.14). Once the average QW spacing D is fixed, the choice of ρ establishes the
large and small spacers L and S. Aiming at the modeling of a realistic MQW structure,
we also include barrier, adjuster, and buffer layers besides the QWs and spacers. Such
structures can be realized [296] by growing a stack of layers of different materials e.g. by
MBE. The physical thicknesses of the respective layers have to be chosen such that the
correct optical lengths oL and oS of the large and small building blocks are obtained.
The structure of the investigated samples is shown in Fig. 2.3. In the middle of that
figure, the detailed sequence of material layers is depicted. A color code is used to distin-
guish the different types of layers and thus to indicate the intricate setup of the samples.
At the top, the Fibonacci sequence of large (L, red) and small (S, blue) structural units
is shown. The correspondence of the Fibonacci sequence with the detailed sequence of
the different material layers is established by dashed red lines ending at the centers of
the QWs which are plotted in dark blue. The large (L) and small (S) building blocks
are grown such that the Fibonacci sequence is obtained in direction from the sample-air
interface (left) towards the substrate (right). In particular, each structural unit L or
S contains (from left to right) half a QW followed by a barrier, an adjuster, a spacer,
and another barrier layer as well as half of the neighboring QW. The only difference
between the large and the small units is the physical thickness of the respective spacer
layer included in L or S. The thicknesses of the QW, barrier, and adjuster layers are
identical in each case. Later on, when varying D or ρ, only the thicknesses of the spacer
layers are adjusted according to the corresponding optical path lengths.
The composition of the large and the small building blocks is shown in more detail
in the bottom part of the figure. At the left hand side, the large (red area) and small
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Figure 2.3: The samples consist of stacks of material layers grown by MBE (middle).
Each sample is grown on a GaAs substrate (right) and has a GaAs-air in-
terface (left). The QWs are separated by large building blocks L and small
building blocks S. The sequence of these structural units follows the Fi-
bonacci sequence, LSLLSLSL..., in direction towards the substrate (top).
These L and S building blocks consist of different material layers with dif-
fering refractive indices, as indicated in the lower left part. The color code
of the material layers is connected with the refractive index profile n(z) in
the lower right part of the figure.
(blue area) structural units are indicated within the refractive-index profile of the sample
showing the intricate substructure of these building blocks. At the right hand side, the
refractive-index profile is set in relation to the different material layers using the color
code. Again, the correspondence to the layer sequence (middle) is given by the dashed
red lines.
The number of material layers within a sample ranges from ten layers in case of a single
QW (SQW) up to 275 layers in case of 54QWs. In the entirely numerical investigations,
samples with even higher layer numbers have been studied. Altogether, the appearing
layers can be categorized into only seven types. A single set of parameters for these seven
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periodic Bragg, ρ = 1 canonical Fibonacci, ρ = τ
j D/λ oS/λ oL/λ D/λ oS/λ oL/λ
1 0.5000 0.5000 0.5000 0.5000 0.3618 0.5854
2 1.0000 1.0000 1.0000 0.8090 0.5854 0.9472
3 1.5000 1.5000 1.5000 1.3090 0.9472 1.5326
Table 2.1: Comparison of sample parameters for the periodic Bragg spacing (ρ = 1)
and for the canonical Fibonacci spacing (ρ = τ) for the first three Bragg
resonances, j = 1, 2, 3.
layer types is used in all computations. The specific sample details such as the layer
thicknesses, the refractive indices, and the particular sequence of the different layers are
given in appendix B. Some typical sample parameters – D, L, and S – corresponding
to the investigated system class are shown in Tab. 2.1 for the periodic spacing, ρ = 1,
as well as for the canonical Fibonacci spacing, ρ = τ .
2.3 Total Hamiltonian
In order to appropriately describe such systems and their optical response, one needs to
know the respective Hamilton operator that contains the system properties. In particu-
lar, a microscopic description of the carrier system and its internal interactions as well
as its interaction with light fields is necessary. Since the derivation of that Hamilton
operator is well known, only the corresponding result shall be given here while further
details can be found e.g. in Refs. [69–71].
The strength of Coulomb interaction scales with the inverse of the carrier separa-
tion. As the QW-QW separation is in the order of the wavelength corresponding to
the 1s-exciton resonance, interactions among carriers being located in different QWs are
negligible compared to the interaction of carriers located within the same QW. There-
fore, we consider only carrier-carrier interactions within one and the same QW and
consequently assume the QWs to be only radiatively coupled. The radiative coupling
will be modeled with the help of the transfer-matrix approach, Chap. 4, which makes it
sufficient to formulate the microscopic description of the system for a SQW, only.
The corresponding full Hamilton operator reads
H = H0 +HC +HI . (2.16)
The free, non-interacting carrier system is described by H0 which includes the effects
from the background potential of the lattice of ions. The Coulomb interaction among
these carriers is given by HC . Interactions between a coherent light field and the QW
material are described by HI . These three parts of the Hamilton operator will be intro-
duced in more detail in the following sections.
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2.3.1 Carrier System
In a quantum-mechanical description in second quantization, the carrier system can
be described with the help of field operators ψ†(r) [ψ(r) ] which create [annihilate] an
electron at position r. These field operators may be expanded into single-particle wave
functions φν,k(r),
ψ†(r) =
∑
ν,k
a†ν,kφ
⋆
ν,k(r) and ψ(r) =
∑
ν,k
aν,kφν,k(r) , (2.17)
where the expansion coefficients a†ν,k (aν,k) are operators that create (annihilate) an
electron with momentum k in band ν. The electron creation and annihilation operators
have to obey the fermionic anti-commutation relations[
aν,k, a
†
µ,k′
]
+
= δν,µδk,k′ ,[
a†ν,k, a
†
µ,k′
]
+
= [aν,k, aµ,k′]+ = 0 . (2.18)
The single-particle wave functions φν,k(r) are solutions of the time-independent Schro¨dinger
equation (
− ~
2
2m
∇2 +VL(r)
)
φν,k(r) = ε
ν
kφν,k(r) , (2.19)
with the lattice-periodic potential VL(r) and the band structure ε
ν
k. In particular, VL(r)
contains the sample geometry, say the stacked sample structure in z-direction and the
large extensions of all layers in the x-y plane. The carriers are located in the QWs which
are quasi two-dimensional systems due to a strong confinement potential in z-direction.
In particular, we assume sinusoidal eigenfunctions ζ ν(z) in confinement direction that
do not penetrate the neighboring barrier layers. Hence, we assume the carriers to be
entirely confined to the QW layer, which corresponds to the problem of a particle in
a box [34] with infinitely large potential energy outside the box. In contrast to the
z-direction, the carriers do not suffer any confinement in the QW plane. Thus, their
in-plane propagation is free and can be described by plane waves. As a consequence,
it is convenient to split the position and momentum vectors into the in-plane and the
z coordinates, r = (r‖, z) and k = (k‖, kz), respectively. In the envelop approximation
[69, 297], the single-particle wave functions φν,k(r) may then be written in the form
φν,k(r) = ζ ν(z)
1√
A
eik‖r‖wν(r) , (2.20)
where the plane waves are given by
√
A−1 exp(ik‖r‖) with the quantization area A, and
the lattice-periodic Bloch function given by wν(r). As a result of the carrier confine-
ment, there is no translational invariance in z-direction [36]. kz is no good quantum
number anymore and the confinement function ζ(z) appears in Eq. (2.20) instead of a
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plane wave
√
Z−1 exp(ikzz) with the quantization length Z. Additionally, the confine-
ment in z direction results in quantized eigenenergies which yield a set of subbands.
These eigenenergies scale with the QW width ∆w like E ∝ 1/∆w2. Consequently, the
energetic separation of neighboring subbands becomes the larger the narrower the QW
is. The investigated QWs consist of the direct semiconductor GaAs. The fundamental
optical transitions therefore take place at the Γ-point. While bulk GaAs has degenerate
light-hole and heavy-hole valence bands at the Γ-point, this degeneracy is lifted by the
confinement in z-direction in QWs [69]. Due to that and due to the large energetic
distance among bands in narrow QWs, we may restrict ourselves to a two-band model
considering only one valence band and one conduction band. Since the typical photon
momenta corresponding to the optical transitions are small in comparison to typical
carrier momenta, the energy range of interest is in the vicinity of the fundamental band
edge. Near the Γ-point, the band structure may be described by parabolic bands in good
approximation [115]. This leads to the dispersion of free electrons, where the effective
electron masses of the respective bands have to be used.
With these assumptions, the Hamiltonian of the free and non-interacting carriers is
obtained as
H0 =
∑
k‖
(
εck‖a
†
c,k‖
ac,k‖ + ε
v
k‖
a†v,k‖av,k‖
)
, (2.21)
where we introduced the index c (v) for the conduction (valence) band operators and
single-particle energies. The latter ones are defined via
εck‖ = Eg +
~2k2‖
2mc
and εvk‖ =
~2k2‖
2mv
, (2.22)
where Eg denotes the non-renormalized band-gap energy, ~ denotes Planck’s constant
divided by 2π, and the effective electron mass in the conduction (valence) band is given
by mc (mv).
The carrier-carrier interaction is described by the Coulomb Hamilton operator
HC =
1
2
∑
k‖,k
′
‖
∑
k′′
‖
6=0
Vk′′
‖
(
a†
v,k‖+k
′′
‖
a†
v,k′
‖
−k′′
‖
av,k′
‖
av,k‖
+a†
c,k‖+k
′′
‖
a†
c,k′
‖
−k′′
‖
ac,k′
‖
ac,k‖
+2a†
c,k‖+k
′′
‖
a†
v,k′
‖
−k′′
‖
av,k′
‖
ac,k‖
)
. (2.23)
These combinations of four electron creation and annihilation operators describe pro-
cesses where two carriers with initial in-plane momenta k‖ and k
′
‖ exchange the in-plane
momentum k′′‖. Repulsive intraband scattering takes place between two valence-band
carriers (first line) or two conduction-band carriers (second line). Interband scattering is
obtained among conduction- and valence-band carriers (third line), which is an attrac-
tive interaction between conduction-band electrons and valence-band holes, i.e. missing
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electrons. The prefactor 1
2
prevents from double counting and the interaction strength
is given by the quasi-two-dimensional Coulomb matrix element
Vk‖ =
e2
2ǫ0
∣∣k‖∣∣
∫
g(z)g(z′)e−|k‖| |z−z′|dz dz′ , (2.24)
where the electron charge is given by e and the electric permeability is given by ǫ0. The
confinement functions of the conduction band, ζc(z), and of the valence band, ζv(z),
are taken into account via g(z) = ζc(z)ζ
⋆
v (z) = ζv(z)ζ
⋆
c (z) ≡ |ζ(z)|2, assuming identical
confinement functions for both bands.
2.3.2 Light-Matter Interaction
One of the characteristic features of a semiconductor is its band gap. The band gap
energy Eg is the energy difference between the lowest conduction-band state and the
highest valence-band state. Typically, the band gap energy corresponds to wavelengths
in the optical (or infrared) range. In consequence, a photon carrying an energy ~ω > Eg
may excite an electron from the valence band into the conduction band. If the semicon-
ductor is excited by laser light, a classical treatment of the light field is sufficient. For
the description of the interaction of such optical fields with the above discussed carrier
system, we use a semi-classical approach via the light-matter interaction Hamiltonian in
dipole approximation
HI = −
∑
k‖,q‖
(
E(q‖, t) · dcv(k‖)a†c,k‖av,k‖−q‖ + h.c.
)
, (2.25)
where h.c. denotes the Hermite conjugate. Here, the light field
E(q‖, t) =
∫
dzg(z)E(q‖, z, t) , (2.26)
with the in-plane photon momentum q‖ and with
E(q‖, z, t) =
∫
dr‖ e
iq‖·r‖ E(r‖, z, t) , (2.27)
is treated classically while a quantized description is applied for the matter part. The
excited conduction-band electron is created (a†c,k‖) in a state with the carrier momentum
k‖ and the initial valence-band electron is annihilated (av,k‖−q‖) from a state with carrier
momentum k‖ − q‖. The strength of this transition of the electron from the valence to
the conduction band is governed by the dipole matrix element
dcv(k‖) =
∫
U
drw⋆c (r)erwv(r) (2.28)
where the integral is taken over the unit-cell volume U .
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The annihilation of the valence-band electron can also be viewed as the creation of
a positively charged hole. Therefore, the excitation process directly yields a pair of
oppositely charged carriers and thus introduces a microscopic interband polarization
to the semiconductor system. The corresponding creation and annihilation operators,
P †k‖(q‖) and Pk‖(q‖), of that microscopic polarization are given by
P †k‖(q‖) = a
†
c,k‖
av,k‖−q‖ and Pk‖(q‖) = a
†
v,k‖−q‖
ac,k‖ , (2.29)
respectively. As known from optics, it is the macroscopic polarization P that acts as
a source of the electromagnetic field. The corresponding relation is given by the wave
equation [
∇2 − n
2(z)
c2
∂2
∂t2
]
〈E(r, t)〉 = −µ0 ∂
∂t
P(r, t) , (2.30)
and has to be solved for the stacked QW structure [298]. The connection between the
microscopic and the macroscopic polarization is established via
P(r, t) =
∑
q‖
P(q‖, z, t)e
−iq‖·r‖ (2.31)
with
P(q‖, z, t) =
1
A
∑
k‖
(
d⋆cvP
†
k‖
(q‖) + dcvP
†
k‖
(−q‖)
)
g(z)2 , (2.32)
where A is the quantization area.
In order to obtain the material response to optical excitations and/or the emission
characteristics, one now has to self-consistently solve the dynamics of the microscopic
polarizations and the wave equation, Eqs. (2.29–2.32). Therefore, we will introduce the
tools, needed for a self-consistent microscopic theory, in Sec. 2.4. Based on that, we
develop the equations of motion of the relevant quantities describing a single QW in
Chap. 3. In Chap. 4, we then introduce the transfer-matrix approach with the help of
which the Fibonacci MQW samples can finally be modeled.
2.4 Hierarchy Problem and Cluster Expansion
In general, the dynamics of the expectation value of any operator O can be obtained
from the Heisenberg’s equation of motion
i~
∂
∂t
〈O〉 = 〈[O, H ]−〉 . (2.33)
Evaluating the corresponding equation of motion of an electron creation operator, one
finds that an electron creation (annihilation) operator is coupled to two (one) electron
creation and one (two) electron annihilation operators due to the Coulomb interaction,
i~
∂
∂t
a†ν,p‖
∣∣∣
Hc
= −
∑
k‖,λ
∑
k′′
‖
6=0
Vk′′
‖
a†
µ,p‖+k
′′
‖
a†
λ,k‖−k
′′
‖
aλ,k‖ . (2.34)
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Following the definition of an expectation value of an N -particle operator to consist of
N electron creation and N electron annihilation operators
〈N〉 = 〈a†µ1,k‖1 . . . a
†
νN ,k‖N
aµN ,k¯‖Naµ1,k¯‖1〉 , (2.35)
Coulomb interaction establishes that in general N -particle expectation values couple not
only to further N -particle expectation values but to N + 1 particle expectation values
as well
i~
∂
∂t
〈N〉 = T [〈N〉] + V [〈N + 1〉] . (2.36)
The functionals T and V follow directly from evaluating the right-hand side of Eq. (2.33).
In particular the functional V follows from the Coulomb interaction HC (more generally
speaking from the many-body interaction) while the functional T is mainly governed
by the single-particle part H0 +HI . In order to get to know the dynamics of 〈N〉, one
consequently needs to know the dynamics of the 〈N + 1〉 expectation values, that in
turn couple to 〈N + 2〉 expectation values and so on. This coupling scheme states the
well-known problem of an infinite hierarchy of equations of motion in many-body physics
[69, 73].
One way to overcome this hierarchy problem is to apply a consistent systematical
truncation scheme provided by the so-called (coupled) cluster expansion. The cluster
expansion has been developed and successfully employed in the field of chemistry [299–
303]. Its basic idea is to approximate the N -electron wave function of an atom or
molecule by the N non-interacting constituents and different levels of correlations among
them.
In first approximation, the N -electron wave function is then described by an appro-
priately anti-symmetrized product of single-electron wave functions (singlets), which is
the well-known Slater determinant of the Hartree-Fock approximation. The inclusion
of particle-particle interactions is achieved by considering M-particle correlations up to
a desired level M ≤ N where the electrons are coupled in pairs (M = 2, doublets), in
triplets (M = 3), quadruplets (M = 4), and so on. The N -electron wave function is
then obtained as the sum of all possible, correctly anti-symmetrized products of coupled
clusters up to order M .
If M = N , the cluster-expansion truncation scheme yields the full N -electron wave
function without approximation. In contrast, if M < N , the approximation consists of
neglecting correlations of orderM+1 and higher. That is, any N -electron wave function
is described consistently using at most M-electron coupled clusters, which allows for the
reduction of computational effort and, as we will see in the following, for the truncation
of the hierarchy problem.
However, having in mind semiconductors instead of atoms or molecules, a wave-
function approach is clearly not possible since the semiconductor carriers tremendously
outnumber the atom or molecule electrons. Nevertheless, this cluster-expansion ap-
proach may be used in a similar fashion to truncate the infinite hierarchy of N -particle
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expectation values, Eq. (2.36), and has been successfully applied to the description of
semiconductor many-body correlations as well as to quantum optics [70, 71, 76, 78,
82, 113, 114, 119, 253, 304–307]. The recursively defined clusters are obtained [308]
according to
〈1〉 = 〈1〉S (2.37)
〈2〉 = 〈2〉S +∆〈2〉 (2.38)
〈3〉 = 〈3〉S + 〈1〉∆〈2〉+∆〈3〉 (2.39)
〈4〉 = 〈4〉S + 〈2〉S∆〈2〉+∆〈2〉∆〈2〉+ 〈1〉∆〈3〉+∆〈4〉 (2.40)
...
〈N〉 = 〈N〉S + 〈N − 2〉S∆〈2〉+ 〈N − 4〉S∆〈2〉∆〈2〉+ . . .
+∆〈N〉 , (2.41)
where the singlet part 〈N〉S corresponds to the Hartree-Fock factorization. Correlations
are indicated by a ∆ put in front of the expectation value so that ∆〈N〉 is the entirely
correlated part of the N -particle expectation value 〈N〉. On the right hand side of the
Eqs. (2.37)–(2.41), all possible ways to distribute the creation and annihilation operators
among the clusters have to be taken into account. As a consequence of the semi-classical
treatment of light-matter interaction, we have to consider only fermionic creation and
annihilation operators. Therefore, the right hand side of the cluster expansion has to be
correctly anti-symmetrized, here. In general, the cluster expansion can be applied to any
system no matter if fermionic, bosonic, or mixed [308], which allows for the treatment
of a quantized light field or of phonons as well [71].
The singlet (S), doublet (D), triplet (T), and so on level can then be defined via
〈N〉S = 〈N〉HF (2.42)
〈N〉D = 〈N − 2〉S∆〈2〉+ 〈N − 4〉S∆〈2〉∆〈2〉+ . . . (2.43)
〈N〉T = 〈N − 3〉S,D∆〈3〉+ 〈N − 6〉S,D∆〈3〉∆〈3〉+ . . . (2.44)
〈N〉Q = 〈N − 4〉S,D,T∆〈4〉+ 〈N − 8〉S,D,T∆〈4〉∆〈4〉+ . . . (2.45)
...
〈N〉M = 〈N −M〉S,...,M−1∆〈M〉+ 〈N − 2M〉S,...,M−1∆〈M〉∆〈M〉 + . . . (2.46)
〈N〉N = ∆〈N〉 , (2.47)
where we have used
〈N〉S,...,M =
M∑
l=1
〈N〉l . (2.48)
The truncation of the hierarchy is thus achieved by taking into account only correlations
of at most M particles, 〈N〉|M = 〈N〉S,...,M . Due to the consistent description of all
expectation values at theM-particle-correlation level, the corresponding set of equations
of motion is closed and the hierarchy is truncated. The cluster expansion is schematically
illustrated for single- up to four-particle expectation values in Fig. 2.4.
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Figure 2.4: Schematic drawing of the cluster expansion for single-, two-, three- and four-
particle expectation values. Single particle operators are drawn as balls.
Correlations among particles are indicated by yellow areas enclosing the cor-
related particles. Thus, the order of correlation corresponds to the number
of entirely enclosed balls.
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Semiconductor Bloch Equations
In the ground state, the valence band of a semiconductor is completely filled with elec-
trons while the conduction band is empty. A resonant optical excitation of the semi-
conductor can be achieved e.g. using laser light, entirely incoherent light, squeezed
light, or light of any other quantum statistics, resonant to the semiconductor band gap.
Moreover, the excitation state of a semiconductor can be altered by shining e.g. THz
radiation on the sample. However, we restrict our investigations to the coherent exci-
tation regime, which corresponds to the situation after resonant laser excitation. Then,
the central quantity describing the system is the coherent polarization, Eq. 2.32. It
contains all information about the optical excitation process as it is directly created by
the light field, Eqs. (2.25), and as it is in turn the only source to the electrical field,
Eq. (2.30), in the investigated scenario. The interband polarization is described by a
conduction-band-electron creation operator and a valence-band-electron annihilation op-
erator. Hence, the polarization directly drives the dynamics of electron (e) and hole (h)
occupations
f ek‖ = 〈a
†
c,k‖
ac,k‖〉 , fhk‖ = 1− 〈a
†
v,k‖
av,k‖〉 , (3.1)
in the conduction and valence band, respectively.
In the following, we will achieve a microscopic description of the QW-system dynam-
ics with the help of the Heisenberg’s equation of motion. That microscopic descrip-
tion is provided by a set of equations of motion for single- and two-particle quantities.
Specifically, we assume in the derivation of the so-called Semiconductor Bloch Equa-
tions [69, 71, 309] that the system is homogeneously excited by an external light field
which propagates perpendicularly to the QW plane. As a consequence, the single-particle
quantities such as the interband polarizations as well as the carrier occupations are diag-
onal in the carrier momentum. Thus, the rotating wave approximation (RWA) becomes
exact.
In the following, we recall the equations of motion of these system observables at the
singlet-doublet level [71]. We will see later on, that this allows e.g. for the inclusion of
carrier-carrier scattering, which results in excitation-induced dephasing (EID) [286, 298,
310–312].
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As a simplification, we approximate g(z) ≈ δ(zQW ) in Eqs. (2.32) and (2.26), which is
justified since the optical wavelength corresponding to the excitonic resonance is much
larger than the QW extension in z-direction so that g(z) effectively picks the QW position
zQW in a δ-function-like fashion.
3.1 Equations of Motion
The dynamics of the microscopic interband polarization is then given by
i~
∂
∂t
Pk‖ =
(
ǫ˜ck‖ − ǫ˜vk‖
)
Pk‖ − (1− f ek‖ − fhk‖)Ωk‖ + Γ
v,c
k‖
, (3.2)
where we find the renormalized electron and hole energies
ǫ˜ck‖ = ǫ
c
k‖
−
∑
p‖ 6=k‖
Vp‖−k‖f
e
p‖
and ǫ˜vk‖ = ǫ
v
k‖
+
∑
p‖ 6=k‖
Vp‖−k‖f
h
p‖
. (3.3)
The renormalized Rabi frequency reads
Ωk‖ = dcv(k)E(t) +
∑
p‖ 6=k‖
Vp‖−k‖Pp‖ . (3.4)
It includes the driving external field E(t) as well as the renormalization of that field due
to the internal dipole field. The Rabi frequency is weighted with the so-called phase-space
filling factor, 1− f e − fh. The strength of the phase-space-filling factor depends on the
level of excitation of the semiconductor. For low densities, the phase-space-filling factor is
close to unity. In addition, it may suffer a sign change at elevated carrier densities, which
manifests the fermionic effect of Pauli blocking. For densities above the transparency
point at which the phase-space-filling factor vanishes, the Coulomb interaction thus
enters the equation of motion of the interband polarization with a different sign. This
inhibits electron-hole pairs to be bound. In contrast, discrete excitonic resonances below
the band gap result from that Coulomb sum for low enough densities. These resonances
may be obtained as the eigenvalues of a generalized Wannier equation. That equation
is obtained if one takes only the polarization-dependent terms into account in Eq. (3.2).
Finally, the remaining contribution to the dynamics of the microscopic polarization ,
Γv,ck‖ =
∑
µ,k′,p6=0
Vp
{
cp,k
′,k
v,µ;µ,c −
(
cp,k
′,k
c,µ;µ,v
)⋆}
, (3.5)
describes effects of Coulomb-induced carrier scattering via the two-particle correlations
cp,k
′,k
λ,µ;ν,σ = ∆〈a†λ,k‖a
†
µ,k′
‖
aν,k′
‖
−p‖aσ,k‖+p‖〉 . (3.6)
34
3.1 Equations of Motion
Similar correlations may also be found in the Coulomb-induced scattering contribu-
tions to the dynamics of electron and hole occupations which are given by
i~
∂
∂t
f ek = −2i Im
[
Ωk‖ (Pk)
⋆ −
∑
µ,k′,p6=0
Vpc
p,k′,k
c,µ;µ,c
]
, (3.7)
i~
∂
∂t
fhk = −2i Im
[
Ωk‖ (Pk)
⋆ +
∑
µ,k′,p6=0
Vpc
p,k′,k
v,µ;µ,v
]
. (3.8)
In addition, the carrier dynamics is driven by the polarization. The influence of the
correlated part (second term in the parentheses in Eqs. (3.7) and (3.8), respectively) is
discussed in more detail below. Before heading to the explicit form of these correlations,
we next review some of their general properties. Inspecting the band-index combination
(λ, µ;µ, λ) that is found in the carrier-occupation dynamics, it holds
∑
k‖
Im

 ∑
µ,k′
‖
,p‖ 6=0
Vp‖c
p‖,k
′
‖
,k‖
λ,µ;µ,λ

 = 0 , (3.9)
which can be shown by index shifts in the k‖ and k
′
‖ summation and writing Im[. . . ]
explicitly. Thus, the correlation contributions do not cause a change of the total carrier
population
i~
∂
∂t
nλtot
∣∣
corr.
= i~
∂
∂t
∑
k‖
fλk‖
∣∣
corr.
= 0 , (3.10)
with λ = e, h. In consequence, the build-up of the carrier occupations is solely driven by
the polarization so that netot = n
h
tot ≡ n. In particular, the Coulomb-induced scattering
leads to a redistribution of the carriers, i.e. the Coulomb scattering drives the carriers
towards their thermal (quasi-)equilibrium distributions.
Similarly, one may show for the correlation contributions to the dynamics of the
microscopic polarization, where the band index combinations (λ, µ, µ, λ¯) have to be
considered, that
∑
µ,k‖,k
′
‖
,p6=0
Vp‖c
p‖,k
′
‖
,k‖
λ,µ;µ,λ¯
=
∑
µ,k‖,k
′
‖
,p6=0
Vp‖
[
c
p‖,k
′
‖
,k‖
λ¯,µ;µ,λ
]⋆
, (3.11)
which is equivalent to ∑
k‖
Γv,ck‖ = 0 . (3.12)
Consequently, these correlations do not cause a decay of the macroscopic polarization,
either. Rather, microscopic polarizations are redistributed due to the Coulomb scattering
events.
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Generally speaking, it is the treatment of correlation contributions – which describe
the many-body effects due to Coulomb interaction, phonons, or disorder – that defines
the accuracy of the modeling used. As discussed above, Coulomb effects are described
microscopically at the singlet-doublet level in this work. The basis of that microscopic
treatment is the system Hamiltonian, Eq. (2.16). Since the Hamiltonian does not ac-
count for lattice vibrations (phonons) nor for the unavoidable disorder, a microscopic
treatment of the corresponding effects is not possible at that level of description. In-
stead, we introduce a phenomenological dephasing constant γ to take the dephasing of
the polarization caused by disorder and interaction with phonons into consideration,
i~
∂
∂t
Pk‖
∣∣
phon.,dis.
≈ −iγPk‖ . (3.13)
3.2 Carrier Scattering
While a detailed discussion of the correlations, Eq. (3.6), is given in Refs. [71, 304], only
a brief review of their essential properties shall be given here. The dynamics of these
two-particle correlations is obtained by setting up Heisenberg’s equation of motion for
the respective full two-particle expectation values. Applying the cluster expansion, the
dynamics of the truly correlated part is obtained as
i~
∂
∂t
c
p‖,k
′
‖
,k‖
λ,µ;ν,σ =
(
ǫ˜σk‖−p‖ + ǫ˜
ν
k′
‖
+p‖
− ǫ˜µ
k′
‖
− ǫ˜λk‖
)
c
p‖,k
′
‖
,k‖
λ,µ;ν,σ
+
{
S
p‖,k
′
‖
,k‖
λ,µ;ν,σ
}
1
+
{
D
p‖,k
′
‖
,k‖
λ,µ;ν,σ
∣∣
coh.
}
2
+
{
D
p‖,k
′
‖
,k‖
λ,µ;ν,σ
∣∣
inc.
}
3
+
{
c
p‖,k
′
‖
,k‖
λ,µ;ν,σ
∣∣
T
}
4
. (3.14)
The first term {S}1 in the second line of Eq. (3.14) includes the singlet contributions that
lead to the spontaneous built-up of two-particle correlations once carriers are present in
the system. The second term {D}2 describes coherent two-particle correlations of the
form cλ,λ;λ,λ¯ as well as cλ,λ;λ¯,λ¯. These quantities include density-assisted polarizations and
bi-excitons. In analogy, the third term {D}3 represents incoherent two-particle correla-
tions of the form cλ,λ;λ,λ describing intraband carrier correlations and cλ,λ¯;λ,λ¯ describing
exciton populations. The discrimination of two-particle correlations follows from an in-
spection of the respective source terms. {D}2 is driven by coherent polarization Pk‖
while {D}3 is driven by the incoherent carrier occupations fλk‖ . The truly correlated
three-particle quantities are collected in the remaining term {c}4 which is formally ne-
glected and replaced by a phenomenological dephasing constant δ at the singlet-doublet
level. For more details of the form of the respective terms see the references given above.
A full description of the system dynamics at the singlet-doublet level demands solving
the dynamics of microscopic polarizations, Eq. (3.2), of carrier occupations, Eqs. (3.7)
and (3.8), as well as of the dynamics of density-assisted polarizations, carrier correlations
and exciton correlations, Eq.(3.14). The solution of that set of coupled equations of mo-
tion displays a numerically challenging task since large memory and long computation
times are needed, which makes such computations very demanding and at least max out
if not exceed current computer powers. Therefore, a simplifying modeling is necessary
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that describes the essential effects of the correlation contributions correctly and allows
for practicable computations. In the following, we will develop such simplifications and
we will discuss how to include the effects of dephasing, energy renormalization, screening,
and relaxation towards thermal (quasi-)equilibrium provided by these correlations. Par-
ticularly, after a discussion of a typical pump-probe scenario, the relevant contributions
are identified and some so-motivated approximations are applied.
The pump-probe experiment is a well-established standard method [313–315] to in-
vestigate the opto-electronic properties of a semiconductor heterostructure. In a pump-
probe experiment, the coherent polarization as well as the population dynamics are
probed. In semiconductors, the typical dephasing time of the polarization is in the
picosecond range or below. Therefore, a time-resolved study of the corresponding dy-
namics needs a time resolution finer than the dephasing time. The ability to create laser
pulses with durations in the femtosecond time scale [314–316] allows for such studies of
the semiconductor many-body system [78, 285–287, 317–320]. To do so, one exposes the
investigated sample to two subsequent laser pulses. The so-called pump pulse excites
the sample and thus prepares a certain excitation state. That state in general depends
on the exact properties of the pump pulse, e.g. its quantum statistics, intensity and so
on. The subsequent probe pulse tests the quantum state of the excited system.
In accordance with Refs. [286, 311], we now make the following assumptions. If the
probe pulse is weak enough, one may assume that the system remains unaffected by the
probe. Similarly, a weak probe pulse also allows for the assumption that only terms
linear in the polarization contribute significantly to the detected signal. Therefore, we
keep only terms linear in Pk‖ .
Given a sufficiently long delay time of the probe pulse, carrier-carrier and carrier-
phonon scattering lead to a quasi-equilibration of the system (c.f. Eqs. (3.10) and (3.12)
for carrier-carrier scattering) on a sub-picosecond time scale. Hence, one may assume
the carriers to be Fermi-Dirac distributed. Consequently, the pump-induced carrier dis-
tribution is defined by an appropriate carrier density n and carrier temperature T so that
one does not have to solve Eqs. (3.7) and (3.8). Instead, different excitation conditions
are described by different carrier densities and temperatures. If additionally the car-
rier density and temperature are not too small, one may assume the carrier-occupation
contributions to dominate the carrier-carrier-correlation and exciton-population contri-
butions [99, 304, 321, 322]. Thus, we may drop the incoherent part {D}3. Similarly,
we omit the coherent contribution {D}2 assuming that this source term decays on a
timescale faster than the one of the associated {D}2-induced build-up of the correlations,
Eq. (3.14). Hence, omitting the two- and three-particle correlations, we compensate for
the thus missing screening contributions, described by these correlations, by replacing
the bare Coulomb potential with the Lindhard-screened Coulomb potential [69],
Vk‖ → Wk‖ =
Vk‖
1− Vk‖
∑
k′
‖
,µ=c,v(f
µ
k′
‖
−k‖
− fµ
k′
‖
)/(ǫµ
k′
‖
−k‖
− ǫµ
k′
‖
)
. (3.15)
Doing so and evaluating the steady-state result corresponds to applying a second-Born
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approximation for the two-particle correlations contributing to the dynamics of micro-
scopic polarizations. Then, the equation of motion of these correlations reads
i~
∂
∂t
c
p‖,k
′
‖
,k‖
λ,µ;ν,σ =
(
ǫ˜σk‖−p‖ + ǫ˜
ν
k′
‖
+p‖
− ǫ˜µ
k′
‖
− ǫ˜λk‖ − iδ
)
c
p‖,k
′
‖
,k‖
λ,µ;ν,σ + S˜
p‖,k
′
‖
,k‖
λ,µ;ν,σ , (3.16)
where the simplified singlet source term S˜ is linear in the polarization and contains the
screened Coulomb matrix elements, Eq. (3.15). Equation (3.16) can formally be solved
with the help of a Markov approximation. The two-particle correlations then enter the
polarization dynamics in form of a scattering matrix Γk‖,k′‖ [298, 311], so that we are
left with the linear equation in Pk‖ ,
i~
∂
∂t
Pk‖ =
(
ǫ˜ck‖ − ǫ˜vk‖ − iγ
)
Pk‖ − (1− f ek‖ − fhk‖)Ωk‖ +
∑
k′
‖
Γk‖,k′‖Pk′‖ . (3.17)
3.3 Optical Susceptibility
Due to the structure of Eq. (3.17), one now has direct access to the linear optical
susceptibility via the relation
χ(ω) ≡ P (ω)
E(ω)
= dcv
∑
k‖
Pk‖(ω)
E(ω)
≡
∑
k‖
χk‖(ω) . (3.18)
The frequency dependence of the polarization is accessed by the Fourier transform of
Eq. (3.17) with respect to time and by expressing the resulting equation in the format
of a matrix equation∑
k′
‖
Λk‖,k′‖(ω)Pk′‖ = (1− f ek‖ − fhk‖)dcvE(ω) . (3.19)
The matrix Λ is then given by
Λk‖,k′‖(ω) ≡ (ǫ˜ck − ǫ˜vk − ~ω − iγ) δk‖,k′‖ − (1− f ek − fhk )Vk′‖−k‖ . (3.20)
Consequently, the microscopic optical susceptibility χk‖(ω) can be obtained by the in-
version of the matrix equation∑
k′
‖
Λk‖,k′‖(ω)χk′‖ = (1− f ek‖ − fhk‖)|dcv|21 , (3.21)
and χ(ω) is obtained according to Eq. (3.18). Having solved the QW response in the
frequency domain, corresponds to the situation of an initial excitation which is probed
by a weak second pulse. Hence, that is consistent with the assumptions made in the
description of the scattering contributions.
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In realistic samples, the QW layer is often embedded in a sophisticated dielectric en-
vironment. Typical structures consist of barrier, spacer, and adjuster layers as well
as eventually concentration-gradient layers, anti-reflection coatings (ARC), distributed
Bragg reflectors, and cavities. As already discussed in Sec. 2.2, the investigated samples
display such intricate setups as well. The different optical properties of the dielectric
layers that build up the sample may strongly influence the propagation of the light field
as well as the coupling of a QW to external fields [116, 117, 120]. In order to consistently
describe these effects of the QW environment on the sample reflection, transmission, and
absorption properties, we apply the so-called transfer-matrix method [70, 323, 324].
4.1 Passive Dielectric Structures
To introduce the basic concept, let us first of all consider the case of an entirely passive
structure that does not include optically active layers such as e.g. QWs. In that case,
we have to take into account only effects caused by the refractive indices of the different
materials. Without a source to the electrical field, we therefore have to consider pure
reflection, transmission and propagation effects only. The electrical field is described by
Eq. (2.30) which due to the missing polarization simplifies to[
∇2 − n
2(z)
c2
∂2
∂t2
]
〈E(r, t)〉 = 0 . (4.1)
For z within a certain material layer, labeled by j and reaching from zj to zj+1, the
refractive index n(z) = nj is constant. Hence, the solutions of the homogeneous wave
equation are plane waves within each layer. They have the form
Uj,q‖,q⊥(z, t) = uj,q⊥,j(z)e
injq‖r‖e±iωqt (4.2)
with the frequency ωq = c|q|/n and the z-component q⊥ =
√
n2q2 − q2‖ of the wave
vector q = (q‖, q⊥). The angle of incidence αj in layer j, measured relative to the normal
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to the layers, yields the z-component of the wave vector q⊥,j = nj|q| cos(αj) within that
layer, where the absolute value of the wave vector is given by |q|. In addition, the in-
plane component q‖ = nj |q| sin(αj) is the same in all layers due to Snell’s law. One then
has to solve the equation[
∂2
∂z2
+ n2(z)q2 − q2‖
]
uq⊥(z) = 0 . (4.3)
Thus, the stationary mode functions in z-direction read
uj,q⊥,j(z) = Aj e
+injq⊥,jz +Bj e
−injq⊥,jz , (4.4)
within layer j, where the coefficients Aj and Bj contain the effects resulting from the
sample setup. These plane waves have to fulfill the boundary conditions following from
Maxwell’s equations at the material-layer interfaces. In particular, the jth interface
is found at the position zj. For only two dielectric layers, which corresponds to the
simplest case of a single interface, that leads to the reflection and transmission coefficients
[70, 325, 326]
Rs−j =
q⊥,j−1 − q⊥,j
q⊥,j−1 + q⊥,j
, T s−j =
2q⊥,j−1
q⊥,j−1 + q⊥,j
, (4.5)
Rs+j =
q⊥,j − q⊥,j−1
q⊥,j−1 + q⊥,j
, T s+j =
2q⊥,j
q⊥,j−1 + q⊥,j
, (4.6)
for s-polarized light as well as to
Rp−j =
κjq⊥,j − q⊥,j−1/κj
κjq⊥,j−1 + q⊥,j/κj
, T p−j =
2q⊥,j−1
κjq⊥,j−1 + q⊥,j/κj
, (4.7)
Rp+j =
q⊥,j−1/κj − κjq⊥,j
κjq⊥,j−1 + q⊥,j/κj
, T p+j =
2q⊥,j
κjq⊥,j−1 + q⊥,j/κj
, (4.8)
for p-polarized light, where κj = nj−1/nj. The superscripts ’+’ and ’−’ indicate the
propagation direction of the light field. Referring to Fig. 4.1, we denote light initially
traveling from left to right (right to left) as (counter-)propagating and label it by ’−’
(’+’). The coefficients Aj , Bj and Aj+1, Bj+1 of neighboring layers are then related via
the matrix equation (
Aj+1
Bj+1
)
= Mςj
(
Aj
Bj
)
. (4.9)
For ς-polarized light (ς =s,p) the transfer matrix Mςj of the layer interface j reads
Mςj =
1
T ς+j
(
(T ς+j T
ς−
j − Rς+j Rς−j )eθj Rς+j e−θj
−Rς−j eθj e−θj
)
, (4.10)
with θj = iq⊥,jnj(zj+1 − zj). Iterative application of the matrices Mςj ,(
Aj+1
Bj+1
)
= MςjM
ς
j−1 · · ·Mς2Mς1
(
A0
B0
)
= Mςj
(
A0
B0
)
, (4.11)
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Figure 4.1: Reflection (R) and transmission (T) coefficients of propagating (−) and
counter-propagating (+) light defined for a single layer interface (left) al-
low for the computation of collective reflection (R) and transmission (T )
coefficients (right). The reflection, transmission and propagation effects in-
troduced by each single constituent material layer are collected into effective
reflection and transmission coefficients of a subset of layers by successively
adding one layer after the other until the whole sample structure is taken
into account.
allows to directly trace back any coefficients Aj, Bj to the wave outside the structure,
A0 and B0, via the matrix
Mςj =
1
T ς+j
(
(T ς+j T ς−j −Rς+j Rς−j )eθj Rς+j e−θj
−Rς−j eθj e−θj
)
, (4.12)
which is defined with the help of new collective transmission T ς±j and reflection Rς±j
coefficients. These coefficients are defined in analogy to the ones of a single barrier
but they contain the collective reflection and transmission properties resulting from the
interplay of the first j interfaces. In the most simple case of only one interface, they
reduce to Eqs. (4.7) and (4.8).
For more complicated setups, these collective reflection and transmission coefficients
can be computed recursively starting from a single interface and successively adding
further interfaces one by one. Taking into account all possible paths of light propagation
within a layer, that are caused by multiple reflections at the layer interfaces, via
Πςj =
∞∑
m=0
(
eθjRς−j+1e
θjRς+j
)m
=
1
1− Rς−j+1Rς+j e2θj
, (4.13)
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the collective coefficients for propagating light read
Rς−j+1 = Rς−j + T ς−j ΠςjeθjRς−j+1eθjT ς+j , (4.14)
T ς−j+1 = T ς−j ΠςjeθjT ς−j+1 . (4.15)
Similarly, one obtains for the counter-propagating light
Rς+j+1 = Rς+j+1 + T ς+j+1ΠςjeθjRς+j eθjT ς−j+1 , (4.16)
T ς−j+1 = T ς+j+1ΠςjeθjT ς+j . (4.17)
Again, the polarization direction is given by ς = s, p. Once all layers of a sample are
taken into account, these collective coefficients contain the full optical properties of
the optically passive structure. In particular, the collective reflection and transmission
coefficients of the entire structure are needed to define the initial conditions for the
computation of the mode coefficients Aj and Bj which define the mode functions. When
initially counter-propagating light has passed all interfaces of the sample, it is entirely
traveling to the left. Therefore, left of the first interface, the counter-propagating light
has the mode coefficients
A+0 = 0 , (4.18)
B+0 = T +m , (4.19)
where the total number of interfaces is given by m. Similarly, light that has initially
been propagating, is only traveling to the right after having passed all interfaces. Con-
sequently, the mode coefficient Bm has to vanish, which can be satisfied by the initial
conditions for propagating light
A−0 = 1 , (4.20)
B−0 = R−m . (4.21)
Using these mode coefficients, A±0 and B
±
0 , one can compute the mode functions in all
layers of the sample.
4.2 Quantum Wells in a Dielectric Environment
To describe samples containing QWs, the remaining task is to join the description of
QWs and the propagation of light through the dielectric environment of the QWs. In
particular, a self-consistent treatment of light-matter interaction is needed. In this
study, we will only investigate light propagating perpendicular to the QWs and thus
perpendicular to all layers so that q‖ = 0. As a consequence [298], Eq. (2.30) simplifies
to [
∂2
∂z2
− n
2(z)
c2
∂2
∂t2
]
E(z, t) = −µo ∂
2
∂t2
P (z, t) . (4.22)
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The influence of the QW on the light field can be attributed to two effects. First, the QW
material differs from the material of the surrounding layers. Consequently, a possible
difference in the respective indices of refraction causes reflection and transmission effects
as described in the previous section. Hence, that effect can be modeled by an appropriate
refractive index nQW of the QW layer and application of the transfer matrix as discussed
above. Such reflections at the QW-barrier interfaces may cause that light travels through
the QW layer back and forth several times. In particular, the width of the QW layer
becomes important in the description of these multiple transits of light. Hence, the QW
cannot be assumed to be infinitely thin though it’s extension is small compared to the
spacer layers.
Second, the light-matter interaction leads to absorption and re-emission of light, which
is described by the dynamics of the coherent polarization. The corresponding optical
response of the QW can be described by the QW susceptibility.
The self-consistent description may be achieved if one solves Eq. (4.22) assuming a
constant refractive index n = nQW in a QW of finite extension, which corresponds to
the discrimination of the QW effects into the background-refractive-index contribution
and the polarization contribution. With the help of the dimensionless quantity
ξ(ω) ≡ 1
2
ω
nQW c
χ(ω) , (4.23)
which directly follows from the QW susceptibility, one then obtains the linear transmis-
sion and reflection coefficients of the QW as
T (ω) =
1
1− iξ(ω) (4.24)
R(ω) =
iξ(ω)
1− iξ(ω) . (4.25)
For more details of the derivation of these coefficients, it is referred to Refs. [71, 298].
While the consideration of the QW background refractive index and of the QW width
is straight forward, the task is to include the effects of light-matter interaction given by
Eqs. (4.24) and (4.25).
Technically, this can be done as discussed below. Starting from a transfer-matrix
calculation in which only the QW background refractive index and the finite QW width
are considered, one may split the QW layer into two identical parts. The so created
additional interface does not change the resulting spectra since an interface between
two identical layers provides full transmission and vanishing reflection. Nevertheless,
it is that artificially introduced interface that allows for an inclusion of the entire QW
properties. In particular, the previously neglected effects of many-body interactions
may be included by adopting the respective QW transmission and reflection probabilities
following from Eqs. (4.24) and (4.25) for this artificial interface. Under that assumption,
the QW is emitting (at the interface position) into two adjacent layers of identical
refractive index nQW , which was assumed in the derivation of the QW transmission
and reflection coefficients, Eqs. (4.24) and (4.25). Moreover, reflections caused by the
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QW-barrier interfaces are fully included via the transfer matrices. In addition, this
approach allows to simulate arbitrarily many QWs embedded in a dielectric environment.
Particularly, this self-consistent approach fully includes a microscopic description of
radiative dephasing of the QW polarization.
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Theory vs. Experiment
With the discussed microscopic theory for a SQW and the transfer-matrix method at
hand, we are able to describe the Fibonacci MQW samples appropriately. In particular,
the microscopic theory including the carrier-carrier scattering allows for the investiga-
tion of nonlinear effects such as EID. The transfer-matrix method ensures a consistent
treatment of the QWs and of the propagation of light through the dielectric environ-
ment. Hence, the theory in principle is capable of describing experiments realistically.
The basis of a theory-experiment comparison is an adequate description of the sample
and of the experimental conditions. Therefore, we first of all have to find an appropriate
and reasonable set of sample parameters that is suitable to reproduce the experimental
findings. These parameters have been determined by matching theoretical results with
data obtained from measurements in the linear-response regime.
5.1 Linear Spectra
Of course, an appropriate description of a representative SQW is crucial for a correct
description of MQW samples. Hence, we start the investigations with a study of an
experimentally taken SQW linear spectrum shown as shaded area in Fig. 5.1(a). In the
reflection spectrum of that 10-layer SQW sample (FIB10), we observe asymmetric line
shapes of both, the heavy-hole (hh) and the light-hole (lh) resonance. Such line shapes
are known from disorder and phonon investigations [327–333]. To account for these line
shapes, we refine the phenomenological treatment of phonon and disorder contributions,
Eq. (3.13), by introducing an additional frequency dependence to the phenomenological
dephasing constant
γ(ω) =
γ
exp(−(~ω −Ex +∆Ecut)/C) + 1 . (5.1)
In particular, for the hh (lh) 1s resonance, positioned at Ex, the dephasing constant
γ = 0.163meV (0.110meV) and a cut-off energy of ∆Ecut = 0.25meV together with
the constant C = 0.1meV have been chosen. In the corresponding computations of
45
5 Theory vs. Experiment
1517 1523 1529
0
0.15
0.3
0.45
energy   [meV]
re
fle
ct
an
ce
 R
(ω
)
a
1QW 
1517 1523 1529
0
0.2
0.4
0.6
0.8
energy   [meV]
re
fle
ct
an
ce
 R
(ω
)
b
54QWs
Figure 5.1: Linear fits to experimental [296] reflectance spectra. With a single set of
parameters, all spectral features are well reproduced for a SQW (a) as well
as for 54 Fibonacci-spaced QWs (b).
the QW susceptibility [334], hh and lh dipole-matrix elements of dcv = e · 0.78nm and
dcv = e ·0.5nm, respectively, are used which are obtained from a separate band-structure
calculation [335]. Assuming a carrier density of n = 1 × 109cm−2 in thermal quasi-
equilibrium at a carrier temperature of T = 40K, one obtains the computed linear
reflection spectrum which is plotted as a blue line in Fig. 5.1(a). Due to the two-band
model separate computations are performed for the hh and the lh susceptibility which are
combined to the full QW susceptibility. The above parameter choice yields a very good
agreement of the experimentally observed asymmetric line shape of the SQW reflectance
spectrum and the computed reflectance spectrum. The resonance positions are indicated
by dashed vertical lines.
The used refractive indices of the different sample layers have been determined by
a detailed parameter study. In particular, the exact refractive indices of the different
material layers are not known, in contrast to the widths of these material layers which
are experimentally known with high accuracy. The refractive indices of the respective
bulk materials are tabulated. However, the refractive index within a narrow layer of
either material differs from the bulk value. Nevertheless, the bulk refractive index may
serve as a landmark in the search of the correct values. The used refractive indices have
been chosen such that the computations are in accordance with the measured spectrum
of a SQW. The so-obtained sample-parameter set is given in appendix B. In particular,
the different material layers can be categorized into only seven layer types so that a set
of only seven matching refractive indices has had to be found.
The validity of the parameters for the refractive indices and the asymmetric line shape
used to match the measured SQW spectra by the theory can be verified from a simu-
lation of a more complicated sample and comparison with experimental observations.
Figure 5.1(b) shows the measured linear reflectivity spectrum of the Fibonacci-spaced
54 QW sample FIB13 as a shaded area together with the corresponding calculated re-
flectivity spectrum (blue line). The vertical dashed lines indicate the spectral positions
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Figure 5.2: Very good agreement between (a) computed and (b) experimental [296] non-
linear reflectance is obtained for FIB13. Densities of n = 1 × 109cm−2
(shaded area), n = 5×109cm−2 (red line), n = 2×1010cm−2 (blue line), and
n = 5 × 1010cm−2 (black line) have served as an input to the theory while
pump powers of 76.6µW (shaded area), 871µW (red line), 3.7mW (blue line),
and 11.1mW (black line) have been used in the single-beam experiments.
The real part (c) and the imaginary part (d) of the QW susceptibility show
broadening and bleaching with increasing carrier densities.
of the hh and the lh resonance. In accordance with the observations in Refs. [250, 252],
the measured reflectance spectrum shows detailedly structured dips near the resonance
positions. Particularly, a very pronounced deep dip is observed below the hh resonance.
All spectral features are very well reproduced by the theory using the same parameter
set as for the SQW. That best-matching set of parameters refers to an average QW
spacing of D0 = 0.5016λ and a ratio of large to small spacing of ρ0 = 1.643, which are
close to the aimed values D = 0.5λ and ρ = τ ≈ 1.618.
Especially, in the simulation of the sample FIB13, the reflectance spectrum has proved
to be very sensitive to variations of the refractive indices, which can be attributed to
the high number of 275 dielectric layers that have to be considered in the calculations.
Spectral changes caused by refractive-index variations have been found to be the stronger
the more often the respective layer type was found in the sample. Therefore, the used
set of fit parameters, reproducing the spectral features that well, may be considered an
appropriate basis for further investigations. In the following, we will particularly focus
on the spectral region in the vicinity of the hh resonance.
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Figure 5.3: (a) The spectra of the experimentally applied pulses (shaded areas) [296]
are shown together with the computed true-absorption probability A(ω) =
1 − R(ω) − T (ω) for low (blue line) and high (red line) excitation. (b)
The corresponding true absorption is plotted for on-resonance and above-
resonance excitation, showing that in both cases most of the absorption
generates free carriers. The hh resonance position is indicated by a vertical
line.
5.2 Nonlinear Reflectance Spectra
Equipped with the well-working parameter assignment obtained from the linear evalu-
ations, one may thus draw attention to the analysis of nonlinear effects. Experimental
nonlinear reflectance spectra taken after single-beam excitation of FIB13 are shown in
Fig. 5.2(b). The different spectra have been obtained with pump powers of 76.6µW
(shaded area), 871µW (red line), 3.7mW (blue line), and 11.1mW (black line). Since
these different pump powers yield different carrier densities in the sample, we assume
elevated carrier densities, which are in thermal quasi-equilibrium, in order to match
the experimental findings and the simulations. In the calculations of nonlinear spectra,
Fig. 5.2(a), a carrier temperature of 40K and carrier densities of n = 1×109cm−2 (shaded
area), n = 5× 109cm−2 (red line), n = 2× 1010cm−2 (blue line), and n = 5× 1010cm−2
(black line) have been assumed.
The corresponding real and imaginary part of the QW susceptibility used in the calcu-
lations are shown in the same figure, frames (c) and (d). For higher excitation levels, the
susceptibility suffers more and more EID, i.e. an increasing bleaching and broadening
of the hh and lh resonances is observed with increasing carrier density. Consequently,
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Figure 5.4: Nonlinear reflectance spectra obtained by above-band pump experiments
[296] look very similar to those obtained by resonant pumping, compare
for Fig. 5.2.
the pronounced deep dip below the hh exciton resonance gradually disappears from the
spectra once the excitation level is risen. Comparison between the measured and cal-
culated reflectance spectra shows excellent agreement. Specifically, the observed overall
peak and valley structure is nicely reproduced.
5.3 Excitation Conditions
In this section, we will address the question why the single-beam experiments are so
nicely matched by calculations from a theory based on the assumption of pump-probe
conditions. To do so, we compare resonant and above-band excitation conditions. In
particular, we start that inspection by an examination of the absorption properties of
the sample FIB13.
Figure 5.3(a) shows the scaled spectra of experimentally applied pulses for resonant
(dark gray) and above-band (light gray) excitation as shaded areas. The calculated true-
absorption probabilities A(ω) = 1−R(ω)−T (ω) for low excitation (blue line) and high
excitation (red line), where the reflection [transmission] probability is given by R(ω)
[T (ω)], are plotted in the same frame. The respective true absorption resulting from
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the multiplication of the pulse spectrum with the true-absorption probability is plotted
in Fig. 5.3(b) for low and high excitation levels after both, resonant and above-band
excitation. The reddish curves correspond to high excitation and the bluish ones to
low excitation. Specifically, the light colored lines refer to spectra for above-band pump
while the darker colored lines refer to spectra for on-resonance pump, respectively.
As one can see, considerable absorption is observed in a wide spectral range for all ex-
citation conditions. In particular, resonant and above-band excitation yield very similar
absorption spectra. Moreover, most of the absorption generates free carriers under both
excitation conditions due to the strong continuum-absorption contributions. In conse-
quence, the experimental spectra obtained by above-band excitations, Fig. 5.4, look very
similar to the spectra obtained after resonant excitation, Fig. 5.2(b), when the respective
pump powers are comparable.
That similarity can be understood as follows. From pulsed nonlinear experiments
of QWs one has learned that carriers which have been created by the near band edge
absorption of 100fs pulses can be adequately described by an equilibrium carrier dis-
tribution with a carrier temperature of 40− 50K. Especially, only negligible cooling or
redistribution of these carriers occurs within 100fs. Hence, the excited system can be
described by an appropriately chosen carrier density and temperature for above-band
excitation conditions.
In particular, the difference that originates from the two different excitation schemes is
a creation of coherent polarization by the resonant pump while the above-band excitation
generates carriers incoherently. Nevertheless, the microscopic treatment of the carrier-
carrier scattering guarantees an appropriate description of the density-dependent QW
nonlinearity, and thus of the EID. Moreover, the self-consistent treatment of light-matter
interactions ensures the correct inclusion of the corresponding broadening of the spectral
features which change only relatively slowly with the density, as the simulations show.
Under above-band excitation conditions, the effect of the carriers, generated incoher-
ently by the non-resonant pump, on resonant spectral features is monitored by the weak
resonant part of the pulse. That resonant tail of the off-resonant pulse serves here as the
probe pulse that is assumed in the theory, which establishes the link between theory and
non-resonant conditions. As we have seen previously, spectra obtained by non-resonant
excitation are very similar to spectra after resonant excitation due to similar absorp-
tion characteristics. Thus, the very good agreement between theory and resonant-pump
experiments can be understood. At the same time, one has to remark that a detailed
comparison of the exact carrier densities becomes meaningful only once the excitation
conditions are modeled closer to the experiment.
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Numerical Studies
The very good agreement of our theory with the experimental results found in the linear
as well as in the nonlinear regime confirms an appropriate modeling of the investigated
samples and thus the predictive power of the theory. Therefore, further entirely nu-
merical studies shall now deepen the understanding of the spectral properties of the
Fibonacci-spaced MQW samples. In particular, investigation of effects and conditions
that cannot be achieved or that are at least very difficult to achieve in experiments can
be performed by numerical simulations in an easy way. The same sample parameters
which have successfully been used in the previously discussed theory-experiment com-
parisons are used in all following computations unless the usage of deviating parameters
is stated.
Specifically, the focus of the investigations will be on the sharp minimum in the linear
reflectance spectrum. Sharp spectral features like the observed reflectance minimum are
possible candidates for optical applications. For instance, the optical Stark effect [336]
can be used to shift the entire spectrum in a short time so that the present sample, i.e.
the sharp dip, could be used as a high-speed optical switch [337–339]. The dip also has
possible applications to slow light similar to the case of interference fringes observed in
the spectral stopband of a very large number of slightly detuned excitonic Bragg periodic
QWs [340, 341]. Thus, we will now aim at an understanding of the properties as well as
of the origin of that reflectance minimum.
6.1 Origin of Sharp Reflectance Minimum
In order to study the origin or the pronounced, sharp minimum in the reflectance spec-
trum close to the 1s hh-resonance, a switch-off analysis of the QW susceptibility is
performed. Since that reflectance minimum is most pronounced in the linear spectrum
of FIB13, we focus on that case. Therefore, we show as a shaded area in Fig. 6.1 the
already discussed linear reflectance spectrum obtained from the full calculation. That
reflectance spectrum is compared to the results of identical computations except that
either the real part of the QW susceptibility (blue line), or its imaginary part (red line),
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Figure 6.1: A switch-off analysis shows a disappearance of the stopbands with entirely
switched-off QW susceptibility (black line). While the inclusion of only the
imaginary part of the susceptibility (blue line) reveals a smoothly peaked
spectrum, the corresponding real part (red line) almost completely repro-
duces the highly structured spectrum of the full simulation (shaded area) of
FIB13 in the linear regime.
or the whole QW susceptibility (black line) is artificially set to zero. If the QW sus-
ceptibility is neglected completely, the stopbands disappear and the remaining almost
constant reflectance originates only from the array of dielectric layers. In particular, the
reflection of light at the sample-air interface strongly contributes to the observed total
reflectance of the sample in the whole spectral range if there is no ARC added to that
interface.
Switching on the imaginary part of the QW susceptibility, one finds that additional
absorption peaks are introduced to the reflectance. These peaks are located at the
resonance positions and are additive to the spectrum obtained with vanishing QW sus-
ceptibility. The observed spectral shape clearly differs from the full computation.
In contrast, all the main spectral features of the full computation agree with the
spectrum obtained when only the real part of the QW susceptibility is considered. In
particular, the stopbands as well as the valley between the hh and the lh resonance
originate from the real part of the susceptibility. Moreover, the spectral shape of the full
computation is completely matched in the spectral region energetically below the sharp
reflectance minimum. In addition, even the spectral shape of that reflectance minimum
is observed to be in nice agreement with the spectrum from the full computation as well.
Close to the resonance positions, a number of additional very sharp peaks and dips is
observed. In the full computation, the imaginary part causes some of these extremely
sharp features to smear out. At the same time, the imaginary part of the QW suscep-
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tibility reduces the strength of some of the stopbands. In conclusion, the performed
switch-off analysis reveals the main spectral features to have their origin in the real part
of the QW susceptibility. Thus, the spectral properties mainly stem from cavity-like
effects.
6.2 Sensitivity of Spectra to Average Spacing and Ratio
of QW-QW separations
The influence of the Fibonacci spacing on the spectral properties in the vicinity of the
1s hh resonance shall now be investigated. Particular attention is drawn to the strong
reflectance minimum. Since the Fibonacci spacing is entirely defined by the average
QW spacing D and the ratio ρ of the two spacers, we vary either D or ρ and keep the
other variable constant. The respective dependence of the spectrum on these structural
variations is quantified with the help of the deviation
ǫ =
∫ ω1s,hh+ϑ
ω1s,hh−ϑ
|R(ω)− R0(ω)|dω∫ ω1s,hh+ϑ
ω1s,hh−ϑ
R0(ω)dω
, (6.1)
where ~ω1s,hh = 1523.4meV and ~ϑ = 1.5meV. In particular, we use the calculated
linear spectrum R0(ω) of the 54QW sample FIB13 as a reference and detune the av-
erage spacing D and the layer-thickness ratio ρ away from the corresponding reference
parameters D0 = 0.5016λ and ρ0 = 1.643. The integrated absolute spectral deviations
are normalized with respect to the integrated reference spectrum R0(ω). When varying
the thicknesses of the building blocks L or S, all refractive indices as well as all layer
thicknesses except the thickness of the spacer layer are kept unchanged at all times.
For fixed ρ = ρ0 = 1.643, the computed deviation ǫ is plotted as a function of average
spacing D in Fig. 6.2(a). A variation of D within a range of ±1% around the reference
value D0 already results in 25% changes, which indicates a very strong sensitivity of the
reflectance spectrum to the average spacing. Based on the generalized Bragg condition,
Eq. (2.14), this strong dependence on D can easily be understood. The Bragg condition
directly defines a certain average spacing D¯ associated with the resonance condition
for a given frequency ω¯. Therefore, the detuning of the average spacing away from
that D¯ to D¯′ yields a new Fibonacci structure that has a different resonance frequency
ω¯′. Consequently, the initially resonant frequency ω¯ corresponding to D¯ is off-resonant
for the detuned D¯′. Hence, it is obvious that the spectrum should have that strong
dependence on the average spacing D.
In particular, the local minimum of the reflectance spectrum is present in the spectra
within a narrow range from D = 0.5000λ up to D = 0.503λ for the Fibonacci spacing.
In an analogical investigation for the same average spacing D = D0 but for a periodic
structure with ρ = 1 instead, a similar reflectance minimum has been obtained. For the
periodic structure, the local minimum is present in the spectra within a similarly narrow
range from D = 0.501λ up to D = 0.503λ. This observation already gives a hint to that
the spectral reflectance dip is not just related to the explicit Fibonacci spacing but to
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Figure 6.2: Deviations of 54QW reflectance spectra from the fit spectrum (D0 = 0.5016λ
and ρ0 = 1.643) are shown in dependence of (a) the average distance D and
(b) the ratio of the layer thicknesses ρ = oL/oS. A strong sensitivity to
changes in D is found while a certain robustness against changes in ρ is
observed.
the accuracy of fulfilling the Bragg condition as well. This issue will be studied in more
detail later on in Secs. 6.3 and 6.4.
Additionally, an investigation of the deviation ǫ has been performed for constant
average spacing D0 = 0.5016λ and a variation of the ratio ρ of the optical path lengths
of the two building-block types. In Fig. 6.2(b), the deviation ǫ is plotted as a function
of ρ. It can be seen that the spectra are only weakly affected by a variation of ρ
when the average spacing is unchanged. More specifically, though ρ/ρ0 was changed
almost an order of magnitude more than D/D0 in Fig. 6.2(a), the obtained maximum
deviation is smaller by a factor of five compared to the deviation observed when varying
D. In contrast to the strong sensitivity to D, the Fibonacci features thus show a certain
robustness of the spectrum to changes in ρ.
The observed stopbands, the pronounced dips near the hh and lh resonances in the
reflection spectra, as well as the strong sensitivity of the spectra to matching the res-
onance condition are in accordance with findings from calculations for constant back-
ground refractive index and Lorentzian susceptibilities [250] as well as with experiments
on resonant Fibonacci QCs [252]. The robustness against variations in the ratio of spacer
thicknesses is to be seen in analogy to the similar findings in Ref. [233] for X-ray studies
on passive one-dimensional Fibonacci QCs.
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Figure 6.3: For (a) the first Bragg resonance with (h, h′) = (F1, F0) = (1, 0) as well as an
average spacing D0 = 0.5016λ, and (b) for the second Bragg resonance with
(h, h′) = (F2, F1) = (1, 1) as well as D = 0.8115λ, the reflectance is shown for
different ratios of the optical lengths ρ = oL/oS, while the respective average
spacing is kept constant.
6.3 Fibonacci vs. Periodic Spacing
A natural extension of the study presented in Fig. 6.2(b) is the variation of the ratio ρ
in a larger range. In particular, this allows to tune the sample setup from the periodic
arrangement to any non-canonical (ρ 6= τ) or to the canonical (ρ = τ) Fibonacci spacing
while the average spacing D remains constant. The so-obtained reflectance spectra for
the first Fibonacci Bragg resonance, i.e. j = 1 with (h, h′) = (F1, F0) = (1, 0), are plotted
in Fig. 6.3(a). In analogy, the reflectance spectra computed for the second Fibonacci
Bragg resonance with j = 2 so that (h, h′) = (F2, F1) = (1, 1) are plotted in Fig. 6.3(b).
In both cases, the ratio ρ is tuned from the well-known [75] periodic case, ρ = 1, via
ρ = 1.300 to the canonical Fibonacci spacing, ρ = τ , as well as to even larger values of
ρ such as ρ = 2.000 and ρ = 2.500. At the same time, the respective average spacing D
is kept constant.
For the first Fibonacci-Bragg resonance, an average spacing of D0 = 0.5016λ has been
used in the computations. This average spacing follows from the previously used sample
parameters and differs slightly from the ideal one of D = 0.5λ. Among the spectra
obtained with the above set of values for ρ, the maximal reflection is observed for the
periodic case, ρ = 1. In addition, a monotonic decrease of the overall reflectance is found
as ρ is increased. That is, the reflection gets weaker and weaker the more the large and
small building blocks differ from each other. Below the hh resonance energy, there is a
reflectance minimum for any chosen ρ. The most pronounced, i.e. the narrowest and
deepest reflectance dip is observed for ρ = τ .
Structures arranged according to the second Fibonacci Bragg resonance display a
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Figure 6.4: Structure factors for the first two Bragg resonances (h, h′) = (F1, F0) = (1, 0)
plotted in red and (h, h′) = (F2, F1) = (1, 1) plotted in blue.
different behavior of the reflectance when ρ is varied in the same way. In contrast to
the case of j = 1, the weakest reflectance is observed in the periodic arrangement with
ρ = 1. With increasing ρ, the reflectance increases until its maximum is reached at ρ = 2.
Then, the reflectance decreases again if the ratio ρ is further increased to ρ = 2.500.
In analogy to the first Fibonacci Bragg resonance, a reflectance minimum is observed
below the hh exciton resonance for any choice of ρ. Again, the narrowest and deepest
reflectance minimum is found for ρ = τ . But, for j = 2, there is a stronger variation in
the shape of that minimum than in case of j = 1.
The behavior of the reflectance is in agreement with the respective structure factor of
the corresponding Fibonacci sequence plotted in Fig. 6.4. Assuming sample parameters
that exactly satisfy the Fibonacci Bragg condition, the structure factor is plotted in
red (blue) for the first (second) Fibonacci Bragg resonance. In contrast to the first
resonance (j = 1) where the ideal average spacing is D = 0.5λ, the second resonance
(j = 2) defines an average spacing of D = 0.8090λ. In general, one observes complete
constructive interference when the QWs are separated by integer multiples of 0.5λ.
Therefore, a ratio of ρ = 1 yields a maximum of the structure factor if j = 1 since
D = oL = oS = 0.5λ. In contrast, the same ratio ρ applied to the second Fibonacci
Bragg resonance, D = 0.8090λ, results in D = oL = oS = 0.8090λ = 0.5τλ. This causes
destructive interference in the reflectance because the QWs are separated by irrational
fractions of the hh-resonance wavelength λ. Consequently, the structure factor vanishes
at ρ = 1 if j = 2. For the second Fibonacci Bragg resonance, the maximum of the
structure factor is found at ρ = 2. Then, the optical thicknesses of the two building
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blocks are oS = 0.5λ and oL = 1.0λ, which follows directly from Eq. (2.15) and which
displays constructive interference.
Comparing these structure factors with the respective reflectance spectra plotted in
Fig. 6.3, we observe the same trends in the magnitude of the reflectance. That is the
case, even though the average spacings used in the computations of these spectra slightly
differ from the ideal ones used computing the structure factors. Thus, the structure
factor indicates the strength of the overall reflectance even if the Bragg condition is not
exactly satisfied.
It is well-known from the periodic MQWs that the specific reflectance results from
interference effects which are governed by the QW arrangement. As a result of the
quasiperiodic arrangement, the average spacings corresponding to the Fibonacci Bragg
resonances of order j > 1 differ from the Bragg spacings know from the periodic MQWs.
Moreover, the fact that the local reflectance minimum below the hh-resonance position
is most pronounced if ρ = τ for both Fibonacci Bragg resonances indicates that the
strength of this minimum may be directly related with the quasiperiodic arrangement.
6.4 Influence of the Dielectric Environment
To gain even more insight into the origin and the nature of the local reflectance minimum
below the hh resonance energy, we investigate the influence of the dielectric environment
on the dip next. Figure 6.5(a) shows the calculated linear reflectivity spectrum of the
sample FIB13 as a shaded area. Additionally, the reflectivity spectrum of the same
sample to which an ARC is added is plotted as a red line. Clearly, the ARC removes
the background reflection as expected because it is designed to prevent reflections from
the sample-air interface. However the stopband and dip structure remains intact after
adding the ARC. Hence, interference effects originating from the sample-air interface do
not cause the reflectance dip.
To check for propagation effects inside the sample, we simplify the 275 layers within
the sample in the most drastic way by giving them a uniform background refractive
index of n = nQW . In order to keep the optical lengths unchanged we compensate
for the changes in the refractive indices by adjusting the respective layer thicknesses
such that the corresponding original optical length is preserved. Doing so, we remove
all additional reflections occurring at the internal layer interfaces. Thus, we are left
with the pure interplay of the Fibonacci-spaced QWs to which reflections at the sample-
air interface are superimposed since the ARC is removed again. The corresponding
spectrum is plotted as a blue line in which the main spectral features are intact as well.
Consequently, the internal reflections do not cause any additional spectral features while
they rather contribute to the relative reflection strength. In conclusion, the minimum in
the reflectance must be caused by the QW arrangement, not by light-interference effects
due to the structure of the dielectric environment.
Therefore, another variation of the sample FIB13 has been simulated in that the
average spacing has been kept constant while the ratio of the spacer thicknesses has
been tuned to the periodic case. The corresponding spectrum is depicted as a black
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Figure 6.5: (a) Calculated reflectance spectra for the sample FIB13 (shaded area), for
the sample FIB13 with an additional ARC (red line), and for constant re-
fractive index within the material where the optical path lengths have been
kept according to FIB13 (blue line) are plotted together with the spectrum
obtained for a periodic structure with the same average spacing as FIB13
(black line). (b) Calculated reflectance spectra for a periodic (black line) and
a Fibonacci-spaced (shaded area) 54 QW sample with parameters similar to
FIB13, but D = 0.4992λ.
line. One again observes a spectrum similar to the original one (shaded area) with a
pronounced dip below the 1s hh resonance (vertical line).
To complete this analysis, the influence of the average spacing D on the reflectance
minimum is investigated. Thus, in Fig. 6.5(b), the reflectance calculated for a periodic
(black line) and a Fibonacci-spaced (shaded area) 54QW sample with the same average
spacing of D = 0.4992λ is plotted. In particular, the average spacing is negatively de-
tuned with respect to the ideal average spacing D = 0.50λ for the first Bragg resonance.
The reason for that is the real part of the QW susceptibility which corresponds to an
additional refractive index contribution. This contribution is not taken into account in
the Bragg condition, Eq. (2.14), which considers only the background refractive index.
Hence, this neglect can be compensated by such a negative detuning. The negative de-
tuning is chosen so that the reflectance of the periodic structure has one single maximum,
i.e. there is no minimum.
While the reflectance of the periodic sample thus does not have a dip below the hh
resonance position, the dip is still present for the Fibonacci spacing. The difference of
the reflectance in the minimum and in the reflectance maximum energetically below the
minimum has become only slightly smaller due to the variation of the average spacing.
But, the reflectance contrast between the minimum and the neighboring energetically
higher reflectance maximum is much smaller. Therefore, one can conclude that the
58
6.5 Dependency on Quantum-Well number
pronounced reflectance minimum observed in Fig. 6.5(a) is partially caused by the de-
tuning of the average spacing D away from the exact Bragg condition. Nevertheless,
the Fibonacci structure additionally leads to the formation of a dip as well due to the
quasiperiodic arrangement. The interplay of these two effects leads to a narrower and
deeper minimum for the Fibonacci structure, c.f. figs. 6.3 and 6.5.
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Figure 6.6: Reflectance in the vicinity of the 1s hh resonance as a function of QW number
and frequency. Sample parameters correspond to FIB13.
6.5 Dependency on Quantum-Well number
The reflectance minimum may additionally be affected by the number of QWs present
in the sample as well. Therefore, the reflectance spectra of Fibonacci spectra computed
for different numbers of QWs are presented in Fig. 6.6 as function of energy and QW
number. In each simulation, the same parameters as used in the linear fit to FIB13 have
been used, Sec. 5.1, except that the QW number has been varied. The figure shows a
zoom to the vicinity of the 1s hh resonance which is indicated by a black line. For small
QW numbers, the spectrum consists of only one single peak positioned at the 1s hh
exciton energy. With increasing QW number, the peak splits into two which correspond
to the stopbands discussed before. At the same time, the investigated dip emerges
slightly below the 1s hh resonance position. With further increasing QW number, this
dip broadens and shifts to lower energies while simultaneously new dips emerge from the
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Figure 6.7: If the QW number is larger by one than a Fibonacci number, the sequence
of building blocks L and S corresponds to the canonical sequences obtained
by the substitution rules, Eqs.(2.1) and (2.2). Reflectance spectra for the
Fibonacci numbers FN with 8 ≤ N ≤ 13 are plotted. The energy axis
is scaled according to (E − E1s,hh)/τN−10 such that the given energy scale
corresponds to 56QWs (N = 10), which is comparable to the previous in-
vestigations with 54QWs. One finds that the spectra are self-similar with
coinciding reflectance maxima and minima if energy axis is scaled by the
golden mean τ .
wiggly structure near the hh resonance. This behavior is found in all sample structures
investigated in Fig. 6.5(a) so that it has to be attributed to the QW spacing as well.
No special spectral features are observed when the QW number passes the Fibonacci
numbers. However, if the QW number is larger than a Fibonacci number by one, the
respective finite subsequence of building blocks L and S of the Fibonacci sequence can
directly be obtained by the substitutions, Eq. (2.1) and (2.2). Thus, the N th Fibonacci
string FN corresponds to FN + 1 QWs. Figure 6.7 shows the reflectance spectra for
QW numbers FN + 1 where 8 ≤ N ≤ 13, which corresponds to QW numbers between
22QWs and 234QWs. The latter sample consists of 1174 material layers. The energy is
given relative to the 1s hh exciton position E1s,hh and is scaled by powers of the golden
mean. In particular, the given energy scale corresponds to the case N = 10 with 56QWs,
which is comparable with the previously investigated sample FIB13 including 54QWs.
Consequently, the energy scaling factor reads 1/τN−10. The so-scaled reflectance spectra
reveal coinciding reflectance maxima and minima. These coincidences manifest the self-
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similarity of the reflectance spectra. Thus, in form of self-similarity, a typical feature of
Fibonacci sequences [239, 342, 343] could be observed as well. Moreover, the re-scaling
according to the self-similarity identifies the pronounced dip as well as the wiggles that
appear in the vicinity of the hh resonance position to be a fingerprint of the Fibonacci
spacing of the QWs.
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7
Summary and Outlook
In the present work, the optical properties of resonant Fibonacci QCs have been studied.
These resonant Fibonacci QCs are MQW structures in which the QW-QW distances
are given either by a large spacer L or by a small spacer S. In particular, the QWs
are arranged so that the structure constitutes the Fibonacci sequence LSLLSLSL... in
growth direction. As a consequence, the QW assembly represents a one-dimensional
QC and thus stands in between the periodic and the spacially entirely disordered MQW
structures due to the deterministic but aperiodic arrangement. Specifically, the average
spacing satisfies a generalized Bragg condition.
In this work, for the first time, a microscopic theory has been applied to describe
such resonant Fibonacci MQW QCs . According to the laser excitation employed in the
experiments, a semi-classical theory in the framework of the well-known Semiconductor
Bloch Equations has been used to model the QWs. That theory allows for the mi-
croscopic description of many-body effects such as excitation-induced dephasing caused
by Coulomb scattering of carriers. Here, disorder and phonon effects are considered
only phenomenologically. A transfer-matrix approach is used to describe propagation,
transmission, and reflection effects caused by the dielectric environment of the QWs.
Based on an appropriate single set of fixed sample parameters, the theory provides re-
flectance spectra that are in excellent agreement with the corresponding measured linear
and nonlinear spectra. In particular, experimentally observed highly similar reflectance
spectra for on-resonance and above-resonance excitation can be attributed to very sim-
ilar absorption properties with a considerable absorption in a wide spectral range. As
a consequence, the spectra calculated with the pump-probe-based theory are in that
excellent agreement with the resonant-pump measurements.
A pronounced sharp reflectivity minimum is found in the vicinity of the heavy-hole
resonance both in the measured as well as in the calculated linear 54-QW spectra.
Such sharp spectral features are suitable for application as optical switches or for slow-
light effects. Hence, their properties have been studied in detail. For elevated carrier
densities, that sharp spectral feature bleaches due to excitation-induced dephasing. The
measured overall peak and valley structure is excellently matched by the calculations at
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all excitation levels.
The spectral shape of the reflectance is found to be caused by refractive-index effects
governed by the QW arrangement. For the investigated samples, the Fibonacci spacing
as well as a slight detuning away from the exact Bragg condition cause the sharp dip
in the reflectance spectra. Particularly, the spectral shape is highly dependent on the
average spacing of the QWs while it is quite robust against moderate variations in the
ratio of the optical path lengths ρ = oL/oS of the large and small building blocks L and
S, respectively, around the golden mean ρ ≈ τ . Thus, similar spectra are observed for
the canonical ρ = τ as well as for the noncanonical ρ 6= τ structures if the ratio ρ is not
changed too much. The overall reflectance follows the structure factor of the Fibonacci
QCs. The pronounced dip in the reflectance spectrum in turn shifts to lower energies
and becomes broader if the QW number increases. At the same time, new dips of similar
behavior emerge. Specifically, self-similarity among reflection spectra corresponding to
QW numbers that exceed a Fibonacci number by one is observed, which identifies the
dips as true fingerprints of the Fibonacci spacing.
Further insight and better understanding of the optical properties of resonant Fi-
bonacci QCs can be gained with the help of an improved modeling. A dynamic simu-
lation of the excitation process is necessary to obtain a modeling that is still closer to
the investigated experimental conditions, which is numerically challenging due to large
memory demand and long computation times.
Similarly, the Semiconductor Luminescence Equations may eventually be applied to
investigate the Fibonacci-QC photoluminescence, which is clearly different from the
periodic-Bragg-MQW photoluminescence. Here, the numerical effort is even larger than
in the coherent case since the coherent quantities vanish and the non-vanishing incoher-
ent quantities of lowest level are already much more intricate and thus more memory
extensive. Hence, the presented first microscopic investigations are a first steps towards
a better theoretical understanding of the optical properties of resonant Fibonacci QCs
and further work may follow as outlined above. Especially, it may be checked whether
or not effects known from periodic MQWs can be found in resonant Fibonacci QCs as
well, and if so, in how far they are influenced or changed by the quasicrystalline setup
of the samples.
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Resonant Tunneling of Light in Silicon
Nanostructures
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Introduction
In the second part of this thesis, we turn away from quantum-well structures and focus on
the resonant tunneling of light in silicon nanostructures. The tunnel effect is one of the
most famous consequences of quantum mechanics. Being a pure quantum phenomenon,
there is no classical analog of tunneling. The tunneling problem deals with a potential
barrier which a classical particle cannot penetrate while a quantum object can. That
well-understood problem is part of any lecture on quantum mechanics and it is a standard
textbook example of quantum effects [323, 344, 345].
Initially, the tunneling of particles such as the electrons has been studied [346]. Small
sample sizes of the order of the de Broglie wave length of the particle are generally
necessary to observe quantum effects. Hence, the tunnel effect has been observed for
electrons in p-n junctions [12], in GaAs/AlGaAs heterostructures [347, 348], and in
resonant-tunneling diodes [349–353]. As can bee seen from the latter example, tunneling
is already used in applications as well. Another outcome of the studies of the tunnel
effect is the tunneling microscope [354], where electrons tunnel through the gap between
the sample under investigation and the tip of the microscope. Tunneling processes are
also of fundamental importance as they e.g. could explain the radioactive decay [355].
In the course of the investigations on particle tunneling, there has been some discussion
about how to define the corresponding tunneling times [356–360]. Depending on the
studied system, different quantities have been defined for the tunneling time and it has
been shown that these different quantities have one common contribution while they
may differ otherwise [358] so that no unique tunneling time can be defined. In contrast
to these difficulties in defining tunneling times in particle tunneling, the tunneling time
of light can directly be determined.
Moreover, analogies between electrons and photons have lead to the generalization
of the electronic band structure and band gap to the photonic band structure and the
photonic band gap [116, 117], which has lead to new fields of investigation and to new ap-
plications. Similarly, the analogy [356] of photon tunneling [361] and electron tunneling
[362] has been used to investigate the tunnel effect on an easier manageable structure.
In the tunneling of light, the total-internal-reflection geometry is used. Classically, the
light cannot penetrate the interface between a high and a low-refractive index material,
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if the angle of incidence is above the critical angle, and total reflection occurs. How-
ever, an evanescent wave can be found in the low-refractive-index region that adjoins
the respective material interface, though. It is this evanescent wave that mediates the
tunneling process as will be explained later on in more detail.
The frustrated total internal reflection of light was proposed for filtering applications
in 1947 [363], but the focus was clearly on filtering and not on investigations of the
tunneling of light at that time. Meanwhile, numerous studies of photon tunneling have
been performed. The simplest setup is provided by a double prism [356, 364], where
the barrier is given by the air gap between the two prisms. Concerning applications,
this effect of photon tunneling can be used e.g. to couple light from one waveguide to
another and it allows for the scanning near-field microscopy [365].
However, we will focus on a special tunneling phenomenon which is called resonant
tunneling. Resonant tunneling is characterized by a complete transmission at certain
resonance energies. In order to observe resonant tunneling of light, the simple double-
prism setup can be extended by putting additional material layers in between the prisms.
In particular, these additional material layers provide regions where light propagation is
allowed, i.e. the wave vector is entirely real valued. For appropriately chosen materials
and layer thicknesses, the resonant tunneling of light can be observed [366, 367].
Apart from the double-prism setup, (resonant) tunneling of light has also been studied
in superlattices and negative refractive index materials [368, 369], metals [370, 371], and
photonic crystals [372–374] as well as in semiconductor heterostructures [375, 376] and
absorbing barriers [377]. Superluminal light velocities [361], all-optical switches [378],
and filters [379] have been achieved using photon tunneling. Additionally, all-optical
switches [375, 376], as well as memory devices [375], and superlenses [366, 380] have
been realized based on the resonant tunneling of light as well.
In the present work, that resonant tunneling of light in silicon samples is investigated.
Due to the large difference in the refractive indices of silicon and air, for example silicon-
based wave guides can easily be produced. Here, that contrast is used to create resonant-
tunneling structures where air gaps are introduced to the silicon and the refractive-
index contrast promotes total internal reflection. Besides the study of the fundamental
resonant-tunneling properties as well as of the dependency of the optical properties
on the sample geometry, the choice of silicon-based samples is also motivated from a
bigger context. While the electronic ICs approach the fundamental material limits that
provide from further miniaturization, an alternative is seen in the optical properties of
semiconductors which govern the field of photonics that is supposed to overcome the
limitations of electronics.
Hence, one aim of today’s research is the development and the production of optical
chips which unify the common properties of silicon-based electronics and of the (mainly
III-V-compound-based) optical devices [154, 381, 382]. Therefore, the control of light
[149, 152] in silicon structures as well as alternative silicon-based light sources [129–137]
or the transfer and inclusion of III-V compound knowledge to the silicon systems [138–
143] are needed. A lot of work has already been performed in that field of research.
Silicon waveguides have been produced [150, 383], and silicon-based mirrors [384] and
cavities [385] have been built. Additionally, all-silicon optical modulators [386] and
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all-optical switches based on silicon have been realized [147, 387, 388]. Moreover, a
mechanical nanocavity has been constructed to control the trapped light [389]. Slow
light has been achieved in silicon-based photonic-crystal waveguides [390–392] and on-
chip applications such as e.g. a gas detector [393] and an optical spectrometer [394] have
been established. Even all-optical transistors have been proposed [148].
Effects caused by the resonant tunneling may eventually contribute to the needed
control of light as well. Hence, a detailed study of the influence of the sample geometry
on the optical properties of the sample has been performed. The presentation of that
study is structured as follows. The setup of the investigated samples as well as the
corresponding nomenclature is introduced together with a discussion of the theoretical
description of these samples in Chap. 9. Based on that theoretical description, the effect
of resonant tunneling is discussed in detail in Chap. 10. Then, the results of numerical
simulations of tunneling and resonant tunneling structures are presented in Chap. 11.
The obtained findings are summarized in Chap.12 where also an outlook to further work
is given.
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Investigated System and Theory
In this chapter, the investigated system shall be introduced. Particularly, the setup of the
studied tunneling and resonant-tunneling structures is presented first, which is followed
by a discussion of how to describe these systems as well as their optical properties
theoretically. In the theory, previous results and methods obtained in Part I of this thesis
can be used and will be recalled briefly. Moreover, some additional helpful quantities
will be introduced in preparation of the discussion of the resonant tunneling of light.
9.1 Sample Setup
The basic shape of all investigated samples is a cuboidal block of bulk silicon. The
specific sample design is obtained by working a number of N air gaps in the silicon from
above, which in practice can be done by etching [58, 395] or sputtering [61, 62]. That
way, an alternating sequence of silicon layers and air gaps is created. Specifically, the
so-arisen silicon-air interfaces are arranged parallel to each other.
To describe the sample geometry more accurately, a Cartesian coordinate system is
introduced such that the normal to these interface planes is identified with the z-axis.
Consequently, the silicon-air interfaces are spanned by the x-y-axes. A topview of the
samples is obtained if one looks in −y-direction. Such a topview of the setup is shown in
the right column of Fig. 9.1 for the cases of (a) one, (b) two, and (c) three air gaps (white
areas) worked in the silicon (gray areas). The particular focus of the investigations is
on light propagation through such structures. Specifically, the propagation direction
of light inside the first silicon layer shall be parallel to the longest edge of the silicon
cuboid. Due to the parallel layer interfaces and Snell’s law, the propagation direction
is identical in all silicon layers. That direction of light propagation is indicated by a
blue line in Fig. 9.1. As a result, the light propagation can in general be characterized
via the angle of incidence α (blue) relative to the normal (black line) to the silicon-air
interfaces inside the silicon. That angle thus is defined by and can be adjusted via the
orientation of the air gaps within the silicon cuboid (red line and angle α).
The corresponding side view of the samples along the −x-direction is shown in the left
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Figure 9.1: Typical (resonant-)tunneling samples based on silicon. Parallel grooves
worked in a block of silicon yield alternating layers of silicon (gray area)
and air (white). The left column shows a side view looking along the
grooves. That side view indicates the sequence of silicon (nSi = 3.471)
and air (nair = 1.000) layers and is scaled such that the height corresponds
to the refractive index profile n(z). Light is propagating in the upper part
while the lower continuous silicon serves as structural connection. From left
to right, silicon (air) layers are labeled by L1, L2, L3,... (d1, d2, d3,...). Tun-
neling structures with (a) no, (b) one (L2), and (c) two (L2 and L3) silicon
wells inside the air barrier are shown. The right column shows top views of
these structures. Light is propagating in vertical direction (blue line) under
an angle of incidence α with respect to the normal to the layer interfaces
(diagonal black line). α is fixed via the groove orientation (red angle α).
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column of Fig. 9.1. Silicon material is depicted as gray area and the white regions corre-
spond to air. While the lower continuous silicon part provides the structural connection
of the silicon layers, light propagation takes place in the upper part of the structure
where the alternating sequence of silicon and air is found. Besides the structural infor-
mation, the gray area provides additional information about the refractive-index profile.
On that purpose, the gray area is scaled according to the refractive index profile n(z).
That is, the height of the silicon layers corresponds to the refractive index of silicon nSi
and the height of the lower, continuous silicon, that connects the silicon layers and that
is found below the air layers, corresponds to the refractive index of air nair.
The thicknesses of the silicon layers are in z-direction given by L1, L2, L3, . . . while
the thicknesses of the air gaps are denoted by d1, d2, d3, . . . . Hence, the structural type
of the samples can be defined as, e.g. L1 − d1 − L2 or L1 − d1 −L2 − d2 − L3 which are
the two most simple structures. Unless the opposite is stated, we will always investigate
symmetric samples. That is, the thicknesses of corresponding layers are identical, e.g.
L1 = L3, d1 = d2, and L2 = arb. for the structure L1 − d1 −L2 − d2−L3. Moreover, we
assume the face silicon-layers to have infinite extension to +∞ or −∞, respectively, in
the direction of light propagation. Thus, we do not take into account coupling of light
into/out of the silicon-cuboid structure and solely focus on the effects of the internal
interfaces.
Due to the large refractive-index contrast between silicon (nSi = 3.471) and air/vacuum
(nair = 1.000) a strong influence of the detailed sample structure on the light propa-
gation can be expected since each interface leads to partial reflection and transmission
of light. Concerning the nomenclature, we will refer to silicon layers surrounded by air
layers as ’silicon wells’ or for short ’wells’ opposed to the already mentioned face layers.
9.2 Transfer Matrix Method
The propagation of light through such layered structures can be described with the help
of the transfer-matrix method which has already been introduced and used in Part I
of this thesis. In particular, it is assumed that there is no optically active medium in
the investigated samples so that one has to deal with the pure propagation, reflection
and transmission properties, only. Furthermore, a constant refractive index nSi = 3.471
within all silicon layers independent of the thickness of the layers is taken into account.
Neglecting the frequency dependence of the refractive index of silicon serves as a simpli-
fication by which a better understanding of the fundamental effects shall be achieved.
Thus, the transfer-matrix formalism can be used as derived in Sec. 4.1. Therefore, the
central features of that formalism will only be briefly recalled and adapted to the present
scenario.
Nevertheless, some notational conventions shall be given again to avoid ambiguities.
Owing to the one-dimensional stacked structure of the samples, it is convenient to define
the position r = (r‖, z) and momentum vector q = (q‖, q⊥) with the help of the in-plane
components indicated by a subscript ‖ and the perpendicular components z and q⊥,
respectively. In the first silicon layer, the parallel component of the momentum vector
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is defined from a given angle of incidence α0 relative to the normal to the first silicon-
air interface according to q‖ = nSi|q| sin(α0), where |q| defines the absolute value of
the wave vector. It follows from Snell’s law that this parallel component is constant
throughout the whole sample. As a result, the electrical field can be written in the form
E(r, t) = E(z)eiq‖r‖−iωt = E(z)ein(z)|q| sin(α)r‖−iωt
= E(z)einSi|q| sin(α0)r‖−iωt , (9.1)
where, in the first line, the respective index of refraction and the angle of incidence has
to be chosen according to the z position while the constancy of the parallel component
of the wave vector has been used in the second line so that q‖ is given independently of
the z-position [356]. As a consequence, the Helmholtz equation Eq. (4.1) can be written
in the simplified form[
∂2
∂z2
+
ω2
c2
(
n2(z)− n2si sin2(α0)
)]
E(z) = 0, (9.2)
where ω = c|q| and where n(z) takes one of the two values nSi and nair depending on the
z-position. In particular, the direction of light propagation and the sample geometry
enter via α0 which defines the orientation of the air layers and thus the propagation
direction as well as via the z dependence of the refractive index. Equation (9.2) is
equivalent to Eq. (4.3) and is adapted to the specific structure of the silicon samples.
The stationary mode functions in z-direction can be computed with the help of the
transmission and reflection coefficients, T ς±j and R
ς±
j , of the j
th interface for (counter-)
propagating light, −(+), with polarization ς =s,p , see Eqs. (4.5)–(4.8). Specifically, the
mode coefficients, Eq. (4.4), are gained from recursively defined matrices, Eq. (4.12),
which in turn include the collective reflection and transmission coefficients, T ς±j and
Rς±j , of the first j interfaces where the same sub- and superscripts are used as before,
see Eqs. (4.14)–(4.17). These collective coefficients can be computed from the coefficients
of the single interfaces, T ς±j and R
ς±
j . In general, the computations are formally in full
analogy to the ones performed in Part I. Thus, it is referred to the discussion in Chap. 4
for more detailed information about the transfer-matrix method. In the following, we
will focus on s-polarized light while the lines of argumentation also hold for p-polarized
light for which different transmission and reflection properties of the single barriers have
to be considered yielding different but analogous results.
9.3 Partial Collective Transmission and Reflection
Coefficients
The sample materials and the sample structure are chosen with intent to investigate the
(resonant) tunneling of light. As already mentioned, the same transfer-matrix method as
used in Part I of this thesis can be applied to simulate the propagation of light through
these structures as well as to investigate the (resonant) tunneling of light. However,
in preparation of the discussion of the resonant tunneling of light, which is subject of
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Chap. 10, some additional collective quantities shall be defined that will be helpful in
the discussion of that effect.
While the previously discussed collective transmission and reflection coefficients, T ς±j
and Rς±j , account for the interplay of the first j interfaces, the transmission (reflection)
through (by) any single layer within the entire sample shall be described by a separate
quantity as well. In order to do so, the effects of the corresponding two layer interfaces
and all possible paths of propagation through that layer have to be taken into account.
Consequently, the reflection R¯ς±j caused by that single layer contains the direct reflection
from the first interface as well as the reflection from the second interface. The latter is
accompanied by two transmission processes through the first interface of the layer (to
and fro) as well as by all possible multiple reflections within the layer. Thus, one obtains
for the different propagation paths in the single layer
Π¯ςj =
∞∑
m=0
(
eθjRς−j+1e
θjRς+j
)m
=
1
1− Rς−j+1Rς+j e2θj
(9.3)
in analogy to Eq. (4.13) and with θj = iq⊥,jnj(zj+1 − zj). Hence, the reflection (trans-
mission) of propagating light by (through) the layer j is given by
R¯ς−j = Rς−j + T ς−j Π¯ςjeθjRς−j+1eθjT ς+j = Rς−j +Rς−j+1
T ς−j T
ς+
j e
2θj
1−Rς−j+1Rς+j e2θj
, (9.4)
T¯ ς−j = T ς−j Π¯ςjeθjT ς−j+1 =
T ς−j T
ς−
j+1e
θj
1− Rς−j+1Rς+j e2θj
, (9.5)
while one obtains for counter-propagating light
R¯ς+j = Rς+j+1 + T ς+j+1Π¯ςjeθjRς+j eθjT ς−j+1 = Rς+j+1 +Rς+j
T ς+j+1T
ς−
j+1e
2θj
1−Rς−j+1Rς+j e2θj
, (9.6)
T¯ ς+j = T ς+j+1Π¯ςjeθjT ς+j =
T ς+j T
ς+
j+1e
θj
1− Rς−j+1Rς+j e2θj
. (9.7)
The alternating sequence of air and silicon layers results in the following symmetry
relations for the single layer under investigation,
Rς−j = R
ς+
j+1 , R
ς−
j+1 = R
ς+
j , R
ς+
j = R
ς−
j+1 ,
and T ς−j = T
ς+
j+1 , T
ς−
j+1 = T
ς+
j (9.8)
so that one can identify
R¯ςj = R¯ς−j = R¯ς+j = |R¯ςj| exp(iΦR) , (9.9)
and
T¯ ςj = T¯ ς−j = T¯ ς+j = |T¯ ςj | exp(iΦT ), (9.10)
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Figure 9.2: Illustration of the phase relation exp(i2ΦR) = − exp(i2ΦT ) for (a) a fixed
layer thickness d1 = 450nm and (b) for a fixed energy E = 827meV.
where the phase ΦR (ΦT ) is associated with the reflection (transmission) by (through)
that layer. The phases corresponding to reflection and transmission fulfill the relation
(R¯ςj)2
|R¯ςj |2
= exp(i2ΦR) = − exp(i2ΦT ) = −
(T¯ ςj )2
|T¯ ςj |2
, (9.11)
which can be shown in general and which is exemplified in Fig. 9.2.
Fig. 9.2(a) shows a spectral scan of the ratio − exp(i2ΦR)/ exp(i2ΦT ) for a fixed layer
thickness d1 = 450nm. Similarly, the effect of a variation of the layer thickness d1 on
that ratio is studied in Fig. 9.2(b), where the energy of the investigated light is kept
constant at E = 827meV.
In general, more complicated situations in which the investigated layer – either silicon
or air – is surrounded by arrangements of several silicon and air layers can be studied
in the same fashion as well. Specifically, the interfaces that have been considered in the
transmission and reflection coefficients of the single layer may represent even a whole
set of bordering layers.
Applying such a substitution of a subset of layers by a single interface, the correct
optical properties of the structure are guaranteed if the reflection and transmission
properties of the new interface are given by the collective reflection and transmission
coefficients of the substituted layer group. If the optical properties of an entire sample
are computed, this method of determining these optical properties yields the same results
as they are obtained when considering the different layers one by one in the order of
their arrangement, c.f. Sec. 4.1.
The advantage of the above introduced way of computation is in the focus on one
special layer. In particular, the optical properties of the sample (or a subset of layers)
are obtained in a format in which the structural properties of that layer enter explicitly
while the influence of all other layers enters via collective reflection and transmission
coefficients. Thus, one may study the detailed dependence of the collective optical
properties of the entire sample on the specific properties of that single layer. Before
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doing so, another quantity describing the sample shall be introduced first.
9.4 Phase Time and Quality Factor
A measure of the time which light needs to propagate through the structure can be
gained from the transmission coefficient T ς±. The transmission coefficient includes all
possible paths of light-propagation and thus accounts for the traveling time of light
[357, 358]. Specifically, the phase of the light carries that temporal information. Hence,
we determine the phase time τ via
τ ς±(ω) =
1
iT ς±
∂
∂ω
T ς± . (9.12)
For the following discussion, it is necessary to give some prerequisites and properties of
resonant tunneling in anticipation of a detailed inspection of resonant tunneling: When
resonant tunneling of light shall be studied, the angle of incidence α has to be larger than
a certain critical angle αc, which causes the air layers to be classically forbidden regions
for light propagation. Real-valued wave vectors and thus truly (counter-) propagating
light is found only in the silicon layers. In contrast, the light passes the air layers via
tunneling, which is related to purely imaginary wave vectors. For now, these facts may
be taken for granted since the detailed discussion is presented in the following Chap. 10.
A resonant tunneling structure with N silicon wells includes N +1 air layers. Specifi-
cally, the face layers, given by the first L1 and the last LN+2 silicon layer in the sample,
influence the optical properties of the sample only via their refractive index which deter-
mines the reflection and transmission coefficient of the respective layer interface. Thus,
the optical properties of the entire sample depend on all layer interfaces as well as on
the thicknesses of all layers except the face layers.
In order to inspect that dependence in more detail, a cuboidal block of bulk silicon
which has an infinite extension in direction of light propagation shall be considered.
Inside that continuous silicon block, light does not suffer any reflections. If now such a
resonant tunneling structure with N wells is created out of that silicon block, N + 1 air
layers have to be introduced. In the following, we abandon the physical structure of a
real sample for a while and take a more fundamental approach. That is, we disregard the
structural connection of the silicon layers and consider these layers to be independent
structural objects that can be moved freely. The only restriction is that they must be
oriented parallel to each other. The continuous silicon block may be considered to consist
of the semi-open face layers L1 and LN+2 as well as of further layers L2, . . . , LN+1 of
finite extension. These layers directly adjoin each other without air layers in between.
The propagation time of light through the array of finite silicon layers is given by
t0 =
nSi
∑N+1
i=2 Li
cos(α) c0
, (9.13)
where the propagation direction is considered via the angle of incidence α which is
measured relative to the normal to the pseudo-layer-interfaces.
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A resonant tunneling structure is achieved when the silicon layers do not adjoin each
other anymore. Hence, there are air layers of finite extension d1, . . . , dN+1 in between
the silicon layers. Due to the difference in the refractive indices of silicon and air, light
suffers (multiple) reflections. Specifically, cavity-like effects can be expected. Due to
the semi-infinite face layers, the computed transmission coefficient T ς± contains a phase
information which refers to the propagation of light from the first towards the last layer
interface. The phase of light does not change during tunneling events which take place
in the air layers. Hence, that phase time and the propagation time t0 allow for the
definition of a quality factor according to
Qς±(ω) = τ ς±(ω)/t0 . (9.14)
That quality factor is a measure for the cavity-like properties of the sample. In partic-
ular, it measures the propagation time of light between leaving the first face layer until
penetrating the end face layer in case of a resonant tunneling structure. Specifically,
that measure is defined relative to the propagation time in case of pure (counter-) prop-
agation through directly adjoining silicon layers that correspond to the silicon wells in
the resonant tunneling structure.
With these definitions at hand, we may now proceed to a discussion of what tunneling
and resonant tunneling of light is, which is presented in Chap. 10. That discussion is
followed by numerical studies of the tunneling effects in Chap. 11.
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In this chapter, the resonant tunneling of light shall be discussed. Following Ref. [356],
the well-known case of particle tunneling such as electron tunneling shall be used below
to show analogies and correspondences between particle tunneling and tunneling of light.
10.1 Tunnel Effect – Electrons vs. Light
In the usual tunneling problem, which shall briefly be recalled first, there is a potential
barrier of square shape. That is, for −L/2 ≤ z ≤ L/2, the potential V (z) takes the
value V0 and it vanishes otherwise. Classically, a particle can only pass the barrier if
the particle energy is larger than V0. The non-classical tunneling needs to be described
by a quantum-mechanical treatment of the particle which is based on the stationary
Schro¨dinger equation (
− ~
2
2m
∂2
∂z2
+ V (z)
)
Ψ(z) = EΨ(z) . (10.1)
The particle wave function is given by Ψ(z) and E is the particle energy. The parti-
cle mass is given by m and ~ corresponds to Planck’s constant divided by 2π. The
Schro¨dinger equation can be re-arranged to(
∂2
∂z2
+
2m
~2
(E − V (z))
)
Ψ(z) = 0 , (10.2)
where one may identify the familiar corresponding wave vector
k =
√
2m
~2
(E − V (z)) . (10.3)
The wave function is proportional to exp(ikz) within the different regions of constant
potential. In the regions where E < V (z), the wave vector becomes entirely imaginary,
i.e. k = ia with a ∈ R. Hence, there exists a wave function in the classically forbidden
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region −L/2 ≤ z ≤ L/2 though E < V0, but the wave function is decaying exponentially
exp(ikz) = exp(−az). However, the wave function may eventually become propagating
again behind the barrier where E > V (z). Thus, the particle described by the wave
function may tunnel through the barrier. The strength of the tunnel efficiency depends
on the width and the height of the barrier which determine how much the wave function
has decayed after passing the barrier.
Now, these familiar findings shall be transferred to the tunneling of light with the help
of analogy observations [356]. For that reason, the Eqs. (9.2) and (10.2) are opposed to
each other, [
∂2
∂z2
+
ω2
c2
(
n2(z)− n2Si sin2(α0)
)]
E(z) = 0 , (10.4)[
∂2
∂z2
+
2m
~2
( E − V (z) )
]
Ψ(z) = 0 , (10.5)
and a comparison reveals the same structure of the equations. Specifically, a permeability
µ = 1 is assumed for all layers in Eq. (10.4) so that the electrical field and thus E(z)
as well as the magnetic field are continuous across the interfaces. As a consequence,
the same boundary conditions are found in Eqs. (10.4) and (10.5). Moreover, one can
identify the equivalent terms
2m
~2
(E − V (z)) = ω
2
c2
(
n2(z)− n2Si sin2(α0)
)
, (10.6)
which represent the square of the wave vector. While the electron wave vector is real as
long as E ≥ V (z), the photon wave vector is real valued when n2(z) ≥ n2Si sin2(α0). The
potential V (z) takes one of the two values 0 and V0 which correspond to the refractive
indices of silicon nSi and air nair. Consequently, the energy E is in analogy with the angle
α. The non-classical behavior is connected with the imaginary wave vector obtained for
energies E below a critical energy Ec = V0. Similarly, the critical angle is given by
αc = arcsin(nair/nSi) ≈ 16.74o , (10.7)
which follows from Snell’s law and corresponds to the onset of total internal reflection.
For angles α > αc, light is often said to be entirely reflected at the silicon→air interface.
However, in analogy to the imaginary electron wave vector, the imaginary wave vector of
the light results in an evanescent wave within the air layer. That evanescent wave has to
exist due to the continuity of the electrical field. If the air layer is narrow enough, that
wave may penetrate the next silicon layer and become propagating again, which is called
frustrated total internal reflection [325] and which is the analog to electron tunneling.
The tunneling efficiency decays with increasing barrier height and barrier thickness, i.e.
with increasing angle and air-layer thickness.
10.2 Resonant Tunneling
A special kind of tunneling phenomenon is called resonant tunneling and can be observed
if the barrier region which is classically forbidden contains further classically allowed
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regions. In a different view, this corresponds to the situation when tunneling takes place
not only through a single barrier but through several barriers which are placed side by
side. The remarkable and characteristic feature of resonant tunneling (through multiple
barriers) is a transmission resonance with a transmission probability of 1, though the
tunneling probability through any single barrier is smaller than 1. In the following
discussion of resonant tunneling, we will refer to the most simple structure in which that
effect occurs. That structure contains two barriers and is depicted in Fig. 9.1(b).
The structural setup is given by L1 − d1 − L2 − d2 − L3, where the two air layers,
d1 and d2, correspond to the barriers. For simplicity, we assume again a symmetric
structure so that L1 = L3 and d1 = d2. Consequently, the two barriers are identical
due to identical thicknesses and the same neighboring materials. Moreover, the optical
properties of these air layers embedded in the silicon can be described with the help of
the collective transmission T¯ ς±j and reflection coefficients R¯ς±j which have been defined
in Sec. 9.3. Due to the symmetry of the structure, the respective collective quantities
for propagating and counter-propagating light are identical and Eqs. (9.9) and (9.10)
hold. Therefore, the superscript ± can be dropped. Additionally, the subscript j = air
is used to identify the coefficients that describe the transmission through and reflection
by the air layers.
With these collective coefficients at hand, the transmission through the entire sample
L1−d1−L2−d2−L3 can be described in a more simple way [357]. The partial collective
reflection and transmission coefficients, see Sec. 9.3, allow to replace the air layer by a
single interface. This new interface is surrounded by silicon at either side according
to the layers L1 and L2 or to the layers L2 and L3. Instead of complete transmission,
which is usually obtained for such an interface within one and the same material, the
partial collective reflection and transmission coefficients T¯ ςair and R¯ςair are applied for the
interface, because it represents the air layer embedded in the silicon.
In analogy to the air layer, such collective transmission and reflection coefficients can
be defined for the middle silicon layer L2 as well. Again, the symmetry of the sample
structure yields identical coefficients for propagating and counter-propagating light. The
total collective reflection of the sample is thus given by
R¯ςtot = R¯ςair + R¯ςair
(T¯ ςair)2e2θL2
1− (R¯ςair)2e2θL2
, (10.8)
where θL2 = iq⊥,L2nSiL2 with the z component q⊥,L2 of the wave vector in the silicon
layer L2. Similarly, the total transmission probability follows from
T¯ ςtot =
(T¯ ςair)2eθL2
1− (R¯ςair)2e2θL2
. (10.9)
Following Ref. [357], the resonant-tunneling effect can be shown with the help of the
phases ΦR and ΦT for reflection and transmission, respectively, Eqs. (9.9) and (9.10).
Writing the absolute values and phase factors of the reflection and transmission coeffi-
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cients of the air layer explicitly in the fractions in Eqs. (10.8) and (10.9), one obtains
R¯ςtot = R¯ςair + R¯ςair
|T¯ ςair|2e2iΦT e2iq⊥,L2nSiL2
1− |R¯ςair|2e2iΦRe2iq⊥,L2nSiL2
, (10.10)
T¯ ςtot =
|T¯ ςair|2e2iΦT e2iq⊥,L2nSiL2
1− |R¯ςair|2e2iΦRe2iq⊥,L2nSiL2
e−iq⊥,L2nSiL2 . (10.11)
Using the relation Eq.(9.11) yields
R¯ςtot = R¯ςair − R¯ςair
|T¯ ςair|2e2iΦR+2iq⊥,L2nSiL2
1− |R¯ςair|2e2iΦR+2iq⊥,L2nSiL2
. (10.12)
Claiming the resonant-tunneling condition
2q⊥,L2nSiL2 + 2ΦR = 2mπ , (10.13)
where m ∈ N0, the reflection simplifies further to
R¯ςtot = R¯ςair − R¯ςair
|T¯ ςair|2
1− |R¯ςair|2
. (10.14)
Due to the identity 1 = |T¯air|2 + |R¯air|2, the reflection is found to be vanishing
R¯ςtot = R¯ςair − R¯ςair = 0 , (10.15)
at an energy
EmRT = ~c0|q| =
~c0q
m
⊥,L2
cos(α)
, (10.16)
defined by the wave vector qm⊥,L2 that solves Eq. (10.13).
As a consequence, complete transmission is observed at the same energy, which can
be seen by applying
T¯ ςtot =
|T¯ ςair|2e2iΦT+2iq⊥,L2nSiL2
1− |R¯ςair|2e2iΦR+2iq⊥,L2nSiL2
e−iq⊥,L2nSiL2
= − |T¯
ς
air|2e2iΦR+2iq⊥,L2nSiL2
1− |R¯ςair|2e2iΦR+2iq⊥,L2nSiL2
e−iq⊥,L2nSiL2
= − |T¯
ς
air|2
1− |R¯ςair|2
e−iq⊥,L2nSiL2
= −e−iq⊥,L2nSiL2 , (10.17)
so that
|T¯ ςtot|2 = 1 . (10.18)
Therefore, Eq. (10.13) indeed manifests the resonant-tunneling condition and implies a
series of resonances of order m at the same time.
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11.1 Tunneling Through a Single Air Gap
Non-tunneling transmission through the given structure L1−d1−L2 with nSi = 3.471 and
nair = 1.000 is classically allowed for angles α < αc ≈ 16.74o. Figure 11.1(a) shows the
transmission probability for light propagating through that structure with d1 = 450nm as
a function of energy and angle of incidence. In the calculations, a transmission maximum
with complete transmission probability is observed at E = 1378meV for α = 0o. That
resonance is related to the thickness of the d1 layer which selects the resonance according
to d1 = λ/2 in the air layer so that the theoretically expected energy is E = 1378.7meV.
At elevated angles smaller than the critical angle, the resonance shifts to higher energies.
That is due to the fact that the z-projection of half of the wavelength has to match d1
so that
d1 =
λ/2
cos(α′)
=
λ/2
cos(arcsin( nSi
nair
sin(α)))
, (11.1)
where the projection of the wavelength from its propagation direction within the air
layer on the z direction is taken into account by the factor 1/ cos(α′). Here, α′ is the
angle of refraction in the air layer which is obtained from Snell’s law. As a result, the
energetic position of the resonance is given by
Eres(α) = 1378.7meV
1
cos(arcsin( nSi
nair
sin(α)))
. (11.2)
In Fig. 11.1(a), Eres(α) is plotted as a dashed black line. Very good agreement between
the numerical simulation and the analytic formula is found.
Additionally, the critical angle αc is plotted as a horizontal solid black line in Fig. 11.1(a).
Obviously, there is no significant transmission for angles larger than the critical angle.
Figure 11.1(b) shows the transmission probability at angles of α = 17o, α = 20o, α = 40o,
and α = 60o, which are all above the critical angle, in a semi-logarithmic plot. A weak
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Figure 11.1: Transmission probability of the structure L1 − d1 − L2 with d1 = 450nm.
(a) For angles α < αc, 100% transmission is obtained at transmission res-
onances that shift to higher energies with increasing α. (b) For α > αc,
tunneling of light takes place and the transmission probability decreases
strongly with increasing α.
but finite transmission through the air layer is observed. Specifically, the transmission
probability decreases with increasing angle of incidence. These observations correspond
to the previously discussed effect of frustrated total internal reflection, i.e. tunneling of
light.
Figure 11.2 shows the transmission properties of an analogous structure with fixed
angle α = 45o and a varied thickness d1 of the air layer. In comparison to the electron-
tunnel barrier, a thicker air layer corresponds to a thicker tunneling barrier. Conse-
quently, one would expect the tunneling efficiency to drop with increasing thickness of
the barrier respectively of the air layer. Indeed, strong transmission is observed for thin
air layers and the transmission probability rapidly drops for elevated air-layer thick-
nesses. A continuous scan of the transmission probability with respect to the thickness
d1 is presented in frame (a). Specifically, the transmission decreases the faster the
shorter the wavelength of the light is. Considerable transmission is still observed at long
wavelengths for thicknesses d1 of the air layer at which the transmission has effectively
already vanished at shorter wavelengths. However, the transmission probability never-
theless drops at larger wavelengths, anyway, though the dropping is slower. That fact is
illustrated with the help of transmission-probability spectra in frame (b) as well, where
the quantitative decrease of transmission can be seen better.
The observed transmission properties for α ≤ αc have successfully been explained by a
resonance phenomenon. For α > αc the transmission properties furthermore agree with
the expectations drawn from the analogies with electron tunneling, both with respect
to the observation of tunneling of light as well as with respect to the dependence of
the tunneling strength on the barrier thickness. Thus, the correct description of light
propagation as well as of the frustrated total internal reflection which is nothing else
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Figure 11.2: Transmission probability of the structure L1−d1−L2 with fixed angle α =
45o for different thicknesses d1. (a) Transmission as a function of air-layer
thickness d1 and energy. (b) Selected transmission spectra. With increasing
thickness d1 of the air layer, the transmission probability decreases.
but the tunneling of light through a single barrier can be ascertained. After tunneling of
light through a single air barrier has been inspected, more complicated structures shall
be studied now as well.
11.2 Resonant Tunneling Structures
As discussed in Sec. 10.2, additional silicon wells positioned in the air barrier of a
structure of type L1 − d1 − L2 enable complete transmission through the sample at
certain resonance energies. In order to gain more insight into the resonant tunneling,
numerical simulations of resonant-tunneling samples have been performed and the results
are discussed below.
11.2.1 Single-Well Structures
Samples of the structure L1− d1−L2− d2−L3 are the most simple resonant-tunneling
structures, c.f. Fig. 9.1(b). Thus, it is natural to begin inspecting resonant-tunneling
phenomena by investigating the features of these structures. In Fig. 11.3(a), the resonant
propagating (solid blue line) and counter-propagating mode function (dashed red line)
of a sample with the layers d1 = d2 = 300nm and L2 = 140nm are plotted. The mode
functions are scaled to fit into the refractive-index profile of the sample (gray area) which
also corresponds to the sequence of silicon and air layers. The propagation direction as
well as the maximum intensity of the mode function are indicated in the figure using the
same color in which the respective mode function is plotted. Due to the symmetry of the
structure, the two mode functions are identical. The highest light intensity is observed
in the L2 layer. In particular, the light is concentrated in an area which is smaller than
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Figure 11.3: (a) Refractive-index profile and scaled resonant (counter-)propagating mode
of the resonant-tunneling structure L1 − d1 − L2 − d2 − L3 with d1 = d2 =
300nm and L2 = 140nm. The light is concentrated in the L2 layer. The
respective strength of the mode maximum is denoted in the figure. For
comparison, the dark gray bar represents half the resonance wavelength. (c)
Light is almost completely reflected in a wide spectral range. (d) Only at an
energy of 850meV, one can observe resonant tunneling with a transmission
probability of 100%. (b) The corresponding quality factor Q is peaked
at the resonance with a maximum of about 170, which indicates that the
resonant mode is captured in the sample.
half the resonance wavelength which in turn is indicated by the dark gray horizontal
bar.
Resonant tunneling takes place at a resonance energy of 850meV, where the charac-
teristic transmission probability of 100% is observed, frame (d). The transmission prob-
ability drops strongly with detuning away from the resonance energy. Consequently,
light is almost completely reflected at energies other than the tunneling-resonance en-
ergy, frame (c). The corresponding quality factor is plotted in frame (b). The quality
factor is peaked at the tunneling resonance and reaches a maximum of about 170, which
indicates that the light is captured in the structure for some time at resonance.
In order to gain a better understanding of the resonant-tunneling structures, the influ-
ence of the sample geometry on the optical properties shall be studied next. Figure 11.4
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Figure 11.4: (a) Transmission probability of L1−d1−L2−d2−L3 structures as a function
of energy and thickness L2 of the silicon well which is surrounded by the
two air gaps. (b) Selected transmission spectra for different values of L2.
Resonances with complete transmission T = 1 are observed in the resonant-
tunneling structures. Specifically, the resonances shift to lower energy with
increasing width L2 of the silicon well and they become broader at the same
time.
shows the corresponding numerically calculated transmission probabilities as a function
of energy and silicon-well thickness L2. In frame (a), a transmission resonance is observed
within the investigated spectral range once L2 exceeds a thickness of 100nm. Moreover,
even a set of transmission resonances is found for layer thicknesses L2 > 300nm. Each of
these resonances is associated with complete transmission as can be seen from the spec-
tra plotted in frame (b). For a fixed layer thickness L2, the different resonances can be
labeled by increasing integers m beginning at the energetically lowest resonance m = 0.
With increasing order m and thus with increasing resonance energy, the widths of the
resonances decrease strongly. Furthermore, the spectral positions of the resonances shift
when the well thickness L2 is changed. Specifically, the resonances shift to the red with
increasing layer width L2. As a consequence, the resonances become broader with in-
creasing thickness of the silicon layer L2, which is in analogy to the different peak widths
observed for resonances of different order m.
The numerically obtained set of transmission resonances can be used to test the ac-
curacy of the analytic expressions derived in the course of the discussion of resonant
tunneling in Sec. 10.2. The Eqs. (10.13) and (10.16) provide direct analytic access to
the spectral resonance position once the phase ΦR has been determined. The predictive
power of these relations can be tested by comparison of the predicted resonance posi-
tions EmRT |m>0 against the numerical results. The phase ΦR may be determined from a
fit using the lowest resonance branch m = 0 of the numerically computed spectra as an
input. The resonance energy defines a corresponding z component of the wave vector
q
(m=0)
⊥,L2
according to Eq. (10.16). ΦR can then directly be determined from Eq. (10.13) as
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Figure 11.5: The energy at which resonant tunneling is observed is plotted as a function
of the layer thickness L2 for the first five resonance branches. Analytic
predictions (shaded areas) are in excellent agreement with numerical com-
putations (red lines).
a function of the well thickness L2. That phase enters the computation of the positions
of higher order resonances, m > 0, and thus provides the spectral resonance position
EmRT in dependence of the silicon-well thickness.
The so-obtained dependence of the energetic resonance position on the well width is
plotted in form of shaded areas for the resonances m = 0 up to m = 4 in Fig. 11.5.
The numerically determined equivalents of these energy - well-width pairs are identified
from Fig. 11.4(a) by localizing the transmission maxima. The respective numerically
obtained resonance energies are plotted as a function of layer thickness L2 in Fig. 11.5
as well (red lines). The analytic predictions are in excellent agreement with the numerical
simulations.
For structures of the type L1 − d1 − L2 − d2 − L3, the study of the influence of the
sample geometry on the optical sample properties is completed by an inspection of the
influence of the thickness of the air layers d1 = d2. Figure 11.6(a) shows transmission
spectra obtained from a uniform sweep of the air-layer thicknesses. For small air layers
with d1 = d2 = 20nm, strong transmission is observed in the full spectral range. With
increasing barrier thickness d1 = d2, the overall transmission drops significantly except at
the resonant-tunneling resonances where complete transmission is observed. When the
thickness of the air layers is increased, the resonance peaks become narrower and they
slightly shift to lower energies. As a general finding, a resonance of order m′ is narrower
and thus stronger peaked than a resonance of order m if m < m′. In Fig. 11.6(b), this
relation is shown for the resonances m = 0 and m′ = 1.
As a consequence of the peaked transmission probability, the quality factor is peaked
at the transmission-resonance energies as well. Frame (b) shows the quality factor as
a function of energy where the spectral position of the quality-factor peaks is given
relative to the respective resonance energy E
(m)
RT for the first m = 0 (left) and the second
88
11.2 Resonant Tunneling Structures
600 1200 1800
0.1
0.5
0.9
tra
ns
m
is
si
on
energy  [meV]
 20nm
 50nm
 70nm
110nm
150nm
190nm
m=0
m=1
a)
−75 0 75
0
3
6
qu
al
ity
 fa
ct
or
(E −E(m)
RT
) [meV]
m=0   b)
−11 0 11
(E −E(m)
RT
) [meV]
x 250 m=1   
Figure 11.6: Influence of the air-layer thickness d1 = d2 in a single-well structure. (a) The
transmission-resonance peaks become sharper with increasing air-barrier
widths d1 = d2. The second order resonance m = 1 is much narrower than
the first order one m = 0. In addition, both resonances slightly shift to
lower energies with increasing d1 = d2. (b) The quality factor is peaked
at the transmission resonances (same color code as used in frame (a)) and
increases with increasing thickness of the air layers.
resonance m = 1 (right). The same color code is used as in frame (a). With the
transmission peak getting narrower and thus with increasing d1 = d2, the maximum of
the quality factor increases and the quality-factor peak becomes narrower. In particular,
an exponential increase of the quality-factor peak height taken at the resonance position
as well as an exponential decrease of the full width at half maximum (FWHM) of the
corresponding peak is observed, Fig. 11.7.
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Figure 11.7: Dependence of (a) the maximum and (b) the FWHM of the quality factor
on the thickness of the air layers d1 = d2 for the first two resonances m = 0
and m = 1, respectively. With increasing d1 = d2 the peak height of the
quality factor increases while its width decreases. In general, these effects
are the stronger the higher the order of the resonance is.
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11.2.2 Double-Well Structures
The next level of structural complexity is obtained if an additional silicon well is added
to the system. The system can then be characterized by the layer sequence L1 − d1 −
L2−d2−L3−d3−L4 which is again assumed to be symmetric so that L2 = L3, d1 = d3,
and d2 = arb. unless the opposite is stated. The optical properties of such double-well
structures are subject of investigation in the present section. In particular, the focus
will be on the energetically lowest resonance branch m = 0 which provides the broadest
resonances and is thus of most practical importance and easier to observe.
As can be seen in Fig. 11.8(d), the transmission probability of the double-well structure
is double peaked. Figure 11.8(a) shows the setup of the respective sample together with
the (counter-)propagating mode functions that correspond to these two tunneling reso-
nances. Due to the symmetric sample setup, the propagating and counter-propagating
modes are identical for a specific resonance. In the figure, the mode functions are scaled
to fit into the refractive-index profile (gray area). The respective propagation directions
and mode intensities are indicated in the figure and correspondences are ascertained by
a color code. In particular, the modes are peaked at the positions of the two silicon
wells. Hence, the light is concentrated in these silicon layers, in analogy to the single-
well structure. For comparison, the horizontal bar indicates again half the wavelength
corresponding to the lower-energetic resonance. Obviously, the light is concentrated
within regions smaller than the corresponding wavelength. The obtained four mode
functions that correspond to the two resonances and the two propagation directions are
very similar to each other and they differ only in the region of the middle air layer d2.
That is because of the small energetic difference between the two resonance positions.
In general, there can be stronger differences in the form of the mode functions as well if
the transmission resonances are energetically further apart from each other.
In particular, the second transmission maximum cannot be attributed to the second
order m = 1 resonance which eventually could have come close to the first order m = 0
resonance. Rather, it appears as a consequence of the additional silicon well. Since the
two wells are identical, each of these silicon wells would yield the same resonant-tunneling
behavior if either well was taken into account separately. The transmission properties of
the entire structure are a result of the single-well properties and of the coupling among
them provided by the common barrier d2. Similar to the coupling of two identical electric
eigenstates, a splitting of the resonance is observed and two transmission peaks occur. As
a result, the reflection probability shows two sharp minima, frame (c). Analogously, the
double-peak structure is also observed in the quality factor, frame (b). The two quality-
factor peaks have maxima of about 1000. Moreover, these peaks are not identical, either,
like the mode functions.
In the following, the influence of the sample setup on the spectral properties is investi-
gated. Specifically, the above discussed structure with the layer widths d1 = d3 = 429nm,
L2 = L3 = 152nm, and d2 = 600nm is taken as a reference structure. That is, while one
parameter (pair) is varied, the other parameters are kept according to that structure.
If the thicknesses of the two air barriers d1 = d3 are varied uniformly, resonant tunnel-
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Figure 11.8: Typical double-well resonant-tunneling structure. (a) The refractive-index
profile is shown together with the (counter-)propagating modes at the res-
onance energies. The maximum intensity of the scaled mode functions as
well as their propagation direction are indicated in the figure using the
same color in which the mode function is plotted. The horizontal bar indi-
cates half of the wavelength corresponding to the lower resonance energy.
(d) Two sharp transmission peaks with 100% transmission probability are
observed. Consequently, light is entirely reflected except at the resonance
energies, frame (c). (b) The transmission peaks are associated with sharp
peaks in the quality factor.
ing occurs at about the same spectral position as in the reference structure. However,
for small thicknesses d1 = d3, only a single resonance is obtained, gray area and blue line
in Fig. 11.9(a), which is broad and does not reach full transmission, i.e. |T |2 < 100%.
As can be seen in frame (b), the spectral position of that single resonance shifts and
approaches the center of the resonance positions corresponding to the reference struc-
ture with increasing air-layer thicknesses d1 = d2. At the same time the transmis-
sion peak becomes stronger and narrower, frame (a). Above a threshold thickness of
d1 = d3 = 290nm that single resonance splits into two resonances, reddish lines in frame
(a). In Fig. 11.9(b), the energetic position of the lower resonance peak is plotted in
blue and the one of the energetically higher resonance is plotted in red. Obviously, the
splitting saturates for larger air-layer widths d1 = d3. That splitting of the resonance
goes along with a strong reduction of the FWHM of the resonance(s), Fig. 11.9(a). As
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Figure 11.9: Influence of the air barriers d1 = d3 on (a) the transmission spectra, (b) the
energetic position of the lower (blue) and the upper (red) resonance peak,
and on (c) the quality factor of the two peaks. With increasing d1 = d3, the
initial single resonance splits and the emerging two resonance peaks become
narrower and larger. At the same time, the quality factor increases.
a consequence, the phase time and thus the quality factor increases with increasing air-
barrier thickness, Fig. 11.9(c). Therefore, the layers d1 and d3 can be used to adjust
the quality factor and the resonance width without considerably shifting the resonance
position spectrally, if the thicknesses d1 = d3 are in the saturation regime of the splitting.
The strength of the splitting of the two tunneling resonances can be controlled via
the middle air barrier d2 as can be seen in Fig. 11.10. Specifically, there is no splitting
for a large enough thickness of that air layer. Moreover, if the thickness d2 is too large,
the transmission resonance gradually disappears, frame (a). If instead the thickness d2
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Figure 11.10: Influence of the air barrier d2 on (a) the transmission spectra, (b) the
energetic position of the lower (blue) and the upper (red) resonance peak,
and (c) on the quality factor of the two peaks. For large d2, only a single
tunneling resonance is observed which splits into two transmission peaks
when d2 decreases (a). That splitting increases strongly with decreasing
thickness of the middle air barrier (b). With increasing d2, the quality
factor of the lower (higher) resonance grows (drops) weakly until a single
peak with strongly increasing quality factor is obtained, frame (c).
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Figure 11.11: Influence of the thickness of the silicon wells L2 = L3 on the transmis-
sion spectrum. (a) energetic position of the transmission resonances, (b)
strength of the resonance splitting, and (c) quality factor of the two trans-
mission peaks. In frames (a) and (c), the red (blue) line belongs to the
energetically higher (lower) resonance. With increasing thickness of the
silicon wells L2 = L3, the transmission resonances shift to lower energies
(a) and the resonance splitting increases (b). At the same time, the quality
factor decreases (c).
is diminished, the already observed splitting sets in and the strength of the splitting
increases with decreasing thickness d2 of the middle barrier, frame (b). The quality
factor is largest for large d2. When the air barrier d2 becomes narrower, the quality
factor drops strongly. Once the resonance splitting is established, the quality factor of
the higher energetic resonance is slightly increasing again with decreasing thickness of
the layer d2 while the quality factor of the lower energetic resonance decreases further,
frame (c).
With the exceptions of too narrow outer air layers d1 = d3 as well as of a too large
middle air barrier d2, transmission spectra with two resonance peaks have been observed.
The individual spectral positions of these two transmission peaks depend on the thick-
nesses of the air layers d1, d2, and d3. Additionally, these tunneling resonances occur
around a center energy that is hardly dependent on either air-barrier thickness. Rather,
that center energy is determined by the silicon-well thicknesses L2 = L3. In particular,
the overall spectral position of the resonances shifts to lower energies with increasing
well thickness, Fig. 11.11(a). At the same time, the splitting of the two transmission
resonances shows an additional dependence on the silicon-well width as that splitting
increases with increasing thickness L2 = L3, Fig. 11.11(b). That behavior is accompa-
nied by a strong decrease of the quality factor when the silicon wells become thicker,
Fig. 11.11(c).
As a first conclusion, the spectral positions of the transmission resonances can be
controlled by the sample geometry. The overall position, i.e. the center energy of the
resonances is determined by the silicon-well thickness L2 = L3. Once that is fixed, the
splitting of the resonances may be adjusted by an appropriately chosen width of the air
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Figure 11.12: Influence of a difference in the thicknesses of the silicon wells L2 and L3. (a)
Transmission spectra in a semi-logarithmic scale. Double-peaked complete
transmission (gray area) is observed if L2 = L3. If L2 < L3 (bluish lines) or
L2 > L3 (reddish lines), the transmission intensity drops with increasing
difference of these thicknesses. At the same time, one of the peaks slightly
shifts towards an energy of 783meV while the other strongly shifts away
from that energy. (b) The spectral position of the lower-(higher-)energetic
transmission peak is plotted as blue (red) line. The anti-crossing of the two
resonances is shown in the inset. (c) The transmission probability at the
transmission peaks is plotted as function of the thickness variation L3−L2
using the same color code as in frame (b). With increasing difference of
the thicknesses L2 and L3, the transmission decreases strongly.
barrier d2. The widths of the resonances and thus the strength of the quality factor are
controllable via the outer air barriers d1 and d3.
11.3 Asymmetric Double-Well Structures
Up to now, only symmetric samples have been studied in this thesis. Hence, asymmetric
samples shall be investigated next. Figure 11.12 shows the optical properties of a double-
well structure L1 − d1 − L2 − d2 − L3 − d3 − L4 in which the outer air layers d1 = d3
are identical while the silicon wells L2 and L3 differ. In particular, the thickness of the
layer L2 is kept at the reference value of 152nm and the thickness of the second silicon
well L3 is varied. Some typical transmission spectra are shown in Fig. 11.12(a) in a
semi-logarithmic scale.
The spectrum of the symmetric reference structure is plotted as a gray shaded area.
Spectra where L2 < L3 are plotted using bluish lines while the reddish lines correspond
to structures with L2 > L3. Once L2 6= L3, only one of the two transmission resonances
is found near the center energy of the two peaks obtained for the reference structure. The
other energy shifts away from that center energy the stronger the larger the difference of
the two silicon-well widths becomes. That shifting of the energetic resonance positions
is shown as a function of silicon-well-thickness difference L3 − L2 in Fig. 11.12(b). The
position of the energetically higher (lower) resonance is plotted as a red (blue) line. Apart
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from the distinction of the energetically lower and higher resonance, one clearly observes
one transmission resonance at an almost fixed spectral position of about 783meV while
the other one is shifting strongly to lower energies with increasing layer thickness of the
silicon-well L3.
If one considers the two silicon wells separately, the fixed thickness of the layer L2
defines a fixed transmission-resonance energy. On the contrary, the variation of the
well thickness L3 results in a shift of the corresponding spectral resonance position,
c.f. Sec. 11.2.1. Specifically, these two resonances of separate wells would cross for
L2 = L3 when the wells are identical so that the structure is symmetric. Hence the
observed behavior of the resonance positions can be attributed to the different silicon-well
thicknesses. Due to the coupling of the two resonances, an anti-crossing of the resonances
is observed as can be seen in the inset of Fig. 11.12(b). Therefore the energetically lower
resonance shifts hardly and the higher energetic one shifts strongly for L2 > L3. As
a consequence of the anti-crossing, these roles are changed when L2 < L3 where the
energetically lower resonance is shifting to lower energies and the energetically higher
resonance is pinned.
Moreover, the transmission strength taken at the resonance-peak maxima considerably
differs from the complete transmission that is found in the symmetric structure. The
maximum transmission is strongly dependent on whether the thicknesses of the silicon
wells L2 and L3 agree or not, frame (a). In Fig. 11.12(c), the transmission strength ob-
tained at the spectral position of the energetically lower (higher) resonance is plotted as
a blue (red) line. In general, the transmission becomes smaller with increasing deviation
|L2 − L3| of the layer widths of the two silicon wells. Thus, the transmission maximum
reveals a sharp peak at equal silicon-well thicknesses L2 = L3, frame (c).
Similarly, the effect of deviating thicknesses of the outer air layers d1 and d3 on the
transmission characteristics of the sample can be studied. Figure 11.13 shows the corre-
sponding results for (a) the transmission spectra, (b) the spectral transmission-resonance
positions, and (c) for the transmission maximum observed at the transmission-peak po-
sitions. The thickness of the air barrier d3 is varied while the reference value of 429nm
is used for the thickness of the air barrier d1.
For an air barrier d3 narrower than 288nm, a single peak is observed (gray area and
dark blue line in Fig. 11.13(a)). With increasing thickness d3 the peak maximum shifts
slightly to lower energies and a shoulder emerges at the high-energy tail. This shoulder
develops to a second maximum so that the single peak splits into the already previously
observed two transmission-resonance peaks for d3 > 288nm. That behavior is also
shown in Fig. 11.13(b) where the position of the energetically lower (higher) resonance
is plotted as a blue (red) line. In case of air-layer thicknesses d3 that are much larger
than the air-layer thickness d1, a saturation of the splitting is observed. The initial
single transmission peak, as well as its splitting into two peaks, and the saturation of
that splitting for a large layer thickness d3 are in analogy to the findings obtained for
uniform variation of the air-layer thicknesses d1 and d3, Fig. 11.9(a) and (b).
However, the differences between these two situations shall be addressed next. In
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Figure 11.13: Transmission properties of a double-well structure with differing thick-
nesses of the air layers d1 and d3. (a) Transmission spectra vs. energy;
(b) resonance positions and (c) maximal transmission probability at the
resonances as function of air-layer-thickness difference d3 − d1.
Fig. 11.13(a), one observes that the maximal transmission probability of the single
transmission-resonance peak decreases with increasing air-layer thickness d3, in contrast
to the case of uniform variation of d1 = d3. When the air-layer thickness d3 is just above
the splitting threshold, the transmission probability is clearly below 1, frame (a). With
increasing barrier width d3, the transmission probability taken at the resonance posi-
tions increases again until complete transmission is obtained for the symmetric structure
with d1 = d3 = 429nm (purple line). If the thickness of the air barrier d3 exceeds the
thickness of the barrier d1, the transmission efficiency decreases again (red line).
In Fig. 11.13(c), the transmission maxima of the resonance peaks are plotted as a
function of the layer-thickness difference d3 − d1. After the initial decrease of these
transmission-probability maxima, the transmission-probability maxima of the two split
resonances increase again and reach their highest level for d3 − d1 = 0. In particular, a
broad peak centered at d3−d1 = 0 is obtained if the maximum transmission probabilities
of the two resonances are plotted in dependence of the layer-thickness difference d3−d1.
If the dependence of the transmission maxima on deviations in the air-layer thicknesses
d1 and d3, Fig. 11.13(c), is compared against the respective dependence of the maximum
transmission on the silicon-well thicknesses L2 and L3, Fig. 11.12(c), one observes that
the transmission maxima are less sensitive to deviations of the air-layer thicknesses d1
and d3 than on deviations of L2 and L3. In particular, the FWHM of the transmission-
maximum peak as a function of d3 − d1 is about 200nm while the FWHM with respect
to L3 − L2 is only about 2nm. The observed sensitivity to the structural symmetry
is of practical importance in the production of such resonant-tunneling samples and is
studied in more detail in Sec. 11.3.2. Before that, more complicated resonant-tunneling
structures with more than two silicon wells are studied in the following Sec. 11.3.1.
11.3.1 Multiple-Well Structures
Now that the optical properties of single- and double-well resonant-tunneling structures
are understood, attention is drawn to structures including even higher numbers of silicon
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Figure 11.14: Transmission spectra of a triple-well structure. (a) The thicknesses of
the air barriers d2 = d3 determine the energetic separation of the three
transmission peaks. (b) The FWHM of the transmission peaks is controlled
by the thicknesses of the air barriers d1 = d4.
wells. In the study of these multiple-well structures, the thicknesses of the silicon wells
are kept uniform since it has already been observed that there is a strong sensitivity
of the transmission efficiency on deviations of these thicknesses. For now, only ideal,
symmetric structures shall be investigated.
Figure 11.14 shows the transmission spectra obtained from a triple-well structure
L1 − d1 − L2 − d2 − L3 − d3 − L4 − d4 − L5. In the calculations, a reference structure
with L2 = L3 = L4 = 152nm and d1 = d4 = 425nm as well as d2 = d3 = 450nm has
been chosen. The respective reference spectra are plotted as a gray area. According to
the three silicon wells, three transmission peaks are observed. The center energy of the
spectral positions of these peaks is determined by the silicon-well thickness. If the widths
of the layers d2 and d3 are varied uniformly, the spectral positions of the energetically
lowest and highest resonance are affected. In contrast, the spectral position of the
center peak remains unaffected. The energetically lower and higher peak shift away
from (towards) the center peak when the air-barrier thicknesses d2 = d3 are diminished
(enlarged), see blue (red) line in Fig. 11.14(a). As can be seen in Fig. 11.14(b), there
is no influence of the air barriers d1 and d4 on the spectral peak positions. Rather, the
FWHM of the peaks increases with decreasing air-layer thicknesses d1 = d4 (blue line),
while the peaks become narrower if these thicknesses increase (red line).
If a fourth silicon well is added to the system, an additional transmission resonance
can be observed in the transmission spectra of that quad-well sample, Fig. 11.15. In that
figure, the spectrum corresponding to the chosen reference structure is plotted as gray
area. That structure contains layers with the thicknesses L2 = L3 = L4 = L5 = 152nm,
d1 = d5 = 350nm, d2 = d4 = 350nm, and d3 = 450nm. The width of the transmission
peaks can be adjusted with the help of the layer pair d1 and d5, frame (a). With
increasing layer thicknesses d1 = d5, the peaks become narrower.
Among these four transmission-resonance peaks, two pairs of peaks can be identified.
One pair is formed by the two energetically lowest resonances, the other one by the
energetically highest resonances. The spectral separation of these two pairs of resonances
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Figure 11.15: Transmission spectra of a quad-well structure.(a) The air-barrier thick-
nesses d1 = d5 define the FWHM of the transmission peaks. (b) The
energetic separation of the lower-energetic and the higher-energetic pair
of transmission resonances is governed by the layers d2 = d4. (c) The
energetic distance of the two peaks of such a resonance pair is controlled
by the layer thickness d3.
is governed by the air barriers d2 and d4. If these air layers are narrow, the resonance pairs
are energetically more separated from each other. They come closer to each other when
the thickness of the air layers grows, Fig. 11.15(b). Similarly, the spectral separation
of the two peaks within each of these resonance pairs is determined by the thickness of
the air barrier d3. With increasing layer thickness d3, the spectral positions of the two
peaks of a resonance pair approach each other, frame (c).
As a general finding, the uniform thicknesses of the silicon wells determine the overall
spectral position of the resonant-tunneling transmission peaks. The number of wells
corresponds to the maximal number of transmission peaks that can be obtained. The
relative positions of these peaks among each other as well as their FWHM can be con-
trolled by adjusting the air-barrier thicknesses. The respective influence of the different
air barriers on the spectral properties depends on the number of silicon wells. However,
with an appropriate choice of the layer thicknesses, the resonant tunneling structures
can be designed at will. Specifically, sharp transmission peaks can be achieved which
allow for selective filters or the peaks can be merged to form a transmission band.
For a quad-well structure some specific cases are shown in Fig. 11.16 to illustrate how
the sample design may possibly be used. In frame (a), the transmission probability is
plotted. For silicon wells of thickness 152nm, the air layers are chosen such that the four
peaks either merge to form a broad transmission band with a transmission probability
of at least 75% (red line), or such that two separate transmission bands exist (gray
area). Moreover, four distinct narrow transmission peaks may be achieved as well (blue
line). These spectra and any cases in between may be designed according to the specific
needs, which may focus either at the transmission properties as discussed above or at
the quality factor.
The corresponding quality factors are plotted in Fig. 11.16(b) using the same color
code as in frame (a). For the broad transmission band consisting of four merged res-
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Figure 11.16: (a) Transmission spectra and (b) quality factors of three quad-well
resonant-tunneling structures designed with different emphasis on the
transmission and quality factor properties. Broad and/or multiple trans-
mission bands can be formed by merging several transmission resonances.
Alternatively, sharp single transmission resonances can be obtained as well.
At the same time, the quality factor can be tuned in a wide range.
onances (red line), the quality factor is smallest and ranges from 200 to 400 at the
resonance positions. A somewhat larger quality factor is obtained for the two small
transmission bands (blue line), where the quality factor scales from 400 to 900 in the
band regions. The largest quality factor is obtained for the sharp single resonances.
While the quality factor ranges from 6000 to 6500 for the two outer resonances, the
two middle resonance have a smaller quality factor of about 2500. These large quality
factors make the resonant tunneling structures interesting candidates for studying slow
light. The variety in the achievable properties of the transmission and/or of the quality
factor can be increased by using more silicon layers. Hence, these structures have a high
potential for optical application.
11.3.2 Towards Sample Production
If such samples shall be produced, the limitations of the fabrication process have to
be taken into account. Since the air layers cannot be created by MBE or MOVPE,
other techniques such as etching, sputtering, or milling have to be applied. Therefore,
certain stronger fluctuations in the layer widths cannot be avoided. Consequently, one
has to consider the strong dependence of the transmission efficiency on deviations in
the thicknesses of the silicon wells carefully. For illustration, a double-well resonant-
tunneling structure shall be studied, which is the simplest example in which that problem
occurs as the sample consists of two silicon wells.
In particular, the thickness of the first silicon well L2 is again set to the reference
value of 152nm while the thickness L3 of the second well is varied. That situation has
already been studied in Fig. 11.12 where a sharp peak of the maximum transmission as
a function of silicon-well-thickness detuning L3 − L2 has been observed at L3 − L2 = 0.
Specifically, a FWHM of that peak of 2nm has been obtained. A realistic estimate of
the fluctuations of the layer thicknesses L2 and L3 is in the order of |L3 − L2| ≥ 5nm.
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Figure 11.17: Transmission maxima for (a) the lower-energetic and (b) the higher-
energetic transmission peak of a double-well structure in dependence of
air-layer thickness d2 and silicon-well thickness L3, where L2 = 152nm is
kept constant. The sensitivity of the transmission peaks to differences of
the silicon-well thicknesses L2 and L3 decreases with decreasing thickness
of the air layer d2, frames (c) and (d).
Therefore, the task is to identify a sample geometry in which that fluctuation is taken
into account and which nevertheless guarantees the observation of resonant tunneling
with a high enough transmission efficiency.
As a lower limit of the transmission peak intensity, we chose 50% transmission. Thus,
we need to identify conditions in which the FWHM of the transmission peak is larger
than 10nm. On that purpose, the thickness of the middle air barrier d2 is also varied
while the remaining air barriers are kept at a thickness of d1 = d3 = 429nm. The
Figs. 11.17(a) and (b) show the obtained maximum transmission at the first and at
the second transmission-resonance peak, respectively, as a function of the silicon-layer
thickness L3 and of the air-barrier thickness d2. For large air barriers, the structures
are very sensitive to deviations of the silicon-well thicknesses, which can be seen by the
narrow peak of the maximum transmission at both transmission resonances, frames (a)
and (b). The ideal case of identical silicon wells is indicated by the dashed black line.
In the area between the two solid black lines, the obtained transmission probability at
the resonant-tunneling resonances is larger than 50%. One can see that the FWHM of
the maximum-transmission peak becomes larger if the air-barrier d2 becomes smaller.
That FWHM is plotted in Fig. 11.17(c) for the energetically lower resonance and in
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Fig. 11.17(d) for the energetically higher resonance. The lower resonance is found to
be slightly less sensitive to the deviations of L2 and L3. However, for the chosen target
silicon-well thickness and for the outer air barriers d1 and d3, the thickness of the center
air layer d2 should be chosen below 400nm to guarantee a transmission probability of at
least 50%. In contrast to the predictions in Ref. [396], clear resonant-tunneling peaks
can be observed in the transmission spectra if the sample design is chosen appropriately.
Nevertheless, the choice of a minimum transmission larger than 50% displays a more
restrictive condition. The target range, given by the area between the solid black lines
in Figs. 11.17(a) and (b), becomes the narrower the higher the minimum transmission is
chosen. Consequently, an even larger air barrier d2 would have to be chosen to achieve
the desired minimum transmission efficiency despite the due inaccuracies of the silicon-
well widths.
According to the above procedure, silicon-based double-well resonant-tunneling struc-
tures have been designed and produced. First experiments are currently under way so
that theory-experiment comparisons should be possible soon, in which probably some
improvements of how to treat the silicon layers may become necessary. In particular the
inclusion of the frequency dependence of the refractive index of silicon as well as taking
into account the absorption by the silicon layers are straightforward improvements of
the present theoretical modeling of the samples.
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Summary and Outlook
Resonant tunneling of light in stacked structures consisting of alternating parallel layers
of silicon and air have been studied theoretically. While usually total internal reflection
is expected for light shined on a silicon→air interface under an angle larger than the
critical angle, light may tunnel through the air barrier due to the existence of evanescent
waves inside the air layers if the neighboring silicon layer is close enough.
This tunneling of light is in analogy to the well-known tunneling of a quantum par-
ticle through a potential barrier. In particular, the wave equation and the stationary
Schro¨dinger equation are of the same form. Consequently, the resonant tunneling of
light can be understood in analogy to the resonant tunneling of e.g. electrons as well.
The characteristic feature of resonant tunneling is a complete transmission through
the barrier at certain resonance energies. The transmission, reflection, and propagation
properties of the samples have been determined numerically using a transfer-matrix
method and assuming a uniform constant refractive index in all silicon layers. Moreover,
analytical expressions for the energetic resonance positions have been found to be in
excellent agreement with the numerical simulations for both, tunneling and resonant
tunneling of light.
Special attention has been drawn to the lowest resonance out of a series of resonant-
tunneling resonances. At that resonance, light has been observed to be concentrated
within silicon layers the extension of which is smaller than the corresponding wavelength
of the light. Specifically, the quality factor is large at the resonance energies, which
indicates that the resonant light leaves the sample delayed compared to propagation in
bulk silicon of the same size, which in turn allows for the study of slow light.
A detailed investigation of how the sample geometry influences the optical properties of
the sample has been presented. In particular, it has been outlined how to design a sample
to obtain certain desired optical properties. Well-separated single resonances, near-by
resonances, or even bands consisting of several merged resonances can be achieved.
Moreover, the width of these resonances can be adjusted. In the course of designing the
transmission properties, the properties of the quality factor can be designed at the same
time due to its direct connection to the total transmission coefficient of the samples.
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The optical properties that are related to the resonant tunneling strongly rely on
the (mirror-)symmetry of the samples. If asymmetries – especially of the silicon wells
inside the air barrier – are present in the sample setup, the resonant-tunneling efficiency
is diminished. Such asymmetries are unavoidable in the production of the samples.
Therefore, a parameter range has been identified in which reasonable transmission above
a transmission probability of 50% can be expected taking typical fluctuations caused by
the production process into account.
Silicon-based resonant-tunneling structures of a setup proposed by the presented the-
ory have already been fabricated and first experiments are under way. This will allow for
theory-experiment comparisons. To achieve a more realistic description of the samples,
the inclusion of the frequency dependence of the refractive index as well as the inclusion
of the absorption by the silicon layers might have to be taken into consideration. These
additional effects can be included in a straight-forward way and have previously been
neglected to simplify the model system. Additionally, slow light effects can be studied in
detail. The use of the investigated silicon-material system may also lead to applications
in the context of light-control on optical chips where the samples could serve as filters
or delay lines.
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Die vorliegende Arbeit bescha¨ftigt sich mit den ’optischen Eigenschaften quasiperiodisch
angeordneter Halbleiternanostrukturen’. Dieser eher allgemein gehaltene Titel der Ar-
beit liegt darin begru¨ndet, dass die optischen Eigenschaften zweier recht verschiedener
Halbleitersysteme untersucht worden sind. So wurden einerseits eindimensionale reso-
nante Fibonacci Quasikristalle und andererseits das resonante Tunneln von Licht durch
Silizium-Luft Schichtstrukturen untersucht. Demzufolge gliedert sich die Arbeit auch in
zwei Teile, die nach einem kurzen U¨berblick u¨ber die Halbleiterphysik und -technologie
zusammenfassend beschrieben werden.
Allgemeines zur Halbleitertechnologie Unser heutiges Alltagsleben ist stark durch
die Halbleitertechnologie gepra¨gt, was in der Erfindung des Transistors [1–3] seinen
Ursprung hat. Diese Erfindung ermo¨glichte kostengu¨nstige, effiziente und robuste lo-
gische Schaltungen, die in den integrierten Schaltkreisen [4–6], mit denen die heutigen
elektronischen Gera¨te gesteuert werden, Anwendung finden. Aufgrund der Vielseitig-
keit und Effizienz der Halbleiterbauelemente kommen diese in (Mobil)Telefonen und
Haushaltsgera¨ten, Fernsehern und Taschenrechnern, Satelliten und Autos, industriellen
Fertigungsanlagen, Digitalkameras und vielen weiteren Anwendungen zum Einsatz. Ins-
besondere basieren auch Computer auf eben diesen integrierten Schaltkreisen, die im
Laufe der Zeit immer weiter miniaturisiert werden konnten [7].
Neben den oben genannten elektronischen Eigenschaften, werden auch die optischen
Eigenschaften der Halbleiter in Anwendungen genutzt. Leuchtdioden [16–18], Solarzellen
[19–21], optische Detektoren [22–24], und Laserdioden [27–30] sind nur einige Beispiele.
Von besonderer Bedeutung sind die Laser, die zumeist aus Mehrfachquantenfilmstruktu-
ren bestehen und z.B. in CD und DVD Spielern und Rekordern [37–39], in Laserpointern
[40], Barcodelesegera¨ten [41], Laserdruckern, sowie in Projektoren [42, 43], in der Holo-
graphie [44] und als Pumplaser [45, 46] eingesetzt werden.
Die Grundlage der Entwicklung dieser Anwendungen der Halbleitertechnik sind und
waren ein immer tiefergreifendes Versta¨ndnis der Festko¨rper [63–67] im Allgemeinen und
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insbesondere der Halbleitermaterialien [35, 68–77] wie auch verbesserte Fabrikationsver-
fahren [48–62]. Wurde die Halbleiterphysik in den 1920er und 1930er Jahren noch als
’Schweinerei’ [47] bezeichnet, so entwickelte sie sich rasant zu einer Kerntechnologie.
Heute ko¨nnen Halbleiterstrukturen ho¨chster Pra¨zision und Reinheit hergestellt wer-
den. Es ist mo¨glich, verschiedene Materialien aufeinander zu wachsen, wobei Genauig-
keiten von bis zu einer Atomlage erzielt werden. Die Fa¨higkeit, vordefinierte Halbleiter-
strukturen mit dieser Genauigkeit herzustellen, ist die Grundlage fu¨r viele Anwendun-
gen, die auf dem speziellen Design der Bauelemente basieren, da die Eigenschaften des
Halbleitermaterials durch die Probengeometrie beeinflusst und gesteuert werden ko¨nnen
[115–120].
Der gezielte Einsatz von Quantisierungseffekten [35, 83] ero¨ffnete somit die Mo¨glichkeit
der Untersuchung von zweidimensionalen Quantenfilmen [34, 84–103], eindimensiona-
len Quantendra¨hten [104–107], und nulldimensionalen Quantenpunkten [108–114]. Der
gewa¨hlte Probenaufbau kann dabei speziell auf den anwendungsbezogenen Einsatz der
Halbleitereigenschaften oder aber auf die optimalen Bedingungen zur Untersuchung noch
unverstandener Eigenschaften abgestimmt werden. Halbleiterstrukturen dienen somit als
ideale kleine Labore [121] der Halbleiterforschung. Ein grundlegendes Versta¨ndnis der
Vorga¨nge innerhalb der Proben konnte auf mikroskopischer Ebene durch Messungen im
linearen Regime erzielt werden. Außerdem wurden und werden noch heute Einblicke in
die Vielteilchenwechselwirkungen durch intensive Forschung an nichtlinearen Probenei-
genschaften [71, 78–82] gewonnen. Das Versta¨ndnis dieser Vorga¨nge ist die Grundlage
zuku¨nftiger Anwendungen, sodass auch die Forschung durch den Anwendungsbedarf
gefo¨rdert und gefordert wird. Fortschritte in Forschung und Anwendung sind daher eng
miteinander verknu¨pft.
So fu¨hrte beispielsweise der Bedarf an ho¨heren Datenu¨bertragungsraten in der Te-
lekommunikationsindustrie zum Einsatz von Glasfaserkabeln [125]. Fu¨r diese mussten
wiederum passende elektro-optische Kopplungen entwickelt werden, die durch neue La-
serstrukturen [126–128] realisiert werden konnten. In Zuge der an diesem Beispiel ver-
deutlichten Spezialisierung entwickelte sich die auf dem indirekten Silizium basierende
Elektronik relativ unabha¨ngig von der auf direkten Materialien der III-V-Halbleiter ba-
sierenden Halbleiteroptik. Es wa¨re allerdings wu¨nschenswert Optik und Elektronik auf
einem Chip vereinen zu ko¨nnen, um kleinere Abmessungen, gro¨ßere Robustheit und
kostengu¨nstigere Herstellung zu erzielen. Außerdem ero¨ffnete dies ein weites Feld neuer
Anwendungsmo¨glichkeiten. Die Realisierung des Laserbetriebs galt im indirekten Halb-
leiter Silizium jedoch lange Zeit als nahezu unmo¨glich, konnte aber in den vergangenen
Jahren umgesetzt werden [129–134]. Ebenso wird versucht, die III-V Halbleiter in die
Siliziumchips zu integrieren [135–137], wobei die Problematik in den verschiedenen Git-
terkonstanten der Materialien liegt. Mittels des indirekten III-V Halbleiters GaP kann
dieses Problem u¨berwunden werden [138, 139] und GaP-basierende Laser konnten eben-
falls hergestellt werden [140–143], sodass diese prinzipiell auf Silizium gewachsen werden
ko¨nnen. Dies steht insbesondere im Zusammenhang mit Versuchen, die an ihre Grenzen
[153] stoßenden elektronischen Schaltkreise durch optische Schaltkreise [154] abzulo¨sen,
was ein Feld intensiver Forschung darstellt [144–152], in dem es auf die Kontrolle und
Fu¨hrung des Lichtes sowie auf geeignete Lichtquellen ankommt.
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Mit den resonanten Fibonacci Quasikristallen wird im ersten Teil dieser Arbeit eine
erst wenig untersuchte Mehrfachquantenfilmstruktur untersucht, die einerseits als Licht-
quelle und andererseits als optisch aktives Element der Kontrolle von Licht dienen kann.
Neben den Anwendungsmo¨glichkeiten ist hier aber auch das fundamentale Versta¨ndnis
dieser Strukturen von Bedeutung. Die im zweiten Teil der Arbeit betrachteten Silizi-
umnanostrukturen ko¨nnen ebenfalls als Filter oder als optische Verzo¨gerungslinien der
Lichtkontrolle dienen. Nachfolgend werden nun die jeweiligen Untersuchungen diskutiert.
Resonante Fibonacci Quasikristalle Der bekannte Teil der Bezeichnung ’resonante
Fibonacci Quasikristalle’ ist der ’Kristall’. Kristalle und ihr Aufbau werden seit mitt-
lerweile mehr als 200 Jahren untersucht [63]. Durch Ro¨ntgenuntersuchungen [155–160]
wurde der periodische Aufbau der Kristalle festgestellt, aus dem sich vierzehn mo¨gliche
Raumgitter ergeben, nach denen sich die Kristallatome anordnen ko¨nnen [64–67].
Quasikristalle [161–163, 165, 227, 228] wurden erst vor 25 Jahren entdeckt, als Messun-
gen an metallischen Legierungen Beugungsgitter lieferten, die nicht mit der Periodizita¨t
der Kristalle in Einklang zu bringen waren, wohl aber mit dem Quasikristallkonzept.
Im Gegensatz zu Kristallen sind Quasikristalle zwar deterministisch aber nicht peri-
odisch, sondern eben quasiperiodisch angeordnet. Ebenso wie Kristalle besitzen auch
sie langreichweitige Ordnung und der Abstand zweier Na¨chster-Nachbaratome ist nach
unten und oben beschra¨nkt und endlich. Damit stehen sie zwischen periodischen und
ungeordneten Strukturen. Die Entdeckung der Quasikristalle ru¨ttelte an den Grundfes-
ten der Kristallographie, sodass zuna¨chst teilweise versucht wurde, durch komplizierte
Modelle, die jedoch durch experimentelle Befunde und theoretische Studien widerlegt
werden konnten [168–173], die experimentellen Befunde zu erkla¨ren und das Bild des
periodischen Kristalls zu retten [166, 167]. Somit wurde eine Neudefinition des kristalli-
nen Zustands erforderlich [174], durch die die periodischen Kristalle zu einer speziellen
Unterklasse der Quasikristalle wurden.
Infolge der Entdeckung der Quasikristalle in einer Legierung wurden Quasikristal-
le in Laboren aus einer Vielzahl weiterer Legierungen hergestellt [161, 178–186]. Diese
Quasikristalle zeigten im Vergleich zu Kristallen außergewo¨hnliche Eigenschaften [188–
200, 202], die hohes Potential fu¨r Anwendungen haben [188, 189, 201]. Ein natu¨rlich
entstandener Quasikristall wurde jedoch erst ku¨rzlich in einer Gesteinsprobe eines Mu-
seums entdeckt [177].
Große Fortschritte bezu¨glich des Versta¨ndnisses der fundamentalen Eigenschaften der
Quasikristalle konnten durch Untersuchungen an Quasikristallen aus ku¨nstlich herge-
stellten Materialsystemen erzielt werden, bei denen sich der quasikristalline Zustand
nicht wie bei den Legierungen aus der Schmelze heraus ergab sondern aufgepra¨gt wurde
[146, 199, 203–209, 211–218]. Zur Modellbildung von Quasikristallen ko¨nnen der Duale
Grid [164, 219], Projektionsmethoden [220–223], oder Deflations- und Inflationstechni-
ken, wie man sie von Penrose Tilings [224–226] kennt, genutzt werden. Die Gemeinsam-
keit aller Modelle ist das Auftreten irrationaler Zahlen. In vielen Fa¨llen handelt es sich
bei dieser irrationalen Zahl um den Goldenen Schnitt [162–164, 177, 182, 187–189, 206–
209, 218, 227–230].
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Der Goldene Schnitt, τ = 0.5 +
√
1.25 ≈ 1.618 . . . , ist eine aus Kunst und Archi-
tektur bekannte Zahl [231], die auch in natu¨rlichen Strukturen gefunden werden kann
und unmittelbar mit den Fibonacci Zahlen verwandt ist [232]. Letztere ko¨nnen aus der
Fibonacci Sequenz, LSLSLLSLLSLLS . . . , abgeleitet werden [291], deren Auftreten
wiederum oft als Indiz fu¨r das Vorliegen einer quasikristallinen Struktur gewertet wird
[164, 195, 196, 208, 213, 214, 229, 230]. Insbesondere ist die eindimensionale Fibonacci
Sequenz das Standardbeispiel eines Quasikristalls [163, 188, 227, 228]. Aufgrund ihrer
einfachen und u¨bersichtlichen Struktur wurden eindimensionale Fibonacci Quasikristalle
intensiv untersucht [233–246, 248, 249].
Resonante Fibonacci Quasikristalle, die aus quasiperiodisch angeordneten Mehrfach-
quantenfilmstrukturen bestehen, wurden jedoch erst vor kurzem zuna¨chst theoretisch
behandelt [250]. Daraufhin erfolgten Versuche der experimentellen Realisierung die-
ser Strukturen [251] sowie erste Untersuchungen ihrer optischen Eigenschaften [252].
Diese Studien quasiperiodisch angeordneter Mehrfachquantenfilmstrukturen ko¨nnen als
natu¨rliche Erweiterung der Untersuchen an periodischen Mehrfachquantenfilmstruktu-
ren betrachtet werden, deren Eigenschaften bereits sehr gut verstanden werden [77, 78,
84–86, 88, 89, 93, 253–289] und die heute dennoch Gegenstand intensiver Forschung sind.
Somit knu¨pft auch die im ersten Teil dieser Arbeit vorgestellte Untersuchung GaAs-
basierter resonanter Fibonacci Quasikristalle sowohl an Untersuchungen periodischer
Mehrfachquantenfilmstrukturen als auch an die bislang durchgefu¨hrten Studien reso-
nanter Fibonacci Quasikristalle an. In diesen eindimensionalen Quasikristallen sind die
Absta¨nde zwischen benachbarten Quantenfilmen entweder durch eine große Barriere L
oder durch eine kleine Barierre S gegeben, die entsprechend der Fibonacci Sequenz
angeordnet sind. Der gemittelte Abstand zweier Quantenfilme erfu¨llt dabei eine fu¨r
Quasikristalle verallgemeinerte Bragg Bedingung. Zur Beschreibung des Quantenfilm-
materials in resonanten Fibonacci Quasikristallen wird hier zum ersten Mal eine mi-
kroskopische Theorie genutzt. Mit den semiklassischen Halbleiter Bloch Gleichungen ist
es mo¨glich, die koha¨rente Anregung der Quantenfilme zu simulieren. Dabei wird die
Ladungstra¨ger-Ladungstra¨gerstreuung mikroskopisch beru¨cksichtigt, sodass anregungs-
induziertes Dephasieren von der Theorie beschrieben werden kann. Unordnungseffekte
und Wechselwirkungen mit Phononen werden hingegen pha¨nomenologisch behandelt.
Um die Propagations-, Transmissions- und Reflexionseffekte zu beschreiben, wird ein
Transfermatrixverfahren verwendet, was einer Probe-Antwort Messgeometrie entspricht.
Alle Simulationen basieren auf einem einzigen Satz an Materialparametern. Die so be-
rechneten Reflexionsspektren sind in exzellenter U¨bereinstimmung mit den gemessenen
linearen und nichtlinearen Spektren. Die experimentell beobachtete große A¨hnlichkeit
der nach resonanter und nicht resonanter Anregung erhaltenen Reflexionsspektren kann
auf sehr a¨hnliche Absorptionseigenschaften bei beiden Anregungen zuru¨ckgefu¨hrt wer-
den, die zu namhafter Absorption in einem breiten spektralen Bereich fu¨hrt. Dies ist
auch der Grund fu¨r die hohe U¨bereinstimmung der mit einer Probe-Antwort basierenden
Theorie berechneten Spektren mit den nach resonanter Anregung gemessenen Spektren.
Sowohl in den berechneten als auch in den gemessenen Reflexionsspektren einer aus 54
Quantenfilmen bestehenden Probe ist ein ausgepra¨gtes scharfes Reflexionsminimum zu
finden. Derart scharfe spektrale Eigenschaften ko¨nnen als optische Schalter oder fu¨r die
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Erzeugung langsamen Lichts genutzt werden, sodass dieses Minimum eingehend unter-
sucht wurde. Wenn ho¨here Ladungstra¨gerdichten vorliegen, bleicht dieses Reflexionsmi-
nimum infolge des anregungsinduzierten Dephasierens aus. Eine sehr gute Entsprechung
der gemessenen und berechneten Reflexionsmaxima und -minima kann im gesamten
spektralen Bereich bei allen Anregungsintensita¨ten beobachtet werden.
Insbesondere kann die Form des Reflexionsspektrums auf Brechungsindexeffekte zu-
ru¨ckgefu¨hrt werden, die durch die Quantenfilmanordnung bestimmt werden. Als Ursache
des scharfen Reflexionsminimums konnte dabei einerseits die quasikristalline Anordnung
der Quantenfilme und andererseits eine leichte Abweichung des mittleren Quantenfilm-
abstands von der idealen Bragg Bedingung identifiziert werden. Die Form der Spektren
ist stark vom mittleren Quantenfilmabstand beeinflusst, wa¨hrend sie relativ robust ge-
genu¨ber A¨nderungen des La¨ngenverha¨ltnisses ρ der beiden Quantenfilmabsta¨nde L und
S um den Goldenen Schnitt ρ ≈ τ ist. Daher werden a¨hnliche Spektren fu¨r die ka-
nonischen ρ = τ und die nicht kanonischen ρ 6= τ Proben beobachtet, solange dieses
La¨ngenverha¨ltnis nicht zu sehr gea¨ndert wird. Allgemein folgt die Sta¨rke der Reflexion
dem entsprechenden Strukturfaktor der Fibonacci Quasikristalle.
Wenn die Quantenfilmanzahl erho¨ht wird, verschiebt sich die spektrale Position des
Reflexionsminimums zu niedrigeren Energien und das Minimum wird breiter. Gleich-
zeitig pra¨gen sich neue Minima mit a¨hnlichem Verhalten nahe der Schwerlochresonanz
aus. Fu¨r Strukturen, deren Quantenfilmanzahl eine Fibonacci Zahl um eins u¨bertrifft,
ko¨nnen selbsta¨hnliche Spektren beobachtet werden, was die Reflexionsminima als eine
Folge der quasikristallinen Anordnung ausweist.
Ein tiefergehendes Versta¨ndnis der optischen Eigenschaften der untersuchten Struk-
turen kann durch eine verbesserte Modellierung dieser Strukturen erreicht werden. So
wa¨re eine dynamische Simulation des Anregungsprozesses notwendig, um die experi-
mentellen Bedingungen bei resonanter Anregung exakter zu beschreiben. Aufgrund des
damit verbundenen wesentlich gro¨ßeren Speicherbedarfs und la¨ngerer Rechenzeiten stellt
dies allerdings eine numerische Herausforderung dar.
Die Halbleiter Lumineszenz Gleichungen ko¨nnten genutzt werden, um die Lumines-
zenz der resonanten Fibonacci Quasikristalle zu untersuchen, die sich deutlich von der
der periodischen Mehrfachquantenfilmstrukturen unterscheidet. Auf diese Weise ko¨nnte
auch hier der Einfluss der quasikristallinen Anordnung auf die spektralen Eingenschaften
bestimmt werden. Der dazu notwendige numerische Aufwand ist allerdings noch gro¨ßer
als der fu¨r die dynamische Simulation resonanter Anregung anfallende. Dies liegt darin
begru¨ndet, dass unter inkoha¨renten Bedingungen die in dieser Arbeit zur Beschreibung
verwendeten koha¨renten Gro¨ßen verschwinden und die einfachsten nicht verschwinden-
den Gro¨ßen bereits von erheblich komplizierterer Struktur sind.
Die vorgestellten mikroskopischen Untersuchungen resonanter Fibonacci Quasikristal-
le sind somit als ein Schritt auf dem Weg zu einem besseren theoretischen Versta¨ndnis
der optischen Eigenschaften dieser Strukturen zu verstehen, dem wie zuvor dargelegt
weitere folgen mo¨gen. Insbesondere ko¨nnen weitere Untersuchungen darauf abzielen zu
untersuchen, welche von periodischen Mehrfachquantenfilmen bekannte Effekte ebenfalls
in resonanten Fibonacci Quasikristallen auftreten und inwiefern diese Effekte durch die
quasikristalline Anordnung beeinflusst bzw. vera¨ndert werden.
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Resonantes Tunneln von Licht Im zweiten Teil dieser Arbeit wurde resonantes Tun-
neln von Licht in Siliziumnanostrukturen untersucht. Der Tunneleffekt ist eine der be-
kanntesten Konsequenzen der Quantenmechanik. Da es sich bei diesem Effekt um ein
reines Quantenpha¨nomen handelt, gibt es dazu kein klassisches Analogon. Beim Tunnel-
problem wird eine Barriere betrachtet, die ein klassisches Teilchen nicht passieren kann,
wa¨hrend die Barriere von einem Quantenteilchen durchdrungen werden kann. Dieses
wohlverstandene Problem ist Teil jeder Quantenmechanikvorlesung und ein Standard-
beispiel fu¨r Quanteneffekte [323, 344, 345].
In ersten Tunnelexperimenten wurde das Tunneln von Teilchen wie z.B. Elektronen
untersucht [346]. Probenabmessungen in der Gro¨ßenordnung der de Broglie Wellenla¨nge
des untersuchten Teilchens sind im Allgemeinen no¨tig, um Quantenpha¨nomene beobach-
ten zu ko¨nnen. Demzufolge wurde das Tunneln von Elektronen auch an p-n U¨berga¨ngen
[12], in GaAs/AlGaAs Heterostrukturen [347, 348] sowie in resonanten Tunneldioden
beobachtet [349–353]. Wie das letzte Beispiel zeigt, kommt der Tunneleffekt bereits ge-
zielt zur Anwendung. Ein weiteres Ergebnis der Untersuchungen des Tunneleffektes ist
die Anwendung im Tunnelmikroskop [354], bei dem Elektronen von der Probe in die
Spitze des Mikroskops tunneln und der Tunnelstrom gemessen wird. Ferner sind Tun-
nelprozesse auch von fundamentaler Bedeutung, da sie beispielsweise den radioaktiven
Zerfall erkla¨ren ko¨nnen [355].
Im Rahmen der Untersuchungen von Tunnelprozessen ist eine Debatte u¨ber die Defi-
nition der zugeho¨rigen Tunnelzeit aufgekommen [356–360]. Abha¨ngig vom untersuchten
System wurden verschiedene Gro¨ßen zur Bestimmung der Tunnelzeit definiert, die jedoch
nur eine allen gemeinsame Komponente haben [358] und sich ansonsten unterscheiden.
Im Gegensatz dazu ist die Tunnelzeit fu¨r Licht klar definiert.
Mit Analogieschlu¨ssen von Elektronen auf Photonen wurde das Konzept der elektro-
nischen Bandstruktur und Bandlu¨cke auf die photonische Bandstruktur und die pho-
tonische Bandlu¨cke u¨bertragen [116, 117], was zu neuen Forschungsgebieten und An-
wendungen gefu¨hrt hat. Auf a¨hnliche Weise ist die Analogie [356] zwischen dem Tun-
neln von Photonen [361] und dem Tunneln von Elektronen [362] genutzt worden, um
den Tunneleffekt an einem besser handhabbaren System zu untersuchen. Insbesondere
sind die Wellengleichung fu¨r eindimensionale Schichtstrukturen und die eindimensionale
Schro¨dingergleichung von gleicher Form. Beim Tunneln von Licht wird die Geometrie
fu¨r Totalreflexion genutzt. Klassisch kann das Licht die Grenzschicht zwischen einem
Material mit hohem und einem Material mit niedrigem Brechungsindex nicht passie-
ren, wenn der Einfallswinkel gro¨ßer als der Grenzwinkel ist. Dennoch existiert in dem
Material mit dem niedrigeren Brechungsindex eine exponentiell abfallende evaneszente
Welle. Aufgrund dieser evaneszenten Welle kann auch ein Tunneln von Licht beobach-
tet werden, wenn sich in ausreichender Na¨he hinter dem Material mit niedrigem wieder
Material mit hohem Brechungsindex befindet.
Diese verhinderte Totalreflexion des Lichts wurde schon 1947 zu Filterzwecken vor-
geschlagen [363], wobei zu dieser Zeit das Augenmerk auf der praktischen Anwendung
und nicht auf dem Tunneleffekt lag. Mittlerweile sind jedoch zahlreiche Untersuchungen
des Tunnelns von Licht durchgefu¨hrt worden [356, 364], die wiederum in Anwendungen
resultierten [365].
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In dieser Arbeit wird jedoch das resonante Tunneln von Licht betrachtet, das durch
vollsta¨ndige Transmission des Lichtes an bestimmten Resonanzenergien charakterisiert
ist. Um resonantes Tunneln zu ermo¨glichen, muss in die Barrierenregion eine zusa¨tzliche
Materialschicht eingebracht werden, in der der Wellenvektor reell und somit die Propaga-
tion des Lichtes mo¨glich ist [366, 367]. Tunneln bzw. resonantes Tunnel von Licht wurde
bereits in verschiedenen Tunnelstrukturen beobachtet [368–377]. Wa¨hrend U¨berlicht-
geschwindigkeit [361], rein-optische Schalter [378] sowie Filter [379] in Tunnelstrukturen
realisiert werden konnten, konnten Speicher [375], Superlinsen [366, 380] und ebenfalls
optische Schalter [375, 376] unter Benutzung des resonanten Tunnelns von Licht herge-
stellt werden.
In dieser Arbeit werden Siliziumnanostrukturen betrachtet. Aufgrund des großen Bre-
chungsindexunterschieds zwischen Silizium und Luft eignet sich Silizium beispielsweise
zur Herstellung von Wellenleitern. Im vorliegenden Fall wird dieser Brechungsindexun-
terschied genutzt, um unter Einbringen von Furchen in das Silizium die resonanten
Tunnelstrukturen zu realisieren, da an den entstehenden Silizium-Luft Grenzschichten
Totalreflexion herbeigefu¨hrt werden kann.
Diese resonanten Tunnelstrukturen ermo¨glichen die Untersuchung der fundamentalen
Eigenschaften des resonanten Tunnelns wie auch der Abha¨ngigkeit der optischen Eigen-
schaften dieser Strukturen vom Probenaufbau. Das gewa¨hlte Materialsystem Silizium
ist daru¨berhinaus von besonderer Bedeutung. Wa¨hrend die elektronischen integrierten
Schaltkreise sich den fundamentalen Grenzen weiterer Miniaturisierung na¨hern, werden
die optischen Eigenschaften der Halbleiter, die in der sogenannten Photonik Anwen-
dung finden, als die Alternative betrachtet, mit deren Hilfe man hofft, die Grenzen der
Elektronik u¨berwinden zu ko¨nnen.
Daher ist die Entwicklung und Herstellung optischer integrierter Schaltkreise, in denen
die Eigenschaften der siliziumbasierten Elektronik und der hauptsa¨chlich auf III-V Halb-
leitern basierenden Halbleiteroptik vereint werden sollen, ein Ziel heutiger Forschung
[154, 381, 382]. Um dies zu erreichen, mu¨ssen die Kontrolle von Licht [149, 152] in Si-
liziumstrukturen wie auch alternative siliziumbasierte Lichtquellen [129–137] bzw. der
Transfer und das Einbinden des Wissens um III-V Verbindungen auf/in Siliziumstruk-
turen [138–143] realisiert werden.
Auf diesem Forschungsgebiet ist bereits sehr viel Arbeit geleistet worden. So wurden
Siliziumwellenleiter [150, 383] sowie siliziumbasierte Spiegel [384] und Kavita¨ten [385]
hergestellt. Außerdem konnten optische Modulatoren [386] und rein-optische Schalter
[147, 387, 388] in Siliziumstrukturen erzeugt werden. Ebenso wurde eine Nanokavita¨t
mit mechanischer Kontrolle u¨ber das eingeschlossene Licht hergestellt [389]. Langsames
Licht konnte in Wellenleitern, die aus siliziumbasierten photonischen Kristallen bestehen,
[390–392] erzeugt werden, und Anwendungen wie z.B. ein Gasdetektor [393] oder ein
optisches Spektrometer [394] konnten in Siliziumchips integriert werden. Ferner sind
Strukturen vorgeschlagen worden, in denen die Realisierung rein-optischer Transistoren
vorhergesagt wird [148].
Auch Effekte, die auf dem resonanten Tunneln von Licht basieren, ko¨nnen eventuell
zur Kontrolle von Licht beitragen. Außerdem sollen die grundlegenden Eigenschaften
des resonanten Tunnelns von Licht in Siliziumnanostrukturen untersucht werden. Da-
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her wurden detaillierte Untersuchungen der Probengeometrie auf die optischen Eigen-
schaften der Strukturen durchgefu¨hrt. Zur Beschreibung dieser Strukturen wurde die
Transfermatrixmethode in numerischen Simulationen benutzt, wobei ein einheitlicher
konstanter Brechungsindex fu¨r alle Siliziumschichten angenommen wurde. Außerdem
wurden basierend auf demselben Zugang analytische Gro¨ßen hergeleitet, die mit den
numerischen Resultaten in exzellenter U¨bereinstimmung sind und mit deren Hilfe einige
der optischen Eigenschaften verstanden werden ko¨nnen.
Insbesondere wurde die unterste Resonanz einer Siliziumtunnelstruktur genauer unter-
sucht. Licht der entsprechenden Frequenz ist innerhalb der in der Barriere befindlichen
Siliziumschichten konzentriert, deren Dicke kleiner als die Wellenla¨nge dieses Lichtes ist.
An den Resonanzenergien wird ein großer Gu¨tefaktor beobachtet, der zeigt, dass das
resonante Licht mehr Zeit fu¨r die Propagation durch die Tunnelstruktur beno¨tigt als fu¨r
dieselbe Distanz in homogenem Silizium. Dies ermo¨glicht die Untersuchung langsamen
Lichts.
Im Rahmen einer detaillierten Parameterstudie wurde gezeigt, wie die Probengeome-
trie genutzt werden kann, um bestimmte optische Eigenschaften der Struktur zu errei-
chen. So ko¨nnen klar separierte Resonanzen, nah benachbarte Resonanzen und zu gan-
zen Ba¨ndern verschmolzene Resonanzen realisiert werden. Außerdem kann die Breite der
Resonanzen gezielt beeinflusst werden. Da der Gu¨tefaktor direkt mit dem Transmissi-
onskoeffizienten zusammenha¨ngt, kann somit auch der Gu¨tefaktor kontrolliert werden.
Die mit dem resonanten Tunneln von Licht verbundenen optischen Eigenschaften
ha¨ngen stark von der (Spiegel-)Symmetrie der Probe ab. Wenn Asymmetrien – insbeson-
dere in den Siliziumschichtdicken – vorliegen, ist die Tunneleffizienz stark herabgesetzt.
Solche Asymmetrien ko¨nnen wa¨hrend der Probenherstellung nicht ganz vermieden wer-
den. Daher wurde ein Strukturparameterbereich gesucht und gefunden, in dem eine aus-
reichende Transmissionswahrscheinlichkeit, ≥50% , besteht, auch wenn Fluktuationen
in den Schichtdicken vorliegen.
Mit dieser theoretischen Modellierung wurde so eine Probengeometrie bestimmt, die
bereits in einer entsprechenden Siliziumnanostruktur realisiert worden ist. Erste Experi-
mente werden derzeit durchgefu¨hrt, sodass Theorie-Experiment Vergleiche bald mo¨glich
sein werden. Im Rahmen dieser Vergleiche kann eine realistischere Beschreibung dieser
Struktur no¨tig werden, die durch Beru¨cksichtigen der Frequenzabha¨ngigkeit des Bre-
chungsindexes sowie der Absorption von Licht im Silizium erreicht werden kann. Diese
Verfeinerungen ko¨nnen direkt in die bestehende Theorie integriert werden und wur-
den zuvor vernachla¨ssigt, um das Modellsystem zum besseren Versta¨ndnis der optischen
Eigenschaften einfach zu halten. Bei geeignetem Probenaufbau kann des weiteren lang-
sames Licht untersucht werden. Somit kann die vorgestellte Theorie auch zum Design
von Filtern oder Verzo¨gerungslinien mit erwu¨nschten optischen Eigenschaften genutzt
werden.
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Basic Properties of One-Dimensional
Fibonacci Sequences
There are several ways of constructing the Fibonacci sequence. Here, we will follow the
geometrical approach according to the cut-and-project method [163, 220–223]. The rea-
son for doing so is that several properties of the Fibonacci sequence can directly be seen
from that construction method. While commonly the construction of the canonical Fibo-
nacci sequence is presented, the more general derivation of canonical and noncanonical
Fibonacci sequences, for which the ratio of the building blocks differs from the golden
mean, shall be presented in the following.
The basic idea is to obtain the one-dimensional Fibonacci sequence via a projection
of selected points of a periodic two-dimensional lattice onto a line, Fig. A.1. Let this
lattice be given by the lattice constants a and b, so that the lattice points are given by
(na,mb) with integers n,m ≥ 0. The line L is then defined by
y(x) = tan(θ) x , (A.1)
with the angle θ given by
θ = arctan
(a
b
τ
)
. (A.2)
The properties of the constructed sequence are determined by the constant τ . For the
Fibonacci sequence, this constant is the golden mean
τ = 0.5 +
√
1.25 ≈ 1.618 . . . (A.3)
which is an irrational number. For any irrational τ , the line L and the lattice are incom-
mensurate, i.e. the origin of the coordinate system is the one and only common point of
the line L and the lattice. One now defines a window that is limited by the lines
y′(x) = tan(θ) [x+ a] , (A.4)
y′′(x) = tan(θ)x − b . (A.5)
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Abbildung A.1: Construction of the Fibonacci sequence LSLLSLSLLSLLSLS . . . with
the help of the cut-and-project method. If the indicated rectangular a×b
is moved along the line L of gradient τa/b such that its orientation is
kept and its upper right corner follows L, a subspace (stripe) of the
two-dimensional space is gained. All lattice points within that stripe are
projected onto L, which yields the Fibonacci sequence.
All lattice points within that window, which corresponds to the area covered by moving
the rectangular a×b along the line L, are projected onto the line L, where the projection
direction is perpendicular to that line. Due to the definition of the window, the distance
in b-direction between the line L and the lower border of the window is
y(x = na)− y′(x = na) = b , (A.6)
so that there is always exactly one lattice point in the selected window below the line L
if n > 0. This point is given by
Pn↓ = (na , ⌊1
b
y(na)⌋b)
= (na , ⌊nτ⌋b) , (A.7)
where ⌊x⌋ is the integer part of x. The distance of the upper window border to the line
L is
y′′(x = na)− y(x = na) = τb . (A.8)
For the chosen τ , it holds 1 < τ < 2 so that one finds either one or two points above the
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line L in the window. The coordinate of the uppermost point in that window reads
Pn↑ = (na , ⌊1
b
y′′(na)⌋b)
= (na , ⌊(n+ 1)τ⌋b) . (A.9)
Hence, each point Pn↓ = (na , ⌊nτ⌋b) within the chosen window that is located below
the line L has two nearest neighbors that are within that window as well. These are
Pn−1↑ = ((n− 1)a , ⌊nτ⌋b) and P = (na , ⌊nτ + 1⌋b). Therefore, the projection leads to
two intervals along L, namely the intervals L and S. As a consequence of the incom-
mensurateness, the sequence of intervals L and S is non-periodic. The lengths lL and lS
of these intervals are
lL = b sin(θ) , (A.10)
lS = a cos(θ) . (A.11)
The ratio of these interval lengths
ρ =
lL
lS
=
b sin(θ)
a cos(θ)
=
b
a
tan(θ) =
b2
a2
τ (A.12)
can be controlled by an appropriate choice of the lattice constants a and b,
a
b
=
√
ρ/τ. (A.13)
The number of lattice points in the window with x ≤ Na can be subdivided (c.f. Eqs.
A.7 & A.9) as follows
position number
any Ntot =
∑N
n=0 [(⌊(n + 1)τ⌋ − ⌊nτ⌋) + 1] = N + 1 + ⌊(N + 1)τ⌋
below L N↓ =
∑N
n=0 1 − 1 = N
above L N↑ =
∑N
n=0 [⌊(n + 1)τ⌋ − ⌊nτ⌋] = ⌊(N + 1)τ⌋
at L NL = 1
Since each point above (below) L results in an interval L (S), the ratio of the number
NL of intervals L and NS of intervals S reads
NL
NS
=
⌊(N + 1)τ⌋
N
=
(N + 1)τ
N
− {(N + 1)τ}
N
= τ +
1
N
τ − {(N + 1)τ}
N
−−−→
n→∞
τ , (A.14)
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where {x} defines the non-integer part of x, i.e. 0 ≤ {x} < 1. With the help of that
relation, we additionally find
Ntot
NL
=
NL +NS
NL
−−−→
n→∞
1 +
1
τ
= τ . (A.15)
The average spacing d reads
d =
NLlL +NSlS
Ntot
= lS
NLρ+NS
Ntot
= lS
NL(ρ− 1) +Ntot
Ntot
= lS
[
NL
Ntot
(ρ− 1) + 1
]
−−−→
n→∞
lS
[
ρ− 1
τ
+ 1
]
. (A.16)
If the number of interval borders is given by n, there are ⌊n/τ⌋ large intervals L. Conse-
quently, the number of small intervals S is given by n− ⌊n/τ⌋ − 1. One has to subtract
1 since two interval borders are needed in order to obtain the first interval. Based on
this, the position of the mth interval border is given by
zm =
⌊m
τ
⌋
lL +
(
m−
⌊m
τ
⌋
− 1
)
lS , (A.17)
which, with the help of the identity x = ⌊x⌋+ {x} and with lL = ρlS, can be written as
zm = lS
(⌊m
τ
⌋
(ρ− 1) +m− 1
)
= lS
(m
τ
(ρ− 1)−
{m
τ
}
(ρ− 1) +m− 1
)
. (A.18)
Rearranging this expression yields
zm = mlS
(
ρ− 1
τ
+ 1
)
− lS
({m
τ
}
(ρ− 1) + 1
)
= mlS
(
ρ− 1
τ
+ 1
)
+
{m
τ
}
(lS − lL)− lS , (A.19)
where one may identify the average spacing d = lS
(
ρ−1
τ
+ 1
)
, the modulation strength
∆ = lS − lL, and an overall shift of the whole lattice z0 = −lS, so that
zm = z0 +m d¯+∆
{m
τ
}
. (A.20)
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Parameters of Fibonacci Samples
The below table shows the layer widths and refractive indices, used in the analysis of the
samples, as well as a classification of the appearing layer types. In addition, the building
blocks of the samples, called groups, are identified.
width [nm] width [nm] refractive index
type layer
FIB10 FIB13 n
group
vacuum ∞ ∞ 1.000
7 GaAs cap 6.357 7.713 3.634
3 Al0.04Ga0.96As spacer 90.823 89.537 3.589 cap
5 Al0.3Ga0.7As barrier 4.874 4.805 3.406
6 GaAs QW 22.490 22.174 3.642
5 Al0.3Ga0.7As barrier −− 4.805 3.406
4 GaAs adjuster −− 1.928 3.271 large
3 Al0.04Ga0.96As spacer −− 100.07 3.589 spacer
5 Al0.3Ga0.7As barrier −− 4.805 3.406
6 GaAs QW −− 22.174 3.642
5 Al0.3Ga0.7As barrier −− 4.805 3.406
4 GaAs adjuster −− 2.410 3.271 small
3 Al0.04Ga0.96As spacer −− 47.402 3.589 spacer
5 Al0.3Ga0.7As barrier −− 4.805 3.406
6 GaAs QW −− 22.174 3.642
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width [nm] width [nm] refractive index
type layer
FIB10 FIB13 n
group
5 Al0.3Ga0.7As barrier 4.874 4.805 3.406
4 GaAs adjuster 2.445 2.410 3.271 buffer
3 Al0.04Ga0.96As spacer 90.823 47.402 3.589 and
1 GaAs 296.31 292.11 3.634 + i0.07 substrate
2 AlAs/GaAs SL 22.62 22.32 3.310
1 GaAs substrate and buffer ∞ ∞ 3.634 + i0.07
The sample FIB10 which contains only a single QW consists of just “cap“ and “buffer and
substrate“ layer groups while the sample FIB13 contains additional “large spacer“ and
“small spacer“ layer groups, producing a Fibonacci-spaced chain of 54QWs. The AlAs/GaAs
superlattice (SL) consists of six repetitions of 2 nm AlAs followed by 2 nm GaAs. The
layers in both samples can be categorized into seven types indicated in the first column.
All computations are performed based on this set of material parameters.
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Danke!
Kiitos paljon! Thank you!
spasibo! Ko¨szo¨no¨m!
Wenn man auf ein Ziel zugeht,
ist es a¨ußerst wichtig,
auf den Weg zu achten.
Denn der Weg lehrt uns am besten,
ans Ziel zu gelangen,
und er bereichert uns,
wa¨hrend wir ihn zuru¨cklegen.
Paolo Coelho
