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SMOOTH STABLE AND UNSTABLE MANIFOLDS FOR
STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS
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Dedicated to Professor Shui-Nee Chow on his 60th birthday
Abstract. J. Dynamics and Diff. Eqns 2004, in press.
Invariant manifolds are fundamental tools for describing and understanding
nonlinear dynamics. In this paper, we present a theory of stable and unstable
manifolds for infinite dimensional random dynamical systems generated by a
class of stochastic partial differential equations. We first show the existence of
Lipschitz continuous stable and unstable manifolds by the Lyapunov-Perron’s
method. Then, we prove the smoothness of these invariant manifolds.
1. Introduction
This paper, which is a sequel to [10], is devoted to the existence and smoothness of
stable and unstable manifolds for a class of stochastic partial differential equations
(PDEs).
We consider a nonlinear stochastic evolution equation with a multiplicative white
noise:
(1)
du
dt
= Au+ F (u) + u W˙ ,
where A is a generator of a C0-semigroup e
At satisfying an exponential dichotomy
condition, F (φ) is a Lipschitz continuous operator with F (0) = 0, and u W˙ is a
noise. The precise conditions on them will given in the next section. Some physical
systems or fluid systems with noisy perturbations proportional to the state of the
system may be modeled by this equation.
In [10], we proved the existence of Lipschitz continuous unstable manifolds for sto-
chastic partial differential equation (1) by using a random graph transform and a
generalized fixed point theorem.
In the present paper, we study the existence and smoothness of stable and unstable
manifolds for equation (1). In brief, our main results on the stable and unsta-
ble manifolds manifolds may be summarized as follows (the precise statements are
given in Sections 3-5). We assume that the semigroup eAt satisfies an exponential
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condition and the Lipschiz constant of F is dominated by a spectrum gap. Then,
there exist global Lipschitz continuous stable and unstable manifolds for stochastic
partial differential equation (1). Furthermore, if F is Ck and a large spectrum gap
condition holds, then these stable and unstable manifolds are Ck smooth. The
manifolds we study here actually are so-called pseudo-stable and pseudo-unstable
manifolds which include the usual stable and unstable manifolds. As for the deter-
ministic systems, we do not need the large spectrum condition for the smoothness
of the usual stable and unstable manifolds of stochastic partial differential equation
(1). When F is a C1 function, the conditions for existence of the C1 stable and
unstable manifolds are the same as those for the existence of Lipschitz manifolds.
In this paper, we also consider a nonlinear stochastic evolution equation with a
additive white noise:
(2)
du
dt
= Au + F (u) + W˙ .
The precise conditions on them will given in the next section. We will see that after
random transformations, equation (2) can be regarded as a special case of equation
(1).
The approach we use here is based on the Lyapunov-Perron’s method. This ap-
proach differs from the Hadamard’s graph transform method that we used in [10].
However, the optimal conditions for the existence of Lipschitz unstable manifolds
obtained by these two different methods are the same.
Stable and unstable manifolds play an important role in the study of nonlinear
dynamical systems. Hadamard [11] constructed the unstable manifold of a hyper-
bolic fixed point of a diffeomorphism of the plane using a geometric method. This
geometric method is now called Hadamard’s graph transform. Lyapunov [13] and
Perron [16] constructed the unstable manifold for an equilbrium point by formulat-
ing the problem in terms of an integral equation. This method is analytic rather
than geometric and now is called the method of Lyapunov and Perron. There is
an extensive literature on stable and unstable manifolds for both finite and infinite
dimensional deterministic dynamical systems; see Henry [12], Babin and Vishik [2]
or Bates et. al. [3] and the references therein.
Recently, there are some works on invariant manifolds for stochastic ordinary dif-
ferential equations by Wanner [22], Arnold [1], Mohammed and Scheutzow [15],
and Schmalfuß [19]. Wanner’s method is based on the Banach fixed point theorem
on a space composed of functions with particular exponential growth rates. This
method is essentially the Liapunov-Perron approach. In contrast to this method,
Mohammed and Scheutzow have applied a classical technique due to Ruelle [17] to
the stochastic ordinary differential equations driven by semimartingals. Caraballo
et. al. [21] have considered invariant manifolds for a stochastic reaction diffusion
equation.
In Section 2, we recall some basic concepts and results for random dynamical sys-
tems and stochastic partial differential equations (PDEs). We then prove the ex-
istence of the Lipschitz stable manifold for the stochastic PDE (1) in Section 3.
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In Section 4, we prove the smoothness of the stable manifold. The results on the
unstable manifold for (1) are given in Section 5.
2. Stochastic PDEs and Random Dynamical Systems
In this section, we introduce some basic notations, assumptions, concepts, and
results on stochastic partial differential equations and random dynamical systems.
2.1. Stochastic PDEs with a Multiplicative Noise. Let H be an infinite di-
mensional separable Hilbert space with norm | · |. Consider the nonlinear stochastic
partial differential equation
(3)
du
dt
= Au+ F (u) + u W˙ ,
where u ∈ H , W (t) is the standard R−valued Wiener process on a probability
space (Ω,F ,P), and the generalized time-derivative W˙ formally describes a white-
in-time noise. Note that u W˙ is interpreted as a Stratonovich stochastic differential.
We assume that the linear operator A : D(A)→ H generates a strongly continuous
semigroup eAt on H , which satisfies the exponential dichotomy with exponents
α > β and bound K, i.e., there exists a continuous projection P+ on H such that
(i) P+eAt = eAtP+;
(ii) the restriction eAt|R(P+), t ≥ 0, is an isomorphism of the range R(P
+) of
P+ onto itself, and we define eAt for t < 0 as the inverse map.
(iii)
|eAtP+x| ≤ Keαt|x|, t ≤ 0,
|eAtP−x| ≤ Keβt|x|, t ≥ 0,
(4)
where P− = I − P+. Denote H− = P−H and H+ = P+H . Then, H = H+ ⊕
H−. We will call H− and H+ the stable subspace and the unstable subspace,
respectively.
The nonlinear term F satisfies F (0) = 0 and is assumed to be Lipschitz continuous
on H
‖P±(F (x1)− F (x2))‖H ≤ LipF‖x1 − x2‖H
with the Lipschitz constant LipF > 0.
The existence theory for stochastic evolution equations is usually formulated for Ito
equations as in Da Prato and Zabczyk [8], Chapter 7. The equivalent Ito equation
for (3) is given by
(5) du = Audt+ F (u) dt+
u
2
dt+ u dW.
Then, for any initial data x ∈ H , there exists a unique solution of (5). For details
about the properties of this solution see Da Prato and Zabczyk [8], Chapter 7.
The solution of (5) can be written as a mild solution:
u(t) = eAtx+
∫ t
0
(eA(t−s)(F (u(s)) +
u(s)
2
)ds+
∫ t
0
eA(t−s)u(s)dW, x ∈ H
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almost surely for any x ∈ H . Note that the theory in [8] requires that the associated
probability space (Ω,F ,P) is complete.
2.2. Random Dynamical Systems. Let us first look at flows on the probability
space (Ω,F ,P). A flow θ of mappings {θt}t∈R is defined on the sample space Ω
such that
(6) θ : R× Ω→ Ω, θ0 = idΩ, θt1 ◦ θt2 = θt1+t2
for t1, t2 ∈ R. This flow is supposed to be (B(R)⊗F ,F)-measurable, where B(R)
is the σ-algebra of Borel sets on the real line R. To have this measurability, it
is not allowed to replace F by its P-completion FP; see Arnold [1] Page 547. In
addition, the measure P is assumed to be ergodic with respect to {θt}t∈R. Then
θ := (Ω,F ,P,R, θ) is called a metric dynamical system.
For the SPDE’s with a multiplicative noise, we will consider a special but very
important metric dynamical system induced by the Wiener process. Let W (t) be
a two-sided Wiener process with trajectories in the space C0(R,R) of real con-
tinuous functions defined on R, taking zero value at t = 0. This set is equipped
with the compact open topology. On this set we consider the measurable flow
θ = {θt}t∈R, defined by θtω = ω(· + t) − ω(t). The distribution of this process
is a measure on B(C0(R,R)) which is called the Wiener measure. Note that this
measure is ergodic with respect to the above flow; see the Appendix in Arnold [1].
Later on we will consider, instead of the whole C0(R,R), a {θt}t∈R-invariant subset
Ω ⊂ C0(R,R) of P-measure one and the trace σ-algebra F of B(C0(R,R)) with
respect to Ω. A set Ω is called {θt}t∈R-invariant if θtΩ = Ω for t ∈ R. On F we
consider the restriction of the Wiener measure also denoted by P.
The dynamics of the system on the state space H over the driven flow θ is described
by a cocycle. For our applications it is sufficient to assume that (H, dH) is a
complete metric space. A cocycle φ is a mapping:
φ : R+ × Ω×H → H
which is (B(R)⊗F ⊗ B(H),F)-measurable such that
φ(0, ω, x) = x ∈ H,
φ(t1 + t2, ω, x) = φ(t2, θt1ω, φ(t1, ω, x)),
for t1, t2 ∈ R
+, ω ∈ Ω, and x ∈ H . Then φ together with the metric dynamical
system θ forms a random dynamical system.
2.3. Conjugated Random PDEs. In [10], we used a coordinate transform to
convert conjugately a stochastic partial differential equation into an infinite di-
mensional random dynamical system. Although it is well-known that a large class
of partial differential equations with stationary random coefficients as well as Ito
stochastic ordinary differential equations generate random dynamical systems (for
details see Arnold [1], Chapter 1), this problem is still unsolved for stochastic par-
tial differential equations with a general noise term C(u) dW . The reasons are:
(i) The stochastic integral is only defined almost surely where the exceptional set
may depend on the initial state x; (ii) Kolmogorov’s theorem, as cited in Kunita
[14] Theorem 1.4.1, is only true for finite dimensional random fields; and (iii) the
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cocycle has to be defined for any ω ∈ Ω. Nevertheless, for the noise term u dW con-
sidered here, we can show that the stochastic PDE (5) indeed generates a random
dynamical system.
We considered a linear stochastic differential equation:
(7) dz + z dt = dW.
A solution of this equation is called an Ornstein-Uhlenbeck process. We have the
following result.
Lemma 2.1. i) There exists a {θt}t∈R-invariant set Ω ∈ B(C0(R,R)) of full mea-
sure with sublinear growth:
lim
t→±∞
|ω(t)|
|t|
= 0, ω ∈ Ω
of P-measure one.
ii) For ω ∈ Ω the random variable
z(ω) = −
∫ 0
−∞
eτω(τ)dτ
exists and generates a unique stationary solution of (7) given by
Ω× R ∋ (ω, t)→ z(θtω) = −
∫ 0
−∞
eτθtω(τ)dτ = −
∫ 0
−∞
eτω(τ + t)dτ + ω(t).
The mapping t→ z(θtω) is continuous.
iii) In particular,
lim
t→±∞
|z(θtω)|
|t|
= 0 for ω ∈ Ω.
iv) In addition,
lim
t→±∞
1
t
∫ t
0
z(θτω)dτ = 0 for ω ∈ Ω.
We now replace B(C0(R,R)) by
F = {Ω ∩ F, F ∈ B(C0(R,R))}
for Ω given in Lemma 2.1. The probability measure is the restriction of the Wiener
measure to this new σ-algebra, which is also denoted by P. In the following we will
consider the metric dynamical system
(Ω,F ,P,R, θ).
We show that the solution of (5) defines a random dynamical systems. To see this
we consider the following partial differential equation with random coefficients
(8)
du
dt
= Au+ z(θtω)u+G(θtω, u), u(0) = x ∈ H
where G(ω, u) := ez(ω)F (e−z(ω)u). It is easy ro see that for any ω ∈ Ω the function
G has the same global Lipschitz constant L as F . In contrast to the stochastic
PDE (5), no stochastic differential appears in the random PDE (8). The solution
can be interpreted in a mild sense
(9) u(t) = eAt+
∫
t
0
z(θτω)dτx+
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drG(θsω, u(s))ds.
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We note that this equation has a unique solution for each ω ∈ Ω. No exceptional
sets appear. Hence the solution mapping
(t, ω, x)→ u(t, ω, x)
generates a random dynamical system. Indeed, the mapping u is (B(R) ⊗ F ⊗
B(H),F)-measurable.
We now introduce the transform
(10) T (ω, x) = xe−z(ω)
and its inverse transform
(11) T−1(ω, x) = xez(ω)
for x ∈ H and ω ∈ Ω.
Lemma 2.2. Suppose that u is the random dynamical system generated by (8)
Then
(12) (t, ω, x)→ T−1(θtω, u(t, ω, T (ω, x))) =: uˆ(t, ω, x)
is a random dynamical system. For any x ∈ H this process (t, ω)→ uˆ(t, ω, x) is a
solution to (1).
Similar transformations were used in Caraballo, Langa and Robinson [21], and
Schmalfuß [18].
2.4. Stochastic PDEs with a Additive white noise. We mention another ap-
plication. We consider a stochastic evolution equation with an additive white noise
(13)
duˆ
dt
= Auˆ + F (uˆ) + W˙ , uˆ(0) = x
where W˙ is a white noise given as the generalized temporal derivative of a Wiener
process with continuous paths in H . For simplicity we suppose that W has a
covariance with finite trace. For a comprehensive presentation of these equations
see [8]. For this problem we have to choose a similar metric dynamical system as
above but Ω is contained in the space of trajectories C0(R, H).
Suppose that u∗ is a stationary solution to (13). This means that for the random
variable u∗ with values in H defined on a {θt}t∈R-invariant set of full measure
t→ u∗(θtω)
is a solution version for (13). It will not be the topic of this article to deal with
stationary solutions. For the existence of stable stationary solutions see Caraballo
et al. [5].
We now define the nonlinear operator
G(ω, x) = F (x+ u∗(ω))− F (u∗(ω)).
Note that G has the same Lipschitz constant as F . In addition, G(ω, 0) = 0. Hence,
the problem
(14)
du
dt
= Au +G(θtω, u), u(0) = x ∈ H.
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has a stationary solution which is identical zero. We introduce the random trans-
formations
T (ω, x) = x− u∗(ω), T−1(ω, x) = x+ u∗(ω).
Lemma 2.3. Suppose that u is the random dynamical system generated by (14).
Then
T−1(θtω, u(t, ω, T (ω, x))) =: uˆ(t, ω, x)
is a random dynamical system. For any x ∈ H the process
(t, ω)→ uˆ(t, ω, x)
is a solution for (13).
We notice that equation (14) can be regarded as equation (8) with z = 0. We refer
to [4] for more general cases. For the remainder of this article, we consider only
equation (8).
2.5. Definition of Invariant Manifolds. We first recall that a multifunction
M = {M(ω)}ω∈Ω of nonempty closed sets M(ω), ω ∈ Ω, contained in a complete
separable metric space (H, dH) is called a random set if
ω → inf
y∈M(ω)
dH(x, y)
is a random variable for any x ∈ H .
Definition 2.4. A random set M(ω) is called an invariant set for a random dy-
namical system φ(t, ω, x) if we have
φ(t, ω,M(ω)) ⊂M(θtω) for t ≥ 0.
If we can represent M by a graph of a Ck (or Lipschitz) mapping
hs(·, ω) : H− → H+
such that
M(ω) =M s(ω) = {ξ + hs(ξ, ω)|ξ ∈ H−}
then M s(ω) is called a Ck (or Lipschitz) stable manifold, where H− is the stable
subspace and H+ is the unstable subspace, which are introduced in Section 2.1.
If we can represent M by a graph of a Ck (or Lipschitz) mapping
hu(·, ω) : H+ → H−
such that
M(ω) =Mu(ω) = {ξ + hu(ξ, ω)|ξ ∈ H+}
then Mu(ω) is called a Ck (or Lipschitz) unstable manifold.
8 JINQIAO DUAN, KENING LU, AND BJO¨RN SCHMALFUSS
3. Lipschitz Stable Manifolds
In this section, we first show the existence of a Lipschitz continuous stable manifold
for the random partial differential equation
(15)
du
dt
= Au+ z(θtω)u+G(θtω, u), u(0) = u0 ∈ H
Then, we apply the inverse transformation T−1 to get a stable manifold for the
stochastic partial differential equation (5).
Denote by u(t, ω, u0) the solution of (15) with the initial data u(0, ω, u0) = u0. We
define the Banach Space for each η, β < η < α
C+η = {φ : [0,∞)→ H | φ is continuous and sup
t∈[0,∞)
e−ηt−
∫
t
0
z(θτω)dτ |φ(t)| <∞}
with the norm
|φ|C+η = sup
t∈[0,∞)
e−ηt−
∫
t
0
z(θτω)dτ |φ(t)|.
Let
M s(ω) = {u0 ∈ H | u(·, u0, ω) ∈ C
+
η }
This is the set of all initial datum through which solutions decay as eηt+
∫
t
0
z(θτω)dτ .
We shall prove that M s(ω) is invariant and is given by the graph of a Lipschitz
function.
Theorem 3.1. If
K LipuG (
1
η − β
+
1
α− η
) < 1,
then there exists a Lipschitz invariant stable manifold for the random partial dif-
ferential equation (15) which is given by
M s(ω) = {ξ + hs(ξ)
∣∣ξ ∈ H−},
where hs : H− → H+ is a Lipschitz continuous mapping and satisfies hs(0) =
0. Note that k, α, β are from the exponential dichotomy condition (4) and LipuG
denotes the Lipschitz constant of G(·, u) with respect to u.
Remark: η = (α+ β)/2 minimizes the quantity
K LipuG (
1
η − β
+
1
α− η
)
Proof. We will show that M s(ω) is given by the graph of a Lipschitz function over
H−. First we claim that u0 ∈ M s(ω) if and only if there exists a function u(·) ∈ C+η
with u(0) = u0 and satisfies
u(t) =eAt+
∫
t
0
z(θsω)dsξ +
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−G(θsω, u(s))ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+G(θsω, u(s))ds.
(16)
where ξ = P−u0.
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To prove this claim, first we let u0 ∈ M s(ω). By using the variation of constants
formula, we have that
P−u(t, u0, ω) =eAt+
∫
t
0
z(θsω)dsP−u0
+
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−G(θsω, u)ds.
(17)
P+u(t, u0, ω) =eA(t−τ)+
∫
t
τ
z(θsω)dsP+u(τ, u0, ω)
+
∫ t
τ
eA(t−s)+
∫
t
s
z(θrω)drP−G(θsω, u)ds.
(18)
Since u ∈ C+η , we have for t < τ, 0 < τ that
|eA(t−τ)+
∫
t
τ
z(θsω)dsP+u(τ, u0, ω)|
≤ eα(t−τ)e
∫
t
0
z(θsω)dseητ |u|C+η
= eαt+
∫
t
0
z(θsω)dse−(α−η)τ → 0 as τ → +∞.
Then, taking the limit τ → +∞ in (18), we have that
P+u(t, u0, ω) =
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+G(θsω, u(s))ds.(19)
Combining (17) and (19), we have (16). The converse follows from a direct compu-
tation.
Next we prove that for any given ξ ∈ H− the integral equation (16) has a unique
solution in C+η . To see this, let J
s(u, ξ) denote the right hand side of equality (16).
It is easy to see that Js is well-defined from C+η ×H
− to C+η . For each u, u¯ ∈ C
+
η ,
we have that
|Js(u, ξ)− Js(u¯, ξ)|C+η
≤ sup
t∈[0,∞)
{
e−ηt−
∫
t
0
z(θsω)ds
(
|
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−(G(θsω, u)
−G(θsω, u¯))ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+(G(θsω, u)−G(θsω, u¯))ds|
)}
≤ sup
t∈[0,∞)
{
KLipuG|u− u¯|C+η
( ∫ t
0
e(β−η)(t−s)ds+
∫ t
∞
e(α−η)(t−s)ds
)}
≤ KLipuG(
1
η − β
+
1
α− η
)|u − u¯|C+η .
(20)
Obviously Js is Lipschitz continuous in ξ. By the assumption, KLipuG(
1
η−β
+
1
α−η
) < 1, hence Js is a uniform contraction with respect to the parameter ξ. By
the uniform contraction mapping principle, we have that for each ξ ∈ H−, the
mapping Js(·, ξ) has a unique fixed point u(·; ξ, ω) ∈ C+η and u(·; ·, ω) is Lipschitz
from H− to C+η , that is, u(·; ·, ω) ∈ C
+
η is a unique solution of the integral equation
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(16). Furthermore one has for the fixed point u the estimate
|u(·; ξ, ω)− u(·; ξ¯, ω)|C+η ≤
K
1−KLipuG(
1
η−β
+ 1
α−η
)
|ξ − ξ¯|.(21)
Since u(·; ξ, ω) can be an ω-wise limit of the iteration of contraction mapping Js
starting at 0 and Js maps a F -measurable function to a measurable function,
u(·; ξ, ω) is F -measurable. On the other hand, since u(·; ξ, ω) is Lipschitz continu-
ous, by Castaing and Valadier [6], Lemma III.14, the above terms are measurable
with respect to (ξ, ω, y).
Let hs(ξ, ω) = P+u(0; ξ, ω). Then
hs(ξ, ω) =
∫ 0
∞
e−As
∫
0
s
z(θrω)drP+G(θsω, u(s; ξ, ω))ds
and hs(0, ω) = 0.
Thus, by using (21), we obtain that
|hs(ξ, ω)− hs(ξ¯, ω)| ≤
K2LipuG
(α − η)
(
1−KLipuG(
1
η−β
+ 1
α−η
) |ξ − ξ¯|
and hs is measurable. From the definition of hs(ξ, ω) and the claim that u0 ∈M s(ω)
if and only if there exists u ∈ C+η with u(0) = u0 and satisfies (16) it follows that
u0 ∈M s(ω) if and only if there exists ξ ∈ H− such that u0 = ξ+hs(ξ, ω), therefore,
M s(ω) = {ξ + hs(ξ, ω)|ξ ∈ H−}.
In order to see that M s(ω) is a random set we need to show that for any x ∈ H
(22) ω → inf
y∈H
‖x− (P−y + hs(P−y, ω))‖
is measurable, see Castaing and Valadier [6], Theorem III.9. Let Hc be a countable
dense set of the separable space H . Then the right hand side of (22) is equal to
(23) inf
y∈Hc
‖x− P−y + hs(P−y, ω))|
which follows immediately by the continuity of hs(·, ω). The measurability of any
expression under the infimum of (22) follows since ω → hs(P−y, ω) is measurable
for any y ∈ H .
Finally, we show that M s(ω) is invariant, i.e., for each u0 ∈ M
s(ω), u(s, u0, ω) ∈
M s(θsω) for all s ≥ 0. We first note that for each fixed s ≥ 0, u(t + s, u0, ω) is a
solution of
du
dt
= Au + z(θt(θsω))u+G(θt(θsω), u), u(0) = u(s, u0, ω).
Thus, u(t, u(s, u0, ω), θsω) = u(t+ s, u0, ω).
Since u(·, u0, ω) ∈ C
+
η , u(t, u(s, u0, ω), θsω) ∈ C
+
η . Therefore, u(s, u0, ω) ∈M
s(θsω)
This completes the proof. 
Theorem 3.2. M˜ s(ω) = T−1(ω,M s(ω)) is a Lipschiz stable manifold of the sto-
chastic partial differential equation (5).
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Proof. Let u(t, ω, x) denote the solution of (8) and u˜(t, ω, x) denote the solution of
(5). From Lemma 2.2, we have
u˜(t, ω,M˜ s(ω)) = T−1(θtω, u(t, ω, T (ω, M˜
s(ω))))
= T−1(θtω, u(t, ω,M
s(ω))) ⊂ T−1(θtω,M
s(θtω)) = M˜
s(θtω).
Hence, M˜ s(ω) is an invariant set. We also notice that
M˜ s(ω)
= T−1(ω,M s(ω))
=
{
u0 = T
−1(ω, ξ + hs(ξ, ω)
∣∣ ξ ∈ H−}
=
{
u0 = e
z(ω)(ξ + hs(ξ, ω))
∣∣ ξ ∈ H−}
=
{
u0 = (ξ + h
s(e−z(ω)ξ, ω))
∣∣ ξ ∈ H−}
which implies that M˜ s(ω) is a Lipschitz stable manifold given by the graph of a
Lipschitz continuous function h˜s(ξ, ω) = hs(e−z(ω)ξ, ω) over the space H−. 
4. Smoothness of Stable Manifolds
In this section, we prove that for each ω, M s(ω) is a Ck smooth manifold. We have
Theorem 4.1. Assume that G is Ck in u. If β < kη < α and
KLipuG(
1
iη − β
+
1
α− iη
) < 1 for all 1 ≤ i ≤ k,
then M s(ω) is a Ck invariant stable manifold for the random partial differential
equation (15), i.e., h(ξ, ω) is Ck in ξ.
Proof. We prove this theorem by induction. First, we consider k = 1. Since
KLipuG(
1
η − β
+
1
α− η
) < 1
there exists a small number δ > 0 such that β < η − 2δ and
KLipuG(
1
(η − γ)− β
+
1
α− (η − γ)
) < 1 for all 0 ≤ γ ≤ 2δ.
Thus, Js(·, ξ, ω) defined in the proof of Theorem 3.1 is a uniform contraction in
C+η−γ ⊂ C
+
η for any 0 ≤ γ ≤ 2δ. Therefore, u(·; ξ, ω) ∈ C
+
η−γ . For ξ0 ∈ H
−, we set
S = eAt+
∫
t
0
z(θsω)ds,
and
Tv =
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−DuG(θsω, u(s; ξ0, ω))vds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+DuG(θsω, u(s; ξ0, ω))vds
for v ∈ C+η−δ. From the assumption, we have that S is a bounded linear operator
from H− to C+η−δ. Using the same arguments as we proved that J
s is a contraction,
we have that T is a bounded linear operator from C+η−δ to itself and
||T || ≤ KLipuG(
1
(η − δ)− β
+
1
α− (η − δ)
) < 1,
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which implies that Id− T is invertible in C+η−δ. For ξ, ξ0 ∈ H
−, we set
I =
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−
[
G(θsω, u(s; ξ, ω))−G(θsω, u(s; ξ0, ω))
−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
[
G(θsω, u(s; ξ, ω))−G(θsω, u(s; ξ0, ω))
−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds.
We claim that |I|C+
η−δ
= o(|ξ − ξ0|) as ξ → ξ0. Using this claim, we obtain
u(·; ξ, ω)− u(·; ξ0, ω)− T (u(·; ξ, ω)− u(·; ξ0, ω))
= S(ξ − ξ0) + I
= S(ξ − ξ0) + o(|ξ − ξ0|), as ξ → ξ0.
(24)
which yields
u(·; ξ, ω)− u(·; ξ0, ω) = (Id− T )
−1S(ξ − ξ0) + o(|ξ − ξ0|).
Hence, u(·; ξ, ω) is differentiable in ξ and its derivative satisfies Dξu(t; ξ, ω) ∈
L(H−, C+η−δ), where L(H
−, C+η−δ) is the usual space of bounded linear operators
and
Dξu(t; ξ, ω) = e
At+
∫
t
0
z(θsω)dsP−·
+
∫ t
0
eA(t−s)
∫
t
s
+z(θrω)drP−DuG(θsω, u(s; ξ, ω))Dξu(s; ξ, ω)ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+DuG(θsω, u(s; ξ, ω))Dξu(s; ξ, ω)ds
(25)
Now we prove that |I|C+
η−δ
= o(|ξ − ξ0|) as ξ → ξ0. Let N be a large positive
number to be chosen later and let
I1 =e
−(η−δ)t−
∫
t
0
z(θsω)ds
{
|
∫ t
N
eA(t−s)+
∫
t
s
z(θrω)drP−
[
G(θsω, u(s; ξ, ω))
−G(θsω, u(s; ξ0, ω))−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds|
}
for t ≥ N and I1 = 0 for t < N ;
I2 =e
−(η−δ)t−
∫
t
0
z(θsω)ds
{
|
∫ N
0
eA(t−s)+
∫
t
s
z(θrω)drP−
[
G(θsω, u(s; ξ, ω))
−G(θsω, u(s; ξ0, ω))−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds|
}
.
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Let N¯ be a large positive number to be chosen later. For 0 ≤ t ≤ N¯ , we set
I3 =e
−(η−δ)t−
∫
0
t
z(θsω)ds
{
|
∫ t
N¯
eA(t−s)+
∫
t
s
z(θrω)drP+
[
G(θsω, u(s; ξ, ω))
−G(θsω, u(s; ξ0, ω))−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds|
}
;
I4 =e
−(η−δ)t−
∫
0
t
z(θsω)ds
{
|
∫ N¯
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
[
G(θsω, u(s; ξ, ω))
−G(θsω, u(s; ξ0, ω))−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds|
}
.
For t ≥ N¯ , we set
I5 =e
−(η−δ)t−
∫
0
t
z(θsω)ds
{
|
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
[
G(θsω, u(s; ξ, ω))
−G(θsω, u(s; ξ0, ω))−DuG(θsω, u(s; ξ0, ω))(u(s; ξ, ω)− u(s; ξ0, ω))
]
ds|
}
.
It is sufficient to show that for any ǫ > 0 there is a σ > 0 such that if |ξ − ξ0| ≤ σ,
then |I|C+
η−δ
≤ ǫ|ξ − ξ0|. Note that
|I|C+
η−δ
≤ sup
t≥0
I1 + sup
t≥0
I2 + sup
0≤t≤N¯
I3 + sup
0≤t≤N¯
I4 + sup
t≥N¯
I5.
A computation similar to (21) implies that
I1 ≤ 2KLipuG
∫ t
N
e(β−(η−δ))(t−s)e−δs|u(·; ξ, ω)− u(·; ξ0, ω)|C+
η−2δ
ds
≤
2K2LipuGe
−δN
(η − δ − β)(1 −KLipuG(
1
η−2δ−β +
1
α−(η−2δ) ))
|ξ − ξ0|.
Choose N so large that
2K2LipuGe
−δN
(η − δ − β)(1 −KLipuG(
1
η−2δ−β +
1
α−(η−2δ) ))
≤
1
4
ǫ.
Hence for such N we have that
sup
t≥0
I1 ≤
1
4
ǫ|ξ − ξ0|X .
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Fixing such N , for I2 we have that
I2 ≤ K
∫ N
0
e(β−(η−δ))(t−s)
{∫ 1
0
[
|DuG(θsω, τu(s; ξ, ω) + (1− τ)u(s; ξ0, ω))
−DuG(θsω, u(s; ξ0, ω))|
]
dτ
}
|u(·; ξ, ω)− u(·; ξ0, ω)|C+
η−δ
ds
≤
K2|ξ − ξ0|
1−KLipuG(
1
η−δ−β
+ 1
α−(η−δ) )∫ N
0
e−(β−(η−δ))s
{∫ 1
0
[
|DuG(θsω, τu(s; ξ, ω) + (1 − τ)u(s; ξ0, ω))
−DuG(θsω, u(s; ξ0, ω))|
]
dτ
}
ds.
The last integral is on the compact interval [0, N ]. Thus, from the continuity of the
integrand (s, ξ), we have that there is a σ1 > 0 such that if |ξ − ξ0| ≤ σ1, then
sup
t≥0
I2 ≤
1
4
ǫ|ξ − ξ0|.
Therefore, if |ξ − ξ0| ≤ σ1, then
sup
t≥0
I1 + sup
t≥0
I2 ≤
1
2
ǫ|ξ − ξ0|.
Similarly, by choosing N¯ to be sufficiently large, we have
sup
0≤t≤N¯
I4 + sup
t≥N¯
I5 ≤
1
4
ǫ|ξ − ξ0|,
and for fixed such N¯ , there exists σ2 > 0 such that if |ξ − ξ0| ≤ σ2, then
sup
0≤t≤N¯
I3 ≤
1
4
ǫ|ξ1 − ξ2|.
Taking σ = min{σ1, σ2}, we have that if |ξ − ξ0| ≤ σ, then
|I|C+
η−δ
≤ ǫ|ξ − ξ0|.
Therefore |I|C+
η−δ
= o(|ξ − ξ0|) as ξ → ξ0. We now prove that Dξu(·; ·, ω) is
continuous from H− to C+η ). For ξ, ξ0 ∈ H
−, using (25), we have
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Dξu(t; ξ, ω)−Dξu(t; ξ0, ω)
=
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−
(
DuG(θsω, u(s; ξ, ω))Dξu(s; ξ, ω)
−DuG(θsω, u(s; ξ0, ω))Dξu(s; ξ0, ω)
)
ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
(
DuG(θsω, u(s; ξ, ω))Dξu(s; ξ, ω)
−DuG(θsω, u(s; ξ0, ω))Dξu(s; ξ0, ω)
)
ds
=
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−
(
DuG(θsω, u(s; ξ, ω))
(Dξu(s; ξ, ω)−Dξu(s; ξ0, ω))
)
ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
(
DuG(θsω, u(s; ξ, ω))
(Dξu(s; ξ, ω)−Dξu(s; ξ0, ω))
)
ds+ I¯ ,
(26)
where
I¯ =
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP−
(
DuG(θsω, u(s; ξ, ω))
−DuG(θsω, u(s; ξ0, ω)
)
Dξu(s; ξ0, ω)ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+
(
DuG(θsω, u(s; ξ, ω))
−DuG(θsω, u(s; ξ0, ω)
)
Dξu(s; ξ0, ω)ds.
Then, estimating |Dξu(·; ξ, ω)−Dξu(·; ξ0, ω)|L(H−,C+η ), we have
|Dξu(·; ξ, ω)−Dξu(·; ξ0, ω)|L(H−,C+η )
≤
|I¯|L(H−,C+η )
1−KLipuG(
1
η−β
+ 1
α−η
)
.
Using the same argument we used for the last claim, we obtain that |I¯|L(H−,C+η ) =
o(1) as ξ → ξ0. Hence Dξu(·; ·, ω) is continuous from H
− to L(H−, C+η ). Therefore,
u(·; ·, ω) is C1 from H− to C+η . Now we show that u is C
k from H− to C+kη by
induction for k ≥ 2. By the induction assumption, we know that u is Ck−1 from
H− to C+(k−1)η and the and (k − 1)-derivative D
k−1
ξ u(t; ξ, ω) satisfies the following
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equation
Dk−1ξ u =
∫ t
0
eA(t−s)
∫
t
s
+z(θrω)drP−(DuG(θsω, u)D
k−1
ξ uds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+DuG(θsω, u)D
k−1
ξ uds∫ t
0
eA(t−s)
∫
t
s
+z(θrω)drP−Rk−1(s, ξ, ω)ds
+
∫ t
∞
eA(t−s)+
∫
t
s
z(θrω)drP+Rk−1(s, ξ, ω)ds
where
Rk−1(s, ξ, ω) =
k−3∑
i=0
(
k − 2
i
)
Dk−2−iξ
(
DuG(θsω, u(s; ξ, ω))
)
Di+1ξ u(s; ξ, ω).
We note that Diξu ∈ C
+
iη for i = 1, · · · , k − 1 from the induction hypothesis. Thus,
using the fact that G is Ck, we can verify that Rk−1(·, ξ, ω) ∈ L
k−1
(
H−, C+(k−1)η
)
and is C1 in ξ, where Lk−1
(
H−, C+(k−1)η
)
is the usual space of bounded k− 1 linear
forms. In order to insure that the above integrals are well-defined one has to require
that β < (k− 1)η < α. This is the reason why we need the gap condition. The fact
that t → z(θtω) has a sublinear growth rate is also used in these analysis. Note
that from the assumption β < kη < α and
KLipuG(
1
iη − β
+
1
α− iη
) < 1 for all 1 ≤ i ≤ k.
Using this fact and the same argument which we used in the case k = 1, we can show
that Dk−1ξ u(·; ·, ω) is C
1 from X to Lk(H−, C+kη). This completes the proof. 
Theorem 4.2. Assume that F (u) is Ck smooth. If β < kη < α and
KLipuG(
1
iη − β
+
1
α− iη
) < 1 for all 1 ≤ i ≤ k,
then M˜ s(ω) = T−1(ω,M s(ω)) is a Ck invariant stable manifold for the stochastic
partial differential equation (5).
Proof. Since
M˜ s(ω) =
{
ξ + h˜s(ξ, ω)
∣∣ ξ ∈ H−},
h˜s(ξ, ω) = ezhs(e−z(ω)ξ, ω), and hs(ξ, ω) is Ck in ξ, h˜s(ξ, ω) is Ck in ξ. 
5. Smooth Unstable Manifolds
All results obtained in Section 3 and Section 4 also hold for unstable manifolds.
Theorem 5.1. If
KLipuG(
1
η − β
+
1
α− η
) < 1,
then there exists a Lipschitz unstable manifold for the random partial differential
equation (15), which is given by
Mu(ω) = {ξ + hu(ξ, ω)
∣∣ξ ∈ H+},
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where hu : H+ → H− is a Lipschitz continuous mapping and satisfies hu(0) = 0.
Moreover, M˜u(ω) = T−1(ω,Mu(ω)) is a Lipschiz stable manifold of the stochastic
partial differential equation (5).
Theorem 5.2. Assume that the nonlinear term F and thus G is Ck in u. If
β < kη < α and
KLipuG(
1
iη − β
+
1
α− iη
) < 1 for all 1 ≤ i ≤ k,
then Mu(ω) is a Ck unstable manifold for the random partial differential equation
(15), i.e., hu(ξ, ω) is Ck in ξ. Moreover, M˜u(ω) = T−1(ω,Mu(ω)) is a Ck unstable
manifold for the stochastic partial differential equation (5).
Generally, a few modifications are needed to adapt the proofs presented in Section
3 and Section 4 to the case of unstable manifold. The most significant differences
are the integral equation (16) and the associated function space. We shall outline
the proofs and leave the details to the interested reader.
Corresponding to space C+η , we define the Banach Space for each β < η < α
C−η = {φ : (−∞, 0]→ H | φ is continuous and sup
t≤0
e−ηt−
∫
t
0
z(θτω)dτ |φ(t)| <∞}
with the norm
|φ|C−η = sup
t≤0
e−ηt−
∫
t
0
z(θτω)dτ |φ(t)|.
Let
Mu(ω) = {u0 ∈ H | u(·, ω, u0) ∈ C
−
η }
This is the set of all initial datum through which solutions decay as eηt+
∫
t
0
z(θτω)dτ
as t→ −∞.
Clearly, Mu(ω) is invariant. In order to show that Mu(ω) is given by the graph of
a Ck (or Lipschitz) function, one needs to prove that u0 ∈ Mu(ω) if and only if
there exists a function u(·) ∈ C−η with u(0) = u
0 and satisfies
u(t) =eAt+
∫
t
0
z(θsω)dsξ +
∫ t
0
eA(t−s)+
∫
t
s
z(θrω)drP+G(θsω, u(s))ds
+
∫ t
−∞
eA(t−s)+
∫
t
s
z(θrω)drP−G(θsω, u(s))ds.
(27)
where ξ = P+u0.
The next step is to show that for any given ξ ∈ H+ the integral equation (27) has
a unique solution in C−η . To see this, letting J
u(u, ξ) denote the right hand side
of integral equation (27), one may show that Ju is a unform contraction. Hence,
by the uniform contraction mapping principle, we have that for each ξ ∈ H+, the
mapping Ju(·, ξ) has a unique fixed point u(·; ξ, ω) ∈ C−η and u(·; ·, ω) is Lipschitz
from H+ to C−η . Thus, u(·; ·, ω) ∈ C
−
η is a solution of integral equation (27).
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Let hu(ξ, ω) = P−u(0; ξ, ω). Then
hu(ξ, ω) =
∫ 0
−∞
e−As
∫
0
s
+z(θrω)drP+G(θsω, u(s; ξ, ω))ds
and hu(0, ω) = 0 if F (0) = 0 or G(ω, 0) = 0.
Therefore,
Mu(ω) = {ξ + hu(ξ, ω)|ξ ∈ H+}.
In the same fashion as the case for the smoothness of stable manifold, one may
show that hu is Ck when the assumptions in Theorem 5.2 hold.
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