Two dimensional Fourier transform electronic spectroscopy (2DES) in the visible region enables direct observation of complex dynamics of molecules including quantum coherence in the condensed phase. This review aims to provide a bridge between the principles and intuitive physical description of 2DES for tutorial purpose. Special emphasis is laid upon how 2DES circumvents the restrictions from both uncertainty principle and the wave-packet collapse during the coherent detection, leading to the successful detection of the coherence in terms of energy difference between the eigenstates showing as the quantum beats; then upon the possible mixing among the pure electronic transition, single-mode and multi-mode coupled vibronic transition leading to the observed beating phenomena. Finally, recent advances in experimentally distinguishing between the electronic coherence and the vibrational coherence are briefly discussed.
I. INTRODUCTION
Electronic coherence arising from the superposition of the excited-state wave functions of the atoms or molecules has been gradually shaped from a theoretical concept of quantum to the experimentally detectable reality, thanks to the advent of the ultrafast pulsed lasers. Among the various time-resolved spectroscopic methods [1−4] , two-dimensional electronic nonlinear spectroscopy is one of the powerful tools in detection of electronic coherence, which has been widely used to study the coherent electronic energy transfer in a variety of photosynthetic light-harvesting systems [5−10] , organic coherent intrachain energy migration in a conjugated polymer [11] , exciton valley coherence in monolayer WSe 2 [12] . Interestingly, many quantum coherent effects were observed at room temperature in condensed phase, for the time scales involved in the relaxation and dephasing processes of excited electronic states are in the femtosecond regime in the condensed phase systems [13] . In solution, a spectroscopically labeled molecule constantly interacts with its surroundings, leading to fluctuations of its eigenstate energies on a time scale that is comparable to or longer than the "homogeneous" dephasing time, and the spectroscopically "labeled" subpopulation would be randomized af- * Author to whom correspondence should be addressed. E-mail: yxweng@iphy.ac.cn ter excitation due to the system-bath coupling. The time scale of frequency randomization varies, but for typical condensed phase systems it is generally below a few picoseconds, and often it is subpicosecond [14] . Thus, in principle the electronic coherence should be detected with a high resolution in both frequency and time domains. However, due to the problem arising from the Fourier transformation limit imposed by the laser pulse, i.e., a short pulse has a broad spectrum [15] , both pump and probe frequency resolved ultrafast relaxation process can hardly be realized by means of conventional spectrometer, hence multi (two)-dimensional electronic spectroscopy has been developed. The basic idea of multi-dimensional spectroscopy is to perform multidimensional optical Fourier transform spectroscopy to reduce the spectral congestion that results from strong system-bath interactions by spreading frequency information on two or more axes. Furthermore, owing to the coherent coupling of the excited and ground state of the molecules, the spectral information regarding excitation and the detection is always entangled. The obvious advantage of 2DES over traditional one dimensional spectroscopy is that it can disentangle congested spectrum by spreading the spectrum out over two dimensions, i.e., excitation and probe frequencies, and the coupling between resonances can be identified by the presence of cross-peaks in the 2D spectrum, which provides an ideal tool for unraveling coupling among resonances and dynamics in complex systems [16] . 2D spectroscopy has been developed experimentally by Jonas's group in the near IR region [17, 18] . In the visible region, 2D spec-troscopy was implemented by the groups of Fleming [19] , Miller [20] , Scholes [6] , Ogilvie [21] , et al., and 2DES has become a powerful tool suitable for study of electronic couplings in multichromophore molecular aggregates [7] , coupled quantum dots [22] , and other systems. 2D spectroscopy can trace the spectral evolution caused by energy fluctuation, energy transfer and delocalization with a high temporal resolution by detecting the correlation between the excitation and probe light, it becomes a powerful tool for detection of the electronic, vibronic and vibrational coherences within the molecules generated by coherent excitation. By recording 2D spectra as functions of the "waiting" or "population" time, the pathways by which a complex dynamical system evolves may be observed directly. Finally, because the 2D method is a form of photon echo spectroscopy, the inhomogeneous broadening is removed in the anti-diagonal direction [23] . In this review, we confine our scope to the 2D electronic spectroscopy based on the three-photon echo technique.
II. PHYSICAL LIMITATIONS IMPOSED ON COHERENCE DETECTION
In measuring quantum coherence with ultrafast laser pulses, the information expected from the measurement at least should include (i) coherence time which can be as short as tens of femtosecond, and (ii) the multiple energy levels comprising the coherence states. However, it seems that, in principles, there are two physical barriers that have to be overcome. One is the uncertainty principle; the other is the collapse of the wave-packet when subjected to any external perturbation like measurement. For the uncertainty principle, roughly speaking, it states that one cannot simultaneously determine the exact values of a pair of conjugate observables such as momentum and position of a physical system. Conjugate variables are pairs of variables mathematically defined in such a way that they become Fourier transform duals. The duality relations lead naturally to an uncertainty relation between them, in physics called the Heisenberge uncertainty principle [24] . While in matrix mechanics, this corresponds to that pair of observables whose operators do not commute [25] . The fact that short pulses probe dynamics and long pulses probe energy levels is indicative of the uncertainty principle, that time and energy resolution are related to each other through the Fourier transform [26] .
A. Uncertainty Principle for ∆E and ∆t [27]
The Heisenberg uncertainty principle is a relationship between certain types of physical variables like position and momentum. The most well-known expression takes the position and momentum to be the conjugate variables. Another uncertainty relation which is often referenced in discussion of quantum mechanics is the energy-time uncertainty principle, which is directly related to the coherence detection. It is tempting to interpret this energy-time relation as the statement that a system may fluctuate in energy by an arbitrarily large amount over a sufficiently short time scale. This explanation is often given as a description for particleantiparticle production and annihilation, where a particle and its antiparticle appear spontaneously from the vacuum briefly via "borrowed" energy before colliding and returning to vacuum. However, this explanation is not very precise and the given inequality is not so welldefined in quantum mechanics despite the nice physical interpretation. The reason that is not well-defined is because there is no operator in quantum mechanics corresponding to the measurement of time, although the Hamiltonian is the operator corresponding to energy. Nevertheless, there are some ways to make sense of an energy-time uncertainty principle by considering how the measurement of an arbitrary operator changes in time.
Since time is not an operator, it is unclear how time enters quantum mechanics at all. The answer is that time is incorporated into the Schrödinger equation, where it describes the time rate of change of a wave function. Physically, the passage of time is recorded by noting that certain physical observables are changing over time: for instance, perhaps the position of a particle is changing, which one interprets as motion over time, or the momentum of a particle is changing, which one interprets as accelerating or decelerating over time.
To quantify this statement, consider the Ehrenfest theorem governing the dynamics of the expectation value of an operator in terms of the commutator with the Hamiltonian [27] :
Assuming thatÂ does not depend explicitly on time (which is typically the case), the second term vanishes and the expectation value of the
] is generally nonzero. Therefore, it satisfies the generalized Heiseinberg uncertainty relation:
Notably, since the Hamiltonian is the energy operator, σ H corresponds to the uncertainty in energy.
Taking square roots now gives the relation:
Define σ t by the relation:
In other words, σ t corresponds to the time which takes the measured value of ⟨Â⟩ or shift by σ A , for any operatorÂ. Given this definition, substituting Eq. (4) into Eq. (3) yields the relation:
B. Wave-packet collapse
Ultrashort pulse excitation creates a linear superposition of the eigenstates within the spectrum of the laser rather than a single eigenstate of the system excited by continuous working laser. The linear superposition is such as to create wave packet. The superposition principle states that a system is in all possible states at the same time, until it is measured [27] . In fact, such states are very fragile in the presence of dissipation, and would rapidly collapse to eigenstates after measurement, thus destroying the original configuration leaving no unusual interference features. This is also known as the collapse of the wave packet: when the system is excited with a laser pulse expressed as a pulse electric field ⃗ E(t)= ⃗ E 0 exp(−t 2 /ατ 2 ) cos(ωt), in the optical frequency, α=2π 2 / ln 2, τ is the pulse width. The resulting wave function of the system after excitation can be written as a superposition of the eigenstates of the system:
where a n are the coefficients (or amplitudes) of the eigenstates φ n . These coefficients, whose squared moduli represent the populations or occupation probabilities of the individual eigenstates after the pulse is applied, can be determined from the following first-order perturbation-theory formula:
A=⃗ µ· ⃗ E is the transition dipole moment, ⟨φ n | χ 0 ⟩ is the Franck-Condon factor, hω n is the eigen energy value of the individual excited state φ n , and hω 0 is that of the ground state. Under the case of very short pulse excitation where τ →0, one has
where
When considering the time-evolution, one has
This wave packet is a coherent superposition of excited eigenstates. Over time, these states dephase with respect to one another.
III. HOMOGENEOUS AND INHOMOGENEOUS SPECTRAL BROADENING CAUSED BY ELECTRONIC DEPHASING
The following describes the concepts of line broadening and optical dephasing pertaining to an ensemble comprising of two-level systems [28] . Considering an ensemble of identical oscillators that do not interact with the surrounding environment or each other, the system is free to evolve over time and will be correlated for long times, limited only by the natural lifetime τ e which is approximately 10 −8 s (typically). In the time domain (for time≤τ e ) the system will evolve as an undamped sinusoid which would approach an infinitesimally narrow line shape in the frequency domain after Fourier transformation (FIG. 1, the left panel) . If the same ensemble is coupled to a weakly interacting local environment, the local environment will cause the system to depart from a perfect sinusoidal behavior as each two-level system interacts differently with the surrounding environment. This causes each oscillator in the ensemble to become out of phase, a process called optical dephasing. The system now begins to lose the long time correlation and decays to zero as t→τ e . Thus, the process of optical dephasing of the oscillators in the ensemble causes damping in the time domain and broadens the absorption and fluorescence spectra. The two major types of dephasing or broadening mechanisms for molecules in solution are homogeneous and inhomogeneous broadening (FIG. 1) . Two typical cases of oscillators interacting with a liquid solvent will now be considered. In the first scenario the surroundings of each oscillator change rapidly to produce a similar environment for each oscillator. The time evolution of each oscillator appears more stochastic in this case than in the natural lifetime limit due to the interaction between the oscillators and their surroundings changing rapidly with time. The optical dephasing in this case is said to be homogeneous and typically produces an exponential decay in the time-dependent correlation function C(t) which results in a Lorentzian form of the broadened absorption and fluorescence line shape (FIG. 1, the middle panel) . Dynamic interactions between a two-level system and its environment can be inelastic, in which an exchange of energy occurs, or elastic, where no energy is exchanged but the frequency is modulated in some way. The optical dephasing from inelastic collisions which contributes to the decay of the time-dependent correlation function is referred to as energy relaxation and is typically characterized by an exponential decay rate of 1 2T 1 , where T 1 is the population relaxation time. The term pure dephasing is used to describe the effect of elastic interactions on the decay of the correlation function, or equivalently the broadening of the spectrum. The decay of the time-dependent correlation function due to pure dephasing is often characterized by an exponential decay rate of 1/T * 2 , where T * 2 is the pure dephasing time. The decay rates of energy relaxation and pure dephasing are combined to produce a total homogeneous dephasing rate,
In the second hypothetical scenario each oscillator has a slightly different local environment, which does not change significantly over the course of time. In this case, the interaction between the inhomogeneous environments and the oscillators results in a shift in the energy separation away from the unperturbed energy ω 0 eg , each frequency shift is different given that the ensemble of oscillators experiences different static environments. As the oscillators evolve over time they still exhibit sinusoidal behavior but oscillate at different frequencies due to their inhomogeneous surroundings. Assuming the distribution of frequencies is Gaussian, the time-dependent correlation function will have a Gaussian decay which results in a Gaussian broadened absorption and fluorescence lineshape when transformed (FIG. 1, the right panel) . This hypothetical scenario is a limiting case of an inhomogeneously broadened system.
An absorption or fluorescence spectrum of a sample in a real solution may have both homogeneous and inhomogeneous characteristics. One could imagine a hypothetical two-level system between the two limiting cases in which a distribution of inhomogeneous environments arises from extremely slow solvent motions while dynamical interactions from faster solvent motions occur within each environment. Unfortunately, the linear response of system does not distinguish between dephasing processes of different time scales. The advantage of some nonlinear techniques is their ability to selectively eliminate inhomogeneous contributions and extract only the part for which dynamical (homogeneous) interactions dominate.
IV. PRINCIPLE OF 3PPE
The molecular system for nonlinear optical measurement is not a molecule of eigenstates, but a statistical ensemble of the inhomogeneous system, the temporal evolution of the ensemble can be described by the density function theory. Due to the ensemble inhomogeneity, any optical information retrieval occurs in the form of a photon echo [30] , where photon echo is one of the first examples of an optical analogue of NMR.
For an ensemble of two-level systems characterized by a ground state |g⟩ and an excited state |e⟩, time independent eigen functions of the Hamiltonian with eigen energies being E g and E e superposition states, the wave function superposition state is
It should be noted that the observables corresponding to operators that do not commute with the Hamiltonian, such as the dipole operator, will oscillate over time with frequency ω=ω e −ω g . This phase factor is a unique feature of quantum mechanics. We anticipate here that the quantum beating in such observables is a direct consequence of the superposition character [31] .
To generalize this treatment for ensembles containing a very large number of particles, the common approach is to introduce the density operator defined as ρ=|ψ⟩ ⟨ψ|, so that:
In the matrix representation of the operator, each diagonal element ρ ii ("population") represents the average probability of finding a molecule in state i at time t, whereas the off-diagonal elements ρ ij ("coherences") reflect the phase coherence of the ensemble and are complex numbers carrying phase information. Obviously, the density matrix reflects the temporal evolution of the wave functions which is directly related to the time-dependent Schrödinger equation. The time-dependent Schrödinger equationĤΨ=i dΨ dt with a time-dependent wave function Ψ(r, t)= ∑ c n (t)u n (r) consisting of a temporal part c n (t) and a spatial part u n (r) is equivalent to the density matrix expression called Liouville-von Neumann equation:
A. Evolution of density matrix interpreted as photo echoes [32−34]
Considering an optical transition in a two-level system, e.g., the ground state and an excited state of a dye molecule having two different energies E g and E e , are involved in the interaction. The external force is F =e·E(r, t), where e is the charge of the electron, r is the position vector in the three dimensional space, and E is the electric field. The electric field is: E(r, t)=E 0 cos(ωt).
Using F =−∇V and the electric dipole moment is µ=−e · r, the external potential can be expressed as:
When molecules interact with electrical field E(r, t), the ensemble average of ⟨µ⟩ would be
Then consider the radiation field whose frequency fulfills ω eg =(E e − E g )/ . As a result, the density matrix is reduced to a 2×2 matrix with the elements ρ gg , ρ ge , ρ eg and ρ ee .
Introducing Rabi frequency
Apparently the solutions of ρ ge (t) and ρ eg (t) would contain a time varying factor of the type: exp(±iω eg t). What we want is a time-independent, or at least slowly varying solution when the frequency of the perturbing field is close or equal to the transition frequency, i.e., ω≈ω eg . To realize this, the rotating wave approximation (RWA) is employed by multiplying ρ ge (t) and ρ eg (t) with the complex conjugate of their time depending factor:ρ gg = ρ gg (27) 
Then we have
Rewrite the cosine form of the electrical field in the Rabi frequency into a complex form:
Ω(t) contains a time-independent term and a term oscillating on twice the field frequency, 2ω. The effect of the later term is expected to be small since it oscillates much faster than any other frequency in the system. We thus neglect the time-dependent part, denoting as
This approximation is called the rotating wave approximation. By introducing the frequency detuning as ∆=ω − ω eg , we have
The resulting Liouville-von Neumann equation can now be recast in the form
In this model, no relaxation is introduced so far. Now we introduce relaxation by two phenomenological constants. The population of the excited state decays to the ground state at a decay rate written as 1/T 1 and the decay rate of the coherence as 1/T * 2 , this relaxation happens due to phonons in the molecule. T * 2 is called the irreversible loss off coherence time. T 2 is a combination of the two relaxation times above according to Eq.(12), which is called as the coherence decay rate. Then we have dρ
The termρ gg ,ρ ee ,ρ ge , andρ eg of the density matrix describe the molecular or atomic state and its evolution when a electromagnetic field is applied.
B. Bloch vector
The Bloch vector formalism consists in replacing the density matrix elements by three real components (u, v, w) with a population conservation equation ρ gg +ρ ee =1. The components are defined as
or
Notice that u, v, and w are real. w represents the population difference and u and v are the real and imaginary parts of the off-diagonal elements in the density matrix, and thus represents the real and imaginary parts of the optical coherence. Also u and v are sometimes called the in-phase and put-of-phase components of Bloch vector.
The Bloch vector equations of motion thus can be written asu
If the relaxation process is disregarded, the optical Bloch equation has the same form as that on NMR by setting
And the coherent evolution part can be represented by
C. Bloch diagram
Neglecting the relaxation processes, the length of the Bloch vector is thus |S| = √ u 2 + v 2 + w 2 . The whole Bloch diagram is rotating around the waxis at the field frequency ω, where the RWA is introduced. When the whole population is in the ground level, the arrow points to w=−1. How do the relaxation processes alter the direction and length of the Bloch vector? The factor 1/T 1 relaxes the component in the w-direction towards the value w=−1. The factor 1/T 2 strives to let u→0 and v→0. The latter leads to a decrease of the length of the Bloch vector.
The detuning factor ∆ will causes S to start to smear out like a fan in the (u, v)-plane. This happens since all the different molecules in the ensemble have slightly different excitation energies, due to individual surroundings interaction with the matrix, etc. Because the Bloch diagram is rotating around the w-axis on the field frequency ω, a molecule excited with a slightly different frequency, ω m , will have its own Bloch vector rotating on the detuning frequency ∆=ω m − ω with respect to the coordinate system.
An electric field turns the Bloch vector around the u-axis by a certain number of degrees depending on its integrated intensity. A π/2-pulse causes the Bloch vector to make a π/2 degree turn around the u-axis, while a π-pulse turns the Bloch vector π degree around the u-axis as shown in FIG. 2(c, d) [35] .
In photo echo experiments, the π-or π/2-pulse excitation is realized by the sequenced laser pulses separated by a time delay τ . FIG. 3 shows how Bloch vectors change in a two-photon echo process. The initial state is at w=−1 with S vector pointing at the south pole, and the first π/2 pulse excitation coherently turn the S vector around u axis by π/2 to overlap with v axis, then the decoherence occurs by smearing out S for each member of the inhomogeneous ensemble from their initial overlapped sate at a rate proportional to the frequency detuning ∆=ω m − ω within the uv plane owing to the frequency detuning during the interval τ . Then the second π-pulse comes, which flips the smeared vectors S around u axis by π to overlap with −v axis while keeping the precessing direction of each individual S same as that before flipping. It should be noted that after the π-pulse excitation, the smearing motion becomes reversed as a converging process, which is exactly the reverse process of the decoherence. It is expected, after an evolution time same as the interval τ , the coherence is resumed and a stimulated emission occurs as the photo echo. Photo echo is a physical vision of the time evolution of the density matrix elements, however in reality, the direction in which the echo is emitted, ⃗ k e , is determined by the wave vectors of the two excitation pulses, ⃗ k 1 and ⃗ k 2 , according to the following equation based on the momentum conservation in the four-wave mixing of nonlinear optics as shown in FIG. 4 [36] :
If the temporal order of the two writing beams is changed, the echo is emitted in the direction implied as a dashed arrow above, which provides a convenient way to acquire the rephasing and non-rephaisng signals in the 2DES.
Although in the time sequence, there appear two excitation pulses called two-pulse photo echo. However, in terms of nonlinear wave mixing, it consists of three beams, i.e., one beam 1 and two degenerated beam 2 having the same propagating direction and a zero respective delay time. Therefore, by nature, 2PPE is a simplified version of three-photo echo emission.
The three-pulse photon echo (3PPE) experiment involves three pulses with time sequence as τ , T , and t as shown in FIG. 3 , where T =0. Like 2PPE, the first π/2 pulse again creates a macroscopic polarization, then at delay time τ is a π/2-pulse rather than a π-pulse. This second π/2-pulse creates population in either the ground or excited states in which the coherence is stored [37] . A third π/2-pulse then interacts with the sample at delay time T and causes the system to rephase the inhomogeneous component of the polarization decay to FIG. 5 Illustration of the evolution for the density matrix elements of two-level system in 3PPE. During τ , the system evolves in a coherence. The system is stored in a population on the ground or excited state during T , and the final interaction induces a second coherence, which radiates a stimulated photo echo signal in the phase match direction [14] .
produce a photon echo at time t. The echo signal is measured in the phase matching direction ⃗ k e = ⃗ k 3 + ⃗ k 2 − ⃗ k 1 and is maximum for three π/2-pulses [28] .
D. 3PPE in view of density matrix
FIG . 5 shows the stimulated photon echo pulse sequence along with the 2×2 density matrix for a twolevel system [14] . The sequence has three time intervals, τ , T , and t, where due to interactions with the three fields E 1 , E 2 , and E 3 , the system evolves alternately in coherences (ρ jk ) and populations (ρ jj ). An "echo" is the phase conjugation between the two coherence evolution periods. During τ the density is ρ ge and during t it is ρ eg , thus effectively reversing the sign of time in the field-free Green function responsible for the system's evolution during the second coherence interval. The lower set of density matrices shown during τ and t indicate an alternative pathway where the system returns to the ground state following the second excitation pulse. Both the excited state and ground state paths are required to evaluate the system response to the applied fields. The fact that echo signal ρ ge is a phase-conjugated term underlies the principle for 3PPE as a quantum data storage technique in time sequence.
In summary, the conventional interpretation of a photon echo experiment represents the state of the system using a pseudo spin vector on the Bloch sphere. By transforming to the rotating frame, each member of the inhomogeneous ensemble precesses away from the origin at a rate proportional to the difference between the specific frequency ω m and the frame rotation frequency ω, i.e., ∆. When T =0, the second and third pulses flip the vectors leading to the phase conjugation. The echo is emitted when the vectors precess freely back to the origin, hence the gradual increase and decrease of the echo signal can be detected. Choosing T >0 permits incoherent relaxation to occur before the refocusing pulse, providing access to lifetime measurements and observation of spectral diffusion processes due to microscopic site randomization. Indeed, it is precisely the T -dependence that provides much of the chemical information in condensed phase photon echo experiments. The homogenous and inhomogeneous decay process of the system in response to respective onepulse, two-pulses and three-pulses excitation is depicted schematically in FIG. 6 [28] .
E. 3PPE as time-domain data storage
3PPE has been shown as potential technique for timedomain data storage [39] and word by word logic processing [40] possibly used in quantum computation. The idea of photon-echo memory is to perform spectral hole-burning memory [37] in the time domain by utilizing the temporal interference effect of two optical pulses. From the viewpoint of memory, the three excitation pulses are renamed as WRITE, DATA and READ pulses and, rather than being a delta-function pulse, the DATA pulse carries some kind of temporal information as shown in FIG. 7 . Calculation shows   FIG. 7 Pulse sequence and expected signal in the stimulated photon echo (upper panel) and the simulated photon-echo memory (lower panel) [39] .
that this echo signal simply replicates the shape of the DATA pulse. In terms of memory, the WRITE pulse as a trigger and the DATA pulse with temporal information complete the storage of the data into the medium. The readout process starts by applying a trigger called a READ pulse, and the echo then appears as the OUT-PUT DATA. The DATA can be understood in spectral region, since pulse 1 and pulse 2 would create spectral interference which provides spectral selectivity by tuning the relative delay τ .
V. THIRD ORDER NONLINEAR POLARIZABILITY THEROY FOR 3PPE
3PPE is one of implementations of 2DES [41] . In experiment, three ultrashort pulses are arranged in a unique temporal sequence to excite the sample, creating a 3rd order polarization P (3) (τ, T, t) which can be expressed as the convolution of the nonlinear response function R (3) (τ, T, t) with the respective three field envelope E i ( ⃗ k i , t):
where the third order nonlinear response function is expressed as a function of the dipole moment and the density matrix of the unperturbed system ρ(−∞):
Apparently, P (3) (τ, T, t) contains three interacting electric fields, when the laser pulses E 1 (t), E 2 (t), and E 3 (t) are shorter than the time separation between them (semi-impulsive limit), they do not overlap in time which gives rise to a strict time ordering. In that case, the first interaction µ(t 0 ) originates from the pulse E 1 (t), µ 1 (t) from E 2 (t), and so on. This reduces the number of terms in P (3) (τ, T, t) to 32 corresponding to all possible contributions from three incoming electric fields to polarization. Each of these terms can be associated with a distinct time evolution of the density matrix, known as Liouville pathways [34] . In spectroscopy these pathways are usually graphically visualized by means of diagrams capable of highlighting the temporal sequence of the field interactions and the transitions promoted in the systems by such interactions, while the most famous are the double-sided Feynman diagrams.
The fourth homologous laser pulse serves as a local oscillator to detect the emitted signal by means of optical heterodyne detection as shown in FIG. 8 [42] . The detected signal by the spectrometer S(τ, T, ω t ) is related to the 3rd polarization P (3) (τ, T, t) via one-dimensional Fourier transformation on the detection period t at the phase-matched condition
where the third-order polarization is related to the measured signal field byP (3) (τ, T, ω t )∝Ẽ(τ, T, ω t )/ω t . Here the spectrometer acts as a hardware of performing Fourier transformation along the detection time t resulting in a probed spectrum spanned along ω t , leaving the pump frequency to be resolved from the time space τ . Further performing the 2D-FT of the experimentally measured nonlinear optical response function along the evolution time τ , one has the 2D-FT spectrum at a fixed T [43−45] :
The 2D spectrum at a particular T involves frequency dimensions ω τ and ω t , corresponding to the evolution time τ (coherence time) and the detection time t respectively. In 2D-FT spectroscopy, two different phasematched signals are typically recorded: the rephasing and non-rephasing signals in the k 2 −k 1 +k 3 and k 1 −k 2 +k 3 directions, respectively. When summed, these signals yield the absorptive 2D-FT spectrum, free from broadening refractive contributions. Another signal, with the phase-matching direction k 1 +k 2 −k 3 , yields information about double-quantum coherences [43] . Typical 2DES is shown in FIG. 9 . The time resolution of dynamics over the waiting time, in both pump-probe and 2D experiments, is dependent on the duration of the pump pulse, with shorter pulses giving higher time resolution. The commensurately larger bandwidth of a shorter pulse leads to a lower spectral resolution as restricted by the uncertainty principle. 2D-FT spectroscopy use the Fourier transform methodology by converting time to the frequency, thus the restriction imposed by the uncertainty principle in 2D spectroscopy is circumvented [43] , and the result has both high temporal and spectral resolution, limited only by the signal-to-noise ratio. However, the wave-packet collapse to the eigenstates as reflected in both excitation and detection frequency axis at any fixed waiting time, i.e., coherence cannot be informed from the corresponding 2D spectra.
VI. ELECTRONIC COHERENCE (QUANTUM BEAT) ALONG WAITING TIME AND DOUBLE-SIDED FEYNMAN DIAGRAM
A. Double-sided Feynman diagram [31] Double-sided Feynman diagrams describe the evolution of the density matrix in the presence of several coherent fields in time sequence [46, 47] by depicting interaction sequences between external perturbations such as electromagnetic fields and ensemble of molecules. One advantage of using Feynman diagrams is to physically capture the most important interaction paths without referring to the actual form of either the density matrix or the Hamiltonians describing the ensemble.
The drawing of double-sided Feynman diagrams derives from taking separately each term of the commutator expansion (Eq. (47) and Eq. (48)) to create the corresponding diagram, using specific rules: (i) two vertical lines represent the time evolution of the ket (left line) and bra (right line) of the density matrix, with time running from the bottom to the top. (ii) The interactions between the density matrix and the electric field are indicated by arrows acting either on the bra or ket side pointing towards or away from the system corresponding to absorption or emission. (iii) The ket and bra sides of the diagram are the complex conjugate of each other and the last emission is always from the ket side, by convention. (iv) The last interaction must end in a population state. (v) An arrow pointing to the right represents an electric field with e −iωt+ikr (+k), an arrow pointing to the left represents an electric field with e +iωt−ikr (−k). The emitted light, i.e. the last interaction, has a frequency and wavevector which is the sum of the input frequencies and wavevectors, in accord to the energy conservation and phase matching condition respectively.
Considering a molecular system with |0⟩, |α⟩, and |β⟩ as the electronic ground, first and second electronic states respectively, with further assumption that the energy difference between |α⟩ and |β⟩ is smaller than the spectral bandwidth of the excitation laser pulses, i.e., |α| and |β| can be simultaneously excited. The first and the second electric field interactions create an absorption resulting in a population state. Therefore, the possible population states can be |α⟩ ⟨α|, |β⟩ ⟨β|, and |α⟩ ⟨β| together with their conjugated complexes. Obviously, |α⟩ ⟨α| and |β⟩ ⟨β| are the excited eigenstates while |α⟩ ⟨β| is the electronic coherent state, their corresponding double-sided Feynman diagrams are shown in FIG. 10 . In measuring of the echo signal by scanning the waiting time T , static population decay kinetics are observed for either |α⟩ ⟨α| or |β⟩ ⟨β| only. However, for the coherent excited state, except for the static population relaxation, there is an additional coherent oscillation term as exp[±(ω α −ω β )T ] defining the quantum beating signal overriding on the population relaxation envelope. An example of observation of the electronic quantum coherence is illustrated in FIG. 11 and  FIG. 12 respectively. Therefore, whether a specific Li- ouville pathway is represented by the Feynman diagram leads to coherent oscillation can be easily determined by the generated population state after interaction with the first two pulses. Consequently, in 2DES the coherence is observed at the energy difference between the two eigenstates in the excited wave packet along the waiting time T axis, and the restriction arising from the collapse of the wave packet is thus circumvented.
B. Electronic versus vibronic coherence
Two-dimensional spectroscopy has the capability to reveal the quantum coherence as the oscillatory behavior of the excitation dynamics of molecular systems. However, the situation is complicated regarding the exact origin of the observed coherent phenomena, i.e., what is actually being observed: excitonic or vibrational wave-packet motion or evidence of quantum transport. Especially, in some molecules and their aggregates, electronic transitions are coupled to various intra-and intermolecular vibrational modes, with the magnitudes of the resonant couplings J in excitonic aggregates being in the same range as those of vibrational energies. Thus, vibronic and excitonic systems show considerable spectroscopic similarities, and the presence of electronic and/or vibrational beats in the 2DES spectrum is ex- pected. Indeed, similar spectral beats originating entirely from a high-energy vibrational wave-packet motion have been studied theoretically for weak electronphonon coupling [49] and have been observed experimentally [50] . Number of groups have contributed to addressing this important issue in both theory and experiments [49−52] .
Two generic model systems which exhibit distinct internal coherent dynamics have been compared [53] . One model system of pure electronic transition which shows similar spectroscopic properties but has completely different coherent internal dynamics without vibrations, is an excitonic dimer (ED) [54, 55] . It consists of two two-level chromophores (sites) with identical transition energies ε. The two sites are coupled by the inter-site resonance coupling J. As a result, the ED has one ground state |g⟩, two single-exciton states |e 1 ⟩ and |e 2 ⟩ with energies ε e1,e2 =ε∓J, respectively, and a single double-exciton state |f ⟩ with energy ε f =2ε−∆ binding , where ∆ binding is the bi-exciton binding energy. The lowest transition frequency is denoted as ω eg = ε − J , the transition frequency difference between |e 1 ⟩ and |e 2 ⟩ is ∆ω= 2J h , the corresponding energy diagram, and 2DES pattern constructed from all the possible Liouville paths revealing oscillation (colored) and non-oscillation (black) in rephasing and nonrephasing 2DES are shown in FIG. 13 (a) , (b), and (c) respectively. The other model is the vibronic system of an isolated molecular electronic excitation represented by two electronic states, |g⟩ and |e⟩, which are coupled to a onedimensional nuclear coordinate q with a vibrational frequency energy of hν, assuming that ν keeps the same for all the vibrational excited states either in the electronic ground or excited state with its magnitude equal to that of ∆ω. This model is denoted as a displaced oscillator (DO) system (FIG. 14) . Its energy diagram and 2DES pattern constructed from all the possible Liouville paths revealing oscillation and non-oscillation in 2DES are shown in FIG. 14 (a), (b) and (c) respectively.
To reveal oscillatory contributions in the ED and DO systems, all contributions into either oscillatory or static can be compared, shown in FIG. 13(b) and 14(b) . As a function of T , the DO system has 8 oscillatory and 8 static configurations, which organize into six peaks, while the ED system has only 4 oscillatory and 8 static contributions which give four peaks. The net result is that the diagonal peaks in the rephasing and crosspeaks in the non-rephasing signals are non-oscillatory in the ED, while all peaks except the upper diagonal peak in rephasing signals are oscillatory in the DO. Thus significant differences in oscillatory peaks between ED and DO systems are found. The typical oscillatory pattern of 2DES spectrum appearing in the rephasing configuration of DO model with a single vibrational mode exhibits as a "chair", and is commonly referred as the "chair" pattern [56, 48] .
Generally, the 2DES spectra are presented as the slices of pump and probe frequency projection at a fixed waiting time, and the coherence is given as oscillating amplitude at a certain point on the projection. To study the coherent oscillations, it is more straightforward to view the 2DES spectra along the beating frequency ∆ω T instead of T by performing further Fourier transformation along T , leading to the so-called oscillation Fourier maps. They are constructed by applying the Fourier transformation on the real part of the rephasing spectrum S R (ω τ , T, ω t ) with respect to the delay time T [48, 51, 57] :
In this way, at a given oscillation, all the contributions from the non-oscillation pathways and those of oscillation at a frequency other than the given one would be filtered, providing a powerful method to look into the coherent system having multiple beating frequencies. It should be noted that the Fourier maps for oscillation/non-oscillation contributions in 2DES spectra are similar whether it is projected at a fixed waiting T or at a fixed beating frequency ∆ω T , while only the latter can be used to trace the contribution from a given single beating frequency in the 2DES.
C. Single-vibrational mode versus multi-vibrational mode coupling in vibronic transition
Single vibrational-mode coupling to the vibronic transition is the simplest model. When multi-mode cou- pling is considered, the Hamiltonian as well as the corresponding sets of wave functions for a single-vibrational mode displaced oscillator coupled to the electronic states [58−60] needs to be extended to the multi-mode case [61] . Considering a multi-mode coupled displaced oscillator in a chromophore molecule with only two electronic states, i.e., the ground state |g⟩ and the excited state |e⟩, coupled to a collection of harmonic oscillators within the adiabatic approximation, the total Hamiltonian can be expressed as
Here i represents the ith vibrational mode, p i and q i are the corresponding momentum and the position operator respectively. µ gi (µ ei ) is the reduced mass of the ground (excited) state, ω gi (ω ei ) is the frequency of the oscillator on the ground (excited) state, d i is the displacement of the origin on the excited-state potential relative to the ground state along the coordinate q i , and ω eg is the energy difference between the minima of the two electronic states. An assumption is made that the nuclear potential surfaces are well described as harmonic and that the excited energy surface is allowed to differ in curvature, giving rise to that the values of ω ei and ω gi can be different [62, 63] . The oscillator strength for the vibronic transition is determined by the Frank-Condon factor while each vibrational mode contributes with a weight given by its Huang-Rhys factor in terms of difference of the mode displacement of the initial and final nuclear configurations, i.e., the extent for the wavefuction overlap of nuclear part between the initial and the final states [64−66] . The simplest model of multi-mode coupling in displaced oscillator is the two vibtrational modes system with their vibrational frequencies denoted as ν and Ω respectively, which is schematically shown in FIG. 15(a) , while the expected Fourier map for a given oscillation frequency ν with a coupled mode Ω is in FIG. 15(b) and the corresponding four Feynman diagrams leading to the mode coupling is in FIG. 15(c) . The "chair" pattern indicated by the blue ellipses in FIG. 15(b) reflects the single vibrational mode coupling in DO model at the observing frequency ν, i.e., the Fourier map is the projection at fixed value of ν. Except for the expected chair pattern for the single mode, there are also twomode coupled patterns appearing at the location of the rephasing frequency at ω eg −ν +Ω excited at ω eg , ω eg +ν and ω eg +Ω; rephasing frequency at ω eg + ν − Ω excited at ω 0 ; rephasing frequency at ω eg −ν excited at ω eg +Ω; rephasing frequency at ω eg −Ω excited at ω eg +ν. These indicate that the observed beating frequency ν can be excited at a vibrational frequency corresponding either to ω eg + ν or to ω eg + Ω. The fact suggests that the vibrational frequencies ν and Ω are coupled to each other as shown in the red ellipses.
Obviously, since the detected oscillation signals originate from all the possible Liouville pathways including the excitonic and single-mode or multi-mode vibrationally coupled coherences, new methods either of apparatus or data analysis are called for clear distinguishing the electronic coherence from those of vibronic. It has been shown that the polarization modulated [67, 68] 2DES can be an effective way toward this purpose as successfully demonstrated in a recent experiment, where the oscillation maps extracted from the doublecross polarized schemes (relative polarizations of π/4, −π/4, π/2, and 0 for laser pulses 1 to 4) strongly suppresses signals of intramolecular vibrational coherences produced by the Franck-Condon excitation of vibrational wave packets [69] . On the other hand, 2D singletime-domain exciton perturbation spectroscopy (2D-STEPS) and 2D time-resolved interexciton perturbation spectroscopy (2D-TRIPS) are the new approaches to extract information from 2DES spectra. These timedomain optical spectroscopies probe vibrational motion by examining correlated dynamics of each exciton's spectral motion. 2D-STEPS measures how excitedstate nuclear motions systematically perturb individually excitonic transitions after excitation, whereas 2D-TRIPS probes how nuclear motions spawned by exciting one exciton affect other unoccupied excitonic states [70] .
VII. CONCLUSION
Quantum coherence manifests itself not only as a concept but also as a reality in many aspects. An emerging field of quantum computation involves coherence control and the quantum information storage, while 3PPE provides possible quantum information storage in time sequence. While in natural and artificial photosynthetic systems, it also has been suggested that coherent energy transport could be more efficient than classical transport. Development of advanced theories would provide more applicable feasibility while the new advances in the experimental methods and designs of novel quantum coherent systems would speed up the application of quantum coherence. Though quantum coherence was considered fragile, recent evidence of coherence in chemical and biological systems suggests that the phenomena are robust and can survive in the face of disorder and noise, suggesting that coherence can be used in complex chemical systems [71] .
