Prediction and control of network dynamics are grand-challenge problems in network science. The lack of understanding of fundamental laws driving the dynamics of networks is among the reasons why many practical problems of great significance remain unsolved for decades. Here we study the dynamics of networks evolving according to preferential attachment, known to approximate well the large-scale growth dynamics of a variety of real networks. We show that this dynamics is Hamiltonian, thus casting the study of complex networks dynamics to the powerful canonical formalism, in which the time evolution of a dynamical system is described by Hamilton's equations. We derive the explicit form of the Hamiltonian that governs network growth in preferential attachment. This Hamiltonian turns out to be nearly identical to graph energy in the configuration model, which shows that the ensemble of random graphs generated by preferential attachment is nearly identical to the ensemble of random graphs with scale-free degree distributions. In other words, preferential attachment generates nothing but random graphs with power-law degree distribution. The extension of the developed canonical formalism for network analysis to richer geometric network models with non-degenerate groups of symmetries may eventually lead to a system of equations describing network dynamics at small scales.
I. INTRODUCTION
Large real networks-social, biological, or technological-are complex dynamical systems [1] [2] [3] . Understanding the dynamics of these systems is a key to better prediction and control of their behavior, and the behavior of the processes running on them, such as epidemic spreading [4, 5] and cascading failure propagation [6, 7] . Network dynamics can be roughly split into two categories: large-scale and small-scale. Large-scale dynamics usually means network growth, for example the growth of the Internet over years. Small-scale dynamics refers to the dynamics of links in a given network at small time scales, for example real-time interactions among mobile phone users or genes in a cell. It is quite unlikely that the small-scale dynamics of different networks can be in any way similar, so it seems that natural options to study and predict this dynamics can only be purely phenomenological, including data mining, model building, and parameter fitting [8, 9] , with all their caveats [10, 11] . However if two dynamical systems behave differently, it does not mean that the laws that govern their dynamics are different-the simplest example would be the quite different dynamics of two and three gravitating bodies of similar masses in empty space. And indeed if considering network dynamics we move from the small to large scale, we observe that preferential attachment [12] [13] [14] accurately describes the growth of many very different real networks [15] [16] [17] [18] . This observation raises two questions: (1) does preferential attachment follow from some first principles in physics, and if so, then (2) do the same principles apply to network dynamics at small scales?
Here we answer positively the first question by showing that preferential attachment can be fully described within the canonical formalism. That is, we show that the growth dynamics of networks evolving according to preferential attachment is Hamiltonian, and derive the explicit form of the Hamiltonian in the corresponding Hamilton's equations. This Hamiltonian turns out to be nearly identical to the Hamiltonian in the soft configuration model.
In the canonical formalism the dynamics of a system with canonical coordinates (q, p) and Hamiltonian H(q, p, t), which is usually the total energy of the system, is described by Hamilton's equationṡ
The canonical approach has a long history of success in physics. All the fundamental interactions in nature are described by Euler-Lagrange or Hamilton's equations with different symmetry groups [19] . The Einstein field equations in general relativity are Euler-Lagrange equations for the gravitational Einstein-Hilbert action, while the ADM formalism is the corresponding Hamiltonian formulation [20] . Here we extend the canonical formalism to complex networks, and find the Hamiltonian describing the dynamics of growing networks in preferential attachment. Our starting point is the existence of exact duality between equilibrium and non-equilibrium (growing) graph ensembles, and the notion of strong equivalence between them [21] . Most network models can be classified as either equilibrium models, which are the ensembles of graphs of fixed size, e.g. the Erdős-Rényi random graphs [22] [23] [24] , or non-equilibrium models, in which networks grow with time, e.g. the preferential attachment model [12] [13] [14] . In general, these two types of models are very different, and so are the ensembles of random graphs that they generate. Equilibrium models are usually more amendable for analytical treatment, while nonequilibrium models better mimic the growth dynamics of real networks. It turns out, however, that under certain conditions, a network model admits both equilibrium and non-equilibrium formulations that are strongly equivalent [21] . Two network models are strongly equivalent if, for any N , they generate graphs of size N with the same probability.
Our intermediate result, which is important in its own right, is an equilibrium formulation of preferential attachment. This result is important because it allows, for the first time to the best of our knowledge, to explicitly calculate for any given graph G, e.g., a given real network, the probability P(G) ∝ exp[−H(G)] with which preferential attachment generates this graph, where H(G) is the graph Hamiltonian (graph energy). This Hamiltonian turns out to be very similar to the Hamiltonian in the soft configuration model [25] [26] [27] . Based on this result, we derive the dynamic Hamiltonian H that governs the network evolution in preferential attachment.
Remarkably, the static Hamiltonian H and its dynamic counterpart H turn out to be nearly identical. The only difference between the two is that exact node degrees in H are replaced by their expected values in H. We thus prove that preferential attachment and configuration model are in fact the same ensemble, or in other words, that preferential attachment generates nothing but random graphs with a given power-law degree distribution. One could in principle expect that to be true in view of several equilibrium(-like) approaches to preferential attachment [28] [29] [30] . Here we prove that this expectation is indeed correct.
Equilibrium graph ensembles can often be formulated as exponential random graph (ERG) models [8, 25, 31, 32] . Therefore, we begin with a brief description of ERGs in Section II. In Section III, we discuss the soft configuration model, derive its Hamiltonian, and show that preferential attachment can be represented as an ERG with a similar Hamiltonian. In Section IV, we study the network growth dynamics in preferential attachment and find Hamilton's equations describing this dynamics, and the corresponding dynamic Hamiltonian. Final remarks are in Section V.
II. EXPONENTIAL RANDOM GRAPHS
The exponential random graph model (ERGM) [8, 25, 31, 32] is one of the most popular and well-studied equilibrium network models, also known as the p * model in the social network research community [33] [34] [35] . ERGM is a graph ensemble (G N , P), where G N is the set of all simple graphs (i.e. undirected graphs without self-loops or multi-edges) on N nodes, and P is the probability distribution on G N that maximizes the Gibbs entropy
subject to the constraints
The x i in the above relation are certain graph properties (e.g. number of edges or number of triangles) often referred to as the graph "observables",x i are the prescribed expected values of these observables in the model, and · denotes the expectation with respect to P. Intuitively, an ERGM is a "maximally random" ensemble of graphs with fixed valuesx i for certain ensemble averages x i . Mathematically, the maximization of randomness corresponds to the maximization of the entropy (2) . Constraining the expected rather than exact values of graph observables relaxes the topological conditions on the network and makes the model amenable to analytical treatment.
The constrained optimization problem (2) and (3) can be solved by the standard method of Lagrange multipliers, and it has the following explicit solution [25] 
where
is the partition function, i.e. the normalizing constant for distribution (4) , and
is the graph Hamiltonian, i.e. the energy of microstate G in the equilibrium Boltzmann distribution (4). The parameters θ i are the Lagrange multipliers ("auxiliary fields") coupled to observables x i . They are determined by the following system of r equations
where F = − ln Z is the free energy. The ERGM distribution (4) is thus fully determined by the observables x i and their expected valuesx i . In [36] , the ERGM is extended to exponential random simplicial complexes.
As an example of an ERGM, which we will refer to in Section III A, consider the edge-independent random graph (EIRG) model. In this case, the graph observables are the graph edges: x ij = a ij , where a = (a ij ) is the adjacency matrix of G ∈ G N . The constrains (3) are then a ij = p ij , i < j, i, j = 1, . . . , N,
where 0 ≤ p ij ≤ 1, and the Hamiltonian is
Unlike many other examples, the partition function Z can be calculated exactly for the EIRG model [25] :
The relationship between the Lagrange multipliers θ ij and the model parameters p ij follows from (7)
Knowing the partition function allows to find the corresponding ERGM distribution (4)
This expression immediately suggests how to generate graphs from the maximum-entropy ensemble (G N , P): connect every pair (i, j) of distinct nodes i = j, i, j = 1, . . . , N , independently at random with probability p ij . We remark that (11) is nothing but the Fermi-Dirac distribution, where the Lagrange multiplier θ ij is interpreted as the energy of the "single-particle" state (i, j). Throughout the paper, we will often use the so-called classical limit for the Fermi-Dirac distribution, i.e. if the energy θ ij is large, then p ij ≈ e −θij .
III. PREFERENTIAL ATTACHMENT AS ERGM
Our first goal is to represent the preferential attachment (PA) model as an ERGM. The original formulation of PA [12] , where a new node connects to an existing node with probability proportional to its degree, is very intuitive, but not convenient for this purpose. Instead, we will formulate PA as a network model with hidden variables [28, 37, 38] . Graphs with hidden variables is a very general class of network models, where each node i is assigned a hidden variable r i , which can be random or deterministic, and the link between nodes i and j appears with probability p ij , which is a function of the corresponding hidden variables, p ij = p(r i , r j ). It was shown in [39] that PA can be formulated as a hidden variable model, which generates growing networks up to some size N with average degreek and power-law exponent γ ≥ 2, as follows. For each new node i = 1, . . . , N :
1. Assign to node i hidden variable
2. Update the values of hidden variables of all existing nodes j < i by setting
3. Connect node i to each existing node j < i with probability
In large sparse networks, where r i is large and β < 1, the linking probability
In Section IV A, we show that the expected degree of node j at time i is
and therefore, the probability that i connects to j is approximately a liner function of j's expected degree κ j (i). We note that Eq. (19) holds for β < 1, i.e., γ > 2. The corresponding relation for the limit β → 1 (γ → 2) is derived in Appendix A.1. We refer to the hidden variable formulation of PA as the soft preferential attachment (SPA) model. Figure 1 (a) shows a doubly logarithmic plot of the empirical degree distribution in a network generated by SPA along with the fitted power-law distribution.
A conceptually similar formulation of preferential attachment as an equilibrium network model with hidden variables was first introduced in [28] , where the hidden variable r i of node i is simply its injection time, r i = i. For technical reasons that will become apparent in the next section, here we define r i = ln i, so that r i can be identified with the cosmological time of birth of node i [39, 40] .
Let (G N , P SPA ) be the ensemble of graphs induced by SPA, where P SPA (G) is the probability that SPA generates G ∈ G N . In what follows we show that
where the SPA Hamiltonian H SPA is intimately related to the Hamiltonian in the soft configuration model.
A. Soft Configuration Model
The soft configuration model (SCM) [41, 42] is an ERGM, where graph observables are node degrees k i , i = 1, . . . , N . The model has various equivalent formulations, and, in particular, SCM appears as a special degenerate case of the equilibrium hyperbolic model [40] in a certain limiting parameter regime. This formulation also belongs to the wide class of network models with hidden variables. Specifically, the SCM formulation in [40] generates equilibrium networks of size N with average degreē k and power-law exponent γ > 2, as follows:
1. For i = 1, . . . , N , assign to node i hidden variable
2. Connect nodes i and j, j = i, with probability
A more familiar (but less convenient for our purposes) formulation of the SCM is obtained by the change of hidden variables h = h 0 e RSCM−r , h 0 =k(1 − β). The hidden variable h has then the power-law distribution h ∼ ρ(h) ∝ h −γ and the connection probability is p ij = 1/(1 + Nk/h i h j ) [21, 43, 44] . Comparing the connection probabilities in EIRG (11) and SCM (23), we readily obtain that the Lagrange multiplier θ ij in SCM is
The SCM Hamiltonian is then
where k i is the degree of node i and M is the total number of edges in the graph G. Figure 1 (a) shows the degree distribution in a network generated by SCM, which is identical to the degree distribution in an SPA network generated with the same parameters. As expected, both are power-laws with exponent γ. Figure 1 (b) shows the empirical distributions of the hidden variables ρ SPA (r) and ρ SCM (r) in the generated networks. Although both distributions are highly skewed to the right, there is a clear discrepancy between them. In the next section we fix this discrepancy by introducing a shifted SCM model, which is strongly equivalent to SCM, but has the same distribution of hidden variables as SPA.
B. Shifted Soft Configuration Model
While the hidden variables in SCM are random, in SPA they are deterministic. Nevertheless we can readily overcome this technical obstruction that hinders the comparison of hidden variable distributions in the two models.
Let r * (N ) denote one of the hidden variables r 1 (N ), . . . , r N (N ) in SPA chosen uniformly at random at time N 1. The CDF of r * (N ) is then
When N is large, the SPA hidden variables r 1 (N ), . . . , r N (N ) can be viewed as being approximately i.i.d. samples from F r * (N ) (r). This distribution has the following PDF
which is structurally similar to the distribution of hidden variables in SCM
It is readily verifiable that the approximate supports of ρ SP A (r) and ρ SCM (r), i.e. segments that contain almost all probability mass of these distributions, are
Therefore, it immediately follows from (27)
This motivates the shifted SCM model, denoted SCM + , which generates networks of size N with average degreē k and power-law exponent γ > 2, as follows:
1. For i = 1, . . . , N , assign to node i hidden variable r + i by, first, sampling r i ∼ ρ SCM (r), and then shift-
Connect nodes i and j, j = i, with probability
where R SCM + is given by (35) . By construction, the distributions of hidden variables in SCM + and SPA are identical
To make SCM + equivalent to SCM, we need to choose R SCM + appropriately. If two nodes have hidden variables r andŕ in SCM, then in SCM + the values of these hidden variables are r + = r + σ andŕ + =ŕ + σ. The two models will be strongly equivalent, i.e. will generate graphs G ∈ G N with equal probabilities P SCM (G) = P SCM + (G), if the connection probabilities p SCM (r,ŕ) and p SCM + (r + ,ŕ + ) are the same. This leads to the following
Therefore,
It is convenient to work with SPA and SCM + (instead of SCM) since not only the degree distributions in the networks generated by these two models match, but also the distributions of hidden variables are the same. Our next step is to adjust SPA so that it becomes strongly equivalent to SCM + (and, therefore, to SCM).
C. Bridging SPA and SCM +
Matching degree distributions is a necessary but, of course, not sufficient condition for model equivalence. In SPA, a link between nodes i and j < i may appear only at time i upon the birth of the younger node. We refer to such links -appearing at time i and connecting new node i to already existent nodes -as "external" links. We make the SPA model equivalent to SCM + by also allowing "internal" links that appear at time i and connect old nodes a and b, where a, b < i. Namely, we define the model SPA that generates growing networks up to some size N with average degreek and power-law exponent γ > 2, as follows. For each new node i = 1, . . . , N :
1. Assign to node i hidden variable r i = ln i.
Update the values of hidden variables of all existing
and m ext given by (42) . 4 . Connect each pair of existing nodes a, b < i with probability
and m int given by (46) .
In
Step 4, we scan all pairs of existing nodes and attempt to connect even those nodes which are already connected. The SPA model thus allows multi-edges. In large sparse (k N ) networks, however, the proportion of multiedges is small. For example, the expected ratio of multiedges in SPA networks of size N = 10 2 , 10 3 , and 10 4 with k = 10 and γ = 2.5 is, respectively, 7%, 4% and 2%. We can therefore ignore the multi-edge effect. The choices for m ext and m int (Eqs. (42) and (46)) are explained below.
First, a necessary (but not sufficient) condition for the equivalence of two models is that the expected minimum degrees in the two models must be the same. The expected minimum degree in large networks generated by SCM (and therefore by SCM + ) isk(1 − β) [40] . Thus, we have the following condition
Let us now compute the expected degree of a new node i upon its birth in SPA. For large i, R ext i ≈ r i +ln m ext (1− β), and using the classical limit for the Fermi-Dirac distribution, we get
Every new node thus establishes on average m ext links, and, as time goes, its degree may only increase. This means that m ext is the expected minimum degree in SPA, k min SPA = m ext , and therefore
Another necessary condition (that helps to determine m int ) for the equivalence between SPA and SCM + is that the expected average degrees in both models must be the same. That is, if in SCM + the expected average degree k SCM + equalsk, then we must have k SPA =k.
LetL int i denote the expected number of internal links generated at time i. Then, the expected total number of links generated at time i is m ext +L int i , and the expected average degree in the network is given by
For large i,
Combining (42)-(45), we get m int
which is positive if β ∈ (1/2, 1), or, equivalently, γ ∈ (2, 3). We note that 2 < γ < 3 is exactly the range of power-law exponents empirically observed in most real networks [45] . Figure 2 shows the perfect match between the distributions of node degrees and hidden variables in SPA and SCM + networks with γ = 2.5. We note that as β → 1/2, or, equivalently, γ → 3, SPA becomes manifestly identical to SPA. Indeed, in this case,
which means
The other limiting case β → 1 (γ → 2) is analyzed in Appendix A.1.
It is important to realize that by choosing m ext and m int according to (42) and (46) we only satisfied two necessary conditions, but we did not actually prove that SPA is equivalent to SCM + . We prove this in the next section.
D. SPA and SCM + are strongly equivalent
Since the distributions of hidden variables in SPA and SCM + are the same, i.e. ρ SPA (r) = ρ SCM + (r), to prove the strong equivalence between the two models, we need to show that the connection probabilities in SPA and SCM + are also the same. More precisely, if at time N the values of hidden variables of nodes j and i > j in SPA are r andŕ > r, then the probability that these two nodes are connected p SPA (i, j) must be equal to the connection probability p SCM + (r,ŕ) of nodes with hidden variables r andŕ in SCM + . In what follows, we compute these probabilities in large sparse graphs (N 1,k N ) and show that they indeed coincide. Throughout this section we assume that β ∈ (1/2, 1) (γ ∈ (2, 3) ).
Let p * SPA (i, j) denote the probability that nodes i and j are not connected in SPA, then
Let us compute the integral first Since r andŕ are the values of hidden variables of nodes j and i at time N , we have
Finding from these equations r i and r j and substituting them into (50), we obtain To proceed with analytic approximation, we need to use the classical limit for the Fermi-Dirac distribution, i.e. to drop the term 1 in the denominator. We have already used this approximation in (41) and (45) . In those cases, the second terms in the denominator were fully deterministic, and it was readily verifiable that they are much larger than 1, and therefore the approximations hold. In (53) however, both r andŕ are random, r,ŕ ∼ ρ SCM + , and a certain caution is required.
In what follows, we show that the expected value of e r in SCM + scales as N , and, therefore, e r+ŕ
Thus,
The probability of the external link is
where the last approximation holds because, using (54), (49), (55) and (56), we obtain that the probability that nodes i and j in SPA are connected is
To compare this probability with the connection probability in SCM + , we need to rewrite it fully in terms of hidden variables r andŕ. From (52), r i =ŕ β − 1−β β ln N . Therefore, The plot shows the empirical connection probabilities in networks of size N = 10 4 generated by SPA and SCM + withk = 10 and γ = 2.5. In each case the results were averaged across 10 networks. As expected, the connection probabilities match remarkably well. The plot also shows the corresponding approximation given in (60). As expected, this approximation holds very well for sufficiently large values of r +ŕ, which correspond to the vast majority of node pairs, cf. Fig. 2(b) and Appendix A.2.
Substituting this expression into (57), we obtain after some algebra that the last two terms cancel out, and
It remains to show that (59) is, in fact, the connection probability in SCM + . Indeed,
where the last approximation holds because e r+ŕ N ∝ N . In Appendix A.2, we show the high accuracy of this approximation with simulation. Fig. 3 juxtaposes the empirical connection probabilities in SPA and SCM + networks, and the corresponding approximation in (60).
Thus, we proved that, for large networks, SPA is equivalent to SCM + in the strong sense. That is, for any N 1, SPA and SCM + generate graphs G ∈ G N with the same probability, P SPA (G) = P SCM + (G).
The following diagram summarizes the relationships between the four considered network models
where s = denotes the strong model equivalence, s ≈ is an approximate strong equivalence that becomes exact in the sparse graph limit (N → ∞,k N ), and denotes the model transformation allowing internal links. 
Since SCM + is strongly equivalent to SCM -the two models differ only by parametrization of hidden variables -SCM + must have the same Hamiltonian. Indeed,
Further, since SPA is strongly equivalent to SCM + and the distributions of hidden variables in these two models are the same, the ERGM Hamiltonian of SPA is
Finally, since SPA becomes manifestly identical to SPA as β → 1/2, or, equivalently, as γ → 3, we can write the ERGM Hamiltonian for SPA
This result means that if β = 1/2 (γ = 3), then, in the sparse graph limit, SPA is exactly ERGM with Hamiltonian (66). We note that this case corresponds to the original Barabási-Albert model with the scaling exponent γ = 3 [12] . If β = 1/2, then (66) is an approximate Hamiltonian of SPA. To the best of our knowledge, this is the first result where the preferential attachment model is represented as an exponential random graph model with explicitly written Hamiltonian. Even more remarkably, as we show in the next section, a Hamiltonian that is very similar to the ERGM Hamiltonian (66) describes the Hamiltonian dynamics of growing networks in SPA.
IV. HAMILTONIAN DYNAMICS OF SPA
The key idea in deriving the ERGM Hamiltonian of SPA (66) was to construct a modified model SPA that: a) is strongly equivalent to a graph ensemble with a known Hamiltonian; and b) coincides with SPA under certain values of the model parameters. Here we adopt a similar strategy: we study the Hamiltonian dynamics of growing SPA-networks, and the corresponding results for the Hamiltonian dynamics of SPA are obtained as a special case with β = 1/2.
The ERGM Hamiltonian of SPA (65) suggests that the canonical coordinates {q i , p i } of a growing network are the node degrees k i and hidden variables r i . An immediate technical problem we face, however, is that both node degrees k i and network time i are discrete. We overcome this obstruction as follows. First, inspired by the mapping between the hyperbolic and de Sitter spaces in [46] , we define
and treat t as a continuous time. The geometric duality between de Sitter spacetime, which is asymptotically the spacetime of our accelerating universe, and hyperbolic space, which is a latent space underlying real complex networks [39, 40] allows to interpret t as the rescaled cosmological time. Second, instead of the exact (discrete) degree k i (t) of node i, born at time t i = β ln i, at a later time t > t i , we use its expected degree κ i (t), which is a continuous function of t, for t > t i . Our next goal is to derive the time evolution of the canonical coordinates {κ i (t), r i (t)} in the growing SPAand SPA-networks. Given that in network time i, r j (i) = βr j + (1 − β)r i , in the rescaled cosmological time the evolution of the hidden variable r i of node i -in both SPA and SPA -is
where t i = β ln i is the birth time of node i. The expected node degrees, however, evolve differently in SPA and SPA, as we show below. (69)
The first term is the expected degree of node j upon its birth, and the integral is calculated in the same way as the integral in (41) , and it equals to m. The second term is
and, therefore,
This expression coincides exactly with the expression obtained in [14] for the expected degree of a node in the "hard" preferential attachment model, where the link attraction probability is a liner function of the node's degree (not expected degree). Finally, in the rescaled cosmological time, 
The first two terms are exactly the same as in SPA (69) with m replaced by m ext . The last term is the expected contribution to the j's degree from internal links, 
Combining all terms together, we obtain
and, in the rescaled cosmological time,
If β = 1/2, then, as expected, the expressions for the expected node degrees in SPA and SPA become identical.
C. Dynamic Hamiltonians
We now have all the ingredients necessary to derive the Hamiltonian describing the dynamics of network growth in SPA. We want to find Hamiltonian H such that its Hamilton's equations have (68) and (76) as the solutions.
Let H i (κ i , r i , t) be the energy contribution of node i at time t to the total network Hamiltonian
Then Hamilton's equations for node i arė
Formally integrating these equations, and noting thaṫ
we can write the solution in the following form
where ξ i (t) is some function of time t and model parametersk and β.
Since ξ i (t) does not affect the equations of motion (78), in principle, it can be chosen arbitrary. Remarkably, ξ i (t) can be chosen in such way that it is the same for all nodes, and the resulting total Hamiltonian H is identical to the ERGM Hamiltonian H SPA with node degrees replaced by their expected values. Indeed, let
Now, consider a network snapshot at time
with given (current) values of κ i and r i . Using (76), (81) and (82), we can rewrite the Hamiltonian of node i as follows
The total Hamiltonian of the snapshot is then
which is exactly the expected ERGM Hamiltonian (65). Note that since the ERGM Hamiltonian can be interpreted as the energy of a given network snapshot at some time t, the dynamic Hamiltonian with ξ i (t) in (81) yields indeed the expected energy of the snapshot. To obtain the dynamic SPA Hamiltonian, all we need to do is to set β = 1/2 in the above derivations. The energy contribution of node i is then
and the total Hamiltonian that describes the dynamics of growing networks in SPA is
As expected, this Hamiltonian is exactly the ERGM Hamiltonian of SPA (66) with the node degrees replaced by their expected values.
V. CONCLUSION
We have studied the dynamics of networks growing according to preferential attachment, and obtained two important results. First, we have shown that preferential attachment can be casted as an equilibrium exponential random graph model. In general, this result is important because equilibrium network models tend to be more amenable for analytic treatment. In particular, this result, for the first time to the best of our knowledge, provides an explicit expression P(G) ∝ exp[−H(G)] with Hamiltonian H(G) (66) for the probability P (G) that preferential attachment generates any given network G. The knowledge of P (G) can be used, for example, for answering the question of how likely it is that a given real network has been grown according to preferential attachment. This question can now be answered by standard techniques, such as comparing the probabilities P (G) of the typical preferential attachment networks and the real network under study.
Second, we have demonstrated that the growing dynamics of preferential attachment networks is Hamiltonian. Remarkably, the Hamiltonian H (85) that defines the equations of motion (68,76) describing network dynamics is nearly identical to the ERG Hamiltonian H (65). The only difference between the two is that the exact node degrees in H are replaced by their expected values in H. We have thus shown that the ensemble of random graphs that preferential attachment generates is nearly identical to the equilibrium ensemble of random graphs with power-law degree distributions. Very few real networks can be adequately modeled as random graphs in the configuration model, which suggests that some additional terms must be added to the Hamiltonian to adequately describe the dynamics of different real networks.
In the context of what these additional terms could be, we note that the derived Hamiltonian belongs to the H = xp family of Hamiltonians that show some promises as a potential proof of the Hilbert-Pólya conjecture, which is a path to proving the Riemann hypothesis [47] . The conjecture calls for finding a classical dynamical system whose Hamiltonian after quantization becomes a Hermitian operator with the spectrum coinciding with the non-trivial zeros of the Riemann zeta function. As shown in [47, 48] , a promising candidate in this programme is Hamiltonian H = xp + additional terms, where x, p are the canonical coordinates (x = κ i and p = r i in our case). More recently, it has been shown that these additional terms are likely to be such that the resulting Hamiltonian is the Hamiltonian of fermions in a Lorentzian spacetime [49, 50] . In this context, it is an interesting observation that the ERG ensemble that we found to be equivalent to preferential attachment is a degenerate case of the more general geometric network ensembles, which can be considered as a Fermi gas in a hyperbolic space, whose symmetry group is the same Lorentz group [39, 40] . This observation calls for extending the developed canonical formalism for network analysis to this more general geometric case with nondegenerate symmetries. This extension is a highly nontrivial task for a number of technical reasons, but if suc-cessful, it may shed some light on the second question we raised in the introduction, concerning small-scale dynamics of networks.
We have casted the study of complex network dynamics to the canonical formalism, in which the time evolution of a system is described by Hamilton's equationsq = ∂H/∂p andṗ = −∂H/∂q. The traditional application of the Hamiltonian formalism in mathematical physics [51] deals with the following direct problem: given a Hamiltonian H, which in most cases is the energy of the system, find the solution of the corresponding dynamical equations of motion. However, in physics history, the problem has almost always been inverse: first, chronologically, the equations of motion are found by some other, usually experimental methods, and only much later it is recognized by theoreticians that these equations are solutions of some Hamiltonian or Lagrangian systems defined by their symmetry groups. This was the case in most physics theories, from classical mechanics [51] to general relativity [20] . Our understanding of network dynamics seems to have been driven along a similar historic path. First preferential attachment was suggested as a likely mechanism responsible for the emergence of scale-free degree distributions [12] [13] [14] , experimentally validated for many real networks [15] [16] [17] [18] . And only fifteen years later have we recognized that the preferential attachment dynamics (68,76) is Hamiltonian (85). 1, . . . , N , connect node i to each existing node j < i with probability
In what follows, we show that the average degree in large networks generated by this limiting model is indeed k. At time N , the expected degree of node i is
The first sum is the expected contribution to the i's degree from older nodes, . For N = 10 2 , 10 3 , and 10 4 , the plot shows the fluctuation of the average degree in 100 independent networks generated by the limiting (β = 1) SPA model withk = 10.
As expected, the lager the network size N , the more accurate the approximation (A.97). For N = 10 2 , 10 3 , and 10 4 , the percentage of node-pairs with the relative error larger than 5% (1%) is, respectively, 40.5% (100%), 1.8% (13.6%), and 0.08% (1%).
p ext ij → 0 and p int ab (i) → 0. This means that the limiting model generates networks with no links. Remarkably, even in the limit β → 1, SPA remains strongly equivalent to SCM + . To prove this, we need to show that in this limit SCM + also generates networks without links.
The connection probability in SCM + is This means that the connection probability in SCM + converges to zero, p ij → 0, as β → 1, and therefore, even in this degenerate regime SPA and SCM + are strongly equivalent.
A.2. Accuracy of the classical limit approximation for the Fermi-Dirac distribution in SCM +
In Section III D, we used the classical limit for the Fermi-Dirac distribution in the SCM + model p SCM + (r,ŕ) ≈p SCM + (r,ŕ) =k (1 − β) 2 N e r+ŕ .
(A.102)
Here we show with simulations that this approximation is very accurate in large networks. As an example, we consider networks withk = 10 and γ = 2.5. First, we generate N hidden variables r from distribution ρ SCM + (r), and then, for each of the N 2 pairs of nodes with hidden variables r andŕ, we compute the relative error of the connection probability approximation (A.102) ε = |p SCM + (r,ŕ) −p SCM + (r,ŕ)| p SCM + (r,ŕ) .
(A.103) Figure 5 shows the relative errors sorted in the increasing order for network sizes N = 10 2 , 10 3 , and 10 4 . As expected, the larger the network, the smaller the classical limit approximation error.
