In this article we consider the semi-smooth Newton method for a class of variational inequalities. This class includes important problems like control constrained optimal control problems and state constrained optimal control problems in its penalized formulation. Moreover, Nash equilibrium problems are contained and the obstacle problem in its regularized dual formulation. We rewrite the variational inequality into a system of nonlinear equations and establish superlinear convergence for the associated Newton method. We also provide finite element discretizations for some important examples. Several numerical examples are presented to support the theoretical findings.
Introduction
Newton's method is a popular and fast method for solving equations of the type f (x) = 0 if f is differentiable. However, in many applications the resulting function f is not differentiable, but still has enough regularity to define a suitable derivative. This derivative can now be used to apply Newton's method and, most important, superlinear convergence can be shown. In this paper we want to use the concept of semi-smoothness and Newton differentiability. In fact a function is semi-smooth if it is Newton differentiable. The concept of semi-smoothness was first introduced by Mifflin in [26] for real valued functions on finite-dimensional spaces. The concept has been extended to mappings between finitedimensional spaces in [27, 28] . In [28] Qi and Sun showed superlinear convergence of the semi-smooth Newton method in finite dimensions. Applying new notions of semismoothness, in [4, 21, 34 ] the concept of nonsmooth Newton methods has been lifted to function spaces. Note that this list of papers concerning the work on nonsmooth Newton methods is far away from being complete. We also want to mention the book by Ulbrich [35] , which gives an introduction into the concept of semi-smoothness in Banach spaces. In this paper we are interested in variational inequalities of the following form. Find x ∈ F such that (F (x), y − x) X ≥ 0 ∀y ∈ F, (1.1)
where X is a suitable Hilbert space and F is a given set. The variational inequality (1.1) can be interpreted as the first-order optimality condition of a constrained optimization problem if F is the derivative of another function. Throughout this paper we assume that F is of the form F (x) = γx +F (x) with γ > 0. Many optimization problems are of this form. Consider the standard example from optimal control
with S : L 2 (Ω) → L 2 (Ω) a linear and bounded operator and α > 0. The solution of (1.2) clearly satisfies (1.1) with
The problem (1.2) is well understood in regard to convergence for α → 0, perturbed data, and numerical approximations, see e.g., [6, 32, [36] [37] [38] . Problems of this kind and close related problems have been studied widely in literature concerning superlinear convergence. Let us mention only [8, 12, 13, 20, 22, 29, 33] . Another important application are Nash equilibrium problems (NEP). Solutions of NEPs are in general not unique. It turned out that the numerical solution of NEPs with the Levenberg-Marquardt method exhibits better solution properties than the semismooth Newton method [16] . Assuming certain convexity properties, solutions of NEPs can be characterized via the solution of a variational inequality as given in (1.1). Let us mention that solving NEPs is not only interesting for solving the problem itself. Moreover, the solution of jointly convex generalized Nash equilibrium problems (GNEPs) with augmented Lagrangian methods [15] or the Moreau-Yosida regularization [9, 10] requires the solution of a sequence of sub-problems. These sub-problems turn out to be just NEPs. We will investigate NEPs like they are arising during the solution process of a jointly convex GNEP in the optimal control setting in Section 3.
As a third example we consider the obstacle problem.
s.t. y ≥ ψ.
At first glance this problem does not fit into our semi-smooth Newton setting. It is customary to tackle its inequality constraints by applying penalization based methods, see [35, Example 8.39 ] and [14, Example 8.21] . However, it is also possible to replace the obstacle problem by its regularized dual problem, which can be solved directly by applying semi-smooth Newton methods and rebuild the solution of the primal problem, see [35, Chapter 9.2] . The aim of this paper is to analyze an abstract problem which covers all of these examples. We start with the variational inequality (1.1) and show how to apply the semi-smooth Newton method. Furthermore, we establish sufficient conditions for superlinear convergence. After that we show that the examples already mentioned fit into our framework and satisfy these conditions. Moreover, we establish finite element discretizations using the semi-smooth Newton method. Some of the results in this paper are already known for some specific examples mentioned above, but to the best of our knowledge there is no work, where the semi-smooth Newton method was analyzed for our general variational inequality. We aim at giving a rigorous analysis of the superlinear convergence using only a minimal amount of assumptions to include as many applications as possible. Furthermore we hope to provide an overview of how to apply the semi-smooth Newton method to solve the presented problems numerically. The paper is organized as follows. In Section 2.1 we show how to rewrite the variational inequality (1.1) into a system of nonlinear equations. After that we introduce the semi-smooth Newton method and the underlying concept of semi-smoothness in Section 2.2. We end this part with the convergence result Theorem 2.10 that states superlinear convergence of the corresponding semi-smooth Newton methods under reasonable assumptions in Section 2.4. The next part is devoted to some popular examples. We will show that these examples fit in our setting and can therefore be solved by the semi-smooth Newton method. We start with a (reducible) PDE-constrained NEP in Section 3.1, which is then extended to a non-reducible NEP in Section 3.2. There we also derive sufficient conditions for the existence of minimizers. The obstacle problem, or rather its regularized dual problem is investigated in Section 3.3. Moreover, we provide the corresponding implementation and numerical examples for these problems. Furthermore we introduce active-set methods and show its equivalence to the semi-smooth Newton method for these specific examples.
Semi-Smooth Newton Method
In this section we want to establish the concept of semi-smoothness and present sufficient conditions for superlinear convergence of the semi-smooth Newton method.
Problem Setting
Let X denote the space X := L 2 (Ω) N , where N ∈ N. The space X becomes a Hilbert space with the scalar product
Further we define the closed, convex set
with a, b ∈ L 2 (Ω) N . We consider an operator F : X → X. We aim at finding an x ∈ F such that the following variational inequality
is satisfied, by applying a semi-smooth Newton method. By [19, Theorem 1.4] we know, that (2.1) admits a (unique) solution if F is (strongly) monotone. It is well known that the problem of finding x that satisfies (2.1) can be equivalently expressed in terms of the projection formula, i.e.
Here the operator P F : X → X is defined by a componentwise projection
Hence, we consider
and want to findx ∈ X such that G(x) = 0.
The Semi-Smooth Newton Method
In this section we consider a general mapping G : X → Y , where X, Y are Banach spaces.
On an abstract level, the definition of semi-smoothness in the sense of Ulbrich [34] considers set-valued derivatives ∂G : X ⇒ L(X, Y ) and a point-based choice of elements H, i.e. H ∈ ∂G(x). The general concept is given by the following definition.
Definition 1 (Semi-smoothness). Let X, Y be Banach spaces and G : X → Y be a continuous operator near x. Let the set-valued mapping ∂G : X ⇒ L(X, Y ) with nonempty images be given. Then G is called ∂G-semi-smooth at x ∈ X if sup H∈∂G(x+v)
However, finding such a set-valued mapping ∂G is a non-trivial task. Let us therefore introduce the concept of the Newton derivative.
Definition 2 (Newton derivative). Let X, Y be Banach spaces. The mapping G : X → Y is called Newton differentiable if there exists a linear and continuous mapping
for every x ∈ X. The mapping H(x) is called the Newton derivative of G in x.
At some point we will also call the mapping H the Newton derivative of G. Let us define the mapping
On the other hand, if we pick a specific element H ∈ ∂G(x), this mapping H is a Newton derivative of G in x. Let us clarify the advantage of the concept of Newton derivatives. The concept of semismoothness is a quite general concept, but it needs the concept of multi-functions, which is not the case for the Newton derivative. Furthermore for many functions a Newton derivative is available or can be computed, allowing to apply the semi-smooth Newton method. Let us present a class of functions which are semi-smooth. Proof. Let x, v ∈ X. We now obtain directly
where we exploited the definition and continuity of the Fréchet derivative.
Throughout the rest of the paper we will omit the mapping ∂G in the definition of the semi-smoothness, if the mapping ∂G is clear from the context. Hence, we will say a function is semi-smooth instead of ∂G-semi-smooth. For our applications we will explicitly state a Newton derivative. The semi-smooth Newton method for finding a solution of G(x) = 0 is given in the following algorithm.
Algorithm 1 Semi-smooth Newton method
Applying the definition of a Newton step we get
Based on this estimate it is easy to see ( [14, Theorem 8.16] ), that Algorithm 1 converges superlinearly to a solutionx of G(x) = 0 if the following two conditions hold:
1. Approximation condition: G : X → Y is continuous and semi-smooth at a solution x of G(x) = 0, i.e.
for all H ∈ ∂G(x).
Regularity condition:
There exists a constant c > 0 and an ε > 0 such that for every x satisfying x −x X ≤ ε all H ∈ ∂G(x) are invertible and
Semi-Smoothness of the Projection Operator
In Section 2.2 a basic ingredient for the superlinear convergence of the semi-smooth Newton method was the semi-smoothness of the function G from a space X to Y . We are interested in functions G : X → X with X = L 2 (Ω) N and
see (2.4) . For G to be semi-smooth it is necessary that the projection is semi-smooth. In the following we want to show semi-smoothness for the projection with bounds in L 2 (Ω). Note that the result [35, Theorem 4.4 ] needs bounds with a higher regularity, i.e. L p (Ω) regularity with p > 2. Let us start with the finite dimensional case.
A proof can be found in [11, Example 2.5 ]. This result is now lifted to the infinite dimensional case.
where s is chosen such that
A similar proof can be found in the PhD-Thesis [31] . Let x ∈ L q (Ω) be arbitrary and
We have to check property (2.5). First we extract a subsequence (s k ) k∈I with an index set I such that s k (ω) → I 0 for almost all ω ∈ Ω. To shorten the notation we furthermore define v := m(x) and v k := m(x k ). We now use Lemma 2.2 to obtain
for almost all ω ∈ Ω. The quotient on the left side is understood to be zero whenever s k (ω) = 0. Now we use that the projection m is nonexpansive and obtain
By applying Lebesgue's dominated convergence theorem we obtain
Hence, by applying Hölder's inequality we get
Since this argumentation can be repeated for any subsequence of (s k ) k the limit in (2.7) holds in fact for the whole sequence.
With a similar argumentation we get the following result.
Note that the norm gap p < q is indispensable for Newton differentiability of the projection operator see for instance [14, Example 8.14] . Hence the functions defined in (2.6) and (2.8) can in general not serve as a Newton derivative for m :
This causes trouble proving superlinear convergence since we cannot expect that the approximation condition holds. To bridge this norm gap, one needs additional structure. For problems that involve partial differential equations this structure is often given by smoothing properties of the corresponding solution operators. The function h(x) defined in (2.6) can be interpreted as a mapping from
Using Hölder's inequality we obtain that
. As a corollary we obtain that the projection P F :
3) is semi-smooth. This can be seen by introducing the mapping
The mapping Π ν is linear and Fréchet differentiable, hence semi-smooth by Lemma 2.1.
We now obtain that P ν
is a composition of semi-smooth functions, hence semi-smooth from
see Lemma 2.6. Using [11, Theorem 2.10] we obtain that P F is semi-smooth from
Convergence Analysis
In this section we return to G as given in (2.4). We will prove that under some assumptions G satisfies the approximation and regularity condition from Section 2.2 leading to superlinear convergence of Algorithm 1.
Let us recall that the norm gap is crucial for proving semi-smoothness of the operator G from (2.4), since x inside the argument of the projection operator is only assumed to be an element of L 2 (Ω) N . We therefore restrict ourselves to a special class of operators F . To simplify our notation we define
Assumption 2.5. We assume that F from (2.1) is given in the form
whereF : X → Y q with q > 2 such that each componentF ν is semi-smooth and locally Lipschitz from X to L q (Ω) for all x.
A similar assumption was made in [35, Chapter 4] . Note that this assumption implies thatF is semi-smooth and locally Lipschitz from X to Y q for all x. Since equation (2.4) holds for all κ > 0, we can make the special choice κ := 1 γ . Thus Assumption 2.5 allows us to make the following reformulation
SinceF is semi-smooth from L 2 (Ω) N into Y q with q > 2, this setting allows us to gain semi-smoothness of G as defined in (2.9). To simplify our notation let us introduce the following operators. Recalling the matrixvector multiplication in R n we define diag(d i ) to be a diagonal matrix with entries
In a similar way we define
We recall the following chain rule for the composition of semi-smooth operators as given in [11, Theorem 2.10].
This chain rule allows us to show semi-smoothness of G.
Lemma 2.7. Let Assumption 2.5 be satisfied. Then the operator G : X → X is ∂G-semi-smooth with respect to the set
where
holds for almost all ω ∈ Ω. Note that we are suppressing the x-dependence in χ I ν for the sake of clarity.
Proof. By Assumption 2.5 we know thatF is semi-smooth and locally Lipschitz continuous from X to Y q . This allows us to apply the chain rule and we conclude that
is semi-smooth from Y q where q > 2 to X. Since Fréchet differentiable functions (Lemma 2.1) and sums of semi-smooth functions [11, Theorem 2.10 b)] are semi-smooth we know that x − P F − 1 γF (x) is semi-smooth in X. Hence G is semismooth in X. Further, the representation of the derivative follows immediately with the cain rule where the derivative M can be deduced from [11, Example 2.5] .
From now on we consider F to be given as defined in Assumption 2.5. Let us give an example of an operatorF that satisfies this assumption.
Corollary 2.8. LetF be an affine mapping withF x = T x+b, T ∈ L(X, Y q ) and b ∈ Y q with q > 2. Then
is semi-smooth and a Newton derivative is given by
where χ I ν is defined as in (2.11) .
Proof. The operatorF is Fréchet differentiable with Fréchet derivativeF = T . Hence, in particular it is semi-smooth (Lemma 2.1). Further, linearity ofF yields Lipschitz continuity and we get the desired derivative by applying the chain rule.
Operators of this form arise for example in optimal control problems governed by linear partial differential equations with control constraints. HereF is the control-to-adjointstate mapping p(u) := S * (Su − y d ), where S denotes the (linear) solution operator of the underlying state equation, see also Section 3.4.
Due to Assumption 2.5 the operator G from (2.9) already satisfies the approximation condition. We make the following assumption that implies the regularity condition in order to conclude convergence of the semi-smooth Newton method for solving (2.2).
Assumption 2.9. Assume that every operator M ∈ ∂F : X → L(X, Y q ) is positive semidefinite for all x ∈ X with respect to the scalar product in X, i.e.
holds for all M ∈ ∂F (x) and all x ∈ X.
We will show in detail that this assumption is satisfied for a NEP in an optimal control setting and the regularized dual version of the obstacle problem in Section 3. It is well known [3, Proposition 4.1.6] that ifF : X → Y q is Gâteaux differentiable for all x ∈ X and monotone, then the Gâteaux derivative DF is positive semidefinite for every x. Let us emphasize the importance of the underlying concept of differentiability. We consider the following simple example. Let f : R → R with f (x) = x. Then f is clearly monotone and continuously differentiable with derivative f (x) = 1 which is clearly positive semidefinite. Let us define the following set
Again we implicitly identify g δ ∈ R with its pointwise multiplication g δ ∈ L(R, R). Then f is clearly ∂f -semi-smooth. For the case x = 0 and δ < 0 the Newton derivative g δ ∈ ∂f (0) is clearly not positive semidefinite. However, if we choose δ ≥ 0 positive semidefiniteness is preserved. This shows that the correct choice of the Newton derivative is essential. We now have everything at hand to show superlinear convergence of the semi-smooth Newton method.
Theorem 2.10. Letx solve G(x) = 0 with G as given in (2.9). Let Assumption 2.5 and 2.9 be satisfied. If x 0 −x X is sufficiently small the iterates x k from Algorithm 1 converge superlinear tox.
Proof. Due to Assumption 2.5 the operator G satisfies the approximation condition.
We are left to check the regularity condition. By Lemma 2.7 we know that a derivative of G at the point x k is given by
where χ I ν k is defined as in (2.11) and M ∈ ∂F (x k ). Note that χ I ν k depends on x k . We want to apply the Lax-Milgram theorem to obtain boundedness of H −1 . However, a direct application to the bilinear form (Hw, v) X is not possible since it is not coercive in general. We consider instead an equivalent formulation which satisfies the assumptions of the Lax-Milgram theorem. We denote by x k+1 := x k + δ k the next iterate of the semi-smooth Newton method. A Newton step is given by
Using this representation we see that
where the sets A
Let us define
Using the decomposition x k+1 = χ I k x k+1 + (1 − χ I k )x k+1 and exploiting the identities
we have the equivalent formulation
Applying the decomposition
Defining the bilinear form a(w, v) = Id +
Thus, with Assumption 2.9 and using that χ I k is selfadjoint with respect to the scalar product in X we obtain
Note that in the last step we used
. Hence a(w, v) satisfies the conditions of the Lax-Milgram Theorem, which yields boundedness of H −1 X→X .
Applications
As mentioned in the introduction the variational inequality (2.1) incorporates many important examples. In this section we want to analyze some select problems, show how to apply the semi-smooth Newton method and how to discretize them. We will not only present the Newton method itself, but also an equivalent active-set method which is in some situations more suitable from a numerical point of view.
A PDE-constrained NEP
For N > 1, the variational inequality (2.1) can be deduced from a Nash equilibrium problem (NEP). We consider a NEP in the optimal control setting. Here, N ∈ N denotes the number of players. The strategy space of all players is given by L 2 (Ω) N . The player ν is in control of the variable u ν ∈ L 2 (Ω). The strategies of all players, except the ν-th player are denoted by u −ν ∈ L 2 (Ω) N −1 . Hence we have the notation u := (u ν , u −ν ). Each player aims at solving the optimization problem
ad is bounded and convex, hence weakly compact. Further f ν (·, u −ν ) is assumed to be convex and continuously Fréchet differentiable for every given u −ν . Using the Fréchet differentiability of f ν we can define the mapping
Here D u ν denotes the partial derivative with respect to u ν . It is well known that solutions of the problem (3.1) can be characterized via solutions of the variational inequality (2.1).
Problem Setting
In this section we want to apply the semi-smooth Newton method to a special kind of problem (3.1). Let Ω ⊆ R n with n = 1, 2, 3 a bounded Lipschitz domain and u a , u b ∈ L 2 (Ω) N . Problems of this type are arising during solving generalized Nash equilibrium problems (GNEPs) where the individual problem is given by
by applying an augmented Lagrange method, see [15] . Here ψ ∈ C(Ω) defines an additional upper bound for the state y = Su. To guarantee the existence of Lagrange multipliers it is necessary to have ψ ∈ C(Ω), see [17] . The Banach space Y depends on the kind of partial differential equation and is assumed to be embedded in L 2 (Ω). We assume that the operator A : Y → H −1 (Ω) is linear, bounded and continuously invertible. Note that this is the case for A := −∆, which is an isomorphism from H 1 0 (Ω) to its dual H −1 . This can be proven using the Lax-Milgram theorem. Since u ν ∈ L 2 (Ω) → H −1 (Ω) the state equation is well-posed. Exploiting that A −1 maps from H −1 (Ω) to Y → L 2 (Ω) we make in the following use of the solution operator
The reduced formulation reveals the structure of a generalized Nash equilibrium problem, where each player's strategy affects the solution of the common state y. Solving (P ) with an augmented Lagrange method requires a sequence of solutions of the following Nash equilibrium problem, where α, ρ > 0 .
withμ(u) := (µ + ρ(Su − ψ)) + and µ ≥ 0 is assumed to be a function in L 2 (Ω).
Following [15] we know that the operator
is strongly monotone. Furthermore we know that the function
is convex and its derivative is monotone. Hence
is strongly monotone and we conclude that the NEP (P AL ) admits a unique solution. Due to convexity of the cost functional the solution of the NEP can be characterized via controls u ∈ L 2 (Ω) N that solve the variational inequality
where the projection is again defined in each component. Thus, we want to solve the system
where the ν-th component of G is given by
The derivative of f AL ν (u) is given by
As usual we set the adjoint state via
Proof. Clearly F is given in the Form F u = γu +F (u) with γ = α andF (u) = p(u).
We have to show that p ν is semi-smooth and locally Lipschitz continuous from X to L q (Ω).
Let us first take a look at the regularity of the adjoint state. We note that S * ν :
We split the adjoint state in two parts
Clearly the first part is Fréchet differentiable, hence semi-smooth due to Lemma 2.1 and Lipschitz continuous from X to L q (Ω). Recall that we need the norm gap in order to prove semi-smoothness of the maximum operator. For the second part, we know from [13, Proposition 1.1, 1.2], see also Corollary 2.8, that the mapping u →
. Since S * ν maps linear to L q (Ω) we gain semi-smoothness and Lipschitz continuity of the whole second part.
With the choice κ := 1 α our problem to solve turns to
and we get the following result
Proof. By Lemma 3.1 the control-to-adjoint-state-mapping u → p ν (u) is semi-smooth and locally Lipschitz from L 2 (Ω) N to L q (Ω) with q > 2. The discussion from the end of Section 2.2 yields the desired result.
Let us analyze the problem in more detail. Using the notation introduced in Theorem 2.10 we have that the Newton-derivative H of G at the point u k is of the form
With this definition we can write
By Corollary 2.8 a Newton derivative ofμ(u k ) is given by
Hence we obtain that the ν-th component of M is given by
and end up with the following theorem.
Let us analyze this problem in more detail. In particular we want to provide a finite element discretization. The sets defined in (2.12) now read as
The additional set Y k will be helpful in the subsequent analysis. Following the lines of Theorem 2.10 we obtain that the following equality holds
Thus, on the set I ν k we obtain 
The Newton step can now be written in the following compact form.
Lemma 3.4. The solution u k+1 of one step of the semi-smooth Newton step is given by
where u I k+1 is given as the solution of the linear system
The complete semi-smooth Newton method is given in the following algorithm.
Algorithm 2 Semi-smooth Newton method for problem (P AL )
Theorem 3.5 (Convergence of the semi-smooth Newton method). Letū denote a solution of (P AL ). The semi-smooth Newton method from Algorithm 2 has the following properties a) Let u 0 −ū L 2 (Ω) N be sufficiently small. Then the iterates u k converge for k → ∞ superlinearly toū with corresponding stateȳ = Sū which is the solution of (P AL ).
b) The stopping criterion from step 7 yields u k such that G(u k ) = 0.
Proof. a) We already know from Lemma 3.1 that Assumption 2.5 is satisfied. It remains to check that T is a positive semidefinite operator. We have
Hence Assumption 2.9 is satisfied and we get the desired result by Theorem 2.10. b) We know that the solution of (3.5) is unique for fixed sets A k+1 +
Together with u k+1 = u a on A a k and u k+1 = u b on A b k we get
Hence u k+1 is a solution of (3.2).
Equivalence to Active-Set Method
In this section we want to introduce an active-set method which is equivalent to the semismooth Newton method. For additional information regarding active-set methods, we want to refer to [2, 8, 12, 13, 30] and the references therein. Let us establish the relation between the semi-smooth Newton method and the active set method. We decouple the state y and the adjoint state p from the control u. Hence, first-order optimality conditions (F (ū), v −ū) X ≥ 0 ∀v ∈ U ad , can be rewritten as the following system
Reformulating (3.6c) by applying the projection formula one has to solve systems of this type in the active-set method which is defined below.
Algorithm 3 Active-set method for problem (P AL )
Considering the active set method from Algorithm 3, equation (3.7b) yields the identity
) . Inserting this identity in (3.7c) and exploiting y k+1 = Su k+1 from (3.7a) we get
which coincides with a Newton step from (3.5) . In a similar way we can start with the Newton method and derive the active-set method. Hence both methods are equivalent.
Implementation
Let us now focus on details concerning the implementation of Algorithm 2. Let V h denote a finite dimensional test function space. We define the bilinear form
Then, the discretized version of (3.6) is given by the solution (y h , u h , p h ) of the system
Since for a given u h there exists a unique y h (u h ) and a unique adjoint states p ν h (u h ), system (3.8) can be reduced to the single equation
Again we define the active and inactive sets for the discrete function u k,h :
We now define the functions u I k+1,h := χ I k u k+1,h , where
. Following the lines of Section 3.1 we can establish a linear equation for the components of u I k+1,h :
We want to solve this system by testing it with a function v h ∈ V h . Note that we have u ν,I
k+1,h ∈ V h in general, but it can be calculated as an projection u ν,I
k+1,h = χ I ν kũ ν k+1,h of a functionũ ν k+1,h ∈ V h , see (3.8) . In the following denote u h ∈ R m the coefficient vector of a function u h ∈ V h , where m denotes the dimension of the space V h . Furthermore we assume that u ν a , u ν b ∈ V h . We can reformulate the Newton step as a linear system in the coefficient vectors ofũ ν k+1,h .
Lemma 3.6. The coefficient vectorsũ ν k+1,h for 1 ≤ ν ≤ N satisfy the linear system
as well as
and matrices
We can reconstruct the state and the adjoint states using the coefficient vectorsũ ν k+1,h .
Corollary 3.7. The coefficient vector of the state y k+1,h satisfies
and the coefficient vector of the adjoint state p ν k+1,h can be computed by
The control u ν k+1,h can be computed by
We only need the adjoint states to update our active sets, hence kinks and discontinuities in the control will not be accumulated during the algorithm. This is an advantage over the discrete version of the active set method. However, the expressions arising in the Newton method are more complicated than the expressions in the active set method.
Let us also present a numerical implementation of the active-set method.
Lemma 3.8. One step of the active-set method from Algorithm 3 can be computed by solving the system 
where E 1 := −M · · · −M ∈ R m×N m and
and right hand side
with the notation used in Lemma 3.6.
Let us now compare the discrete Newton step (3.9) and the discrete active-set method (3.10). The entries on the diagonal of the matrix on the left hand side of (3.9) E ν,ν are symmetric. However, for N > 1 the resulting system is not symmetric. Note that the matrix (3.9) should not be computed explicitly due to the appearance of K −1 . Still it is possible to compute its matrix-vector multiplication. This makes it impossible to apply a direct solver or a preconditioner which is based on decomposition, i.e. LU-factorisation. However, it can be solved by iterative methods, i.e. GMRES or BiCGSTAB. The resulting system for the active-set method (3.10) is not symmetric even for N = 1, but it can be solved by a direct solver with a preconditioner, i.e. incomplete LUfactorisation.
Numerical Example
The aim of this subsection is to present a numerical example for the PDE-constrained NEP presented in Subsection 3.1 with A = −∆. Before we present our example let us Table 1 : Computed rate of convergence κ k for the two player GNEP.
introduce the quantity
, which is an approximation for the numerical rate of convergence. If the sequence (u k ) k ⊂ X converges superlinear we expect κ k ∈ (1, 2) for k large enough. Note that we do not have an exact solution available to compute the rate of convergence, but in practice κ k will give a good approximation. We use a regular triangulation with h = 4 · 10 −2 . The matrices are computed using DOLFIN [24, 25] , which is part of the open-source computing platform FEniCS [1, 23] and the linear systems are solved with NumPy. The computed rates of convergence can be found in Table 3 
A non-reducible Nash equilibrium problem
Nash equilibrium problems in the optimal control setting with identical tracking type cost functional for each player, i.e.,
where S denotes the solution operator of a linear elliptic partial differential equation can be reduced to a single convex control problem via
where X := L 2 (Ω) N . This easily yields the existence of a unique equilibrium for α > 0 [10, Proposition 3.10] . Let us now analyze the case if the tracking type functional for the ν-th player is considered on a subset Ω ν ⊂ Ω only. In this case reduction to a single control problem is not possible. We consider the cost functional
and analyze the problem
Our aim is to investigate under which conditions (3.11) admits a unique solution. Let Ω ⊆ R n a bounded Lipschitz domain and Ω ν ⊆ Ω for ν = 1, ..., N . We define the characteristic function
and the operator
Hence, we want to solve an equation where the ν-th component is given by
One may notice that we impose stronger assumptions on the upper and lower bound of the control constraints than in Section 3. We need this stronger regularity u ν a , u ν b ∈ L ∞ (Ω) to satisfy Assumption 2.9. However, for applying the semi-smooth Newton method without any convergence statement it is enough to claim u ν a , u ν b ∈ L 2 (Ω) and follow the construction presented in Section 3.1.
It is known that the NEP (3.1) admits a unique solution if F is strongly monotone. The next theorem states that this is the case if the regularization parameter α is chosen large enough, depending on the sets Ω ν . Let us define the set
with associated characteristic function χ Z . Theorem 3.9. Let α large enough, i.e.
Then F is a strongly monotone operator.
We now use the decomposition
and Young's inequality to obtain
Due to our assumption on α we now conclude that the operator F is strongly monotone.
The condition on the regularization parameter α is needed to guarantee the existence of a unique solution of (3.11). If α is chosen too small the resulting operator F might not be strongly monotone. Let us take a closer look at the offset
Note that this is the case for many partial differential equations, especially for the case S ν = ∆ −1 . Due to the continuity of S ν we know that the number
Thus, we can interpret the offset (3.13) as the maximum difference of the set Z = ∪ ν Ω ν and the sets Ω ν . If Ω ν = Ω for all ν this offset is obviously zero and we are in the setting of Section 3.1. However, if the offset is too large, the existence of minimizers can not be guaranteed by our theory. It is quite interesting that the operator F is still monotone if all the domains Ω ν coincide, but not necessarily equal to the domain Ω. Note that Theorem 3.9 shows that the solution of the NEP is unique for sufficiently large α. Let us now check on the assumption needed for superlinear convergence of the semi-smooth Newton method. In contrast to Section 3.1 where Ω ν = Ω for all ν we have to be more careful about the splitting of the operator F . In fact we defineF as
.
Hence F is of the form F (u) = γu +F (u) with γ := α/2. Although this splitting seems rather odd at first glance it is needed to use the general framework we establish so far. Setting κ := 2 α we notice that the ν-th component of the equation to solve now changed from (3.12) to
Clearly we have a splitting of the form F (u) = γu +F (u) which shows that Assumption 2.5 is satisfied. Note that we need that u ν ∈ L ∞ (Ω) to get the semi-smoothness from
We have to check that the derivatives ofF are positive semidefinite. Here we need the additional term inF ν . The proof basically follows the proof of Theorem 3.9 and is omitted here.
Lemma 3.11. Let α large enough, i.e.,
Then the differentialF given by
is positive semidefinite.
This shows that also Assumption 2.9 is satisfied if the regularization parameter α is chosen large enough. Hence, we get that the semi-smooth Newton exhibits superlinear convergence.
For the sake of completeness let us state the first-order necessary optimality conditions. We have
where A denotes the linear elliptic operator of the associated partial differential equation. The associated Newton and active-set method can now be derived in a similar way as in Subsection 3.1.3 and is omitted here.
To bridge the final gap to Section 3.1 consider the NEP
with µ(u) := (µ + ρ(Su − ψ)) + . Since µ(u) is monotone Theorem 3.9 and Lemma 3.11 can easily be adapted to that case and hold with the same estimates for α.
The Obstacle Problem
The next example which we want to analyze is the obstacle problem. We cannot directly apply the semi-smooth Newton method so we analyze its dual problem. It turns out that the regularized dual problem fits into our framework and also exhibits superlinear convergence.
Problem Setting
Let Ω ⊆ R d be a bounded, convex domain. We consider the obstacle problem 15) where
(Ω) and ψ ∈ H 2 (Ω) denotes a fixed obstacle. Here y denotes the position of a membrane that is tightened over the obstacle ψ and is attached to the boundary ∂Ω. It is common to apply a Moreau-Yosida regularization to the constraint y ≥ ψ see [35, Example 8 .39] and [14, Example 8.21] . In this way the arising subproblems obviously do no further obtain constraints on y and are way easier to solve. Nevertheless, we intend to apply a semi-smooth Newton method directly to (3.15) . However, since the obstacle problem (3.15) is not posed in L 2 (Ω) it does not fit in the setting from Section 2. We therefore apply the technique of dual regularization to obtain the dual problem that is posed in L 2 (Ω). Similar techniques are used in [18] . We define the set Y ad := y ∈ H 1 0 (Ω) : y ≥ ψ and rewrite (3.15) as the primal problem
where I denotes the indicator function of Y ad , i.e.
It is well known that the primal problem admits a unique solutionȳ ∈ Y ad that even satisfiesȳ ∈ H 2 (Ω). Applying the Fenchel Rockafellar duality theory [5, Chapter III.4] we get the extremality relationū ∈ ∂J(ȳ), whereū denotes the solution of the dual problem. Henceū = −∆ȳ and we know thatū ∈ L 2 (Ω). Moreover one can derive the corresponding dual problem that is posed in L 2 (Ω).
where y = Su is the solution of the elliptic partial differential equation
The dual problem is not coercive. For that reason we consider the regularized problem
which is strongly convex, coercive and has a unique solutionū ∈ L 2 (Ω), see [35, Theorem 9.24] . Setting U ad := u ∈ L 2 (Ω) : u ≥ 0 first-order necessary optimality conditions of the regularized dual problem are given bȳ
Lemma 3.12. The operator F (u) := Su − ψ + αu satisfies Assumption 2.5 and 2.9.
Proof. Clearly F is of the form F (u) = αu +F (u) withF (u) = Su − ψ. SinceF is Fréchet differentiable we know from Lemma 2.1 that the operator is semi-smooth and locally Lipschitz continous from L 2 (Ω) to L q (Ω) with q > 2. Hence, Assumption 2.5 is satisfied. Clearly,F = S. Since Ω is convex we have that y = Su ∈ H 2 (Ω) ∩ H 1 0 (Ω), see [7] . Hence, ∆y ∈ L 2 (Ω) and we conclude using integration by parts
ThusF is positive semidefinite and Assumption 2.9 is satisfied.
We use the first-order necessary optimality condition
We define the active set
Applying the semi-smooth Newton method to (3.16) we get that the solution u k+1 of one step of the semi-smooth Newton step is given by
where u I k+1 = χ I k u k+1 is given as the solution of the linear system
We obtain the following semi-smooth Newton method. Since Assumption 2.5 and Assumption 2.9 are satisfied we get from Theorem 2.10 that the semi-smooth Newton method from Algorithm 4 converges superlinearly. Moreover, following the lines from the proof of Theorem 3.5 b) one can see that the stopping criterion from step 7 yields (u k , y k ) that satisfies (3.16).
Equivalence to Active-Set Method
From (3.16) we can easily derive an active-set method. Denote u the dual variable and y = Su its associated primal variable. Let u k and y k be given. The active-set method is given in the following algorithm. Inserting y k+1 = Su k+1 from (3.19a) in (3.19b) we get
where we exploited that u k+1 = 0 on 1 − χ I k . This coincides with the Newton step from (3.18) . This shows that both methods are equivalent.
Implementation
We start with the implementation of the semi-smooth Newton method. Again we define the active set I k := {x ∈ Ω : − 1 α (y k,h − ψ) ≥ 0}.
By testing the Newton equation (3.18) with a function v h ∈ V h we obtain the associated Newton method
where the dual variable can be reconstructed by u k+1,h = χ I kũ k+1,h , which is not a finite element function in general. This system can be solved by using GMRES. The primal variable can be computed by
Let us continue with details concerning the implementation concerning the active-set method from Algorithm 5. In this case the next iterates u k+1,h and y k+1,h are computed by solving the system −M K M We compute the solution on a regular triangulation with mesh size h = 1.4 · 10 −2 , α = 10 −4 and linear finite elements. We use the active-set method (3.20) and solve the resulting system with NumPy and FEniCS. The algorithm stops after 11 iterations.
To observe the superlinear convergence we compute again the quantity
, both for the dual variable u k and the associated primal variable y k . Note that κ(u k ) is an approximation for the convergence rate for the sequence (u k ) k .
The computed results can be seen in Figure 4 and the convergence rates are given in Table 3 
Control and State Constrained Optimal Control Problems
Reducing the problem (P ) to a one player problem we get a state and control constrained elliptic optimal control problem. Eliminating the state constraints from the set of explicit constraints by applying an augmented Lagrange method, our theory from Section 2 is obviously applicable to the solution of the arising augmented Lagrange sub-problem, see also [12] . One can further consider only control constrained optimal control problems min u∈L 2 (Ω)
s.t. u a (x) ≤ u(x) ≤ u b (x) a.e. in Ω, (3.21) where u a , u b ∈ L 2 (Ω) and S : H −1 (Ω) → L 2 (Ω) denotes the solution operator of an elliptic partial differential equation. Solutions of (3.21) can be characterized viā u − P U ad (ū − κ(S * (Su − y d ) + αu)) = 0.
With the same arguments as in Section 3 we have that F (u) = S * (Su−y d )+αu satisfies Assumption 2.5. FurtherF (u) = S * (Su − y d ) is Fréchet differentiable with derivative S * S. HenceF is clearly positive semidefinite and satisfies Assumption 2.9.
