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ABSTRACT 
In the theory of vector and matrix norms, one poses problems of the following 
type: New norms are generated by simple operations on existing norms, and one 
asks which properties of the old norms carry over to the new ones. Further, certain 
classes of norms, obtained by special constructions, are characterized by algebraic 
properties. An example of the latter is the characterization of operator norms in 
the set of all submultiplicative matrix norms (Schneider, Strang, Steer). 
Putting aside the question of the direct application to numerical problems, 
many of the concepts used in these investigations do not depend on the special 
character of matrix algebra. In this paper, one considers an arbitrary (not necessarily 
associative) algebra ‘4 over the field C of complex numbers. If p is a norm on A then, 
under appropriate assumptions, (1) -defined below-is again a norm. Properties 
of this mapping from the old norm to the new norm are considered. For example, 
it is shown that, on any finite dimensional algebra with unit element, there exists 
norms satisfying (3) and (4). 
Der Ausgang der folgenden iiberlegungen ist die Theorie der Vektor- 
und Matrixnormen, die, ursprtinglich von Fragestellungen der numerischen 
Mathematik angeregt, inzwischen in einer groI3en Zahl von Arbeiten 
ausgebaut worden ist. Wir nennen vor allem Arbeiten von A. Ostrowski 
[7], von F. L. Bauer, A. S. Householder und ihren Schiilern (vgl. [3]). 
Zumeist stellen sich hier Probleme folgender Art: Durch einfache Opera- 
tionen werden aus vorgegebenen Normen neue gebildet, es wird gefragt, 
welche Eigenschaften sich hierbei vererben. Gewisse Klassen von Normen, 
die durch spezielle Konstruktionen gewonnen werden, sind durch ,,al- 
gebraische“ Eigenschaften zu charakterisieren. 
* Dedicated to Professor 4. M. Ostrowski on his 75th birthday. 
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Ein Beispiel hierftir ist die von Schneider und Strang [8] sowie Stoer 
[9] gegebene Charakterisierung der Operatornormen (lub-Normen) in 
der Menge aller submultiplikativen Matrixnormen. Es zeigt sich, daIj 
die Operatornormen genau die minimalen Elemente in der Menge der sub- 
multiplikativen Normen sind (in der nattirlichen Halbordnung). Ahnliche 
Probleme wurden von Focke [l] untersucht. 
Wenn man von der unmittelbaren Verwendbarkeit zur Behandlung 
numerischer Probleme absieht, so scheint es bei vielen der hier benutzten 
Begriffe gar nicht auf die spezielle Gestalt der Matrizenalgebra anzu- 
kommen. Wir gehen im folgenden von einer beliebigen, nicht notwendig 
assoziativen Algebra A tiber dem K&per C der komplexen Zahlen aus. 
1st fi eine Norm auf A, so ist r, 
7(x) =;;y’#, B’cA, H’#c$, B’$O, 
Z 
(1) 
unter geeigneten Voraussetzungen wieder eine Norm. Wir schreiben dann 
r = @, B’]. Wir untersuchen die ,,Zuordnung“ p + Y, vor allem den 
Zusammenhang zwischen den Eigenschaften ,,selbstzugeordnet“, d. h. 
P = [P, B'l, (2) 
und ,,submultiplikativ” 
P(XY) G P(X)P(Y)P Vx,ygA (3) 
sowie (falls A ein Einselement e besitzt) 
p(e) = 1. (4) 
Diese Fragestellung wird durch die Theorie der Matrixnormen nahegelegt : 
Die Operatornormen sind alle selbstzugeordnet. Den ifbergang (1) zu 
einer neuen Norm findet man z. B. such bei Loomis [4] mit dem Ziel, 
auf einer Banachalgebra mit Einselement e eine topologisch aquivalente 
Norm mit (4) einzufiihren. 
Ein Teil dieser Arbeit ist Existenzproblemen gewidmet. Es wird 
z. B. gezeigt, daf3 es auf jeder endlichdimensionalen Algebra mit Eins- 
element (assoziativ oder nicht) Normen mit (3), (4) gibt. Der Verfasser 
dankt Herrn H.-J. Rein ftir einen Hinweis zum Beweis dieses Satzes. 
Wir erlautern jetzt noch, wie der ijbergang von der Matrizenalgebra 
zu allgemeineren Algebren (die i. a. nicht als Operatorenalgebren gedeutet 
werden kiinnen) durchgeftihrt wird. Sei I/’ der komplexe a-dimensionale 
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Vektorraum C”, sei A die Algebra der komplexen ;Llatrizen der Ordnung 
n. Wir fassen A als Algebra der linearen Operatoren in I’ auf. Jeder 
zum Nullpunkt symmetrische konvexe KGrper in I’ bzw. A erzeugt eine 
Sorm auf I/ (Vektornorm) bzw. A (Matrixnorm). Sei g eine Vektornorm. 
Die durch 
definierte Matrixnorm (Operatornorm zu q, der Vektornorm q zugeordnete 
Matrixnorm, least upper bound norm, lub-Norm, lub,) ist die natiirliche 
Norm der Operatorenalgebra A des Ranachraums I’ mit der Norm q. 
Andererseits erzeugt die Norm q auf dem Dualraum ‘v* eine Norm 
q* durch 
(Wir bezeichnen die Elemente von I’* durch *, dann ist q*E der VVert 
des Funktionals q* an der Stelle [ und Eq* die durch [ ---f q*[E definierte 
Abbildung von I’ in sich.) Durch die nattirliche Identifikation von I/ 
mit I”* (die durch das Skalarprodukt vermittelt wird, der V’ektor q erzeugt 
das Funktional q* bzw. 7 * = q’) erhalt man zu jeder Norm q auf I/ eine 
Dualnorm q* auf I’. Analog besitzt jede Matrixnorm ,r? eine Dualnorm 
Sei q vorgegeben und $ = lub,. Dann gilt 
(8) 
Das bedeutet, daW man die Operatornormen auf der Matrizenalgebra such 
unabhangig von dem zugrundegelegten Raum I/ definieren kann. Mit 
festem ~1 # 0 gilt namlich 
(9) 
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Dieses Prinzip, das zusammen mit den Dualitaten (B), (7) such in 
[8], [9] benutzt wird, 1al.Q sich nun entsprechend (l), (2) auf allgemeinere 
Algebren tibertragen. 
1. A sei eine Algebra tiber dem K&per C der komplexen Zahlen, 
d. h. ein linearer Vektorraum tiber C mit einer Multiplikation (x, y) -+ xy 
derart, da13 durch y + xy und y ---, yx ftir jedes x E A lineare Abbildungen 
von A in sich erklart werden. Sei A f (0). 
Eine Norm P auf A ist eine nichtnegative reelle Funktion mit 
P(ax) = IalP( VaEC, XEA, (1.1) 
P(x + Y) G I%) + P(Y)> VKYEA, (1.2) 
$(x)=0 =+ x=0. (1.3) 
1st (1.3) nicht erftillt, aber P + 0, so heif3e P Halbnorm. _/sei die Menge 
- 
aller Normen auf A. InJlr definieren wir die nattirliche Halbordnung 
q<P - d4 < P(x)7 V~EA. (1.4) 
Ftir festes x E A ist die Linkstransformation T,, 
T,y = xy, YGA (1.6) 
eine lineare Abbildung von A in sich. Wir wollen solche Normen be- 
trachten, ftir die T, stetig ist. Wegen der Aquivalenz von Stetigkeit 
und Beschranktheit definieren wir : 
Die Norm P ET heil3e schwach multiplikativ, falls es eine reelle 
Funktion h (< co) auf A mit 
P(XY) G J+)P(Y), ‘ix,y~A (1.6) 
gibt. 
Die Menge aller schwach multiplikativen Normen auf A heil3e X. 
Wenn ftir P EJV- sogar 
P(XY) d hP(X)P(Y), ‘ifx,y~A (1.7) 
mit h E R, gilt, so nennen wir P faktormultiplikativ. Speziell heil3e P 
multiplikativ, wenn 
P(XY) G P(X)P(Y)l Vx,ycA (1.8) 
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erfiillt ist (besser ware ,,submultiplikativ”, aber die obige, kiirzere Be- 
zeichnung ist in der linearen Algebra sehr verbreitet). d sei die Menge 
aller multiplikativen Normen auf A. Man verifiziert unmittelbar 
PEN, a>0 * apwv-, 
(1.9) 
P.qEJ-*p+qEM, max(P, 4) E J, 
(1.10) 
P,clE-Jff=-P + qeJf, max(P, 4) ~4. 
Im folgenden sei A, die Algebra der reellen Funktionen auf einer Menge 
von n Elementen, d. h. der Raum der Vektoren x = (xj) = (x1,. . . , x,) 
mit der Multiplikation 
x = (x,1, Y = (YJ) 3 xy = (XjYi). (1.11) 
A, besitzt ein Einselement e,, = (1,. . . , 1). Die Familien Jlr, & der 
Algebra A, seien JITfi, A,. 
Die Formeln (1 .lO) geben AnlaB zu folgender Verallgemeinerung. 
LEMMA 1. Sei A eine Algebra, seien p,, . . . , p, EM. Sei q EM*. 
Durch 
P(x) = d(P,k)l . . .I P,(x))) (1.12) 
r&d auf A eine Norm p = q(pl, . . . , p,) EJV erkldrt. Es gilt 
PI,. . .,P,Ed, 4Edn =P PEA. (1.13) 
Besitzt A ein Einselement e, so gilt atich 
Pi(e) = I, j=l,...,n, 4(e,) = I 3 p(e) = 1. (1.14) 
Die Behauptungen sind leicht zu verifizieren. In ahnlicher Weise 
wurden von J. Maitre [5] Normen auf direkten Produkten eingeftihrt. 
2. Eine Teilmenge B von A heil3e D-System, wenn 
XEA, xy = 0, Q~EB => X=O (2.1) 
gilt. 
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Beis$ieZ 1. Sei A die Algebra aller linearen Abbildungen des C” 
in sich, sei tr,. . . , E, eine Basis des C” und q E C”, q # 0, ein fester Vektor. 
Dann ist 
B = {Q]‘, j = 1,. . .) n} (2.2) 
ein D-System. Ein anderes D-System ist 
B, = {5q’, 5~ Cn}. (2.3) 
Jede Obermenge eines D-Systems ist ein D-System. Eine Algebra braucht 
jedoch kein D-System zu besitzen: 
Reispiel 2. A sei die Unteralgebra der Algebra aller (n, n)-Matrizen, 
die aus allen Elementen x = (xjk) mit xik = 0 fur i >, k besteht. A 
enthalt kein D-System. 
Ein D-System B heil3e DM-System, wenn die folgende Implikation 
gilt : 
XEA, DEB =+ xy~ B. (2.4) 
Die Menge B, in (2.3) ist ein DM-System. Fiir ein D-System B setzen 
wir B’ = B - (0). 
LEMMA 2. Sei B ein D-System, sei p EM, sei q eine reelle Funktion 
auf A mit cq(x) > p(x), Vx E A, c E R &. Dann wird durch 
r(x) = w*g 
eine Norm Y E&‘” definiert. 
Beweis. Fur jedes x E A gilt nach (1.6) 
Also existiert y(x). Weiter ist 
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< supp(“zj + suppu = Y(X) + 7(y), 
ZER’ q(z) ZEbl’ q(z) 
7(x) = 03 /qxz) = 0, VZEB =+ x2=0, VZZEB 3 x=0. 
Im allgemeinen wird q selbst eine Norm sein. Rei geeigneten Annahmen 
liefert die Zuordnung 9 - 7 faktormultiplikative Normen. 
LEmlA 3. Die Voraztssetzungen von Lemma 2 seien erfiillt. Sei zu- 
s&&h A assoziativ, B ein DIM-System und q(x) < am, Vx E A, (Wenn 
q eine Norm ist, sind $I, q topologisch iiquivalent.) Dunn ist 7 faktormultipli- 
kativ. Aus E = 1 folgt Y EJY. 
Beweis. 
y(xy) = supp([cvlz~ < supt~?kzl~ Wz) 
ZEB’ q(z) ’ 2t.e Y(Y4 4(4 
Sollte hier p(yz) = 
sprechenden Term 
< “;;; *+ sLl; *$ = E7(x)r(y). 
ZE ’ 
0 sein, so ist schon $(xyz) = 0. Man kann den ent- 
weglassen. 
COROLLAR 4. Sei B ein D-System, 6 EN. Dunn ist die durch 
7(x) = ,upP!xz, 
ZEB’ PC4 (2.6) 
definierte Funktion 7 EJ? Ist zudem A assoziativ, B ein D&I-System, so 
ist 7 E&/4?. 
DEFINITION. Wenn B, p und 7 in dem durch (2.6) gegebenen Zu- 
sammenhang stehen, so nennen wir Y zu p zugeordnet beziiglich B und 
schreiben 
Y = @, B]. (2.7) 
Wenn p = [p, B] gilt, heif3e $J selbstzugeordnet beztiglich B, im Falle 
J’I = [$, A] heiBe $J (schlechthin) selbstzugeordnet. 
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SATZ 6. Sei eine der folgendert beiden Voraussetzungex erftillt. 
a) A ist assoziativ, B ist DM-System. b) B=A. 
Dann gilt 
PEJ-> P= @,Bl 3 P-f. 
Beweis. a) Nach Corollar 4 folgt [$, B] EJZ, also p EA. 
LEMMA 7. Sei A assoziativ. Sei B, ein DM-System, B, ein D-System 
wad B, C B,. Dann gilt 
P = [P> 41 3 P = [P, 41. 
Beweis. Mit Satz 6, a) schliel3en wir 
LEMMA 8. Sei A beliebig. Sei B e& D-System und $ EJY. Dann 
ist YP, Bl GP. 
Beweis. 
LE~WA 9. A besitze ein Einselement e. Sei B ein D-System, B 3 e. 
Sei p oh’” und p(e) = 1. Dann ist [P, B] > P. 
Beweis. 
y(x) = su,p(xz) > p(xe) -p(x). 
z&’ PO ’ P(e) 
Zugleich folgt : 1st A I B 3 e und p E&, so sind die Normen [p, B] 
und p topologisch ?iquivalent. 
Linear Algebra and Its Applications 2(1969), 173-189 
SUBMULTIPLIKATIVE NORMEN _4UF ALGEBREN 181 
Aus Lemma 8 und 9 folgt 
SATZ 10. A besitze ein E&element c. Sei B ein D-System, B 3 e. 
Sei t, EJY ntit p(e) = 1. Dunn gilt $I = [p, B]. 
Falls A ein Einselement e enthalt, ist p(e) = 1 ftir jede zugeordnete 
Norm p. Daher liefern Satz 6 und 10 in einem wichtigen Spezialfall eine 
Aquivalenz. 
COROLLAR 11. A enthalte ein Einselement e. Dunn gilt 
P Ed, P(e) = 1 - P= [P,Al. 
In einer Algebra mit Einselement kann man also die selbstzugeordneten 
Normen bis auf eine positive Konstante durch die Ungleichung 
charakterisieren. 
Die folgenden Beispiele zeigen, da6 es such nichtassoziative Algebren, 
sogar solche ohne Einselement, mit multiplikativen und mit selbstzuge- 
ordneten Normen gibt. 
Ueispiel 3. Sei q eine Norm auf dem Vektorraum C”, n > 2. Sei 
;1 die Algebra der linearen Abbildungen von C” in sich. Durch 
p(x) = satq$, [EC", xeA (2.9) 
wird auf A eine Norm p erklart. Diese ,,Operatornorm“ oder ,,least upper 
bound“ Norm (lub-Norm) erfiillt p E_& und p(e) = 1. 
Beispiel 4. Sei A die Jordan-Algebra, die aus der Endomorphismen- 
Algebra des Beispiels 3 durch Einftihrung des neuen Produkts x * y = 
4 [xy + yx] entsteht. Jede Norm 9, die auf der Endomorphismen- 
Algebra p E & und p(e) = 1 erftillt, liefert auf der Jordan-Algebra eine 
Norm mit den gleichen Eigenschaften. 
Beispiel 5. C2 mit der Multiplikation 
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Diese Algebra ist nicht assoziativ und besitzt kein Einselement. Die 
Norm p(x) = max[Ixrl, lxsl] erftillt $ = [p, A] und $(xy) <$(x)$(y). 
Aus Lemma 1 und Corollar 11 folgt 
LEMMA 12. A habe eivz Einselemelzt e. Sei pj EN, i = 1, . . ., n, und 
4EJ?v Dann gilt fiir p = q(& . . . , p,) die Implikation 
Pj = [P,r Al, j = 1,. . .,n, 4 = rq> 41 2 P= @Al. 
3. Sei A eine Algebra der endlichen Dimension n. Dann ist 
JY = 2 nicht leer. 1st namlich e,, . . . , e, eine Basis von A, so definiert 
n 
x = 2 ajej 
j=l 
* PC’) = ,& lajl (3.1) 
eine Norm. Fassen wir A als n-dimensionalen Vektorraum auf, so definiert 
jeder symmetrische konvexe K&-per eine Norm. Daher enthalt J un- 
endlich viele, wesentlich verschiedene Elemente (d. h. solche, die nicht 
durch Multiplikation mit Konstanten auseinander hervorgehen). 
4 ist ebenfalls nicht leer, denn es gilt (hier benutzen wir einen Ge- 
danken von Stoer [9]) 
LEMMA 13. Sei f~ EN. Dann gibt es c E R,, so da/3 CP E.M ist. 
Beweis. Die Menge K = {,z E A: P(z) = l> ist kompakt in der ge- 
wiihnlichen Topologie des C”. Also existiert 
c = maxp(xy), 
WEK 
wegen der Homogenitat von $J folgt fur alle x, y E A 
P(XY) < CP(X)P(Y) * CP(XY) G CP(X)CP(Y). 
Wenn A assoziativ ist und ein Einselement e besitzt, so gilt fiir jedes 
$ EM und 7 = [p, A] nach Corollar 4 7 E A, 7(e) = 1, also 7 = [Y, A] 
nach Corollar 11. Durch ,,Zuordnen“ erhalt man aus einer beliebigen 
Norm eine selbstzugeordnete Norm. Es gibt also selbstzugeordnete 
Normen. Im nichtassoziativen Fall scheitert dieses Vorgehen am Beweis 
von Lemma 3. Fiir eine beliebige Algebra erhalten wir durch Modifikation 
von Lemma 13 eine Aussage. 
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LEMMA 14. Sei A eine Algebra der endlichen Dimension n = m + 1 
mit E&element e. Dann gibt es Normen fi mit p(e) = 1. 
Beweis. Sei e = e,, e,, . . . , e, eine Basis von A. Sei 2 der von 
e,, . . . , qn aufgespannte Teilraum von A. Sei q eine Norm auf A (eine 
solche kann man etwa durch Restriktion einer Norm von A gewinnen). 
x E A werde (eindeutig) zerlegt in 
x = ae + 24, CiEC, %EA. (3.2) 
Hierdurch werden eine Funktion y, y(x) = 1~1, GC = E(X), und ein Projektor 
Q, QX = u, definiert. In der gewijhnlichen Topologie des C” bzw. R1 
sind 
Y:A +R1 und Q:A+A 
stetig, also sind y(xy) und q(Q[xy]) stetig auf A x A. Die Menge 
k’ = {zEA: q(z) = I} 
ist kompakt, also existieren 
a = max q(Q [uv]), b = maxy(uv). 
M,VEK IIJJEK 
Sei c die positive Wurzel von 
c2 = ac + b. (3.3) 
Dann ist 
P(x) = Y(X) + cq(Q4 (3.4) 
eine Norm auf A. Mit 
x = ue + u, y = Pe + v, z = xy = cc/le + cw + jh.4 + uv 
gilt 
P(z) < laPI + 744 + l+J(v) + lPlcs(4 + KdQ[~~l) 
G la/ iPI + W4dv) + l+Av) + lPlcd4 + aM+704 
= 1x1 IBI + l”lC4b4 + lPlcd4 + c2d4d4 
= [INI + 441 ClPl + cd41 =2+)$(y). 
Wegen Qe = 0 ist such p(e) = 1. 
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H.-J. Rein lieferte dem Verfasser einen Beweis ftir eine spezielle Norm 
dieser Klasse. 
Da wesentlich verschiedene (vgl. die Bemerkung am Beginn von 
Nr. 3) Normen auf A such wesentlich verschiedene Normen auf A er- 
zeugen, folgt mit Satz 10 
~OROLLAR 15. Auf jeder endlichdimensionalen Algebra mit Eins- 
element gibt es unendlich viele, wesentlich verschiedene, selbstzugeordnete 
Normen. 
Weiterhin habe A die endliche Dimension n > 1 und besitze ein 
Einselement e. Wir fassen A als Vektorraum auf und bezeichnen mit 
‘u die (assoziative) Algebra der linearen Abbildungen von A in sich. Sei 
x E A. Die Linkstransformation T, ist ein Element von 8, vgl. (1.5). 
Jeder Norm p ~Jlr wird durch 
p,,(T) = suqp#, XEA, TE%, (3.5) 
eine Norm pQr (Operatornorm, vgl. Beispiel 3) auf ‘u zugeordnet. $, ist 
multiplikativ und erftillt p,(l) = 1 (1 = T, = Identitat auf A). Nun 
kiinnen wir Corollar 15 neu formulieren. 
COROLLAR 16. Auf jeder endlichdimensiotialen Algebra mit Einselement 
gibt es unendlich viele Normen p mit 
P(x) = P&-A, VXEA. (3.6) 
SchlieBlich ist jede dieser Normen selbstzugeordnet, also 
Damit folgt 
SAT2 17. Sei A eine endlichdimensionale Algebra mit Einselement. 
Daan gibt es auf der zugehiirigen O$eratoren-Algebra eine Operatornorm 
9% mit 
P,,V,,) < PdTJ,), Vx,yeA. (3.8) 
Fiir assoziatives A ist diese AzLssage kivial, da dann durchweg T,, = T,T, 
gilt. 
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‘$I’ C ‘2I sei der lineare Teilraum aller T,, x E A. 8” sei der von allen 
T,T, mit x, y E A aufgespannte lineare Teilraum von X. Wegen e E A 
ist ‘u’ C %“. Durch 
9: ‘u d’u’, 9'S = T,, (3.9) 
wird auf ‘u ein linearer Projektor erklart (9’9 = 9). Die Beziehung 
(3.8) 1% sich nun 
P&w < P,,(S) 7 VS = T,T,EW’ 
schreiben. 
Im einfachsten Spezialfall 1aiBt sich (3.10) verscharfen. Sei A = A, 
(vgl. (l.ll)), ‘u ist die Algebra der (n, n)-Matrizen, ‘?I = X” ist die Algebra 
der Diagonalmatrizen. 9 ordnet jeder Matrix aus ‘u die Diagonalmatrix 
ihrer Zeilensummen zu 
(3.11) 
Wahlen wir als Normen auf A und 
P(x) = max 1x71, hX(‘) = max i ISjkl, (3.12) 
I j k=l 
so ist ~5,~ die Operatornorm zu 9, und es gilt 
Pa G P,,(S), VSE’U. (3.13) 
4. Zu einer Algebra A kann ein Einselement adjungiert werden. Eine 
Algebra ohne Einselement wird dadurch zu einer Algebra mit Einselement, 
wenn A schon ein Einselement enthalt, so verliert letzteres diese Eigen- 
schaft. 
Wir bilden das direkte Produkt A @ E der Algebra A und des kom- 
plexen, eindimensionalen Raumes E mit dem Basiselement e. Auf A @I E 
definieren wir (in der tiblichen Weise, vgl. Neumark [6], S. 168) eine 
Multiplikation 
u,uEA@E, u=x+cce, v=y+/le, uu=xy+uy+~x+a/le. 
Damit wird A @ E zu einer Algebra a mit Einselement e. Assoziativitat 
und Kommutativitat vererben sich von A auf a. Durch 
PO4 = Pk + 4 = I& + 4(x) 
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wird jeder Norm q auf A eine Norm p auf ii zugeordnet. Mit q ist such p 
multiplikativ. Es gilt 9(e) = 1. Nach Corollar 11 folgt : Wenn 4 multi- 
plikativ ist, ist p = [p, d], also 
SAT2 18. Sei A beliebig (assoziata’v oder nicht, ntit oder ohne Eins- 
element). Sei q E JZ. Dann gilt fiir alle x E A 
5. Die assoziative Algebra A der endlichen Dimension n sei ein D-Sy- 
stem. Sei ‘u die Operatorenalgebra auf A und ‘L1’ C ‘I[, 8’ z A, die Algebra 
der Linkstransformationen. Fur jedes .2: E A und jedes m E IN gilt die 
Aquivalenz 
x”‘=O e T;n=O. (5.1) 
Als Spektrum o(x) des Elements x E A definieren wir 
a(x) ist also das Spektrum von T,. Sei 
der Spektralradius des Elementes x. Wegen (5.1) gilt 
p(x) = 0 0 zP=o fur ein mu jN (X ist nilpotent). (5.2) 
Es gilt 
LEMMA 19. Sei p EJZ. Dann ist p(x) 2 p(x), Vx E A. 
Beweis. XY = AY => ILIP <P(x)P(Y)~ P(Y) # 0. 
Wir stellen nun eine ForderungIalgebraischer Natur. 
VORAUSSETZUNG 20. Zu jedem x E A gebe es ein y E A, so da/3 xy nicht 
nilpotent ist. 
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Hiermit zeigen wir 
SATZ 21. Sei A assoziativ, dim A = n, es gelte Voraussetzung 20. Sei 
B C A ein DM-System. Dam gibt es eine Norm p EJZ mit P = [p, B]. 
Beweis. Nach Nr. 3 ist JZ # $. Sei P, E A. Die Iterierten 
p,($ = supP~-l(~y) 
ytB’ fij-l(J’) ’ 
j = 1,2,. . . 
existieren, sind nach Lemma 3 multiplikativ und erfiillen 
P,(~)~Pl(~)>,...>,P,(~)>,...>,P(~)>O, VxfO 
nach Lemma 8 und 19. Die Folge Pi konvergiert auf A punktweise gegen 
eine Funktion P mit 
x = 0 0 P(x) = 0. 
P ist eine Norm, z. 13. folgt (1.2) aus 
PM = Pj(4 i d,(x), lim ai = 0, 
1-m 
P(x + Y) = P,(x + Y) + qx + Y) < P,bi + Pj(Y) + dj(X + Y) 
= P(x) + P(Y) + [a& + Y) - q4 - &(Y)l +P(4 ?-P(Y). 
Da such 
gilt, folgt die Behauptung: 
1st A = B 3 e oder ist B das in (2.3) angegebene System in der ge- 
wijhnlichen Matrizenalgebra, so gilt Pj = Pi ftir i = 2, 3, . . . 
6. DEFINITION. Sei A eine beliebige Algebra. Die Norm P E J 
heil3e minimal wenn die Implikation 
gilt. 
qEJf, q<P * q=P (6.1) 
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KATZ 22. Sei A assoziativ, sei p EJY minimal. Sei P ein DM-System. 
DaRn gilt ~5 = [p, B]. 
Beweis. Sei [P, B] = Y. Nach Lemma 8 ist Y < 9. Nach Corollar 4 
ist Y E 4, daher r = p. 
LEMMA 23. Sei A eine beliebige Algebra, sei Voraussetzung 20 erfiillt. 
Sei _I # q%. Dann gibt es eine minimale Norm. 
Beweis. Die Menge &? wird durch < partiell geordnet. Sei F eine 
total geordnete Teilmenge von A. Definiere eine Funktion p auf A durch 
(6.2) 
Wie beim Beweis von Satz 21 zeigt man, dab p E& gilt. Also besitzt 
jede total geordnete Teilmenge von d eine untere Schranke in A. Das 
Lemma von Zorn liefert die Behauptung. Im Spezialfall, daB A die Algebra 
aller komplexen (n, s)-Matrizen ist, gilt eine Umkehrung von Satz 22. 
Der folgende Satz von J. Stoer [9] geht auf Ergebnisse von Schneider 
und Strang [8] zuriick. 
SATZ 24 (J. Stoer). Sei A die voile Matrizenalgebra der Ordnung n 
und B ein durch (2.3) definiertes DM-System. Dann sind folgende Aussagelz 
iiquivalent. 
a) ~5 Ed ist minimal. 
b) P = [P, 4. 
Die durch a) bzw. b) charakterisierten Normen sind gerade die in 
(2.9) definierten Operatornormen. Man beachte, dal3 such das DM- 
System (2.3) (bei beliebigem r # 0) minimal in dem Sinne ist, dal3 keine 
echte Teilmenge ein DM-System ist. Man kann daher einen allgemeineren 
Zusammenhang zwischen minimalen Normen und minimalen DM- 
Systemen vermuten. 
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