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Resumen
La importancia de la informacio´n crece a cada d´ıa que pasa. Aquellos que poseen una
gran cantidad de informacio´n quieren obtener beneficio de ella utilizando las te´cnicas apro-
piadas.
Este proyecto se desarrollo´ como parte de otro mayor, a peticio´n de un cliente que posee
una gran cantidad de informacio´n. Cliente que demando´ una plataforma que pudiera ges-
tionar esta gran cantidad de datos y sacar partido de su informacio´n. El objetivo de este
proyecto es dotar de cierta independencia a esta plataforma en base a informacio´n sobre
los datos del cliente.
Se ha puesto en marcha un repositorio de metadatos sema´ntico que contiene una ontolog´ıa
con toda la informacio´n relevante del cliente y sus datos. Esta ontolog´ıa se ha generado
e insertado de forma automa´tica en el repositorio durante la migracio´n de los datos del
cliente al nuevo sistema y mediante otros procesos que se encargaban de recabar informa-
cio´n. El principal propo´sito de este repositorio es el de proveer a procesos de extraccio´n
de datos de la informacio´n necesaria sobre los datos que han de extraer, facilitando as´ı la
automatizacio´n de estos. De manera que este repositorio se convierte en una pieza clave
del sistema de automatizacio´n de extraccio´n de datos de esta plataforma.
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Resum
La importa`ncia de la informacio´ creix a cada dia que passa. Aquells que posseeixen
una gran quantitat d’informacio´ en volen treure benefici mitjanc¸ant les te`cniques adients.
Aquest projecte va ser desenvolupat dintre d’un altre me´s gran, a peticio´ d’un client que
posseeix una gran quantitat d’informacio´. Client que va demanar una plataforma capac¸ de
gestionar aquesta gran quantitat de dades i treure profit de la seva informacio´. L’objectiu
d’aquest projecte e´s dotar de certa independe`ncia a aquesta plataforma a partir de la in-
formacio´ sobre les dades del client.
S’ha posat en marxa un repositori de metadades sema`ntic que conte´ una ontologia amb
tota la informacio´ rellevant del client i les seves dades. Aquesta ontologia s’ha generat i
inserit automa`ticament al repositori mentre es duia a terme la migracio´ de les dades del
client al nou sistema i mitjanc¸ant uns altres processos que s’encarregaven de recavar in-
formacio´. El principal propo`sit d’aquest repositori e´s el de proveir a processos d’extraccio´
de dades de la informacio´ necessa`ria sobre les dades que han d’extreure, facilitant aix´ı
l’extraccio´ d’aquests. De manera que aquest repositori es converteix en una pec¸a clau del
sistema d’automatitzacio´ d’extraccio´ de dades d’aquesta plataforma.
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Abstract
Information power grows every day that goes by. Those who hold a huge amount of
information want to take advantage of it by using the appropriate techniques.
This project has been developed as part of a bigger corporate project, in response to a
client’s request. This client needed a platform capable of both managing the large amount
of data they had, and getting the most out of their information. The aim of this project
is to make this platform less dependent on the user through information about client’s data.
A metadata repository with an ontology holding important information about the client
and its data has been launched. This ontology has been generated and inserted automa-
tically in the repository throughout the migration process of the client’s data to the new
system and some other metadata ingestion processes. The main purpose of the repository
is to make easier the automatization of the access to data stored in the new platform, by
providing information about the data to data extraction processes. Thus, this repository
becomes a key element of the data extraction’s automatization system of this platform.
iii
Me gustar´ıa agradecer a Vı´ctor Herrero por su ayuda y supervisio´n durante el desarrollo
del proyecto, as´ı como a todo el equipo de Big Data Analytics Lab, Vı´ctor, Albert Obiols,
Oscar Romero, Alberto Abello´ y Juan Salmero´n. Por su ayuda y soporte. Tambie´n me
gustar´ıa agradecer a inLab FIB por haberme dado la posibilidad de ser part´ıcipe de este
proyecto, y a todo su equipo por este fanta´stico tiempo que hemos pasado juntos com-
partiendo un mismo propo´sito, marcar la diferencia en cada proyecto dando lo mejor de
nosotros mismos.
Por supuesto, agradecer tambie´n el apoyo de mi familia y de todos mis amigos, no so-
lo durante el desarrollo de este trabajo, sino durante toda la carrera.
iv
I´ndice general
1. Introduccio´n y contextualizacio´n 1
1.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Contexto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1. Empresa cliente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.2. inLab FIB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.3. Director, co-director y ponente . . . . . . . . . . . . . . . . . . . . . 4
1.2.4. Autor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Formulacio´n del problema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4. Estado del arte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2. Gestio´n del proyecto 10
2.1. Alcance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1. Iteraciones (Sprints) . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.2. Tablero de tareas (Task board) . . . . . . . . . . . . . . . . . . . . . 13
2.3. Planificacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.1. Descripcio´n de las tareas . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3.2. Recursos temporales . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.3. Valoracio´n de alternativas i plan de accio´n . . . . . . . . . . . . . . . 17
2.3.4. Diagrama de Gantt . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.5. Dimensio´n del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.6. Desviacio´n de la planificacio´n . . . . . . . . . . . . . . . . . . . . . . 20
2.4. Identificacio´n de los costes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1. Costes directos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2. Costes indirectos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3. Coste total . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.4. Coste a nivel de actividades de Gantt . . . . . . . . . . . . . . . . . 25
2.4.5. Control de gestio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5. Informe de sostenibilidad . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.1. Sostenibilidad econo´mica . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.2. Sostenibilidad social . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.3. Sostenibilidad ambiental . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.4. Matriz de sostenibilidad . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6. Identificacio´n de leyes y regulaciones . . . . . . . . . . . . . . . . . . . . . . 28
3. Arquitectura del sistema 29
3.1. Data Lake . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2. Repositorio de metadatos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3. Quarry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
v
3.4. Visio´n global . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4. Desarrollo del proyecto 33
4.1. Ontolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.1. Composicio´n de la ontolog´ıa . . . . . . . . . . . . . . . . . . . . . . . 33
4.1.2. Modelo ba´sico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.3. Modelo avanzado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.4. Modelo final . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2. Repositorio de metadatos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2.1. Instalacio´n y configuracio´n del entorno . . . . . . . . . . . . . . . . . 45
4.2.2. Adaptacio´n de la API para el uso de namespaces . . . . . . . . . . . 45
4.2.3. Implementacio´n de la connexio´n con Quarry en la API . . . . . . . . 47
4.2.4. Extensio´n de la bu´squeda de tripletas . . . . . . . . . . . . . . . . . 52
4.3. Ingestio´n de metadatos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1. Insercio´n de las tripletas ba´sicas . . . . . . . . . . . . . . . . . . . . 54
4.3.2. Generacio´n de las tripletas del modelo ba´sico . . . . . . . . . . . . . 54
4.3.3. Generacio´n de las tripletas del modelo avanzado . . . . . . . . . . . 55
4.3.4. Insercio´n de las tripletas del modelo final durante los procesos ETL 55
5. Conclusiones 57
5.1. Objetivos alcanzados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
A. Manual de instalacio´n y configuracio´n de Virtuoso Opensource 59




1.1. Evolucio´n de las referencias al te´rmino ”big data” en publicaciones cient´ıfi-
cas y acade´micas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2. Prueba de rendimiento utilizando diferente informacio´n estad´ıstica y volu-
men de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1. Task Board del equipo de Big Data Analytics Lab. . . . . . . . . . . . . . . 13
2.2. Diagrama de Gantt de la planificacio´n del proyecto . . . . . . . . . . . . . . 19
2.3. Dimensio´n del proyecto: representados los diferentes workflows y fases . . . 20
3.1. Esquema de los diferentes componentes del Data Lake. . . . . . . . . . . . . 29
3.2. Esquema de los diferentes componentes del repositorio de metadatos. . . . . 30
3.3. Esquema de funcionamiento del Quarry. . . . . . . . . . . . . . . . . . . . . 32
3.4. Esquema de las diferentes partes del sistema Big Data en conjunto. . . . . . 32
4.1. Esquema de los diferentes namespaces de la ontolog´ıa y su contenido. . . . . 34
4.2. Esquema ba´sico de ejemplo de conceptos de la ontolog´ıa. . . . . . . . . . . . 35
4.3. Relacio´n entre conceptos principales y caracter´ısticas de la ontolog´ıa. . . . . 35
4.4. Ejemplo del modelo ba´sico de la ontolog´ıa. . . . . . . . . . . . . . . . . . . . 36
4.5. Modelo ba´sico de la ontolog´ıa. . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.6. Esquema de las tablas cremallera. . . . . . . . . . . . . . . . . . . . . . . . . 38
4.7. Modelo avanzado de la ontolog´ıa. . . . . . . . . . . . . . . . . . . . . . . . . 41
4.8. Esquema de las novedades del modelo final de la ontolog´ıa. . . . . . . . . . 42
4.9. Modelo final de la ontolog´ıa. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.10. Extraccio´n de las Caracter´ısticas espec´ıficas del modelo. . . . . . . . . . . . 51
4.11. Extraccio´n de los valores de un elemento del Mapping. . . . . . . . . . . . . 52
vii
I´ndice de tablas
2.1. Salario estimado asociado a cada rol involucrado en el proyecto . . . . . . . 21
2.2. Distribucio´n de las horas de cada sprint entre los roles . . . . . . . . . . . . 21
2.3. Coste estimado de los recursos humanos por cada rol . . . . . . . . . . . . . 22
2.4. Coste del hardware utilizado durante los 12 sprints . . . . . . . . . . . . . . 22
2.5. Coste del hardware adicional utilizado durante 4 sprints . . . . . . . . . . . 23
2.6. Coste del software utilizado durante el desarrollo del proyecto . . . . . . . . 23
2.7. Costes directos del proyecto . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.8. Coste total estimado del proyecto . . . . . . . . . . . . . . . . . . . . . . . . 24
2.9. Matriz de sostenibilidad del trabajo de final de grado . . . . . . . . . . . . . 27
viii
Glosario
API: Del ingle´s, Application Programming Interface. Conjunto de funciones y me´todos
que se ponen a disposicio´n del usuario u otro software, como una capa de abstraccio´n,
para facilitar la interaccio´n con un determinado software o tecnolog´ıa.
Big Data: Sistema que trabaja con una gran cantidad de datos con el fin de analizarlos
para extraer conclusiones y predicciones en base a los datos. Se trata de una cantidad de
datos tan grande que resulta imposible tratarlos con las herramientas de bases de datos y
anal´ıticas convencionales.
Data Lake: Sistema de almacenamiento, normalmente distribuido en un conjunto de
ma´quinas, que alberga una gran cantidad de datos en su formato nativo. Acostumbra a
ser el sistema de almacenamiento en los sistemas Big Data.
Data Warehouse: Base de datos corporativa que integra informacio´n de una o ma´s
fuentes distintas, para ser procesada con el fin de realizar ana´lisis que ayuden a la toma
de decisiones en la entidad en la que se utiliza.
ETL: Del ingle´s, Extract, Transform and Load. Proceso de extraccio´n de informacio´n
de diferentes fuentes, para su posterior transformacio´n para ser almacenada en el formato
ido´neo en el sistema de almacenamiento de informacio´n deseado.
HTTP: Del ingle´s, HyperText Transfer Protocol. Protocolo de comunicacio´n que permite
la transferencia de informacio´n en un sistema de informacio´n distribuido y colaborativo,
como la World Wide Web (WWW), mediante una serie de me´todos para solicitar y enviar
informacio´n, entre otras utilidades.
JSON: Del ingle´s, JavaScript Object Notation. Formato ligero de intercambio de da-
tos basado en el lenguaje de programacio´n JavaScript, fa´cil de comprender y escribir para
humanos y simple de generar e interpretar por las ma´quinas.
Mapping: Definicio´n del lugar concreto donde se guarda cierta informacio´n en un sis-
tema de almacenamiento.
Ontolog´ıa: Descripcio´n de conceptos, propiedades y relaciones entre entidades en un
determinado contexto que son representados con un propo´sito. Puede ser representada,
por ejemplo, mediante RDF.
ix
Open Source: Modelo de desarrollo de software que fomenta el acceso universal y desarro-
llo colaborativo de un co´digo fuente, a trave´s de licencias que permiten el uso, modificacio´n
y redistribucio´n de este co´digo.
RDF: Del ingle´s, Resource Description Framework. Modelo de datos esta´ndar para la
representacio´n de metadatos en forma de grafo. Extiende el sistema de enlaces de la Web
utilizando URIs para definir las relaciones entre los dos extremos de un enlace (comu´nmen-
te llamadas tripletas).
SPARQL: Del ingle´s, SPARQL Protocol And RDF Query Language. Lenguaje de con-
sulta sema´ntico para bases de datos, capaz de consultar y manipular datos guardados en
formato RDF.
Triplestore: Base de datos espec´ıfica que almacena tripletas, consultadas mediante un
lenguaje de consultas sema´ntico.
Tripleta: Entidad compuesta por sujeto, predicado y objeto, todos representados me-
diante URIs. El predicado define la relacio´n existente entre sujeto y objeto.
URI: Del ingle´s, Uniform Resource Identifier. Cadena de caracteres utilizada para iden-
tificar un recurso. Esta identificacio´n permite interactuar con el propio recurso a trave´s
de una red, t´ıpicamente la World Wide Web, utilizando protocolos espec´ıficos. A diferen-
cia de la URL (del ingle´s, Uniform Resource Locator), a veces confundida con la URI,
la URI u´nicamente identifica un recurso, mientras que la URL, adema´s de esto, espe-
cifica como interactuar con el recurso y su localizacio´n en la red. Por ejemplo la URL
http://ejemplo.org/wiki/URI hace referencia al recurso identificado como /wiki/URI, cu-





Desde hace unos an˜os estamos viendo que la informacio´n va tomando cada vez ma´s
importancia. Las empresas tecnolo´gicas ma´s influyentes del sector no han llegado do´nde
esta´n simplemente por los productos o servicios que ofrecen, sino por que poseen una gran
cantidad de informacio´n sobre los usuarios que utilizan sus servicios.
Pero no basta con acumular datos y ma´s datos, para sacarles provecho hay que saber
como utilizarlos y cua´n relevante puede ser la informacio´n. De esto trata el concepto de
Big Data del que tanto o´ımos hablar hoy en d´ıa, de sacar el ma´ximo partido de los datos de
los que se dispone. No tan solo haciendo ana´lisis retrospectivos y obteniendo conocimiento
e informacio´n sobre aquello que ya ha sucedido, como hacemos en Business Intelligence,
con el objetivo de facilitarnos la toma de decisiones en base a los resultados de estos ana´li-
sis, sino de ser capaces de hacer predicciones basa´ndonos en conclusiones que obtengamos.
No u´nicamente mediante la explotacio´n de los datos que poseemos, sino estudiando nues-
tros datos conjuntamente con datos de distintas fuentes de informacio´n a las que tengamos
acceso para hacer que nuestras conclusiones y predicciones sean mucho ma´s acertadas.
Una de las aplicaciones ma´s comunes se da en sistemas de toma de decisiones, como
el DDDM (Data-Driven Decision Making), donde en lugar de basar las decisiones en lo
que a uno le parece o unos cuantos asesores le aconsejen, un sistema de decisio´n, que se
basa en el resultado del ana´lisis exhaustivo de unos datos (y cuando hablamos de Big Data
estamos hablando de muchos datos) que pueden ser verificados, es el encargado de tomar
las decisiones.
As´ı nace un proyecto ambicioso, de la voluntad de una empresa de dar un gran paso
para mejorar notablemente su modelo de negocio y de la necesidad de controlar unos da-
tos que cada vez son generados a mayor escala. Este importante cambio en el motor del
sistema de predicciones y toma de decisiones de esta empresa esta´ en manos del proyecto
Big Data Analytics Lab, del cual forma parte este trabajo de final de grado.
El proyecto Big Data Analytics Lab consiste en la creacio´n de una plataforma experi-
mental de Big Data basada en herramientas Open Source. Este proyecto consistira´ en la
construccio´n de un Data Lake mediante una seleccio´n de herramientas de Big Data que
sera´n ma´s u´tiles para el caso particular del cliente, y en la creacio´n de un repositorio de
metadatos sema´ntico que se nutrira´ automa´ticamente mediante procesos de volcado de
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metadatos y durante procesos de extraccio´n, transformacio´n y carga de datos (ETL).
En concreto, este trabajo de final de grado se centra en la puesta en marcha del repositorio
de metadatos y en la automatizacio´n de la ingesta de metadatos durante estos procesos,
para la posterior explotacio´n de estos metadatos con el fin de optimizar la interaccio´n de
los usuarios de esta plataforma con los datos.
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1.2. Contexto
Este trabajo de final de grado forma parte del proyecto Big Data Analytics Lab y, por
lo tanto, analizaremos el contexto tomando como referencia todo el proyecto Big Data
Analytics Lab.
En este proyecto hay muchas partes involucradas, a continuacio´n se vera´ que rol tiene
cada una dentro del Big Data Analytics Lab.
1.2.1. Empresa cliente
Esta empresa es una multinacional con sede en Barcelona que trabaja con una gran
cantidad de datos cada d´ıa. Los analistas de datos de esta empresa trabajan con matrices
de datos, por las que han de esperar varios d´ıas desde que ven la necesidad de extraer esta
matriz hasta que finalmente la obtienen. Esto es debido a la cantidad de datos que tratan,
adema´s estos datos esta´n almacenados y estructurados de una manera que dificulta mucho
la extraccio´n de estos de forma eficiente.
Por lo tanto, en Big Data Analytics Lab, esta empresa ocupa el rol de cliente, ya que
es la principal interesada en que este proyecto salga adelante y poder trabajar con esta
plataforma e implantarla en su empresa, facilita´ndole mucho el trabajo a los analistas,
haciendo que puedan ser mucho ma´s productivos.
1.2.2. inLab FIB
inLab FIB es un laboratorio de innovacio´n e investigacio´n de la Facultad de Informa´ti-
ca de Barcelona (FIB) de la Universitat Polite`cnica de Catalunya · Barcelona Tech (UPC)
que integra profesorado de diferentes departamentos de la UPC y su propio personal te´cni-
co para ofrecer soluciones en diferentes a´reas.
inLab FIB es el encargado de desarrollar este proyecto. Para ello ha constituido un equi-
po te´cnico formado por expertos en Big Data y miner´ıa de datos y otros miembros de
inLab FIB. Este equipo esta´ formado por el director y el ponente de este trabajo de final
de grado, de los que se hablara´ ma´s adelante, y por el responsable del A´rea de Sistemas
de Informacio´n y Gestio´n de inLab FIB, Albert Obiols, como responsables del proyecto;
por otra parte el equipo desarrollador en Big Data Analytics Lab esta´ formado por tres
miembros de inLab FIB.
En Big Data Analytics Lab, inLab FIB se encarga de desarrollar el producto en el per´ıodo
establecido para finalizar el proyecto con e´xito y mantener una buena relacio´n con el
cliente.
3
1.2.3. Director, co-director y ponente
El director y el ponente de este trabajo de final de grado, Dr. Oscar Romero y Dr.
Alberto Abello´ respectivamente, son coordinadores del Information Technologies for Busi-
ness Intelligence (IT4BI) Erasmus Mundus Master i en la UPC y del postgrado Big Data
Management and Analyticsii en la UPC School. Adema´s son profesores del departamento
de Ingenier´ıa de Servicios y Sistemas de Informacio´n de la UPC y profesores colaboradores
en inLab FIB, ambos responsables del proyecto Big Data Analytics Lab. El co-director,
Vı´ctor Herrero, es miembro de inLab FIB y lidera el equipo desarrollador en Big Data
Analytics Lab.
Como miembros y colaboradores de inLab FIB, su objetivo es el mismo que el descri-
to en el apartado anterior.
1.2.4. Autor
El autor de este trabajo de final de grado es miembro de inLab FIB y tiene el rol de
desarrollador en Big Data Analytics Lab. En el proyecto tendra´ el rol de analista, desa-
rrollador y tester. Es una de las partes ma´s interesadas en finalizar el proyecto a tiempo,
ya que su objetivo es entregar el trabajo dentro del per´ıodo establecido para finalizar el
Grado en Ingenier´ıa Informa´tica que esta´ cursando.
Como miembro de inLab FIB, su objetivo es el mismo que se ha descrito anteriormen-





1.3. Formulacio´n del problema
Las empresas que albergan una gran cantidad de datos, que adema´s cada vez crece
a mayor velocidad, en un Data Warehouse en el que cada vez encuentran ma´s carencias,
esta´n viendo en las nuevas tecnolog´ıas Big Data la solucio´n a sus problemas. Esto es lo
que ha manifestado el cliente del proyecto Big Data Analytincs Lab, hace un tiempo que
el Data Warehouse con el que trabajan diariamente se les ha quedado pequen˜o, ya que
este les impide trabajar productivamente debido a sus carencias.
Los empleados de esta empresa encargados de analizar todos estos datos, han de extraer
una matriz con los datos que necesitan para hacer un posterior estudio de estos datos y
sacar sus conclusiones. El proceso de obtencio´n de esta matriz es de lo mas engorroso, en
especial para unos empleados expertos en el ana´lisis de datos pero inexpertos en el mundo
de las bases de datos y las tecnolog´ıas que se usan en este Data Warehouse. Estos analistas
de datos esta´n dedicando mucho tiempo a un proceso de extraccio´n, el cual incluye llevar
a cabo tareas de extraccio´n, aplicar reglas de limpieza de datos, y finalmente generar la
matriz en base a estos datos. Cada una de estas tareas necesita mucho tiempo para ser
completada debido a la ineficiencia del sistema actual con una cantidad tan grande de
datos.
La voluntad del cliente es de solucionar este problema haciendo que el sistema, en el
que guardan y del cual obtienen los datos, sea lo ma´s eficiente posible para su caso con-
creto y abstraiga a los analistas de datos de toda tarea que les haga interactuar con los
entresijos del sistema para obtener la matriz.
Atendiendo a estas necesidades, el equipo de inLab FIB ha puesto en marcha un Data
Lake, compuesto por diferentes herramientas Big Data del ecosistema Apache Hadoopiii,
que adema´s esta´ respaldado por un repositorio de metadatos sema´ntico con informacio´n
y estad´ısticas sobre los datos. Datos que han sido migrados desde la base de datos opera-
cional de la empresa.
Todos estos metadatos son representados mediante una ontolog´ıa de los conceptos de
negocio del cliente. Para cada concepto de negocio disponemos de toda la informacio´n
relevante para el cliente: procedencia (caracter´ısticas y localizacio´n en la base de datos
operacional), mapeo en el Data Lake y datos estad´ısticos. Las estad´ısticas que almacena-
mos sobre cada concepto de negocio son: mı´nimo, ma´ximo, media y distribucio´n de los
valores.
Todos los metadatos de los que se dispone han sido generados automa´ticamente durante
los procesos ETL encargados de llevar a cabo la migracio´n de los datos al Data Lake o obte-
nidos a partir de informacio´n proporcionada por el cliente. Estos metadatos son guardados
en el repositorio mediante una API (Application Programming Interface) que interactu´a
con Virtuoso Open-Sourceiv, que es la herramienta donde almacenamos los metadatos en
formato RDF (Resource Description Framework)v. Adema´s esta ontolog´ıa es representada
visualmente mediante una herramienta llamada Quarry [1], que se ha adaptado para este





Los analistas de datos (usuarios de este sistema) podra´n seleccionar exactamente los datos
que quieren obtener mediante esta herramienta de visualizacio´n. Esta herramienta ob-
tendra´ la informacio´n demandada mediante procesos automatizados que Apache Sparkvi
ejecutara´, interactuando con el repositorio de metadatos y el Data Lake para obtener los
datos necesarios eficientemente. Finalmente, el usuario obtendra´ directamente la matriz
de datos que necesita para llevar a cabo sus estudios.
Los objetivos que se han de cumplir, vistos ma´s al detalle en el apartado Descripcio´n
de las tareas de la seccio´n Planificacio´n de esta memoria, son:
Modelar la ontolog´ıa por fases, an˜adiendo nueva informacio´n a medida que avanza
el proyecto, hasta llegar a un modelo final.
Tener el repositorio de metadatos funcionando junto a la API que se encarga de
gestionar (insertar/eliminar contenido y lanzar consultas) el contenido de este repo-
sitorio.
Tener listos los procesos de automatizacio´n encargados de hacer la ingesta de meta-
datos en el repositorio a partir de la informacio´n aportada por el cliente y la extra´ıda
durante los procesos ETL.
Finalizar el proyecto con un alto nivel de satisfaccio´n del cliente.
De esta manera se evita que los usuarios, sin un extenso conocimiento del sistema, tengan
que dedicar gran parte de su tiempo a extraer estos datos ineficientemente: obteniendo
los datos de una forma muy ba´sica del Data Warehouse, aplicando reglas de limpieza de
datos, y finalmente generando la matriz en base a estos datos. Por lo tanto, dotamos a estos
usuarios de un sistema totalmente transparente para ellos, a trave´s del cual pueden obtener
la informacio´n que necesitan fa´cilmente, ahorra´ndoles mucho tiempo y, por consiguiente,
aumentando mucho su productividad.
vihttp://spark.apache.org/
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1.4. Estado del arte
Big Data es un concepto que llevamos escuchando cada vez ma´s desde hace unos an˜os,
y no es ningu´n secreto que en los pro´ximos an˜os lo vamos a escuchar todav´ıa ma´s. Se
trata de un te´rmino relativamente nuevo en la informa´tica, pero cada vez adquiere mayor
importancia.
En un estudio que hicieron para el 2015 IEEE International Congress on Big Datavii,
titulado MetaData: BigData Research Evolving Across Disciplines, Players, and Topics
[2], podemos observar como en una bu´squeda del te´rmino ”big data” en una base de datos
bibliogra´fica llamada Web of Scienceviii, una de las fuentes ma´s importantes a la hora de
buscar informacio´n cient´ıfica y acade´mica, ha crecido dra´sticamente el nu´mero de referen-
cias que se hace al te´rmino en este tipo de publicaciones los u´ltimos an˜os. Como podemos
ver en la Figura 1.1, extra´ıda de este mismo estudio, podr´ıamos hablar de un crecimiento
exponencial en los u´ltimos an˜os, dado que la informacio´n del an˜o 2014 esta´ incompleta.
Figura 1.1: Evolucio´n de las referencias al te´rmino ”big data” en publicaciones cient´ıficas y acade´micas
El uso de sistemas Big Data se ha llegado a convertir en una necesidad en algunas
a´reas de negocio y, pese a que la informa´tica sigue siendo la disciplina en la que predomi-
na, como podemos ver en la misma publicacio´n [2], cada vez son ma´s disciplinas las que
deciden hacer uso de estos sistemas.
T´ıpicamente en las plataformas de Big Data se almacenan los datos en un lugar llamado
Data Lake, en el cual se almacenan los datos en bruto, es decir, conservando el formato
inicial de los mismos, pudiendo tener la informacio´n estructurada, semi-estructurada o no
estructurada. Esto permite extraer datos mediante una gran variedad de consultas e inclu-
so de diferentes fuentes de datos. A diferencia de los sistemas tradicionales (como explican
en el art´ıculo Embedding AI and Crowdsourcing in the Big Data Lake [3]), como el Data
Warehouse, que generalmente esta´n disen˜ados para que se lancen un tipo de consultas
limitadas de forma o´ptima, estructurando los datos de forma adecuada a estas consultas,
y esta´n basados en una u´nica fuente de datos.
Normalmente en los sistemas de decisio´n basados en Data Warehouses no se dispone
de la informacio´n inmediatamente, ya que los datos de este se generan mediante procesos
ETL que se lanzan sobre la base de datos operacional, donde se realizan las operaciones




informacio´n en tiempo real.
Adema´s, el volumen de datos cada d´ıa que pasa se genera a mayor escala, y este crecimien-
to aumentara´ dra´sticamente a medida que el concepto de Internet of Thingsix arraigue en
nuestra sociedad. Por lo tanto, pese a tener lugares donde poder almacenar todos estos
datos, como los Data Lakes, tambie´n se debe de optimizar tanto como sea posible el acce-
so y ana´lisis de los datos para procesar ra´pidamente un volumen tan grande de informacio´n.
Se han hecho estudios para mejorar el rendimiento de los ana´lisis de datos en este ti-
po de sistemas, donde disponemos de una cantidad de datos considerable. Un ejemplo es
el trabajo presentado en el art´ıculo titulado Improving Data Analysis Performance for
High-Performance Computing with Integrating Statistical Metadata in Scientific Datasets
[4]. La idea principal de este estudio es dividir los conjuntos de datos en subconjuntos,
siguiendo diferentes criterios, y an˜adir una pequen˜a cantidad de metadatos estad´ısticos
en cada subconjunto para optimizar el acceso a los datos. Esto es posible ya que en mu-
chas aplicaciones en las que se trata una cantidad de datos tan grande, como aplicaciones
cient´ıficas en este caso, el patro´n de acceso a los datos suele ser el conocido como WORM
(Write Once and Read Many). En este patro´n de acceso los datos una vez son almacenados
no son actualizados, pero s´ı que se realizan mu´ltiples accesos de lectura sobre estos.
En este estudio cuando los conjuntos de datos son almacenados en el sistema, previamente
son procesados para generar los subconjuntos y calcular las estad´ısticas, para almacenarlas
como metadatos junto a cada subconjunto. Por lo tanto, para aprovechar las estad´ısticas
integradas en estos subconjuntos de datos se ha cambiado el patro´n de acceso de la funcio´n
de lectura del sistema, de manera que se obviara´n los subconjuntos de datos que no sean
relevantes u´nicamente basa´ndose en las estad´ısticas que contienen los metadatos. En la
Figura 1.2, extra´ıda de este mismo art´ıculo, se aprecia una notable mejora del rendimien-
to aplicando esta solucio´n sobre conjuntos de datos a partir de cierto volumen de datos,
almacenando diferentes datos estad´ısticos en los metadatos.
Figura 1.2: Prueba de rendimiento utilizando diferente informacio´n estad´ıstica y volumen de datos
De esta manera, vemos que almacenar metadatos que contengan estad´ısticas sobre los
propios datos es una solucio´n muy interesante a la hora de optimizar el acceso a los datos
en sistemas Big Data, donde un mal patro´n de acceso a los datos puede hacernos per-
der mucho tiempo. Y esta pe´rdida de tiempo en una empresa t´ıpicamente comporta una
pe´rdida de dinero y/o beneficios.
ix’That ’Internet of Things’ Thing’ article - http://www.rfidjournal.com/articles/view?4986
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La solucio´n que se propone en Big Data Analytics Lab, vista en Formulacio´n del pro-
blema, esta´ en sinton´ıa con este estudio. Se ha optado por crear una solucio´n basada en
herramientas Open Source y proyectos acade´micos existentes, con ligeras adaptaciones que
hacen que la solucio´n satisfaga las necesidades del cliente. Pese a utilizar un gran nu´mero
de herramientas Open Source existentes, tampoco se podr´ıa decir que ya existe una so-
lucio´n para el problema de nuestro cliente, ya que este problema necesita una solucio´n a
medida, que las herramientas actuales, de por s´ı solas, no pueden satisfacer.
Por lo tanto, no es necesario crear herramientas Big Data desde cero, las cua´les nece-
sitar´ıan un largo tiempo de desarrollo y no tendr´ıan una comunidad de usuarios que haga






Como se ha dicho anteriormente, este proyecto se centra en la puesta en marcha del
repositorio de metadatos, mediante una serie de herramientas Open Source, y en la auto-
matizacio´n de la ingesta de metadatos durante la migracio´n de los datos al Data Lake.
Como resultado de este trabajo obtendremos un repositorio de metadatos sema´ntico con
el que podremos interactuar mediante una API, que servira´ para optimizar el acceso a los
datos almacenados en un Data Lake. Este repositorio se actualizara´ automa´ticamente du-
rante los procesos ETL encargados de migrar todos los datos del Data Warehouse, actual
sistema de la empresa, al Data Lake.
Finalmente todos estos metadatos, guardados en el repositorio de metadatos sema´nti-
co, estara´n listos para que procesos de explotacio´n del sistema Big Data de soporte al
usuario, hecho a medida para el cliente, puedan utilizarlos para optimizar los procesos
y el acceso a los datos. De manera que el repositorio de metadatos tiene un papel muy
importante en la automatizacio´n de estos procesos de extraccio´n de datos.
Adema´s se pondra´ en funcionamiento una herramienta de visualizacio´n, mediante la cual
el usuario podra´ interactuar con el sistema Big Data, resultado de todo el proyecto Big
Data Analytics Lab, de forma totalmente transparente.
Para ello se han de cumplir una serie de objetivos objetivos, definidos en la seccio´n For-
mulacio´n del problema de esta memoria, con Diciembre de 2015 como deadline, que es el
periodo establecido para la finalizacio´n de Big Data Analytics Lab, el proyecto del que
forma parte este trabajo.
No se ha previsto una larga lista de problemas o obsta´culos que puedan surgir durante
el desarrollo, ma´s alla´ de los problemas habituales que puedan surgir al intentar integrar
diferentes herramientas. Pese a que esta lista no es muy larga, seguidamente se detallan
estos posibles obsta´culos que se podr´ıan encontrar durante el desarrollo del proyecto.
Complicaciones a la hora de modificar algunas de las herramientas, resultando ma´s
dif´ıcil la implementacio´n de las modificaciones necesarias en el co´digo.
Mayor dificultad a la hora de integrar algunas herramientas, como Virtuoso junto a
la API o la comunicacio´n entre API y Quarry.
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Estos obsta´culos provocar´ıan una desviacio´n en el tiempo planificado para la implementa-
cio´n del proyecto, cuyos costes se estudian en el apartado Control de gestio´n de la seccio´n
Identificacio´n de los costes de esta memoria.
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2.2. Metodolog´ıa
Para el desarrollo de Big Data Analytics Lab se esta´ utilizando una metodolog´ıa a´gil,
en concreto la metodolog´ıa Scrumi. Se trata de una metodolog´ıa flexible y a´gil que es una
de las claves para el e´xito del proyecto.
Scrum se basa en iteraciones durante el proceso de desarrollo, llamadas sprints. Un sprint
esta´ compuesto por un conjunto de tareas que deben ser completadas para cumplir los
objetivos de esa iteracio´n. Normalmente estas iteraciones duran entre una semana y un
ma´ximo de un mes. Los objetivos de cada sprint se fijan en reuniones que se llevan a cabo
antes de cada iteracio´n; adema´s al finalizar un sprint se hace otra reunio´n para revisar el
trabajo hecho durante esta iteracio´n.
Estas iteraciones cortas permiten obtener feedback continuamente del cliente, de manera
que permite que el producto cambie en funcio´n de sus necesidades, ya sea por la inclusio´n
de nuevos requisitos o por la modificacio´n de los requisitos existentes.
Esta metodolog´ıa permite hacer los cambios necesarios para adaptarla al proyecto y al
equipo. En este proyecto no se ha seguido la metodolog´ıa al pie de la letra, sino que se ha
adaptado a las necesidades del proyecto. A continuacio´n se detalla como se han aplicado
algunos conceptos importantes de esta metodolog´ıa al proyecto.
2.2.1. Iteraciones (Sprints)
Como se ha visto previamente, el desarrollo se divide en sprints que, en el caso del
proyecto de Big Data Analytics Lab, son de dos semanas y el completo desarrollo del
proyecto esta planificado para llevarse a cabo en un total de 20 sprints. De esta manera se
pueden detectar errores ra´pidamente y se pueden modificar los requisitos para maximizar
las garant´ıas de e´xito. Esta filosof´ıa es ideal para proyectos en los que se este´n desarrollan-
do productos innovadores, ya que la tecnolog´ıa evoluciona ra´pidamente, y de esta manera
se permite una ra´pida adaptacio´n a estos cambios.
Al inicio de cada sprint se hace una reunio´n, llamada sprint planning, en la que par-
ticipan todos los miembros involucrados en el proyecto (clientes, responsables y equipo
desarrollador). En esta reunio´n se deciden las tareas que se realizara´n durante el sprint,
que sera´n colocadas en el task board en la columna de sprint backlog.
Estas tareas normalmente han sido definidas previamente y forman parte del product
backlog; estas son las tareas a completar para tener un producto viable de acuerdo con los
requisitos del cliente.
El sprint finaliza con una reunio´n, llamada sprint review, en la que vuelven a participar
todos los miembros involucrados en el proyecto y se revisan todas las tareas completadas
y el estado de las tareas que restan por completar mediante el uso del task board. Por cada
tarea en la columna de A validar el equipo desarrollador demuestra que se ha realizado y
que se cumplen los criterios de satisfaccio´n.
En el proyecto de Big Data Analytics Lab se celebra una u´nica reunio´n entre sprints
ihttp://scrummethodology.com/
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en la que se lleva a cabo tanto el sprint review como el sprint planning.
2.2.2. Tablero de tareas (Task board)
El tablero de tareas o task board refleja el estado actual de todas las tareas del sprint.
Este tablero permite a los miembros del equipo visualizar el estado del proyecto en cual-
quier momento: saber que tareas se esta´n desarrollando, quien lo esta´ desarrollando, ver
las tareas pendientes y las tareas que ya se han completado.
En este proyecto se utiliza un tablero digital mediante la herramienta Trelloii. En la
Figura 2.1 se puede ver el estado del tablero de tareas de Big Data Analytics Lab durante
uno de los sprints del desarrollo.
El panel esta´ formado por cinco columnas:
Backlog: Tareas pendientes de ser realizadas en futuros sprints para la finalizacio´n
del desarrollo del producto. Representa el product backlog.
To do next sprint: Tareas listas para ser realizadas en el sprint actual. Representa
el sprint backlog.
Doing: Tareas que cada miembro del equipo de desarrollo esta´ llevando a cabo.
A validar: Tareas realizadas en el sprint actual, pendientes de ser validadas en la
reunio´n de sprint review.
Done: Tareas realizadas en un determinado sprint, validadas por todo el equipo en
la reunio´n de sprint review de ese sprint.




El proyecto de Big Data Analytics Lab empezo´ el mes de Febrero de 2015 i finalizara´
en el mes de Diciembre de 2015. En cambio la duracio´n de la parte relacionada con el
repositorio de metadatos y la automatizacio´n de la ingesta de metadatos, competencia de
este trabajo final de grado, empezo´ en Junio de 2015.
En la planificacio´n temporal se han establecido todos los sprints, de dos semanas de dura-
cio´n cada uno, tal como se menciono´ en el apartado de Metodolog´ıa de esta memoria. En
cambio, al empezar en el mes de Julio, la planificacio´n de esta parte del proyecto contara´
con menos sprints que el proyecto Big Data Analytics Lab. Esta parte del proyecto se
llevara´ a cabo en un total de 12 sprints.
Cada sprint dura dos semanas, que son un total de 10 d´ıas laborables, en los que el
autor de este trabajo de final de grado dedica 5 horas por d´ıa laborable.
Adema´s, tambie´n se tiene en cuenta en la planificacio´n del proyecto la u´ltima fase de
este, la redaccio´n de la memoria. Esta fase se llevara´ a cabo tras el u´ltimo sprint y tendra´
una duracio´n de cuatro semanas, en las que se dedicara´ el mismo nu´mero de horas diarias
que a los sprint durante 20 d´ıas.
La dedicacio´n en horas a este trabajo de final de grado sera´:
12 sprints · 10 d´ıas/sprint · 5 horas/d´ıa = 600 horas
20 d´ıas de redaccio´n de memoria · 5 horas/d´ıa = 100 horas
3 cre´ditos de GEP · 30 horas/cre´dito = 90 horas
600 horas + 100 horas + 90 horas = 790 horas
Por lo tanto, se dedicara´ a este proyecto el tiempo que requiere un trabajo de final de
grado, ya que la duracio´n de este se estima que debe de dedicarse a un trabajo final de




2.3.1. Descripcio´n de las tareas
Para desarrollar este proyecto se esta siguiendo la metodolog´ıa a´gil Scrum. Por este
motivo no se pueden definir unas fases de desarrollo del proyecto con fecha de inicio y
final. Por lo tanto, solo podemos dividir el proyecto en 3 fases, que se ira´n repartiendo
entre los diferentes sprints en funcio´n de los resultados de cada sprint planning y sprint
review, y una fase adicional en la que se llevara´ a cabo la redaccio´n de la memoria de este
Trabajo Final de Grado.
Modelado de la ontolog´ıa
En esta fase del proyecto, explicada en detalle en la Seccio´n 4.1 del cap´ıtulo Desarro-
llo del proyecto de esta memoria, debera´n estudiarse los conceptos de negocio junto a la
empresa cliente para entender su modelo de negocio y poder modelar la ontolog´ıa de los
conceptos que le interesen. Esta ontolog´ıa sera´ modelada en varias iteraciones, an˜adiendo
cada vez ma´s informacio´n al modelo conforme la empresa vaya aportando nueva informa-




Obtener conocimientos de Semantic Data (ontolog´ıas, RDF, ...) [5] [6]
Modelar una primera ontolog´ıa muy ba´sica
Modificar el modelo de la ontolog´ıa para incluir nueva informacio´n aportada por la
empresa tantas veces como se vea oportuno hasta obtener una modelo completo
Repositorio de metadatos
En esta fase se debera´ instalar el repositorio de metadatos (Virtuoso) junto a todas sus
dependencias en las ma´quinas de desarrollo de inLab FIB. Una vez esto este´ funcionando
usaremos una API para facilitarnos la interaccio´n con el repositorio. Esta API ha de ser
modificada, ya que nuestro proyecto tiene algunos requisitos que esta API no satisface,
como la integracio´n con Quarry. Para ello se estudiara´ el funcionamiento de Quarry as´ı
como el formato de ontolog´ıa que puede visualizar, para implementar nuevos me´todos en
la API que permitan la integracio´n de ambas herramientas.
Requisitos: El desarrollo de determinadas tareas de esta fase dependera´ del modelo de





Estudiar funcionamiento de la API y Quarry
Hacer los cambios necesarios en la API
Poner en marcha la API
Validacio´n del funcionamiento de los cambios implementados
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Desarrollo de los procesos de obtencio´n de metadatos
Durante la fase final del proyecto debera´n desarrollarse los procesos encargados de
obtener los metadatos necesarios durante los procesos ETL, que se llevara´n a cabo para
migrar los datos de la base de datos operacional al Data Lake. Estos metadatos sera´n
guardados automa´ticamente en el repositorio de metadatos usando la API durante estos
procesos.




Hacer pruebas con pequen˜os ETL para comprobar que todos los componentes que
intervienen en este proceso funcionan correctamente
Lanzar los ETL junto a los procesos de ingesta de metadatos preparados que guar-
dara´n todos los metadatos en el repositorio de metadatos
Comprobar que todo se visualiza correctamente en Quarry
Redaccio´n de la memoria del proyecto
Una vez finalizado todo el proyecto pasara a redactarse la memoria. Durante el trans-
curso del proyecto se han podido redactar varias partes de la memoria a modo de docu-
mentacio´n de las tareas que se iban realizando, pero la mayor´ıa de esta sera´ redactada
una vez se haya finalizado el desarrollo del proyecto. De esta manera se podra´ redactar la
memoria con una visio´n global del proyecto. Adema´s, se revisara´n las partes de la memoria
que hayan podido ser redactadas previamente, modifica´ndolas o reescribie´ndolas si fuera
necesario. El tiempo estimado para redactar la memoria es de cuatro semanas, comenzan-
do una vez finalizado el u´ltimo sprint del proyecto y acabando una semana antes de la
defensa del Trabajo Final de Grado.






Para desarrollar este proyecto no sera´ necesario el uso de recursos adicionales en ningu´n
momento del desarrollo. Tan solo puntualmente se consulta a los autores de algunas herra-
mientas que usamos para resolver dudas; como a la autora de la API, Varunya Thavornun,
y a uno de los autores del Quarry, Sergi Nadal, estudiante de IT4BI Erasmus Mundus Mas-
ter. Este recurso sera´ utilizado en caso de necesidad y servira´ para resolver contratiempos
de forma ra´pida.
No se consideran ma´s recursos materiales ya que todas las herramientas que se utilizara´n
son Open Source.
2.3.3. Valoracio´n de alternativas i plan de accio´n
Debido a la metodolog´ıa que se sigue para desarrollar el proyecto, el seguimiento de la
planificacio´n es muy sencillo de verificar que se cumple, ya que al principio del proyecto
se definieron las fechas para todos las reuniones de sprint planning y sprint review, que se
realizan cada dos semanas.
Una desviacio´n eventual que se podr´ıa dar, por motivos de agenda, es que alguna de
las reuniones no se pueda realizar exactamente el d´ıa en el que se planifico´. Pero no afec-
tar´ıa al tiempo de desarrollo del proyecto, ya que el equipo que participa en estas reuniones
esta´ en comunicacio´n constantemente y no habr´ıa ningu´n problema en fijar otra fecha lo
ma´s cercana posible al d´ıa en que se acordo´ en un principio.
Otra posible desviacio´n que se preve´ que pueda pasar es que necesitemos mas horas de las
planificadas para llevar a cabo todas las tareas de un sprint determinado. Esto se detec-
tar´ıa en la reunio´n de sprint planning, que es el momento en el que se asignan las tareas
a hacer en el sprint. Con lo cual, el equipo presente en la reunio´n, junto a los clientes,
decidir´ıa en ese momento si es viable dedicar ma´s horas a ese sprint, con el incremento en
el presupuesto que conlleva esta decisio´n, o si se descarta alguna de las tareas que iban a
ser incluidas en el sprint o se cambia esta tarea por otra que requiera menos tiempo para
ser llevada cabo.
El estudio del coste de las posibles desviaciones que pueda sufrir el proyecto durante
su desarrollo se hace en el apartado Control de gestio´n de la seccio´n Identificacio´n de los
costes de esta memoria.
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2.3.4. Diagrama de Gantt
En la planificacio´n se han definido las fechas entre las que se llevara´n a cabo todos
los sprints; entre estos sprint se realizara´n las reuniones de seguimiento, donde se llevara´
a cabo tanto el sprint planning del siguiente sprint como el sprint review del anterior.
En la Figura 2.2 se puede ver el diagrama de Gantt de la planificacio´n, donde vemos la
distribucio´n de todos los sprints de desarrollo del proyecto.
No se puede detallar en esta planificacio´n inicial el contenido de cada uno de los sprint ya
que, debido a la metodolog´ıa que usamos para el desarrollo de este proyecto, los objetivos
de cada sprint se definen en la reunio´n de sprint planning previa al sprint en funcio´n del
resultado obtenido en el sprint anterior.
En el diagrama de Gantt, cada una de las casillas que representan las semanas de cada mes
esta´ representada por el mie´rcoles de esa semana. De esta manera podemos diferenciar los
d´ıas en los que acaba un sprint y empieza el siguiente, lleva´ndose a cabo la reunio´n de
seguimiento este mismo d´ıa.
Adema´s, en el diagrama de Gantt figura la u´ltima fase de este proyecto, la redaccio´n
de la memoria de Trabajo Final de Grado. Esta fase tiene una duracio´n de cuatro sema-
nas, comienza tras el u´ltimo sprint del proyecto y finaliza el d´ıa 20 de enero, d´ıa en el que
se entregara´ la memoria. De esta manera, se presenta la memoria al menos una semana
antes de la defensa del proyecto, d´ıa 28 de enero.
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Figura 2.2: Diagrama de Gantt de la planificacio´n del proyecto
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2.3.5. Dimensio´n del proyecto
En la Figura 2.3 se muestra la dimensio´n del proyecto con los tres workflows de desa-
rrollo, definidos en la seccio´n Descripcio´n de las tareas de esta memoria, y las tres fases
escogidas (definicio´n, establecimiento y ejecucio´n).
Figura 2.3: Dimensio´n del proyecto: representados los diferentes workflows y fases
2.3.6. Desviacio´n de la planificacio´n
Durante el desarrollo del proyecto han surgido algunos imprevistos, ajenos a este TFG,
que han limitado el alcance de este trabajo de final de grado. La parte que no se ha llegado
a realizar es la generacio´n de las estad´ısticas sobre los datos y, por lo tanto, la inclusio´n de
estas estad´ısticas en la ontolog´ıa y la posterior ingestio´n en el repositorio de metadatos.
Los constantes cambios en la infraestructura del Data Lake, con el fin de mejorar el almace-
namiento y procesamiento de los datos, han consumido la totalidad del tiempo planificado
para la generacio´n de las estad´ısticas y la insercio´n de estas en el repositorio de metadatos.
De manera que, se ha dado mayor prioridad a la realizacio´n de otras tareas del pro-
yecto por frente a esta, con el objetivo de dotar al sistema de una mayor consistencia,
entregando as´ı a la empresa cliente un sistema mucho mas robusto.
En cuanto al resto de la planificacio´n, no se han producido desviaciones, se ha seguido
la planificacio´n de los sprint y sprint meeting correctamente.
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2.4. Identificacio´n de los costes
Identificaremos los costes tomando como referencia las horas totales dedicadas al pro-
yecto. Se calculan los costes de los recursos humanos, recursos de hardware y software,
amortizaciones y gastos indirectos.
2.4.1. Costes directos
Recursos Humanos
El gasto principal de este proyecto es el de los recursos humanos. Se pueden diferen-
ciar cuatro roles que tomara´n parte en este proyecto: el rol de jefe de proyecto, analista,
desarrollador y tester. Para poder calcular los gastos asociados a los recursos humanos
necesitaremos conocer tanto el precio por hora de cada uno de estos roles, como las horas
que dedicara´ cada uno al proyecto.
Rol Salario




Tabla 2.1: Salario estimado asociado a cada rol involucrado en el proyecto
El presupuesto se basara´ en los precios por rol de la Tabla 2.1, obtenidos de un estudio
de remuneraciones en el sector tecnolo´gico [7] llevado a cabo por Page Personneliv este
mismo an˜o. Este estudio nos aporta el salario en bruto anual, para saber el salario por
hora de cada uno de los roles se ha usado calculado aplicando la siguiente fo´rmula:









Para calcular el coste en recursos humanos se seguira´ la planificacio´n que se ha realizado
previamente, en concreto se seguira´ el diagrama de Gantt. En esta planificacio´n se han
previsto hacer 12 sprints. Si se considera que por cada sprint, al que se le dedica un total
de 50 horas (25 horas por semana), se distribuyen las horas entre los diferentes roles como
indica la Tabla 2.2.
Rol Horas




Tabla 2.2: Distribucio´n de las horas de cada sprint entre los roles
ivConsultora l´ıder en seleccio´n y trabajo temporal especializado, forma parte de Page Group
21
Se puede estimar que el coste total de recursos humanos sera´ de 9.730 e. En la Tabla
2.3 se puede ver el detalle del coste por cada rol, que se ha calculado de la siguiente ma-
nera:












Tabla 2.3: Coste estimado de los recursos humanos por cada rol
Recursos Hardware
Durante todo el proyecto se ha trabajado en dos ma´quinas. El equipo donde se ha
llevado a cabo todo el desarrollo, donde trabaja el autor de este trabajo de final de grado,
y la ma´quina donde se ha desplegado el repositorio de metadatos, la API y el Quarry. Esta
ma´quina forma parte de un cluster de tres, en el que se esta´ desarrollando el proyecto Big
Data Analytics Lab. Las tres ma´quinas son ma´quinas virtuales alojadas en un servidor. Se
estima que se trabajara´ con todo el cluster durante los u´ltimos 4 sprints de la planificacio´n.
Por lo tanto el hardware utilizado durante todo el proyecto consta de una ma´quina de
desarrollo, un servidor que aloja las tres ma´quinas del cluster, y los perife´ricos (monitor,
rato´n y teclado) de la ma´quina donde desarrolla este proyecto. Para un uso ma´s eficiente
de los servidores compartimos los recursos del servidor donde alojamos las tres ma´quinas
virtuales; se estima que el consumo de recursos del servidor que hacen estas tres ma´quinas
es de un 40 %. Para los ca´lculos se estima que el consumo de las ma´quinas virtuales es el
mismo, por lo tanto el consumo de una de ellas es una tercera parte del total.
Los costes de los recursos que veremos a continuacio´n han sido facilitados por la res-
ponsable del A´rea de Sistemas, Aulas y Comunicaciones de inLab FIB, Antonia Go´mez.
Hardware Coste
Servidor 705,44 (1/3 del 40 % de 5.290,82) e
Ma´quina desarrollo 605 e
Perife´ricos 200 e
Total 1.510,44 e
Tabla 2.4: Coste del hardware utilizado durante los 12 sprints
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Hardware Coste
Servidor 1.410,89 (2/3 del 40 % de 5.290,82) e
Total 1.410,89 e
Tabla 2.5: Coste del hardware adicional utilizado durante 4 sprints
Para conocer el coste real de este hardware asociado al desarrollo del proyecto calcu-
laremos la amortizacio´n de estos costes, teniendo en cuenta que dos ma´quinas tan solo
se utilizara´n durante 4 sprints. El coeficiente de amortizacio´n para programas y equipos
informa´ticos es de 26 % por an˜o [8]; la duracio´n total del proyecto equivale a 75 d´ıas a
jornada completa y la duracio´n correspondiente al uso de las dos ma´quinas adicionales es
de 25 d´ıas.








La amortizacio´n de estos gastos y, por lo tanto, el coste de los recursos Hardware corres-
pondiente a este proyecto es:
Amortizacio´n =
(
1.510,44 e · 75
365
+ 1.410,89 e · 25
365
)
· 0,26 = 105,82 e
Recursos Software
Durante el desarrollo de este proyecto se ha optado siempre por el software Open Sour-
ce, por lo tanto, gran parte del software utilizado para llevar a cabo el desarrollo no tiene
coste, como se puede apreciar en la Tabla 2.6.
Software Coste
Windows 8.1 45,4 e
Ubuntu 12.04.5 LTS 0 e
Eclipse 0 e
Bitvise SSH Client 0 e
Virtuoso OpenSource 0 e
Apache Tomcat 0 e




Varunya’s API 0 e
LaTeX 0 e
Total 45,4 e
Tabla 2.6: Coste del software utilizado durante el desarrollo del proyecto
Los costes de los recursos que vemos en este apartado, al igual que con los Recursos Hard-
ware, han sido facilitados por la responsable del A´rea de Sistemas, Aulas y Comunicaciones
de inLab FIB, Antonia Go´mez.
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Para conocer el coste real de este software asociado al desarrollo del proyecto calcularemos
la amortizacio´n de estos costes, como hicimos con los costes en Recursos Hardware. El coe-
ficiente de amortizacio´n para programas y equipos informa´ticos es el mismo, 26 % por an˜o
[8], y se utilizara´ este software durante toda la duracio´n del proyecto, que equivale a 75 d´ıas
a jornada completa (ca´lculo hecho en el ca´lculo de la amortizacio´n en Recursos Hardware).
La amortizacio´n de estos gastos y, por lo tanto, el coste de los recursos Software co-
rrespondiente a este proyecto es:
Amortizacio´n = 45,4 e · 75
365
· 0,26 = 2,43 e
2.4.2. Costes indirectos
Tambie´n tenemos que contemplar los gastos indirectos necesarios para desarrollar el
proyecto. En inLab FIB se valoran los costes indirectos de los proyectos a partir de un
porcentaje de los gastos directos; actualmente este porcentaje es del 7 %.
Estos gastos contemplan el espacio y material de oficina utilizado, los gastos de gestio´n,
los gastos de agua y luz, entre otros.
2.4.3. Coste total
El coste total estimado del proyecto se obtiene a partir de la suma de los costes directos
y los costes indirectos. Los costes directos son la suma de los Recursos Humanos, los






Tabla 2.7: Costes directos del proyecto
Costes indirectos estimados = 9.840,25 e · 7
100
= 688,82 e
El coste total estimado del proyecto, teniendo en cuenta tantos los costes directos como





Tabla 2.8: Coste total estimado del proyecto
24
2.4.4. Coste a nivel de actividades de Gantt
Como se ha visto anteriormente, debido a la metodolog´ıa que usamos durante el desa-
rrollo del proyecto, la planificacio´n ha sido dividida en sprints. En la distribucio´n de estos
durante el desarrollo del proyecto, que se puede observar en el Diagrama de Gantt, se ha
visto que hay un total de 11 sprints de dos semanas de duracio´n y 1 de tres semanas de
duracio´n.
Por lo tanto, se calculara´ el coste de cada uno de estos sprints dependiendo de su du-
racio´n.




Costes Sprint 5 = 421,37 e · 3 semanas = 1.264,1 e
Costes de cada uno del resto de sprints = 421,37 e · 2 semanas = 842,73 e
2.4.5. Control de gestio´n
Durante el desarrollo del proyecto pueden surgir desviaciones, las cuales afectara´n al
coste total del proyecto. Calcularemos el coste de estas desviaciones de la siguiente manera:
Desviaciones en las horas de un sprint: (horas estimadas - horas reales) · coste
estimado
Desviaciones en el coste de un recurso: (coste estimado - coste real) · consumo real
Debido a que el presupuesto de este proyecto esta relacionado directamente con las horas
dedicadas a su desarrollo. Una desviacio´n de este tiempo implicar´ıa un notable incremento
del coste final del proyecto.
Para evitar un aumento importante del presupuesto el equipo se limitara´ a cumplir con
la planificacio´n acordada. Si el cliente solicita el desarrollo de nuevas funcionalidades que
provocan desviaciones importantes en la planificacio´n y, por lo tanto, en el presupuesto,
se tendra´ que prescindir de alguna otra funcionalidad con tal de no alterar demasiado la
planificacio´n. Sera´ el cliente el encargado de priorizar las funcionalidades que aporten ma´s
valor al producto y, por lo tanto, formen parte del alcance del proyecto.
Si se da el caso que el cliente decide que hay una funcionalidad imprescindible, pero
no se previo´ al inicio y es ma´s importante desarrollarla que otra funcionalidad prevista,
entonces se desarrollara´ la nueva funcionalidad y no se desarrollara´ la inicial. Esta decisio´n
sera´ tomada por el cliente y consensuada con el equipo.
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2.5. Informe de sostenibilidad
Valoraremos la sostenibilidad y compromiso social del proyecto analizando la sosteni-
bilidad econo´mica, social y ambiental del mismo. Finalmente, otorgaremos una puntuacio´n
de sostenibilidad a cada uno de estos aspectos desde diferentes puntos de vista: planifica-
cio´n, resultados y riesgos. Aunque la valoracio´n actual se llevara´ a cabo teniendo en cuenta
u´nicamente la planificacio´n.
2.5.1. Sostenibilidad econo´mica
Como se ha visto durante el estudio de los costes de este proyecto en la seccio´n 2.4, el
grueso del presupuesto de este proyecto reside en los costes de Recursos Humanos. Esto
se debe a que se han minimizado los gastos para desarrollar el proyecto en los dema´s
a´mbitos. Como en el referente al software, en el que utilizamos herramientas Open Source
y proyectos acade´micos, como Quarry o la API.
De esta manera, reutilizando tecnolog´ıas y colaborando con algunos proyectos existen-
tes, reducimos mucho el tiempo de desarrollo del proyecto y, por lo tanto, su coste final.
Este ajuste del presupuesto ha hecho que la empresa cliente haya visto con buenos ojos la
viabilidad de este proyecto.
Finalmente, una de las tareas planificadas al principio del proyecto no se llego´ a reali-
zar, puesto que el cliente priorizo´ otras tareas por frente de esta. Pese a esto, se cumplio´
con el presupuesto de la planificacio´n, ya que el tiempo dedicacio´n del equipo al proyecto
fue el previsto. Se realizaron otras tareas en el tiempo en el que deb´ıa realizarse esta tarea
que quedo´ fuera de la planificacio´n final.
2.5.2. Sostenibilidad social
Como se ha dicho anteriormente, este proyecto nace de la necesidad de una empresa
por controlar de forma eficiente los datos con los que trata d´ıa a d´ıa. Por lo tanto, este
proyecto no se hace con un u´nico fin acade´mico, sino tambie´n para satisfacer una necesidad
real que existe en la sociedad ahora mismo y que as´ı nos ha manifestado el cliente.
Con el desarrollo del proyecto mejoramos el proceso de obtencio´n de los datos por el
que hasta ahora ten´ıan que pasar los analistas de datos de la empresa. De manera que los
usuarios ya no tienen que pasar por un proceso tan tedioso, mejorando as´ı su calidad de
vida y su productividad, ya que podra´n dedicar el tiempo que dedicaban a este proceso a
otras tareas al tratarse de un proceso automa´tico la obtencio´n de estos datos.
Tras finalizar el desarrollo del proyecto, el cliente quedo´ satisfecho por el trabajo rea-
lizado en este proyecto, y este ha tenido una buena acogida entre los empleados de la
empresa, posibles usuarios del sistema.
2.5.3. Sostenibilidad ambiental
El uso de software Open Source y la colaboracio´n con proyectos acade´micos es la princi-
pal razo´n que hace que tengamos que dedicar mucho menos tiempo y recursos al desarrollo
de este proyecto. Por lo tanto, se minimiza tambie´n el impacto ambiental del proyecto.
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Adema´s, las ma´quinas donde se ha instalado la plataforma Big Data son ma´quinas virtua-
les alojadas en un servidor donde tambie´n se llevan a cabo otros proyectos. De manera que
compartimos los recursos del servidor donde trabajamos para disminuir la huella ecolo´gica
causada por el proyecto.
Teniendo en cuenta el uso de las ma´quinas virtuales durante el transcurso del proyec-
to, el consumo de recursos que hacen estas del servidor, y que las usaremos un ma´ximo de
5 horas al d´ıa (en el peor caso, no trabajamos sobre las ma´quinas virtuales el 100 % del
tiempo). Partiendo de un consumo diario de 4,42 kWh del servidor, el consumo energe´tico
diario que hace este proyecto es de:














2.5.4. Matriz de sostenibilidad
Sostenibilidad Econo´mica Social Ambiental
Planificacio´n 9 7 9
Resultados 9 7 8
Riesgos -5 0 0
valoracio´n total 44
Tabla 2.9: Matriz de sostenibilidad del trabajo de final de grado
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2.6. Identificacio´n de leyes y regulaciones
Como se ha mencionado anteriormente, el software en el que se basa este TFG es
OpenSource. El co´digo fuente de todo el software resultado de proyectos acade´micos, co-
mo Quarry y la API, que se ha utilizado en este proyecto esta´ publicado en UPCommons
y se ha obtenido autorizacio´n expresa del autor para poder utilizarlo y modificarlo, para
adaptarlo a los requisitos de nuestro proyecto.
Otro software como Virtuoso OpenSource y Apache Tomcat esta´n publicados bajo la licen-
cia GNU General Public License version 2 (GPLv2v) y Apache License, respectivamente.
Por lo tanto, tanto el uso como la modificacio´n del co´digo para su posterior uso, que es lo
que se ha hecho en este proyecto, esta´ permitido en el software liberado bajo estas licencia.
Tambie´n se han tenido en cuenta leyes y regulaciones respecto a la privacidad de los
datos utilizados en este proyecto, ya que todos los datos son de cara´cter personal. Por lo
tanto, estos datos han sido anonimizados antes de ser utilizados, cumpliendo as´ı con la
LOPDvi.
vhttp://www.gnu.org/licenses/old-licenses/gpl-2.0.html




En esta seccio´n se explica como se compone el sistema Big Data de Big Data Analy-
tics Lab. Para facilitar la comprensio´n, se explicara´n las diferentes partes del sistema y
su funcionamiento de forma aislada, para finalmente ver como encajan cada una de estas
partes y tener una visio´n global del proyecto.
No se hace un ana´lisis exhaustivo de cada una de las herramientas e integraciones lle-
vadas a cabo en el sistema, sino que se pretende dar un conocimiento general sobre la
composicio´n de cada una de las partes de este sistema. Profundizando ma´s adelante, en
cap´ıtulos posteriores de esta memoria, en la parte del sistema en la cual se centra este
Trabajo Final de Grado.
3.1. Data Lake
Se ha hecho referencia varias veces al concepto Data Lake durante esta memoria, pero
solo ha sido introducido brevemente hasta ahora. Llevamos de´cadas acostumbrados a al-
macenar la informacio´n en bases de datos y sistemas de ficheros convencionales.
Un Data Lake dista mucho de estos sistemas tradicionales, la informacio´n ya no se guarda
tan solo en una u´nica ma´quina, sino en varias. Nos encontramos con sistemas de ficheros y
bases de datos distribuidas, y no tan solo se distribuye la informacio´n entre las ma´quinas,
sino que tambie´n se replica, de manera que tenemos varias copias de los datos distribuidas
entre las ma´quinas mejorando as´ı tanto el acceso como la seguridad de estos.
Figura 3.1: Esquema de los diferentes componentes del Data Lake.
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En Big Data Analytics Lab el Data Lake esta´ compuesto de herramientas Open Source
del ecosistema Apache Hadoop. Como podemos ver en la Figura 3.1, esta formado por el
sistema de ficheros distribuido Hadoop Distributed File System (HDFS), el gestor de re-
cursos de cluster YARN, la base de datos distribuida no-relacional HBase, y la plataforma
de ana´lisis y procesamiento de datos Spark.
HDFS distribuye la informacio´n a lo largo del cluster de ma´quinas que componen el Data
Lake, replicando la informacio´n en diferentes ma´quinas. YARN gestiona los recursos de
todas las ma´quinas del cluster, distribuye los procesos entre las diferentes ma´quinas depen-
diendo del consumo de recursos actual de estas e intentando sacar partido de la localidad
de los datos. HBase es una base de datos distribuida basada en columnas que nos permite
guardar la informacio´n en HDFS y acceder posteriormente a ella de una forma ma´s or-
denada, como si extraje´ramos datos de una base de datos en lugar de ir directamente al
sistema de ficheros a buscarla. Por u´ltimo, Spark nos permite procesar datos, de diferentes
fuentes de datos, en memoria, con lo cual la eficiencia a la hora de ejecutar ana´lisis de
datos que utilizan algoritmos que realizan mu´ltiples iteraciones sobre un mismo conjunto
de datos se dispara.
3.2. Repositorio de metadatos
El repositorio de metadatos es la parte del sistema Big Data en la cual se centra este
Trabajo Final de Grado. Este repositorio alberga metadatos sema´nticos, en forma de onto-
log´ıa, que nos proporcionan informacio´n sobre el contenido, el significado y la relacio´n de
los datos del Data Lake. Se compone de dos herramientas fundamentales, como podemos
ver en la Figura 3.2.
Figura 3.2: Esquema de los diferentes componentes del repositorio de metadatos.
Por una parte, Virtuoso OpenSource, un sistema de gestio´n de bases de datos relacionales
(RDBMSi) que puede representar los datos como tablas relacionales y/o grafos de pro-
piedades. Entre otras cosas, tambie´n nos permite guardar todo el contenido de nuestro
repositorio en formato RDF, actuando a modo de Triplestore. De esta manera podemos
guardar la ontolog´ıa en forma de grafo en este RDBMS, con el cual interactuaremos me-
diante SPARQL (SPARQL Protocol and RDF Query Language)ii para almacenar y lanzar
consultas sobre la base de datos.
iRelational Database Management System
iiProtocolo SPARQL y lenguaje de consulta RDF
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Por otra parte, una API, fruto de la tesis de ma´ster de una estudiante de la UPC, Varun-
ya Thavornun [9]. Esta API permite interactuar con Virtuoso mediante peticiones HTTP
(Hypertext Transfer Protocol). Por lo tanto, permite gestionar las tripletas almacenadas
en Virtuoso, de manera que podemos consultar, insertar y eliminar contenido sin tener
conocimiento alguno de SPARQL, actuando como una capa de abstraccio´n para el usuario.
De esta manera, la interaccio´n con Virtuoso se puede realizar u´nicamente a trave´s de
la API mediante los me´todos GET, POST y DELETE de HTTP, que nos permiten pedir,
insertar y eliminar contenido, respectivamente, representando los datos en ficheros JSON
(JavaScript Object Notation).
Por ejemplo, para obtener datos del repositorio, tan solo habr´ıa que hacer una peticio´n
HTTP concreta mediante el me´todo GET a la API y esta nos devolver´ıa en un fichero
JSON el resultado de nuestra consulta, y en caso de insertar contenido en el repositorio
se envian los datos en un fichero JSON en el cuerpo de la peticio´n a la API mediante el
me´todo POST.
En la Seccio´n 4.2 del cap´ıtulo Desarrollo del proyecto de esta memoria se explica en detalle
el trabajo realizado, las adaptaciones y funcionalidades nuevas implementadas sobre estas
herramientas para cumplir con las necesidades requeridas por el proyecto.
3.3. Quarry
Quarry[1] es la herramienta utilizada en Big Data Analytics Lab para dotar al usuario
de un me´todo de interaccio´n con el sistema totalmente transparente a todas las tecnolog´ıas
de las que esta´ compuesto.
Esta herramienta es capaz de mostrar una ontolog´ıa al usuario y que este pueda ex-
traer los datos que quiere de la base de datos, seleccionando los conceptos en los que este´
interesado y aplicando una serie de reglas sobre estos. De esta manera, Quarry, a partir
de los archivos que contienen la ontolog´ıa y toda la informacio´n necesaria sobre todos los
conceptos de esta (por ejemplo, los mappings de los conceptos hacia la base de datos), es
capaz de conocer con precisio´n el lugar en el que se encuentran los datos que el usuario
quiere extraer.
En la Figura 3.3 podemos ver gra´ficamente el funcionamiento de Quarry junto a todas
las partes que entran en juego.
En este Trabajo Final de Grado no se ha trabajado sobre esta herramienta salvo para
estudiar ligeramente su funcionamiento para hacer algunas modificaciones sobre la API.
Se habla sobre esto ma´s adelante, en la Seccio´n 4.2.3 del cap´ıtulo Desarrollo del proyecto
de esta memoria.
3.4. Visio´n global
En poner todos estos elementos, vistos en los apartados anteriores de esta seccio´n, en
conjunto se obtiene una imagen global de la solucio´n implementada por el equipo de Big
Data Analytics Lab, que es la que se puede ver en la Figura 3.4.
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Figura 3.3: Esquema de funcionamiento del Quarry.
Figura 3.4: Esquema de las diferentes partes del sistema Big Data en conjunto.
Si lo comparamos con el esquema de funcionamiento de Quarry (ver en Figura 3.3) se
puede ver que ambos tienen una estructura similar. Esto se debe a que Quarry es el ele-
mento central del sistema, encargado de conectar el usuario, el Data Lake y el repositorio
de metadatos.
Partiendo de lo explicado en el apartado anterior sobre Quarry, en la solucio´n final nos
encontramos con el mismo esquema, salvo por algunos cambios. Uno de estos cambios se
refleja en la parte encargada de almacenar los datos, en el caso de la solucio´n implementada
por el equipo de Big Data Analytics Lab estamos hablando de una Data Lake compuesto
por diferentes herramientas (ver Seccio´n 3.1) en lugar de una base de datos tradicional
como utiliza Quarry. Adema´s, en nuestra solucio´n Quarry en lugar de ir a buscar la onto-
log´ıa a unos ficheros de un sistema de ficheros local, pide esta informacio´n a la API (vista
en la Seccio´n 3.2).
De esta manera, cuando el usuario selecciona una ontolog´ıa, Quarry carga del repositorio
de metadatos toda la informacio´n necesaria. Entonces, en el momento en que deba acceder
al Data Lake para ir a buscar los datos, sabra´ exactamente donde ir a buscarlos, ya que




Durante el desarrollo del proyecto se ha trabajado paralelamente en las diferentes fases
del proyecto, explicadas en la Seccio´n 2.3.1 de esta memoria.
4.1. Ontolog´ıa
Entendiendo el modelo de negocio del cliente y sus necesidades, deb´ıa modelarse una
ontolog´ıa lo ma´s completa posible para describir los datos del cliente que se iban a tras-
ladar a la nueva plataforma Big Data. A partir de la informacio´n proporcionada sobre los
datos que deb´ıan ser representados en esta ontolog´ıa se empezaron a hacer los primeros
esbozos del modelo.
En los siguientes apartados de esta seccio´n veremos como se fue modelando la ontolog´ıa du-
rante el transcurso del proyecto, an˜adiendo en determinados momentos tanto informacio´n
adicional sobre los datos que ya estaban representados en la ontolog´ıa, como informacio´n
sobre nuevos datos que deb´ıan ser representados. De manera que veremos los cambios que
se fueron aplicando sobre el modelo de la ontolog´ıa cronolo´gicamente.
Adema´s, previamente a la explicacio´n de la evolucio´n del modelo de la ontolog´ıa, se expli-
cara´ la estructura de la ontolog´ıa, viendo las diferentes partes de las que se compone.
4.1.1. Composicio´n de la ontolog´ıa
La ontolog´ıa se ha dividido en diferentes partes, separando el contenido de esta en
grafos independientes, a los que a partir de ahora llamaremos namespaces.
El contenido de cada namespace tiene un propo´sito y estructura diferente, de ah´ı que
se haya decidido separarlos. Au´n as´ı, como la informacio´n que contienen hace referencia a
los mismos datos, encontramos conexiones entre los diferentes namespaces, de manera que
toda la informacio´n sobre unos determinados datos en la ontolog´ıa quedara´ conectada y
fa´cilmente accesible.
Como se puede ver en la Figura 4.1, se han definido tres namespaces diferentes, debi-
do al contenido que tenemos que diferenciar en la ontolog´ıa. El namespace de vocabulario
es el principal, en e´l se hayan todos los conceptos de negocio con los que los empleados
de la compan˜´ıa trabajan a diario. Adema´s, este namespace es el que conecta con los otros
dos, el de origen y mappings. Las flechas rojas de la Figura 4.1 son las que representan
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estas conexiones.
Figura 4.1: Esquema de los diferentes namespaces de la ontolog´ıa y su contenido.
El namespace de origen contiene informacio´n sobre el lugar del cual provienen los datos,
como la tabla y el atributo f´ısico en el que se representaban estos datos en la base de datos
operacional, y caracter´ısticas sobre estos datos, como el tipo de datos del que se trata
(boolean, number, char, ...).
Finalmente, el namespace de mappings nos indica en que´ lugar se encuentran exacta-
mente los datos que representan cada concepto del namespace de vocabulario en el Data
Lake.
4.1.2. Modelo ba´sico
Entre la informacio´n de la que se dispon´ıa en un principio para realizar un primer mo-
delo de la ontolog´ıa se pudieron extraer una serie de conceptos de negocio de alto nivel, los
conceptos principales de la ontolog´ıa, que esta´n relacionados entre s´ı mediante diferentes
predicados, como se puede ver en el esquema de ejemplo de la Figura 4.2.
Adema´s, se extrajeron de esta misma informacio´n otros conceptos de ma´s bajo nivel, a los
que llamaremos a partir de ahora Caracter´ısticas, que esta´n relacionados con los conceptos
principales mediante el mismo predicado #hasFeature (Figura 4.3).
La razo´n por la cual se asigna el mismo predicado a todas las relaciones entre Conceptos
de negocio y Caracter´ısticas es para reducir la complejidad de algunas consultas SPARQL,
facilitar el trabajo a Virtuoso y obtener las tripletas de forma eficiente.
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Figura 4.2: Esquema ba´sico de ejemplo de conceptos de la ontolog´ıa.
Figura 4.3: Relacio´n entre conceptos principales y caracter´ısticas de la ontolog´ıa.
Por ejemplo, al modelar esta parte de la ontolog´ıa de esta forma, si quisie´ramos obte-
ner todas las Caracter´ısticas asociadas a un Concepto de negocio X la consulta SPARQL
que se lanzar´ıa ser´ıa muy sencilla, como se puede ver en el Fragmento de co´digo 4.1.
Fragmento de co´digo 4.1: Ejemplo de simplicidad de las consultas SPARQL
SELECT ? ob j e to
FROM <r e p o s i t o r i o>
WHERE {
? su j e t o ? pred icado ? ob j e to .
FILTER(REGEX(STR(? su j e t o ) , ’#ConceptoX ’ ) &&
REGEX(STR(? pred icado ) , ’#hasFeature ’ ) )
}
Todo lo explicado hasta ahora sobre este primer modelo de la ontolog´ıa corresponde al
namespace de vocabulario, en el cual trabajamos con la sema´ntica de los datos (Conceptos
de negocio, Caracter´ısticas y relaciones), que es la parte de la ontolog´ıa ma´s cercana al
lenguaje natural.
Para facilitar la comprensio´n, veremos un ejemplo de un posible caso de uso real para
esta parte de la ontolog´ıa.
Ejemplo
Supongamos que la empresa cliente, para la cual se esta desarrollando el proyecto,
es una aerol´ınea llamada Landing. Esta compan˜´ıa nos ha proporcionado la informacio´n
necesaria para empezar a modelar la ontolog´ıa, entre la cual disponemos de informacio´n
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como Conceptos de negocio y Caracter´ısticas asociadas a estos.
Partiendo del modelo ba´sico de la ontolog´ıa que hemos definido hasta ahora, volcando
alguna de la informacio´n de la que disponemos de esta aerol´ınea en este modelo se obtiene
la ontolog´ıa de la Figura 4.4. En esta figura podemos ver como los Conceptos de negocio de
Landing (c´ırculo negro) representan un concepto a ma´s alto nivel que las Caracter´ısticas
(c´ırculo azul), que tratan de cosas ma´s concretas, propias de cada Concepto de negocio.
Figura 4.4: Ejemplo del modelo ba´sico de la ontolog´ıa.
Finalmente, podr´ıa parecer tras ver este ejemplo que una ontolog´ıa, o al menos esta parte,
es muy similar a un diagrama UML
podemos destacar que un Concepto de negocio de por s´ı solo no nos aporta informacio´n,
se podr´ıa entender como un conjunto de Caracter´ısticas que representan o nos aportan
informacio´n sobre una misma entidad.
Origen de los datos
En este modelo ma´s ba´sico de la ontolog´ıa tambie´n se modelo´ el namespace de origen,
ya que entre los metadatos de los que disponemos tambie´n encontramos la informacio´n
sobre de do´nde vienen los datos. Es decir, se sabe en que lugar de la base de datos ope-
racional se almacenaba cada una de las Caracter´ısticas del namespace de vocabulario, ya
que disponemos de la tabla y atributos f´ısicos, adema´s de algunos metadatos adicionales
que nos proporcionan informacio´n que describen el tipo de dato final que representa cada
Caracter´ıstica. Esto u´ltimo tiene una gran utilidad una vez se hayan migrado los datos
al Data Lake, ya que una vez all´ı no sabremos de que´ tipo de datos se tratan y esto nos
ayudara´ a identificarlos y tratarlos adecuadamente.
En la Figura 4.5 podemos ver como encajan estos metadatos en el modelo de la onto-
log´ıa que hab´ıamos visto hasta ahora, as´ı como la manera en la que se relacionan con los
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metadatos del namespace de vocabulario. La relacio´n entre diferentes namespaces se esta-
blece desde el de vocabulario, los Conceptos de negocio y Caracter´ısticas de este namespace
representan respectivamente tablas y atributos en el namespace de origen. Entonces, to-
do Concepto de negocio del namespace de vocabulario formara´ parte de, al menos, una
tripleta con el predicado #comesFrom, mientras que toda Caracter´ıstica formara parte
de exactamente una tripleta con este predicado. Esta tripleta nos indicara´ la equivalencia
entre las entidades del namespace de vocabulario y origen.
Figura 4.5: Modelo ba´sico de la ontolog´ıa.
Se ha dicho que los Conceptos de negocio pueden formar parte de varias tripletas con el
predicado #comesFrom, esto es debido a que un Concepto de negocio puede estar com-
puesto por ma´s de una tabla f´ısica en la base de datos operacional, como se vera´ ma´s
adelante.
Adema´s, en la figura anterior (Figura 4.5) vemos como en el namespace de origen las
tablas y atributos se relacionan mediante tripletas con el predicado #hasAttribute, que
indica que el Atributo pertenece a esa Tabla, y #hasPrimaryKey, que nos indica que este
Atributo es clave primaria de esta Tabla, en caso de existir esta relacio´n entre la Tabla y
el Atributo.
Finalmente, se puede apreciar que los Atributos tienen ciertas propiedades que lo defi-
nen, tanto al propio atributo como al lugar que ocupaban en el esquema relacional de la
base de datos operacional. Estas propiedades esta´n representadas en la ontolog´ıa como
tripletas que en uno de sus extremos, en el del objeto, tienen un valor literal en lugar
de una URI. Representamos estos valores mediante este tipo de tripletas debido a que
se tratan de valores fijos que no tienen entidad suficiente como para tratarse como a un
objeto, ya que u´nicamente nos aportan informacio´n sobre un sujeto pero su valor no va




Los siguientes metadatos de los que se dispusieron fueron sobre nuevas Caracter´ısticas
de los mismos Conceptos de negocio que tratamos anteriormente. Esta vez se trataba
de datos almacenados de una forma muy peculiar, en unas tablas de la base de datos
operacional a las que en esta compan˜´ıa llaman tablas cremallera. Pero, antes de ver como
se modelo´ esta parte de la ontolog´ıa, veamos a que se refieren con tablas cremallera.
¿Que´ son y co´mo funcionan las tablas cremallera?
Anteriormente se ha mencionado que los Conceptos de negocio esta´n asociados a una
o ma´s tablas. Esto es porque, en un principio, todo Concepto de negocio esta´ representado
por una tabla en la base de datos operacional, pero con el tiempo la compan˜´ıa necesito´ mu-
chos ma´s atributos para representar algunos Conceptos de negocio. Entonces, decidieron
utilizar tablas auxiliares para representar todos aquellos datos adicionales sobre algunos
Conceptos de negocio.
Para algunos Conceptos de negocio, empezaron a discernir entre diferentes tipos con Ca-
racter´ısticas singulares que los diferenciaban. Estas nuevas Caracter´ısticas, propias de cada
Tipo de concepto de negocio, son las que deb´ıan ser representadas de alguna manera en
la base de datos operacional.
Pero, ¿por que´ no ampliar la tabla principal para dar cabida a estos atributos? El ca-
so es que no se trataba de unos pocos atributos, sino de cientos de ellos por cada Concepto
de negocio, y esta informacio´n no era necesaria en todo registro de la tabla. Por lo tanto,
no iban a ampliar el taman˜o de las tablas que ma´s se consultaban en la base de datos
operacional si no era estrictamente necesario, haciendo que estas consultas se volvieran
mucho ma´s ineficientes.
Figura 4.6: Esquema de las tablas cremallera.
Estos cientos de atributos de los que esta´n compuestas estas tablas contienen informacio´n
de todo tipo. En la Figura 4.6 podemos ver una representacio´n del funcionamiento de estas
38
tablas. En esta figura vemos como todo registro esta´ identificado por la clave primaria de
la tabla principal de ese Concepto de negocio, seguido del resto de atributos de la tabla,
que son un conjunto de campos de todos los tipos que pod´ıan necesitar. Por ejemplo,
estas tablas podr´ıan contener 15 atributos de tipo Integer, 25 de tipo Varchar, 10 de tipo
Boolean, 35 de tipo Decimal, 10 de tipo Bigint, 10 de tipo Date, etc.
Dada una misma tabla cremallera, cada campo significa algo totalmente diferente de-
pendiendo del Tipo de concepto de negocio, ya que cada uno utiliza los campos que le son
necesarios para almacenar una informacio´n espec´ıfica para ese tipo. Esto se puede apreciar
en la Figura 4.6, donde cada una de las filas podr´ıa representar un Tipo de concepto de
negocio diferente, y vemos como los campos utilizados por cada uno (resaltados en azul o
rojo) son diferentes. Algunos Tipos de conceptos de negocio incluso utilizan ma´s de una
fila de esta tabla para poder representar toda la informacio´n.
Adema´s, en la figura anterior apreciamos que algunos de los campos, los resaltados en
rojo, hacen referencia a otra tabla a la que llaman Tabla Corporativa. En estos campos de
la tabla cremallera no nos encontramos con el valor final del atributo, como pasa con los
campos resaltados en azul, sino que damos con una referencia a una Tabla Corporativa
donde se encuentran una serie de valores predefinidos, entre los cuales se haya el valor
final de ese atributo. Por lo tanto, una tabla cremallera representa muchos ma´s atributos
lo´gicos que el nu´mero de campos f´ısicos de los que dispone, ya que cada Tipo de concepto
de negocio almacena diferente informacio´n en los mismos campos f´ısicos de esta tabla.
Estas tablas no solo sirven como extensio´n de las tablas principales de cada Concepto
de negocio, sino que algunos Conceptos de negocio esta´n representados u´nicamente por
una u´nica tabla de este tipo aprovechando el polimorfismo de estas tablas.
Extensio´n del modelo de la ontolog´ıa
Como se puede ver en la figura 4.7, se ha conservado el modelo anterior de la ontolog´ıa
y se ha extendido para poder integrar la nueva informacio´n en el modelo. En el namespace
de vocabulario se ha an˜adido un nivel ma´s entre los Conceptos de negocio y las nuevas
Caracter´ısticas que deb´ıan ser incluidas en la ontolog´ıa. De esta forma, se agrupan las
Caracter´ısticas propias de cada Tipo de Concepto de negocio en este nuevo nivel que re-
presenta el Tipo de concepto de negocio per se.
En el namespace de origen s´ı que nos encontramos ma´s cambios, en un primer vistazo
a las novedades del modelo de la ontolog´ıa nos encontramos con que el Atributo de la
Tabla ya no representa u´nicamente un campo f´ısico de esta tabla, sino tambie´n puede
representar uno lo´gico. Estos campos lo´gicos representaran un campo f´ısico y una fila de
una tabla cremallera, adema´s de una Tabla Corporativa en caso de que la informacio´n de
esa Caracter´ıstica no se encuentre en el campo f´ısico indicado de la tabla cremallera.
De esta manera, nos encontramos tambie´n con un nuevo nivel en el namespace de origen,
entre el Atributo y los metadatos que determinan que tipo de dato vamos a encontrarnos.
Este nuevo nivel nos indica donde se encuentra la informacio´n que estamos buscando. As´ı
como en el modelo ba´sico de la ontolog´ıa u´nicamente se necesitaba el nombre del campo
f´ısico de la tabla para saber donde se encontraba el valor correspondiente a una Carac-
ter´ıstica, para representar las tablas cremallera hace falta el nombre del campo f´ısico de
la tabla, la fila e incluso se podr´ıa necesitar el nombre de otra tabla adicional, la Tabla
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Corporativa. Estas novedades las encontramos representadas en el nuevo modelo mediante
tripletas con los predicados #hasField, #hasRow y #hasCorporateTable, respectivamente,
y se relacionan directamente con el Atributo, que en este caso representa un campo lo´gico,
mientras que el campo f´ısico es el representado por los valores que se encuentran al otro
extremo de las tripletas mencionadas anteriormente.
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Figura 4.7: Modelo avanzado de la ontolog´ıa.
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4.1.4. Modelo final
La informacio´n que quedaba por modelar en la ontolog´ıa era la referente a los mappings
de los datos en el Data Lake. Es decir, la informacio´n gracias a la cual se puede saber
exactamente donde se encuentran los datos correspondientes a una Caracter´ıstica concreta
en el nuevo sistema Big Data, que guardaremos en el namespace de mappings (ver Figura
4.8).
Figura 4.8: Esquema de las novedades del modelo final de la ontolog´ıa.
Estos mappings son hacia HBase, uno de los componentes que forman el Data Lake, que
vimos en la Seccio´n 3.1. Un mapping hacia HBase[10] esta formado por una Tabla, una
Familia y un Qualifier. Esto es debido a que en HBase los datos se guardan en unas tablas
que esta´n divididas en familias, que son agrupaciones de columnas que se guardan en un
mismo fichero HDFS. Por lo tanto para hacer referencia a una columna en concreto, que es
representada dentro de una familia mediante un Column Qualifier o Qualifier, necesitamos
estos tres elementos, Tabla, Familia y Qualifier.
Adema´s, junto a cada mapping guardamos un Nombre que hace referencia a la Carac-
ter´ıstica, ya que la informacio´n que se guarda en HBase son ficheros JSONi que contienen
el valor de varias Caracter´ısticas. Por lo tanto, para acabar de definir el mapping hacia una
Caracter´ıstica en concreto, tambie´n se debe indicar en que posicio´n del JSON se encuentra.
En el nuevo modelo de la ontolog´ıa conectamos cada Caracter´ıstica del namespace de
vocabulario con el mapping correspondiente del nuevo namespace de la ontolog´ıa. El map-
ping de esta Caracter´ıstica esta´ conectado con la propiedades que lo definen, que se han
nombrado anteriormente, mediante los predicados #hasTable, #hasFamily, #hasQualifier
y #hasName. Cada una de estas propiedades que definen el mapping pueden estar forma-
iHBase guarda tiras, o arrays, de bytes, pero en este caso estas tiras de bytes representan ficheros JSON
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das por un u´nico valor, el cual se indica mediante el predicado #hasValue, o puede estar
compuesto por varios valores o referencias a valores. En el segundo caso, en la ontolog´ıa
se guarda la informacio´n de co´mo se compone el valor final de estas propiedades a partir
de los otros valores o referencias.
En caso que se trate de una referencia no contamos con el valor directamente, sino con el
nombre de una Caracter´ıstica a la que hace referencia. Entonces el valor de esta Carac-
ter´ıstica sera´ aportado por el usuario, ya que los datos han sido clasificados segu´n el valor
de esta Caracter´ıstica para acotar el rango de datos al que se accede y, de esta manera,
optimizar el acceso a los datos. En caso de no aportarse este valor, se accedera´ a todos los
datos, independientemente del valor de esta Caracter´ıstica, lo cual hara´ que accedamos a
los datos de una forma menos eficiente. Por ejemplo, en lugar de acceder a una familia
concreta de una tabla de HBase, acceder´ıamos a todas las familias de esta tabla, lo cual
har´ıa que el acceso a estos datos no sea tan eficiente en caso que no estemos interesados
en acceder a toda la tabla.
Esta informacio´n se ha modelado dividie´ndola en cada una de las partes de las que se
compone. Por una parte los valores o referencias, de los cuales debe guardarse el orden
tambie´n, esta´n definidos mediante el predicado #firstValue, en caso de que se trate del
valor, o #firstValueAsRef, en caso de que se trate de una referencia. La primera parte de
este predicado var´ıa dependiendo del lugar que ocupa este valor o referencia al construir
el valor final, pudiendo ser: first, second, third, etc. Por otra parte, nos encontramos con
que algunos de estos valores compuestos tienen un cara´cter de separacio´n entre ellos, en la
ontolog´ıa se ha representado mediante el predicado #joinValue, se entiende que este debe
situarse entre todas las partes que compongan el valor final. En caso que no haya joinValue
y se trate de un valor compuesto, se concatenara´n todas las partes sin ma´s, formando as´ı
el valor final.
En la Figura 4.9 se puede ver una imagen completa del modelo final de la ontolog´ıa, tras
haber aplicado todos los cambios vistos en esta seccio´n durante el desarrollo del proyecto.
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Figura 4.9: Modelo final de la ontolog´ıa.
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4.2. Repositorio de metadatos
4.2.1. Instalacio´n y configuracio´n del entorno
En los ape´ndices A y B se describe el proceso de instalacio´n y configuracio´n de varias
herramientas, en un entorno basado en GNU/Linux, que deben ponerse en marcha para el
correcto funcionamiento del repositorio de metadatos. En estos ape´ndices nos encontramos
con los siguientes manuales:
Manual de instalacio´n y configuracio´n de Virtuoso Opensource
Manual de instalacio´n y configuracio´n de la API
Tras tenerlo todo funcionando, lejos de haber terminado con el trabajo a realizar con el
repositorio de metadatos, todav´ıa queda la parte ma´s importante, la adaptacio´n de la API
a los requisitos del proyecto. En los pro´ximos apartados de esta misma seccio´n veremos
en detalle los cambios realizados en los me´todos existentes de la API, as´ı como los nuevos
me´todos implementados para satisfacer todas las necesidades del proyecto.
4.2.2. Adaptacio´n de la API para el uso de namespaces
En un principio la API solamente fue implementada para utilizarse junto a Virtuoso
como Triplestore pero, debido a las necesidades que ten´ıa el proyecto, debio´ de adaptarse
la API para que permitiera la divisio´n del grafo completo, que representa toda la ontolog´ıa,
en grafos lo´gicos para representar los namespaces.
Por lo tanto, debieron de implementarse los cambios necesarios en el co´digo correspon-
diente a la u´ltima versio´n de la API para el uso de namespaces.
La manera en la que se representa el namespace en la Triplestore es guardando el na-
mespace junto a la URI de cada componente de la tripleta. Por lo tanto, la tripleta se
guarda en el repositorio de la siguiente forma:
sujeto: < namespace: + namespace de la tripleta + / + URI del sujeto >
predicado: < namespace: + namespace de la tripleta + / + URI del predicado >
objeto: < namespace: + namespace de la tripleta + / + URI del objeto > o literal
Este cambio sera´ transparente para el usuario. En ningu´n momento se pedira´ al usua-
rio que inserte las tripletas en este formato, ni las URIs sera´n mostradas al usuario de
esta forma. U´nicamente se le pedira´ al usuario la inclusio´n del para´metro namespace en
las llamadas que haga a la API cuando quiera listar, insertar o eliminar tripletas en un
determinado grafo y la API se encargara´ de hacer el resto.
Por ejemplo, una tripleta del namespace origen, del que se ha hablado en la seccio´n ante-
rior, se guardar´ıa con este formato en Virtuoso:
sujeto: < namespace:origen/http://urideejemplo.tfg/ontology#ConceptoNegocio >
predicado: < namespace:origen/http://urideejemplo.tfg/ontology#hasFeature >
objeto: < namespace:origen/http://urideejemplo.tfg/ontology#Caracteristica >
Para implementar este funcionamiento, se hicieron varios cambios en los me´todos prin-
cipales de la API.
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An˜adir tripletas al repositorio
Se han hecho cambios en las siguientes funciones para implementar el uso de names-
paces al an˜adir tripletas al repositorio:
addTriples en APIController.java: esta funcio´n se encarga de llevar a cabo la inser-
cio´n de nuevas tripletas mediante el me´todo POST.
◦ An˜adido el para´metro namespace a la funcio´n: este para´metro no es obligatorio
de manera que se mantiene la retrocompatibilidad con la versio´n anterior de la API.
◦ En caso que no se defina el para´metro namespace en el POST se le asigna un
valor nulo, de esta manera la API tiene el mismo comportamiento que en su versio´n
anterior.
◦ Paso del para´metro namespace a la funcio´n getFullUrl de APIController.java.
getFullUrl en APIController.java: esta funcio´n devuelve la URI absoluta en el caso
que se hayan usado prefijos.
◦ An˜adido el para´metro namespace a la llamada de la funcio´n.
◦ Si el para´metro namespace es diferente de nulo an˜ade este al principio de la
URI.
Eliminar tripletas del repositorio
Se han hecho cambios en las siguientes funciones para implementar el uso de names-
paces al eliminar tripletas del repositorio:
deleteTriples en APIController.java: esta funcio´n se encarga de eliminar tripletas del
repositorio mediante el me´todo POST.
◦ An˜adido el para´metro namespace a la funcio´n: este para´metro no es obligatorio
de manera que se mantiene la retrocompatibilidad con la versio´n anterior de la API.
◦ En caso que no se defina el para´metro namespace en el POST se le asigna un
valor nulo, de esta manera la API tiene el mismo comportamiento que en su versio´n
anterior.
◦ Paso del para´metro namespace a la funcio´n getFullUrl de APIController.java.
Esta funcionalidad de la API tambie´n hace uso de los cambis en la funcio´n getFullUrl
en APIController.java detallados anteriormente.
Listar tripletas del repositorio
Se han hecho cambios en las siguientes funciones para implementar el uso de names-
paces al listar tripletas del repositorio:
queryTuples en TripleStoreConnector.java: esta funcio´n devuelve las tripletas del
repositorio dada una query generada en el controlador de la API.
◦ An˜adido el para´metro namespace a la llamada de la funcio´n.
◦ Paso del para´metro namespace a la funcio´n queryTuples de DBConnector.java.
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queryTuples en DBConnector.java: esta funcio´n devuelve las tripletas del repositorio
dada una query generada en el controlador de la API.
◦ An˜adido el para´metro namespace a la llamada de la funcio´n.
◦ Modificacio´n del co´digo para la bu´squeda en el repositorio de las tripletas
de el grafo correspondiente a ese namespace, devolviendo las tripletas con las URIs
originales para que la implementacio´n del uso de namespaces sea transparente para
el usuario.
4.2.3. Implementacio´n de la connexio´n con Quarry en la API
Con tal de conectar estas dos herramientas, hay que hacer que la API proporcione a
Quarry los dos archivos que este necesita para obtener la informacio´n de la ontolog´ıa y
los mappings, como vimos en la Seccio´n 3.4 del cap´ıtulo Arquitectura del sistema de esta
memoria.
Estudio de Quarry
Para llevar a cabo las modificaciones necesarias en la API se debe estudiar el formato
de los archivos que lee Quarry, con tal de comprender su estructura y hacer que la API
transforme la ontolog´ıa y los mappings que Virtuoso almacena en RDF al formato que
necesita Quarry.
Tras entender la estructura de estos archivos, se ha generado una plantilla de cada uno
que sirva como referencia para implementar las nuevas llamadas de la API, como podemos
ver en los Fragmentos de co´digo de este apartado.
Fragmento de co´digo 4.2: Plantilla del fichero de ontolog´ıa que lee Quarry.
<owl :C la s s rd f : abou t=”URI de Concepto de negoc io ”>
< r d f s : l a b e l>Concepto de negoc io</ r d f s : l a b e l>
<rd f s : subC la s sO f r d f : r e s o u r c e=”&owl ; Thing”/>
<rd f s : subC la s sO f>
<ow l :R e s t r i c t i o n>
<owl :onProperty r d f : r e s o u r c e=”URI pred icado hac ia ot ro Concepto de
negoc io ”/>
<owl :minCard ina l i ty rd f : da ta type=”&xsd ; nonNegat iveInteger ”>1</
owl :minCard ina l i ty>
</ ow l :R e s t r i c t i o n>
</ rd f s : subC la s sO f>
<rd f s : subC la s sO f>
<ow l :R e s t r i c t i o n>
<owl :onProperty r d f : r e s o u r c e=”URI pred icado hac ia ot ro Concepto de
negoc io ”/>
<owl :maxCardinal i ty rd f : da ta type=”&xsd ; nonNegat iveInteger ”>1</
owl :maxCardinal i ty>
</ ow l :R e s t r i c t i o n>
</ rd f s : subC la s sO f>
</ ow l :C la s s>
<owl :ObjectProperty rd f : abou t=”URI pred icado ent re Conceptos de negoc io ”>
<rd f s :domain r d f : r e s o u r c e=”URI Concepto de negoc io 1”/>
<r d f s : r a n g e r d f : r e s o u r c e=”URI Concepto de negoc io 2”/>
</ owl :ObjectProperty>
<owl :DatatypeProperty rd f : abou t=”URI Ca r a c t e r i s t i c a ”>
< r d f s : l a b e l>Ca r a c t e r i s t i c a</ r d f s : l a b e l>
<rd f s :domain r d f : r e s o u r c e=”URI Concepto de negoc io ”/>
<r d f s : r a n g e r d f : r e s o u r c e=”Tipo de dato ”/>
</ owl:DatatypeProperty>
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En el Fragmento de co´digo 4.2, referente a la plantilla de la ontolog´ıa, vemos como apare-
cen tanto Conceptos de negocio como Caracter´ısticas. En este fichero que generamos para
Quarry, en formato OWL (Ontology Web Language), los Conceptos de negocio deben ser
representados como clases, para las que tendremos que definir la cardinalidad mı´nima y
ma´xima de cada conexio´n que tiene con otro Concepto de negocio o clase. OWL es un len-
guaje web sema´ntico, disen˜ado para representar conocimiento sobre te´rminos y relaciones
entre estos.
Adema´s, vemos como las conexiones entre Conceptos de negocio deben ser representadas
como ObjectProperties y las Caracter´ısticas como DatatypeProperties de los Conceptos de
negocio, donde deberemos indicar adema´s del tipo de dato que se trata.
ObjectProperties equivalen a las tripletas vistas en el modelo de la ontolog´ıa que esta´n
formadas por sujeto, predicado y objeto. Mientras que DatatypeProperties equivalen a las
tripletas que esta´n formadas por sujeto, predicado y un valor literal.
En el Fragmento de co´digo 4.3 vemos la plantilla de los mappings de la ontolog´ıa, donde
nos encontramos con una primera parte donde se define una conexio´n. Esta primera parte
la obviaremos, u´nicamente ha sido incluida en la plantilla para ser conscientes de que en
caso de ser necesario que Quarry acceda a una base de datos, la conexio´n a esta ser´ıa
definida siguiendo esta parte de la plantilla. En este caso, no debemos definir conexio´n
alguna a base de datos ya que solo trabajaremos con HBase y, por lo tanto, esta parte
no sera´ incluida en el archivo que finalmente sera´ enviado a Quarry. Aunque podr´ıa ser
incluido en caso que extraje´ramos datos de diferentes fuentes, definiendo esta conexio´n y
todos sus para´metros en el namespace de mappings de la ontolog´ıa.
Fragmento de co´digo 4.3: Plantilla del fichero de mappings que lee Quarry.
<connect ion>
<name>ConnectionName</name>
<s e r v e r>Server</ s e r v e r>
<type>POSTGRESQL/MYSQL/ . . .</ type>






<OntologyMapping sourceKind=” r e l a t i o n a l / t ext /xml/ ex c e l ”>
<Ontology type=” concept / property ”>URI</Ontology>
<Mapping sourceKind=” r e l a t i o n a l / t ext /xml/ ex c e l ” connectionName=”
ConnectionName/ f i l e ” >
<Tablename>t ab l e</Tablename>
<Pro j e c t i on s>
<Attr ibute>a t t r i bu t e 1</Att r ibute>
<Attr ibute>SUBSTR(x , y , z )</Att r ibute>
. . .
</ Pro j e c t i on s>
<S e l e c t i o n s>
<S e l e c t i o n>
<Column>SUBSTR(x , a , b )</Column>
<Operator>operator</Operator>
<Constant>constant</Constant>
</ S e l e c t i o n>




El resto del contenido de la plantilla s´ı que es relevante, esta parte ya contiene la informa-
cio´n referente a los mappings. Como esta´ orientado al uso con bases de datos relacionales,
nos encontramos con mucha informacio´n que no necesitamos. En nuestro caso particular,
omitiremos algunos de los campos que podemos ver en esta parte de la plantilla, simpli-
ficando el trabajo de Quarry. Podemos ver un ejemplo de la informacio´n que contiene el
archivo de mappings que genera la API en el Fragmento de co´digo 4.4.
Fragmento de co´digo 4.4: Ejemplo del fichero de mappings generado por la API.
<OntologyMapping sourceKind=”hbase ”>
<Ontology type=” property ”>URI Carac t e r i s t i c a</Ontology>
<Mapping sourceKind=”hbase ”>
<Pro j e c t i on s>
<Attr ibute>name :v :va lue1 : ;</Att r ibute>
<Attr ibute> f am i l y : v : v a l u e 2 : ;</Att r ibute>
<Attr ibute>q u a l i f i e r : r : r e f e r e n c e 1 : v : : r : r e f e r e n c e 2 : v : : r : r e f e r e n c e 3 : ;</
Att r ibute>
<Attr ibute> t a b l e : v : v a l u e 3 : r : r e f e r e n c e 4 : ;</Att r ibute>
</ Pro j e c t i on s>
</Mapping>
</OntologyMapping>
En este ejemplo, podemos ver como se define el tipo de fuente de los datos como hbase, de
esta manera Quarry sabe como leer los mappings que tiene a continuacio´n y sabe que son
hacia HBase. Se trata del mapping de una Caracter´ıstica, por lo tanto, nos encontramos
con todos los elementos que definen este mapping, vistos en el apartado 4.1.4 de la seccio´n
Ontolog´ıa de este mismo cap´ıtulo de la memoria.
Estos cuatro elementos que conforman el mapping se definen de la misma forma en este
archivo. Nos encontramos con el nombre del elemento primero, seguido del valor final de
este. Recordemos que el valor final de los elementos de un mapping puede estar formado
por varios valores y/o referencias (visto en el apartado al que se hace referencia en el
pa´rrafo anterior). Esto se indica en cada uno de estos valores o referencias, si se trata de
un valor, este va precedido por el cara´cter v. Si, en cambio, se trata de una referencia, esta
ira´ precedida por el cara´cter r. De esta manera Quarry puede discernir entre ambos.
Adema´s, en caso que haya un valor que sirva de separacio´n entre estos valores y/o re-
ferencias, definido en la seccio´n anterior de este cap´ıtulo como joinValue, este valor ira´
precedido tambie´n por el cara´cter v, como pasa con el cara´cter ’ ’ en el Fragmento de
co´digo anterior. Quarry no distingue entre valores y joinValues, los concatena sin ma´s
para formar el valor final del elemento y, en el caso de las referencias, ira´ a buscar el valor
de estas como paso previo a concatenarlas.
Extraccio´n de la ontolog´ıa en formato Quarry
Para extraer la ontolog´ıa del repositorio y darle el formato que Quarry necesita, visto
en el apartado anterior, se hizo la extraccio´n por partes. Quarry entiende por ontolog´ıa
aquella informacio´n que mostrara´ al usuario, por lo tanto, solo necesita la informacio´n del
namespace de vocabulario.
Primero se extrajeron los Conceptos de negocio y las conexiones establecidas entre ellos
para as´ı generar las clases y las ObjectProperties que necesita Quarry, como se puede ver
en el Fragmento de co´digo 4.5.
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Fragmento de co´digo 4.5: Consulta de los Conceptos de negocio y conexiones en SPARQL
SELECT ? su j e t o ? pred icado ? ob j e to
FROM <r e p o s i t o r i o>
WHERE {
? su j e t o ? pred icado ? ob j e to .
FILTER(
REGEX(STR(? su j e t o ) , ’ ˆnamespace : vocabu la r i o / ’ ) &&
REGEX(STR(? su j e t o ) , ’ onto logy#’ ) &&
REGEX(STR(? ob j e to ) , ’ onto logy#’ ) &&
!REGEX(STR(? pred icado ) , ’#ComesFrom ’ )
) }
Para obtener estos datos, lo que buscamos en el repositorio son tripletas ba´sicas en el na-
mespace de vocabulario. Es decir, tripletas que tanto sujeto como objeto contengan URIs
de Conceptos de negocio.
Esto lo vemos cuando la URI contiene ontology#, ya que as´ı es como acaba la URI
ra´ız que utilizamos, y el u´nico contenido de la ontolog´ıa que se concatena inmediata-
mente despue´s de la URI ra´ız son los Conceptos de negocio y los predicados. Si se
tratara de una Caracter´ıstica, por ejemplo, la URI contendr´ıa algo como ontology/Con-
ceptoNegocioX#CaracteristicaY. Lo mismo suceder´ıa con los Tipos de Conceptos de ne-
gocio y sus Caracter´ısticas, cuyas URIs contendr´ıan algo como ontology/ConceptoNego-
cioX#TipoConceptoNegocioY y ontology/ConceptoNegocioX/TipoConceptoNegocioY#Ca-
racteristicaZ respectivamente.
Tras extraer estos datos, se parsean para generar las clases y las ObjectProperties. Se
recorre la lista de tripletas resultante de la consulta anterior, de manera que por cada
sujeto u objeto diferente (que corresponden a los Conceptos de negocio) se crea una nueva
clase. Adema´s, por cada tripleta de la lista se an˜ade la cardinalidad a las clases correspon-
dientes (las que representan el Concepto de negocio del sujeto y del objeto de la tripleta),
y se genera la ObjectPropery que representa la relacio´n entre ambas clases.
Finalmente, se extrae del repositorio la informacio´n correspondiente a las Caracter´ısti-
cas para generar las DatatypeProperties, como muestra el Fragmento de co´digo 4.6, y
completar as´ı esta parte de la ontolog´ıa que necesita Quarry.
Fragmento de co´digo 4.6: Consulta de todas las Caracter´ısticas en SPARQL
SELECT ? su j e t o ? pred icado ? ob j e to
FROM <r e p o s i t o r i o>
WHERE {
{
? su j e t o ? pred icado ? ob j e to .
FILTER(
REGEX(STR(? su j e t o ) , ’ ˆnamespace : vocabu la r i o / ’ ) &&
REGEX(STR(? su j e t o ) , ’ onto logy#’ ) &&





? su j e t o ? as ? type .
? su j2 ? pred icado ? ob je to .
FILTER(
REGEX(STR(? su j e t o ) , ’ ˆnamespace : vocabu la r i o / ’ ) &&
REGEX(STR(? su j2 ) , STR(? type ) ) &&
REGEX(STR(? as ) , ’#hasType ’ ) &&





ORDERBY ? ob j e to
Pueden identificarse dos partes en esta consulta. La primera se encarga de obtener las
Caracter´ısticas principales de cada Concepto de negocio, buscando en el namespace de
vocabulario las tripletas cuyo sujeto sea un Concepto de negocio, por el me´todo explicado
anteriormente, y que la URI del predicado contenga #hasFeature, lo cual nos indica que
se trata de una Caracter´ıstica.
La segunda parte extrae las Caracter´ısticas espec´ıficas de los Conceptos de negocio, es
decir, aquellas propias de un Tipo de concepto de negocio en concreto, pero conservando
el Concepto de negocio como sujeto de la tripleta en lugar del Tipo de concepto de nego-
cio, como podemos ver en la Figura 4.10, donde la tripleta que se extrae del repositorio
es la formada por ?sujeto, ?predicado y ?objeto. Una vez se han extra´ıdo todas las Ca-
Figura 4.10: Extraccio´n de las Caracter´ısticas espec´ıficas del modelo.
racter´ısticas, junto a los Conceptos de negocio correspondientes, se parsea cada tripleta
obtenida para generar la DatatypeProperty que relaciona la Caracter´ıstica con el Concepto
de negocio correspondiente de la forma que necesita Quarry.
Extraccio´n de los mappings en formato Quarry
La extraccio´n que se hace de los mappings es muy diferente a la explicada en el aparta-
do anterior para la ontolog´ıa, algo que se puede percibir tan solo viendo lo diferente que es
el modelo de ambos namespaces (vistos en el apartado Modelo final de la seccio´n anterior).
En este caso primero extraemos del namespace de vocabulario las URIs de las Carac-
ter´ısticas junto a su Mapping, como muestra el Fragmento de co´digo 4.7. De manera que
tenemos los nodos principales de los mappings que queremos obtener junto a su equivalente
en el namespace de vocabulario.
Fragmento de co´digo 4.7: Consulta de los Mappings en SPARQL
SELECT ? su j e t o ? ob j e to
FROM <r e p o s i t o r i o>
WHERE {
? su j e t o ? pred icado ? ob j e to .
FILTER(
REGEX(STR(? su j e t o ) , ’ ˆnamespace : vocabu la r i o / ’ ) &&
REGEX(STR(? pred icado ) , ’#mapsTo ’ )
)
}
Una vez tenemos la URI del Mapping equivalente a cada Caracter´ıstica, se extrae la
informacio´n de cada elemento de estos mappings, esta vez del namespace de mappings, tal
como se muestra en el Fragmento de co´digo 4.8 para la extraccio´n de la informacio´n del
elemento Familia del Mapping.
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Fragmento de co´digo 4.8: Consulta espec´ıfica de los elementos de un mapping en SPARQL
SELECT ∗
FROM <r e p o s i t o r i o>
WHERE {
? su j e t o ? pred icado ? ob j e to .
? su j2 ? d e s c r i p c i on ? va l o r .
FILTER(
REGEX(STR(? su j e t o ) , ’ ˆnamespace : mappings/ ’ ) &&
REGEX(STR(? su j e t o ) , ’URI Mapping ’ ) &&
REGEX(STR(? pred icado ) , ’#hasFamily ’ , ’ i ’ ) &&
REGEX(STR(? su j2 ) , STR(? ob j e to ) )
)
}
Tras realizar estas extracciones del repositorio, obtenemos las tripletas que nos indican
que valores forman cada elemento. Entonces, se parsea la informacio´n de cada elemento
del Mapping recorriendo todas las tripletas que nos indican su valor, aquellas con los pre-
dicados #hasValue, #firstValue, #joinValue, #secondValueAsRef, etc. que se encuentran
en ?descripcion como podemos ver en la Figura 4.11. De esta manera le damos a cada
Figura 4.11: Extraccio´n de los valores de un elemento del Mapping.
elemento el formato visto en el Fragmento de co´digo 4.4 al principio de este apartado, en
Estudio de Quarry, para generar el fichero que necesita Quarry y formatear los valores de
cada elemento del mapping de forma que pueda ser interpretado fa´cilmente.
4.2.4. Extensio´n de la bu´squeda de tripletas
Con tal de extraer metadatos concretos de la ontolog´ıa de la forma ma´s eficiente posible
se tuvo que trabajar en el me´todo de bu´squeda de tripletas. Concretamente en la llamada
a la API /triples/search. Esta llamada busca una cadena de caracteres en cualquier URI
que forme parte de la ontolog´ıa, ya pertenezca a sujeto, predicado u objeto de cualquier
tripleta, y devuelve las tripletas que cumplen esta condicio´n.
A la hora de acceder al repositorio para extraer una informacio´n concreta que se necesita
durante los procesos ETL, nos dimos cuenta de que este me´todo para buscar tripletas en
el repositorio no filtraba lo suficiente y obten´ıamos mucha ma´s informacio´n de la deseada.
Por lo tanto, se tuvieron que hacer algunos cambios en esta llamada a la API.
Adema´s de los cambios llevados a cabo para implementar el uso de namespaces, se an˜adie-
ron tres para´metros ma´s a la llamada: sujeto, predicado y objeto. De modo que, ahora
pod´ıan llevarse a cabo dos tipos de bu´squedas, una de ellas se ha explicado en el primer
pa´rrafo de este apartado, y otra concretando diferentes cadenas de caracteres a buscar en
sujeto, predicado y objeto. Esto es posible ya que, como se hizo al implementar el uso
de namespaces, se han hecho los cambios de forma que se conserva el comportamiento
52
original de la llamada a la API. Por lo tanto, toda llamada a la API que se hiciera antes
de aplicar estas modificaciones, si se volviera a hacer ahora, se comportar´ıa del mismo
modo y tendr´ıa el mismo resultado si no ha cambiado el contenido del repositorio.
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4.3. Ingestio´n de metadatos
Vista la evolucio´n del modelo de la ontolog´ıa y los cambios hechos en la API para
adaptarla a las necesidades del proyecto, en esta seccio´n se explica el proceso por el cual
se ha nutrido el repositorio de metadatos con la informacio´n proporcionada por el cliente.
Aunque no se podra´ mostrar ni la informacio´n que tratamos ni el co´digo de los parsers y
ETLs por confidencialidad.
Este proceso se ha ido realizando durante el desarrollo del proyecto, volcando nueva in-
formacio´n sobre el repositorio a medida que se iba an˜adiendo al modelo de la ontolog´ıa
cuando el cliente nos iba aportando esta informacio´n.
4.3.1. Insercio´n de las tripletas ba´sicas
En el primer volcado de informacio´n que se hizo sobre el repositorio de metadatos, se
incluyeron los metadatos correspondientes a la parte ma´s ba´sica del primer modelo de la
ontolog´ıa, explicado en el apartado 4.1.2 de este mismo cap´ıtulo. Esta informacio´n corres-
ponde a los Conceptos de negocio y las relaciones entre ellos, informacio´n representada en
la Figura ??.
Estos metadatos se introdujeron manualmente, ya que dif´ıcilmente se puede automati-
zar todo el proceso de ingestio´n de datos en una ontolog´ıa, sobretodo la parte de domain
knowledge (conocimiento del dominio), que nosotros representamos en el namespace de
vocabulario. Pese a ello, al tratarse u´nicamente de las conexiones entre los Conceptos de
negocio del namespace de vocabulario, la cantidad de tripletas a insertar no sobrepasaba
la decena.
Para insertar estas tripletas se utilizo´ Postman, una API que permite realizar peticiones
HTTP mediante una interfaz muy simple e intuitiva. Se realizo´ una llamada al me´todo de
insercio´n de tripletas de la API del repositorio de metadatos, mediante el me´todo POST de
HTTP. En este mensaje, le indicamos las tripletas a insertar en un fichero JSON, que for-
ma parte del cuerpo del mensaje HTTP, junto al namespace en el que deben ser insertadas.
Las tripletas que se insertaron, mediante este fichero JSON, deb´ıan tener un determinado
formato como el que se puede ver en el Fragmento de co´digo 4.9.
Fragmento de co´digo 4.9: Formato de las tripletas insertadas mediante la API.
[{
” sub j e c t ” : ”<URI−su j e to >”,
” p r ed i c a t e ” : ”<URI−predicado >”,
” ob j e c t ” : ”<URI−objeto>”
} ]
Todas las tripletas que se inserten en el repositorio tendra´n este mismo formato, con la
diferencia que en las dema´s fases de ingestio´n de metadatos la generacio´n e insercio´n de
las tripletas en el repositorio sera´ automatizada.
4.3.2. Generacio´n de las tripletas del modelo ba´sico
Una vez volcada la parte ma´s ba´sica de la ontolog´ıa en el respositorio, se paso´ a inser-
tar el resto de tripletas del modelo ba´sico una vez se acabo´ de modelar este, en base a la
informacio´n aportada por la empresa.
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Esta informacio´n conten´ıa las Caracter´ısticas de los Conceptos de negocio, as´ı como su
origen. Por lo tanto, se insertaron tripletas tanto en el namespace de vocabulario como
en el de origen. Los metadatos se extrajeron de ficheros XML donde se encontraba toda
la informacio´n sobre las Caracter´ısticas, tanto a nivel descriptivo como detalles sobre los
datos a los que hacen referencia.
Entonces, mediante unos parsers, se recorrieron todos estos metadatos haciendo una se-
leccio´n de los que nos iban a ser de utilidad, que son los que se modelaron en la ontolog´ıa.
Estos parsers extraen la informacio´n y la transforman en tripletas cumpliendo con el mo-
delo ba´sico de la ontolog´ıa. Tripletas que eran an˜adidas a dos ficheros JSON, uno por
namespace, para despue´s ser insertadas en el respositorio a trave´s de la API, haciendo una
llamada por cada fichero de tripletas a insertar.
4.3.3. Generacio´n de las tripletas del modelo avanzado
Tras modelar la parte de la ontolog´ıa que representa las tablas cremallera, como se
explica en el apartado Modelo avanzado de esta memoria, y obtener as´ı una nueva versio´n
del modelo de la ontolog´ıa. Se insertaron todos los metadatos correspondientes a este mo-
delo.
La informacio´n aportada por la empresa volv´ıa a hacer referencia a los namespaces de
vocabulario y origen, pero esta vez era algo ma´s compleja de representar, como se ha
podido ver en el modelo. Estos metadatos eran sobre los Conceptos de negocio y sus ca-
racter´ısticas de nuevo, pero an˜adiendo un nivel intermedio en el namespace de vocabulario
y cambiando ligeramente la parte del modelo del namespace de origen para dar cabida a
la informacio´n sobre las tablas cremallera.
De nuevo, se ha trabajado con informacio´n en ficheros XML, que han sido parseados para
obtener las tripletas correspondientes a este modelo avanzado de la ontolog´ıa. Aunque esta
vez con una mayor complejidad, no solo para entender conceptualmente el funcionamiento
de estas tablas cremallera, sino para extraer los datos que realmente fueran relevantes
dada esta nueva estructura en el origen de los datos.
4.3.4. Insercio´n de las tripletas del modelo final durante los procesos
ETL
La ingesta de metadatos correspondiente al modelo explicado en el apartado Modelo
final fue muy diferente a las anteriores. Esta vez la empresa no nos aporto´ la informacio´n
en la que nos deb´ıamos basar para modelar la ontolog´ıa e insertar los metadatos, parsean-
dolos desde unos ficheros XML como ven´ıamos haciendo hasta ahora. Esta informacio´n
deb´ıa ser extra´ıda durante los procesos ETL mediante los cuales se iban a migrar los datos
de su base de datos operacional al Data Lake.
Se modificaron unos procesos ETL, que procesa Apache Spark para leer la informacio´n del
sistema actual de la empresa y migrarla al nuevo sistema Big Data, para extraer los datos
correspondientes al namespace de mappings. Estas modificaciones consistieron en adaptar
estos procesos para extraer la informacio´n necesaria sobre los datos que estaban siendo
migrados, identificarlos mediante la informacio´n que ten´ıamos guardada en el repositorio
y, finalmente, antes de guardar los datos en el nuevo sistema, extraer esta informacio´n y
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guardarla en el repositorio.
Todas las funciones y me´todos creados para la automatizacio´n de la extraccio´n e ingestio´n
de estos metadatos, utilizados durante los procesos ETL, han sido incluidos en una li-
brer´ıa. De esta manera, sera´ mucho ma´s fa´cil utilizar estas funciones y me´todos en futuros
procesos ETL si se migran ma´s datos al Data Lake.
Al extraer la informacio´n durante la migracio´n de los datos, estos datos hac´ıan referencia
a tablas y atributos de la base de datos operacional, informacio´n que nosotros guardamos
en el namespace de origen. Por lo tanto, lo ma´s fa´cil ser´ıa asociar la informacio´n de cada
mapping a sus equivalentes en esta parte de la ontolog´ıa, pero esto no nos interesa. Si
revisamos de nuevo el Modelo final, vemos como los mappings esta´n conectados con las
Caracter´ısticas del namespace de vocabulario, y no con Tablas o Atributos del namespace
de origen.
Esto es debido a que el usuario trabajara´ desde el namespace de vocabulario. Entonces,
para saber donde se guardan los datos correspondientes a la informacio´n que se muestra
en este namespace sera´ ma´s eficiente si conectamos la informacio´n sobre los mappings
directamente a las Caracter´ısticas, en lugar de tener que acceder al namespace de origen
para poder acceder finalmente a los mappings.
Para evitar tener que consultar namespaces inu´tilmente, preferimos complicar ligeramen-
te el proceso de ingestio´n de metadatos en beneficio de un mejor futuro rendimiento del
repositorio. De manera que el proceso de extraccio´n de metadatos durante los procesos
ETL es el siguiente:
Extraer la informacio´n sobre los datos que esta´n siendo migrados mediante Apache
Spark, como resultado se obtienen un conjunto con los diferentes Atributos de cada
Concepto de negocio que esta´n siendo guardados en el Data Lake.
Conservar la informacio´n correspondiente a los mappings cuando los datos van a ser
almacenados en el nuevo sistema Big Data, conservando el valor (o como se forma
este valor) de la Tabla, Familia y Qualifier, adema´s del Nombre correspondiente a
los Atributos en el fichero JSON.
Identificar el equivalente en el namespace de vocabulario a los Atributos mediante
la llamada a la API /triples/search, cuyo funcionamiento se extendio´ para satisfacer
esta necesidad. Con lo cual obtenemos las Caracter´ısticas.
Parsear la informacio´n extra´ıda sobre los mappings de los datos para generar las
nuevas tripletas. Adema´s de generar todas las URIs de los componentes de las nue-
vas tripletas que van a ser insertadas, se ha de vigilar a la hora de construir estas
tripletas de hacerlo adecuadamente. Respetando el orden de los valores que com-
pongan un mismo elemento, as´ı como tener en cuenta cuales son valores y cuales
referencias. Finalmente todas estas tripletas son agrupadas en un fichero JSON para
ser insertadas en el repositorio.
Insertar las tripletas en el repositorio a trave´s de la API.
Una vez finalizados todos los procesos ETL modificados para nutrir el repositorio de
metadatos a la vez que se llevaba a cabo la migracio´n de los datos, ha finalizado por




Ha sido sumamente interesante llevar a cabo este Trabajo Final de Grado en un labo-
ratorio de innovacio´n e investigacio´n como inLab FIB. Ya que normalmente de un TFG
se extraen muchos conocimientos que no se pueden adquirir durante el grado, adema´s de
un crecimiento a nivel tanto profesional como personal indudable. Pero el haber podido
desarrollar este TFG como parte de un proyecto real mayor, junto a un equipo de grandes
profesionales y docentes, y estando en contacto constantemente con la empresa cliente
respondiendo a sus necesidades ad hoc, ha sido un aute´ntico privilegio y ha hecho que este
proyecto sea mucho ma´s enriquecedor.
5.1. Objetivos alcanzados
Tras todo el trabajo realizado durante el desarrollo de este proyecto, se puede decir
que se ha cumplido con los objetivos satisfactoriamente.
Pese a haber sido descartado por el cliente un u´ltimo objetivo de este proyecto, con el
fin de reforzar otras partes del sistema Big Data del proyecto Big Data Analytics Lab, los
dema´s han sido cumplidos con e´xito.
Finalmente, se ha obtenido un repositorio de metadatos sema´ntico compuesto por he-
rramientas Open Source, a cuya informacio´n se puede acceder fa´cilmente a trave´s de una
API adaptada a los requisitos del proyecto. Este repositorio contiene toda la informa-
cio´n necesaria para describir los datos almacenados en el Data Lake y su localizacio´n.
Esta informacio´n es representada mediante una ontolog´ıa, modelada expresamente para
este caso de uso, que ha sido generada y almacenada automa´ticamente mediante procesos
automatizados.
5.2. Trabajo futuro
La aportacio´n al sistema Big Data que realiza el repositorio de metadatos obtenido en
este Trabajo Final de Grado podr´ıa mejorarse si se estudiaran los datos almacenados en
el Data Lake y se generaran metadatos de intere´s adicionales, como estad´ısticas sobre los
datos.
Estas estad´ısticas deber´ıan ser las que mejor describan los datos y las que ma´s opti-
micen el acceso a estos. Por lo tanto, tambie´n deber´ıa realizarse un estudio sobre el tipo
de consultas que se realizan sobre los datos, determinando as´ı que estad´ısticas pueden
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aportarnos informacio´n de mayor utilidad a la hora de optimizar estas consultas.
Finalmente, tras conocer cuales son estas estad´ısticas, deber´ıa modelarse la parte de la
ontolog´ıa correspondiente a esta nueva informacio´n, de forma que pudiera integrarse fa´cil-




Manual de instalacio´n y
configuracio´n de Virtuoso
Opensource
Para instalar Virtuoso Opensource, primero debemos comprobar el listado de paquetes
disponibles, para asegurarnos de que figura entre los paquetes que podemos instalar desde
los repositorios de nuestra distribucio´n GNU/Linux:
$ apt-cache search virtuoso-opensource
En nuestro caso, utilizando Ubuntu 12.04.5 LTS, nos salio´ entre una lista de paquetes.
Por lo tanto, pasamos a instalar este paquete en la ma´quina seleccionando la respuesta
por defecto a las preguntas que nos hagan durante la instalacio´n (Yes a instalar paquetes
recomendados y No a instalar paquetes sugeridos). De esta manera nos instala todas las
dependencias que necesitamos.
$ sudo apt-get install virtuoso-opensource
Tras completarse esta instalacio´n y la de todas sus dependencias deberemos configurar
Virtuoso adecuadamente. Para ello debemos parar primero el servicio, ya que se arranca
automa´ticamente tras la instalacio´n.
$ sudo /etc/init.d/virtuoso-opensource-6.1 stop
Una vez parado el servicio, se ha de revisar el fichero de configuracio´n por si alguno
de los puertos que utiliza por defecto Virtuoso esta siendo ocupado por otro servicio, si es
as´ı deberemos cambiar ese puerto por uno de nuestra eleccio´n. Un puerto a destacar es el
que utiliza Virtuoso para su interfaz web, que podemos encontrar en los siguientes puntos
del fichero de configuracio´n /etc/virtuoso-opensource-6.1/virtuoso.ini:
En la variable ServerPort bajo la cabecera HTTPServer
En la variable DefaultHost
Despue´s de hacer estos cambios de puerto, si han sido necesarios, podemos volver a arran-
car el servicio, ya que no hace falta hacer ninguna configuracio´n ma´s.
$ sudo /etc/init.d/virtuoso-opensource-6.1 start
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Ape´ndice B
Manual de instalacio´n y
configuracio´n de la API
Para poner en funcionamiento la API primero deberemos instalar Apache Tomcat, un
contenedor de Servlets Open Source que nos permitira´ poner en marcha la API.
Como ya hicimos con Virtuoso, lo primero que debemos hacer es mirar el listado de pa-
quetes disponibles para asegurarnos de que figura entre los paquetes que podemos instalar
desde los repositorios de nuestra distribucio´n y adema´s ver cual es la u´ltima versio´n que
tenemos a nuestra disposicio´n:
$ apt-cache search tomcat
En Ubuntu 12.04.5 LTS nos salio´ la versio´n 7 como la u´ltima estable disponible en el
repositorio de paquetes. Por lo tanto, pasamos a instalar este paquete en la ma´quina se-
leccionando la respuesta por defecto a las preguntas que nos hagan durante la instalacio´n
(Yes a instalar paquetes recomendados y No a instalar paquetes sugeridos). De esta ma-
nera nos instala todas las dependencias que necesitamos.
$ sudo apt-get install tomcat7
Deberemos revisar primero los puertos usados por Tomcat, como ya hicimos con Vir-
tuoso, para intentar no encontrarnos con algu´n problema ma´s adelante. En este caso,
revisaremos el puerto a trave´s del cual se accede a las aplicaciones web para cambiarlo si
fuera necesario. Este puerto se encuentra en el fichero de configuracio´n de Tomcat /va-
r/lib/tomcat7/conf/server.xml, en Connector port. Tras cambiar esto deberemos reiniciar
Tomcat para que se apliquen los cambios si lo ten´ıamos iniciado:
$ sudo service tomcat7 restart
Por u´ltimo deberemos descargar el co´digo fuente de la API del repositorio de co´digo
pu´blico donde esta´ publicado, GitHub, y compilarlo. Para ello primero deberemos instalar
dos paquetes ma´s, Git, un sistema de control de versiones, y Apache Maven, un software
de gestio´n de proyectos.
$ sudo apt-get install git
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$ sudo apt-get install maven
Para descargarnos el co´digo y compilarlo deberemos ejecutar las siguientes instruccio-
nes:
$ git clone https://github.com/vamhan/master thesis api
$ cd master thesis api
$ mvn clean package
Entonces ya tendremos lista la API para su correcto funcionamiento, u´nicamente ten-
dremos que copiar el archivo WAR (Web application ARchive) de la aplicacio´n web a la
carpeta de aplicaciones web de Tomcat para que este se encargue de ponerla en funciona-
miento.
$ cp /target/gs-rest-hateoas-0.1.0.war /var/lib/tomcat7/webapps/
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