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The notion of a frame multiresolution analysis (FMRA) is formulated. An
FMRA is a natural extension to affine frames of the classical notion of a
multiresolution analysis (MRA). The associated theory of FMRAs is more
complex than that of MRAs. A basic result of the theory is a characterization
of frames of integer translates of a function f in terms of the discontinuities
and zero sets of a computable periodization of the Fourier transform of f.
There are subband coding filter banks associated with each FMRA. Mathemati-
cally, these filter banks can be used to construct new frames for finite energy
signals. As with MRAs, the FMRA filter banks provide perfect reconstruction
of all finite energy signals in any one of the successive approximation subspaces
Vj defining the FMRA. In contrast with MRAs, the perfect reconstruction filter
bank associated with an FMRA can be narrow band. Because of this feature,
in signal processing FMRA filter banks achieve quantization noise reduction
simultaneously with reconstruction of a given narrow-band signal. q 1998
Academic Press
1. INTRODUCTION
The theory of frames was introduced by Duffin and Schaeffer [19] in the early
1950s to deal with problems in nonharmonic Fourier series; cf. [42]. There has been
renewed interest in the subject related to its role in wavelet theory [15–17]; cf.
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[24]. Frames provide a useful model to obtain signal decompositions in cases where
redundancy, robustness, oversampling, and irregular sampling play a role, e.g., [2, 3,
5, 15, 16, 21, 28, 30]. The theory of multiresolution analysis (MRA) has its roots in
image and multiscale signal processing, and is concerned with the decomposition of
signals into subspaces of different resolutions. It has played a fundamental role in the
development of wavelet theory [10, 16, 31–33, 36].
We shall study frames and MRAs, and develop a theory of frame multiresolution
analysis (FMRA). This theory provides conceptually new mathematical and signal
processing results, which go beyond the simple combination of frame and MRA
techniques. We first announced parts of our theory of FMRAs in 1993 [6]. The
present paper not only completes that material, but incorporates our FMRA subband
coding theory and its applications to signal reconstruction in the presence of channel/
quantization noise.
Section 2 lists the elementary properties of frames and our notational conven-
tions. In Section 3, we characterize frames of translates. The theory of FMRAs is
developed in Section 4, and frames for L 2 (R ) associated with FMRAs are defined
in Section 5 by means of constructible analysis and synthesis filter banks. Finally,
Section 6 is devoted to applications of FMRAs to subband signal processing amidst
quantization noise.
Orthonormal bases (ONBs) of integer translates of a function f on R can be
characterized by the behavior of a periodic function F defined in terms of the Fourier
transform of f. An analogous result holds for the more general case of exact frames;
see Theorem 2.4 for equivalent notions. In both cases, F is nonvanishing, and the
characterizations are elementary to prove, e.g., Propositions 3.1 and 3.2. We prove a
similar characterization for frames in Theorem 3.4. A significant feature of this result
is that F is allowed to have a zero set of positive Lebesgue measure.
After defining an FMRA in Definition 4.1, we provide quantitative criteria to
construct FMRAs in Theorem 4.6. Except for Theorem 3.4, these criteria are routine
adjustments from MRA techniques. However, because of Theorem 3.4, the result
about dual frames in Proposition 4.7 and Theorem 4.8 requires a new approach. We
close Section 4 with some examples of FMRAs. The simple purpose of Section 5 is
to construct frames from a given FMRA. The mathematics used to achieve this goal
involves underlying filter banks in a manner similar to the method of constructing
ONBs from MRAs. However, because of Theorem 3.4, the filter banks associated
with an FMRA can be narrow band, and the arguments to prove the existence of
frames for L 2(R) require attention to zero sets which do not arise in the ONB or
exact frame cases. The added complexity can be seen in the proofs of Theorems 5.1,
5.4, and 5.5, and the technique for dealing with zero sets is given in the proof of
Theorem 5.6. The combination of Theorems 5.6, 5.10, and 5.11 provides a convenient
means of constructing the desired frames from FMRAs, and examples are given in
Example 5.12.
Section 6 is the raison d’eˆtre for the previous sections. The analysis and synthesis
filters associated with FMRAs whose periodization F has a nontrivial zero set can be
narrow band. This is to be distinguished from the half-band nature of a classical
perfect reconstruction filter bank (PRFB), of which the quadrature mirror filters
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(QMFs) defined by an MRA are a special case. In particular, the multirate system
associated with an FMRA is not necessarily a classical PRFB. However, by natural
pre- and postprocessing, this reconstruction is perfect for signals in one of the succes-
sive approximation subspaces Vj defining an FMRA. Further, for FMRAs with narrow-
band filters, we can achieve noise suppression in the subband coding and quantization
process simultaneously with the reconstruction of a given narrow band signal. These
claims depend on the theory of Section 5, and they are the subject of Section 6
accompanied by examples using MRI data. These examples are illustrative of the fact
that FMRA subband signal processing in broadband noise environments will always
provide better signal reconstruction than that obtained by MRA methods.
Remarks. (a) Because of the overcomplete nature or redundancy of frame meth-
ods, it is natural to ask if our FMRA method is genuinely useful for reducing quantiza-
tion noise in working applications. This question is the reason we have included the
comparisons in Figs. 6–8. These examples demonstrate the efficiency of FMRAs vis
a vis MRAs in such problems; cf. [7] for a theoretical justification.
(b) On the other hand, it is natural to ask if orthogonal filter bank methods
could be processed to achieve coding and quantization noise reduction results such
as ours. Several possibilities arise. For example, it is natural to ask if thresholding
high pass wavelet coefficients in an MRA system could produce reconstruction results
comparable to our FMRA method, while at the same time achieving some data com-
pression. Another possibility is to use orthogonal filter bank structures which corre-
spond to wavelet packet analysis, provided that we consider narrow band signals and
reconstruction using only wavelets which are in the frequency range of the signal.
Notwithstanding the potential efficacy of these possibilities once they are developed,
our FMRA theory provides the aforementioned coding and quantization noise reduc-
tion. In this regard, it should be noted that frame redundancy is not necessarily an
impediment to compression, e.g., [8] . Further, the conceptual underpinnings of
FMRAs allow for FMRA comb filter subband systems as in Remark 5.7b, and this
is not possible with MRAs.
(c) Our ongoing work deals with the construction of fast decay filter bank
approximants for FMRAs, as opposed to the examples in this paper which are mostly
of ideal type; cf. [27, 29], for a generalization of frames accompanied by simulations
for simultaneous signal reconstruction and noise reduction.
2. FRAMES AND PRELIMINARIES
N is the set of positive integers, Z is the set of integers, R is the set of real numbers,
and C is the set of complex numbers. ( designates summations over Z .
DEFINITION 2.1. Let H be a complex, separable Hilbert space. A sequence {gn : n
ˆ Z } ⊆ H is a frame for H if there exist constants A , B  0 such that
∀ f ˆ H , A\ f \ 2 ¡ ∑ » f , gn …2 ¡ B\ f \ 2 , (1)
where A , B are frame bounds, »rrr, rrr… is the inner product on H , and the norm
6119$$0237 09-14-98 08:53:25 achaas AP: ACHA
392 BENEDETTO AND LI
of f ˆ H is \ f \  » f , f … 1/2 . A frame {gn} is tight if we can choose A  B . A frame
{gn} is exact if it ceases to be a frame when any one of its elements is removed.
Let {gn} be a frame for H . The frame operator S : H r H is defined by
∀ f ˆ H , S f  ∑ » f , gn …gn .
The influence of [17] by Daubechies et al. [42] by Young, and especially [19] by Duffin
and Schaeffer, is significant with regard to our frame theoretic approach and technique. We
make our paean to these works now, lest our subsequent citations be too repititious.
The following result provides the elementary properties of frames, including the basic
signal reconstruction formulas; the proof is found in [19] and [9, Theorem 3.2].
THEOREM 2.2. Let {gn} be a frame for H .
(a) AI ¡ S ¡ BI, where A, B are frame bounds, and I: H r H is the identity
mapping. In particular, S is positive and, therefore, self-adjoint.
(b) S is invertible, and B01I ¡ S01 ¡ A01I.
(c) {S01gn} is also a frame with frame bounds B01 and A01; it is called the
dual frame of {gn} .
(d) For every f ˆ H ,
f  ∑ » f , S01gn …gn  ∑ » f , gn …S01gn in H .
DEFINITION 2.3. (a) A sequence {gn} ⊆ H is a Riesz basis for H if there exists
an orthonormal basis {hn} and a topological isomorphism T : H r H such that Tgn
 hn for all n .
(b) A sequence {gn} ⊆ H is a bounded unconditional basis for H if ( i ) it is a
basis, i.e., each f ˆ H has a unique representation f  ( c(n)gn in H for some
sequence {c(n)} ⊆ C ; ( ii ) it is bounded, i.e., there exist constants A , B  0 such
that for all n , A ¡ \gn\ ¡ B ; and (iii ) the sum ( c(n)gn converges unconditionally,
i.e., the series converges in H regardless of permutations of terms.
THEOREM 2.4. The following are equivalent for a sequence {gn} ⊆ H .
(a) {gn} is an exact frame for H .
(b) {gn} is a Riesz basis for H .
(c) {gn} is a bounded unconditional basis for H .
The proof of Theorem 2.4 is in [42].
DEFINITION 2.5. a. Let T  R /Z be the circle group. We shall write g ˆ T to
mean any of the numbers gl / n ˆ R , for some fixed gl ˆ R and any n ˆ Z .
Similarly, E ⊆ T indicates a subset EI ⊆ I ⊆ R , where I is an interval of length 1, or
any one of the subsets EI / n  {g / n : g ˆ EI}, for any n ˆ Z .
b. Let 1 ¡ p  ` . l p(Z ) is the set of complex sequences c  {c(n)} ⊆ C for
which
\c \l p (Z )  (∑ c(n)p)1/p  ` .
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c. Let 1 ¡ p  ` . Lp(T ) is the family of 1-periodic Lebesgue measurable
functions F on R for which
\F\Lp (T )  S*1
0
F(g)pdgD1/p  ` .
L`(T ) is the space of essentially bounded 1-periodic Lebesgue measurable functions
on R , and the norm of F ˆ L`(T ) is denoted \F\L` (T ) .
Lp(R) is the family of Lebesgue measurable functions f on R for which
\ f \Lp (R )  S* f ( t)pdtD1/p  ` ,
where * indicates integration over R .
DEFINITION 2.6. (a) The Fourier series S(F) of F ˆ L 1(T ) is defined as
∀g ˆ T , S(F)(g)  ∑ Fó(n)e02p ing ,
where the coefficients Fó(n) are called the Fourier coefficients of F , and they are
defined as
∀n ˆ Z , Fó(n)  *
1
0
F(g)e 2p ingdg.
(b) The Fourier transform fO of f ˆ L 1(R) is defined on Rˆ (R) as
∀g ˆ RO , fO (g)  * f ( t)e02p itgdt .
The results we use from Fourier analysis are found in standard texts, e.g., [4] .
EXAMPLE 2.7. (a) The space of absolutely convergent Fourier series is denoted
by A(T ) . Clearly,
A(T ) ⊆ L`(T ) ⊆ L 2(T ) ⊆ L 1(T )
and
l 1(Z ) ⊆ A *(Z ) ⊆ l 2(Z ) ⊆ A(Z ),
where l 1(Z ), A *(Z ), l 2(Z ), and A(Z ) are the spaces of Fourier coefficients of the
function spaces A(T ) , L`(T ) , L 2(T ) , and L 1(T ) , respectively.
The space A *(Z ) of Fourier coefficients of L`(T ) is also called the space of
pseudo-measures on Z . Pseudo-measures on T or R play a fundamental role in the
classical problems of spectral synthesis, e.g., [4] .
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(b) If f ˆ L 1(R) , a  0, b ˆ R , and f ( t)  f(at / b) , then
∀g ˆ RO , fO (g)  1
a
e 2p i (b /a )gfO Sg
a
D .
The following elementary characterization of frames is found in [9, p. 107], and
it should be compared with Christensen’s more recent characterization of frames in
terms of Bessel sequences {gn} for which the operator {c(n)} r ( c(n)gn on l 2(Z )
is surjective [11].
THEOREM 2.8. A sequence {gn} ⊆ H is a frame for H if and only if there is C 
0 such that, for all f ˆ H ,
∑ » f , gn …2  ` ,
∃cf  {c(n)} ˆ l 2(Z ) such that f  ∑ c(n)gn in H ,
and
\cf \l2(Z ) ¡ C \ f \.
Notation 2.9. (a) Let
L p  { f : R r C : \ f \Lp  \∑ f ( t / n) \Lp (T )  `}.
We shall deal with L` . Note that (fO )2 ˆ L` means
∃B such that F(g)  ∑ fO (g / n)2 ¡ B a.e.
(b) The rest of our notation is standard. Translation of f by k is (tk f )( t) 
f ( t 0 k) ; the exponential function is eb( t)  e 2p itb ; and the support of a function f
is supp f. The Lebesgue measure of E ⊆ R is E; the characteristic function of the
set V ⊆ R is 1V, and the complement of the set E ⊆ R is Ec . Let X be a subset of a
complex, separable Hilbert space H . The vector space generated by all finite linear
combinations of elements in X is spX ( the span of X ) , the closure of spX is spX , and
the orthogonal complement of X in H is X ⊥ .
3. FRAMES FORMED BY TRANSLATIONS
Translation is the common geometrical feature of both Gabor and wavelet systems.
In Theorem 3.4 we shall characterize when a sequence of integer translates generates
a frame in terms of a boundedness condition on the periodic function,
F(g)  ∑ fO (g / n)2 ,
6119$$0237 09-14-98 08:53:25 achaas AP: ACHA
395MULTIRESOLUTION ANALYSIS FRAMES
where f ˆ L 2(R) and summation ranges over Z . Clearly, F ˆ L 1(T ) by the Beppo
Levi and Plancherel theorems.
The following two results are well known and easy to prove, e.g., [15, 16, 31, 33].
They developed in several areas including Gosselin’s research in cardinal series from
the early 1960s.
PROPOSITION 3.1. Let f ˆ L 2(R) and let V0  sp{tnf: n ˆ Z } . Then {tnf} is
an orthonormal basis of V0 if and only if
F(g)  1 a.e. (2)
PROPOSITION 3.2. Let f ˆ L 2(R) and let V0  sp{tnf: n ˆ Z } . Then {tnf} is
an exact frame for V0 if and only if there exist A, B  0 such that
A ¡ F(g) ¡ B a.e. (3)
Although formally straightforward, the proof of the following lemma is surprisingly
intricate. Our proof appears in [9, Lemmas 3.52–3.55].
LEMMA 3.3. Let f ˆ L 2(R) , let V0  sp{tkf: k ˆ Z } , and assume F ˆ L 2(T ) .
The sequence {tkf} is a frame for V0 with frame bounds A and B if and only if there
are positive constants A and B such that, for all trigonometric polynomials
C(g)  ∑ c(k)e02p ikg
defined on T , the inequalities
A *
T
C(g)2F(g)dg¡*
T
C(g)2F(g)2dg¡ B *
T
C(g)2F(g)dg ` (4)
are valid.
THEOREM 3.4. Let f ˆ L 2(R) and let V0  sp{tkf: k ˆ Z } be a closed subspace
of L 2(R) . Assume F ˆ L`(T ) . The sequence {tkf} is a frame for V0 if and only if
there are positive constants A and B such that
A ¡ F(g) ¡ B a.e. on T"N , (5)
where N  {g ˆ T : F(g)  0} . In this case, A and B are frame bounds for {tkf} .
Note that the set N is defined only up to sets of measure zero, and a member of
the equivalence class represented by N is given by the zero set of any member of the
equivalence class of L 2(R) represented by F.
Proof. (C) Assume (5) holds, and let
U(g)  UF(g)  ∑
kˆF
c(k)e02p ikg
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be a trigonometric polynomial on T . We shall prove the inequalities (4) of
Lemma 3.3.
A *
T
U(g)2F(g)dg  A *
T"N
U(g)2F(g)dg ¡ *
T"N
U(g)2F(g)2dg
 *
T
U(g)2F(g)2dg  *
T"N
U(g)2F(g)2dg
¡ B *
T"N
U(g)2F(g)dg  B *
T
U(g)2F(g)dg,
where the two inequalities follow from (5).
(c) (a) Assume F(g)  A for g ˆ E ⊆ T"N , where E  0. We shall obtain
a contradiction to the first inequality of (4), thereby proving, by Lemma 3.3, that {tkf}
is not a frame for V0 . A similar contradiction will arise, in this case to the second
inequality of (4), when we assume F(g)  B on E ⊆ T"N , where E  0.
(b) By our hypothesis on F, we have
A *
T
U(g)2F(g)dg  *
T
U(g)2F(g)2dg,
for U  1E . Thus,
p  *
T
U(g)2(AF(g) 0 F(g)2)dg  0. (6)
We shall find a trigonometric polynomial C so that (6) is valid for U replaced by C.
This is the desired contradiction to the first inequality of (4) . Note that if F ˆ
L 2(T )"L`(T ) , then (6) is still valid for U ˆ L`(T ) , and to find C does not a priori
require F ˆ L`(T ) .
(c) For any C ˆ L`(T ) (still assuming only that F ˆ L 2(T )) , we have
*
T
C(g)2(AF(g) 0 F(g)2)dg  *
T"E
C(g)2(AF(g) 0 F(g)2)dg
/ *
E
C(g) 0 U(g) / U(g)2F(g)(A 0 F(g))dg. (7)
Since A 0 F  0 on E and F  0 a.e. on T"N , we have F(A 0 F)  0 a.e. on E ,
and we consider F(A 0 F) as a weight on a weighted L 2 space on E . Thus, with U,
C ˆ L`(T ) we have
S*
E
C(g) 0 U(g) / U(g)2F(g)(A 0 F(g))dgD1/2
¢ S*
E
C(g) 0 U(g)2F(g)(A 0 F(g))dgD1/2
0 S*
E
U(g)2F(g)(A 0 F(g))dgD1/2 . (8)
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Therefore, since U vanishes off of E ,
*
E
C(g)2F(g)(A 0 F(g))dg
¢ p 0 2p 1/2S*
E
C(g) 0 U(g)2F(g)(A 0 F(g))dgD1/2
/ *
E
C(g) 0 U(g)2F(g)(A 0 F(g))dg. (9)
Combining (7) and (9), we have
*
T
C(g)2(AF(g) 0 F(g)2)dg ¢ *
T
C(g) 0 U(g)2F(g)(A 0 F(g))dg
/ p 0 2p 1/2S*
E
C(g) 0 U(g)2F(g)(A 0 F(g))dgD1/2 , (10)
since C 0 U  C on T"E .
(d) Using the hypothesis that F ˆ L`(T ) we make the estimate
2p 1/2S*
E
C(g) 0 U(g)2F(g)(A 0 F(g))dgD1/2
0 *
T
C(g) 0 U(g)2F(g)(A 0 F(g))dg
¡ M( \C 0 U\L2(T ) / \C 0 U\ 2L2(T ) ) , (11)
where
M  max(2p 1/2\F(A 0 F) \ 1/2L` (T ) , \F(A 0 F) \L` (T ) ) .
Since the trigonometric polynomials are dense in L 2(T ) we can choose a trigono-
metric polynomial C such that
\C 0 U\L2(T )  1
and
\C 0 U\L2(T )  p4M .
Thus, the right side of (11) is bounded by p /2. Using the triangle inequality, this fact
and (10) combine to show that
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*
T
C(g)2(AF(g) 0 F(g)2)dg ¢ p
2
,
and this proves the theorem by part b . j
We have included a proof of Theorem 3.4 since part d of the original proof in [9,
Theorem 3.56] was incomplete.
4. FRAME MULTIRESOLUTION ANALYSIS
The concept of a multiresolution analysis is fundamental in wavelet theory, e.g.,
[16, 31–33]. There are also variations of MRAs that have been used in wavelet
theory, e.g., [1, 12, 14, 20, 34]; cf. [35]. The original concept, as well as these more
recent variations, deals with exact frames. It is natural to ask if anything of interest
occurs when the exact frame component of an MRA is replaced by a frame. In
particular, is there a useful subband coding structure and decomposition theory associ-
ated with this more general notion? The answer is positive and begins with the
following definition of a frame multiresolution analysis. FMRAs and some of their
fundamental properties associated with this answer appeared in 1993 [6].
DEFINITION 4.1. A frame multiresolution analysis {Vj , f} of L 2(R) is an increas-
ing sequence of closed linear subspaces Vj ⊆ L 2(R) and an element f ˆ V0 for which
the following hold:
( i) <
j
Vj  L2(R) and >
j
Vj  0,
( ii ) f ( t) ˆ Vj if and only if f (2t) ˆ Vj/1 ,
( iii ) f ˆ V0 implies tk f ˆ V0 , for all k ˆ Z , where tk f ( t)  f ( t 0 k) ,
( iv) {tkf: k ˆ Z } is a frame for the subspace V0 .
We shall say that an FMRA is nonexact, resp., exact, if {tnf} is a nonexact, resp.,
exact, frame for V0 .
Remark 4.2. It is clear that an FMRA is a more general concept than an MRA.
Notationally, let
fjk( t)  2 j /2f(2 jt 0 k) ,
for any f ˆ L 2(R) . It is easy to check that in the case of an FMRA {Vj , f}, the
sequence {fjk : kˆ Z } is a frame for Vj (Proposition 4.3) . Further, u( t) ( c(n)f(2t
0 n) ˆ V1 converges in L 2(R) for any sequence {c(n)} ˆ l 2(Z ). This last fact is
a consequence of the elementary general result, used by Duffin and Schaeffer [19],
that if {gn} is a frame for H and {c(n)} ˆ l 2(Z ) then ( c(n)gn converges in H,
e.g., [9, Theorem 3.5a].
Analogous to an MRA, there are two fundamental problems associated with an
FMRA. The first problem is to construct FMRAs, and the second is to construct a
function c, in terms of a given FMRA, for which {cjk} is a frame for L 2(R) , where
cjk( t)  2 j /2c(2 jt 0 k) .
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We have characterized frames of integer translates in Section 3. We shall now
construct FMRAs.
PROPOSITION 4.3. Let {tnf} be a frame for V0  sp{tnf} , and let Vj be defined
by
Vj  { f ˆ L 2(R) : f (20jt) ˆ V0}. (12)
Then {fjk : ∀k ˆ Z } is a frame for Vj with the same frame bounds as those for V0 .
Proof. For each f ˆ Vj ,
∑
k
» f , fjk…2  ∑
k
» f ( t) ,
√
2 j f(2 jt 0 k) …2  ∑
k
»
√
20j f (20ju) , f(u 0 k) …2 .
Therefore, since fj(u) 
√
20j f (20ju) ˆ V0 , we have
A\ fj\ 2L2(R ) ¡ ∑
k
» f , fjk…2 ¡ B\ fj\ 2L2(R ) .
On the other hand,
\ fj\ 2L2(R )  * 
√
20j f (20ju)2du  20 j * f ( t)22 jdt  * f ( t)2dt  \ f \ 2L2(R ) .
This completes the proof. j
THEOREM 4.4. Let {tnf} be a frame for V0  sp{tnf} ⊆ L 2(R) , and define Vj
by (12) . Assume that there exists H0 ˆ L`(T ) such that fO (g) 
(1/
√
2)H0(g /2)fO (g /2) a.e. Then Vj ⊆ Vj/1 .
Proof. For each f ˆ V0 , there exists {a(n)} ˆ l 2(Z ) such that
f ( t)  ∑
n
a(n)f( t 0 n) in L 2(R) .
Then,
fO (g)  A(g)fO (g)  1√
2
A(g)H0Sg2DfO Sg2D in L 2(RO ) ,
where A(g)  ( a(n)e02p ing .
Let A(g)H0(g /2)  B(g /2) . Clearly B ˆ L 2(T ) since H0 ˆ L`(T ) and A ˆ
L 2(T ) . Therefore, fO (g)  (1/
√
2)B(g /2)fO (g /2) , where B(g)  ( b(n)e02p ing . By
the Parseval theorem, the inverse Fourier transform of fO is
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f ( t) 
√
2 ∑
n
b(n)f(2t 0 n) ˆ V1 ,
e.g., Remark 4.2. This completes the proof. j
The ‘‘density’’ and ‘‘intersection’’ properties required by an FMRA (item (i) in
Definition 4.1) can be proved by means of projections. An alternative proof is found
in [18], and, in either case, we have the following result.
THEOREM 4.5. Let {tkf} be a frame for V0  sp{tkf} ⊆ L 2(R) , let Vj be defined
by (12) , and let f have the property that fO   0 a.e. on a neighborhood of 0 .
Assume that V0 ⊆ V1 . Then < Vj  L 2(R) and >Vj  {0} .
THEOREM 4.6. Let f ˆ L 2(R) have the property that fO   0 a.e. on a neighbor-
hood of 0 , define V0  sp{tkf} ⊆ L 2(R) and Vj as in by (12) , and suppose that
A ¡ F(g) ¡ B a.e. on T"N ,
where N  {g ˆ T: F(g)  0} . If there is H0 ˆ L`(T ) for which fO (g) 
(1/
√
2)H0(g /2)fO (g /2) a.e., then {Vj, f} defines an FMRA.
Proof. The proof is a simple application of Proposition 4.3, and Theorems 3.4,
4.4, and 4.5. j
We introduce the notion of the dual function in the following result; cf. Theorem 2.2c.
PROPOSITION 4.7. Let {tnf} be a frame for V0  sp{tnf} ⊆ L 2(R) , and let S
be the corresponding frame operator. Then both S and S01 commute with integer
translations. In particular, S01(tnf)  tn(S01f) , where S01f is called the dual
function of f.
Proof. If {tn f } ⊆ V0 , then
S(tn f )  ∑
k
»tn f , tkf…tkf  ∑
k
» f , tk0nf…tk0n/nf
 tn ∑
k
» f , tk0nf…tk0nf  tn(S f ) .
Now, let f  S01f. Since f ˆ V0 , we have tn f  tnS01f ˆ V0 . Therefore,
S(tnS01f)  tn(SS01f)  tnf,
and so tnS01f  S01(tnf) . j
We shall use the following result in the examples and simulations of Section 6.
THEOREM 4.8. Let {tnf} be a frame for V0  sp{tnf} , and let S be the frame
operator. The function u defined by its Fourier transform as
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uO (g) 
fO (g)
F(g) , if F(g) x 0,
0, if F(g)  0,
(13)
is a well-defined element of L 2(Rˆ ); and u  S01f.
Proof. Using Theorem 3.4 and the notation for A there, we see that uO ˆ L 2(RO )
since
\uO \ 2L2(RO ) ¡ 1A 2 * fO (g)2dg  ` .
We must now show that uO , defined by (13), is equal to (S01f)ò . Consider
R(g)  ∑ »u, tnf…e02p ing  ∑ * u( t)f( t 0 n) dt e02p ing
 ∑ * uO (l)fO (l) e02p in (g0l )dl  ∑ uO (g / k)fO (g / k)
 ∑
fO (g / k)2
F(g / k) 
( fO (g / k)2
F(g)  1 a.e., if F(g) x 0,
0, if F(g)  0.
The penultimate equality follows by our Lemma 3.54 in [9] , which we used to prove
Theorem 3.4; cf. [4, Section 3.10] for a rigorous treatment of this application of the
Poisson summation formula. Hence,
F(g)  R(g)F(g) . (14)
Define RN(g)  (
n¡N
»u, tnf…e
02p ing
. From (14), we have
\RNfO 0 fO \ 2L2(RO )  * fO (g)2RN(g) 0 12dg
 *
1
0
(∑
n
fO (g / n)2)RN(g) 0 12dg
 \RNF 0 F\ 2L2(T ) r 0, as N r ` ,
and, hence,
\f 0 ∑
n¡N
»u, tnf…tnf\L2(R )  \fO 0 RNfO \L2(RO ) r 0, as N r ` .
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Consequently,
f  ∑
n
»u, tnf…tnf in L 2(R) ,
i.e., Su  f, and so u  S01f. j
EXAMPLE 4.9. (a) Let f  131[01,2) on R ; in particular, {tkf} is not orthogonal.
It is easy to see that
F(g)  1
9
[3 / 4 cos 2pg / 2 cos 4pg]
is a trigonometric polynomial with two computable double roots in T . Thus, by
Theorem 3.4, {tkf} is not a frame for sp{tkf}. This function f is generated by the
quadrature mirror filter
H0(g) 
√
2e0pigcos(3pg) ,
in the theory of MRAs, e.g., [31] —cf. [36] —whereas H0 does not generate an MRA;
cf., [13, 26].
(b) Lawton [25] provided a means for generating tight affine frames based on
Daubechies’ compactly supported wavelets [16]. His work, and subsequent work in
[22], deals with approximation operators which are not projections. On the other hand,
projections play a fundamental role in multiresolution analysis and in our FMRAs.
EXAMPLE 4.10. (a) Let fO  1[0a,a ) , 0  a  12. Then
F(g)  1[0a,a ) (g) on F0 12 , 12D .
It is easy to verify that {tkf} is a tight nonexact frame for V0  sp{tkf}, and {Vj ,
f} is an FMRA when Vj is defined by (12).
(b) Let fO  h1[0a,a ) , where h is a continuous nonvanishing function on [0a,
a] and a  12. Then {Vj , f} is an FMRA, where V0  sp{tkf} and Vj is defined by
(12). We can show directly that Vj ⊆ Vj/1 , or we can use Theorem 4.4 and define
H0 as follows
H0(g) 
0 if g ˆ F0a, 0 a2D < Fa2 , aD ,
√
2h(2g)
h(g) if g ˆ F0 a2 , a2D ,
H0 is an element of L`(V) for V  [012, 0a) < [a, 12 ) , and H0 is extended 1-
periodically on Rˆ .
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(c) Note that if a ¢ 12 and h  0 then {tnf} defined in part b is an exact frame
for V0 .
(d) In the case of an MRA, the quadrature mirror filter which generates it is
uniquely defined since the corresponding impulse response is the sequence of coeffi-
cients of an orthonormal basis decomposition. On the other hand, the filter H0 of
Theorem 4.6 is not necessarily unique, e.g., Remark 5.7.
Remark 4.11. In light of the definition of an FMRA and because of our goals in
Section 5, we shall close this section by stating the following result, e.g., [4]. Let {Vj}
be a strictly increasing sequence of closed subspaces of H, and let Wj be the orthogonal
complement of Vj in Vj/1 . If <Vj  H and >Vj  {0}, then H  !Wj .
5. MULTIRESOLUTION ANALYSIS FRAMES
In this section, we shall construct frames associated with given FMRAs in terms
of constructible analysis and synthesis filter banks. Because of Theorem 4.4, we
assume H0 ˆ L`(T ) .
THEOREM 5.1. Let H0 ˆ L`(T ) and let {Vj, f} be an FMRA, where H0 and f
satisfy the equation
fO (g)  1√
2
H0Sg2DfO Sg2D in L 2(RO ) . (15)
Define W0 as the orthogonal complement of V0 in V1 . Further, for {h1(n)} ˆ l 2(Z ) ,
let hO 1  H1 ˆ L 2(T ) , and let c ˆ V1 be defined as
c( t) 
√
2 ∑ h1(n)f(2t 0 n) in L 2(R) . (16)
Then c ˆ W0 if and only if
H0(g) H1(g)F(g) / H0(g / 12) H1(g / 12)F(g / 12)  0 a.e. (17)
Proof. The fact that c is a well-defined element of V1 follows from Remark 4.2.
Since sp{tnf}  V0 and c ˆ V1 , we have c ˆ W0 if and only if
∀n ˆ Z , * f( t / n) c( t)dt  0. (18)
(a) We shall verify that F(g)  (
k
fO (g / k) cO (g / k) ˆ L 1(T ) and
* fO (g) cO (g)e02p ingdg  *
1
0
(∑
k
fO (g / k) cO (g / k))e02p ingdg. (19)
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We have
*
1
0
F(g)dg ¡ ∑ *
1
0
fO (g / k) cO (g / k)dg
 * fO (g) cO (g)dg ¡ \f\L2(R )\c\L2(R ) ,
and so F ˆ L 1(T ) . Also, the left side of (19) is
∑
k
*
1
0
fO (g / k) cO (g / k)e02p ingdg. (20)
Let
SK(g)  [ ∑
k¡K
fO (g / k) cO (g / k)]e02p ing .
Note that
lim
Kr`
\SK(g) 0 F(g)e02p ing\L1(T )  0
since
*
1
0
 ∑
kK
fO (g / k) cO (g / k)dg ¡ ∑
kK
*
1
0
fO (g / k(cO (g / k)dg
 ∑
kK
*
k/1
k
fO (g)cO (g)dg ¡ *
gK
fO (g)cO (g)dg
¡ S*
gK
fO (g)2dgD1/2S*
gK
cO (g)2dgD1/2 .
We now obtain (19), since by (20), the left side of (19) is
lim
Kr`
∑
k¡K
*
1
0
fO (g/ k) cO (g/ k)e02p ingdg lim
Kr`
*
1
0
SK(g)dg*
1
0
F(g)e02p ingdg.
(b) Next, we compute
SK(g)  1√
2
∑
k¡K
fO (g / k) fO Sg2 / k2DH1Sg2 / k2De02p ing
 1√
2
∑
2m¡K
fO (g / 2m) fO Sg2 / mDH1Sg2 / mDe02p ing
/ 1√
2
∑
2m/1¡K
fO (g / 2m / 1) fO Sg2 / 12 / mDH1Sg2 / 12 / mDe02p ing
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 1
2
H1Sg2D ∑2m¡K fO Sg2 / mDfO Sg2 / mD H0Sg2 / mD e02p ing
/ 1
2
H1Sg2 / 12D ∑2m/1¡K fO Sg2 / 12 / mD
1 fO Sg2 / 12 / mD H0Sg2 / 12 / mD e02p ing
 1
2
H0Sg2DH1Sg2D ∑2m¡K ZfO Sg2 / mDZ
2
e02p ing
/ 1
2
H0Sg2 / 12DH1Sg2 / 12D ∑2m/1¡K ZfO Sg2 / 12 / mDZ
2
e02p ing .
Therefore, since we know that there is a subsequence of Ks such that {SK(g)}
converges a.e. to F(g)e02p ing , we see that for these Ks,
lim
Kr`
SK(g)
 1
2 FH0Sg2DH1Sg2DFSg2D / H0Sg / 12 DH1Sg / 12 DFSg / 12 DGe02p ing a.e.
Thus, by definition of F ,
F(g)  ∑
k
fO (g / k) cO (g / k)
 1
2 FH0Sg2DH1Sg2DFSg2D / H0Sg / 12 DH1Sg / 12 DFSg / 12 DG a.e.
(21)
(c) By (19), the Parseval–Plancherel theorem, and the Fourier uniqueness theo-
rem for L 1(T ) , we see that (18) is obtained if and only if F  0 a.e. Thus, c ˆ W0
if and only if F  0 a.e., and, by (21), F  0 a.e. if and only if (17) holds.
This proves the theorem. j
Remark 5.2. Equation (17) can be viewed as a generalized orthogonality condi-
tion. For instance, in classical MRAs, e.g., [16, 31, 33], Eq. (17) reduces to the usual
orthogonality condition
H0(g) H1(g) / H0Sg / 12DH1Sg / 12D  0 a.e.
DEFINITION 5.3. (a) A sequence { fn} ⊆ H generates H if for every f ˆ H there
exists a sequence {c(n)} ˆ l 2(Z ) such that
f  ∑
n
c(n) fn in H .
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(b) In some of the results in this section we shall have a situation of the form
f  ∑ c(n)tnf in L 2(R) ,
where {c(n)} ˆ l 2(Z ) and f ˆ L 2(R) . This means that lim
Nr`
\ f 0 fN\L2(R )  0 where
fN  (
n¡N
c(n)tnf. Taking Fourier transforms, we have lim
Nr`
\ fO 0 fO N\L2(R )  0 where
fO N(g)  fO (g) (
n¡N
c(n)e02p ing .
THEOREM 5.4. Let {Vj, f} be an FMRA and let c ˆ W0 .
(a) If {tkc} generates W0 , then there exist g0 , g1 ˆ l 2(Z ) such that
∀n ˆ Z ,
√
2f(2t 0 n)  ∑
k
g0(2k 0 n)f( t 0 k)
/ ∑
k
g1(2k 0 n)c( t 0 k) in L 2(R) . (22)
(b) If there exist sequences g0 , g1 ˆ A *(Z ) such that (22) is valid, and if cO 2
ˆ L` , then {tkc} generates W0 .
Proof. (a) For each f ˆ V1 , there exist f0 ˆ V0 , k 0 ˆ W0 such that f  f0 / k 0 .
For each m , f(2t 0 2m) , f(2t 0 2m 0 1) ˆ V1 . Since {tnf} is a frame for V0 and
{tnc} generates W0 , there exist {g ( i )0 (k)} ˆ l 2(Z ), {g ( i )1 (k)} ˆ l 2(Z ), i  1, 2,
such that
√
2f(2t0 2m)∑
n
g (1)0 (n0m)f( t0 n)/∑
n
g (1)1 (n0m)c( t0 n) in V1 (23)
and
√
2f(2t0 2m0 1)∑
n
g (2)0 (n0m)f( t0 n)/∑
n
g (2)1 (n0m)c( t0 n) in V1 . (24)
To verify (24), note that h( t)  f(2t 0 1) ˆ V1 since h( t /2)  f( t 0 1) ˆ V0 .
Thus, there are g (2)0 , g (2)1 ˆ l 2(Z ) such that
√
2f(2t 0 1)  ∑
n
g (2)0 (n)f( t 0 n) / ∑
n
g (2)1 (n)c( t 0 n) in V1 .
Hence, if t  u 0 m , then
√
2f(2u0 2m0 1)∑
n
g (2)0 (n)f(u0m0 n)/∑
n
g (2)1 (n)c(u0m0 n) in V1 ,
from which (24) follows. The proof of (23) is similar and easier.
We now define g0 , g1 ˆ l 2(Z ) by the following rules: g0(2k)  g (1)0 (k) ,
g0(2k / 1)  g (2)0 (k) , and g1(2k)  g (1)1 (k) , g1(2k / 1)  g (2)1 (k) .
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If n  2m in (22) then (23) applies, and we have
√
2f(2t 0 2m)  ∑ g (1)0 (k 0 m)f( t 0 k) / ∑ g (1)1 (k 0 m)c( t 0 k)
 ∑ g0(2k 0 n)f( t 0 k) / ∑ g1(2k 0 n)c( t 0 k) in V1 .
A similar calculation, using (24), applies if n  2m / 1 in (22). The proof of
part (a) is complete.
(b) Suppose {g0(n)}, {g1(n)} ˆ l 2(Z ) exist for which (22) is valid. For each
f ˆ W0 ⊆ V1 , there is {c(n)} ˆ l 2(Z ) such that
f ( t) 
√
2 ∑ c(n)f(2t 0 n)

√
2(∑ c(2m)f(2t 0 2m) / ∑ c(2m / 1)f(2t 0 2m 0 1)) in L 2(R)
(25)
since {Vj , f} is an FMRA.
Equation (25) is equivalent to
fO (g)  1√
2
fO Sg2DCe(g) / 1√2 e0pigfO Sg2DCo(g) in L 2(RO ) , (26)
where Ce(g)  (
m
c(2m)e02p img , Co(g)  (
m
c(2m / 1)e02p img ˆ L 2(T ) , and the
convergence in L 2(Rˆ ) is in terms of the partial sums of Ce and Co by the Parseval–
Plancherel theorem.
We now take the Fourier transform of (22) for the cases of even and odd n . If n
 2m then
1√
2
fO Sg2De02p img  ∑k g0(2(k 0 m))e02p ikgfO (g) / ∑k g1(2(k 0 m))e02p ikgcO (g) ,
and so
1√
2
fO Sg2D  Ge0(g)fO (g) / Ge1(g)cO (g) in L 2(RO ) , (27)
where Ge0(g)  (
m
g0(2m)e02p img , Ge1(g)  (
m
g1(2m)e02p img ˆ L 2(T ) , and conver-
gence in L 2(Rˆ ) is in terms of the partial sums of Ge0 and Ge1 . If n  2m / 1 then
1√
2
fO Sg2De0pige02p img
 ∑
k
g0(2(k 0 m) 0 1)e02p ikgfO (g) / ∑
k
g1(2(k 0 m) 0 1)e02p ikgcO (g) ,
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and so
1√
2
fO Sg2De0pig  Go0(g)fO (g) / Go1(g)cO (g) in L 2(RO ) , (28)
where Go0(g)  (
m
g0(2m / 1)e02p img , Go1(g)  (
m
g1(2m / 1)e02p img ˆ L 2(T ) ,
and convergence in L 2(Rˆ ) is in terms of the partial sums of Go0 and Go1 .
Substituting (27) and (28) into the first and second terms of Eq. (26), respectively,
we obtain
fO  EfO / FcO ,
where
E  CeGe0 / CoGo0
and
F  CeGe1 / CoGo1 .
Using our hypothesis that g0 , g1 ˆ A *(Z ), we see that E , F ˆ L 2(T ) . We define
fO N(g)  ( ∑
n¡N
Eó(n)e02p ing)fO (g) / ( ∑
n¡N
Fó(n)e02p ing)cO (g) .
Clearly, fO N ˆ L2(Rˆ ) . Also, lim
Nr`
\ fO N 0 fO \L2(RO )  0 since fO 2 , cO 2 ˆ L` and by the
estimate,
\fO 0 fO N\L2(RO ) ¡ \fO (E 0 EN) \L2(RO ) / \cO (F 0 FN) \L2(RO )
 S∑
n
*
n/1
n
fO (g)2E(g) 0 EN(g)2dgD1/2
/ S∑
n
*
n/1
n
cO (g)2F(g) 0 FN(g)2dgD1/2
 \F(E 0 EN) \L2(T ) / \C(F 0 FN) \L2(T )
¡ \F\L` (T )\E 0 EN\L2(T ) / \C\L` (T )\F 0 FN\L2(T ) ,
where C(g)  ( cO (g / n)2 . Consequently, from the Parseval–Plancherel theorem
we have
f  ∑
n
Eó(n)tnf / ∑
n
Fó(n)tnc in L 2(R) .
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Because f ˆ W0 , we infer that (
n
Eó(n)tnf  0 in L 2(R) , and so f  (
n
Fó(n)tnc
in L 2(R) , where {Fó(n)} ˆ l 2(Z ). This completes the proof. j
THEOREM 5.5. Let {Vj, f} be an FMRA, let H0 , H1 be as in Theorem 5.1 , and
let c ˆ W0 . Suppose gˆ0  G0 , gˆ1  G1 ˆ L`(T ) . Equation (22) is true for g0 , g1 if
and only if
H0(g)F(g)G0(g) / H1(g)F(g)G1(g)  2F(g) (29)
H0Sg / 12DFSg / 12DG0(g) / H1Sg / 12DFSg / 12DG1(g)  0. (30)
Proof. Taking the Fourier transform of Eq. (22), we obtain, after some algebraic
manipulation, the following equivalent formulation of (22):
H0(g)fO (g)G0(g) / H1(g)fO (g)G1(g)  2fO (g) (31)
H0Sg / 12DfO Sg / 12DG0(g) / H1Sg / 12DfO Sg / 12DG1(g)  0. (32)
(For convenience, we have suppressed writing ‘‘a.e.’’ in all of these equations.) Now,
multiplying Eqs. (31) and (32) by fO (g) and fO (g / 12) , respectively, we see that
H0(g)fO (g)2G0(g) / H1(g)fO (g)2G1(g)  2fO (g)2
H0Sg / 12DZfO Sg / 12DZ
2
G0(g) / H1Sg / 12DZfO Sg / 12DZ
2
G1(g)  0.
By the change of variable g r g / k and the 1-periodicity of H0 , H1 , G0 , and G1 ,
we have
H0(g)fO (g / k)2G0(g) / H1(g)fO (g / k)2G1(g)  2fO (g / k)2
H0Sg/ 12DZfO Sg/ k/ 12DZ
2
G0(g)/H1Sg/ 12DZfO Sg/ k/ 12DZ
2
G1(g) 0.
Summing over k , we obtain
H0(g) ∑
k
fO (g/ k)2G0(g)/H1(g) ∑
k
fO (g/ k)2G1(g) 2 ∑
k
fO (g/ k)2
H0Sg / 12D ∑k ZfO Sg / k / 12DZ
2
G0(g)
/ H1Sg / 12D ∑k ZfO Sg / k / 12DZ
2
G1(g)  0,
which gives Eqs. (29) and (30). This proves the ‘‘only if ’’ part of the result.
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For the ‘‘if ’’ part, we assume that (29) and (30) have solutions for G0 , G1 ˆ
L`(T ) . Then
2  H0(g)G0(g) / H1(g)G1(g) a.e. on Nc  {g: F(g) x 0}. (33)
If fO (g) x 0, then F(g) x 0. Hence, Nc0  {g: fO (g) x 0} ⊆ Nc , and therefore the
equation in (33) holds a.e. on Nc0 . This yields (31). In exactly the same way, we can
show that (30) implies (32).
This completes the proof. j
The following theorem provides a sufficient condition for constructing a function
c ˆ W0 for which {tnc} generates W0 .
THEOREM 5.6. Let H0 ˆ L`(T ) and let {Vj, f} be an FMRA, where H0 and f
satisfy
fO (g)  1√
2
fO Sg2DH0Sg2D in L 2(RO ) .
Assume there are constants 0  a ¡ b  ` such that
a ¡ H0(g)2 / ZH0Sg / 12DZ
2
¡ b a.e. (34)
(a) There are functions H1 , G0 , G1 : T r C for which H1ˆ L`(T ) and equations
(29) and (30) of Theorem 5.5 are valid.
(b) Let
c( t) 
√
2 ∑ h1(n)f(2t 0 n) in L 2(R) ,
where h1 is the sequence of Fourier coefficients of H1 , and assume supp fO ⊆
[012, 12 ] . Then {tkc} generates W0 , the orthogonal complement of V0 in V1 .
Proof. ( i ) First, we shall construct H1ˆ L`(T ) so that condition (17) of Theorem
5.1 is satisfied, and, hence, by Theorem 5.1,
c( t) 
√
2 ∑ h1(n)f(2t 0 n) ˆ W0 . (35)
To this end, define the following subsets of T :
E0  Hg ˆ T : F(g)  0 and FSg / 12D  0J ,
E1  Hg ˆ T : F(g) x 0 and FSg / 12D  0J ,
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E2  Hg ˆ T : F(g)  0 and FSg / 12D x 0J ,
F  Hg ˆ T : F(g)FSg / 12D x 0J .
Clearly, E0 < E2  N  {g ˆ T : F(g)  0}, E1 < F  T"N ,
E1  Hg ˆ T : 12 / g ˆ E2J and E2  Hg ˆ T : 12 / g ˆ E1J ,
E0  Hg ˆ T : 12 / g ˆ E0J and F  Hg ˆ T : 12 / g ˆ FJ ,
and T  F < E0 < E1 < E2 , a disjoint union.
For g ˆ F , let H1(g)  e02p igH0(g / 12 ) F(g / 12) . Since g / 12 ˆ F , we set
H1(g / 12)  0e02p igH0(g) F(g) . The left side of (17) is
H0(g) Se02p igH0Sg / 12DFSg / 12DDF(g)
/ H0Sg / 12D (0e02p igH0(g) F(g))F(g / 12),
and this vanishes so that (17) is satisfied on F . Note that H1(g) ¡
√
bB and so H1
ˆ L`(F) .
For E0 , let H1 be any bounded measurable function (on E0) . Since E0  12 / E0 ,
H1(g/ 12) is well defined for gˆ E0 . Equations (17), (29), and (30) are automatically
satisfied in this case.
For E1 and E2 , let H1 ˆ L`(E1) have the property that pointwise representatives
satisfy H1(g) x 0 if H0(g)  0 and H1(g)  0 if H0(g) x 0. (This can be stated
mathematically correctly by means of a longer and perhaps more opaque description.)
Further, define t01/2H1 to be an arbitrary bounded measurable function on E1 . Since
E2  12 / E1 , this defines H1 ˆ L`(E2) . Equation (17) is satisfied for g ˆ E1 since
F(g / 12)  0 and H0(g) H1(g)  0. Also, (17) is satisfied for g ˆ E2 since F(g)
 0 and
H0Sg / 12DH1Sg / 12D  H0(l) H1(l)  0
for some l ˆ E1 ( the right side vanishes by the definition of H1 on E1) .
Notice that if g ˆ E1 , then (30) is satisfied for any G0 and G1 , and (29) becomes
H0(g)G0(g) / H1(g)G1(g)  2 a.e. on E1 . (36)
6119$$0237 09-14-98 08:53:25 achaas AP: ACHA
412 BENEDETTO AND LI
Because of the relationship between E1 and E2 , we see that if g ˆ E2 , then (29) is
satisfied for any G0 and G1 , and (30) becomes
H0Sg / 12DG0(g) / H1Sg / 12DG1(g)  0 a.e. on E2 . (37)
Thus, there is H1 ˆ L`(T ) for which (17) is true, and we have verified Eqs. (29)
and (30) in some special cases.
( ii ) We shall construct functions G0 , G1 ˆ L`(T ) so that Eqs. (29) and (30)
are obtained. The determinant of the system (29) and (30) is
D(g)  FH0(g)H1Sg / 12D 0 H0Sg / 12DH1(g)GF(g)FSg / 12D .
If g ˆ F , then
D(g)
 FH0(g)2F(g) / ZH0Sg / 12DZ
2
FSg / 12DGF(g)FSg / 12D ¢ A 3a  0.
Therefore, Eqs. (29) and (30) have a unique solution G0 and G1 on F . Further,
G0(g)  2F(g)F(g /
1
2)H1(g / 12)
D(g)
 2H1(g /
1
2)
H0(g)2F(g) / H0(g / 12)2F(g / 12)
¡ 2
Aa ZH1Sg / 12DZ a.e. on F .
Thus, G0 ˆ L`(F) . Similarly, G1 ˆ L`(F) .
As mentioned in part (i), any functions G0, G1 ˆ L`(E0) will satisfy (29) and (30).
For E1 , it suffices to define functions G0 and G1 on E1 so that (36) is satisfied.
This is easily accomplished since either H0(g) x 0 or H1(g) x 0 (but not both) if
g ˆ E1 . Note that we cannot guarantee that G0 , G1 ˆ L`(E1) . For example, suppose
E1 is an interval, and H0 is continuous, supported by E1 , and nonzero except at the
endpoints. By (36), we can choose G1 ˆ L`(E1) , but G0 must be unbounded.
Because of (37), the analogous result holds for E2 .
( iii ) Parts ( i) and (ii) give part (a) of the theorem.
(iv) We shall now show that the function c defined by (35) has the property
that
cO 2 ˆ L` . (38)
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In fact, by (35), and considering even and odd integers separately, the function C
(defined in the proof of Theorem 5.4) can be estimated as
C(g)  ∑ cO (g / n)2  12 ∑ ZH1Sg / n2 DZ
2ZfO Sg / n2 DZ
2
¡ 1
2
\H1\L` (T )S∑ ZfO Sg2 / mDZ
2
/ ∑ ZfO Sg / 12 / mDZ
2D
¡ B\H1\L` (T ) .
(v) If supp fO ⊆ [012, 12 ] , then F, which is 1-periodic on Rˆ , equals fO 2 on
[012, 12 ) . Since {Vj , f} is an FMRA, then A ¡ fO 2 ¡ B on [012, 12 ]" {g ˆ [012, 12 ) :
fO (g)  0} and fO  0 on Rˆ "[012, 12 ] . Hence, H0 and H1 will not decrease to 0
continuously. Therefore, there are filters G0 and G1 in L`(T ) such that Eqs. (29) and
(30) are valid.
(vi) By part ( i) , there is H1 ˆ L`(T ) for which c defined by (35) is in W0 .
By parts ( ii ) and (v), there are filters G0 , G1 ˆ L`(T ) for which (29) and (30) are
valid. Consequently, we can apply Theorem 5.5 to obtain (22). Finally, by part ( iv) ,
cO 2 ˆ L` . This, along with the validity of (22) for G0 , G1 ˆ L`(T ) , allows us to
conclude that {tkc} generates W0 by Theorem 5.4b. Part (b) of the theorem is
proved. j
Remark 5.7. In part (a) , we shall show that if {tnf} is an exact frame for V0 
sp{tnf} then (34) is true. On the other hand, we shall see in part (b) that (34) is
not sufficient to ensure that {tnf} is exact, even though it is a frame. In part (c) ,
we shall remark on (34) and its use in the proof of Theorem 5.6.
(a) If {tnf} is an exact frame, then there exist 0  A ¡ B  ` such that
A ¡ F(g) ¡ B a.e. (39)
We compute
F(2g)  ∑ fO (2g / k)2
 1
2 ∑ ZH0Sg / k2DZ
2ZfO Sg / k2DZ
2
 1
2 ∑ H0(g / m
2fO (g / m)2
/ 1
2 ∑ ZH0Sg / 12 / mDZ
2ZfO Sg / 12 / mDZ
2
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 1
2 SH0(g)2 ∑ fO (g / m)2 / ZH0Sg / 12DZ
2
∑ ZfO Sg / 12 / mDZ
2D
 1
2 SH0(g)2F(g) / ZH0Sg / 12DZ
2
FSg / 12DD ,
and hence
2A ¡ H0(g)2F(g) / ZH0Sg / 12DZ
2
FSg / 12D ¡ 2B a.e. (40)
Since F(g) , F(g / 12 ) ¡ B , the first inequality of (40) gives rise to the inequality
2A ¡ SH0(g)2 / ZH0Sg / 12DZ
2DB a.e.,
i.e.,
2A
B
¡ H0(g)2 / ZH0Sg / 12DZ
2
a.e.,
and since F(g) , F(g / 12 ) ¢ A , the second inequality of (40) gives rise to the
inequality
ASH0(g)2 / ZH0Sg / 12DZ
2D ¡ 2B a.e.,
i.e.,
H0(g)2 / ZH0Sg / 12DZ
2
¡ 2B
A
a.e.,
Thus,
2A
B
¡ H0(g)2 / ZH0Sg / 12DZ
2
¡ 2B
A
a.e.
(b) Let fO  1[01/4,1 /4) so that F  1[1 /4,1 /4) on [012, 12 ) . Since fO (2g) 
(1/
√
2)H0(g)fO (g) , we have H0 
√
21[01/8,1 /8) on {g: fO (g) x 0}. We can then
choose H0 ˆ L`(T ) arbitrarily for 14  g  12. In particular, if we set
H0 
√
21V,
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where V  [038, 014 ) < [018, 18 ) < [ 14, 38 ) , then (34) is satisfied since
H0(g)2 / ZH0Sg / 12DZ
2
 2 a.e.,
and {tnf} is a nonexact frame for V0  sp{tnf} by Theorem 3.4. Thus, in this case,
H0 is a quadrature mirror filter which does not give rise to an orthonormal basis; cf.
[13] and Section 6.3 of [16].
(c) Our hypothesis (34) was used in a very weak way in the proof of Theorem
5.6. Since we have assumed H0 ˆ L`(T ) , the right side of (34) is automatic. One
way or the other, we want to have H0 ˆ L`(T ) . On the other hand, we only use the
lower bound of (34) on the set F of points g for which F(g)F(g / 12 ) x 0. In
particular, part a of Theorem 5.6 does not require the lower bound condition of (34).
EXAMPLE 5.8. Let fO  1[01/4,1 /4) so that f generates an FMRA (Example 4.10),
and choose the function H0 
√
21V defined in Remark 5.7b. If we take
H1(g)  e02p igH0(g / 1/2) ,
then, by Theorem 5.1, cO (g)  (1/
√
2)H1(g /2)fO (g /2) defines a function in W0 . One
may choose G0 and G1 so that the conditions in Theorem 5.5 are satisfied. For example,
let G0 and G1 be defined so that G0  H0 and G1  H1. Further, cO 2 ˆ L`
as in the proof of Theorem 5.6. Therefore, {tkc} generates W0 by Theorem 5.4b. In
fact, {tkc} is a frame for W0 (Theorem 5.10).
Remark 5.9. There are examples where condition (34) of Theorem 5.6 does not
hold, and, yet, c ˆ W0 , {tnc} is a frame for W0 , and {cjk} is a frame for L 2(R) ,
e.g., Example 5.12.
The following result is a rewording of Theorem 3.4.
THEOREM 5.10. Let {Vj, f} be an FMRA, let H0 , H1 be as in Theorem 5.1 , and
let c ˆ W0 . Then {tnc} forms a frame for W0 if and only if there are constants 0 
A1 ¡ B1  ` such that
A1 ¡ C(g) ¡ B1 a.e. on T"NC , (41)
where C(g)  (
k
cO (g / k)2 , NC  {g ˆ T : C(g)  0} , and NC is defined up
to sets of measure zero.
THEOREM 5.11. Let {Vj, f} be an FMRA, let Wj be the orthogonal complement
of Vj in Vj/1 , i.e., Vj/1  Vj ! Wj, and let c ˆ W0 . Then {cjk} is a frame for L 2(R)
with frame bounds A and B if and only if {tkc} is a frame for W0 with frame bounds
A and B.
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Proof. (c) Assume {cjk} is a frame for L 2(R) . Then for all f ˆ W0 ⊆ L 2(R) ,
A\ f \ 2L2(R ) ¡ ∑
j,k
» f , cjk…2 ¡ B\ f \ 2L2(R ) ,
where A and B are frame bounds. Since
∑
j,k
» f , cjk…2  ∑
k
» f , c0k …2 / ∑
jx0
∑
k
» f , cjk…2  ∑
k
» f , c0k …2 ,
we obtain
A\ f \ 2L2(R ) ¡ ∑
k
» f , tkc…2 ¡ B\ f \ 2L2(R ) .
Thus, {tkc} is a frame for W0 .
(C) Suppose {tnc} is a frame for W0 with frame bounds A and B . Our proof
proceeds in the following two steps.
(a) We shall first prove that {cjk}k is a frame for Wj . Recall that Vj  { f ˆ
L 2(R) : f ( t /2 j) ˆ V0}. Since Wj ⊆ Vj/1 and W0 ⊆ V1 , we know that if g ˆ Wj then
g( t /2 j) ˆ V1 . We need to make sure that g( t /2 j) ˆ W0 . To this end, let h ˆ Vj , and
so
0  »h , g…  2 j»h( t /2 j) , g( t /2 j) … .
Since h( t /2 j) ˆ V0 , we do have g( t /2 j) ˆ W0 . Therefore,
Wj  { f ˆ L 2(R) : f ( t /2 j) ˆ W0}.
Now, for all g ˆ Wj ,
∑
k
»g , cjk…2  ∑
k
»g( t) ,
√
2 j c(2 jt 0 k) …2  ∑
k
ZK 12 j gS u2 jD , c(u 0 k)LZ
2
.
Therefore,
A\g\ 2L2(R ) ¡ ∑
k
»g , cjk…2 ¡ B\g\ 2L2(R ) ,
which means that {cjk}k is a frame for Wj with frame bounds A and B .
(b) Now, we shall prove that {cjk}j,k is a frame for L 2(R) . Because of Remark
4.11, if f ˆ L 2(R) then there exist fj ˆ Wj such that f  (
j
fj and » fi , fj…  0 for all
i x j . We compute
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∑
j,k
» f , cjk…2  ∑
j,k
»∑
i
fi , cjk…2  ∑
j
∑
k
∑
i
» fi , cjk…2  ∑
j
∑
k
» fj , cjk…2 ,
and, from part (a) , we know that
A ∑
j
\ fj\ 2L2(R ) ¡ ∑
j
∑
k
» fj , cjk…2 ¡ B ∑
j
\ fj\ 2L2(R ) .
Therefore, since (
j
\ fj\ 2L2(R )  \ f \ 2L2(R ) , we have
A\ f \ 2L2(R ) ¡ ∑
j
∑
k
» f , cjk…2 ¡ B\ f \ 2L2(R ) .
Consequently, {cjk}jk is a frame for L 2(R) with the frame bounds A and B .
This completes the proof. j
EXAMPLE 5.12. Let fO  h1[0a,a ) , 0 a¡ 14, where h is a continuous nonvanishing
function on [0a, a] . Then {Vj , f} generates an FMRA where V0  sp{tnf} and
the other Vj are defined by (12), e.g., Example 4.10b. Now take H1(g /2) 
j(g)1V(g) , where V  [02a, 0a] < [a, 2a] and j is a continuous nonvanishing
function on V. Then, cO  u1V ˆ W0 , where u(g)  (1/
√
2)h(g /2)j(g) , and {tkc}
forms a frame for W0 . Thus, {cjk} is a frame for L 2(R) by Theorem 5.11.
6. FILTER BANKS ASSOCIATED WITH FMRAs
A significant feature of an FMRA is that the function F is allowed to have a zero
set of positive measure (Theorem 3.4). As a result, the underlying 2-band filter bank
associated with an FMRA can be narrow band, and so the filters are not necessarily
half-band, as they are in quadrature mirror filters and other PRFBs. We have seen
examples of such multirate systems associated with FMRAs in Example 5.8.
In Subsection 6.1, we reformulate some of the results from Section 5 in the statement
of Algorithm 6.1. Then, in Subsection 6.2, we analyze the multirate system intrinsic
to Algorithm 6.1. In particular, using elementary pre- and postprocessing, we obtain
perfect reconstruction of analogue signals f which are elements of some VJ of a given
FMRA. Finally, Subsection 6.3 illustrates the natural signal reconstruction in an FMRA
multirate system, even in the presence of broadband noise at the coding stage. The
signal reconstruction in this case will always produce better results than half-band
systems (such as QMFs) because of the narrow-band nature of FMRAs [7], but we
refer to Remark (b) in the Introduction for other possibilities.
6.1. Generalized Perfect Reconstruction Filter Banks
ALGORITHM 6.1. Let {Vj , f} be an FMRA, let W0 be the orthogonal complement
of V0 in V1 , and let H0 be a solution of the dilation equation (15). There is a
constructible c ˆ W0 such that {tkc} generates W0 if and only if there exist H1 ˆ
L`(T ) and G0 , G1 ˆ L`(T ) for which
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H0(g)F(g)G0(g) / H1(g)F(g)G1(g)  2F(g) a.e. (42)
H0Sg/ 12DFSg/ 12DG0(g)/H1Sg/ 12DFSg/ 12DG1(g) 0 a.e. (43)
In this case,
cO (g)  1√
2
H1Sg2DfO Sg2D .
Remark 6.2. Note that if F(g)  0 a.e., then Eqs. (42) and (43) reduce to the
usual PRFB conditions,
H0(g)G0(g) / H1(g)G1(g)  2 a.e. (44)
H0Sg / 12DG0(g) / H1Sg / 12DG1(g)  0 a.e., (45)
e.g., [36, 38, 40].
The difference between (42), (43) and (44), (45) lies in the fact that (42) and
(43) need to hold a.e. only on the nonzero sets of F and t01/2F, respectively. In this
context and noting that F is 1-periodic on Rˆ , assume for the moment that the restriction
of F to [012, 12 ) is supported in (012, 12 ) . Then (42) and (43) are conceptually different
from (44) and (45). In this situation, (42) and (43) give rise to a multirate system
whose filters can be narrow band.
We emphasize that our method is not simply narrow band filtering. In fact, as a
multirate system, an FRMA allows us to do subband processing and coding. Such
frame-based narrow-band multirate systems have the capability of suppressing broad-
band noise which might be contaminating a given signal. Moreover, they have the
capability of reducing coding/quantization error at the coding/quantization stage of
a subband system, e.g., Subsection 6.3.
6.2. Sampling, Subband Coding, and Interpolation
The subband decomposition (analysis) and reconstruction (synthesis) of a signal by
frame multiresolution analysis requires sampling (preprocessing), subband processing,
and interpolation (postprocessing). We shall describe these steps for both analogue
and discrete signals. We are assuming that we have an FMRA in which Algorithm
6.1 is applicable.
Processing for Analogue Signals
Let f ˆ L 2(R) , and let e  0. There exist J  Je and a function g ˆ VJ such that
\ f 0 g\L2(R )  e (46)
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and
g  ∑
k
»g , fJk …uJk , (47)
where {uJk  2 J /2u(2 Jt 0 k) : k ˆ Z } is the dual frame of {fJk  2 J /2f(2 Jt 0 k) :
k ˆ Z } in VJ , e.g., [7, 16]. u was constructed in Theorem 4.8.
For this f ˆ L 2(R) and J , the preprocessing (sampling) step is the computation
of
∀k , cJ(k)  » f , fJk …  2 J /2 * fO (2 Jg)fO (g) e 2p ikgdg.
The purpose of this step is to produce a sampling sequence corresponding to f . It also
has the effect of squeezing the bandwidth of the signal f into the bandwidth of f and
ultimately into the bandwidth of the associated filter bank.
It should also be pointed out that the sampling step is also implemented in multireso-
lution analysis for analogue signals f ˆ L 2(R) . In this case, the squeezing effect
does not play a significant role because of the full bandwidth of the pair of QMFs
associated with an MRA.
The subband processing step consists of decomposition and reconstruction computa-
tions, viz.
(a) decomposition:
cJ01(k)  » f , fJ01,k …  ∑
n
h0(n 0 2k) cJ(n) ,
dJ01(k)  » f , cJ01,k …  ∑
n
h1(n 0 2k) cJ(n) ,
and
(b) reconstruction:
cJ(n)  ∑
k
g0(2k 0 n) cJ01(k) / ∑
k
g1(2k 0 n) dJ01(k) .
Finally, the postprocessing (interpolation) step is the computation of the projection
fH  ∑
k
cJ(k)uJk ˆ VJ .
It is easy to prove that \ f 0 fH \L2(R )  e, where e  0 is the allowable approximation
error introduced at the beginning of this section. This type of approximation of f by
fH also takes place in an ordinary MRA (either an orthonormal basis or exact frame).
Further, if f ˆ VJ for some J , then f  fH .
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FIG. 1. A subband processing system associated with an FMRA for analog signals f . w1 and w2 model
the quantization noise in subbands.
The system can be summarized as in Fig. 1 (without the noises w1 and w2 introduced
at the quantization stage) .
Processing for Discrete Signals
Let {sn} be a discrete finite energy signal.
Without loss of generality, we assume sn  f (n) for some f ˆ L 2(R) with band-
width of length 1. Thus,
FIG. 2. A chirp signal chosen for numerical experiment.
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FIG. 3. The power spectrum of the chirp signal in Fig. 2. The spectrum is wider than the bandwidth
of the filter bank associated with the FMRA.
f ( t)  ∑
n
snsinc( t 0 n)  ∑
n
f (n)sinc( t 0 n) ,
where
sinc( t)  sin pt
pt
.
Since f ˆ L 2(R) , then for all e  0, there exists J such that
\ f 0 fH \2  e,
where
fH  ∑
k
» f , fJk …uJk . (48)
Consider
» f , fJk …  »∑
n
f (n)sinc( t 0 n) , fJk …  ∑
n
f (n) »sinc( t 0 n) , fJk … . (49)
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FIG. 4. The reconstruction of the signal in Fig. 2 through an FMRA subband processing system as in
Fig. 1. The pre- and postprocessing is taken in the subspace V1 (J  1). The reconstruction error ( in
absolute value) is in the order of 1004 . Notice that a certain error is expected since the signal is not band
limited.
If we define
h(m)  »sinc( t) , fJm … ,
then (49) becomes
» f , fJk …  ∑
n
f (n)h(k 0 2 Jn)  cJ(k) , (50)
where cJ(k) is the input to the filter bank. Thus, the preprocessing of the signal {sn}
is accomplished by means of the filter h as in (50).
For postprocessing, assume noiseless channels so that cJ(k) is the output of the
filter bank. Then, from Eq. (48), interpolation takes the form
fH ( t)  ∑
k
cJ(k)uJk( t) .
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FIG. 5. The output of the chirp signal through the corresponding filter bank, without pre- and postpro-
cessing.
Sampling this output at t  n , we obtain
fH (n)  ∑
k
cJ(k)uJk(n)  f (n)  sn . (51)
Note that if f ˆ VJ , then Eq. (51) holds exactly.
EXAMPLE 6.3. The FMRA used in the simulations depicted in Figs. 2–5 is gener-
ated by fO  1[01/4,1 /4) . We can choose H0  1[01/8,1 /8) and H1  1V, where V 
[014, 018) < [18, 14 ) . Then G0 and G1 can be computed from our general theory, cf. (42)
and (43). For example, we may take G0  H0  1[01/8,1 /8) , and G1  H1  1V .
This example illustrates an FMRA whose associated filter bank alone is not a PRFB
for all discrete finite energy signals. In fact, it gives rise to a frame which is not exact.
In particular, the filters H0 and H1 are not essentially half-band and are not associated
with an MRA.
Figures 2 and 3 are a chirp signal and its power spectrum, respectively. The signal
is chosen so that the spectrum goes beyond the bandwidth of the associated filter
bank. Figure 4 is the reconstruction of the signal through an FMRA subband processing
system (with pre- and postprocessing) as in Fig. 1. The reconstruction is excellent.
For comparison, Fig. 5 is the output of the same signal through the filter banks only,
without pre- and postprocessing.
6119$$0237 09-14-98 08:53:25 achaas AP: ACHA
424 BENEDETTO AND LI
FIGURE 6
6.3. Quantization Noise Reduction with FMRA Subband Systems
Since one of the fundamental purposes of subband processing is to achieve
greater data compression, quantization at subbands is a key element in subband
coding systems. Therefore, the effect of noise introduced by quantization, and its
consequences at the output of the whole system, is an extremely important issue.
There is a great deal of literature dealing with the subject, where the quantization
effect is integrated into the subband filtering system to optimize the design of the
filter bank, e.g., [23, 37–41] .
We introduce a new point of view. We shall demonstrate that, for narrow-band
signals, the subband processing and the quantization noise reduction are achieved
naturally and simultaneously by simply using wavelet frames. The structure of FMRAs
and the redundancy they model provide a natural tool for noise suppression; cf. [7] ,
where a probabilistic study of this phenomenon is made. As mentioned in Remark
(b) of the Introduction, our theory does not preclude the possibility that similar noise
reduction can be achieved by processed orthogonal filter bank methods such as wavelet
packets.
In Figs. 6, 7, and 8, the top picture is the original signal. The middle picture is
signal reconstruction using Daubechies QMFs having 4, 8, and 16 taps, respectively
[16]. The bottom picture is signal reconstruction when FMRA filters are used. The
noise introduced at the quantization stage is a white Gaussian noise having mean 0
and variance 0.01, 0.04 and 0.09, respectively. Our signals are normalized with mean
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FIGURE 7
FIGURE 8
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0, and so the signal-to-noise ratios corresponding to these variances are 20, 13.98,
and 10.46 dB, respectively.
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