Control de un sistema no lineal usando técnicas inteligentes. El péndulo con rueda de reacción by Correa Ramírez, Víctor Daniel
CONTROL DE UN SISTEMA NO LINEAL USANDO
TE´CNICAS INTELIGENTES.
EL PE´NDULO CON RUEDA DE REACCIO´N
VI´CTOR DANIEL CORREA RAMI´REZ
UNIVERSIDAD TECNOLO´GICA DE PEREIRA
MAESTRI´A EN INGENIERI´A ELE´CTRICA
LI´NEA DE CONTROL E INSTRUMENTACIO´N
PEREIRA
2016
CONTROL DE UN SISTEMA NO LINEAL USANDO
TE´CNICAS INTELIGENTES.
EL PE´NDULO CON RUEDA DE REACCIO´N
Trabajo de Grado para Optar al Tı´tulo de
Magister en Ingenierı´a Ele´ctrica.
VI´CTOR DANIEL CORREA RAMI´REZ
Director.
MEE. DIDIER GIRALDO BITRAGO
UNIVERSIDAD TECNOLO´GICA DE PEREIRA
MAESTRI´A EN INGENIERI´A ELE´CTRICA
LI´NEA DE CONTROL E INSTRUMENTACIO´N
PEREIRA
2016
Calificacio´n:
PhD. Andre´s Escobar Mejı´a
Presidente del Jurado.
PhD. Eduardo Giraldo Sua´rez
Jurado
PhD. Andre´s Escobar Mejı´a
Jurado
MEE. Didier Giraldo Buitrago
Director
A mis hijos Laura Marcela y Juan Esteban
Por todas la horas que no he estado a su lado.
A mi familia
Por su confianza y apoyo.
A Cyndi
Por su amor y apoyo incondicional.
A mis estudiantes.
Agradecimientos
Son muchas las personas a las que debo expresar mi gratitud porque de una u
otra forma influyeron positivamente en el desarrollo de este trabajo.
Al profesor Didier Giraldo, de quien adquirı´ todos mis fundamentos en el a´rea
de control, me facilito´ un importante espacio y herramientas de trabajo, reviso´
minuciosamente los borradores del documento y nunca dejo´ de animarme
para continuar. A toda mi familia por su constante apoyo, amor y confianza.
A mis profesores y amigos, con quienes he compartido excelentes momentos
y experiencias. A mi novia, por ensen˜arme a identificar las cosas importantes
para mi vida y a luchar por ellas. Finalmente, pero con igual importancia,
agradezco profundamente al programa de Ingenierı´a Ele´ctrica, a la Maestrı´a en
Ingenierı´a Ele´ctrica y a la Universidad tecnolo´gica de Pereira por permitirme
adquirir mi formacio´n y experiencia profesional durante estos an˜os.
Vı´ctorDC
V
Resumen
En este trabajo se analiza el problema de control para el sistema conocido
como Pe´ndulo con Rueda de Reaccio´n. Se requiere el uso de te´cnicas no lineales
debido a que el sistema debe ser llevado de su punto de equilibrio estable
(abajo) a la posicio´n inestable (arriba o invertida), lo que implica la variacio´n
de los estados en grandes rangos de operacio´n.
En la pra´ctica, el esfuerzo de control siempre esta´ limitado a un rango definido
por la etapa de potencia y el actuador, que en el caso analizado es un motor de
corriente continua. Estos lı´mites se deben considerar en el proceso de disen˜o,
analizando los efectos de la saturacio´n y los tiempos de establecimiento
mı´nimos que se pueden lograr en la regulacio´n o el seguimiento de una
referencia.
Inicialmente se describen las caracterı´sticas del sistema y se desarrolla un
modelo matema´tico como punto de partida para el disen˜o de controladores. El
control por seguimiento de una referencia se propone desde dos enfoques: Una
te´cnica analı´tica (linealizacio´n por realimentacio´n) y una inteligente (control
difuso). En cada capı´tulo se muestran de forma detallada el proceso de disen˜o
y los resultados obtenidos al aplicar los controladores correspondientes. El
enfoque de seguimiento de referencia se adopta como una posible solucio´n a
la incapacidad pra´ctica del motor de llevar el pe´ndulo de forma directa a su
posicio´n invertida (por requerirse una sen˜al de control muy por fuera de los
limites).
En el capı´tulo 1 se describe el sistema real del cual se dispone, se desarrolla
un modelo usando la meca´nica de Lagrange y se realiza una validacio´n
con la frecuencia de oscilacio´n alrededor del punto de equilibrio estable.
Posteriormente se propone un modelo simplificado del motor y se analizan los
valores ma´ximos de velocidad, voltaje y corriente.
El esquema de control no lineal usando linealizacio´n por realimentacio´n se
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desarrolla en el capı´tulo 2. Primero se presenta un modelo general no lineal
para sistemas afines de una entrada y una salida, luego se introducen la
notacio´n de ca´lculo vectorial y las derivadas de Lie que tienen aplicacio´n
directa en los enfoques de linealizacio´n entrada-salida y entrada-estados. Se
proponen los esquemas de regulacio´n y seguimiento de trayectoria y se van
mostrando en paralelo los resultados obtenidos.
El capı´tulo 3 presenta el desarrollo del controlador difuso con base en
un modelo de estados tipo Takagi-Sugeno para la planta y compensacio´n
distribuida paralela para combinar los reguladores que se obtienen en los
diferentes puntos de operacio´n. Se aplica el me´todo de linealizacio´n por no
linealidad sectorial (sector nonlinearity), que tiene la ventaja de generar modelos
de la forma x˙ = Aix + Biu a diferencia del resultado tı´pico de la linealizacio´n
de Taylor (∆x˙ = Ai∆x + Bi∆u) con variaciones alrededor de un punto de
operacio´n. Se propone una referencia de oscilaciones con amplitud creciente
y se usan reguladores reducidos en la etapa de levantamiento y un regulador
completo en la posicio´n invertida. Este u´ltimo tiene el objetivo de mantener
cercana a cero la velocidad de giro de la rueda. Finalmente se presentan los
resultados obtenidos mediante simulacio´n.
Este trabajo tiene los siguientes objetivos fundamentales
1. Obtener y validar un modelo dina´mico no lineal del sistema.
2. Disen˜ar un control por seguimiento de trayectoria basado en la te´cnica de
linealizacio´n por realimentacio´n, teniendo en cuenta las restricciones de
los estados y la sen˜al de control.
3. Disen˜ar un controlador difuso que permita el seguimiento de una
trayectoria, teniendo en cuenta las restricciones de los estados y la sen˜al
de control.
4. Obtener resultados pra´cticos y de simulacio´n y realizar comparaciones
entre las estrategias de control usadas.
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El sistema a controlar
1.1 Introduccio´n
El pe´ndulo con rueda de reaccio´n (RWP por sus siglas en ingle´s)1 fue
introducido inicialmente por Mark W. Spong y es una variante del pe´ndulo
invertido en la cual, un motor sujeto al extremo libre de una barra hace girar
una rueda de inercia. El otro extremo de la barra es el punto de apoyo sobre el
cual gira el pe´ndulo. La rueda de inercia es sime´trica con respecto a su eje de
rotacio´n; esta caracterı´stica hace que el sistema sea ma´s simple en relacio´n con
otros conocidos2, permitiendo desarrollar varias tareas de control.
El estudio de este tipo de sistemas puede justificarse por el hecho de que varios
sistemas importantes en ingenierı´a pueden ser modelados como pe´ndulos;
entre estos se encuentran los modelos ba´sicos de cohetes, los robots caminantes,
el dispositivo de transporte Segway, etc. [4, 10]
La figura 1.1 muestra una imagen del sistema real del cual se dispone [8].
Los sensores principales son dos encoders de alta resolucio´n (para medir los
a´ngulos) y el actuador es un motor DC. El control del sistema puede realizarse
desde Matlab o directamente programando el DSP de la familia C6000 de Texas
Instruments con que se cuenta. Los para´metros y el modelo del sistema fı´sico
se presentan en la siguiente seccio´n.
1 Reaction Wheel Pendulum o Inertia Wheel Pendulum
2 Ejemplos de estos sistemas son el Pendubot y el Acrobot
1
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Fig. 1.1: El Pe´ndulo con Rueda de Reaccio´n implementado sobre el Mechatronics
Control Kit.
Fig. 1.2: Representacio´n esquema´tica del sistema.
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1.2 Modelo del sistema
La obtencio´n de un modelo matema´tico de la planta o sistema a controlar
(usando leyes fı´sicas o algoritmos de identificacio´n), es el paso inicial a la hora
de disen˜ar tareas de control sobre un sistema especı´fico. La figura 1.2 muestra
una representacio´n esquema´tica del pe´ndulo con rueda de reaccio´n. El a´ngulo
θ1 se mide desde la posicio´n vertical arriba (sensor 1), θ2 es el a´ngulo de la rueda
con respecto a la misma referencia y φ es el a´ngulo relativo entre la barra y la
rueda (sensor 2).
Con base en la referencia definida, las posiciones de equilibrio del sistema son
θ1 = npi, con n entero. Se tiene un equilibrio estable cuando n es impar (abajo)
e inestable cuando n es par o cero (arriba) para cualquier valor del a´ngulo θ2,
ya que la rueda de inercia es sime´trica con respecto a su eje de rotacio´n. Debido
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a que el sensor 2 mide el a´ngulo relativo entre el pe´ndulo y la rueda, el a´ngulo
total de esta u´ltima (con respecto a la referencia vertical) se obtiene de acuerdo
a la ecuacio´n (1.1)
θ2 = θ1 + φ (1.1)
Las caracterı´sticas del sistema esta´n definidas principalmente por la geometrı´a
y las masas de los componentes. Los para´metros del sistema real del cual se
dispone son los siguientes [8]
• mp = 0.216 kg →Masa del pe´ndulo.
• mr = 0.085 kg →Masa de la rueda.
• lp = 0.117 m → Distancia del pivote al centro de masa del pe´ndulo.
• lr = 0.127 m → Distancia del pivote al centro de masa de la rueda.
Debe anotarse que el pe´ndulo esta´ conformado por la barra y el motor fijo a
ella. La distancia desde el pivote hasta el centro de masa del sistema completo
puede determinarse en forma aproximada como se indica en la ecuacio´n (1.2)
l =
mplp +mrlr
m
= 0.120 m (1.2)
siendo m la masa combinada del pe´ndulo y la rueda, m = mp +mr = 0.301 kg.
Los momentos de inercia asociados a los componentes del sistema, con respecto
a su centro de masa son los siguientes [1]
• Jp = 2.23× 10−4 kg·m2→ Para el pe´ndulo.
• Jr = 2.49× 10−5 kg·m2→ Para la rueda.
el momento de inercia total del sistema con respecto al extremo fijo de la barra
(pivote) se obtiene con el teorema de los ejes paralelos como
J = Jp +mpl
2
p +mrl
2
r = 4.57× 10−3 kg·m2
Para modelar el sistema se recurre a la meca´nica de Lagrange, que permite
tratar con funciones escalares (de energı´a), evitando el manejo vectorial
asociado con las leyes de Newton. Para el pe´ndulo con rueda de reaccio´n, las
coordenadas generalizadas son los a´ngulos θ1 y θ2. La energı´a cine´tica es una
funcio´n de las velocidades del pe´ndulo y la rueda (ecuacio´n (1.3))
Ec(θ˙1, θ˙2) =
1
2
Jpθ˙
2
1 +
1
2
Jrθ˙
2
2 (1.3)
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Si no se considera la elasticidad en los componentes, la energı´a potencial queda
definida como en la ecuacio´n (1.4), en la que se toma como referencia la posicio´n
de equilibrio estable (θ1 = pi)
Ep = mgl(1 + cos θ1) (1.4)
Esta energı´a no depende de θ2 debido a la simetrı´a de la rueda.
La funcio´n de Lagrange (la diferencia entre la energı´a cine´tica y la potencial)
para el sistema es entonces
L = Ec − Ep
L =
1
2
Jpθ˙
2
1 +
1
2
Jrθ˙
2
2 −mgl(1 + cos θ1) (1.5)
El torque aplicado al sistema se obtiene del motor; sobre la rueda se obtiene un
torque τ y como reaccio´n, un torque −τ aparece sobre la barra. Las ecuaciones
de movimiento para el sistema se obtienen segu´n la meca´nica de Lagrange [1]
con las ecuaciones (1.6)
d
dt
(
∂L
∂θ˙1
)
− ∂L
∂θ1
= −τ (1.6a)
d
dt
(
∂L
∂θ˙2
)
− ∂L
∂θ2
= τ (1.6b)
Utilizando (1.5) y calculando las derivadas necesarias, el modelo obtenido a
partir de las ecuaciones (1.6) es el que se presenta en (1.7):
Jθ¨1 −mgl sin θ1 = −τ (1.7a)
Jrθ¨2 = τ (1.7b)
El torque τ puede obtenerse en funcio´n de la corriente del motor como τ = ki,
siendo k la constante de torque (dada por el fabricante). Con esto las ecuaciones
(1.7) toman la forma dada en (1.8)
θ¨1 − mgl
J
sin θ1 = −k
J
i (1.8a)
θ¨2 =
k
Jr
i (1.8b)
La constante mgl/J corresponde al cuadrado de la frecuencia de pequen˜as
oscilaciones (ω0) del sistema alrededor de θ1 = pi (posicio´n vertical abajo). Esto
se verifica fa´cilmente obteniendo una versio´n linealizada de (1.8a) en el punto
de operacio´n θ1 = pi y con τ = 0. Con los valores dados dem, l y J y la gravedad
g = 9.81 m·s−2, se obtiene el valor teo´rico de frecuencia: ω0 = 8.86 rad/s.
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Para una validacio´n de este resultado se desarrolla el siguiente experimento: sin
aplicar ninguna entrada al sistema, el pe´ndulo se deja oscilar desde un a´ngulo
inicial θ1(0) menor a 20 grados alrededor del equilibrio estable y se mide el
periodo de oscilacio´n para determinar el valor de ω0 mediante la relacio´n ω0 =
2pi/T . La figura 1.3 muestra el resultado de dicho experimento; entre t = 1.63 s
y t = 8.93 s se obtienen diez oscilaciones completas y por lo tanto T = (8.93 −
1.63)/10 s = 0.73 s. Con lo cual ω0 = 8.607 rad·s−1, que es un valor muy cercano
al obtenido teo´ricamente. De esta manera se comprueba la validez del modelo
obtenido.
Fig. 1.3: Oscilaciones libres.
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1.3 La sen˜al de control
Dado que el torque del motor se modela como proporcional a la corriente
(modelo aproximado va´lido para un motor de ima´n permanente), la sen˜al
de control puede disen˜arse para influir directamente sobre esta u´ltima. En
la tarjeta de control se generan valores en el rango [−10, 10] UI (Unidades
de Ingenierı´a) y por tanto puede plantearse una sen˜al de control que sea
proporcional al torque:
u = kuτ = kuki
Segu´n datos del fabricante, el motor LO-COG8X22 tiene una constante de
torque k = 27.4 × 10−3 N·m·A−1 y maneja una corriente ma´xima de 1.8 A.
Si a esta corriente se asocia el valor lı´mite de la sen˜al de control se obtiene
ku =
Umax
kImax
= 202.76 N−1·m−1
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El modelo dado en 1.8a y 1.8b, con ki = u/ku se convierte en el dado por (1.9)
θ¨1 − a sin θ1 = −bu (1.9a)
θ¨2 = cu (1.9b)
Las constantes a, b y c toman los siguientes valores
a = 78.4 b = 1.08 c = 198
En la etapa de amplificacio´n, la interfaz de potencia para el manejo del motor
es un inversor PWM que entrega un voltaje en el rango [−24, 24] V [8].
1.4 El modelo del motor
Un motor de ima´n permanente puede modelarse con el circuito que se muestra
en la figura 1.4. La dina´mica asociada a este sistema esta´ dada por (1.10)
v(t) = Ri+ L
di
dt
+ ea (1.10)
siendo v(t) el voltaje aplicado y ea el voltaje inducido en el rotor, que se modela
como ea = kωr = kθ˙2 y por lo tanto se obtiene (1.11)
v(t) = Ri+ L
di
dt
+ k
dθ2
dt
(1.11)
Fig. 1.4: Modelo del motor.
De los datos del motor, R = 12.1 Ω y L = 6.27 mH. La constante de
tiempo asociada a la dina´mica ele´ctrica es entonces L/R = 0.52 ms; la cual
es muy ra´pida en comparacio´n con la parte meca´nica y por lo tanto puede
despreciarse (L ≈ 0), evitando modelar un sistema de mayor orden. La
ecuacio´n (1.12) presenta un modelo simplificado en el que se ha despreciado
el efecto inductivo:
v(t) = Ri+ k
dθ2
dt
(1.12)
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La velocidad de giro ma´xima se obtiene cuando el voltaje inducido iguala al
voltaje aplicado (24 V ma´ximo)
ma´x θ˙2 =
Vmav
k
= 875.9 rad · s−1
Por efectos de la friccio´n (no considerada en el modelo), la velocidad ma´xima
del motor segu´n el fabricante es de 822 rad·s−1.
2
Control No Lineal:
Linealizacio´n por Realimentacio´n
2.1 Introduccio´n
Los controladores lineales aplicados a sistemas no lineales tienen rangos de
validez restringidos alrededor de puntos de operacio´n. Para disen˜ar estos
controladores (reguladores), se realiza una linealizacio´n cla´sica (aproximacio´n
de Taylor de primer orden) del modelo del sistema para un punto de operacio´n
deseado y se aplican los me´todos tı´picos al modelo lineal obtenido [3]. Como
consecuencia, cuando los estados del sistema se alejan (ma´s de lo esperado)
del punto de operacio´n, se presentan comportamientos no deseados como
mayores sobrepasos, oscilaciones, grandes exigencias sobre la sen˜al de control
(y saturacio´n), etc [12].
En la te´cnica de linealizacio´n por realimentacio´n (feedback linearization), se
plantea una sen˜al de control con la cual, en lazo cerrado, el sistema se comporte
como uno lineal simple, con un orden igual (linealizacio´n exacta) o menor
(linealizacio´n parcial) al del sistema que se esta´ controlando. Puede decirse
entonces que la sen˜al de control tiene dos componentes: una se encarga de
cancelar las no-linealidades de la planta y la otra lleva a cabo la tarea de control
asignada [6, 11, 12].
Una ventaja consiste en que se obtienen rangos mayores de operacio´n,
limitados por la capacidad de la sen˜al de control y por caracterı´sticas propias
8
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del sistema e incluso puede, en algunos casos, lograrse un control global (en
todo el espacio de estado). De esta manera, pueden llevarse a cabo tareas tanto
de seguimiento como de regulacio´n, permitiendo establecer la forma como el
sistema debe pasar de un estado (punto de operacio´n) a otro.
Al ser lineal el sistema en lazo cerrado, pueden emplearse las te´cnicas
cla´sicas de control lineal para garantizar la estabilidad (local o global)
y establecer para´metros tı´picos de disen˜o como velocidad de respuesta,
sobrepaso, amortiguamiento, etc. [3, 14, 15]
2.2 Sistemas Dina´micos No Lineales
En este trabajo se estudian los sistemas no lineales de una entrada y una
salida que se clasifican como afines (lineales en el control) [12] y permiten un
modelamiento de la forma
x˙ = f(x) + g(x)u (2.1)
y = h(x)
Siendo x = [x1 x2 · · · xn]T el vector de estados, f(x) y g(x) son funciones
vectoriales suaves de Rn en Rn (vectores columna). Por su parte, u (sen˜al de
control) y h(x) (funcio´n de salida) son funciones escalares. En los casos en que
f y g no dependen del tiempo se dice que el sistema es auto´nomo (invariante
con el tiempo, [6, 12]).
Si adicionalmente la entrada de control se define como una funcio´n de los
estados, u = u(x), el sistema en (2.1) puede representarse en forma compacta
como x˙ = f1(x) (modelo de lazo cerrado); donde f1 es de nuevo una funcio´n
suave en Rn.
Los puntos de equilibrio del sistema x˙ = f(x) son aquellos puntos del espacio
de estado que satisfacen la relacio´n x˙ = 0, lo que directamente conduce a la
expresio´n
f(x¯) = 0
Si el estado inicial del sistema corresponde a un punto de equilibrio, x(0) = x¯ y
no se presentan perturbaciones, el sistema permanece en dicho punto, es decir
x(t) = x¯ ∀t ≥ 0
Un punto de equilibrio x¯ es asinto´ticamente estable si las trayectorias en el
espacio de estado convergen hacia e´l desde alguna vecindad |x(t)− x¯| < δ y es
inestable si las trayectorias que inician desde puntos arbitrariamente cercanos
a x¯ son divergentes [12]. En particular, el sistema lineal descrito por la ecuacio´n
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de estados x˙ = Ax tiene un u´nico punto de equilibrio en x = 0 si A es no
singular, de lo contrario tiene infinitos puntos de equilibrio; su estabilidad
depende de la ubicacio´n de los valores propios de A en el plano complejo.
2.2.1 El pe´ndulo con rueda de reaccio´n
En el capı´tulo 1 se obtuvo el modelo del sistema (ecuaciones (1.9a) y (1.9b)):
θ¨1 − a sin θ1 = −bu
θ¨2 = cu
con a = 78.4, b = 1.08 y c = 198. Dado que la rueda de inercia es sime´trica, el
valor del a´ngulo θ2 no es relevante para el control del pe´ndulo, lo que permite
plantear un modelo de orden reducido con variables de estado x1 = θ1, x2 = θ˙1,
x3 = θ˙2, esto es
x˙1 = x2
x˙2 = a sinx1 − bu (2.2)
x˙3 = cu
En forma vectorial, este modelo puede representarse como sigue
x˙ =
 x˙1x˙2
x˙3
 =
 x2a sinx1
0
+
 0−b
c
u (2.3)
comparando esta expresio´n con la primera ecuacio´n en (2.1) se obtienen las
funciones f(x) y g(x) para el modelo del pe´ndulo con rueda de reaccio´n
f(x) =
 x2a sinx1
0
 g =
 0−b
c
 (2.4)
Al igualar a cero la funcio´n f(x) se obtienen los puntos de equilibrio del sistema
(tambie´n pueden observarse intuitivamente en la figura 1.2). Considerando u =
0 se obtiene
x¯1 = ±mpi, m = 0, 1, 2, · · · x¯2 = 0
Los estados de equilibrio son entonces aquellos en los que las velocidades son
cero y el a´ngulo del pe´ndulo (θ1) es un mu´ltiplo entero de pi. Los puntos estables
corresponden a valores impares de m (posicio´n vertical abajo) y los inestables
se asocian con m = 0 o valores pares (posicio´n vertical arriba).
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2.3 Notacio´n: Ca´lculo vectorial [6, 12]
Sobre las funciones f(x), g(x) y h(x) del sistema no lineal afı´n de una
entrada y una salida modelado con (2.1), se definen las siguientes operaciones
diferenciales
Gradiente de h(x)
∇h(x) = ∂h
∂x
=
[
∂h
∂x1
∂h
∂x2
· · · ∂h
∂xn
]
Jacobiano de f(x) (o g(x))
∇f(x) = ∂f
∂x
=

∂f1
∂x1
∂f1
∂x2
· · · ∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · · ∂f2
∂xn
...
... . . .
...
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn

Dada la funcio´n de salida h(x) y el campo vectorial f(x), se define una nueva
funcio´n escalar llamada la derivada Lie, Lfh(x), de h con respecto a f , que se
calcula como
Lfh(x) =
∂h
∂x
f = ∇h · f (2.5)
La derivada Lie es entonces la derivada direccional de h a lo largo de las
direcciones de f . Las derivadas Lie de orden superior de h con respecto a f
se calculan de forma recursiva como sigue
L0fh = h
Lfh = ∇h · f
L2fh = Lf (Lfh) = ∇(Lfh) · f
...
Lifh = Lf (L
i−1
f h) = ∇(Li−1f h) · f (2.6)
i = 0, 1, 2, · · ·
La derivada Lie de Lfh(x) con respecto a g (mixta) se obtiene como
LgLfh = Lg(Lfh) = ∇(Lfh) · g (2.7)
En la siguiente seccio´n se aprecia el uso de las derivadas Lie en el ana´lisis de
los sistemas dina´micos no lineales.
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Dados los campos vectoriales de Rn, f(x) y g(x), el corchete Lie de f y g es un
nuevo vector definido por
[f, g] = adf g = ∇g · f −∇f · g (2.8)
El sı´mbolo ad (adjunta) es una notacio´n alternativa que permite expresar
productos Lie de orden superior en una forma compacta. Estos productos se
obtienen de la siguiente manera
ad0f g = g
adf g = [f, g]
ad2f g = [f, adf g] = [f, [f, adf g]]
...
adif g =
[
f, adi−1f g
]
(2.9)
i = 1, 2, · · ·
Los productos Lie permiten determinar si el sistema es controlable (linealizable
por realimentacio´n), esta cuestio´n se analizara´ ma´s adelante en este capı´tulo.
2.4 Linealizacio´n Entrada-Salida
Para una linealizacio´n parcial (entrada-salida), la salida del sistema, y = h(x),
se deriva con respecto al tiempo tantas veces como sea necesario para obtener
una ecuacio´n diferencial que relacione a y(t) con la entrada u. El orden de la
ecuacio´n obtenida se conoce como el grado relativo (r) [6, 7] y en los casos bien
definidos es menor o igual al orden del sistema fı´sico (r ≤ n).
Al derivar la funcio´n de salida del sistema y usando la regla de la cadena se
obtiene la ecuacio´n (2.4)
y˙ =
dh
dt
=
∂h
∂x
dx
dt
= ∇h · x˙
= ∇h [f(x) + g(x)u] (2.10)
En este ultimo resultado se ha usado la ecuacio´n de estados del sistema. La
ecuacio´n (2.11) presenta lo obtenido al separar los te´rminos y usar la notacio´n
de derivadas Lie
y˙ = Lfh(x) + Lgh(x)u (2.11)
Si Lgh 6= 0, el grado relativo del sistema es r = 1, de lo contrario, al derivar de
nuevo resulta (2.12)
y¨ =
d
dt
Lfh(x) =
∂Lfh(x)
∂x
x˙
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y¨ = L2fh(x) + LgLfh(x)u (2.12)
En este caso, si LgLfh(x) 6= 0, el sitema tiene grado relativo r = 2, de no ser
ası´, deben tomarse ma´s derivadas de la salida hasta obtener un resultado como
(2.13)
y(r) = Lrfh(x) + LgL
r−1
f h(x)u (2.13)
En esta expresio´n, y(r) = dry/dtr. Se busca que, por simplicidad, el sistema se
comporte en lazo cerrado como un integrador de orden r, es decir, se establece
una dina´mica lineal de la forma (2.14) (que puede considrarse como un modelo
de referencia)
y(r) = v (2.14)
En la cual v es una sen˜al de control lineal (regulador del error). Comparando
las expresiones en (2.13) y (2.14), la sen˜al de control u queda definida como se
presenta en (2.15)
u =
1
LgL
r−1
f h(x)
[
v − Lrfh(x)
]
(2.15)
en la que se observa que u es una funcio´n no lineal de los estados. Con la
dina´mica lineal en lazo cerrado descrita en (2.14), la sen˜al de regulacio´n puede
disen˜arse de forma que la salida y(t) tienda a cero o a un valor de referencia
dado yref (constante), lo cual se logra, como se muestra en (2.16), definiendo
v = −k1(y − yref )− k2y˙ − · · · − kry(r−1) (2.16)
Con esta realimentacio´n de la salida, la dina´mica del sistema en lazo cerrado
queda descrita por la ecuacio´n diferencial lineal (2.17), que resulta de remplazar
(2.16) en (2.14)
y(r) + kry
(r−1) + · · ·+ k2y˙ + k1y = k1yref (2.17)
Para que y(t) tienda a yref , las constantes k1, k2, · · · , kr deben seleccionarse
de forma que el polinomio caracterı´stico asociado tenga todas sus raı´ces en el
semiplano complejo izquierdo del plano s.
De forma alternativa, si se propone una trayectoria yd(t) (cuyas primeras r
derivadas sean continuas) para ser seguida por el sistema, la sen˜al de control v
puede ser planteada como en (2.18)
v = yrd(t)− k1(y − yd)− k2(y˙ − y˙d)− · · · − kr(y(r−1) − y(r−1)d ) (2.18)
De (2.14) y (2.18) se obtiene la dina´mica en lazo cerrado dada por (2.19)
e(r)s + kre
(r−1)
s + · · ·+ k2e˙s + k1es = 0 (2.19)
en la que es = y(t) − yd(t) es el error de seguimiento. De nuevo, con una
seleccio´n apropiada de las constantes k1, k2, · · · , kr, es posible lograr que el
error tienda a cero; lo que implica que la salida y(t) sigue la trayectoria yd.
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Dado que en lazo cerrado el sistema se comporta como uno de orden r ≤ n,
se presenta entonces una dina´mica interna de orden n − r que ha quedado
oculta luego de la realimentacio´n (se hace inobservable). Existen criterios que
permiten estudiar la estabilidad de la dina´mica interna, pero su validez solo
puede garantizarse localmente (alrededor de puntos de operacio´n) [6, 12].
2.4.1 Linealizacio´n parcial para el Pe´ndulo con Rueda de
Reaccio´n
Tomando como salida el a´ngulo del pe´ndulo (θ1), el modelo completo del
sistema (x˙ = f(x) + g(x)u, y = h(x)) queda definido deacuerdo con (2.20)
x˙ =
 x2a sinx1
0
+
 0−b
c
u (2.20a)
y = x1 (2.20b)
Al derivar y(t) con respecto al tiempo, para encontrar una relacio´n con la sen˜al
de control se obtienen las expresiones (2.21) con base en los resultados (2.11) y
(2.12)
dy
dt
=
[
1 0 0
]  x2a sinx1
0
+ [ 1 0 0 ]
 0−b
c
u = x2 (2.21a)
d2y
dt2
=
[
0 1 0
]  x2a sinx1
0
+ [ 0 1 0 ]
 0−b
c
u = a sinx1 − bu (2.21b)
De este resultado se concluye que el grado relativo del sistema es r = 2 para
la salida que se definio´ y como consecuencia, queda oculta una dina´mica de
primer orden (debido a que el orden del sistema es 3). La sen˜al de control que
permite tener una dina´mica lineal de segundo orden en lazo cerrado se define
entonces, segu´n (2.22), de la forma siguiente:
u =
a sinx1 − v
b
(2.22)
Teo´ricamente, esta ley de control lograrı´a regular cualquier tipo de condicio´n
inicial y perturbaciones de poca duracio´n, sin embargo, las limitaciones en los
valores extremos permisibles para u y la facilidad con que el pe´ndulo se aleja
de la posicio´n invertida, hacen que el rango de validez quede restringido a una
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pequen˜a vecindad de los puntos de equilibrio y a perturbaciones de pequen˜a
magnitud y duracio´n.
La sen˜al de regulacio´n v para este caso toma la forma (2.23)
v = −k1(y − yref )− k2y˙ (2.23)
La posicio´n de referencia yref para este sistema puede tomar solo los valores
cero o pi (los puntos de equilibrio), ya que no es posible mantener el pe´ndulo
en un a´ngulo distinto porque el sistema es sub-actuado [4,10] y por requerir una
aceleracio´n constante de la rueda para compensar el torque producido por la
gravedad (este torque se hace cero en los puntos de equilibrio).
Los resultados obtenidos al implementar este esquema de control (regulacio´n)
se presentan en las figuras 2.1 y 2.2. Las constantes k1 = 320.475 y k2 = 26.67 se
disen˜aron con base en condiciones de sobrepaso y tiempo de respuesta para
un sistema tı´pico de segundo orden. Las variaciones en la sen˜al de control
en los instantes en que el pe´ndulo se encuentra en los puntos de equilibrio
se deben principalmente al torque permanente producido por los cables de
conexio´n y a la no linealidad relacionada con la zona muerta del motor.
Estos agentes (inherentes a la construccio´n del sistema - figura 1.1) tienen
a su vez como efecto un incremento continuo de la velocidad de la rueda
(por ser un integrador), principalmente en la posicio´n invertida. Una solucio´n
a este inconveniente consiste agregar en la sen˜al de control una pequen˜a
realimentacio´n de dicho estado para mantenerlo acotado, buscando mantener
una buena capacidad de aceleracio´n para que el sistema reaccione bien ante las
perturbaciones [1].
Se observa que el rango de regulacio´n es mayor cuando el pe´ndulo se encuentra
en su posicio´n de equilibrio estable (figura 2.1). Este resultado es razonable ya
que el sistema tiende a alejarse ra´pidamente del punto de equilibrio inestable
y tiende asinto´ticamente (y de forma natural) a la posicio´n estable.
Para implementar el esquema de seguimiento mediante el regulador de error
definido en (2.18), se disen˜o´ la trayectoria deseada yd(t) con base en una
simulacio´n de la siguiente forma (propuesta en [5]). Desde la posicio´n de
equilibrio estable es posible hacer oscilar al sistema con una amplitud creciente
si se aplica una sen˜al de control constante y cuyo signo dependa de la velocidad
del pe´ndulo en una vecindad definida alrededor de θ1 = ±pi, es decir
u =
{
U0, si θ˙1 > 0
−U0, si θ˙1 < 0
Con el taman˜o de la zona de aplicacio´n de esta sen˜al de control se ajusta
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Fig. 2.1: Regulador de perturbaciones con linealizacio´n parcial alrededor del equilibrio
estable (θ1 = pi).
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el tiempo en el cual el pe´ndulo alcanza la posicio´n invertida (zonas ma´s
amplias reducen el tiempo de subida). Este proceso es necesario ya que para
lograr una subida directa se requieren valores muy elevados de la sen˜al
de control. Cuando el pe´ndulo llega a puntos suficientemente cercanos al
equilibrio inestable (en la simulacio´n), un controlador lineal se encarga de
llevar el sistema hasta esa posicio´n y mantenerlo allı´, regulando pequen˜as
perturbaciones.
La trayectoria yd obtenida de esta simulacio´n y la salida del sistema real
se muestran en la figura 2.3, el pequen˜o error de seguimiento se debe a la
capacidad de regulacio´n de la sen˜al de control y en parte a que y(0) = yd(0).
No´tese que a pesar de la saturacio´n en la sen˜al de control, el sistema logra
seguir la referencia. Esta saturacio´n impide que el tiempo de subida pueda
reducirse porque el sistema no lograrı´a seguir una referencia ma´s ra´pida de
lo permitido.
Debe aclararse que el seguimiento de la trayectoria obtenida se realiza usando
u´nicamente el controlador disen˜ado con la linealizacio´n parcial, tanto en la
parte oscilatoria como en el punto de equilibrio inestable alcanzado. Los
autores en [1] y [5] proponen usar un regulador lineal luego de alcanzar la
posicio´n invertida.
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Fig. 2.2: Regulador de perturbaciones con linealizacio´n parcial alrededor del equilibrio
inestable (θ1 = 0).
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2.5 Linealizacio´n Entrada-Estados
Para lograr una linealizacio´n exacta (entrada-estados), es necesario que el grado
relativo del sistema sea igual a su orden (r = n), como consecuencia, en lazo
cerrado no se presenta dina´mica interna. La funcio´n de salida h(x) no se debe
tomar, en general, directamente como la variable a controlar; debe seleccionarse
de forma que, como indica la definicio´n de grado relativo, se obtenga una
relacio´n directa entre la entrada y la salida solo cuando se haya derivado n
veces con respecto al tiempo la funcio´n y = h(x) [6,15]. Esto implica que deben
satisfacerse las condiciones establecidas en (2.5)
{
LgL
j
fh(x) = 0, j = 0, 1, · · · , n− 2
LgL
n−1
f h(x) 6= 0 (j = r − 1)
(2.24)
Con las propiedades del producto Lie [6, 12] este conjunto de ecuaciones
diferenciales parciales puede plantearse de forma equivalente como se indica en
(2.25)
2. Control No Lineal:Linealizacio´n por Realimentacio´n 18
Fig. 2.3: Resultados del esquema de seguimiento de trayectoria.
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Salida real
Salida deseada
{ ∇h · adjfg = 0, j = 0, 1, · · · , n− 2
∇h · adn−1f g 6= 0
(2.25)
Sin embargo no todos los sistemas admiten este tipo de linealizacio´n.
Un sistema modelado segu´n (2.1) puede controlarse con un esquema de
linealizacio´n exacta solo si las funciones vectoriales f(x) y g(x) cumplen con
las siguientes condiciones (Teorema de Frobenius)
• El conjunto de vectores {g, adfg, · · · , adn−1f g} es linealmente
independiente.
• El conjunto {g, adfg, · · · , adn−2f g} es involutivo.
La primera es una condicio´n de controlabilidad. En particular, para un sistema
lineal representado por el modelo de estados x˙ = Ax+Bu, en el cual f(x) = Ax
y g(x) = B, puede verificarse que[
g adfg · · · adn−1f g
]
=
[
B AB · · · An−1B] = WC
Siendo WC la matriz de controlabilidad del sistema, el cual es controlable si WC
es de rango completo.
En relacio´n con la segunda condicio´n, un conjunto dado de funciones
vectoriales es involutivo si el producto Lie de cualquier par de ellas puede
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expresarse como una combinacio´n lineal de los elementos del conjunto. En
particular, los conjuntos con vectores constantes y los conjuntos conformados
por un u´nico vector son involutivos [6].
Una posible desventaja de esta enfoque es que no se puede tomar como salida
la variable a controlar y esta aparece solo como una componente dentro de la
funcio´n de salida que debe cumplir las condiciones establecidas en (2.25). Esto
implica que los esquemas de seguimiento presentan una mayor complejidad en
el disen˜o, al requerir definir la salida deseada indirectamente de la trayectoria
establecida para el estado que se desea controlar. Sin embargo es necesario
resaltar que las tareas de regulacio´n se efectu´an directamente, ya que como se
vera´ para el caso del pe´ndulo con rueda de reaccio´n, la transformacio´n que se
efectu´a en la definicio´n de la funcio´n de salida, conserva el origen del espacio
de los estados.
2.5.1 Linealizacio´n exacta local para el Pe´ndulo con Rueda de
Reaccio´n
Con las funciones f(x) y g(x) del modelo (2.4) se construye el conjunto de
vectores
{
g, adfg, ad
2
fg
}
como sigue
∇f =
 0 1 0a cosx1 0 0
0 0 0
 ∇g = [0]3×3
adfg = ∇g · f −∇f · g = [b 0 0]T
ad2fg = ∇(adfg) · f −∇f · adfg = [0 − ab cosx1 0]T
{
g, adfg, ad
2
fg
}
=

 0−b
c
 ,
 b0
0
 ,
 0−ab cosx1
0
 (2.26)
Conformando una matriz cuyas columnas sean estos vectores, su determinante
esta´ dado por
∆ = −ab2c cosx1
el cual es diferente de cero para x1 6= ±pi/2. Por lo tanto en el intervalo −pi/2 <
x1 < pi/2 el conjunto es linealmente independiente. Adema´s el subconjunto
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{g, adfg} es involutivo porque ambos vectores son constantes. Se concluye
entonces que al pe´ndulo con rueda de reaccio´n pude aplicarse una linealizacio´n
entrada-estados o exacta alrededor de x1 = 0 en el intervalo −pi/2 < x1 < pi/2.
Para obtener un grado relativo igual al orden de la planta (r = 3), la funcio´n de
salida h(x) debe satisfacer el conjunto de ecuaciones (2.25), que para el pe´ndulo
con rueda de reaccio´n queda definido segun (2.27)
∇h · g = −b ∂h
∂x2
+ c
∂h
∂x3
= 0 (2.27a)
∇h · adfg = b ∂h
∂x1
= 0 (2.27b)
∇h · ad2fg = −ab cosx1
∂h
∂x2
6= 0 (2.27c)
De la ecuacio´n (2.27b) se observa que h(x) no debe depender de x1. Como
consecuencia, una propuesta sencilla para la funcio´n h(x) podrı´a tener la forma
presentada en (2.28), siendo α1 y α2 constantes
h(x) = α1x2 + α2x3 (2.28)
Con lo cual, la ecuacio´n (2.27a) se reduce a la expresio´n−bα1 + cα2 = 0. De este
resultado se observa que, tomando α1 = c y α2 = b (como una de las posibles
soluciones), la funcio´n h(x) satisface el sistema de ecuaciones diferenciales
parciales (2.27).
Tomando las derivadas de la funcio´n de salida (y = h(x) = cx2 + bx3) con
respecto al tiempo se obtiene la relacio´n directa con la entrada u en la tercera
derivada como indica (2.29)
y˙ = Lfh(x) = ac sinx1
y¨ = L2fh(x) = acx2 cosx1
y(3) = L3fh(x) + LgL
2
fh(x) = −acx22 sinx1 +
a2c
2
sin 2x1 − (abc cosx1)u (2.29)
Para obtener la dina´mica lineal (2.14) con r = n = 3 en lazo cerrado, la entrada
de control u debe definirse como
u =
1
LgL2fh(x)
[
v − L3fh(x)
]
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u =
1
abc cosx1
[
a2c
2
sin 2x1 − acx22 sinx1 − v
]
(2.30)
Observar que en la ecuacio´n (2.30) la sen˜al de control u(t) cumple dos objetivos:
(1) generar un sistema de lazo cerrado lineal y con el mismo orden de la planta
y (2) incluir una componente de regulacio´n lineal.
Con la sen˜al de regulacio´n v propuesta como una realimentacio´n lineal de
la salida h(x) y sus dos primeras derivadas, esto es v = −k1y − k2y˙ − k3y¨.
La estabilidad en lazo cerrado se garantiza con la eleccio´n apropiada de las
constantes k1, k2 y k3.
Para realizar una implementacio´n se tienen dos alternativas: la primera es
medir las velocidades x2 = θ˙1 y x3 = θ˙2, calcular la funcio´n h(x) segu´n (2.28) e
implementar nume´ricamente las derivadas y˙ = h˙ y y¨ = h¨. La segunda opcio´n
consiste en usar las expresiones previas a (2.29) para implementar las derivadas
y˙ y y¨ como se resume en (2.31)
y = h(x) = α1x2 + α2x3 (2.31a)
y˙ = h˙ = ac senx1 (2.31b)
y¨ = h¨ = acx2 cosx1 (2.31c)
En la figura 2.4 se presenta el esquema de control detallando sus componentes.
La salida de la planta es el vector de estados x = [θ1 θ˙1˙θ2]T . El bloque de
transformacio´n calcula h(x), h˙(x) y h¨(x) y con estas funciones se genera la sen˜al
de regulacio´n v = −[k1 k2 k3][h h˙ h¨]T , (K = [k1 k2 k3]). Finalmente la funcio´n de
linealizacio´n µ(x, v) se encarga de generar la sen˜al de control no lineal u segu´n
la expresio´n (2.30).
Fig. 2.4: Esquema de linealizacio´n exacta (entrada-estados).
Analizando la ecuacio´n (2.30) se podrı´a concluir que este controlador presenta
un rango de validez definido por −pi/2 < θ1 < pi/2, ya que u(t) se indetermina
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cuando θ1 = ±pi/2. Sin embargo, debido a las limitaciones fı´sicas de la etapa de
potencia y del motor, el controlador opera solo en un pequen˜o rango alrededor
de la posicio´n de equilibrio inestable (θ1 = 0). La figura 2.5 presenta los
resultados de simulacio´n cuando se define la condicio´n inicial θ1(0) = 5◦ (0.09
rad). Con el vector de ganancias K = [136.66 73.98 16.43] para el regulador
lineal v se obtiene una respuesta satisfactoria manteniendo la sen˜al de control
en el rango permitido (−10 ≤ u ≤ 10 UI). Se han incluido adema´s pequen˜as
perturbaciones (en magnitud y duracio´n): el la salida a los 3.0 segundos y en
la sen˜al de control a los 5.0 segundos, se observa como el controlador logra
atenuar estas perturbaciones.
Fig. 2.5: Regulacio´n de condiciones iniciales y perturbaciones con linealizacio´n exacta
sobre el pe´ndulo con rueda de reaccio´n.
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Control Difuso:
Compensacio´n Distribuida Paralela
3.1 Introduccio´n
Como se expuso en el capı´tulo anterior, un enfoque lineal no permite controlar
el sistema de prueba en todo su rango de operacio´n. Adema´s, los lı´mites en la
sen˜al de control no permiten llevar el pe´ndulo desde su posicio´n de equilibrio
natural a la posicio´n invertida de forma directa. El alcance gradual de la
posicio´n θ1 = 0 se puede resolver de diversas formas, entre las que se destacan
la regulacio´n de una funcio´n de energı´a [9] y el seguimiento de trayectoria.
En este capı´tulo se propone el disen˜o de un controlador difuso basado en un
modelo Takagi-Sugeno (T-S) para la planta, con reglas de la forma
IF θ1 IS µi THEN x˙ = Aix+Biu; i = 1, 2, ..., p (3.1)
Las funciones µi(θ1) son los conjuntos difusos (funciones de pertenencia); p es
el nu´mero de reglas y los pares de matrices {Ai, Bi} representan el modelo
linealizado alrededor de p puntos de operacio´n [13].
En los antecedentes de cada regla se analiza solo el a´ngulo θ1 ya que la
no-linealidad del modelo propuesto se presenta en el te´rmino sen θ1.
23
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A diferencia de la linealizacio´n tradicional (hiper-plano tangente), en la que se
obtienen modelos de la forma ∆x˙ = Ai∆x+Bi∆u, el enfoque de no-linealidad
sectorial (sector nonlinearity) propuesto en [13], genera expresiones en las que
aparecen los estados x en vez de las variaciones ∆x.
Para cada regla del modelo difuso se plantea un regulador lineal (u = −Kix)
con base en para´metros de la respuesta deseada. La combinacio´n difusa de los
reguladores locales produce la sen˜al de control global.
3.2 Modelo T-S de la planta
La ecuacio´n vectorial 2.3 define el modelo no lineal de estados del sistema (x1 =
θ1, x2 = θ˙1, x3 = θ˙2). Las ecuaciones son las siguientes
x˙1 = x2 (3.2a)
x˙2 = a senx1 − bu (3.2b)
x˙3 = cu (3.2c)
Con el me´todo de la no-linealidad sectorial, la funcio´n z(x1) = senx1, se
aproxima con rectas que pasan por el origen y por los puntos de operacio´n
deseados. En la figura 3.1 se presenta la funcio´n seno en el intervalo 0 ≤ x1 ≤
pi/2.
Fig. 3.1: No-linealidad sectorial de la funcio´n seno.
La recta L1 es tangente a la funcio´n en el origen y L2 pasa por el punto (pi/2, 1).
Se observa que en el intervalo dado, la funcio´n se encuentra entre ambas rectas,
es decir
2
pi
x1 ≤ senx1 ≤ x1
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.
En un modelo difuso T-S, la funcio´n seno se aproxima por la recta L1 cuando
el a´ngulo (x1) es cercano a cero y por L2 cuando es cercano a pi/2. Se establece
entonces la funcio´n de aproximacio´n zˆ(x1)
senx1 ≈ zˆ(x1) = µ1(x1)x1 + µ2(x1)2x1
pi
Las funciones de pertenencia µ1 y µ2 tienen las etiquetas ’θ1 es cercano a cero’ y
’θ1 es cercano a pi/2’ respectivamente. Proponiendo estas funciones como rectas,
su representacio´n es la siguiente (se debe cumplir la relacio´n µ1 + µ2 = 1):
µ1 = 1− 2
pi
x1 µ2 =
2
pi
x1
.
La figura 3.2 muestra las funciones de pertenencia y la aproximacio´n zˆ(x1)
obtenida. Para una mejor aproximacio´n se deben agregar rectas en puntos
intermedios.
Fig. 3.2: Izq: Funciones de pertenencia. Der: Aproximacio´n difusa.
Para trabajar con un esquema de seguimiento de trayectoria es necesario definir
un rango amplio de operacio´n, ya que las oscilaciones hacen que el a´ngulo del
pe´ndulo tome valores cercanos a ±2pi (ver la fig. 2.3). Se propone un modelo
T-S con cinco reglas para los puntos de operacio´n θ1 = 0,±pi/2,±pi,±3pi/2,±2pi.
Dado que sen θ1 es una funcio´n impar, con una misma recta se puede realizar
la aproximacio´n en dos puntos con ubicacio´n sime´trica (por ejemplo ±pi/2), es
decir, cinco reglas para nueve puntos de linealizacio´n. La figura 3.3 muestra las
rectas para los puntos indicados, L3 y L5 coinciden con el eje horizontal. Las
ecuaciones de dichas rectas son las siguientes
L1(x1) = x1 L2(x1) =
2
pi
x1 L4(x1) = − 2
3pi
x1
L3(x1) = L5(x1) = 0
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Fig. 3.3: Funcio´n seno y rectas de aproximacio´n.
Alrededor de cada punto de operacio´n, la funcio´n senx1 se aproxima por la
ecuacio´n de la recta correspondiente y la funcio´n general de aproximacio´n se
obtiene con la combinacio´n difusa de las anteriores.
Analizando las ecuaciones de estado (3.2), se observa que la tercera adema´s
de ser lineal, solo depende de la entrada u(t) y no de los estados x1 y x2.
Esto permite proponer un modelo de segundo orden con (3.2.a) y (3.2.b),
el cual sera´ usado durante la secuencia de levantamiento del pe´ndulo. Los
modelos lineales obtenidos para cada uno de los puntos de operacio´n definidos
anteriormente se presentan a continuacio´n. Se aprovecha el desacople con la
tercera ecuacio´n (x˙3 = cu).
1. Si x1 ≈ 0 entonces senx1 ≈ L1(x1) = x1 y por tanto[
x˙1
x˙2
]
=
[
0 1
a 0
] [
x1
x2
]
+
[
0
−b
]
u = A1
[
x1
x2
]
+Bu (3.3)
2. Si x1 ≈ pi/2 entonces senx1 ≈ L2(x1) = 2
pi
x1 y por tanto[
x˙1
x˙2
]
=
[
0 1
2a
pi
0
] [
x1
x2
]
+
[
0
−b
]
u = A2
[
x1
x2
]
+Bu (3.4)
3. Si x1 ≈ pi entonces senx1 ≈ L3(x1) = 0 y por tanto[
x˙1
x˙2
]
=
[
0 1
0 0
] [
x1
x2
]
+
[
0
−b
]
u = A3
[
x1
x2
]
+Bu (3.5)
4. Si x1 ≈ 3pi/2 entonces senx1 ≈ L4(x1) = − 2
3pi
x1 y por tanto[
x˙1
x˙2
]
=
[
0 1
− 2a
3pi
0
] [
x1
x2
]
+
[
0
−b
]
u = A4
[
x1
x2
]
+Bu (3.6)
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5. Si x1 ≈ 2pi entonces senx1 ≈ L5(x1) = 0 y por tanto[
x˙1
x˙2
]
=
[
0 1
0 0
] [
x1
x2
]
+
[
0
−b
]
u = A5
[
x1
x2
]
+Bu (3.7)
Se puede comprobar que todos los modelos locales obtenidos son controlables,
esto permite calcular controladores por realimentacio´n de estados alrededor de
cada punto de operacio´n. Este procedimiento se analiza en la seccio´n siguiente.
La combinacio´n difusa de los cinco modelos lineales, permite expresar el
modelo T-S no lineal aproximado como se indica en la ecuacio´n (3.8) [2, 13]
[
x˙1
x˙2
]
=
5∑
i=1
µi(x1)Ai
[
x1
x2
]
+Bu (3.8)
Las funciones de pertenencia µi tienen las siguientes etiquetas:
• µ1(x1) → x1 es cercana a cero
• µ2(x1) → x1 es cercana a ±pi/2
• µ3(x1) → x1 es cercana a ±pi
• µ4(x1) → x1 es cercana a ±3pi/2
• µ5(x1) → x1 es cercana a ±2pi
Las cinco reglas (antecedentes) para el modelo difuso (3.8) se definen en
expresiones de la forma
• Ri: IF x1 IS µi(x1) THEN senx1 ≈ Li(x1); i = 1, 2, · · · , 5.
En la figura 3.4 se presentan las gra´ficas de las funciones de pertenencia
triangulares utilizadas para cubrir el rango −2pi ≤ x1 ≤ pi. Cada una se centra
en el punto de linealizacio´n correspondiente.
3.3 Compensacio´n Distribuida Paralela
El objetivo de generar modelos de estado lineales locales, es poder aprovechar
la relativa facilidad con que se disen˜an reguladores de la forma u = −Kx con
procedimientos conocidos [3]. Estos reguladores tienen tambie´n una validez
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Fig. 3.4: Funciones de pertenencia para el modelo difuso.
local, pero su combinacio´n difusa resulta en un controlador para todo el rango
de operacio´n definido.
Por simplicidad se definieron polos de lazo cerrado comunes (para todos los
modelos lineales), con base en para´metros de sobrepaso (Mp) y tiempo de
establecimiento (ts) ajustados por ensayo y error, tratando de mantener la sen˜al
de control dentro de sus lı´mites.
Para cada modelo lineal de orden dos (ecuacio´nes (3.3) a (3.7)) se uso´ el vector
de estados reducido xˆ = [x1 x2]t y con base en los polos deseados, se calculan
ganancias para los reguladores ui = −Kixˆ (i = 1, 2, 3, 4, 5) usando la fo´rmula
de Ackerman, que para el caso de segundo orden tiene la expresio´n (3.9)
Ki = [0 1]W
−1
i ∆(Ai) (3.9)
Wi = [B A
2
iB] es la matriz de controlabilidad de cada modelo y ∆(s) es el
polinomio deseado de lazo cerrado. Usando las funciones de pertenencia de la
figura 3.4, la sen˜al de control Global tiene la expresio´n
u =
5∑
i=1
µi(x1)ui =
5∑
i=1
µi(x1)Kixˆ (3.10)
En teorı´a, el regulador difuso llevarı´a los estados del sistema desde una
condicio´n inicial dada a cero. En la pra´ctica, dado que la sen˜al de control
tiene limitaciones en sus valores extremos, se implementa un seguimiento de
trayectoria.
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3.4 Resultados de simulacio´n
En el modelo propuesto, se toma como referencia cero la posicio´n invertida del
pe´ndulo (θ1 = 0 en la posicio´n vertical arriba) como se observa en la figura 3.5.
Por tanto la posicio´n de equilibrio natural corresponde a θ1 = ±pi. Mediante
simulacio´n y como se expuso en la sub-seccio´n 2.4.1, se genera una trayectoria
con oscilaciones de amplitud creciente para alcanzar la posicio´n θ1 = 0 desde la
condicio´n inicial θ1 = pi. En la figura 3.6 se muestra la trayectoria de referencia
obtenida. La tarea es entonces lograr un seguimiento de esta referencia al
tiempo que se mantenga la sen˜al de control dentro de sus lı´mites.
Fig. 3.5: Representacı´o´n esquema´tica del sistema.
x
y
θ
θ
φ
1
2
τ
Fig. 3.6: Trayectoria de referencia para el seguimiento.
Considerando los valores nume´ricos de los para´metros del sistema: a = 78.4,
b = 1.08 y c = 198; se disen˜aron los reguladores para cada uno de los
modelos. Adema´s se calculo´ la ganancia (comu´n a los cinco modelos) para un
esquema simple de seguimiento de referencia. Por ensayo y error se ajustaron
los para´metros ts = 0.15 s y Mp = 5 %, con los cuales se obtienen los polos
deseados (de lazo cerrado) s1,2 = −26.7±j27.2, que son las raı´ces del polinomio
3. Control Difuso:Compensacio´n Distribuida Paralela 30
caracterı´stico ∆(s) = s2 + 2ζωns + ω2n. Con base en los modelos linealizados
de segundo orden y los para´metros deseados, las ganancias obtenidas son las
siguientes
K1 = −[1416.3 49.4] (3.11a)
K2 = −[1390 49.4] (3.11b)
K3 = −[1343.8 49.4] (3.11c)
K4 = −[1328.3 49.4] (3.11d)
K5 = −[1343.7 49.4] (3.11e)
La ganancia de seguimiento obtenida para todos los modelos tiene el valor
G = −1343.7 y se calculo´ mediante la expresio´n
G =
1
C(A−BK)−1B
Los reguladores locales tienen las expresiones ui = −Kixˆ y la sen˜al de control
global queda definida como se indico´ en (3.10) pero con la inclusio´n del
seguimiento simple resulta la expresio´n (3.12)
u = Gθref (t)− (µ1K1 + µ2K2 + µ3K3 + µ4K4 + µ5K5)xˆ (3.12)
Este regulador actu´a sobre las variables x1 = θ1, x2 = θ˙1. El tercer estado, x3 =
θ˙2 es la velocidad de la rueda. Si esta variable no se realimenta, se corre el
riesgo de tener una aceleracio´n progresiva de la rapidez de giro de la rueda
de reaccio´n. En las oscilaciones para hacer subir al pe´ndulo, la velocidad de
la rueda tambie´n es oscilante. Por tanto, el problema de las altas velocidades
debe atenderse cuando la barra ha alcanzado la posicio´n invertida. Para esto,
al detectar que el a´ngulo θ1 es cercano a cero, se cambia el controlador por un
regulador local que realimenta los tres estados, uup = −Kupx, donde x es el
vector de estados completo y Kup = [Kup1 Kup2 Kup3] es el vector de ganancias
de dicho regulador. La sen˜al de control global a usar se presenta en (3.13)
u =
{
Gθref −
∑5
i=1 µiKixˆ, θ1 > 
−Kupx, θ1 ≤ 
(3.13)
El a´ngulo  debe ser menor a ocho grados con el fin de evitar cambios bruscos
en la sen˜al de control en el instante de la conmutacio´n. Para el regulador lineal
en la posicio´n invertida se definieron los polos de lazo cerrado s1,2 = −4± j4.1
y s3 = −11.4. Con estos polos y el modelo linealizado (tradicional) alrededor
de θ1 = 0 se obtuvieron las ganancias
Kup = −[187.5 22.4 0.024]
Los resultados de la simulacio´n se presentan en la figura 3.7. Se observa que
hay saturacio´n en la sen˜al de control pero aun ası´ se logra el seguimiento de
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Fig. 3.7: Resultados del esquema de seguimiento descrito.
la referencia con un grado de desfase aceptable. Debido a dicha saturacio´n,
resulta muy difı´cil reducir el tiempo de subida a un valore menor al obtenido
(ts ≈ 4.5 s).
La gra´fica de la velocidad de la rueda durante el proceso de seguimiento
se muestra en la figura 3.8, donde se observa que se mantiene el los lı´mites
establecidos segu´n el fabricante del motor (θ˙2max = 875.9 rad/s) y adema´s es
llevada a cero cuando el pe´ndulo alcanza la posicio´n invertida.
Fig. 3.8: Velocidad de la rueda durante el seguimieno.
4
Conclusiones
El modelo matema´tico obtenido para el sistema y los valores nume´ricos de sus
para´metros, pudieron ser verificados con una prueba de oscilaciones alrededor
del punto de equilibrio estable, ası´ como con el controlador por linealizacio´n
entrada-estados que se implemento´ sobre la planta real.
Se obtuvieron resultados satisfactorios tanto en la regulacio´n como en el
seguimiento de referencia para el controlador con el esquema de linealizacio´n
parcial por realimentacio´n. A pesar de la saturacio´n en la sen˜al de control, el
a´ngulo de la barra se ajusto´ bastante bien a la trayectoria disen˜ada (figura 2.3),
con un tiempo de subida comparable con el obtenido por los autores en [1]
(tup ≈ 4.5s). El error de seguimiento e(t) se mantuvo por debajo de 0.1rad.
La linealizacio´n por realimentacio´n permitio´ disen˜ar controladores con base en
las te´cnicas lineales cla´sicas, asignando para´metros tı´picos de respuesta como
ma´ximo sobreimpulso y tiempo de establecimiento (ts = 0.3s y Mp = 3 % en
el disen˜o propuesto). La sen˜al de control obtenida cumple una doble tarea:
generar un modelo de lazo cerrado lineal y seguir el comando de referencia.
La aproximacio´n difusa T-S de la no linealidad sinusoidal en el modelo usando
el enfoque propuesto en [13], genero´ resultados satisfactorios aun cuando se
tomaron pocos puntos de operacio´n. El controlador difuso propuesto permitio´
tanto la regulacio´n como el seguimiento de referencia en un tiempo comparable
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con el obtenido usando linealizacio´n por realimentacio´n (tup ≈ 4.5s).
Comparando las figuras 2.3 y 3.7 se observa que con linealizacio´n por
realimentacio´n se logro´ un mejor seguimiento (|e(t)| < 0.1rad) en comparacio´n
con el control difuso (|e(t)| < 0.21rad). Esto se debe a que la primera propuesta
usa el modelo no lineal del sistema (modelo exacto), mientras que la segunda se
basa en linealizaciones alrededor de diferentes puntos de operacio´n.
En ambas propuestas de seguimiento (Linealizacio´n por realimentacio´n y
control difuso), no fue posible lograr tiempos de subida menores a 4.5s para
el pe´ndulo debido a las limitaciones en la sen˜al de control (el voltaje aplicado
al motor estaba restringido al rango |vm(t)| ≤ 24 V , equivalente a una sen˜al de
control normalizada en el rango |u(t)| ≤ 10 UI).
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