It is well-known that if one samples from the independent sets of a large regular graph of large girth using a pairwise Markov random field (i.e. hardcore model) in the uniqueness regime, each excluded node has a binomially distributed number of included neighbors in the limit. In this paper, motivated by applications to the design of communication networks, we pose the question of how to sample from the independent sets of such a graph so that the number of included neighbors of each excluded node has a different distribution of our choosing.
1.1. Hardcore model. The hardcore model, originally studied in the statistical physics community to understand anti-ferromagnetic particle systems, refers to the following family of distributions on the independent sets of a graph G. For any independent set I ∈ I(G), P(I) = λ |I| (
where λ is a positive activity parameter whose logarithm has an interpretation in terms of the temperature of the system, and |S| denotes the cardinality of S. When λ = 1, computing the relevant normalizing constant / partition function S∈I(G) λ |S| is equivalent to counting the number of independent sets in G (a #P -Complete problem [122] ); as λ → ∞, all the probability mass gets put on the largest independent sets, and computing the partition function is analagous to finding the cardinality of the maximum independent set.
Such anti-ferromagnetic models have a rich history in the physics literature. Models in which G is a lattice were studied in [41] , [26] , [110] , [111] , [112] , [45] , [100] , [97] , [11] . This work was extended to the three-regular infinite tree (i.e. Bethe lattice, infinite Cayley tree) by L.K. Runnels in [101] , and the general infinite regular tree in [32] . In these early works, it was observed that the underlying models underwent a phase transition as one varied λ. As this concept will be central to the rest of the paper, we now make this more precise.
1.1.1. Phase transition. For a fixed graph G and λ ∈ R + , let P λ,G denote the measure, on the independent sets of G, which assigns independent set I probability λ |I| S∈I(G) λ |S| −1 . Let T d denote the rooted (at r) depth-d tree in which all non-leaf nodes have degree ∆ ; and P λ,T d (r ∈ I) the probability that the root is included in the corresponding random independent set. Then for each ∆ ≥ 3, there exists a critical actvity λ ∆ ∆ = (∆ − 1) ∆−1 (∆ − 2) −∆ such that for all λ ∈ (0, λ ∆ ] (i.e. uniqueness regime), lim d→∞ P λ,T d (r ∈ I) exists; for all λ > λ ∆ , the limit does not exist. In particular, for λ ≤ λ ∆ , there is an asymptotic independence on the boundary condition at the base of the tree (i.e. parity of d); for λ > λ ∆ , there is a non-vanishing dependence on this boundary condition [72] . It is well-known that the existence of this limit can also be phrased in terms of whether or not an appropriate infinite graph has a unique translation-invariant Gibbs measure [124] , [40] , [25] , [121] , [83] , [120] , [60] .
More recently, it has been shown that this same phase transition also corresponds to the point at which certain Markov chains for sampling from the independent sets of a graph of maximum degree ∆ switch from mixing in polynomial time to mixing in exponential time [89] . Furthermore, it was shown in [122] that for all λ ≤ λ ∆ , the problem of computing S∈I(G) λ |S| admits a Fully Polynomial Time Approximation Scheme (FPTAS) for all graphs of maximum degree ∆. Combined with the results of [107] , [108] , [48] , [49] which show that no such FPTAS exists for λ > λ ∆ unless certain complexity classes collapse (e.g. N P = RP ), as well as several recent related works [7] , [106] , [80] , [27] , [123] , this shows that the aforementioned phase transition has deep connections to computational complexity. Questions regarding the existence of such phase transitions also arise in the context of various other applications, e.g. fitting correlation structures in computer vision models [113] , since systems exhibiting long-range boundary dependence may be undesirable from a modeling and simulation perspective.
In light of the above difficulties associated with long-range dependencies, and the importance of independent sets in various applications, the following is a natural question. Question 1. What distributions can one construct on the independent sets of large boundeddegree graphs, which do not exhibit long-range correlations?
Certainly, the hardcore model (and its known generalizations) in the uniqueness regime provide one way to generate such distributions, and we refer the reader to the recent survey [99] for an overview. Question 1 has also been approached through the lens of so-called local algorithms and i.i.d. factors of graphs [55] , [53] , [54] , [84] , [43] , [19] , [33] , [66] , [56] , [6] , [34] in which one samples from the independent sets of a graph by assigning nodes random weights, and using these weights to select nodes for inclusion in a distributed, localized manner. An alternative (but related) approach is to sample from the independent sets of a graph using greedy algorithms which can be analyzed locally [78] , [69] , [61] , [52] , [70] . In these settings, Question 1 is typically approached through the lens of studying how dense an independent set can be sampled before long-range correlations begin to manifest.
Another relevant aspect to Question 1 pertains to the distribution of the number of included neighbors of an excluded node, which arises in the design and optimization of large wireless networks [9] , [14] , [4] . In particular, we are led to the following instantiation of Question 1.
Question 2. What distributions can one construct on the independent sets of large boundeddegree graphs, such that the number of included neighbors of any given excluded node has a given distribution of our choosing? Furthermore, can this be done without inducing long-range correlations?
A good starting place is the hardcore model, for which the following result is well-known [109] . We note that although we have only defined the hardcore model for finite graphs, the model can also be formally defined on infinite graphs, and we refer the reader to [109] for details. Let B(n, p) denote a standard binomial distribution with parameters n and p. Observation 1. [109] For the hardcore model on the infinite Cayley tree in the uniqueness regime, every excluded node has a number of included neighbors which follows a binomial distribution. Exactly which binomial distributions can be acheived in this way without inducing long-range correlations is dictated by the phase-transition at λ ∆ . In particular, it is possible to induce a B(∆, p) distribution on the number of included neighbors of each excluded node for any p ∈ (0, (∆ − 1) −1 ] without inducing long-range correlations.
1.2.
Markov random fields. We will now briefly review the family of distributions known as Markov random fields, which generalize the hardcore model, as they will provide the framework with which we tackle Question 2. Recall that a collection of r.v.s X 1 , . . . , X n defines a binary Markov random field if the following is true [13] , [81] . First, X i has support on {0, 1} for all i. Second, to each r.v. X i , we can associate a subset N i of the indices {1, . . . , n} \ i (called the neighborhood of X i ), such that for any binary n-dimensional vector x, P j∈{1,...,n}\i
In words, the conditional probability that X i takes a given value if we condition on all other r.v.s is the same as the corresponding conditional probability if we only condition on the r.v.s belonging to the neighborhood of X i . We further suppose that the neighborhood relation is symmetric, i.e. 3
i ∈ N j iff j ∈ N i . In this case, note that the neighborhood structure of the Markov random field defines an undirected graph, in which there is a node for each variable, and two nodes are adjacent iff they are neighbors. A closely related concept is that of the Gibbs measure. Recall that the cliques of a graph G, C(G), are defined to be the subsets S of V with all internal edges present; i.e. a set S ∈ 2 V is a clique iff for all pairs of distinct nodes
For each clique C ∈ C(G), we define a non-negative function π C (called the clique potential), which takes as input binary values for all the nodes belonging to C, and outputs a non-negative real number. For a graph G, let |G| denote the number of nodes. For a binary |G|-dimensional vector x and clique C ∈ C(G), let x C denote the projection of the vector x onto the indices of nodes present in the clique C. Then given a graph G, a binary r.v. X i associated to each node v i ∈ V , and a potential function π C for each clique C ∈ C(G), we define the associated binary Gibbs measure P on the r.v.s X 1 , . . . , X n as follows. For every binary |G|-dimensional vector x,
There is a deep connection between Markov random fields and Gibbs measures. In particular, under certain regularity conditions, the joint distribution of X 1 , . . . , X n is given by a Markov random field iff the joint distribution of X 1 , . . . , X n is a Gibbs measure, whose underlying graph is defined by the neighborhood structure of the given Markov random field. The celebrated Hammersley-Clifford Theorem, as well as several follow-up works, make these regularity conditions explicit [65] , [62] , [13] , [59] .
1.2.1.
Higher order Markov random fields. Note that in the hardcore model, non-trivial clique potentials are given only to cliques of size 1 (individual nodes) and 2 (edges), i.e. the underlying Markov random field is limited to nearest-neighbor (pairwise) interactions. In the language of Markov random fields, this corresponds to letting the neighborhood N i of the binary variable X i (set to 1 if node v i is included in the independent set) be the set of neighbors of node v i in G, so that the cliques of the graph associated with the neighborhood system of the Markov random field are the same as the cliques of the underlying graph G (supposing that G is triangle-free). However, such measures are not capturing the full power of Markov random fields. In particular, the neighborhood N i of X i can be any set of indices (not just those corresponding to edges in the underlying graph G), so long as all the clique potential functions evaluate to 0 on any configurations which assign the value 1 to two nodes which are adjacent in G. For a graph G and node v, let N d (v) denote the set of all nodes at graph-theoretic distance exactly d from v, N ≤d (v) ∆ = k≤d N k (v) the subgraph induced by those nodes at graph-theoretic distance at most d, and N ≥d (v)
by those nodes at graph-theoretic distance at least d. We use N (v) as shorthand for N 1 (v), the set of neighbors of v. To be consistent with the literature [113] , let us say that a Markov random field is of the k-th order with respect to G if the r.v. X i associated with node v i of G has neighborhood N i equal to the set of indices of nodes belonging to N ≤k
For a graph G, recall that the girth of G denotes the length of the smallest cycle in G. Note that if G is a ∆-regular graph of girth at least k + 1, and k is even, the maximal cliques (i.e. cliques not properly contained in other cliques) of the associated k-th order Markov random field are exactly 4 sets of the form N ≤ k 2 (v i ), i.e. all the depth-k 2 neighborhoods. Furthermore, these sets are all rooted trees in which all non-leaf nodes have degree ∆. In this case, the configuration induced on
by a binary vector x may be viewed as a rooted (at v i ), depth-k 2 , 0/1 labeled tree. In addition, we say that the associated set of clique potentials is homogenous and isotropic if for all i, j (where i may equal j), and any binary |G|-dimensional vectors x, y,
(v j ). In this case, for any fixed k and ∆, the associated Markov random field has a finite-size description, i.e. an assignment of non-negative real numbers to isomorphism classes of depth-k 2 rooted 0/1 labeled trees in which all non-leaf nodes have degree ∆. We note that some special cases of higher order homogenous isotropic Markov random fields have already been considered for studying independent sets and generalizations of the hardcore model [99] . This includes work in the statistical physics community which incorporates next-nearestneighbor and/or competing interactions [44] , [77] , [118] , [58] , [57] , [2] , [3] , [30] , [8] ; work which studies socalled kinetically constrained spin models (e.g. the Kob-Andersen model) [17] , [28] , [94] , [73] , [119] , [47] and geometrically constrained spin models (e.g. the Biroli-Mezard model) [15] , [98] , [117] , [76] , in which a hard density constraint forbids configurations for which a particle has more than some fixed number of occupied neighboring sites; and work on models assigning positive probability only to maximal independent sets, in which every excluded node is incident to at least one included node [35] , as well as related combinatorial constraints [86] . Other related work comes from the field of stochastic geometry, in which the distribution of points in space depends on the local geometry of those points [63] , [39] , as well as stochastic models arising in communication networks [87] , [68] and other areas [23] , [93] . Related models in which activities are assigned to more general hyperedges are also closely related to this framework [50] , [83] , [87] , [116] , [91] , [67] , [42] , [79] , [102] , [39] , [114] , [51] .
1.3. Our contribution. In this paper, we provide partial answers to Question 2. We observe that higher order Markov random fields are well-suited to this task, and investigate the properties of these models. For the family of so-called reverse ultra log-concave distributions, which includes the truncated Poisson and geometric, we give necessary and sufficient conditions for the natural higher order Markov random field which induces the desired distribution to be in the uniqueness regime in large regular graphs of large girth, in terms of the set of solutions to a certain system of equations. We also show that these Markov random fields undergo a phase transition, and give explicit bounds on the associated critical activity, which we prove to exhibit a certain robustness. For distributions which are small perturbations around the binomial distribution realized by the hardcore model at critical activity, we give a description of the corresponding uniqueness regime in terms of a simple polyhedral cone. Our analysis reveals an interesting non-monotonicity with regards to biasing towards excluded nodes with no included neighbors. We conclude with a broader discussion of the potential use of higher order Markov random fields for analyzing independent sets in graphs.
1.4. Outline of paper. The rest of the paper proceeds as follows. In Section 2, we formally define all relevant terms and state our main results. In Section 3, we rephrase the probabilities and questions of interest in terms of the relevant partition functions and associated recursions, formally relate higher order Markov random fields to Question 2, and prove our necessary and sufficient conditions for uniqueness under a log-convexity assumption. In Section 4, we prove that the associated higher order Markov random fields undergo a phase transition, and provide explicit bounds on the 5 critical activity. In Section 5, we give a description (as a polyhedral cone) of the corresponding uniqueness regime for distributions which are small perturbations around the binomial distribution realized by the hardcore model at critical activity. In Section 6, we summarize our main results, provide a broader discussion of the potential use of higher order Markov random fields for analyzing independent sets in graphs, and present directions for future research.
2. Main Results.
2.1. Preliminary definitions and notations.
2.1.1. Relevant Gibbs measures. We now formally define the relevant Gibbs measures, which correspond to second-order homogenous isotropic Markov random fields. As our primary interest will be in regular graphs of large girth, we will always have a fixed reference degree ∆, which will often be implicit. For a fixed activity λ ∈ R + , and vector θ = (θ 0 , . . . , θ ∆ ) ∈ R + (∆+1) (strict positivity of both λ and θ is assumed throughout), input graph G, node v ∈ V , and independent set I ∈ I(G), let
Let the Gibbs measure P λ,θ,G denote the probability measure, on I(G), such that for all I ∈ I(G),
(non)Unique infinite-volume Gibbs measures.
We now formally define the relevant notions of uniqueness / long-range boundary independence which we will use throughout. We begin by introducing some additional notation, to facilitate describing the measure P λ,θ,G under various conditionings. For an independent set I ∈ I(G) and set of nodes U ∈ 2 V , let I U be the inclusion/exclusion pattern (with respect to I) of the nodes belonging to U . We note that when referring to boundary conditions, e.g. conditoning on the event {I U = B}, and taking associated infima and suprema, we will implicitly restrict ourselves to those boundary conditions with strictly positive probability. Recall that T d denotes the rooted (at r) depth d tree in which all non-leaf nodes have degree ∆. For an independent set I of a rooted depth d tree T , let ∂I ∆ = I N ≥d−1 (r) , i.e. the boundary condition induced on the bottom two layers of the tree. Then we will define long-range boundary dependence in terms of whether
When these limits indeed coincide for all k ∈ {0, . . . , ∆}, we denote the relevant limits as p λ,θ k , and the associated vector as p λ,θ . We also let p λ,θ + ∆ = 1 − p λ,θ · 1 denote the corresponding limit of the probability that the root is included.
To be consistent with the literature [60] , [120] , we formally define uniqueness / long-range boundary independence as follows.
[Unique infinite-volume Gibbs measure on the infinite ∆-regular tree] We say that the vector (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree iff for all k ∈ {0, . . . , ∆}, (2) equals (3).
We note that (non) existence of a unique infinite-volume Gibbs measure on the infinite ∆-regular tree has an analogous interpretation in terms of how the associated measure behaves on any regular graph of sufficiently large girth. In particular, we observe the following, which may be derived from straightforward conditioning arguments.
Observation 2. Suppose (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree. Then for all ǫ > 0, there exists g ǫ,λ,θ (depending only on ǫ, λ, θ) such that for any finite ∆-regular graph G of girth at least g ǫ,λ,θ , node v ∈ G, and k ∈ {0, . . . , ∆},
Alternatively, suppose (λ, θ) does not admit a unique infinite-volume Gibbs measure on the infinite ∆-regular tree. Then there exists ǫ λ,θ > 0, a strictly increasing sequence of positive integers {d λ,θ,i , i ≥ 1} (depending only on λ, θ), and k ∈ {0, . . . , ∆}, such that the following is true. For every i ≥ 1, any finite ∆-regular graph G of girth at least 2d λ,θ,i + 3, and all nodes v ∈ G,
We note that for closely related models, further connections to regular graphs of large girth have been shown [108] , [89] , although we do not pursue that here.
Main
Results. We now state our main results, which provide partial answers to Question 2. We begin by formally relating the occupancy probabilities attained when one samples from secondorder homogenous isotropic Markov random fields in the uniqueness regime to the corresponding vector θ.
Observation 3. If (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆regular tree, then the probability measure µ such that µ(k) = (p λ,θ · 1) −1 p λ,θ k , k ∈ {0, . . . , ∆} satisfies
Equivalently, there exist c, x ∈ R + (depending on θ and λ) such that
Observation 3 shows that the family of second-order homogenous isotropic Markov random fields provides a natural framework for studying Question 2. We now give several illustrative examples showing that for certain natural choices of θ, the induced measure µ corresponds exactly to a well-known family of distributions.
Example 1.
(i) Binomial distribution. If θ = 1, then µ corresponds to a B(∆, p) distribution for some p ∈ (0, 1).
We note that several previous works in the literature on Markov random fields similarly examine how modifying the relevant potentials / activities can change various distributions of interest, for models different from those considered here [83] , [102] .
We now provide necessary and sufficient conditions for uniqueness under a log-convexity assumption on θ. Recall that a strictly positive sequence
is log-convex [31] , and convex if
With a slight abuse of notation, we say that a measure µ with support on {0, . . . , ∆} is reverse ultra log-concave if the sequence {µ(k), k = 0, . . . , ∆} is strictly positive and reverse ultra log-concave. The following may be easily verified using (4) [31] .
Observation 4. If (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆regular tree, then the probability measure µ such that µ
We note that several well-known distributions satisfy reverse ultra log-concavity, and arise from a natural choice of log-convex θ. In particular, one may easily verify the following.
Observation 5. Every distribution considered in Example 1 is reverse ultra log-concave, with the corresponding choice of θ log-convex.
For a given vector θ, let
Then our necessary and sufficient conditions for uniqueness are as follows.
Theorem 1. The system of equations
always has at least one non-negative solution on R + × R + . If θ is log-convex, then (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree iff this solution is unique.
Note that Theorem 1 reduces to the known characterization for uniqueness in the hardcore model for θ = 1.
For log-convex θ, we further show that the boundary condition in which all nodes on the boundary are included is extremal, i.e. if there is long-range boundary dependence, then this boundary condition will induce such a dependence. Let B d denote the boundary condition with all nodes in N d (r) included, and all nodes in N d−1 (r) excluded.
Corollary 1. If θ is log-convex, then (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree iff (7) lim inf
for all k ∈ {0, . . . , ∆}.
We note that several related results with regards to extremal boundary conditions appear throughout the literature. This includes results for so-called repulsive first-order Markov random fields [125] , as well as fields which satisfy the positive (negative) lattice conditions, and related notions of positive (negative) association, concavity, and van den Berg-Kesten-Reimer (BKR) / Fortuin-Kasteleyn-Ginibre (FKG) inequalities [46] , [92] , [115] , [22] , [96] , [102] , [60] , [114] , [83] , [64] . It remains an interesting open question to explore the connections between our model and such known results.
We now show that the family of second-order homogenous isotropic Markov random fields undergoes a phase transition with respect to the activity λ. Let
Then we prove that the family of second-order homogenous isotropic Markov random fields undergoes a phase transition in the following sense.
Theorem 2. For any fixed log-convex vector θ, (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree for all activities λ < λ θ , and does not admit a unique infinite-volume Gibbs measure on the infinite ∆-regular tree for all activities λ > λ θ .
Whether or not this phase transition is sharp remains an interesting open question. We now comment briefly on several implications of Theorem 2, all of which follow from Theorem 2 and straightforward algebraic manipulations of λ θ , λ θ . We first show that the critical activity for the models considered exhibits a certain form of robustness.
Applying these bounds to the hardcore model,
As it is easily verified that lim ∆→∞ ∆λ ∆ = e, we note that in this setting, our bounds are correct up to constant factors.
Furthermore, the bounds of Theorem 2 show that (up to constant factors) the critical activity will scale like θ 0 ∆ −1 for any vector θ which does not deviate too much from the all ones vector.
We next use our results to bound the critical activity for θ corresponding to the truncated Poisson distribution.
In particular, the critical activity is at least 1 2 ∆ −1 , as in the hardcore model.
A more precise understanding of how the critical activity scales as ∆ → ∞ remains an interesting open question.
An explicit description of when Equations 5 -6 have a unique non-negative solution, and which inclusion/exclusion probabilities can be attained in this way, seems difficult in general. However, we can develop a considerably more in-depth understanding when the relevant distribution for the number of included neighbors of an excluded node is a small perturbation of the B ∆, (∆ − 1) −1 distribution acheived by the hardcore model at the critical activity λ ∆ , i.e. θ is a small perturbation around the all ones vector. Let us fix a vector c = (c 0 , . . . , c ∆ ). It follows from a simple Taylor series expansion that convex perturbations of the all ones vector yield log-convex θ. In particular, one may easily verify the following.
Observation 8. There exists ǫ c > 0 such that for h ∈ (0, ǫ c ), 1 + ch is log-convex iff c is convex.
We now define a convenient notion of uniqueness for perturbations around the all ones vector, which we will use in our analysis.
Definition 2 (Direction of (non) uniqueness). We say that c is a direction of uniqueness iff there exists ǫ c > 0 such that for all h ∈ (0, ǫ c ), (λ ∆ , 1 + ch) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree; and a direction of non-uniqueness iff there exists ǫ c > 0 such that for all h ∈ (0, ǫ c ), (λ ∆ , 1 + ch) does not admit a unique infinite-volume Gibbs measure on the infinite ∆-regular tree.
We now provide an explicit characterization / dichotomy theorem, classifying (almost) all convex vectors as either directions of uniqueness or directions of non-uniqueness. For j ∈ {0, . . . , ∆}, let
Let π = (π 0 , . . . , π ∆ ) denote the vector such that for j ∈ {0, . . . , ∆},
Then we prove the following.
Theorem 3. A convex vector c is a direction of uniqueness if π · c < 0, and a direction of non-uniqueness if π · c > 0.
In particular, the hyperplane defined by π·c = 0 represents a phase transition in the perturbation parameter space. We note that the question of what happens at the boundary (i.e. π · c = 0) seems to require a finer asymptotic analysis, and we leave this as an open question.
We now study some qualitative features of π, to shed light on the set of convex directions of uniqueness, and reveal an interesting non-monotonicity of the uniqueness regime.
Observation 9. For all ∆ ≥ 3, π 0 > 0, π 1 < 0, π 2 < 0, and π k > 0 for all k ∈ {3, . . . , ∆}.
That π 1 < 0, π 2 < 0, and π k > 0 for all k ∈ {3, . . . , ∆} makes sense at an intuitive level, since biasing towards excluded nodes which are adjacent to few (many) included nodes should tend to reduce (increase) alternation and long-range correlations. That the cutoff occurs at exactly k = 2 can be further justified by noting that the average number of included neighbors of an excluded node in the hardcore model, at the critical activity λ ∆ , is 1 + (∆ − 1) −1 ∈ (1, 2).
The counterintuititve feature of Observation 9, which seems to violate the above reasoning, is that π 0 > 0, i.e. biasing towards excluded nodes with no included neighbors leads to non-uniqueness. We note that this effect is perhaps especially surprising in light of Theorem 2, as we now explain. Let e 0 denote the (∆ + 1)-dimensional vector whose first component is a 1, with all remaining components 0. As it is easily verified that 1 + e 0 h is log-convex for all h ≥ 0, and lim h→∞ λ 1+e 0 h = ∞, we conclude that the associated uniqueness regime exhibits the following non-monotonicity.
Corollary 2. For all ∆ ≥ 3, there exist strictly positive finite constants a ∆ < b ∆ such that (λ ∆ , 1+e 0 h) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree for h = 0 and h ≥ b ∆ , and does not admit a unique infinite-volume Gibbs measure on the infinite ∆-regular tree for h ∈ (0, a ∆ ).
In particular, biasing a small amount towards excluded nodes with no included neighbors leads to non-uniqueness, while biasing a large amount towards excluded nodes with no included neighbors leads to uniqueness. We note that several previous works in the literature on Markov random fields examine various notions of non-monotonicity [83] , and better understanding the relevant (non) monotonicities with regards to higher order Markov random fields remains an interesting open question. 11
3. Probabilities, partition functions, and proof of Theorem 1. In this section, we rephrase the probabilities and questions of interest in terms of the relevant partition functions. We also complete the proofs of Observation 3, Theorem 1, and Corollary 1.
3.1. Probabilities as partition functions. For i ∈ {1, . . . , ∆}, let T i d denote the subtree of T d consisting of r, and the subtree rooted at the the ith child of r. Also, for a boundary condition B on N ≥d−1 (r) in T d , and i ∈ {1, . . . , ∆}, let B i denote the boundary condition which B induces on
. . , ∆} are all isomorphic, let us denote a generic version of this depth d rooted tree by T ′ d . We denote the root of T ′ d (formerly r) by v 0 , and denote the single child of v 0 (formerly a child of r) by v 1 . For a binary vector x, let |x| denote
. Then it follows from the basic properties of independent sets that
, which is itself equal to
, which we denote by p λ,θ,d k (B). We also let p λ,θ,d (B) denote the associated vector, and p λ,θ,d
denote the corresponding probability that the root is included. We now derive several recursions for Z λ,θ,d (i, B), to aid in our analysis. First, it will be useful to define multidimensional analogues of f θ , g θ , to help in deriving the relevant recursions under non-uniform boundary conditions. For k, n ∈ Z + such that n ≥ k, and a vector x ∈ R n , we let σ k (x) denote the kth elementary symmetric polynomial on n variables evaluated at x. Namely, σ 0 (x) = 1, and σ k (x) = 
Similarly,
Combining the above with the definition of f θ and g θ completes the proof. ζ λ,θ,d (B) when θ is log-convex. We will then argue that the upper bounding sequence and the lower bounding sequence are monotone, and thus have limits, which must satisfy the system of equations (5) - (6) . If these equations have a unique fixed point, then these upper and lower limits must coincide, proving one direction of Theorem 1. We note that the idea of using bounding sequences to show uniqueness of Gibbs measures has appeared before in the literature, e.g. [50] .
Let ζ λ,θ,5 
First, it will be useful to prove that when θ is log-convex, f θ is a monotone increasing function.
Proof. Let us fix some i ∈ {1, . . . , ∆ − 1}. Then ∂ x i f θ (x) will be the same sign as
Let x i denote the (∆ − 2)-dimensional vector equivalent to x, but with component i removed. Note that ∂ x i σ 0 (x) = 0, and for k ≥ 1, ∂ x i σ k (x) = σ k−1 (x i ). Thus (9) equals
It follows from the definition of σ j (x) that (10) is a polynomial function of x 1 , . . . , x i−1 , x i+1 , . . . , x ∆−1 , with degree at most two in any given variable. Equivalently, there exists a unique set of finite constants {υ S 1 ,S 2 , S 1 , S 2 ∈ 2 {1,...∆−1}\i , S 1 S 2 = ∅} such that (10) equals
We now compute υ S 1 ,S 2 . It follows from the "product of sums" form of (10) that
For any sets A, B, |A| + |B| − |A B| = |A B|. Thus if A B = S 2 , and A B = S 1 S 2 , it follows that
Combining with the fact that for each A ∈ 2 {1,...,∆−1}\i such that S 2 ⊆ A, there is exactly one set B ∈ 2 {1,...,∆−1}\i satisfying A B = S 2 and A B = S 1 , i.e. B = S 2 (S 1 \ A), we find that
Similarly, (11) equals
and (13) equals
Combining the above, it follows that (9) equals
Combining with the monotonicity (in j) of the function 2|S 2 | + |S 1 | − j + 1, the fact that the unique solution to the
(which may be non-integer), and the fact that whenever |S 2 | + |S 1 | + 1 2 is an integer one has that z 1 S 1 ,S 2 (|S 2 | + |S 1 | + 1 2 ) = 0, we conclude that the coefficient of
Similarly, note that z 2
Combining with the monotonicity (in j) of the function 2|S 2 | + |S 1 | − j, the fact that the unique solution to the equation
(which may be non-integer), and the fact that whenever
is an integer one has that z 2 S 1 ,S 2 (|S 2 | + |S 1 | 2 ) = 0, we conclude that the coefficient of
Combining the above, we find that ∂ x i f θ (x) is the same sign as 
demonstrates that the log-convexity of θ implies the desired monotonicity of f .
With Lemma 3 in hand, we now complete the proof of Lemma 2.
Proof of Lemma 2. It follows from the monotonicity of g θ that for all x ≥ 0,
, we conclude that f θ (x) is a convex combination of θ i+1 θ i , i = 0, . . . , ∆ − 1 , and for all x ≥ 0,
With (21)- (22) in hand, we proceed by induction. The base cases d = 5, 6 follows from nonnegativity, Lemma 1, and (21)- (22) . Now, suppose the induction is true for all k ∈ {5, . . . , d − 1}, for some d ≥ 7. Then it follows from Lemma 1, Lemma 3, and the monotonicity of g θ that θ,d (B) , completing the proof.
We now prove that the above bounding sequences themselves have limits. Proof. We proceed by induction, simultaneously on both sequences. The base case, d = 5, 6, entails demonstrating that ζ λ,θ,5 ≤ ζ λ,θ,6 ≤ ζ λ,θ,7 , and ζ λ,θ,5 ≥ ζ λ,θ,6 ≥ ζ λ,θ,7 . That ζ λ,θ,5 ≤ ζ λ,θ,6 ≤ ζ λ,θ,7 follows from non-negativity. That ζ λ,θ,5 ≥ ζ λ,θ,6 ≥ ζ λ,θ,7 follows from (21)- (22) .
Then by the monotonicity of f and g,
Similarly, With Observation 10 in hand, we now complete the proof of Theorem 1. We actually prove a slightly stronger statement (in terms of partition functions), from which Observation 3, Theorem 1, and Corollary 1 all immediately follow. Let L θ (z)
Lemma 5. The system of equations (5) -(6) always has at least one solution (x * , y * ) on R + ×R + for which x * = y * . If the system of equations (5) -(6) has a unique solution on R + × R + , then In this case, p λ,θ k exists for all k ∈ {0, . . . , ∆}, and equals
. Alternatively, if the system of equations (5) -(6) does not have a unique solution on R + × R + , then the left-handside of (7) does not equal the right-hand-side of (7) .
Proof. We first prove that the system of equations (5) -(6) always has at least one solution (x * , y * ) on R + × R + for which x * = y * . Let η λ,θ (x)
, we conclude that there exists z * ∈ R + such that η(z * ) = 0, which implies that (z * , z * ) is a solution to the system of equations. We now prove that if the system of equations (5) -(6) has a unique solution on R + × R + , then (23) holds. In particular, suppose (5) -(6) has a unique solution (x * , y * ) on R + × R + . Then it must be that any solution (x, y) to the system of equations satisfies x = x * = y * = y. By Observation 10, (ζ ∞ , ζ ∞ ) is such a solution. Thus ζ ∞ = ζ ∞ , in which case (23) follows from Lemma 2. Furthermore, it then follows from (8) and Lemma 1 that in this case, p λ,θ k exists for all k ∈ {0, . . . , ∆}, and equals
Finally, we prove that if the system of equations (5) -(6) does not have a unique solution on R + × R + , then the left-hand-side of (7) does not equal the right-hand-side of (7) . In particular, suppose that (5) -(6) has at least two distinct non-negative solutions. Let S denote the set of all 2-vectors (x, y) such that 0 ≤ x ≤ y < ∞, and (x, y) is a solution to the system of equations.
Let y ∆ = sup z∈S z 2 , i.e. the largest number appearing in any solution pair. We first show that y is itself part of some solution pair (i.e. it is not just approached). Indeed, consider any sequence of solution vectors {z i , i ≥ 1} such that lim i→∞ z i 2 = y. Since {z i 1 , i ≥ 1} is uniformly bounded, the Bolzano-Weirerstrass Theorem implies that {z i , i ≥ 1} will itself have a subsequence {z i k , k ≥ 1} such that {z i k 1 , k ≥ 1} converges, and let us denote this limit by x. That (x, y) satisfies the system of equations then follows from the continuity of f and g. Similarly, let x ∆ = inf z∈S z 1 , i.e. the smallest number appearing in any solution pair, and y the other number appearing in the corresponding solution pair (whose existence is guaranteed by the same argument used above). Note that x < y.
Recall that B denotes the boundary condition with all nodes at depth d included. We now prove (by induction) that {ζ d (B), d ≥ 3} has a non-vanishing parity-dependence, with even values lying below x, and odd values lying above y. We begin with the base cases d = 3, 4. Note that Z λ,θ,3 (0, 0, B) = θ 0 θ ∆−1 ∆−1 , Z λ,θ,3 (0, 1, B) = λθ ∆−1 ∆ , and thus
completing the proof.
Since {B i , i = 1, . . . , ∆ − 1} are identical boundary conditions, (8) and Lemma 1 imply that for d ≥ 5,
It follows from the monotonicity of L θ and f θ that for all even d ≥ 5,
while for all odd d ≥ 5,
Combining the above completes the proof.
4. Existence of phase transition and proof of Theorem 2. In this section, we show that the family of second-order homogenous isotropic Markov random fields undergoes a phase transition with respect to the activity λ, by completing the proof of Theorem 2.
Proof of Theorem 2. We first show that for any fixed log-convex vector θ, (λ, θ) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree for all activities λ < λ θ . We proceed by by proving that for λ < λ θ , the update rule for |ζ λ,θ,d − ζ λ,θ,d | is a contraction. We first prove that f θ , g θ are Lipschitz, and explicitly bound the relevant Lipschitz constants. Note that f θ , g θ are differentiable on R + . Recall that ψ θ = max k=0,...,∆−2
It is well-known from the theory of dynamical systems that under certain additional assumptions on q λ,θ , necessary and sufficient conditions for when the system of equations (29) -(30) has a unique solution can be stated in terms of whether the map q λ,θ exhibits a certain local stability at the fixed point x λ,θ . We now make this precise, and note that our approach is similar to that taken previously in the literature to analyze related models [83] . Recall that for a thrice-differentiable function F (x) with non-vanishing derivative on some interval I, we define (on I) the Schwarzian derivative of F as the function
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For a function F and n ≥ 1, let F {n} (x) denote the n-fold iterate of F , i.e. F {n+1} (x) = F F {n} (x) , with F {1} (x) = F (x). Then the following well-known result from dynamical systems is stated in Lemma 4.3 of [83] . 
We now customize Theorem 4 to our own setting. Let r θ (x)
Then combined with Observation 11, Theorem 4 implies the following.
and the conditions of Theorem 4 are satisfied with F = q λ,θ ,
admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree iff r θ (x λ,θ ) ≤ λ −1 .
Proof. We first prove that the system of equations (29) 
λ,θ (0), which implies that both relevant sequences are monotone. Noting that the non-existence of the stated limit implies Z even = Z odd , and the pair (Z even , Z odd ) must be a solution to the system of equations (29) - (30) , completes the desired demonstration.
As it follows from elementary calculus that
, combining the above with Theorem 1 and Observation 11 completes the proof.
We note that p θ is not necessarily an increasing function for the case of general log-convex θ. Furthermore, even when p θ is increasing, an analysis of S[q λ,θ ] seems difficult, and the associated uniqueness regime of the parameter space seems to be quite complex. However, for the special setting in which θ belongs to a neighborhood of the all ones vector, in which case the associated Markov random field becomes a perturbation of the hardcore model at criticality, these difficulties can be overcome by expanding the relevant functions using appropriate Taylor series. The theory of real analytic functions provides a convenient framework for proving the validity of these expansions, and we refer the reader to [74] for details. Using this framework, we prove the following. Lemma 6. For each fixed convex vector c, and U ∈ R + , there exists δ c,U > 0 such that the following hold. Proof. We prove (i) -(iii) in order.
(i). The claim with respect to real analyticity follows from the fact that for any fixed U 1 , there exists δ 1,U 1 > 0 such that both g 1+ch (x) and p 1+ch (x) are ratios of non-vanishing polynomials of (h, x) on [0, δ 1,
(ii). The claim follows from (i) and the inverse function theorem for real analytic functions [74] .
(iii). The claim with respect to q λ ∆ ,1+ch (x) and ∂ x q λ ∆ ,1+ch (x) follows from (ii), and the fact that ∂ x q λ ∆ ,1 (x) = −(∆ − 1)λ ∆ (x + 1) −∆ . As this implies that ∂ x q λ ∆ ,1 (x) is strictly negative (and thus non-vanishing), the desired claim with respect to S[q λ ∆ ,1+ch ](x) then follows from the fact that
Combining Observation 12 with Lemma 6 immediately yields necessary and sufficient conditions for uniqueness when θ is log-convex and in a neighborhood of 1. (i) q λ ∆ ,1+ch (x) − x is strictly decreasing on [0, 2λ ∆ ], and has a unique zero x λ ∆ ,1+ch on [0, 2λ ∆ ].
(ii) (λ ∆ , 1 + ch) admits a unique infinite-volume Gibbs measure on the infinite ∆-regular tree iff
With Corollary 3 in hand, we now complete the proof of Theorem 3. For l ∈ {0, 1}, and θ = (θ 0 , . . . , θ ∆ ), c = (c 0 , . . . , c ∆ ) ∈ R + (∆+1) , let
Also, let o(h) denote the family of functions F (h) such that lim h↓0 h −1 F (h) = 0. With a slight abuse of notation, we will also let o(h) refer to any particular function belonging to this family. Finally, in simplifying certain expressions, we will use the following identities, which follow from a straightforward calculation (the details of which we omit).
Lemma 7.
Proof of Theorem 3. We proceed by analyzing r 1+ch (x λ ∆ ,1+ch ) − λ −1 ∆ as h ↓ 0, and begin by proving that
Note that for any fixed α ∈ R,
We conclude that (33) 
It follows from (33), (34) , and a straightforward calculation (the details of which we omit) that for α ∈ R,
Combining with Corollary 3.(i), and the fact that x λ ∆ ,1 < λ ∆ , completes the proof. Next, we use (31) to prove that
Indeed, it follows from (31) that
which itself equals
It follows from (31) - (36) , and a straightforward calculation (the details of which we omit), that
and
Combining (37) -(38) with Lemma 7 and simplifying, we conclude that the left-hand side of (35) equals (39) (∆ − 2) ∆−2 2(∆ − 1) ∆ −(∆−2) 3 z 0,c +∆(∆−1)(∆−2)z 1,c +2(∆−1)(∆−2)w 0,c −2(∆−1) 2 w 1,c h+o(h).
It follows from the definition of π and a further straightforward algebraic manipulation that (39) equals − 1 2 ( ∆ − 2 ∆ − 1 ) ∆ π · ch + o(h), completing the desired demonstration.
Combining (31) , (35) , and Corollary 3 with the fact that r 1+ch (x λ ∆ ,1+ch ) ≤ λ −1 ∆ iff the left-hand side of (35) is non-negative, completes the proof of the theorem.
Conclusion.
In this paper, we posed the question of how to sample from the independent sets of large bounded-degree graphs so that the number of included neighbors of each excluded node has a given distribution of our choosing. We found that higher order Markov random fields were well-suited to this task, and investigated the properties of these models. For the family of so-called reverse ultra log-concave distributions, which includes the truncated Poisson and geometric, we gave necessary and sufficient conditions for the natural higher order Markov random field which induces the desired distribution to be in the uniqueness regime in large regular graphs of large girth, in terms of the set of solutions to a certain system of equations. We observed that the associated set of models corresponds to the family of second-order homogenous isotropic Markov random fields with log-convex clique potentials. We also showed that these Markov random fields undergo a phase transition, identified the extremal boundary conditions, and gave explicit bounds on the associated critical activity, which we proved to exhibit a certain robustness. For distributions which are small perturbations around the binomial distribution realized by the hardcore model at critical activity, we gave a description of the corresponding uniqueness regime in terms of a simple polyhedral cone. Furthermore, our analysis revealed an interesting non-monotonicity with regards to biasing towards excluded nodes with no included neighbors.
This work leaves many interesting directions for future research. The full power of higher order Markov random fields for sampling from independent sets in sparse graphs, and the associated uniqueness regime, remains poorly understood. Several questions build immediately on the models considered in this paper, such as developing a deeper understanding of the uniqueness regime for second-order homogenous isotropic Markov random fields with log-convex clique potentials, or the setting of log-concave clique potentials (which includes the restriction to maximal independent sets), where the relevant recursions also simplify. It is also an open question to understand which sets of occupancy probabilities can be acheived by higher order Markov random fields (in the uniqueness regime). Can one use higher order Markov random fields (in the uniqueness regime) to sample from denser independent sets than can be attained using the hardcore model at the critical activity? On a related note, can one given necessary and sufficient conditions for uniqueness for higher (beyond second) order Markov random fields (analogous to Theorem 1), and precisely how do such conditions relate to the positive (negative) lattice conditions and related notions of positive (negative) association and concavity (convexity)? It would also be interesting to study higher order Markov random fields for related combinatorial problems, e.g. graph coloring, as well as for graphs which are not regular and of large girth.
The algorithmic implications of phase transitions for higher order Markov random fields also remain open questions. In particular, one would expect a "complexity transition" at the uniqueness threshold with respect to approximately computing the relevant partition function and sampling from the associated distributions, as has been recently established for first order Markov random fields [122] , [107] , [108] , [48] , [7] , [106] , [80] , [27] , [123] . Another possible direction would be to investigate the connections between our work and the recent work on computing partition functions using belief propagation and related message-passing algorithms [29] , [16] , [105] , [102] .
Finally, it is open to investigate the connection between higher order homogenous isotropic Markov random fields and recent research on sparse graph limits [82] . This includes work studying notions of convergence in large random graphs [10] , [51] , [20] as well as other notions of convergent graph sequences [12] , [21] , [18] , [66] , [37] , [38] , [88] . It would also be interesting to study the relationship between higher order homogenous isotropic Markov random fields and the related notions of local algorithm and i.i.d. factor [55] , [53] , [54] , [52] , [84] , [43] , [19] , [33] , [66] . We note that such investigations also relate to various earlier studies of automorphism invariant distributions on infinite graphs [5] , [95] . More generally, we conclude with the following question.
Question 3. To what extent are higher order homogenous isotropic Markov random fields in the (appropriately defined) uniqueness regime capable of (approximately) encoding those distributions on independent sets which exhibit long-range boundary independence?
