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A detailed study of the paramagnetic to ferromagnetic phase transition in the one-band Hubbard
model in the presence of binary alloy disorder is presented. The influence of the disorder (with
concentration x and 1 − x of the two alloy ions) on the Curie temperature Tc is found to depend
strongly on electron density n. While at high densities, n > x, the disorder always reduces Tc, at
low densities, n < x, the disorder can even enhance Tc if the interaction is strong enough. At the
particular density n = x (i. e. not necessarily at half filling) the interplay between disorder-induced
band splitting and correlation induced Mott transition gives rise to a new type of metal-insulator
transition.
PACS numbers: 71.10.-w,71.10.Fd,71.27.+a,75.40.Cx
In correlated electron materials it is a rule rather than
an exception that the electrons, apart from strong inter-
actions, are also subject to disorder. The disorder may
result from non-stoichiometric composition, as obtained,
for example, by doping of manganites (La1−xSrxMnO3)
and cuprates (La1−xSrxCuO4) [1], or in the disulfides
Co1−xFexS2 and Ni1−xCoxS2 [2]. In the first two ex-
amples, the Sr ions create different potentials in their
vicinity which affect the correlated d electrons/holes. In
the second set of examples, two different transition metal
ions are located at random positions, creating two differ-
ent atomic levels for the correlated d electrons. In both
cases the random positions of different ions break the
translational invariance of the lattice, and the number of
d electrons/holes varies. As the composition changes so
does the randomness, with x = 0 or x = 1 corresponding
to the pure cases. With changing composition the sys-
tem can undergo various phase transitions. For example,
FeS2 is a pure band insulator which becomes a disordered
metal when alloyed with CoS2, resulting in Co1−xFexS2.
This system has a ferromagnetic ground state for a wide
range of x with a maximal Curie temperature Tc of 120
K. On the other hand, when CoS2 (a metallic ferromag-
net) is alloyed with NiS2 to make Ni1−xCoxS2, the Curie
temperature is suppressed and the end compound NiS2
is a Mott-Hubbard antiferromagnetic insulator with Ne´el
temperature TN = 40 K.
Our theoretical understanding of systems with strong
interactions and disorder is far from complete. For exam-
ple, it was realized only recently that in gapless fermionic
systems the soft modes couple to order parameter fluctu-
ations, leading to different critical behavior in the pure
and the disordered cases [3]. A powerful method for the-
oretical studies of strongly correlated electron systems
is the dynamical mean-field theory (DMFT) [4, 5, 6].
The DMFT is a comprehensive, conserving, and ther-
modynamically consistent approximation scheme which
emerged from the infinite dimensional limit of fermionic
lattice models [7]. During the last ten years the DMFT
has been extensively employed to study the properties of
correlated electronic lattice models. Recently the com-
bination of DMFT with conventional electron structure
theory in the local density approximation (LDA) has pro-
vided a novel computational tool, LDA+DMFT [8, 9],
for the realistic investigation of materials with strongly
correlated electrons, e. g. itinerant ferromagnets [10].
The interplay between local disorder and electronic
correlations can also be investigated within DMFT
[11, 12, 13, 14, 15]. Although effects due to coherent
backscattering cannot be studied in this way [11], since
the disorder is treated on the level of the coherent poten-
tial approximation [16], there are still important phys-
ical effects remaining. In particular, electron localiza-
tion, and a disorder-induced metal-insulator transition
(MIT), can be caused by alloy-band splitting. In the
present paper we study the influence of disorder on the
ferromagnetic phase. We will show that in a correlated
system with binary-alloy disorder the Curie temperature
depends non-trivially on the band filling. In the disor-
dered one-band Hubbard model we find that for a certain
band filling (density) n = Ne/Na, where Ne (Na) is the
number of electrons (lattice sites), disorder can weakly
increase the Curie temperature provided the interaction
is strong enough. A simple physical argument for this
behavior is presented. We also find that at special band
fillings n 6= 1 the system can undergo a new type of
Mott-Hubbard MIT upon increase of disorder and/or in-
teraction.
In the following we will study itinerant electron fer-
romagnetism in disordered systems, modeled by the
Anderson-Hubbard Hamiltonian with on-site disorder
H =
∑
ij,σ
tijc
†
iσcjσ +
∑
iσ
ǫiniσ + U
∑
i
ni↑ni↓, (1)
2where tij is the hopping matrix element and U is the
local Coulomb interaction. The disorder is represented
by the ionic energies ǫi, which are random variables.
We consider binary alloy disorder where the ionic en-
ergy is distributed according to the probability density
P (ǫ) = xδ(ǫ +∆/2) + (1 − x)δ(ǫ −∆/2). Here ∆ is the
energy difference between the two ionic energies, provid-
ing a measure of the disorder strength, while x and 1−x
are the concentrations of the two alloy ions. For ∆≫ B,
where B is the band-width, it is known that binary al-
loy disorder causes a band splitting in every dimension
d ≥ 1, with the number of states in each alloy subband
equal to 2xNa and 2(1− x)Na, respectively [16].
We solve (1) within DMFT. The local nature of the
theory implies that short-range order in position space is
missing. However, all dynamical correlations due to the
local interaction are fully taken into account.
In the DMFT scheme the local Green function Gσn
is given by the bare density of states (DOS) N0(ǫ) and
the local self-energy Σσn as Gσn =
∫
dǫN0(ǫ)/(iωn+µ−
Σσn − ǫ). Here the subscript n refers to the Matsubara
frequency iωn = i(2n + 1)π/β for the temperature T ,
with β = 1/kBT , and µ is the chemical potential. Within
DMFT the local Green function Gσn is determined self-
consistently by
Gσn = −
〈∫
D [cσ, c
⋆
σ] cσnc
⋆
σne
Ai{cσ ,c
⋆
σ
,G−1
σ
}∫
D [cσ, c⋆σ] e
Ai{cσ,c⋆σ,G
−1
σ }
〉
dis
, (2)
together with the k-integrated Dyson equation G−1σn =
G−1σn +Σσn. The single-site action Ai for a site with the
ionic energy ǫi = ±∆/2 has the form
Ai{cσ, c⋆σ,G−1σ } =
∑
n,σ
c⋆σnG−1σn cσn − ǫi
∑
σ
∫ β
0
dτnσ(τ)
−U
2
∑
σ
∫ β
0
dτc∗σ(τ)cσ(τ)c
∗
−σ(τ)c−σ(τ),(3)
where we used a mixed time/frequency convention for
Grassmann variables cσ, c
⋆
σ. Averages over the disorder
are obtained by 〈· · ·〉dis =
∫
dǫP (ǫ)(· · ·).
Since an asymmetric DOS is known to stabilize fer-
romagnetism in the one-band Hubbard model for mod-
erate values of U [17, 18, 19] we use the DOS of the
fcc-lattice in infinite dimensions, N0(ǫ) = exp[−(1 +√
2ǫ)/2]/
√
π(1 +
√
2ǫ) [20]. This DOS has a square root
singularity at ǫ = −1/√2 and vanishes exponentially for
ǫ→∞. In the following the second moment of the DOS,
W , is used as the energy scale and is normalized to unity
[21]. The one-particle Green function in Eq. (2) is deter-
mined by solving the DMFT equations iteratively[17, 18]
using Quantum Monte-Carlo (QMC) simulations [22].
Curie temperatures are obtained by the divergence of the
homogeneous magnetic susceptibility [17, 23].
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FIG. 1: Curie temperature Tc as a function of disorder
strength ∆ for band filling n larger [panel (a)] and smaller
[panel (b)] than the ionic concentration x (here x = 0.5): (a)
n = 0.7, U = 2, 4, and 6; (b) n = 0.3, U = 2, 3, 4, 5, and 6
(U increases from bottom to top). Note the different range of
∆ in both figures.
We find a striking difference in the dependence of the
Curie temperature Tc on disorder strength ∆ for differ-
ent band fillings n < x and n > x (we chose x = 0.5 for
numerical calculations). At n = 0.7, the critical tempera-
ture Tc(∆) decreases with ∆ for all values of U and even-
tually vanishes at sufficiently large disorder [Fig. 1(a)].
By contrast, at n = 0.3, Tc(∆) weakly decreases with ∆
at small U , but increases with ∆ at large values of U
[Fig. 1(b)].
As will be explained below, this striking difference orig-
inates from three distinct features of interacting electrons
in the presence of binary alloy disorder:
i) T pc ≡ Tc(∆ = 0), the Curie temperature in the
pure case, depends non-monotonically on band filling n.
Namely, T pc (n) has a maximum at some filling n = n
∗(U),
which increases as U is increased [17]; see Fig. 2.
ii) In the alloy disordered system the band is split [16]
when ∆≫W . As a consequence, for n < 2x and T ≪ ∆
electrons only occupy the lower alloy subband while the
upper subband is empty. Effectively, one can therefore
describe this system by a Hubbard model mapped onto
the lower alloy subband. Hence, it corresponds to a single
band with the effective filling neff = n/x. It is then
possible to determine Tc from the phase diagram of the
Hubbard model without disorder [17].
iii) The disorder leads to a reduction of T pc (neff) by a
factor x, i. e. we find
Tc(n) ≈ xT pc (n/x) (4)
when ∆≫W [24]. Hence, as illustrated in Fig. 2, Tc can
be determined by T pc (neff). Surprisingly, then, it follows
that, if U is sufficiently strong, the Curie temperature
of a disordered system can be higher than that of the
corresponding pure system [cf. Fig. 2]!
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FIG. 2: Schematic plot explaining the filling dependence of
Tc for interacting electrons with strong binary alloy disor-
der. Curves represent T p
c
, the Curie temperature for the pure
system, as a function of filling n at two different interactions
U1 ≪ U2 (cf. [17]). For n . x, Tc of the disordered system can
be obtained by transforming the open (for U1) and the filled
(for U2) point from n to neff , and then multiplying T
p
c
(n/x)
by x as indicated by arrows. One finds Tc(n) < T
p
c
(n) for U1,
but Tc(n) > T
p
c
(n) for U2. This difference originates from the
non-monotonic dependence of T p
c
on n.
To illustrate the alloy band splitting in the presence
of strong interactions discussed above [see (ii)] we calcu-
late the spectral density from the QMC results by the
maximal entropy method [25]. The results in Fig. 3 show
the evolution of the spectral density in the paramagnetic
phase at U = 4 and n = 0.3. At ∆ = 0 the lower and
upper Hubbard subbands can be clearly identified. The
quasiparticle resonance is merged with the lower Hub-
bard subband due to the low filling of the band, and is
reduced by the finite temperature. At ∆ > 0 the lower
and upper alloy subbands begin to split off. A similar
behavior was found at n = 0.7. The separation of the
alloy subbands in the correlated electron system for in-
creasing ∆ is one of the preconditions [cf. (ii)] for the
enhancement of Tc by disorder when n < x, as discussed
above.
The splitting of the alloy subbands and, as a result,
the changing of the band filling in the effective Hubbard
model implies that Tc vanishes for n > x. Namely, in the
ferromagnetic ground state each of the alloy subbands
can accommodate only xNa and (1− x)Na electrons, re-
spectively. Therefore, if the ground state of the system
were ferromagnetic the upper alloy subband would be
partially occupied for all n > x. This would, however,
increase the energy of the system by ∆ per particle in
the upper alloy subband. Therefore, in the ∆≫ U limit
the paramagnetic ground state is energetically favorable.
This explains why Tc vanishes at n = 0.7, as found in
our QMC simulations [Fig. 1(a)]. Our conclusion that Tc
vanishes for neff = n/x > 1 when ∆ ≫ W is consistent
with the observation in [17] that there is no ferromag-
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FIG. 3: Spectral density for different disorder strengths ∆
at n = 0.3 and U = 4 as obtained by the maximal entropy
method from QMC data at T = 0.071. The position of the
lower/upper Hubbard subbands (LHB/UHB) are almost un-
affected by the disorder, while the upper alloy subband shifts
to the right as indicated by arrows.
netism for n > 1 in the Hubbard model without disorder
on fcc-lattice in infinite dimensions.
The filling n = x is very particular because a new
MIT of the Mott-Hubbard type occurs. Namely, when
∆ increases (at U = 0), the non-interacting band splits,
leaving 2xNa states in the lower and 2(1 − x)Na states
in the upper alloy subband. Effectively, it means that
at n = x the lower alloy subband is half filled (neff =
1). Consequently, a Mott-Hubbard MIT occurs in the
lower alloy subband at sufficiently large interaction U
[26]. In fact, for ∆ ≫ U we may infer a critical value
Uc = 1.47W
∗ at T = 0 from the results of Refs. [27, 28],
where W ∗ is the renormalized bandwidth of the lower
alloy subband. Furthermore, from the analogy of this
MIT with that in the pure case [29] we can expect a
discontinuous transition for T . T ∗ ≈ 0.02W ∗, and a
smooth crossover for T & T ∗. From the results shown in
Fig. 4 it follows that T ∗ < 0.071, since for T = 0.071 and
U = 6 a gap-like structure develops in the spectrum at
∆ ≈ 1.6, implying a smooth but rapid crossover from a
metallic to an insulator-like phase [30].
The MIT described above is not obscured by the on-
set of antiferromagnetic long-range order because in in-
finite dimensions the fcc-lattice is completely frustrated
[20]. Hence the insulator is paramagnetic. The transi-
tion therefore occurs between a paramagnetic insulator
(PI) at high T and a ferromagnetic metal (FM) at low
T , at least at large U, as shown in the inset of Fig. 4.
The actual boundary between the paramagnetic metal
(PM) and the paramagnetic insulator-like phase has not
yet been determined. The thick line in the inset of Fig. 4
indicates the approximate position of the phase bound-
ary between the PM and PI phases. We note that at the
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FIG. 4: Spectral density for disorder strengths ∆ = 0, 1, 1.6,
and 1.8 (dotted, dashed, long-dashed and solid curves, re-
spectively) at n = 0.5 and U = 6 as obtained by the maximal
entropy method from QMC data at T = 0.071. For ∆ & 1.6 a
Mott-Hubbard gap-like structure develops around the Fermi
level. Inset: ∆−T phase diagram of the binary alloy Hubbard
model on the fcc-lattice in infinite dimensions at U = 6; PM -
paramagnetic metal, PI - paramagnetic insulator-like phase,
FM - ferromagnetic metal. Points with error bars represent
the Curie temperatures obtained from QMC simulations; the
solid line is a guide for the eye only. The thick line indicates
the phase boundary between the PM and PI phases (see text).
Circles: parameter values (∆, T ) corresponding to the spec-
tral densities shown in the main panel.
point where this boundary meets the FM phase the slope
of the transition line Tc(∆) changes.
In summary, we showed within DMFT that the inter-
play between binary-alloy disorder and electronic corre-
lation can result in unexpected effects, such as the en-
hancement of the transition temperature Tc for itiner-
ant ferromagnetism by disorder, and the occurrence of a
Mott-Hubbard type MIT off half-filling. An observation
of these effects requires good control of the system pa-
rameters over a wide range as was recently shown to be
possible in experiments with optical lattices [31].
We thank B. Velicky for valuable correspondence. KB
is grateful to R. Bulla and K. Wysokin´ski for discus-
sions, and to G. Keller for computer assistance. This
work was supported by a Fellowship of the Alexander
von Humboldt-Foundation (KB), and through SFB 484
of the Deutsche Forschungsgemeinschaft.
[1] M. Imada, A. Fujimori and Y. Tokura, Rev. Mod. Phys.
70, 1039 (1998).
[2] H. S. Jarrett et al., Phys. Rev. Lett. 21, 617 (1968); G.
L. Zhao, J. Callaway, and M. Hayashibara, Phys. Rev. B
48, 15781 (1993); S. K. Kwon, S. J. Youn, and B. I. Min,
Phys. Rev. B 62, 357 (2000); T. Shishidou et al., Phys.
Rev. B 64, 180401 (2001).
[3] D. Belitz et al., Phys. Rev. B 63, 174427 (2001); ibid.,
174428 (2001); T. R. Kirkpatrick and D. Belitz, Phys.
Rev. B 62, 966 (2000); ibid., 952 (2000); D. Belitz, T.R.
Kirkpatrick, and T. Vojta, Phys. Rev. Lett. 82, 4707
(1999).
[4] A. Georges et al., Rev. Mod. Phys. 68, 13 (1996).
[5] Th. Pruschke, M. Jarrell, and J. K. Freericks, Adv. in
Phys. 44, 187 (1995).
[6] D. Vollhardt, Correlated Electron Systems, vol. 9, ed. V.
J. Emery, (World-Scientific, Singapore, 1993), p. 57.
[7] W. Metzner and D. Vollhardt, Phys. Rev. Lett. 62, 324
(1989).
[8] V. I. Anisimov et al., J. Phys. Cond. Matter 9, 7359
(1997); A.I. Lichtenstein and M. I. Katsnelson, Phys.
Rev. B 57, 6884 (1998).
[9] K. Held et al., cond-mat/0112079 [Published in Quantum
Simulations of Complex Many-Body Systems: From The-
ory to Algorithms, eds. J. Grotendorst, D. Marks, and A.
Muramatsu, NIC Series Volume 10, p. 175-209 (2002)].
[10] A. I. Lichtenstein, M.I. Katsnelson, and G. Kotliar, Phys.
Rev. Lett. 87, 067205 (2001).
[11] R. Vlaming and D. Vollhardt, Phys. Rev. B 45, 4637
(1992); V. Janiˇs and D. Vollhardt, Phys. Rev. B 46,
15712 (1992).
[12] M. Ulmke, V. Janiˇs, and D. Vollhardt, Phys. Rev. B 51,
10411 (1995).
[13] V. Dobrosavljevic and G. Kotliar, Phys. Rev. Lett. 78,
3943 (1997)
[14] M. S. Laad, L. Craco, and E. Mu¨ller-Hartmann, Phys.
Rev. B 64, 195114 (2001).
[15] D. Meyer, Solid State Comm. 121, 565 (2002).
[16] B. Velicky, S. Kirkpatrick, and H. Ehrenreich, Phys. Rev.
175, 747 (1968).
[17] M. Ulmke, Eur. Phys. J. B 1, 301 (1998).
[18] J. Wahle et al., Phys. Rev. B 58, 12749 (1998).
[19] D. Vollhardt et al., in Band-Ferromagnetism, eds. K.
Baberschke, M. Donath, and W. Nolting, Lecture Notes
in Physics, vol. 580 (Springer, Berlin, 2001), p. 191.
[20] E. Mu¨ller-Hartmann, in V Symposium “Phys. of Metals”,
eds. E. Talik and J. Szade, p. 22 (Silesian University-
Poland, 1991).
[21] Exponential tails in the DOS prohibit the formation of
a genuine disorder and/or correlation induced gap in the
spectrum. However, a “soft gap”, where the spectrum
vanishes at a single point, is permitted.
[22] J. E. Hirsch and R. M. Fye, Phys. Rev. Lett. 56, 2521
(1986).
[23] K. Byczuk, D. Vollhardt, Phys. Rev. B 65, 134433
(2002).
[24] Eq. (4) can be derived within Hartree-Fock theory. We
find it to be valid even at strong interactions.
[25] A. W. Sandvik, Phys. Rev. B 57, 10287 (1998).
[26] The same holds true when n = 1+x, i. e. when the upper
alloy subband is half-filled.
[27] G. Moeller, Q. Si, G. Kotliar, M. Rozenberg, and D.S.
Fisher, Phys. Rev. Lett. 74, 2082 (1995).
[28] R. Bulla, Phys. Rev. Lett. 83, 136 (1999).
[29] R. Bulla, T.A. Costi, and D. Vollhardt, Phys. Rev. B 64,
045103 (2001).
[30] We are currently investigating this transition scenario at
T = 0 using the numerical renormalization group. (K.
Byczuk, W. Hofstetter, D. Vollhardt, unpublished)
[31] M. Greiner et al., Nature 415, 39 (2002).
