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Abstract
We consider a time-invariant, finite-dimensional system of ordinary differential equa-
tions, whose right-hand side is continuous, but not Lipschitz continuous in general. For
such a system, stability cannot be characterized in general by means of smooth Liapunov
functions. We prove a new version of the converse of first Liapunov theorem. We give also
some new conditions which allow us to verify, in different circumstances, whether a non-
smooth function is monotone along the solutions of the system.  2002 Elsevier Science
(USA). All rights reserved.
1. Introduction
The literature about the stability problem has been largely developed during
more than one century after the foundational work of Liapunov. Nevertheless,
there are still some mathematical aspects which have been not completely
enlightened. In this paper we aim to revisit the case of a time-invariant system
of the form
x˙ = f (x), (1)
where f (x) : Rn → Rn is continuous and f (0) = 0. According to the classical
definition, a solution of (1) is any function x = ϕ(t) defined on some interval
I ⊆ R, such that ϕ˙(t) = f (ϕ(t)) for all t ∈ I . Since f is continuous, Peano’s
theorem guarantees the existence of solutions for each initial state. However,
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corresponding to a given initial state there is, in general, no unique solution. We
denote by Sx0 the set of solutions ϕ(t) of (1) such that ϕ(0)= x0.
Since it has been assumed that f (0) = 0, the system has the trivial solution
ϕ(t) ≡ 0. We say that it is stable (in Liapunov’s sense) if for each ε > 0 there
exists δ > 0 such that for each initial state x0 with ‖x0‖< δ and all the solutions
ϕ ∈ Sx0 , it follows that ϕ is right continuable and ‖ϕ(t)‖< ε for all t  0.
Throughout this paper, by a (time-invariant) Liapunov function we mean a real
function V (x) defined on some open connected neighborhood X of the origin
possessing the following properties:
(i) V (0)= 0;
(ii) V (x) is continuous at x = 0;
(iii) for some η > 0 and for each σ > 0 there exists λ > 0 such that V (x) > λ
when σ  ‖x‖ η;
(iv) for each solution ϕ(t) of (1) defined on an interval I and lying in X for each
t ∈ I , the composite map V (ϕ(t)) is nonincreasing on I .
The following is a version of the so-called first Liapunov theorem (the proof
can be carried out as in [1] with some simple modifications).
Theorem 1.1. System (1) is stable at the origin if and only if there exists a
Liapunov function.
For many reasons, it would be desirable to have at ones disposal a Liapunov
function with some more regularity. For instance, if (1) describes the uncontrolled
dynamics of a control system, Liapunov functions of class C1 may be used in
order to construct feedback laws which improve the behavior of the system.
A typical situation occurs in connection with the so-called Jurdjevic–Quinn
method [2]: under certain additional assumptions, a feedback law depending
on the gradient of the Liapunov function provides asymptotic stabilization, and
stability with respect to external input.
Note also that if V is differentiable, then by the usual chain rule the mono-
tonicity condition (iv) reduces to
(iv′) ∇V (x) · f (x) 0 for all x ∈X,
and this can be verified without solving explicitly the differential equation.
Unfortunately, in general situations finding a Liapunov function with nice analytic
properties is a very hard and challenging task.
Well-known examples show that a Liapunov function which is continuous on
a whole neighborhood of the origin may fail to exist for a stable system (1)
even if the right-hand side is of class C∞. In fact, the existence of continuous
Liapunov function is equivalent to a stronger form of stability, the so-called
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absolute stability (see [1]). In addition, examples have been recently discovered,
which show that the existence of a continuous Liapunov function for (1) does
not imply the existence of a locally Lipschitz continuous Liapunov function, and
that the existence of a Lipschitz continuous Liapunov function does not imply in
general the existence of a C1 one [3].
On the other hand, Yorke proved in [4] that if f is continuous, and there exists
a unique solution of (1) for each initial state, then stability implies the existence
of a lower semi-continuous Liapunov function. Semi-continuity is not so much,
but it allows us to carry out some interesting developments.
First of all, we notice that (iii) is automatically fulfilled if V is lower semi-
continuous and positive definite. Moreover, semi-continuity is sufficient in order
to apply the methods of proximal analysis [5]. Let us recall that the proximal
subdifferential of V at x is the set of all vectors p which enjoy the following
property. There exists σ  0 and δ  0 such that for each z with ‖z− x‖< δ,
V (z)− V (x) p · (z− x)− σ‖z− x‖2.
The proximal subdifferential is a convex set; throughout this paper it will
be denoted by ∂P V (x). Provided that the right-hand side of (1) is locally
Lipschitz continuous and V is lower semi-continuous, it is proved in [6] that the
monotonicity condition (iv) holds if and only if
for each x ∈X and each p ∈ ∂PV (x), one has p · f (x) 0. (2)
We are now in a position to point out the aim and the contribution of the present
paper. First of all, we show in Section 2 that Yorke’s converse theorem which
states the existence of a lower semi-continuous Liapunov function, remains valid
under a slightly milder assumption. Then, we focus on certain characterizations of
the monotonicity property (iv). In Section 3, we study the more general case where
f is continuous and V is lower semi-continuous. We give a sufficient condition
and a (separate) necessary condition based on the so-called contingent directional
derivative. In Section 4 we prove that the monotonicity property (iv) can be
characterized by (2) even in the alternative situation when a locally Lipschitz
Liapunov function is known. Finally, in Section 5 we briefly comment the extent
to what the previous results can be generalized to differential inclusions.
The results of Sections 2 and 3, which complement the pioneering results
of [4,7,8], give a rather complete description of the stability problem in the
general case where the right-hand side of (1) is merely continuous and a lower
semi-continuous Liapunov function is available. On the other hand, the result of
Section 4 emphasizes the interest in Lipschitz continuous Liapunov functions.
The missing step is of course an existence theorem for Lipschitz continuous
Liapunov functions for time-invariant systems. As already remarked, this is
still an open problem (see [2] for partial results). Further developments in this
direction would represent a great progress in view of the applications to control
and optimal control theory.
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2. Semi-continuous Liapunov functions
We say that (1) exhibits continuous dependence on the initial state if ∀x0,
∀ϕ ∈ Sx0 , ∀ε > 0 and ∀τ > 0 such that ϕ(τ) is defined, ∃δ > 0 such that ∀x with
‖x − x0‖< δ ∃ψ ∈ Sx such that
‖ψ(τ)− ϕ(τ)‖< ε.
Continuous dependence on the initial state is implied by uniqueness (see, for
instance, [9, pp. 17–19]).
Systems with a continuous right-hand side do not exhibit in general continuous
dependence on the initial state, as it can be seen by the familiar example where
f (x)=√|x|.
Theorem 2.1. Assume that (1) exhibits continuous dependence on the initial
state, and let the origin be a stable equilibrium. Then there exists a lower semi-
continuous Liapunov function.
Proof. Let us define
V (x)= sup{‖ϕ(t)‖, t  0, ϕ ∈ Sx}.
According to the stability assumption, there exists η > 0 such that V (x) <+∞
for x ∈X = {x: ‖x‖< η}. It is obvious that V (x) ‖x‖ for any x ∈X, and this
in turn implies (iii). It is also clear that V (0)= 0 because of stability. The stability
assumption is invoked also in order to prove that V (x) is continuous at the origin.
Indeed, ∀ε > 0 ∃δ > 0 such that
‖x‖< δ, ϕ ∈ Sx ⇒ ‖ϕ(t)‖< ε, t  0
and hence V (x) ε. The monotonicity condition (iv) is a trivial consequence of
the definition and the fact that new solutions can be obtained piecing together
solutions defined on consecutive intervals.
It remains to prove that V is lower semi-continuous at an arbitrary point
x0 ∈ X. By the definition of V , for each ε > 0 there is ϕ ∈ Sx0 and τ > 0 such
that
V (x0)− ε/2 < ‖ϕ(τ)‖.
By the continuous dependence with respect to the initial state, there is δ > 0
such that for all x with ‖x − x0‖< δ there exists ψ ∈ Sx such that
‖ϕ(τ)‖− ‖ψ(τ)‖ ‖ϕ(τ)−ψ(τ)‖< ε/2.
Hence
V (x0)− ε/2 < ‖ϕ(τ)‖ ‖ψ(τ)‖ + ε/2.
Again, by the definition of V , we have ‖ψ(τ)‖ V (x). In conclusion,
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V (x0)− ε < ‖ψ(τ)‖ V (x)
which was required to prove. ✷
Remark. Under the same assumptions, it is also possible to construct an upper
semi-continuous Liapunov function, setting
V˜ (x)= inf{‖ϕ(t)‖, t  0, ϕ ∈ Sx}.
Of course, V˜ (x) V (x) for each x . In the case of the one-dimensional stable
system
x˙ = f (x)=
{
0 if x = 0,
x3 sin2 (π/x) if x = 0,
we have, for instance,
V (x)≡ 1
n
for |x| ∈
(
1
n+ 1 ,
1
n
]
,
V˜ (x)≡ 1
n+ 1 for |x| ∈
[
1
n+ 1 ,
1
n
)
.
3. Monotonicity in the semi-continuous case
In this section we address the problem of how the monotonicity condition (iv)
can be verified when we are not able to solve explicitly the differential equa-
tion (1). We start by introducing an important tool of nonsmooth analysis.
The upper right contingent derivative at the point x¯ in direction w¯ is defined
as
D+KV (x¯, w¯)= lim sup
h→0+
w→w¯
V (x¯ + hw)− V (x¯)
h
.
The lower right contingent derivative D+KV (x¯, w¯) is defined in an analogous
way, by taking the lim inf instead of the lim sup. Contingent derivatives are some-
times also called Dini derivatives. More properly, the upper right Dini derivative
at the point x¯ in direction w¯ is given by
D+V (x¯, w¯)= lim sup
h→0+
V (x¯ + hw¯)− V (x¯)
h
.
The two notions of generalized derivative differ in general. However, com-
paring the definitions it follows that they coincide when V is locally Lipschitz
continuous. They coincide also when n= 1 and w¯ = 0.
In the case where the right-hand side of (1) is locally Lipschitz continuous,
monotonicity results based on contingent derivatives have been already obtained
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in [4,7,8]. The following two propositions provide a sufficient condition and a
(separate) necessary condition for the case where f is merely continuous. We
need the following lemma, whose proof can be carried out by similar arguments
as in [10, p. 347]).
Lemma 3.1. Let g(t) : I →R be lower semi-continuous on I . Then, the following
statements are equivalent:
(i) g(t) is nonincreasing on I ;
(ii) D+g(t) 0 for all t ∈ I ;
(iii) D+g(t) 0 for all t ∈ I .
An analogous statement holds for the upper semi-continuous case, provided
that the right derivatives are replaced by the left ones.
Proposition 3.2. Let V be lower semi-continuous and let f be continuous. As-
sume that
D+KV (x,f (x)) 0
for each x ∈X; then V is nonincreasing along each solution ϕ of (1) lying in X.
Proof. Let g(t)= V (ϕ(t)), and recall that
D+g(t)= lim sup
h→0+
V (ϕ(t + h))− V (ϕ(t))
h
.
Since ϕ is differentiable everywhere,
D+g(t)= lim sup
h→0+
V (ϕ(t)+ hϕ˙(t)+ o(h))− V (ϕ(t))
h
.
Set now o(h)= γ (h)h, where limh→0 ‖γ (h)‖ = 0, and w(h) = ϕ˙(t)+ γ (h).
It is clear that limh→0 w(h)= ϕ˙(t)= v = f (ϕ(t)). Hence
D+g(t)= lim sup
h→0+
V (ϕ(t)+ hw(h))− V (ϕ(t))
h
 lim sup
h→0+
w→v
V (ϕ(t)+ hw)− V (ϕ(t))
h
=D+KV (ϕ(t), v).
By assumption, we see therefore that D+g(t) 0 for all t ∈ I and the proof is
completed by virtue of Lemma 3.1. ✷
Proposition 3.3. Assume, as in Proposition 3.2, that f is continuous and that
V is lower semi-continuous. Assume further that V is nonincreasing along each
solution of (1) lying in X; then D+KV (x,f (x)) 0 for each x ∈X.
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Proof. Let ϕ be a solution such that ϕ(t)= x ∈X, and let as before ϕ˙(t)= v =
f (ϕ(t)). Arguing as in the proof of Proposition 3.2, we see that
D+g(t)= lim inf
h→0+
V (ϕ(t + h))− V (ϕ(t))
h
= lim inf
h→0+
V (ϕ(t)+ hϕ˙(t)+ o(h))− V (ϕ(t))
h
 lim inf
h→0+
w→v
V (ϕ(t)+ hw)− V (ϕ(t))
h
=D+KV (x, v).
Using again Lemma 3.1, since g is nonincreasing, we have D+g(t)  0.
Hence, D+KV (x, v)  0. Since the choice of x is arbitrary, the proof is com-
plete. ✷
Note that there is a gap between the statements of Propositions 3.2 and 3.3. In
general, the situation cannot be improved.
Example 3.4. Inspired by a suggestion in [6], we consider a single-valued (not
Lipschitz continuous) equation
x˙ =√|x|
and a map
V (x)=
{0 if x  0,
1 if x > 0.
Clearly V is increasing along the solution
x(t)=
{−t2/4 if t  0,
t2/4 if t > 0.
Nevertheless, by a direct inspection we can see that D+KV (x,f (x))  0
everywhere. This shows that the converse of Proposition 3.3 is false in general. To
see that also the converse of Proposition 3.2 is false, we can use the same equation
as before and the function
V (x)=
{
1 if x < 0,
0 if x  0.
The monotonicity property holds, but D+KV (0, f (0))=D+KV (0,0)=+∞.
4. Monotonicity in the Lipschitz continuous case
As already explained in the Introduction, the problem of finding conditions
which ensures the existence of locally Lipschitz Liapunov functions is open.
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The main result of this section (Theorem 4.1) can be used to verify the
monotonicity condition (iv) in the case that one is able to find a locally Lipschitz
continuous Liapunov function but not an everywhere differentiable one. Instru-
mental for proving Theorem 4.1 is the notion of subdifferential, which is defined
as
∂V (x)=
{
p ∈Rn: lim inf
h→0
V (x + h)− V (x)− p · h
‖h‖  0
}
(see [5,11]). It is clear from the definitions that ∂PV (x)⊆ ∂V (x). We also need
the following theorem (see [5] for a more general statement and a proof).
Theorem (Subbotin). Let V be a lower semi-continuous function defined on
X ⊆Rn, let x¯ ∈X and y¯ ∈Rn. If there exists η > 0 such that
D+KV (x¯, y¯) > η,
then, for each δ > 0, there exist z and q ∈ ∂PV (z) such that
‖z− x¯‖< δ, |V (z)− V (x¯)|< δ,
and
q · y¯ > η.
Theorem 4.1. Let f be continuous and let V be locally Lipschitz continuous. The
following statements are equivalent:
(a) for each x ∈X and for each p ∈ ∂P V (x) we have p · f (x) 0;
(b) for each x ∈X, D+V (x,f (x)) 0;
(c) V is nonincreasing along the solutions of (1) lying inX (i.e., the monotonicity
condition (iv) holds).
Proof. First of all we recall that a lower semi-continuous function is locally
Lipschitz continuous if and only if ∂PV (x) is locally bounded [5, p. 54]. We recall
also that for a locally Lipschitz continuous function, the Dini derivatives and the
contingent derivatives coincide. We start by proving the equivalence between (a)
and (b).
(a) ⇒ (b). Assume, by contradiction, that there is a point x¯ ∈ X such that
D+V (x¯, f (x¯)) > η for some η > 0. Let K be a compact neighborhood of x¯ and
let M be a positive constant such that one has
‖p‖M (3)
for each x ∈K and each p ∈ ∂P V (x). By continuity of f , there exists δ > 0 such
that for ‖x − x¯‖< δ,
‖f (x)− f (x¯)‖< η
2M
. (4)
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Without loss of generality, we can assume that {x: ‖x − x¯‖< δ} ⊂K . Let us
apply Subbotin’s theorem with y¯ = f (x¯). It yields the existence of a point z and
a vector q ∈ ∂P V (z) such that
‖x¯ − z‖< δ and q · f (x¯) > η.
Taking into account (4), we have
q · f (x¯)= q · f (z)− q · (f (z)− f (x¯)) > η,
or
q · f (z) > q · (f (z)− f (x¯))+ η.
By virtue of (3) and (4), |q · (f (z) − f (x¯))|  η/2, so that q · f (z) >
η/2 > 0. In conclusion, we find a point z ∈ X and a vector q ∈ ∂PV (z) such
that q · f (z) > 0. A contradiction to (a).
(a) ⇐ (b). According to [7], the subdifferential of a function V at x coincides
with the set{
p: p · v D+KV (x, v), ∀v ∈Rn
}
.
If V is Lipschitzian, the contingent derivative can be replaced by the Dini
derivative as pointed out in Section 3. The conclusion easily follows, since the
proximal subdifferential is a subset of the subdifferential at every point.
We prove now the equivalence between (b) and (c).
(b)⇒ (c). Since V is Lipschitz continuous and ϕ is C1, the composite function
g(t)= V (ϕ(t)) is absolutely continuous, so that its derivative (in the usual sense)
exists for all t ∈ I \N , where N is a set of zero measure.
Let t¯ ∈ I \N . We have
g′(t¯ )= lim
h→0
V (ϕ(t¯ + h))− V (x(t¯ ))
h
. (5)
To compute the limit, we observe that
V (ϕ(t¯ + h))− V (ϕ(t¯ ))
h
= V (x¯ + ϕ˙(t¯ )h+ o(h))− V (x¯)
h
= V (x¯ + hv)− V (x¯)
h
+ V (x¯ + hv + o(h))− V (x¯ + hv)
h
, (6)
where we set x¯ = ϕ(t¯ ) and v = ϕ˙(t¯ )= f (x¯). Using the Lipschitz continuity of V ,
we immediately have
lim
h→0+
V (x¯ + hv + o(h))− V (x¯ + hv)
h
= 0.
We emphasize that the previous limit exists in the usual sense. Coming back
to (6), and taking the lower right limit on both sides, we get
A. Bacciotti / J. Math. Anal. Appl. 270 (2002) 488–498 497
D+g(t¯ )=D+V (x¯, v). (7)
In addition, since t¯ /∈ N , we have that g′(t¯ ) = D+g(t¯ ). Because of the as-
sumption (b), we have so proved that
g′(t) 0
a.e. for t ∈ I . The conclusion follows from Lemma 3.1.
(b) ⇐ (c). Let us fix x¯ ∈X, and let ϕ(t) any solution such that ϕ(0)= x¯ . From
the monotonicity condition, it follows that D+g(0)  0. By repeating the same
computations as above, from (7) we conclude that
D+V (x¯, f (x¯)) 0.
Since the choice of x¯ is arbitrary, the proof is complete. ✷
Remark. It is interesting to compare Theorem 4.1 with other analogous results in
the literature. Using a special type of set-valued derivative, a sufficient condition
(which is actually also necessary in the single-valued case) for a locally Lipschitz
continuous function V being monotone along the trajectories of a differential
inclusion is given in [12]. It requires the additional assumption that V is regular
(in Clarke’s sense).
In [11, p. 88], we can find a necessary and sufficient condition for monotonic-
ity, expressed in the form of a viscosity inequality. It holds under the assumptions
that the right-hand side f of (1) is of class C1 and that V is continuous.
Finally, as already recalled in the Introduction, the necessary and sufficient
condition of [6] requires that f is locally Lipschitz continuous, while V lower
semi-continuous suffices.
The equivalence between (b) and (c) easily follows also from Theorem 5.1
of [13], which is stated without proof, though.
5. Differential inclusions
Theorems 1.1 and 2.1 remain valid when (1) is replaced by a differential
inclusion
x˙ ∈ F(x), (8)
provided that existence of solutions for each initial state is guaranteed and the
continuous dependence property holds.
Propositions 3.2 and 3.3 may be extended, but their validity is limited to
classical solutions; i.e., solutions which are everywhere differentiable (when
we deal with differential inclusions, we usually admit as solutions absolutely
continuous functions ϕ(t) which satisfy (8) a.e.).
As far as Theorem 4.1 is concerned, it is easily seen that the implications
(a) ⇒ (b) ⇒ (c) are true in general for differential inclusions whose right-hand
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side are continuous in Hausdorff’s sense. A more complete treatment is carried
out in the related paper [14].
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