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Lately, there has been a renewed interest in fermionic 1-body reduced density matri-
ces and their restrictions beyond the Pauli principle. These restrictions are usually
quantified using the polytope of allowed, ordered eigenvalues of such matrices. Here,
we prove this polytope’s volume rapidly approaches the volume predicted by the Pauli
principle as the dimension of the 1-body space grows, and that additional corrections,
caused by generalized Pauli constraints, are of much lower order unless the number
of fermions is small. Indeed, we argue the generalized constraints are most restrictive
in (effective) few-fermion settings with low Hilbert space dimension.
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I. INTRODUCTION
Fermionic quantum states are antisymmetric: their N -body space is a wedge product
∧NH of N copies of the 1-body space H. In particular, this implies the Pauli principle.
Of course, antisymmetry is a more restrictive property, and it is a long-standing problem
to find out just how restrictive it is [10,11]. For example, it is unknown what k-particle
reduced density matrices
γΨk :=
(
N
k
)
Trk+1...N [|Ψ〉〈Ψ|] (1)
2
can arise from pure states |Ψ〉 ∈ ∧NH ⊂ ⊗NH. This is particularly relevant for k = 2, since
such knowledge would provide significant computational advantages.
In this paper, we focus on the simpler k = 1 case. The set of interest is{
γΨ1
∣∣ |Ψ〉 ∈ ∧NH, ‖ |Ψ〉 ‖ = 1}. (2)
Each γΨ1 is diagonalizable: it has eigenvalues and eigenvectors, but the latter can easily be
changed with a unitary transformation. Indeed the set is closed under such transformations:
it is entirely defined by the allowed eigenvalues of γΨ1 .
For H = Cd with N ≤ d, this information amounts to
Fd,N :=
{
(λ1, . . . , λd) ∈ Rd
∣∣ λ1 ≥ · · · ≥ λd eigenvalues of γΨ1 for |Ψ〉 ∈ ∧NCd, ‖ |Ψ〉 ‖ = 1} .
(3)
This is a convex polytope in Rd [1], and it can be determined numerically for small N and
d [1]. Less is known about higher N and d, and that is the focus of this paper. We are
motivated by the ongoing attempts to use knowledge about Fd,N in physics and chemistry
[3,4,14,16,17,18,19].
To start the investigation, let us check how Fd,N relates to a very important physical
fact: the Pauli principle. The Pauli principle says that the expectation value of any particle
number operator ni := a†iai in a normalized fermionic state |Ψ〉 is bounded by 1,
〈ni〉Ψ = 〈Ψ| a†iai |Ψ〉 = 〈Ψ|1− aia†i |Ψ〉 = 1− ‖a†i |Ψ〉 ‖2 ≤ 1, (4)
but this is equivalent to saying that the eigenvalues of γΨ1 are all bounded by 1. After all,
an annihilation operator ai acts as
√
N(〈ui| ⊗ 1) on N -fermion states like |Ψ〉, for some
1-particle state |ui〉, and
〈ui| γΨ1 |ui〉 = N Tr1...N [(|ui〉〈ui| ⊗ 1) |Ψ〉〈Ψ|] = 〈Ψ| a†iai |Ψ〉 = 〈ni〉 ≤ 1. (5)
Hence we know λ1 ≤ 1 for points in Fd,N . Since Fd,N is a convex polytope [1], it is
completely defined by inequalities involving the λi. These are known are as generalized
Pauli constraints [1,20], and have the general shape
c1λ1 + · · ·+ cdλd ≤ b (6)
for ci, b ∈ R. Are these as precious as the Pauli inequality λ1 ≤ 1?
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To investigate this from a purely mathematical viewpoint, define
Pd,N :=
{
(λ1, . . . , λd) ∈ Rd | 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 and λ1 + · · ·+ λd = N
}
. (7)
This is the crudest approximation to Fd,N we can make, and it uses only the Pauli inequality
and the normalization condition λ1 + · · ·+ λd = N . Does this give a good approximation to
Fd,N? For low N and d, certainly not.
Example 1. The N = 2 case has been understood since 1961 [23,24], the N = 3, d = 6
case since 1972 [5]. The relevant sets are
Fd,2 =
{
(λ1, . . . , λd)
∣∣∣∣∣ 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0, ∑
i
λi = 2, λ2i−1 = λ2i, λd = 0 if d is odd
}
F6,3 =
{
(λ1, . . . , λ6)
∣∣∣∣∣ 1 ≥ λ1 ≥ · · · ≥ λ6 ≥ 0, ∑
i
λi = 3, λi = 1− λ7−i, λ4 ≤ λ5 + λ6
}
.
In 2008, an algorithm was devised to calculate general Fd,N [1]. The resulting polytopes for
low N and d do not resemble Pd,N , but more so than in the instances above.
Clearly the difference between Fd,N and Pd,N is huge in these cases. Does this remain
true when d increases, or when N and d both increase? One way to measure this is by
comparing volumes. Although volume does not carry any physical information, it is a useful
way to investigate the two polytopes. Indeed, in line with what is suggested by the explicit
results for small N and d [1], we will show that Fd,N and Pd,N quickly have similar volume
as d increases, and explain why the polytopes are mostly alike.
The paper is divided into three parts. We discuss theorems about volume in Section II,
important insights from the proof in Section III, and the proof itself in Section IV.
II. THEOREMS ABOUT VOLUME
A. Comparing the volumes of Fd,N and Pd,N
Recall that we want to compare
Fd,N =
{
(λ1, . . . , λd) ∈ Rd
∣∣ λ1 ≥ · · · ≥ λd eigenvalues of γΨ1 for |Ψ〉 ∈ ∧NCd, ‖ |Ψ〉 ‖ = 1}
Pd,N =
{
(λ1, . . . , λd) ∈ Rd | 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 and λ1 + · · ·+ λd = N
}
.
(8)
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Note that Vold−1(Fd,N) = Vold−1(Fd,d−N) by particle-hole duality, and similar for Pd,N .
Our first theorem gives the volume’s limiting behaviour.
Theorem 2 (Limit behaviour). Let N ≥ 8 be fixed. Then,
lim
d→∞
Vold−1
(
Fd,N
)
Vold−1
(
Pd,N
) = 1.
Alternatively, for a fixed filling ratio r ∈ (0, 1),
lim
d→∞
Vold−1
(
Fd,brdc
)
Vold−1
(
Pd,brdc
) = 1.
This theorem is a corollary of the following estimates, which are proved in Section IV.
Theorem 3 (Quantitative estimate). Let 8 ≤ N ≤ d/2 be fixed. Then, if d is large enough
to guarantee d(N−1
N
)d−1 ≤ 1,
1 ≥ Vol
d−1 (Fd,N)
Vold−1
(
Pd,N
) ≥ 1− dN
1− d(N−1
N
)d−1
(
min
[
1
2
(N + 7),
√
32N
]
N
)d−1
.
Also, for integers d and N = rd ≥ 20 for some r ∈ (0, 1/2),
1 ≥ Vol
d−1 (Fd,rd)
Vold−1
(
Pd,rd
) ≥ 1− 1
rr+1/2(1− r)3/2−r
(
8
rr+1/2(1− r)1−r
1√
d
)d−1
.
Remarks. 1. Volume is used here as a way to compare Fd,N and Pd,N—it does not carry
any physical information. We do argue that insights from the proof allow for some
important conclusions. These are discussed in Section III.
2. Although these estimates show that convergence occurs rapidly, we can obtain better
estimates for low N and d. Remark 6 discusses this; Figure 1 illustrates the result.
3. The ratios above concern the effect of the generalized Pauli constraints on top of the
Pauli principle. It is useful to compare this to the effect of the Pauli principle itself
on the bosonic analogue of Fd,N . We discuss this in the next subsection.
B. Comparing with the effect of the Pauli principle
Define the bosonic polytope
Bd,N :=
{
(λ1, . . . , λd) ∈ Rd | λ1 ≥ · · · ≥ λd ≥ 0 and λ1 + · · ·+ λd = N
}
, (9)
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FIG. 1. A contour plot that shows a lower bound to Vold−1(Fd,N )/Vold−1(Pd,N ). The blue part
corresponds to N > d, which is impossible. The convergence happens as orange turns to yellow, and
it occurs extremely rapidly if N ≥ 80. Based on the numerical simulations, we believe convergence
should actually happen more quickly in the region 8 ≤ N ≤ 80, so that the yellow region extends
a long way towards the contour that forms a triangle in the orange region, but this cannot be
demonstrated with our method. We have no bound for N, d−N ≤ 8, but again based on numerics
(inspired by [8]; now see [9]), we believe convergence in d also occurs rapidly for 4 ≤ N, d−N ≤ 8.
which is Pd,N without the Pauli condition. It is well known this set is physically correct for
N ≥ 2: it is equal to
{
(λ1, . . . , λd) ∈ Rd
∣∣ λ1 ≥ · · · ≥ λd eigenvalues of γΨ1 for |Ψ〉 ∈ ⊗NSYMCd, ‖ |Ψ〉 ‖ = 1} .
(10)
Indeed, the discrepancy between the ‘naive’ Pd,N and the correct, more complicated Fd,N
is a purely fermionic phenomenon. Nevertheless, it is useful to compare Bd,N and Pd,N ,
since the Pauli principle cuts Bd,N down to Pd,N , after which the generalized constraints cut
Pd,N down to Fd,N . It seems reasonable to compare the volumes lost in these two steps, as
6
it suggests something about the impact of the generalized constraints compared to that of
the Pauli principle. Let us stress again that this is the main motivation behind this work:
volume itself is not important, but it is used here as a tool to investigate the structure of
these polytopes.
To make a comparison, we first need information about the difference between Pd,N and
Bd,N . This is proved at the end of Section IVD.
Proposition 4 (Volume loss due to Pauli). For 1 ≤ N ≤ d,
1− d
(
N − 1
N
)d−1
≤ Vol
d−1(Pd,N)
Vold−1(Bd,N)
≤ 1−
(
N − 1
N
)d−1
.
This immediately implies two things. First, that for fixed N and large d, the effect of
the Pauli principle on volume is negligible, and second, that for a fixed ratio r = N/d, the
Pauli principle has a non-negligible effect on volume. As we saw in the previous section, the
generalized constraints have a negligible effect in all cases. Using Theorem 3 and Proposition
4, a quantitative comparison can be made. To do this, note
Vold−1
(
Pd,N\Fd,N
)
Vold−1
(
Bd,N\Pd,N
) = 1−
Vold−1
(
Fd,N
)
Vold−1
(
Pd,N
)
Vold−1(Bd,N )
Vold−1(Pd,N )
− 1
, (11)
so that we obtain expressions like the ones in Theorem 3. Qualitatively nothing changes,
except that Nd−1 gets replaced by (N − 1)d−1 in the denominator of the first estimate. This
says that the volume effect of the generalized Pauli constraints is much smaller than that of
of the Pauli principle. The qualitative conclusions are listed below.
Corollary 5 (Comparing to Pauli). Let N ≥ 10 be fixed. Then,
lim
d→∞
Vold−1
(
Pd,N
)
Vold−1
(
Bd,N
) = 1 lim
d→∞
Vold−1
(
Pd,N\Fd,N
)
Vold−1
(
Bd,N\Pd,N
) = 0.
Also, for a fixed filling ratio r ∈ (0, 1),
lim sup
d→∞
Vold−1
(
Pd,brdc
)
Vold−1
(
Bd,brdc
) ≤ 1− e−1/r lim
d→∞
Vold−1
(
Pd,brdc\Fd,brdc
)
Vold−1
(
Bd,brdc\Pd,rd
) = 0.
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FIG. 2. Suppose the triangle is Pd,N . It has three extreme points. Imagine that one (blue) is in Fd,N ,
whereas two (red) are not, and that we can verify that the black points are in Fd,N . This means Fd,N
contains the blue set, say Ad,N,m,t, and hence Vold−1(Ad,N,m,t) ≤ Vold−1(Fd,N ) ≤ Vold−1(Pd,N ).
III. INSIGHTS FROM THE PROOF
A. Proof strategy
1. Pd,N is a polytope. We first determine which of its extreme points lie in Fd,N . As
discussed in the next subsection, this turns out to be the vast majority as N and d
increase. However, these do not yet capture a volume.
2. To deal with this, replace extreme points outside Fd,N by one or more intermediate
points that do lie in Fd,N . This captures part of the volume of Pd,N by convexity, and
this volume must be contained in Fd,N . In particular, we verify in Section IVC that
for integers 1 ≤ m ≤ N − 7 and t = N−m+1
N−m+9 ,
Ad,N,m,t :=
{
(λ1, . . . , λd) ∈ Pd,N | λm ≤ t
}
⊂ Fd,N . (12)
See Figure 2 for an illustration.
3. The above implies
Vold−1(Fd,N)
Vold−1(Pd,N)
≥ Vol
d−1(Ad,N,m,t)
Vold−1(Pd,N)
. (13)
We estimate these volumes in Section IVD and prove Theorems 2 and 3. Note that
m is a variable that can be optimized.
Remark 6. The volumes of Pd,N and Ad,N,m,t can also be calculated explicitly, see Proposi-
tion 7 and Appendix A respectively. This is sharpest estimate our method can give, and it
demonstrates how quickly Vold−1(Fd,N)/Vold−1(Pd,N) converges to 1 already for low N and
d (see Figure 1).
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B. Extreme points of Pd,N
We now discuss which extreme points of Pd,N are also in Fd,N . This provides important
clues as to why and when these two polytopes resemble each other. We start by indexing
the extreme points of Pd,N .
Proposition 7 (Properties of Pd,N). The extreme points of Pd,N are the Slater point(
1, . . . , 1︸ ︷︷ ︸
N
, 0, . . . , 0︸ ︷︷ ︸
d−N
) ∈ Rd (14)
and the N(d−N) distinct points(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i
d− i− j , . . . ,
N − i
d− i− j︸ ︷︷ ︸
d−i−j
, 0, . . . , 0︸ ︷︷ ︸
j
) ∈ Rd (0 ≤ i ≤ N − 1, 0 ≤ j ≤ d−N − 1).
(15)
The polytope has (d− 1)-dimensional volume
Vold−1(Pd,N) =
1
d!
√
d
(d− 1)!
N−1∑
k=0
(−1)k
(
d
k
)
(N − k)d−1. (16)
This is proved at the end of Section IVA. For now, note that the extreme points of Pd,N
are completely defined by the fact that they have i entries that are 1, and j entries that are
0. As we discuss in Section IVB, the ones correspond to a Slater determinant that can be
split off from the remainder of the state; the zeros can be ignored as unoccupied dimensions.
This gives the following observation.
Proposition 8. For 0 ≤ i ≤ N − 1, 0 ≤ j ≤ d−N − 1,(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i
d− i− j , . . . ,
N − i
d− i− j︸ ︷︷ ︸
d−i−j
, 0, . . . , 0︸ ︷︷ ︸
j
) ∈ Fd,N
⇐⇒
( N − i
d− i− j , . . . ,
N − i
d− i− j︸ ︷︷ ︸
d−i−j
)
∈ Fd−i−j,N−i.
States with this latter eigenvalue structure have been studied before.
Definition 9 (Completely entangled or fermionic LME states). A normalized state |Ψ〉 in
∧NCd is Locally Maximally Entangled (LME) [6,7], alternatively, completely entangled [1],
if its 1-body reduced density matrix satisfies
γΨ1 = N Tr2...N [|Ψ〉〈Ψ|] =
N
d
· 1d. (17)
These states form a subset V N,dLME ⊂ ∧NCd.
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dN
1 2 3 4 5 6 7 8 9 10 11 12
0 X X X X X X X X X X X X
1 X × × × × × × × × × × ×
2 X × X × X × X × X × X
3 X × × X X X X X X X
4 X × X X X X X X X
5 X × × X X X X X
6 X × X X X X X
7 X × × X X X
8 X × X X X
9 X × × X
10 X × X
11 X ×
12 X
TABLE I. Existence of LME states in ∧NCd. No LME states exist for (d ≥ 2, N = 1), (d odd, N =
2) and their particle-hole duals (d ≥ 2, N = d− 1), (d odd, N = d− 2).
It turns out fermionic LME states exist for almost all N and d.
Theorem 10 (Altunbulak–Klyachko [1]). Fermionic LME states exist unless
d ≥ 2, N = 1 d odd, N = 2 d odd, N = d− 2 d ≥ 2, N = d− 1
Table I illustrates this. Note that particle-hole symmetry is present because γΨholes1 =
1d − γΨparticles1 for particle-hole duals |Ψparticles〉 ∈ ∧NCd and |Ψholes〉 ∈ ∧d−NCd, so that the
LME property is preserved.
Remark 11. Though it is not needed in this paper, the dimension of V N,dLME/SU(d) can be
computed with techniques from [2,6,7,12,13]. For completeness, we include a theorem in
Appendix B.
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dN
1 2 3 4 5 6 7 8 9 10 11 12
0
1 (4, 5) (4, 4) (4, 3) (4, 2) (4, 1) (4, 0)
2 (3, 5) (3, 4) (3, 3) (3, 2) (3, 1) (3, 0)
3 (2, 5) (2, 4) (2, 3) (2, 2) (2, 1) (2, 0)
4 (1, 5) (1, 4) (1, 3) (1, 2) (1, 1) (1, 0)
5 (0, 5) (0, 4) (0, 3) (0, 2) (0, 1) (0, 0)
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TABLE II. The 30 extreme points (15) of P11,5 that are not the Slater point can be associated with
the filled boxes. Each extreme point is indexed by (i, j), with i = number of ones, and j = number
of zeros. The red points are not in F11,5.
From Theorem 10 and Proposition 8, we can now tell which extreme points (15) of Pd,N
are in Fd,N : each extreme point is indexed by (i, j) and corresponds to a different box of
Table I. Table II illustrates this for d = 11, N = 5.
This observation leads to the following conclusion: as d grows, more and more extreme
points of Pd,N correspond to blue boxes in Table I—that is, they are in Fd,N . The points
that Fd,N does not reach effectively correspond to N = 1, 2, d − 1, d − 2. Note that these
points have ‘few-body’ character.
As mentioned in the previous section, we will have to approach these problematic points
to capture a large volume. That is, we will seek points in Fd,N that are fairly close to the
problematic points. Lemma 21 shows which (suboptimal) points we use. It is interesting
to note that these again have few-body characteristics, in the sense that they consist of a
Slater determinant and two constituent parts that correspond to N = 3, 4, 5 states or their
particle-hole duals. All this supports the idea that the problematic parts of Pd,N somehow
relate to few-body states—that is when antisymmetry is most restrictive and the non-trivial
Pauli constraints are needed.
The following remark makes this a little more precise.
Remark 12. In Section IVC, we show that for 1 ≤ m ≤ N − 7 and t = N−m+1
N−m+9 ,
Ad,N,m,t :=
{
(λ1, . . . , λd) ∈ Pd,N | λm ≤ t
}
⊂ Fd,N . (18)
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This means that any point on a non-trivial boundary of Fd,N needs to have λm ≥ N−m+1N−m+9 for
1 ≤ m ≤ N − 7. For example for N = 1000, this implies that λ209 ≥ 0.99, that λ609 ≥ 0.98,
etc. For large N , this shows that a state on a non-trivial boundary of Fd,N has a dominant
Slater determinantal part. Based on numerics (inspired by [8]; now see [9]), we expect that
sharper bounds can be found. This could mean that even states with N = O(100) have an
approximate Slater determinantal part if they lie on a non-trivial boundary of Fd,N .
C. Discussion and outlook
Many suggested applications of the Pauli constraints involve non-trivial boundaries of
Fd,N (e.g. [3,14,16,17,18,19]). This paper provides some guidance on where these boundaries
are, and clarifies which extreme points of Pd,N cannot be reached. As discussed above, the
problematic extreme points relate to 1 and 2-particle (or hole) states, and the non-trivial
boundaries seem to be in the neighbourhood of these points.
Of course, volume convergence does not mean the Pauli constraints cannot play a role in
nature. Effective few-fermion states appear in atoms and also in Cooper pairs, for example—
everything depends on the Hamiltonian, and whether it creates correlated pockets with only
a few electrons. In general, it is still unclear whether near-Slater determinant ground states
of many-electron systems have the tendency to lie close to non-trivial boundaries of Fd,N .
To decide if this is the case, it would be good to study more specific examples, notably
ones with more electrons than those considered in [20,21,22]. Another open problem is the
implication of our results for Reduced Density Matrix Functional Theory (RDMFT).
Since physical systems often involve spin, let us add a final remark about the spin-
dependent polytopes discussed in [1]. The analysis and methods used here extend easily to
that case, with similar conclusions.
IV. ESTIMATES AND PROOFS
A. Geometry of Bd,N , Pd,N
It will be convenient to gather some facts about polytopes before we start.
Definition 13. A convex polytope is an intersection of a finite number of half-spaces. It
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can therefore be characterized as the points (x1, . . . , xd) ∈ Rd that satisfy a finite system of
linear inequalities Ax ≤ b, A : Rd → Rk, or
A11x1 + · · ·+ A1dxd ≤ b1
...
Ak1x1 + · · ·+ Akdxd ≤ bk.
(19)
An extreme point of a set P is a point x ∈ P that cannot be written as a convex
combination of two points in P that are distinct from x. It is that standard fact that the
extreme points of P can be characterized with the equations (19).
Lemma 14. Given a polytope P defined by k equations (19), the extreme points of P are
those points in P that satisfy d linearly independent equations with equality.
Proof. We study the two inclusions separately.
1. Assume k ≥ d and that a point x ∈ P satisfies d linearly independent equations of (19)
with equality. Also suppose x = µy + (1− µ)z for y, z ∈ P , µ ∈ [0, 1]. Gather the satisfied
equations in A˜ : Rd → Rd, and b˜ ∈ Rd. Since A˜y, A˜z ≤ b˜ and A˜x = µA˜y + (1 − µ)A˜z = b˜,
we have A˜y = A˜z = b˜, but such a system of d linearly independent equations can have at
most one solution, so x = y = z.
2. Suppose a point x ∈ P does not satisfy d linearly independent equations of (19) with
equality. We want to prove that it can be written as x = µy+(1−µ)z with y, z ∈ P distinct
from x. We will do this by finding v ∈ Rd and  > 0 such that A(x + v), A(x − v) ≤ b,
so that x+ v, x− v ∈ P . The existence of such a v is obvious if ker(A) 6= {0}, so assume
ker(A) = {0}, which implies k ≥ d and rank(A) = d.
By our assumption, there are at least k−d+1 equations in (19) that are strict inequalities,
and the corresponding basis vectors define a (k − d + 1)-dimensional subspace of Rk. If we
can find v ∈ Rd such that Av lies completely in that subspace, there exists  > 0 such that
A(x + v), A(x − v) ≤ b. But such a v exists, since we have assumed that the image of
A is d-dimensional, and so intersects any (k − d + 1)-dimensional subspace of Rk in some
non-zero point.
The convex polytopes we will study are all closed and bounded. In this case the Krein–
Milman theorem says that they are in fact the convex hull of their extreme points. The
13
minimal such d-dimensional object is a d-dimensional simplex—a convex hull of d+1 linearly
independent points.
The bosonic polytope Bd,N is a simplex. For completeness, we discuss it before turning
to Pd,N .
Proposition 15 (Properties of Bd,N). The extreme points of Bd,N (9) are
(N, 0, . . . , 0︸ ︷︷ ︸
d−1
)
(N
2
, N
2
, 0, . . . , 0︸ ︷︷ ︸
d−2
)
...
(N
d
, . . . . . . , N
d
),
(20)
and so Bd,N is a (d− 1)-dimensional simplex. It has volume
Vold−1(Bd,N) =
√
d
d!
1
(d− 1)! N
d−1. (21)
Proof. According to Lemma 14, any extreme point has to satisfy d linearly independent
defining equations with equality. There are d inequalities λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0 and
one equality λ1 + · · · + λd = N . Hence an extreme point is obtained when we ignore one
inequality from the list, solve the system of equations, and find that the solution lies in Bd,N .
This gives the d extreme points (20).
To calculate the volume, note that the set
Bunordd,N :=
{
(λ1, . . . , λd) ∈ Rd | λi ≥ 0 and λ1 + · · ·+ λd = N
}
(22)
can be split in d! pieces of equal volume based on the ordering of the λi, one of which is
Bd,N . Hence,
Vold−1(Bd,N) =
1
d!
Vold−1(Bunordd,N ). (23)
Also note thatBunordd,N has d linearly independent extreme points (N, 0, . . . , 0), . . . , (0, . . . , 0, N),
and so is a (d − 1)-dimensional simplex. In fact, it is a regular simplex since all its points
are equally spaced. If we add the origin (0, . . . , 0), we obtain a d-dimensional simplex
whose volume is easily calculated to be Nd/d! using the standard volume formula for cones
(base·height/dimension). As illustrated in Fig. 3, the (d− 1)-dimensional volume of Bunordd,N
can then be found be travelling distance  in the normal direction (1, . . . , 1)/
√
d and noting
14
λ1
λ2
(1,1)√
2
(0, 0) N = 3N = 2N = 1

FIG. 3. Bosonic polytopes B2,N for N = λ1 + λ2 = 1, 2, 3 (bold). The unordered polytopes Bunord2,N
are d! = 2 times as large and include the dashed continuations. The Bunord2,N have length
√
2N . One
way to calculate this is to note that the lightly shaded region (drawn for N = 2) has area N2/2.
This increases to (N +
√
2)2/2 if we move a distance  in the normal direction (1, 1)/
√
2. Hence
the derivative in  at  = 0, which is the surface length, is
√
2N .
that now λ1 + . . . λd = N +
√
d, so that the new volume is (N +
√
d)d/d!. Taking a
derivative with respect to  and combining this with (23) gives the volume of Bd,N .1
Proof of Proposition 7: Properties of Pd,N . Using Lemma 14 again, this time there are d+1
inequalities 1 ≥ λ1 ≥ λ2 ≥ · · · ≥ λd ≥ 0, and one equality λ1 + · · · + λd = N . Ignoring
two inequalities from the list, solving the resulting set of d equations, and checking whether
solutions lie in Pd,N results in (15). The extreme points are completely defined by the number
of λi equal to 1 (≤ N) and 0 (≤ d−N).
To calculate the volume, we use the same method as for Bd,N . To deal with the ordering,
define
P unordd,N :=
{
(λ1, . . . , λd) ∈ Rd | 1 ≥ λi ≥ 0 and λ1 + · · ·+ λd = N
}
. (24)
1 A more reliable, but less intuitive way to calculate the volume is to use the parametrization
(λ1, . . . , λd−1, N − λ1 − · · · − λd−1), where
√
d arises as the determinant of the Jacobian.
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λ1
λ2
(0, 0) N = 1

FIG. 4. The Pauli polytope P2,1 (bold). The unordered polytope P unord2,1 is d! = 2 times as large
and includes the dashed continuation. The method to determine the volume still applies, and we
still have λ1 + λ2 = N +
√
2 upon moving distance  in the normal direction. Naturally, the area
of the shaded region is subject to the Pauli bound λi ≤ 1.
As illustrated in Fig. 4, the bound λi ≤ 1 complicates the volume of this object. It
is now convenient to use the Irwin-Hall distribution of probability theory. For uniformly
distributed i.i.d. random variables and x ∈ R,
PXi∼U(0,1)[X1 + · · ·+Xd ≤ x] =
1
d!
bxc∑
k=0
(−1)k
(
d
k
)
(x− k)d. (25)
We note this is exactly the volume of the convex set generated by P unordd,N and the origin
(0, . . . , 0). Hence, as before,
Vold−1(P unordd,N ) = ∂PXi∼U(0,1)[X1 + · · ·+Xd ≤ N +
√
d]
∣∣∣
=0
=
√
d
(d− 1)!
N∑
k=0
(−1)k
(
d
k
)
(N − k)d−1.
(26)
Vold−1(Pd,N) acquires an extra 1/d! because of ordering.
B. Fermionic states: Proof of Lemma 8
To prove this lemma, we need to review some properties of fermionic states. First of all,
an N -fermion Slater determinant built from orthonormal |u1〉 , . . . , |uN〉 ∈ Cd is defined as
|u1 ∧ · · · ∧ uN〉 := 1√
N !
∑
σ∈SN
(−1)sgn(σ) |uσ(1) ⊗ · · · ⊗ uσ(N)〉 . (27)
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This satisfies antisymmetry under permutations σ ∈ SN , or
|u1 ∧ · · · ∧ uN〉 = (−1)sgn(σ) |uσ(1) ∧ · · · ∧ uσ(N)〉 . (28)
For an orthonormal basis |u1〉 , . . . , |ud〉 of Cd, the
(
d
N
)
Slater determinants built from that
basis are an orthonormal basis of ∧NCd. For a state |Φ〉 ∈ ∧NCd whose expansion in this
basis does not involve Slater determinants containing |ui〉, we define |ui ∧ Φ〉 ∧N+1 Cd by
linearity. For example,
|u1〉 ∧
(
1√
2
|u2 ∧ u3〉+ 1√
2
|u4 ∧ u5〉
)
=
1√
2
|u1 ∧ u2 ∧ u3〉+ 1√
2
|u1 ∧ u4 ∧ u5〉 . (29)
We will extend the definition of ∧ somewhat in Lemma 17. To do this, define the projec-
tion onto ∧NCd ⊂ ⊗NCd by
ΠNA :=
1
N !
∑
σ∈SN
(−1)sgn(σ)Uσ (30)
where Uσ is the permutation operator corresponding to σ. Comparing this to the definition
of a Slater determinant (27), we note
|v1 ∧ · · · ∧ vN〉 =
√
N ! ΠNA |v1 ⊗ · · · ⊗ vN〉 (31)
Finally, recall that the annihilation operator ai corresponding to |ui〉 acts as
ai =
√
N(〈ui| ⊗ 1) : ∧NCd → ∧N−1Cd. (32)
This implies that
ai |uj1 ∧ · · · ∧ ujk ∧ ui ∧ ujk+1 ∧ · · · ∧ ujN−1〉 = (−1)k |uj1 ∧ · · · ∧ ujN−1〉 , (33)
and also that ai gives zero on Slaters that do not contain |ui〉. Consequently, splitting an
N -fermion state |Ψ〉 = |Ψ1〉 + |Ψ2〉 into a part |Ψ1〉 containing Slaters without |ui〉, and a
part |Ψ2〉 = |ui ∧ Φ〉, we obtain
ai |Ψ〉 = |Φ〉 . (34)
We are now ready to prove Proposition 8 with the following two lemmas.
Lemma 16. Let |Ψ〉 ∈ ∧NCd be normalized with a 1-body reduced density matrix γΨ1 that
has ordered eigenvalues (λΨ1 , . . . , λΨd ) and corresponding eigenbasis |u1〉 , . . . , |ud〉.
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1. if λΨd = 0, then |Ψ〉 can be expanded in Slaters not containing |ud〉, and hence be
embedded in ∧NCd−1.
2. if λΨ1 = 1, then |Ψ〉 = |u1 ∧ Φ〉, and |Φ〉 ∈ ∧N−1Cd−1 can be expanded in Slaters not
containing |u1〉.
Proof. 1. Using (32), we find that the norm of the part of |Ψ〉 that contains |ud〉 is
‖ad |Ψ〉 ‖2 = 〈ud| γΨ1 |ud〉 = 0, (35)
so according to (34), no Slater in |Ψ〉 contains |ud〉.
2. Similarly, the norm of the part of |Ψ〉 containing |u1〉 is
‖a1 |Ψ〉 ‖2 = 〈u1| γΨ1 |u1〉 = 1, (36)
so all Slaters in this basis contain |u1〉, and we can write |Ψ〉 = |u1 ∧ Φ〉 and a1 |Ψ〉 = |Φ〉.
Lemma 17. For i = 1, 2, suppose that |Ψi〉 ∈ ∧NiCdi has 1-body reduced density matrix γΨi1
with eigenvalues λ(i)j , 1 ≤ j ≤ di and corresponding eigenvectors |u(i)j 〉, such that |u(1)j 〉 and
|u(2)j′ 〉 are mutually orthogonal for all j, j′. Then, extend (29) by
|Ψ1 ∧Ψ2〉 :=
√(
N1+N2
N1
)
ΠN1+N2A |Ψ1 ⊗Ψ2〉 ∈ ∧N1+N2Cd1+d2 . (37)
This state is normalized and its 1-body reduced density matrix is γΨ11 + γ
Ψ2
1 with eigenvalues
{λ(i)j | 1 ≤ j ≤ di, i = 1, 2}.
Proof. Using (31) and the projection property ΠN1+N2A (Π
N1
A ⊗ ΠN2A ) = ΠN1+N2A , it is easy to
see that for v1 . . . vN1+N2 orthonormal,√(
N1+N2
N1
)
ΠN1+N2 |v1 ∧ · · · ∧ vN1 ⊗ vN1+1 ∧ · · · ∧ vN1+N2〉 = |v1 ∧ · · · ∧ vN1+N2〉 (38)
is normalized. By linearity this directly extends to |Ψ1 ⊗Ψ2〉.
To show the eigenvalue property, denote sets of N1 distinct vectors {u(1)j1 , . . . , u(1)jN1} by S,
and their corresponding (ordered) Slater determinant by |S〉. Then,
|Ψ1〉 =
∑
S
cS |S〉 (39)
for suitable coefficients cS with
∑
S |cS|2 = 1. By (32) and (33), this implies
λ
(1)
j δjj′ = 〈u(1)j | γΨ11 |u(1)j′ 〉 = 〈Ψ1| (a(1)j′ )†a(1)j |Ψ1〉
=
∑
S3j,S′3j′
(−1)sgn(u(1)j ,S)(−1)sgn(u
(1)
j′ ,S
′)
cS′cS 〈S ′\u(1)j′ |S\u(1)j 〉 ,
(40)
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where sgn(u(1)j , S) is the sign of the permutation that reorders the elements of S from in-
creasing to u(1)j first, then increasing. Note that the inner product is 1 if S\u(1)j = S ′\u(1)j′
and 0 otherwise.
Adopting a similar notation for |Ψ2〉 with an index T , we find
|Ψ1 ∧Ψ2〉 =
∑
S,T
cScT |S ∪ T 〉 , (41)
noting S ∩ T = ∅ for all S, T . It is then easy to see that cross terms
〈u(1)j | γΨ1∧Ψ21 |u(2)j′ 〉 = 〈Ψ1 ∧Ψ2| (a(2)j′ )†a(1)j |Ψ1 ∧Ψ2〉 = 0 (42)
by orthogonality. Also,
〈u(1)j |γΨ1∧Ψ21 |u(1)j′ 〉 = 〈Ψ1 ∧Ψ2| (a(1)j′ )†a(1)j |Ψ1 ∧Ψ2〉
=
∑
S,S′,T
(−1)sgn(u(1)j ,S)(−1)sgn(u
(1)
j′ ,S
′)
cS′cS|cT |2 〈S ′\u(1)j′ ∪ T |S\u(1)j ∪ T 〉 = λ(1)j δjj′ ,
(43)
so λ(1)j is indeed an eigenvalue of γ
Ψ1∧Ψ2
1 . The same argument applies to the λ
(2)
j .
C. Proving Ad,N,m,t ⊂ Fd,N
Recall that Ad,N,m,t was defined for integers 1 ≤ m ≤ d and t ∈ [0, 1] as
Ad,N,m,t :=
{
(λ1, . . . , λd) ∈ Rd
∣∣∣∣∣ 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 and λm ≤ t and
d∑
i=1
λi = N
}
. (44)
Proposition 18. Let 8 ≤ N ≤ d/2, m ≤ N − 7 and t = N−m+1
N−m+9 . Then, Ad,N,m,t ⊂ Fd,N .
Note that Ad,N,m,t is a polytope. Our goal is to show that all of its extreme points are
contained in Fd,N . Recall from Lemma 14 that the extreme points of a polytope in Rd
satisfy d of the polytope’s defining equations. Since Ad,N,m,t is Pd,N constrained by λm ≤ t,
its extreme points come in two types:
• Extreme points of Pd,N (45) satisfying λm ≤ t. These satisfy d − 1 equations of
1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 with equality, and also
∑
i λi = N .
• Extreme points with λm = t. In addition, these satisfy d − 2 equations of 1 ≥ λ1 ≥
· · · ≥ λd ≥ 0 with equality, as well as
∑
i λi = N .
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We need to check that both types are contained in Fd,N . For the first type, recall the
extreme points of Pd,N from Proposition 7. These were the Slater point (1, . . . , 1, 0, . . . , 0)
and(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i
d− i− j , . . . ,
N − i
d− i− j︸ ︷︷ ︸
d−i−j
, 0, . . . , 0︸ ︷︷ ︸
j
) ∈ Rd (0 ≤ i ≤ N − 1, 0 ≤ j ≤ d−N − 1).
(45)
Also recall from Section III B that these are definitely in Fd,N unless N − i = 1, 2 or N − i =
d− i− j − 2, d− i− j − 1. The following lemma now shows the condition λm ≤ t excludes
these problematic cases.
Lemma 19. Let 8 ≤ N ≤ d/2, m ≤ N − 7 and t = N−m+1
N−m+9 . Then, of all the extreme points
of Pd,N , only those in (45) with 0 ≤ i ≤ m − 1 and 0 ≤ j ≤ d − i − N−it are contained in
Ad,N,m,t. In particular, points with i > N − 8 and j > d−N − 8 lie outside of Ad,N,m,t.
Proof. Since t < 1 and m < N , the Slater point and all points with i ≥ m are excluded. The
points with i ≤ m−1 have λm = N−id−i−j since d−j ≥ N+1. These points are only included if
N−i
d−i−j ≤ t, which gives the equation for j. The final remark follows from i ≤ m− 1 ≤ N − 8
and j ≤ d− i− N−i
t
≤ d−m+ 1− N−m+1
t
= d−N − 8.
It is now clear that Ad,N,m,t’s extreme points of the first type are in Fd,N , but we are not
ready for a proof of Proposition 18. We also need to study extreme points of the second
type, namely those with λm = t. We will actually ignore this defining property, and focus
on the fact they satisfy d− 2 equations of 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 with equality instead.
Lemma 20. Let (λ1, . . . , λd) ∈ Pd,N , and assume that at least d− 2 equations of 1 ≥ λ1 ≥
· · · ≥ λd ≥ 0 are satisfied with equality. Then, (λ1, . . . , λd) can be written as a convex
combination of (at most) two extreme points of Pd,N that satisfy the same d − 2 equations
with equality.
Proof. Note that the d − 2 equalities, together with ∑i λi = N , define a 1-dimensional
subspace of Rd. Our point must lie in the intersection of Pd,N with this subspace, which
is a bounded convex set with a most two extreme points. It is defined by the above d − 1
equalities, together with the two remaining inequalities of 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0. According
to Lemma 14, its extreme points satisfy one of those inequalities with equality, and hence d
of the defining equations of Pd,N : they are extreme points of Pd,N .
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This says we will not miss out on any extreme points of Ad,N,m0,t0 if we restrict attention
to line segments between extreme points of Pd,N that share d − 2 equalities of 1 ≥ λ1 ≥
· · · ≥ λd ≥ 0. Fortunately, we know many such line segments are completely contained
in Fd,N , simply because their defining extreme points are, according to the analysis from
Section III B. We will need more information for line segments whose endpoints are not both
contained in Fd,N . It turns out the following lemma provides this, as will be explained in
the proof of Proposition 18 further down.
Lemma 21. Let 8 ≤ N ≤ d/2, m ≤ N −7 and t = N−m+1
N−m+9 . Consider an extreme point (45)
of Pd,N indexed by (i, j) with 0 ≤ i ≤ m − 1 and 0 ≤ j ≤ d − i − N−it . Then, the following
points are contained in Fd,N .(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i− 4
N − i− 1 , . . . ,
N − i− 4
N − i− 1︸ ︷︷ ︸
N−i−1
,
4
d−N − j + 1 , . . . ,
4
d−N − j + 1︸ ︷︷ ︸
d−N−j+1
, 0, . . . , 0︸ ︷︷ ︸
j
)
(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i− 5
N − i− 2 , . . . ,
N − i− 5
N − i− 2︸ ︷︷ ︸
N−i−2
,
5
d−N − j + 2 , . . . ,
5
d−N − j + 2︸ ︷︷ ︸
d−N−j+2
, 0, . . . , 0︸ ︷︷ ︸
j
)
(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i− 3
N − i+ 1 , . . . ,
N − i− 3
N − i+ 1︸ ︷︷ ︸
N−i+1
,
3
d−N − j − 1 , . . . ,
3
d−N − j − 1︸ ︷︷ ︸
d−N−j−1
, 0, . . . , 0︸ ︷︷ ︸
j
)
(
1, . . . , 1︸ ︷︷ ︸
i
,
N − i− 3
N − i+ 2 , . . . ,
N − i− 3
N − i+ 2︸ ︷︷ ︸
N−i+2
,
3
d−N − j − 2 , . . . ,
3
d−N − j − 2︸ ︷︷ ︸
d−N−j−2
, 0, . . . , 0︸ ︷︷ ︸
j
)
(46)
These points lie on the line segments between the extreme point of Pd,N indexed by (i, j) and
those indexed by (N − 1, j), (N − 2, j), (i, d−N − 1) and (i, d−N − 2) respectively. Any
extreme points of Ad,N,m,t on these line segments are contained in Fd,N .
Proof. We only discuss the first point of (46). The others can be treated in a similar way.
To prove that the point is contained in Fd,N , we concatenate LME states using Lemma
17. To start, take an i-dimensional subspace of Cd and construct a Slater determinant |Ψ1〉.
We then pick an (N − i− 1)-dimensional subspace of the remaining Cd−i and construct an
LME state |Ψ2〉 of N − i − 4 particles, which exists by Theorem 10 since N − i − 4 ≥ 4.
Finally, we pick an (d − N − j + 1)-dimensional subspace of the remaining Cd−N+1 and
construct an LME state |Ψ3〉 of 4 particles. which exists since d−N − j+ 1 ≥ 9. Lemma 17
then says that |Ψ1 ∧Ψ2 ∧Ψ3〉 ∈ ∧NCd with the desired (ordered) eigenvalue vector. Hence,
the point is in Fd,N .
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Now consider the statement about the line segment. It is easy to see that the three points
are on a line. Their order is also simple to check, for instance in the first case by verifying
N−i−4
N−i−1 ∈ [ N−id−i−j , 1] using N−id−i−j ≤ N−iN−i+8 ≤ N−i−4N−i−1 since j ≤ d−N − 8 as used in Lemma 19.
For the final statement, note that the extreme point of Pd,N indexed by (i, j) is in Fd,N ,
and that it has λm = N−id−i−j ≤ t by Lemma 19. The first point of (46) is also in Fd,N , but it
has λm = N−i−4N−i−1 ≥ N−m−3N−m ≥ N−m+1N−m+9 = t by our assumptions. Since λm is strictly increasing
on the line segment between (i, j) and (N − 1, j), this means that all points with λm ≤ t on
that line segment are in Fd,N , but then so must any extreme points of Ad,N,m,t be.
We are now ready to prove that Ad,N,m,t ⊂ Fd,N when m ≤ N − 7 and t = N−m+1N−m+9 .
Proof of Proposition 18. Recall that we wanted to show that all extreme points of Ad,N,m,t
are in Fd,N . We identified two types of extreme points below Proposition 18: points that
are also extreme points of Pd,N , and points that are not, but satisfy λm = t. Lemma 19 says
that points of the first type are all contained in Fd,N .
For points of the second type, Lemma 20 proves that we can restrict our attention to line
segments between certain pairs of extreme points of Pd,N . In many cases such line segments
are entirely in Fd,N since their endpoints are according to Theorem 10 and Proposition 8.
Which pairs of extreme points are left to check? We claim that the pairs addressed in
Lemma 21 suffice. Why? By our reasoning just now, any remaining pairs must contain a
member that corresponds to one of the problematic extreme points of Theorem 10, which
leaves only the cases i = N − 1, N − 2 or j = d−N − 1, d−N − 2. These points are outside
Ad,N,m,t by Lemma 19, so the other member of the pair should be inside—the interpolation
could not contain an extreme point of Ad,N,m,t otherwise. Also, Lemma 20 says that it suffices
to consider two points that have d− 2 equalities of 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 in common. Each
point (45) satisfies d− 1 of these with equality, so is easy to see that only pairs (i, j), (i′, j′)
with i = i′ or j = j′ qualify—see Table III for the position of such pairs in the LME table.
All these considerations reduce our efforts to exactly the pairs discussed in Lemma 21.
That lemma also showed that any extreme points of Ad,N,m,t on the corresponding line
segments are in Fd,N , so that all extreme points of Ad,N,m,t are, and indeed the set itself
is.
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dN
1 2 3 4 5 6 7 8 9 10 11 12
0
1 (4, 5) (4, 4) (4, 3) (4, 2) (4, 1) (4, 0)
2 (3, 5) (3, 4) (3, 3) (3, 2) (3, 1) (3, 0)
3 (2, 5) (2, 4) (2, 3) (2, 2) (2, 1) (2, 0)
4 (1, 5) (1, 4) (1, 3) (1, 2) (1, 1) (1, 0)
5 (0, 5) (0, 4) (0, 3) (0, 2) (0, 1) (0, 0)
6
TABLE III. Illustration of the proof of Proposition 18, following the ∧5C11 example of Table II.
Consider pairs involving the point (1, 1). According to Lemma 20, it suffices to consider the bold
points, because we can connect (1, 1) to these points by a line that satisfies d−2 of 1 ≥ λ1 ≥ · · · ≥ λd
with equality. Of the bold points, only the line segments connecting to the red points are not
automatically contained in Fd,N by Theorem 10, so these require the additional work from Lemma
21. Note, though, that this illustration is not perfect: the case ∧5C11 is not actually covered by
the main theorem—this example is just explain these considerations.
D. Volume estimates
The important conclusion from Proposition 18 is that for certain m and t,
Vold−1(Fd,N)
Vold−1(Pd,N)
≥ Vol
d−1(Ad,N,m,t)
Vold−1(Pd,N)
. (47)
We now start estimating this ratio.
First, note that we can remove the ordering by adding a factor 1/d! to both volumes, and
replacing λm ≤ t by λ[m] ≤ t, where the latter denotes the mth largest value of an unordered
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vector (λ1, . . . , λd). This implies
Vold−1(Ad,N,m,t)
Vold−1(Pd,N)
=
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and λ[m] ≤ t and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and ∑di=1 λi = N })
= 1−
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and λ[m] > t and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and ∑di=1 λi = N })
≥ 1−
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λ[m] > t and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and ∑di=1 λi = N })
≥ 1−
(
d
m
)Vold−1 ({(λ1, . . . , λd) ∈ Rd ∣∣∣ λ1, . . . , λm > t and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and ∑di=1 λi = N }) ,
(48)
where we use permutation invariance in the last step.
In Proposition 7, we showed the volume in the denominator is equal to
√
d ∂yPXi∼U(0,1)
[ d∑
i=0
Xi ≤ y
]∣∣∣∣∣
N
=
√
d
1
(d− 1)!
bNc∑
k=0
(−1)k
(
d
k
)
(N − k)d−1, (49)
which the probability density function of the Irwin-Hall distribution. To give a lower bound
on (48), we need a lower bound on this quantity, but for fixed N and d→∞ that amounts
to a large deviations estimate. The only exception is N = d/2, so we aim to reduce to that
case by proving the following lemma.
Lemma 22. Assuming d ≥ 3, the quantity
√
d ∂yPXi∼U(0,1)
[ d∑
i=0
Xi ≤ y
]∣∣∣∣∣
x
x−(d−1) (50)
is continuously differentiable and monotone decreasing in x ∈ (0,∞).
Proof. Since the derivative above is the probability density function of a sum of i.i.d. uniform
random variables, it is easy to confirm with induction that it is a repeated convolution of
the U(0, 1)-density 1[0,1]. That is,
∂yPXi∼U(0,1)
[ d∑
i=0
Xi ≤ y
]∣∣∣∣∣
x
= 1
∗(d−1)
[0,1] (x) =
1
(d− 1)!
bxc∑
k=0
(−1)k
(
d
k
)
(x− k)d−1. (51)
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This gives continuous differentiability in x ∈ (0,∞) for (50) as long as d ≥ 3. For mono-
tonicity, we use induction. Starting from d = 3,
1∗2[0,1](x)
x2
=
1
2
1[0,∞)(x)− 3
2
(1− 1
x
)21[1,∞)(x) +
3
2
(1− 2
x
)21[2,∞)(x)− 1
2
(1− 3
x
)21[3,∞)(x) (52)
is indeed monotone decreasing on (0,∞). Now assume the statement is true for some d ≥ 3,
and consider the derivative of (50) for d+ 1, x ∈ (0,∞),
√
d
xd∂y1
∗d
[0,1](x)− dxd−11∗d[0,1](x)
x2d
. (53)
We claim this is negative on (0,∞). Note that induction tells us this is the case for d, and
so for x ∈ (0,∞),
(d− 1)1∗(d−1)[0,1] (x) ≥ x∂y1∗(d−1)[0,1] (x). (54)
Adding 1∗(d−1)[0,1] (x) and convoluting with 1[0,1] gives
d1∗d[0,1](x) ≥
∫ x
x−1
1
∗(d−1)
[0,1] (s) + s∂y1
∗(d−1)
[0,1] (s)ds =
∫ x
x−1
∂y(y1
∗(d−1)
[0,1] )(s)ds
= x1
∗(d−1)
[0,1] (x)− (x− 1)1∗(d−1)[0,1] (x− 1)
≥ x
(
1
∗(d−1)
[0,1] (x)− 1∗(d−1)[0,1] (x− 1)
)
= x∂y1
∗d
[0,1](x),
(55)
where we used the explicit form of (51) in last step, and its positivity in the one before.
Hence, (50) is monotone decreasing on (0,∞).
This allows us estimate the volume of Pd,N .
Proposition 23. For d ≥ 7 and N ≤ d/2,
d! Vold−1(Pd,N) = Vol
d−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λi ∈ [0, 1] and d∑
i=1
λi = N
})
≥
√
d
2
(
2N
d
)d−1
.
(56)
Proof. According to Lemma 22 and (51), this quantity is lower bounded by
√
dNd−1 ∂yPXi∼U(0,1)
[ d∑
i=0
Xi ≤ y
]∣∣∣∣∣
d/2
(
d
2
)−(d−1)
=
√
d
(
2N
d
)d−1
1
∗(d−1)
[0,1] (d/2). (57)
According to the last equality of (55) and (51),
1
∗(d−1)
[0,1] (d/2) =
∫ d/2
−∞
[
1
∗(d−2)
[0,1] (s)− 1∗(d−2)[0,1] (s− 1)
]
ds = PXi∼U(0,1)
[ d−1∑
i=0
Xi ∈ [d2 − 1, d2 ]
]
. (58)
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By Chebyshev’s inequality, this is
PXi∼U(0,1)
[ ∣∣∣ d−1∑
i=0
Xi − d−12
∣∣∣ ≤ 12] ≥ 1− 3d− 1 ≥ 12 (59)
for d ≥ 7.
Having dealt with the denominator of (48), it remains to calculate the numerator.
Proposition 24. Let m ≥ 0 be an integer and t ∈ R. Assuming N ≥ mt,
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λ1, . . . , λm > t and d∑
i=1
λi = N
})
=
√
d
1
(d− 1)!(N −mt)
d−1.
(60)
Proof. In close analogy with (49), the volume above is equal to
√
d (2N)d ∂yPXi∼U(0,2N)
[
X1, . . . , Xm > t and
d∑
i=0
Xi ≤ y
]∣∣∣∣∣
N
, (61)
where the value 2N was chosen as a convenient number bigger than N . Note that the (2N)d
arises as the volume of [0, 2N ]d. Since this is again a probability density, its value is similar
to (51), namely
√
d (2N)d
(
1
(2N)m
1
∗(m−1)
[t,2N ] ∗
1
(2N)d−m
1
∗(d−m−1)
[0,2N ]
)
(N) =
√
d
(
1
∗(m−1)
[t,2N ] ∗ 1∗(d−m−1)[0,2N ]
)
(N).
(62)
To show that this is indeed (60), we use induction on d,m→ d+ 1,m+ 1 to prove a slightly
more general claim, namely that for x ≤ 2N ,(
1
∗(m−1)
[t,2N ] ∗ 1∗(d−m−1)[0,2N ]
)
(x) =
1
(d− 1)!(x−mt)
d−11[mt,∞](x). (63)
The base case—m = 0, any d—is covered by the above analysis and (49). We now assume
the formula is true for d,m and note
1[t,2N ] ∗
(
1
∗(m−2)
[t,2N ] ∗ 1∗(d−m−1)[0,2N ]
)
(x) =
1
(d− 2)!
∫ ∞
−∞
(s−mt)d−21[mt,∞](s)1[t,2N ](x− s)ds
=
1
(d− 2)!
∫ max(mt,x−t)
mt
(s−mt)d−2ds,
(64)
which proves the claim.
As a final ingredient, we prove Proposition 4 stated in Section II B.
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Proof of Proposition 4. We use techniques mentioned before. Similar to (48), we obtain
Vold−1(Pd,N)
Vold−1(Bd,N)
=
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λ[1] ≤ 1 and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ ∑di=1 λi = N })
= 1−
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λ[1] > 1 and ∑di=1 λi = N })
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ ∑di=1 λi = N })
≥ 1− d
Vold−1
({
(λ1, . . . , λd) ∈ Rd
∣∣∣ λ1 > 1 and ∑di=1 λi = N })
d! Vold−1
(
Bd,N
) ,
(65)
so the lower bound follows from Proposition 15 and Proposition 24. For the upper bound,
start again from the middle line of (65), use λ1 > 1 =⇒ λ[1] > 1 and Proposition 24.
The main result now follows by combining the results above.
Proof of Theorems 2 and 3. Theorem 2 follows directly from the bounds of Theorem 3.
These can be derived as follows.
1. Fix 8 ≤ N ≤ d/2, and recall that we previously obtained Proposition 18 and (48).
Combining this with Proposition 24 and the lower bound of Proposition 4 gives
Vold−1(Fd,N)
Vold−1(Pd,N)
≥ Vol
d−1(Ad,N,m,t)
Vold−1(Pd,N)
≥ 1−
(
d
m
)
1
1− d(N−1
N
)d−1 (N −mtN
)d−1
≥ 1− d
N
1− d(N−1
N
)d−1 (N −mtN
)d−1 (66)
for m ≤ N − 7 and t = N−m+1
N−m+9 .
To obtain a good estimate both for low and high N , we use two different m. The first is
simplym = N−7, which gives N−mt = 1
2
(N+7). The second ism = N+9−d√8√N + 9e,
for which it can be verified that N −mt ≤ √32N . This bound is not allowed if N + 9 −
d√8√N + 9e ≥ N − 7, but in this case min [1
2
(N + 7),
√
32N
]
= 1
2
(N + 7). This proves the
estimate.
2. For N = rd ≥ 20, we again use (48) and Proposition 24, but also Proposition 23. This
gives
Vold−1(Fd,N)
Vold−1(Pd,N)
≥ Vol
d−1(Ad,N,m,t)
Vold−1(Pd,N)
≥ 1− 2
(
d
N
)(
1
2r
)d−1
1
(d− 1)!
(
N −mt)d−1. (67)
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We choose m = N + 9 − d√8√N + 9e as before, and use N −mt ≤ √32N = √32rd. For
the factorials, we use Stirling’s formula
1
(d− 1)! ≤
1√
2pi
√
d− 1
(
e
d− 1
)d−1
, (68)
and(
d
N
)
=
(
d
rd
)
=
d!
(rd)!
(
(1− r)d)! ≤ edd+1/2e−d2pi(rd)rd+1/2e−rd((1− r)d)(1−r)d+1/2e−(1−r)d
=
e
2pi
√
d
1
rr+1/2(1− r)3/2−r
( 1
rr(1− r)1−r
)d−1
.
(69)
Since d ≥ 2N ≥ 40, all this gives
Vold−1(Fd,rd)
Vold−1(Pd,rd)
≥ 1− 2 e
(2pi)3/2
√
d(d− 1)
1
rr+1/2(1− r)3/2−r
(
ed
2(d− 1)
√
32
rr+1/2(1− r)1−r
1√
d
)d−1
≥ 1− 1
rr+1/2(1− r)3/2−r
(
8
rr+1/2(1− r)1−r
1√
d
)d−1
.
(70)
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Appendix A: Exact volume of Ad,N,m,t
As discussed in Remark 6, the following calculation gives the sharpest estimate our
method can produce, but it is not used in the proof of the main theorems.
First, recall that Ad,N,m,t was defined for integers 1 ≤ m ≤ d, N ∈ R, t ∈ [0, 1] as
Ad,N,m,t :=
{
(λ1, . . . , λd) ∈ Rd
∣∣∣∣∣ 1 ≥ λ1 ≥ · · · ≥ λd ≥ 0 and λm ≤ t and
d∑
l=1
λl = N
}
.
28
Theorem 25. Let X1, . . . , Xd ∼ U(0, 1) i.i.d. and x ∈ R. For 1 ≤ m ≤ d, let X(d+1−m) be
the (d + 1 −m)th order statistic, that is, the (d + 1 −m)th smallest value, which means it
is the mth largest value. Then, for t ∈ [0, 1],
P
[
X(d+1−m) ≤ t ∩
d∑
l=1
Xl ≤ x
]
=
1
d!
min(m−1,bxc)∑
i=0
(−1)i(d
i
)
(x− i)d
+
1
d!
min(m−1,bxc)∑
i=0
bx−i
t
c∑
k=m−i
(−1)k+i( d
k+i
)(
k+i
i
)(m−i−1∑
j=0
(−1)j(k
j
))
(x− kt− i)d.
(A.1)
Comparable to Proposition 7, this gives the volume
Vold−1(Ad,N,m,t) =
√
d
d!
∂x P
[
X(d+1−m) ≤ t ∩
d∑
l=1
Xl ≤ x
]∣∣∣∣∣
x=N
. (A.2)
Remark 26. When differentiated in x, this probability relates to the order statistics of a
bunch of uniform random variables with constraint
∑
lXl = x. Such order statistics are
presumably well-known, but we were unable to find a suitable reference.
Note that by permutation invariance, we have
P
[
X(d+1−m) ≤ t ∩
d∑
l=1
Xl ≤ x
]
=
m−1∑
j=0
(
d
j
)
P
[
X1, . . . , Xj > t, Xj+1, . . . , Xd ≤ t ∩
d∑
l=0
Xl ≤ x
]
.
(A.3)
We compute the latter probabilities separately.
Lemma 27. Let X1, . . . , Xd ∼ U(0, 1) i.i.d. and x ∈ R. For 0 ≤ j ≤ d, t ∈ [0, 1],
P
[
X1, . . . , Xj > t, Xj+1, . . . , Xd ≤ t ∩
d∑
l=0
Xl ≤ x
]
=
1
d!
j∑
i=0
(−1)i(j
i
) bx−it c−(j−i)∑
k=0
(−1)k(d−j
k
)(
x− (k + j − i)t− i)d
(A.4)
Note that this is zero if j ≥ bx
t
c+ 1.
Proof. We use induction on j−1, d−1 to j, d, that is, we add a random variable and assume
that it is bigger than t. The base case has j = 0 and general d, or
P
[
X1, . . . , Xd ≤ t ∩
d∑
l=0
Xl ≤ x
]
=
1
d!
bx
t
c∑
k=0
(−1)k(d
k
)
(x− kt)d. (A.5)
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This can be verified by seeing this probability is equal to
P
[ d∑
l=0
Xl ≤ x
∣∣ X1, . . . , Xd ≤ t] P[X1, . . . , Xd ≤ t] = P[ d∑
l=0
Xl
t
≤ x
t
∣∣ X1, . . . , Xd ≤ t]td,
(A.6)
and using (25). For the induction step, we integrate over Xj = s ∈ [t, 1]. This gives
P
[
X1, . . . , Xj > t, Xj+1, . . . , Xd ≤ t ∩
d∑
l=0
Xl ≤ x
]
=
∫ 1
t
P
[
X1, . . . , Xj−1 > t, Xj+1, . . . , Xd ≤ t ∩
d∑
l=0
Xl ≤ x− s
]
ds
=
1
(d− 1)!
j−1∑
i=0
(−1)i(j−1
i
) ∫ 1
t
bx−s−i
t
c−(j−1−i)∑
k=0
(−1)k(d−j
k
)(
x− s− (k + j − 1− i)t− i)d−1ds.
(A.7)
Note that for all terms k ≤ bx−i−1
t
c − (j − i− 1), the integral is over the entire range [t, 1],
but that for k ≥ bx−i−1
t
c − (j − i − 1) + 1 it is only over [t, x − i − (k + j − i − 1)t]. This
interval is empty if k ≥ bx−i
t
c − (j − i) + 1, and so (A.7) is equal to
1
d!
j−1∑
i=0
(−1)i(j−1
i
)[ bx−it c−(j−i)∑
k=0
(−1)k(d−j
k
)(
x− (k + j − i)t− i)d
−
bx−i−1
t
c−(j−i−1)∑
k=0
(−1)k(d−j
k
)(
x− (k + j − i− 1)t− (i+ 1))d]
=
1
d!
j∑
i=0
(−1)i[(j−1
i
)
+
(
j−1
i−1
)] bx−it c−(j−i)∑
k=0
(−1)k(d−j
k
)(
x− (k + j − i)t− i)d,
(A.8)
which is the desired result.
Proof of Theorem 25. Rewriting Lemma 27 slightly and checking which terms are clearly
zero, we obtain that (A.3) is equal to
1
d!
min(m−1,bx
t
c)∑
j=0
(
d
j
)min(j,bxc)∑
i=0
(
j
i
) bx−it c∑
k=j−i
(−1)k−j( d−j
k−(j−i)
)(
x− kt− i)d. (A.9)
A careful exchange of the sums gives
1
d!
min(m−1,bxc)∑
i=0
min(m−1,bx
t
c)∑
j=i
bx−i
t
c∑
k=j−i
(−1)k−j(d
j
)(
j
i
)(
d−j
k−(j−i)
)(
x− kt− i)d. (A.10)
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We then use
(
d
j
)(
j
i
)(
d−j
k−(j−i)
)
=
(
d
k+i
)(
k+i
i
)(
k
j−i
)
and a second exchange of sums to obtain
1
d!
min(m−1,bxc)∑
i=0
bx−i
t
c∑
k=0
(−1)k( d
k+i
)(
k+i
i
)min(m−1,bxt c,i+k)∑
j=i
(−1)j( k
j−i
)(x− kt− i)d. (A.11)
Notice k ≤ bx−i
t
c implies k ≤ bx
t
c − i, and so the part between the big brackets equals
(−1)i
min(m−i−1,k)∑
j=0
(−1)j(k
j
)
, (A.12)
which is (−1)i if k = 0 and 0 if k ≤ m − i − 1, so that k = 0 gives rise to the first term of
(A.1), and the k ≥ m− i to the second.
Appendix B: Dimension of V N,dLME/ SU(d)
For completeness, we extend the results of [6,7] to fermions, and calculate the dimension
of V N,dLME/ SU(d) (Definition 9). These dimensions are not otherwise used in this paper.
Theorem 28. Given that SU(d) acts as A ∈ SU(d) 7→ A⊗ · · · ⊗A on V N,dLME (Definition 9).
dim(V N,dLME/ SU(d)) =

0 if N = 0, N = d
−1 if d ≥ 2 and N = 1, N = d− 1
0 if d ≥ 2 is even and N = 2, N = d− 2
−1 if d ≥ 2 is odd and N = 2, N = d− 2
≥ 0 if d = 6, N = 3
≥ 0 if d = 7 and N = 3, N = 4
≥ 0 if d = 8 and N = 3, N = 5(
d
N
)− d2 if d = 8, N = 4 or d ≥ 9 and 3 ≤ N ≤ d− 3
Here, dimension −1 indicates V N,dLME/ SU(d) = ∅, whereas dimension 0 indicates that it is a
point. The orange results only indicate existence of LME states.
Proof. N = 0, N = d
This case is trivial since there is only one normalized state and it satisfies (17).
d ≥ 2 and N = 1, N = d− 1
A 1-body pure state has eigenvalues (1, 0, . . . , 0), so it cannot be LME for d ≥ 2. The other
case is identical by particle-hole duality.
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d ≥ 2 even and N = 2, N = d− 2
For any state |Ψ〉 ∈ ∧2Cd, there are numbers c1 ≥ · · · ≥ cbd/2c ≥ 0 and an orthonormal basis
|u1〉 , . . . , |ud〉 such that [23,24]
|Ψ〉 =
bd/2c∑
j=1
cj |u2j−1 ∧ u2j〉 . (B.1)
To obtain an LME state for d even, we need c1 = · · · = cd/2 =
√
2/d. It is then the
choice of basis that defines the LME state, but this can be changed with K = SU(d) so
dim(V N,dLME/K) = 0. Particle-hole duality gives the same for N = d− 2.
d ≥ 2 odd and N = 2, N = d− 2
If d is odd, the general form (B.1) rules out the existence of LME states.
d = 6 and N = 3
The following state is LME.
1√
2
(|u1 ∧ u2 ∧ u3〉+ |u4 ∧ u5 ∧ u6〉). (B.2)
d = 7 and N = 3, N = 4
The following state is LME.
1√
7
(|u1 ∧ u2 ∧ u3〉+ |u1 ∧ u4 ∧ u5〉+ |u1 ∧ u6 ∧ u7〉
+ |u2 ∧ u4 ∧ u6〉+ |u2 ∧ u5 ∧ u7〉+ |u3 ∧ u4 ∧ u7〉+ |u3 ∧ u5 ∧ u6〉).
(B.3)
d = 8 and N = 3, N = 5
The following state is LME.
1√
8
(|u1 ∧ u2 ∧ u3〉+ |u1 ∧ u4 ∧ u5〉+ |u1 ∧ u6 ∧ u7〉+ |u2 ∧ u4 ∧ u6〉
+ |u2 ∧ u5 ∧ u8〉+ |u3 ∧ u5 ∧ u7〉+ |u3 ∧ u6 ∧ u8〉+ |u4 ∧ u7 ∧ u8〉).
(B.4)
d = 8, N = 4, or d ≥ 9 and 3 ≤ N ≤ d− 3
We rely on [7]. To comply with notation, set V := ∧NCd. The groups K := SU(d) and
G := SL(d) act on V symmetrically, that is A 7−→ A ⊗ · · · ⊗ A. For the Lie algebras, this
defines a representation a ∈ sl(d) 7−→ a⊗ 1⊗ · · · ⊗ 1+ · · ·+ 1⊗ · · · ⊗ 1⊗ a. The moment
map µ : P(V )→ sl(d)∗ can then be written in terms of the 1-body reduced density matrix,
µ(|Ψ〉)(a) = 〈Ψ| a⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ a |Ψ〉 = Tr[aγΨ1 ], (B.5)
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by antisymmetry of |Ψ〉. The moment map maps to zero if and only if γΨ1 is proportional to
the identity, but this happens if and only if |Ψ〉 is LME. Hence V N,dLME/K = µ−1(0)/K.
We now simply apply the steps from [7]. The recipe is as follows
a) If ρ : G → GL(V ) is a representation of a complex reductive group G, and V has a
norm that is invariant under a maximal compact subgroup K of G, the Kempf–Ness
theorem [13] applies and we have
µ−1(0)/K ' P(V )//G, (B.6)
which is the geometric invariant theory quotient of the projective space P(V ).
b) The dimension of this quotient P(V )//G is then derived in [7] using two facts. The first
is that, under the additional assumption that the representation ρ is finite-dimensional,
there exists a ‘generic’ stabilizer group S [15] such that dim(P(V )//G) = dim(V ) −
dim(G) + dim(S)− 1. This S is defined to be a closed subgroup of G such that there
exists an open dense subset U ⊂ V with the property that for every x ∈ U , the
stabilizer Gx at x is conjugate to S.
c) All that remains is to determine the dimension of S. This is done with work of
Élashvili [12], which says that assuming G is semisimple and ρ irreducible, we should
check whether
l(ρ|H) ≥ 1 for every (non-trivial) simple normal subgroup H of G. (B.7)
Given a faithful finite-dimensional representation ρ : H → GL(V ) of a simple complex
linear algebraic group H, this index is defined as [2]
l(ρ) :=
Tr[ρ∗(a)2]
Tr[ad(a)2]
, (B.8)
where a ∈ Lie(H), ρ∗ is the representation of Lie(H) associated with ρ and ad is
the adjoint representation of Lie(H). This is independent of the choice of a as long
as Tr[ad(a)2] 6= 0. If the criterion (B.7) holds, Élashvili [12] provides us with the
dimension dim(S), allowing for a calculation of dim(P(V )//G).
It is easy to check all the required assumptions hold and the recipe can be applied.
We just need to verify (B.7) for SL(d). To calculate the index, take a ∈ sl(d) to be a =
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diag(µ1, . . . , µd) with Tr[a] =
∑
i µi = 0. As shown in Example 3.4 in [2], it is easy to
calculate
Trsl(d)[ad(a)
2] =
∑
i 6=j
(µi − µj)2 =
∑
i 6=j
µ2i + µ
2
j − 2µiµj
= 2(d− 1) Tr[a2]− 2(Tr[a]2 − Tr[a2]) = 2dTr[a2]. (B.9)
For
Tr
[
ρ∗(a)2
]
= Tr∧NCd
[
(a⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ a)2], (B.10)
we use a basis of Slater determinants (27) built from the eigenvectors |u1〉 , . . . , |ud〉 of a. A
single Slater determinant contributes terms of the form
〈ui1 ∧ · · · ∧ uiN | a2 ⊗ 1⊗ · · · ⊗ 1 |ui1 ∧ · · · ∧ uiN 〉 =
1
N
∑
1≤k≤N
µ2ik , (B.11)
and similarly,
〈ui1 ∧ · · · ∧ uiN | a⊗ a⊗ 1⊗ · · · ⊗ 1 |ui1 ∧ · · · ∧ uiN 〉 =
1(
N
2
) ∑
1≤k<k′≤N
µikµik′ . (B.12)
Noticing that the contribution µik is obtained from the
(
d−1
N−1
)
Slaters that contain |uik〉,
and each contribution µikµik′ is obtained from the
(
d−2
N−2
)
Slaters that contain both |uik〉 and
|uik′ 〉, we find (B.10) becomes
Tr
[
ρ∗(a)2
]
=
(
d−1
N−1
)∑
i
µ2i + 2
(
d−2
N−2
) ∑
1≤i<j≤d
µiµj
=
[(
d−1
N−1
)− ( d−2
N−2
)]
Tr
[
a2
]
+
(
d−2
N−2
)
Tr[a]2 =
(
d−2
N−1
)
Tr
[
a2
]
.
(B.13)
Therefore, the index of the representation A⊗ · · · ⊗ A of SL(d) on ∧NCd is
l(ρ) =
1
2d
(
d− 2
N − 1
)
. (B.14)
We check l(ρ) = 5/4 for d = 8, N = 4. For d ≥ 9 and 3 ≤ N ≤ d− 3, note
1
2d
(
d− 2
N − 1
)
≥ 1
2d
(
d− 2
2
)
=
d2 − 5d+ 6
4d
≥ 7
6
. (B.15)
where the first inequality is obvious from the properties of binomial coefficients, and the
second can easily be derived by noting that the derivative in d ≥ 9 is positive.
Since (B.7) holds, [12] says that the connected component S0 of S is trivial, but then
dim(S) = dim(S0) = 0, and dim(P(V )//G) = dim(V )− dim(G)− 1 = ( d
N
)− d2.
34
REFERENCES
[1] M. Altunbulak and A. Klyachko. The Pauli principle revisited. Communications in
Mathematical Physics, 282(2):287–322, 2008.
[2] E. Andreev, E. Vinberg, and A. G. Élashvili. Orbits of greatest dimension in semi-simple
linear Lie groups. Functional Analysis and its Applications, 1(4):257–261, 1967.
[3] C. L. Benavides-Riveros, J. M. Gracia-Bondía, and M. Springborg. Quasipinning and
entanglement in the lithium isoelectronic series. Physical Review A, 88(2):022508, 2013.
[4] C. L. Benavides-Riveros and M. A. Marques. Static correlated functionals for reduced
density matrix functional theory. The European Physical Journal B, 91(6):133, 2018.
[5] R. Borland and K. Dennis. The conditions on the one-matrix for three-body fermion
wavefunctions with one-rank equal to six. Journal of Physics B: Atomic and Molecular
Physics, 5(1):7, 1972.
[6] J. Bryan, S. Leutheusser, Z. Reichstein, and M. Van Raamsdonk. Locally maximally
entangled states of multipart quantum systems. Quantum, 3:115, 2019.
[7] J. Bryan, Z. Reichstein, and M. Van Raamsdonk. Existence of locally maximally en-
tangled quantum states via geometric invariant theory. In Annales Henri Poincaré,
volume 19, pages 2491–2511. Springer, 2018.
[8] P. Bürgisser, C. Franks, A. Garg, R. Oliveira, M. Walter, and A. Wigderson. Efficient
algorithms for tensor scaling, quantum marginals, and moment polytopes. In 2018 IEEE
59th Annual Symposium on Foundations of Computer Science (FOCS), pages 883–897.
IEEE, 2018.
[9] P. Bürgisser, C. Franks, A. Garg, R. Oliveira, M. Walter, and A. Wigderson. Towards
a theory of non-commutative optimization: geodesic first and second order methods for
moment maps and polytopes. arXiv:1910.12375, 2019.
[10] A. J. Coleman. Structure of fermion density matrices. Reviews of Modern Physics,
35(3):668, 1963.
[11] A. J. Coleman and V. I. Yukalov. Reduced density matrices: Coulson’s challenge, vol-
ume 72. Springer Science & Business Media, 2000.
[12] A. G. Élashvili. Stationary subalgebras of points of the common state for irreducible
linear Lie groups. Functional Analysis and Its Applications, 6(2):139–148, 1972.
35
[13] G. Kempf and L. Ness. The length of vectors in representation spaces. In Algebraic
geometry, pages 233–243. Springer, 1979.
[14] A. A. Klyachko. The Pauli exclusion principle and beyond. arXiv:0904.2009, 2009.
[15] R. Richardson. Principal orbit types for algebraic transformation spaces in characteristic
zero. Inventiones mathematicae, 16(1):6–14, 1972.
[16] C. Schilling. Hubbard model: Pinning of occupation numbers and role of symmetries.
Physical Review B, 92(15):155149, 2015.
[17] C. Schilling. Quasipinning and its relevance for N -fermion quantum states. Physical
Review A, 91(2):022105, 2015.
[18] C. Schilling, M. Altunbulak, S. Knecht, A. Lopes, J. D. Whitfield, M. Christandl,
D. Gross, and M. Reiher. Generalized Pauli constraints in small atoms. Physical Review
A, 97(5):052503, 2018.
[19] C. Schilling, C. L. Benavides-Riveros, A. Lopes, T. Maciążek, and A. Sawicki. Implica-
tions of pinned occupation numbers for natural orbital expansions. i: Generalizing the
concept of active spaces. arXiv:1908.10938, 2019.
[20] C. Schilling, D. Gross, and M. Christandl. Pinning of fermionic occupation numbers.
Physical review letters, 110(4):040404, 2013.
[21] F. Tennie, D. Ebler, V. Vedral, and C. Schilling. Pinning of fermionic occupation
numbers: General concepts and one spatial dimension. Physical Review A, 93(4):042126,
2016.
[22] F. Tennie, V. Vedral, and C. Schilling. Influence of the fermionic exchange symmetry
beyond Pauli’s exclusion principle. Physical Review A, 95(2):022336, 2017.
[23] C. N. Yang. Concept of off-diagonal long-range order and the quantum phases of liquid
He and of superconductors. Reviews of Modern Physics, 34(4):694, 1962.
[24] D. Youla. A normal form for a matrix under the unitary congruence group. Canadian
Journal of Mathematics, 13:694–704, 1961.
36
