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A new class of symmetric polynomials in n variables z = (z,, , z”), denoted 
tA(r), and labelled by partitions h = [Xi . h,] is defined in terms of standard 
tableaux (equivalently, in terms of Gel’fand-Weyl patterns of the general linear 
group GL(n, C)). The r,,(z) are shown to be a Z-basis of the ring of all symmetric 
polynomials in n variables. In contrast o the usual basis sets such as the Schur 
functions ex(z), which are homogeneous polynomials in the z,, the tX(z) are 
inhomogeneous. This property is reflected inthe fact hat the th(z) are a natural 
basis for the expansion of certain @homogeneous) symmetric polynomials con- 
structed from rising factorials. This and several other properties of the th(z) are 
proved. Two generalizations ofthe th(z) are also given. The first generalizes the 
th(z) to a l-parameter family of symmetric polynomials, Th(a; z), where a is an 
arbitrary parameter. The T,(a; z) are shown to possess properties similar to those 
of the r,,(z). The second generalizes the lx(z) to a class of skew-tableau symmetric 
polynomials, tX,,+( z), for which only a few preliminary results are given. Q 1989 
Academic Press, Inc. 
I. INTRODUCTION AND SUMMARY 
The investigation and development of properties of the canonical 
Wigner-Clebsch-Gordan coefficients of the symmetry group SU(3) (Refs. 
[l-5], and references therein) has led to the discovery of some interesting 
mathematics that is related directly to special functions, algebra, and 
combinatorics. These discoveries include: (1) a symmetric function general- 
ization of the Gauss hypergeometric function and an associated generaliza- 
tion of the Saalschiitz identify (Refs. [6-S]); (2) a formula relating the 
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Littlewood-Richardson umbers to the Kostka numbers (Refs. [9-lo]); (3) 
an algebra underlying the canonical classification of unit tensor operators in 
SU(3) by Flath [ll]; and (4) an extensive set of generalizations ofhypergeo- 
metric series, their symmetries, and q-analogs by Holman, Gustafson, and 
Milne (Refs. [12-241, and references therein). 
Recently, in giving a proof (Ref. [25]) of a symmetry of the G,‘(A; x) 
polynomials (Ref. [25]), which are used to classify all canonical SU(3) 
Wigner coefficients, we have been led to the discovery of a new class of 
symmetric polynomials. We believe these symmetric polynomials to be of 
sufficient interest on their own as to require separate treatment from the 
original problem that suggested them. It is the purpose of this paper to 
define these polynomials and prove some of their principal properties. 
Schur functions are the most familiar objects defined directly in terms of 
the set of Young-Weyl standard tableaux of a given, but arbitrary, shape. 
In order to fix the notation and compare the Schur functions with the new 
class of symmetric functions defined below, it is convenient to recall briefly 
some elementary definitions pertaining to tableaux. A Young frame Y, of 
shape A = [$A,. . . X,], where the Xi are nonnegative integers atisfying 
A, 2 A, 2 ... 2 X,, is a diagram consisting of Xi boxes (nodes) in row 1, 
A, boxes in row 2;. ., X, boxes in row n, arranged as illustrated: 
f ; (1.1) 
A Young-Weyl tableau is a Young frame in which the boxes have been 
“filled in” with integers elected from 1,2, . . + , n. The tableau is standard 
if the sequence of integers appearing in each row of Y, is nondecreasing as 
read from left to right and the sequence of integers appearing in each 
column is strictly increasing as read from top to bottom. The weight or 
content (Y of a Young-Weyl tableau Yx is defined to be the row vector 
a = (q, CQ,’ * *, (Y,), where (Ye quals the number of times integer k appears 
in the array. If hi + X, + . * * +X, = N,thenalsoa, + (Y* + ..a +a, = N. 
We shall call X a partition of N into n parts or, more often, a partition 
when N is unspecified. We generally count the zeros in determining the 
parts of a partition. For example, the partitions of 4 into 3 parts are [400], 
[310], [220], and [211]. When the number of parts is understood, one 
frequently omits the zeros (writing [4], [31], [22], and [211] in these exam- 
ples). For reasons noted below, we will not omit the zeros. 
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EXAMPLE. The standard tableaux corresponding to the Young frame of 
shape [210], that is, 
EP 
, are 
$$ 
jgqy$ 
$$ 
0 4 
1 E!P 2 
It is the three parts of [210] that carries the information that the integers 1, 
2, 3 are to be used in filling inthese tableaux. We denote the set of standard 
tableaux of shape X by WA and a generic element of this set by T. 
The Schur function, denoted e,, is the homogeneous symmetric polyno- 
mial in the n variables z = (z,, z2; . . , z,J defined in terms of the set WA of 
Young-Weyl standard tableaux of shape X by the following rules: With 
each standard tableau T in the set WA, we associate the monomial 
where a(T) denotes the weight of the tableau. The Schur function eh is 
now obtained by summing these monomial terms over all tableaux T in the 
set W,: 
ex(Z) = c ZpmzpT) . . . Z,a.(T). 04 
TE W, 
Each monomial term (1.3) will be repeated in the summation T E WA in 
Eq. (1.4) a number of times equal to the number of standard tableaux 
having the same weight, say, (oi, (Ye,. . , (u,). This number is denoted 
K( A, CX) and the set of all such numbers are called Kostka numbers. Thus, 
definition (1.4) may be rewritten as 
eh(z) = C K(X, a)z~zp2 * * * z>, 
acX 
(1.5) 
where the notation (Y E A means that cu is a weight of a standard tableau of 
shape Y,; the summation in Eq. (1.5) is over all such distinct weights. 
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In the definition of the Schur function ex(z), we associate one and the 
same monomial to each standard tableau having the same weight. In this 
sense, the Schur functions do not take into account all the “information” 
carried by the set of standard tableaux WA. This property is to be con- 
trasted with the symmetric functions defined below, where we associate a
distinct polynomial term to each tableau T E WA and then sum over all 
tableaux. 
An alternative method of codifying the information in a standard 
Young-Weyl tableau is provided by a Gel ‘fund- Weyl pattern. Because we 
have found these patterns to be the more economical way to discuss 
group-subgroup relations in our studies of the Wigner coefficients of the 
unitary groups, we find it convenient to use this notation for the description 
of the new symmetric functions defined below. Let us next note the 
relationship between standard tableaux and Gel’fand-Weyl patterns (see 
Refs. [26-271). 
A Gel’fand-Weyl pattern is a triangular array of n rows of integers, 
there being one entry in the first (bottom) row, two entries in the second 
row;. ., and n entries in the n th row. The entries in each row 1,2,. . , n - 1 
are arranged so as to fall between the entries in the row above, as displayed 
in the triangular array 
(m) = 
ml, m2n **- mm 
93 m23 m33 
ml2 m22 
ml1 
(1.6a) 
The integral entries mij, i I j = 1,2,. . . , n, in this array are required to 
satisfy the following rules: 
(4 ml, 2 m2n 2 . . . 2 mnn. (1.6b) 
(b) For each specified partition [m,, . . . mnn], the entries in the 
remaining rows j = n - 1, n - 2,. . . , 1 may be any integers that satisfy the 
“ betweenness conditions”: 
m,i+, 2 ml, 2 m2j+l 2 m2j 2 m3,+1 2 m3j 
2 -.. 2 m.. ,,+1 2 mjj 2 m. /+lj+l. (1.6~) 
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For example, for n = 3, and [m13m2rm3J = [210], there are eight 
Gel’fand-Weyl patterns as displayed below: 
( 210 10 1 ii 210 10 
( 2 1 1 1 0 
I 
0.7) 
We denote by G, the set of all Gel’fand-Weyl patterns corresponding to 
the partition X = [m] (A i = m i,,). There is a natural one-to-one correspon- 
dence between the set G, of Gel’fand-Weyl patterns and the set WA of 
Young-Weyl standard tableaux. 
The mapping between Gel’fand-Weyl patterns and standard tableaux is 
described as follows: The shape of the frame is [m,, mIn . . . mnn] = 
[A, A, -0. A,] = A, and the rows of the frame are filled in according to the 
following rules (read along the diagonals of the Gel’fand-Weyl pattern): 
Row 1: ml1 l’s, m12 - m,, 2’s ... ml, - ml,-, n’s 
Row 2: m22 2’5, m23 - m22 3’s . . ’ rn2” - m,,-, n’s 
Row j: m,ii j’s, mJJ+, -m,(j+l)‘s .f. mjn - rnjnml n’s 
Row n: m,l,r n’s. 
U.8) 
Using the rule (1.8) we see that the set Jf Gel’fand-Weyl patterns GA is 
mapped to the set of tableaux WA. Conversely, from each standard tableau 
T E WA, we construct in an obvious way the Gel’fand-Weyl pattern in the 
set GA (see Eq. (l.lOb) below). 
The weight or content of a Gel’fand-Weyl pattern (m) is the row vector 
w = (WI, w2; * -, w,,), where wj is defined to be the sum of the entries in row 
j of (m) minus the sum of the entries in row j - 1 (wl = mJ: 
wj = i mij - J~lmij-l. 0 3 
i=l i=l 
A NEW CLASS OF SYMMETRIC POLYNOMIALS 401 
Clearly this definition of weight coincides with that given earlier for a 
standard tableau. 
The constraint in a standard tableau that each row (column) should 
comprise a set of nondecreasing (strictly increasing) nonnegative integers is 
realized in a Gel’fand-Weyl pattern by the “geometric” rule that the 
integers (mii) satisfy the betweenness conditions. 
The significance ofthe integer mij - mij- r in terms of the corresponding 
standard tableau is 
mij - mij-1 = number of times integer j appears in row i. (1 .lOa) 
Wedefine mjjel = 0, j = 1,2;**, n. Similarly, mij is the sum of entries in 
row j of the corresponding standard tableau given by 
m i j = (number of i ‘s) + . . . + (number of j ‘s) . (l.lOb) 
The number of standard tableaux of shape Y, (number of Gel’fand-Weyl 
patterns corresponding to partition A) is given by the Weyl dimension 
formula: 
dimX= n;(Ai-Aj+j-i)/1!2!...(n-l)!. (1 .ll) 
icj 
Before introducing the symmetric functions of interest in this paper, it is 
convenient to define several more quantities associated with the shape A of 
a Young-Weyl tableau (functions defined on partitions). The (i, j)-hook of 
the Young frame Y, consists of the box in row i (i = 1,2,. **, n) and 
column j (j = 1,2,-a+, A,) for fixed i and j together with the Xi -j 
boxes to the right (called the arm of the hook) and the Pj - i boxes below 
(called the leg of the hook). The hook length hij of the (i, j)-hook is the 
number of boxes in the hook; that is, 
hij = (Xi -j) + (Pi - i) + 1. (1.12) 
Here Y,, denotes the Young frame conjugate to Y, and is obtained from Y, 
by interchanging rows and columns. 
The hook graph of Y, is obtained by writing the hook length hij in the 
(i, j)-box for each such box. The product of all the hij appearing in the 
hook graph of Y, is denoted by HA. 
The Weyl dimension formula is expressed in terms of hook lengths by 
dim X = (H’)-I (q,(n +j - i), 
I. 
(1.13) 
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where the product (i, j) is over all boxes of the Young frame. The quantity 
H” has also been called the measure of Y, and denoted by MA when 
written in the form 
MA = (dim A)-’ fi (n - i + l)~,. 
i=l 
(1.14) 
Here, as elsewhere in this paper, we use the notation (x), to denote the 
rising factorial expression (Pockhammer symbol) in the indeterminate x 
given by 
(x)~ = x(x + 1) ..* (x + a - 1) (1.15) 
for each positive integer a, and also define (x)~ = 1. 
We denote the (infinite) set of partitions having n parts (including zero) 
by P,; that is, 
P, = {[X,X, --- A& 2 A, 2 ..a 2 A, 2 0; Ai E N}, (1.16) 
in which N is the set of nonnegative integers. The finite subset of P,, such 
that A, + A, + *.. +A, = N (partitions ofN into n parts) is denoted P,“, 
and the set of all partitions by P; that is, 
P= UP”. 
?I>1 
The new symmetric functions tA defined below in this paper are not 
homogeneous polynomials. This contrasts with the classic symmetric poly- 
nomials ah (elementary), k, (monomial), h, (complete), fA (forgotten), 
and eh (Schur), which are homogeneous of degree A, + A, + . . . + A, = N. 
We use the notations for the symmetric functions of Stanley [28]), except 
for f, which appears in Macdonald [29]. 
Because the polynomials t, are not homogeneous polynomials, their 
properties depend on the number of variables, unlike the case of a,, k,, h,, 
fx, and e,, where it is often required only that the number of variables be 
“large enough” (Macdonald [29, p. 111). This seemingly trivial point is 
sufficiently significant to illustrate by an example, even before giving the 
general definition of the t,. We have 
tp~l(zly ~2, ~3) = q2~](zly ~2,zd - 6qlo&l, ~2~4 + 11, 
t[*o](zl~ z2) = e[20] (Zl, z2) - 3qlo]h z2) + 2, 
t[2&4 = q21(zl) - e&l). 
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Clearly it would be misleading to write, say, the first of these relations as 
$21 = e[2] - 6ecll + 11 
without at the same time specifying the number of variables as three. Quite 
remarkably, however, the third relation may be derived from the second, 
and the second from the first, by using the properties: 
~(20]m9 = $2]h - lb 
f[,oo](% z24) = $2&l - 1, z2 - 1). 
This “shift property” of the t, is general and allows one to derive from 
relations at level n (n variables and partitions having n parts), relations 
valid at level m (m < n). It is this remarkable property, among others, 
that gives a status to the inhomogeneous symmetric polynomials 
t[& . . . h”](Zl” *-7 ZJ on a par with that of the Schur functions themselves. 
For the reasons given above, and because it is natural when using 
Gel’fand-Weyl patterns to keep the zero parts of a partition, we will always 
employ an explicit notation in which symmetric functions labelled by 
partitions have a number of parts equal to the number of variables. Thus, 
for example, the symbol tL2,1(z1, z2, z3) is not defined. 
We can now define the new class of symmetric polynomials mentioned 
earlier. Let X E P, be a partition. With each Gel’fand-Weyl pattern 
(ml E GA9 where [m,, m2,, . . . m,,] = A, we associate the following poly- 
nomial t(,)(z) in the variables z = (zi, z2; . . , z,,) (indeterminates): 
t(n~)(Z) = ii It ('J - mij -j + i + l)m,,-*,,-l* (1.17) 
/=1 i=l 
The dependence of the polynomial t(,)(z) on the variable zj is given fully 
in terms of the entries in row j and row j - 1 of Gel’fand-Weyl pattern 
(m) as depicted by 
m1.i m2J 
. . 
mj-lJ mii 
. l 
. . . (1.18a) 
. 
m 1. j-l 
l =p 
m 2, j-l 
. 
mj-l, j-l 
where we have adjoined .@I jj- i = 0 to row j - 1. Thus, the zj factor in the 
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defining expression (1.17) is 
(',j - mlj -j + 2)m,,-m ,,,-, tzj - m2j -j + 3)m2,-m2,m1 
. . ' ('j - mj-l, j)mj-l,-m,~I.,-l(zj - mjj + l)mj; (1'18b) 
The significance of the differences m ij - mijpl in terms of the standard 
tableau corresponding to the Gel’fand-Weyl pattern (m) is noted in Eq. 
(l.lOa). We now define the polynomial t, by 
h(Z) = c $n)(Z)? 
(m)EGx 
(1.19a) 
where the summation is carried out over all Gel’fand-Weyl patterns (m) 
[see (1.6a)J having the specified nth row 
X = [ml,m2, *-a mnnl; (1.19b) 
that is, over all patterns, dim X in number, belonging to the set G,. 
To conclude this Introduction, let us summarize now five of the principal 
properties of the polynomials tx, proving these results in the subsequent 
sections. We believe these properties establish the polynomials tA as an 
important new class of symmetric functions, as discussed in the remarks 
following the statement of Theorems I-V in this summary. 
THEOREM I. The polynomials t,,(z) are symmetric polynomials in the 
variables (zl, z2, * . . , zn) for each partition X = [A, A, * * * A,]. 
THEOREM II. The set of symmetric polynomials { th(z)JX E P,} forms a 
Z-basis of the ring A, of symmetric polynomials. 
THEOREM III. Let z = (zt, z2;. ., z,J = (m,, m2;. ., m,), where m, = 
pi + n - i with p = [/.L~ p2 *. . p,] E P,. Then 
tA(m) = 0, unless Xi I pi, i = 1,2;.*, n. (1.20) 
THEOREM IV. Let x be an arbitrary parameter. Then the following 
expansion is valid: 
,fi( X + 1 - zi)k = ;(Po(--k)lh) lol(x - n + i + l)k-A, h(z), [ I 
(1.21) 
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where ( l.F,,( - k) IX) denotes the hypergeometric oeficient deJned by 
(l~o(-k)l~> = K1lo(-k - i + l)~,, (1.22) 
where MA is the measure of the tableau Y,. 
THEOREM V. The hypergeometric oeficients (l9O(-k) IX) may also be 
written as 
(lFO(-k)lA) = 
i 
(0-l) 
‘1’ ... +“.dim[X’Ok-X’] for X, 2 k, 
for X, > k, 
(1.23a) 
where A’ is the partition conjugate to h defined by 
A’ = [&Jn - l)hn-l-Ay. .,lW+ (1.23b) 
Remarks. (i) In Appendix A, we give the specialization f the general 
polynomial (1.19a) to n = 2 and n = 3, together with tables of results for 
all partitions [A, h2] for h, + h, I 4 and [Xi X,X,] for X, + X, + X, I 4. 
(ii) It is easily seen from the definition of tA(z) that this polynomial is 
of total degree Xi + X, + . . - +X, in the variables zi (i = 1,2;. -, n). For 
X a partition of N, we also find that 
tA([z) = lNeA( 2) + (lower order terms in {), (1.24) 
where { is a parameter and [z = ({zl, 5z2; . a, [z,). 
(iii) Examination of the examples given in Appendix A shows that the 
definition (1.19a) of tA(z), as a sum of terms (1.17) does not present tA(z) 
in a symmetric form. Indeed, the fact that the polynomial tA(z) is a 
symmetric polynomial in ( zlr z2, * . . , z,,) is not obvious from its dejnition. 
That this is true is one of the principal results proved later in this paper 
(Theorem I above). 
(iv) The significance ofthis new class of symmetric functions is clearly 
indicated by Theorems II and IV, which are stated above and proved in the 
later sections. In particular, Theorem IV shows that the tA basis is the 
natural basis for expanding certain symmetric functions of rising factorials. 
This feature can be made more vivid if we use the expansion (see Ref. [8]): 
,fi (1 - Zi) k = ; (l%( -k)l+‘,(Z). (1.25) 
Here the coefficients are again the hypergeometric coefficients defined by 
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Eq. (1.22). Comparing Eq. (1.25) with Eq (1.21) after setting x = 0 in the 
latter, we see that the expansion of 
in terms of the basis tx( z) achieves in a remarkably simple way, an “umbral 
version” of the expansion of 
in terms of the Schur functions ex(z). Here the umbra1 rule is the lowering 
of the power exponent k to the rising factorial index k. 
(v) The direct expansion of 
fp + 1 - 4 
in terms of Schur functions is quite intricate since it entails the expansion 
(xi - k + l)k = : s(k, r)x;, 
r=O 
where s(k, r) denotes a Stirling number of the first kind. 
(vi) Reverse lexicographic ordering is a total ordering in the set P, of 
partitions having n parts defined by A < p if the first nonzero integer in the 
difference p - X is positive. Partitions X and p are, in general, not 
comparable by the rule Ai I pi, i = 1,2,. . . , n, although each pair of 
partitions X and p satisfying these relations obeys the lexicographic order- 
ing X < ~1. 
(vii) An implication of Theorem V is that the expansion coefficients in 
both of Eqs. (1.21) and (1.25) are integers. Its proof is by direct verification, 
using the definition (1.22) of the hypergeometric oefficient and the Weyl 
dimension formula (l.ll), appropriately applied to the partitions X and 
[X’O-1. 
The organization of the remainder of this paper is the following: Theo- 
rems I and II are proved in Section II, together with some further 
properties of the symmetric polynomials tX, * Theorem III in Section III; and 
Theorem IV in Section IV. Two generalizations of these new symmetric 
functions are also given. In Section V, we give a generalization fEq. (1.21) 
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to the expansion of 
lfI (x + 1 - Z,)k(Y + 1 - Zi)k (1.26) 
r=l 
in terms of a second class of symmetric functions, generalizing the tA(z). 
Finally, in the concluding Section VI, we give the skew-tableau generaliza- 
tion tX,p of tx(z). 
II. SOME PROPERTIES OF THE POLYNOMIALS t, 
The first property we prove is 
THEOREM I. The polynomials t,,(z) are symmetric polynomials in the 
variables ( zl, z2, * . . , zn) for each partition A = [A, A, * * * A,]. 
The proof will be given by induction on n, using the defining equations, 
Eqs. (1.17) and (1.19), together with an appropriate set of generators of the 
symmetric group S,,. Since the proof is quite detailed, we give the principal 
results needed in a series of four lemmas. 
LEMMA 2.1. The polynomial in x and y dejned by 
P,b, Y> = t (x - k + %(Y - d-k (2-l) 
k=O 
is symmetric in x and y. 
Proof: We first rewrite P,(x, y) in the form 
Pnb-, Y> = t-1)” t (-X)/~-Y + k + %-it, 
k=O 
(2.2) 
using the property (x) k = ( - 1) ‘( - x - k + 1) &. Next, we use the binomial 
function addition rule, 
C-Y +k+ l)n-k = ?(n; k)(-y)r(k+l),-k-r, (2.3) 
and the relation 
(n r k)(k + l)n-k-r = (n i r)(r + l)n-&-r (2.4) 
to bring the right-hand side of Eq. (2.2) to a double summation form. 
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Interchanging the order of summation and making another application of 
the binomial addition rule in the form 
Y( n ; r)wk( r + l)n-k-r = (-x + r + 1),-r 
k-Q 
establishes the desired symmetry. •I 
We have from Appendix A that 
$A,&~ z2) = (3 - x2 + l)x,b, - x2 + 1)x, 
X6,-&I - x2, z2 - x2>* (2.5) 
Thus, from Lemma 2.1, we have proved: 
LEMMA 2.2. The polynomials tx( z) are symmetric for n = 2. 
A useful recurrence relation for the polynomials tA(z) may be derived 
directly from the definition (1.17) and (1.19) of these polynomials. This 
recurrence relation is obtained by factoring the terms depending on z, from 
t(,)(z) (see Eqs. (1.17) and (1.18)): 
f[A, x2 .‘. A,,) z1* Z27’ * * 7 ( z,J= c fk-A;- 
1 
n + i + 1)x,-P, 
psx ‘=! I 
Xl [plp*...pn-l, Zl,Z2,“‘,z”-l ( )- (2.6) 
In this relation CL,, = 0 and the notation p E X signifies that the partition 
[PI P2 . . . CL,,- r] satisfies the betweenness conditions symbolized by the 
two-rowed pattern 
i 
4 A, .‘. A n-l An 
Pl CL2 
. . . 
Pn-1 
0 * P-7) 
1 
The summation in Eq. (2.6) is then over all p satisfying the betweermess 
relations for the given partition X. We can now use relation (2.6) to prove 
the following result: 
LEMMA 2.3. Zf t[,, p, . . . p,-,l(zl, z2; * *, z,-J is symmetric in the n - 1 
variables (zl, z2, * . . , z,-~), then tIh, x, . . . xJzl, z2, * . . , z,,) is symmetric in 
these same n - 1 variables. 
We next observe that the symmetric group S,, may be generated by the 
symmetric group S,,-, and the transposition (  - 1, n) E S,. This is be- 
cause S, is generated by the transposition (1,2) and the cyclic permutation 
CL%.-., n), the latter group element having the decomposition into trans- 
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positions given by (2,3) (3,4) . . . (n - 1, n), where all but the last element 
in this product is an element of S,-,. 
The next lemma provides the result necessary for completing the induc- 
tion proof of Theorem I. 
LEMMA 2.4. The polynomials th(z) are symmetric in the interchange of 
Z n-l adz,,. 
Before giving the proof of Lemma 2.4, which is quite lengthy, let us note 
that Lemmas 2.2-2.4 imply the validity of Theorem I. Thus, the induction 
hypothesis that tip, P, .._ Bn-ll(~i, z2,. . . , z,,- J is symmetric in the variables 
(z,, z2, * . ., z,-i) for all partitions p = [pL1 p2 a.. p,-i] implies, by Lemma 
2.3, the symmetry of 1L,1x2 ...xJzl, z2;. ., zn) in the variables 
(q, ,727’ * *> z,-1 ) for all partitions A. The validity of Lemma 2.4 at every 
level n, together with the property of generators of S,, pointed out above, 
then implies that t[,, h, ?,](z,, z2; . ., zn) is symmetric in the variables 
( ZpZ2,’ - -3 zn) for all partitions X = [A, A, . . . A,], thus completing the 
induction loop. The validity of the symmetry for n = 2 (Lemma 2.2) then 
completes the proof that the polynomials th( z) are symmetric for all n. 
Proof of Lemma 2.4. The method of proof is the same as that used in 
obtaining relation (2.6), but complicated somewhat by the fact that in order 
to “split off” the variables z,-~ and z, (see Eqs. (1.18)) we must take into 
account properties of rows n, n - 1, and n - 2 of the Gel’fand-Weyl 
pattern (m), namely, 
i 
Xl A, *a* A n-1 An 
CL1 P2 
. . . 
CL”-1 
Vl v2 -.’ vn-2 1 
(2.8) 
The main idea in the proof is to recognize that for a given partition 
x = [X,A, * -. A,] and each selected partition v = [vi v2 . . . v,-~] satisfy- 
ing the betweenness relations in the symbol (2.8), the domain of the 
partition p = [pi p2 *. . pn-i] is given by 
b; _< /li I ai, i = 1,2;*., n - 1. (2.9a) 
where the a, and bi are defined by 
ai = min( A,, vi-i), i = 2,3,-v*, n - 1, 
bi = ma(Ai+l, vi), i = 1,2,-e., n - 2, 
b A,. n-l = (2.9b) 
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Throughout this proof we use the notations A, CL, and v to denote the 
partitions in the symbol (2.8); that is, hi = mi, (i = 1,2; . ., n), pi = min-i 
(i = 1,2; . .) n - l), and vi = ~ll+-~ (i = 1,2;. ., n - 2). We also let z 
denote the n-tuple z = (zl, z2;. ., z,) and z’ the (n - 2)-tuple z’ = 
(z1, Z2,’ * -3 z,-2 ) (n 2 3). Using these notations, we obtain the following 
form directly from the defining relations, Eqs. (1.17) and (1.19) 
h(Z) = Cf”(mh,v(z”-l~ 49 (2.10) 
where the polynomials S,, y in the two variables (z,-i, z,J are yet to be 
identified, using the factors given by Eqs. (1.18) for j = n, n - 1. The 
summation over v in Eq. (2.10) is over all partitions vi 2 v2 2 * * * 2 vnP2 
2 0 that also satisfy 
X,2V,2X3,h22v2rX4,...,Xn-22v,_22X,. (2.11) 
The polynomial Sx, ,( z,- r, zn) is itself a summation over all partitions p 
that satisfy, for given X and v, the domain restrictions (2.9). Explicitly, we
find, using Eqs. (1.18) the result given by 
II-1 
sx,“(z”-l~ 4 = (zn - x n + l)h.$ El [(In-l - Pi - n + i + 2)p,-y, 
X(Z, - Xi - n + i + l)h,-r,], (2.12) 
where vn- i = 0. This form, as it stands, does not exhibit the desired 
symmetry in z,-i and z,. 
In order to rewrite the polynomial Sx, y in a form showing the symmetry 
in the interchange of z,-i and z,, we need to account explicitly for the 
domain restrictions (2.9). Thus, the multiple summation over /.r in relation 
(2.12) becomes the product of sums given by 
n-l 
,jYJ $(Zn-~ - Pi - n + i + 2),-,(Z, - Ai - n + i + l)Ai-p,]- 
I , 
(2.13) 
Using the property (x), = (x),(x + m)n-m for n 2 m, we next write 
(z,-1 - pi - n + i + 2)p,-,i = (z,-~ - pi - n + i + 2)p,-bi 
x (z,-1 - bi - n + i + 2)hi-v,, 
(zn - Xi - n + i + l)xiPPi = (zn - Xi - n + i + l),,-,, 
X (zn - a, - n + i + l)a,-r,. 
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We thus find that 
pcb (Z,-1 - /J; - n + i + 2)c,-v,(z, - xi - n + i + l)*,-p, 
I , 
= (znpl - bi - n + i + 2)b ,-“, (zn - Xi - n + i + l)h,-o, 
X 5 (znel - bi - n + i + 1 - rj + l)?, 
r,=o 
X (zn - bi - n + i + 1 - ni)n,-r, 
= (znml - b, - n + i + 2)6 ,-“, (zn - bipl - n + i + l)h,-a, 
X Pn,(znel - bi - n + i + 1, z, - bi - n + i + l), (2.14) 
where ni = ai - bi. In the middle relation in Fq. (2.14), we have changed 
the summation over pi to one over I; by writing ri = pi - b,, thus placing in 
evidence that the summation over ri indeed yields the polynomial Pni 
defined by Eq. (2.1) with variables x = z,-i - bi - n + i + 1, y = z, - bi 
- n + i + 1. Also, we have replaced hi by bi- 1 in (z, - Xi - n + 
i + %,-o,, since for ai # Xi, we have hi-l = Ai, where we define b, = A,. 
Relation (2.14) is valid for all i = 1,2,. . , n - 1. 
Using relation (2.14) in Eq. (2.13), and then substituting this result back 
in the expression for S+ given by Eq. (2.12), we obtain the following final 
form for these polynomials: 
s&n-1, Z”) 
[ 
n-l 
= lG(Zn-l-bi- n + i + 2)&z, - b, - n + i + 2),-, 1 
n-l 
X (cl Pa,-b,(~,-l  bi - n + i + 1, z, - bi - n + i + 1). (2.15) 
In obtaining this result, we have used the relation 
n-l 
(2” - An + 1)~~ n (Zn - bi-1 - n + i + l)~,-~, 
r-l 
n-l 
= ,Q (Zn - bi - n + i + 2),,-,. (2.16) 
This identity is a consequence of the definitions (2.9b) of the ui and bi, in 
particular, of the property ai + bipl = Ai + viPl, that is, Xi - ai = bi-1 - 
‘i-1, i = 2,3,...,n - 1. 
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Expression (2.15) for the polynomials S,, y is quite remarkable in that the 
summation over ~1 in the original form (2.12) has been explicitly carried out. 
Using this result now gives the desired symmetry in the interchange of 
Z nPl and z,, in consequence of Lemma 2.1. This completes the proof of 
Lemma 2.4. III 
Let us give two more useful properties of the symmetric polynomials t, 
needed in the sequel [Relations (2.17) and (2.18) below]. 
First Property. 
C[A, A, . . . A,] ( Zl> 22,’ . * 3 4 
= 
( zlz* *-- Z&A,-lA,-1 .t. X,-l] (zl - 1, zr - l;.., z, - l), 
A, 2 1. (2.17) 
This relation is easily proved by induction on n from Eq. (2.6) and the 
explicit verification f the relation for n = 2, using tLAl h,l( zr, z2) given by 
Eq. (2.5). 
Second Property. 
t[A,A,...A,] zl, =2,“‘, ( z,-13 
= SA,,0t[AIA2...A,_1](Z1 - 1,z2 - l,**‘, z,-l - 1). (2.18) 
This relation requires a short proof. The Kronecker delta factor is a 
consequence of relation (2.17). The validity of the second factor is more 
difficult toestablish, but may be proved from Eq. (2.6), by induction on n, 
by effecting the following steps (the obvious procedure of setting A, = z, = 
0 fails to give a simple proof): Assume at level n - 1 the relation (induction 
hypothesis): 
t [plp2 ...p”-,](o> Z2,“‘> G-1) = ~p”-,,Ot[plp, . ../&z2 - 17*--7 z,-1 - 1). 
Now set X, = 0 and z1 = 0 in Eq. (2.6). Using the induction hypothesis, we 
find that the right-hand side of Eq. (2.6) is exactly 
t[A,...A,_,](Z2- l,‘**,z,- l); 
that is, 
t[A1...A,-,&, ZZ,“‘, 2”) = t[A,...A,_,](Z2 - 1,.-e, z, - l)* 
Using the symmetry of the polynomials in the variables zi and renaming 
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them to be zi; . ., z,-i, we complete the proof of relation (2.18) after 
trivially verifying the induction hypothesis for n = 2. 0 
Relation (2.17) can be iterated to obtain 
’ t[,l-k ... An-k] (zl - k;.., z, - k), (2.19) 
each k = 1,2; . 0, A,. This relation and Eq. (2.18) now yield 
fh(z)Iz”=k = 0, eachk=O,l;..,X,-1 (2.20) 
for A, 2 1. By symmetry, we then have the following result on zeros of the 
symmetric polynomials f h: 
LEMMA 2.5. Each zi = 0, 1, . . . , A, - 1 is a zero oftA for A, 2 1. 
Relation (2.19) expresses an important product rule for the symmetric 
functions fp( z): 
t[k...k](Z1,*‘-, ‘n) ’ t[Al-k . ,X-k] (zl - k;.., z, - k) 
= l[X, ‘.. A,] (zl;--, zn), fork I A,,, (2.21) 
since 
+..k](Z1,**-, z,J = fi(z; - k + l)k. 
i=l 
(2.22) 
Relation (2.21) is, of course, a special case of a more general rule 
where the a(pvX) are numerical coefficients. We have not investigated the 
properties or significance of these coefficients. 
We now turn to Theorem II. 
THEOREM II. The set of symmetric polynomials { t,,(z)IX E P,,} forms a 
Z-basis of the ring A, of symmetric polynomials. 
Proof Since t*(z) is a symmetric polynomial, it can be expanded in 
terms of Schur functions. Property (1.24) of lx(z) implies that the expan- 
sion is of the form 
N-l 
t~(z> = eX(z) + C C k,,ep(z)T 
K-O PI-K 
(2.24) 
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where N = X, + . . . + X n and each p in the summation belongs to P,. The 
coefficients L,, p in this expansion are integers. This is because the expan- 
sion of rising factorials into a sum of monomial terms z?z;~ . . . z> yields 
integer coefficients for each such term. Thus, 
tA(z) = q(z) + Cc,(u)zpz;2 .* * z$, (2.25) 
(1 
where a = (a,, u2;. ., a,) and the coefficients ch(u) are integers. We now 
order all terms in the right-hand side of Eq. (2.25) by the usual rule for 
weights; that is, a’ > a”, if the first nonzero difference in a’ - a” is 
positive. We order partitions by this same rule (lexicographic ordering). Let 
a’ be the highest monomial term in (2.25). Then the highest term in the 
summation term in the right-hand side of Eq. (2.24) is p = p’ = a’ with 
integer coefficient L,, BI = cx( a’). We now form 
tx(z) - eh(z) - cA($)e,,(z) = CC~(U)Z~Z~~ e.0 zzn, 
a 
where the $(a) will be integers. We repeat the above procedure in the 
obvious way to identify the coefficient Lx+,, = ci( a”) of the next highest 
term in Eq. (2.24). Continuing in this way, we find that all the coefficients 
LA,P in the expansion (2.24) are integers. 
Let us define the (finite) set of partitions Q,” by 
Q,” = 6 P,“. 
K-O 
The partitions in this set are ordered by the lexicographic rule. We now 
obtain from Eq. (2.24) a triangular transformation from the set of Schur 
functions {ex(z)]h E Q,“} to the set {t,(z)lh E Q,“}. The coefficients in 
the transition matrix L(t, e) are integers with l’s on the diagonal; that is, 
L(t, e) is strictly upper unitriungulur (Macdonald [29]). Accordingly, the 
inverse transition matrix is triangular with integer coefficients and l’s on 
the diagonal; that is, 
N-l 
e*(z) = h(Z) + c c b*,ptpW (2.26) 
K==OprK 
in which the bX+ are integers. 
These results prove Theorem II (see Macdonald [29]). 0
We have introduced above the notation L in place of M in Macdonald’s 
[29, p. 551 transition matrix relations between the symmetric functions a,, 
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k,, mA, fA, eA given in Table 1. Thus, we write Eqs. (2.24) and (2.26) as 
h(z) = CLk e>w-,(z)~ (2.27a) 
e*(z) = iL(e, f)A,p$(z), (2.27b) 
u 
where L(e, t) = L-‘( t, e), X E Q,“, each 1-1 E Q,” in the summation, and 
z = (Z1,’ *., z,,). Relations (2.27) are between symmetric polynomials be- 
longing to the subring A,, of the ring A of all symmetric polynomials. If we 
denote by P,,(K) the number of partitions of K into n parts (including 
zeros), then the dimension of the transition matrix L(t, e) is 
4(W = t em. (2.28) 
K-O 
Macdonald’s Table 1 gives the relations between homogeneous symmetric 
polynomials belonging to the subring AN of A. The transition matrices 
M( u, u) are of dimension p(N), which is the number of partitions of N. 
The number of variables (zi, z2,. . . , z,,,) in the homogeneous symmetric 
polynomials is irrelevant. This is because one can make the following 
extended definition of the homogeneous symmetric polynomials 
U[h, . &l’. * -> zn) labelled by partitions: 
U[& . A,] (Z 1,’ - * 7 ZJ = U~XI...h,O...O](Z1,...,Z,) 
for m < n, (2.29a) 
U[A,...A,] l,“‘, (Z ZJ = u,~,...x,](z1,*~-, &,O  *-* ) 
for m < n, (2.29b) 
in which either the partition or the number of variables, as appropriate, is 
extended to n in number by adjoining zeros. 
Using the results given in Macdonald’s Table 1, one can construct he 
transition matrices L(u, u) for ua, vA = a,, k,, m,, fh, e,,, t,, t{, where t{ is 
the dual to t,.,. We have not carried this out. 
The definitions ofthe dual t;( to t, and of the involutary map otA = w(tA) 
of tA as defined by Macdonald [29] are, of course, applicable, since these 
operations are defined on the entire ring A. We have 
ti(z> = CL(t, e>~,,e,(l> 
P 
q,(f) = CL(t, e)h,pep~(4, 
P 
(2.30a) 
(2.3Ob) 
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where L* denotes the inverse transpose of L, and p’ is the tableau 
conjugate to p. Thus, using (eX, eP) = ax+ (see Macdonald for the defini- 
tion of the inner product (, )), we verify directly from Eqs. (2.27a) and 
(2.30a) that 
(tL ‘J = 6x.p. 
Similarly, we use the property 
(2.31) 
w(e,) = ep 
to obtain (2.30b) from (2.27b). Since the number of parts in the partition CL’ 
conjugate to p = [pi .a. ~“1 is pi and p = [Xi . . . X,] is the highest 
partition occurring in the summation (2.27b), the coordinates z’ in relation 
(2.30b) are given in terms of z = (z,; . ., ZJ by 
z’=(z~,z;;~~,z~;~~,z~~)=(z1,z*;~~,2,,0;~~,0), A, > n 
(2.33a) 
z’ = (Zl,“‘, ZJ, A, < n. (2.33b) 
III. PROOF OF THEOREM III AND SIMILAR RELATIONS 
The proof of Theorem III can be given by induction on n, using Eq. 
(2.6). Actually, we can prove a more general result, as follows: 
THEOREM IIIa. Let p E P,, and define mi by 
m, = pi + n - i, i= 1,2 . . ..n. > (3.la) 
Then, foreachr=O,l;*.,n-1, wehave 
h(q,.--, z,, m,+,,--*, m,) = 0, (3.lb) 
unless Ai I pi, i = r + 1; em, n. 
Proof. The proof is by induction on n, using the symmetry of tx(z) to 
write Eq. (2.6) in the form 
tx(z) = C 
[ 
fi (z, - Ai - n + i + l)h,-v, 
vex i=l 1 
(3.2) 
where the notation i, denotes that this variable is omitted from (zi, .. . , z,,). 
We next set zi = mi, i = r, r + 1; * *, n, in Eq. (3.2). The induction 
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hypothesis is that the lemma is true as stated for n replaced by n - 1. 
Applied to the I, term in Eq. (3.2) the induction hypothesis gives zero for 
each t, with the arguments 
(3.3a) 
unless 
The summation in Eq. (3.2) is thus reduced to one for which v E X and 
conditions (3.3b) are fulfilled. In particular, since p is a partition, only 
terms for which v, I ~1, occur. But now the factor i= r in the product term 
in Eq. (3.2) is zero for each h, 2 /.L, + 1; that is, 
(p, - A, + l)xr-“, = 0 for X, 2 pI, + 1, V~ 2~1,. 
Thus, for the arguments (3.3a), we find that t, is zero for X, 2 /.tcl, + 1; it is 
therefore nonzero only if X, I pLr. These results prove the theorem, subject 
only to its validity at the starting point n = 1 of the induction. Its 
verification for n = 1 is trivial: 
(n, - A, + l),, = 0 for X, 2 m, + 1, m, 2 0. 0 
Equations (2.17) and (2.18) give useful relations between various of the 
symmetric polynomials ( tA}. There are further elations of this type when 
certain of the variables are restricted tononnegative integral arguments as 
in Eq. (3.lb). A class of such results is given by the next lemma: 
LEMMA 3.1. Let m, be de$ned by Eq. (3.la), set zi = mi, i = r + 1; . ., n 
in th(z), and choose X = [A, . . . X,0”-‘], in which the last n - r parts are 
zero. Then the following relation istrue for each r = 0,l; . . , n - 1: 
l[A, ..’ x,0”-‘] (q,. * .1 z,, m,+,;. ., m,) 
= ( z1 z2 . .. 4 
x t[,,-l,...,x,-l.o’~-~] (zl - 1,-a., z, - 1, m,,, - l;.., m, - 1) 
(3.4) 
for A, 2 P,+~ and m, 2 1. 
Proof The proof is by induction on n, starting with 
(3Sa) 
provided A, 2 m2 2 1. This result is easily proved directly from Eqs. (2.1) 
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and (2.5) by using 
(m2 - Uh,-k = 0 for X, 2 m2 2 1, k I m2 - 1. (3.5b) 
We assume (induction hypothesis) that the lemma is correct at level n - 1 
(replace n by n - 1 in the statement of the lemma). 
Relation (2.6) is the key result required next, which we rewrite in the 
form 
?[A1 A”] (Zl,’ * *, 4 = c 
[ 
fI(zr+1 
vex i=l 
- Ai - n + i + l)+“, 1 
‘f[,l ...“,~l](zl,*-, zr, Zr+2,“‘9 ZJ. 
In this result, we set Ai = 0 and zi = m, = pi + n - i for i = r + 1, 
We obtain 
[(A, “. x,0”-‘] (Z,,’ ** , z,, m,,,; - . , m”) 
. . .> n. 
= ,“,I ,[,fJ(Pr+l -+r+i),-“,I “r 
Xt[,, v,~--~l(zl,. . ., zrr mr+2,-. . , m,), (3.6a) 
where the summation is over all partitions [pr . . . p,] that satisfy the 
betweenness conditions ymbolized by 
i 
Al A, ... A, 0 . . . 0 0 
Vl v2 
. . . 
yr 0 . . . 1 0 . 
(3.6b) 
However, the product term in the right-hand side of Eq. (3.6a) contains the 
factor 
(P r+l - AA-“, = 0 for h, 2 ~,+r 2 1, V, I P,+~ - 1. 
Accordingly, the summation in Eq. (3.6a) is further estricted tov, such that 
vr 2 Pr+l, (3.7a) 
for all X, such that 
A, 2 /AL,+1 2 1. (3.7b) 
We choose X, and pL,+r such that condition (3.7b) is satisfied. Then since 
[c11 * * * p,,] is a partition, we have 
vr 2 cl,+1 2 CL,+2 2 * *. 2&21 
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in the summation in Eq. (3.6a). Moreover, since 
m r-k2 = P,+2 + (n - 1) - (r + 11, 
the induction hypothesis, which requires v,. 2 plt2, is applicable to each 
term, 
tIvl ...v,on-~-rl(zl,~~~, zr, mr+2,.*-, m,), (3.8) 
occurring in the summation, Eq. (3.6a). We now apply the induction 
hypothesis to each term (3.8) and make this replacement in Eq. (3.6a). After 
making the shift to the new summation partition [vi . . . v;] with v/ = 
vi - 1, the resulting form for the right-hand side of Eq. (3.6a) is exactly 
( Zl z2 *** zJt(h,-l,..., x,-1,0”-‘] (zl - l,..-, z, - 1, rnFtl - l;.., m, - 1). 
which proves the lemma. 0 
IV. PROOF OF THEOREM IV 
THEOREM IV. Let x be an arbitrary parameter. Then the following 
expansion is valid: 
where (lFO( -k) IA) denotes the hypergeometric coeficient defined by
(190(-k)lX) = M:‘,G(-k - i + l)~,, 
where M, is the measure of the tableau Y,. 
The proof of this theorem uses induction on n, the properties of the 
symmetric polynomials tA(z) given by Eqs. (2.17)-(2.20), and the Schur 
function expansion (1.24). 
Since the function 
,fiCx + ’ - ‘ilk (4.1) 
is a symmetric polynomial in the (zi, z2; . ., ZJ and the { th(z)} are a basis 
of the ring of all symmetric polynomials, the following expansion must 
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hold: 
where X = [X, X, . . . X,] and z = (zr, z2;. 0, zn}. Here APL(x) is a poly- 
nomial in x of degree at most nk. Moreover, since the (total) degree of 
tA(z) is X, + . . . +X,, the summation over X is over all partitions X such 
that 
[A, *-* A,] I [k ... k]. (4.3) 
The simplest example of Eq. (4.2) is for n = 1 in which case it expresses 
the binomial addition rule in the form 
(x + 1 - 4k = I2 w( f)(x +l)k-r~r(4~ 
r=O 
(4.4a) 
where 
th1) = (3 - r + 11, 
(see Appendix A). Thus, we have also that 
(4.4b) 
Alfl,(x) = (-1)X( F)(x + l)&r. 
The fact that the sum of the degrees of t,(zJ and AL:!(x) in zr and x, 
respectively, isequal to k is a result we need to generalize. The result we 
need is that the sum of the degrees of tx( z) and A j$( x) in ( zl,. **, z,,) and 
x, respectively, isequal to nk; equivalently, since the degree of lx(z) is 
A, + *** + X,, we need to prove the following: 
LEMMA 4.1. The degree of At’(x) in x is 
nk - (X, + a. * +A,). (4.5) 
Proof: The degree property given by Eq. (4.5) may be proved from Eq. 
(4.2) by induction on n, as follows. On the left-hand side of Eq. (4.2), we 
factor out the term (x + 1 - z~)~ for fixed j such that 1 I j I n, and 
apply the expansion (4.2) to the remaining n - 1 variables, and then sum 
over j. The result is 
n fi (x + 1 - q), = CAjlf;” (x) i (x + 1 - Z,)ktp(Zq, 
i=l P j=l 
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where p = [cc1 . . . pLn- t] and z(j) denotes the (n - l)-tuple (zt; . ., 
ii,. * *, zn) from which variable zj has been deleted. We next expand each 
factor (x + 1 - z~)~, using Eq. (4.4a). This gives 
where we have defined 
sj,~(z) = n-l i t,(z,)t,(z”‘). (4.7) 
j=l 
The symmetric function Sj,? may be expanded in terms of the basis 
{~x(z)l: 
xyz) = c4:/Lxfx(4 (4.8) 
x 
where the coefficients uZ,“~,~ are numerical. Substituting SF2 from the 
right-hand side of relation (4.8) back into Eq. (4.6), we obtain Eq. (4.2) with 
A$(x) = xX( -l)k( ;)Q;,*(X + l),-,Ajlf,“(X). (4.9) 
!J r 
The summation over X in Eq. (4.8) is over all partitions [XI * . . X,] such 
that for given r with 0 2 r I k and given partition p = [/.tt * * * pL,- J, we 
have 
A, + A, + -** +A, I p1 + ... +pn-l + r. (4.10) 
This follows from the fact that S,!,? is of degree p1 + . . . +pnel + r. By 
assumption (induction hypothesis), the degree in x of Allf;‘)(x) inrelation 
(4.9) is 
(n - w - (111 + **- +/4-l), 
so that the degree of 
(x + l),-,Aj[T,“(X) 
is 
nk - (pl + ... +pnpl + r) _< nk - (A, + a.. +A,), 
by Eq. (4.10). Actual equality is attained in Eq. (4.10) for the highest degree 
term in relation (4.8), as it is also in Eq. (4.9). These results prove relation 
(4.5). cl 
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Remark. If the coefficients a::;, x in Eq. (4.9) were known, this relation 
would be an explicit recurrence formula for generating the polynomials 
Ajlf)h(x). This is quite a complicated relation, however, and considering the 
simplicity of the final result for the A$‘,‘1 (Eq. (4.18) below), relation (4.9) is 
of little value from this viewpoint. One might, however, turn this around 
and consider obtaining the coefficients as”; h from the polynomials {APL}. 
The coefficients a!:;, x are of independent interest since they are ‘the 
expansion coefficients in relation (4.8). 
Let us return now to the analysis of the polynomials Aj$,(x), using Eq. 
(4.2). The next important property of these polynomials is the following: 
LEMMA 4.2. The polynomial At’(x) contains the factor 
n 
,px -n + i + l)k-A,. (4.11) 
Proof. The proof will be given by induction on the lexicographic order- 
ing of partitions. Thus, we assume (induction hypothesis) that At’,(x) 
contains the factor (4.11) for each partition A < p where p = [pi . + . CL,,] is
a given but arbitrary partition with pi 2 k. The induction loop is closed by 
demonstrating that AFL(x) contains the factor (4.11) for X = CL. Theorem 
III on zeros of the th(z) is the principal result needed for this proof. 
We set zi = mi = pi + n - i, i = 1,2; . a, n, in Eq. (4.2) and obtain 
n n 
,titx - n + i + 1 - pi)k = n (x - n + i + 1 - pi)P, i=l 
X lbl(x - n + i + I)+, 
h<P 
X,5P,,~...&~P” 
(4.12) 
The summation on the right-hand side is over all partitions X that satisfy 
both X -C p and A, I pi, A, I pLz;**, A, I CL,,. By the induction hypothe- 
sis each polynomial A j$( x) occurring in the summation contains the factor 
,px -n + i + l)k-X, = fl (x - n + i + l)k-p, i-l 
Xfi(x--n+i+k- Pi + l)p,-A; C4.13) 
i-l 
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Since the factor 
,fJx - n + i + l)kwp,. 
occurs in the left-hand side of Eq. (4.12) and in each term of the summation 
over X -C p in the right-hand side, it must occur also as a factor of Allfk(x). 
This result closes the induction loop and proves the lemma, provided 
Aj$, ,__ 0j(x) contains the factor 
*px -n + i + l)k. 
This result is implied by IQ. (4.2) by choosing zi = n - i, i = 1,2,. . . , n 
and using 
th(n - l;*.,l,O) = 0, unlessX= [O..eO], (4.14a) 
t[,...q(n - l;*~,l,o) = 1, (4.14b) 
where the last result follows directly from Eq. (2.18). 0
We require one additional result before completing the proof of Theorem 
IV. 
LEMMA 4.3. The following expansion is valid for arbitrary x: 
fi (x + 1 - Zi)k = C(&(--k)(X)(x + l)+@l+ “’ +%+). 
i=l h 
(4.15) 
Proof Replace each zi in Eq. (1.25) by z,/(k + l), multiply the result- 
ing relation by (x + l)nk, and use the homogeneity property of Schur 
functions. 0
We next set x = [y - 1 in Eq. (4.2) and also replace zi by Szi so that Eq. 
(4.2) becomes 
lnk,Ij (Y - ‘ilk + t1 ower order terms in 3) = &tllf)h([y - l)t,(lz), 
x 
(4.16) 
this relation being valid for arbitrary y. Using the properties (Eq. (1.24) and 
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Lemma 4.1) 
t&z) = p1+ ..‘h, x(z) + (lower order terms in S), 
Allf’(ly - 1) = a$([y)“k-@l+ “’ +‘A + (lower order terms in ly), 
we find by setting y = x + 1 in Eq. (4.16) and equating coefficients of Snk 
that 
,6(x + 1 - ZJk = FUFh(X + l)nk-(hl+ “’ +%Jz). 
Lemma 4.1 implies that ati is a numerical coefficient independent of x. 
Since the coefficients in the expansion given in Lemma 4.3 are unique, we 
obtain 
at’x = ($q -k)lX). (4.17) 
This result, Eq. (4.2), Lemma 4.1, and Lemma 4.2 imply the proof of 
Theorem IV, since we have shown 
‘$$dx) = (,%J(-k)lh)IfiI(x - n + i + l)k-A;. (4.18) 
V. THE GENERALIZATION Th(cq z) OF lx(z) 
In this section, we define another class of symmetric polynomials, de- 
noted Tx(~; z) and depending on n variables (z,, z2; . . , z,,) and an 
arbitrary parameter (Y. We will show that these symmetric polynomials are 
the natural basis for the expansion of the symmetric polynomial 
Qn(X, Y; Z) = loI(X + 1 - ‘i)k(Y + 1 - ‘ilk (5.1) 
in terms of a basis. Indeed, it is the polynomial (5.1) that motivates the 
introduction of the new class { T,( a; z)} of symmetric polynomials depend- 
ing on a parameter (Y. The reason for this is that the polynomial Q,(x, y; z) 
possesses additional symmetry beyond the obvious symmetry of the direct 
product group S, x S,,. Here the action of the group S, on Q,(x, y; z) is to 
permute (x, y) and that of the group S,, to permute (zi, z2,. *. , z,,). 
The additional symmetry possessed by Q,(x, y; z) results from the 
invariance of (X + 1 - z~)~(Y + 1 - z~)~ under the transformation zj + 
-zj + x + y + k + 1. Thus, Q,(x, y; z) possesses a much larger invari- 
ance group than S, X S,,, as discussed below. The natural basis for expand- 
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ing Q,(x, y; z) is accordingly one that possesses this larger group as an 
invariance group. 
Having made these brief motivational remarks, let us now proceed 
directly to the definition of the Tx(~; z). With each Gel’fand-Weyl pattern 
(m) having the nth row X = [A, A, *. - A,] = [m,, mZn . . . mnn] (or stan- 
dard tableau of shape of X), we associate a polynomial T&,. This polyno- 
mial is defined on an arbitrary parameter (Y and n variables z = 
( Zl, $9’ * *, zn> by 
q?*,b; 4 = $?l)wf(,)(--L - 4 (5.2a) 
where (Y = (a, (Y,--., CX) in the right-hand side and 
z sff = (Z1f a,z2+a,“-,z,+(Y). (5.2b) 
Here t(,) is defined by Eq. (1.17). In analogy to the definition of t*(z) 
given by Eqs. (1.19), we define T,, by 
Once again it is not obvious that the T,(a; z) are symmetric polynomials 
in the variables (zi, z2; . -, z,), since this symmetry is not valid term-wise; 
that is, is not a property of each qrn,(~; z). It is, however, obvious that 
each T(,,(a; z), hence, also T,,(a; z), is invariant under the transformation 
Aj defined by 
Aj: zi --f z;, i = 1,2,.-a, n; i #j, 
I/ + -zj - a. (54 
Here j may be 1,2;.., n; that is, there are n such transformations (5.4) in 
all. Thus, while the polynomials T,(a; z) are symmetric (Theorem VI 
below), they cannot be a basis of all symmetric polynomials, but only for 
the special class of symmetric polynomials possessing also the symmetries 
Aj (j = 1,2;--, n) (Theorem VII below). As shown by the simplicity of 
the expression for Q.(x, y; z) in terms of the { Tx(q z)} (Theorem VIII 
below), this basis is the natural one for this expansion. 
The symmetric polynomials Th( a; z) and I,,(Z) are related by 
T&; z) = ( +l+X2+ “’ +h th( z) + (lower order terms in CX). (5.5) 
Thus, tX(z) is the coefficient of the highest degree term, (-a)‘,+ ‘.. ‘I*, 
when r,(a; z) is expanded as a polynomial in the parameter 0~. 
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The symmetric polynomials T,,(cr; z)are also, of course, related to Schur 
functions. The simplest expression of this relation is given, however, not in 
terms of the standard ex(z), but in terms of modified Schur functions 
satisfying the symmetries Aj, and defined as follows: Consider the mono- 
mial (1.3) associated with the standard tableau T, and multiply it by a 
similar monomial in the variables - zi - OL, i = 1,2, . . . n: 
a,(T) ~ZV) . . 
Zl z2 
. gAyzl - a)al(y-z2 _ (-$-Z(T) . . . (-z _(y)%(~) 
=24 M-+p . . . 1 
qm, (5.6) 
where we define ui by 
uj = Zi( -zi - a), i = 1,2,... , n. (5.7) 
Each variable ui is then an invariant under each of the transformations Aj, 
j = 1,2;.. n, hence, under the group H,, of transformations generated by 
the Aj. Summing the monomials (5.6) over all standard tableaux gives the 
Schur function 
These Schur functions are then not only invariants under the action of the 
symmetric group S,, but also under the action of the group H,,. Clearly, the 
{e,(u)} are a basis of all polynomials in (Y and z that are invariant under 
S, and H,. In particular, the symmetric polynomials Tx(a; z) can be 
expanded in terms of the basis { ep( u)}. The leading term in this expansion 
is e,,(u), since it is easily veritied that 
TA(la; lz) = [%+ .” +h)q (u) + (lower order terms in 3). (5.9) 
We next give the principal properties of the polynomials T,(a; z) in 
Theorems VI-IX below (these are the analogues of Theorems I-IV in 
Section I). Since the proofs of these results may all be carried out by 
suitable modification of procedures given in Sections II-IV, we only outline 
the proofs, stating, however, the more important properties. 
THEOREM VI. The polynomials Th( a; z) are symmetric polynomials inthe 
variables ( zl, z2, * - *, z,) for each partition X = [h, X2 * * * A,] and each 
parameter a. 
THEOREM VII. The set of symmetric polynomials { Tx(a; z) (X E P,,) 
forms a Z-basis of the ring of polynomials invariant under the groups S, 
and H,,. 
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THEOREM VIII. Let z = (zi, zZ;.., z,) = (m,, m2;.., m,), where 
mi = pi + n - I with p = [pl p2 a. * p,] E I’,. Then 
T,(a; m) = 0, unless Xi I p,, i = 1,2;**, n. (5.10) 
THEOREM IX. Let x and y be arbitrary parameters. Then the following 
expansion is valid: 
fib + 1 - ZJJY + 1 - 4k 
= Ck%(-k)lV 
x 
x ,fj (x - n + i + l)k-h,( y - [ 
where 
a= -x-y -k-l. 
Remark. The expansion (5.11) can 
form by using Theorem IV and the 
polynomials { th(z)}. We obtain 
n + i + l)k-A, T,(cw; z), (5.11a) 
I 
(Lllb) 
also be obtained in an alternative 
product rule (2.23) for the basis 
n 
ITI Cx + ’ - ‘i)/r(Y + ’ - ‘ilk 
i=l 
= &+l- 
[ 
‘i)k IfiCY + lvZi)k ][isl 1 
= b,(z)( ~a(p~h)(,Yzb(-k)lp)(~~(-k)l~)~ 
h P 
X I$ - n + i + l)k,(Y - 
[ 
n + i + l)k-v, . (5.12) 1 
Here the unique, but unknown coefficients a(pvh) from the product rule 
(2.23) enter. This relation (5.12) is, of course, a valid expansion of the 
left-hand side in terms of the symmetric polynomials { tX(z)}. This expan- 
sion, however, does not take into account the symmetry of Q,(x, y; z) 
under the transformations Aj defined by I$. (5.4), where now (Y has the 
particular value a! = -x - y - k - 1. Noting that a! is invariant under the 
S, group that permutes x and y, we see that Q,(x, y; z) is invariant under 
the direct product group 
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where H,, is the group generated by the n commuting involution maps 
A,, A,,. . -3 A, defined by Eq. (5.4). The simplicity of the expansion (5.11) 
compared to that of the expansion (5.12), is a consequence of the existence 
of the basis functions { T*((Y; z)}, which are invariant under the action of 
the group S,, x H,,. Indeed, it was in this context that the basis set 
{ T,( a; z)} was discovered prior to the discovery of the expansion (5.11), 
and, indeed, of its simpler companion relation, Eq. (1.21). (Observe that 
relation (1.21) is implied by relation (5.11) by equating the coefficient of Y”~ 
on both sides.) 
We next turn to the outlines of the proofs of Theorems VI-IX, in turn. 
Proof of Theorem VI. For this we require, first of all, an extension of 
Lemma 2.1, as follows: 
LEMMA 5.1. The polynomial in x and y defined by 
&(a, X, y) = i (X - k + l)k(-X - a! - k + l)k 
k-0 
‘(Y - hr-k(-Y - a - d-k (5.13) 
is symmetric in x and y. 
Proof. The symmetry in x and y of the polynomial P,( (Y, x, y) is a nice 
example of the symmetry of the Saalschtitzian 4F3 hypergeometric series 
(Bailey [30]). The various symmetries of this series may all be incorporated 
into the following statement: The polynomial 4P3 defined by (Ref. [31]) 
‘&(x,, x2, x3, Ul, u2, u3) 
=,fi( 
Xl + x2 + x3 + Ui)n 
xF 
Xl + x2, x2 + x3, x3 + Xl, -n 
4 3 x1 + x2 + x3 + 241, Xl + x2 + x3 + u2, Xl + x2 + x3 + u3 i 
(5.14a) 
is symmetric in all 6! permutations of the variables (xi, x2, x3, ui, u2, u3), 
provided these variables atisfy the Saalschtitz condition: 
x1 + x2 + x3 + u1 + u2 + u3 + n - 1 = 0. (5.14b) 
We observe next that 
(-l>“n!P,(a, x, Y) =4P3(x1, x2, x3, 4, u2, u3) (5.15a) 
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for the variables (xi, x2, x3, z+, u2, u3) given by 
Xl = x + ;(a + l), Ul = -y - $(a - l), 
x2 = -x - $(a - l), 242 =y + ;(a + l), 
x3 = :(a - l), u3 = -n - $(a + 1). (5.15b) 
The symmetry of P”((Y, x v) in the interchange ofx and y is thus seen to 
be a consequence of the symmetry of 4P3 under the permutation 
( Xl, x2, x3, Ul, u2, u3) + (u2, Ul, x3, x2, Xl, u3). 17 
The importance of Lemma 5.1 is in establishing Theorem VI for n = 2, 
since directly from the definitions (5.2) and (5.3), we have 
T[X,A,](% 219 22) = bl - x2 + l)A,h - c-i - A2 + ox, 
x(z, - A, + l)h,( -z2 - (Y - A, + 1)x, 
XPh,-&, Zl - A,, z2 - A,). (5.16) 
This result establishes: 
LEMMA 5.2. The polynomials T,( a; z) are symmetric for n = 2. 
The recurrence r lation (2.6) generalizes directly: 
- Ai - n + i + l)~,-~, 
X(-z, - a - Ai - n + i + l)h,-P, 1 
x TI,,,,t2 . ..&K ~1, ~2,.  -9 ~1). (5.17) 
The summation over p = [pi p2 . . . /A,-~] is exactly as described in the 
symbol (2.7). Relation (5.17) now implies: 
LEMMA 5.3. If T,(z,, z2; * *, z,dl), is symmetric in the n - 1 variables 
( q, =2,*. -7 =“-I 7 ) then T,,(a; zl, z2; * 0, z,) is symmetric in these same n - 1 
variables. 
The intermediate r sult we need for completing an induction proof of 
Theorem VI is the generalization of Lemma 2.4: 
LEMMA 5.4. The polynomials Tx(a; z) are symmetric in the interchange of 
znvl and I,. 
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Proof. We repeat step by step the analysis given in the proof of Lemma 
2.4 (Eqs. (2.8)-(2.16)) making appropriate modifications to account for the 
factor t(,,,)( --z- CX) in the definition (5.2a). Now it is the polynomials 
Pn(a, x, r) defined by Eq. (5.13) that enter into the crucial final step that 
replaces relation (2.15). 
Just as in the proof of Theorem I, the properties ofthe Tx(~; z) given by 
Lemmas 5.1-5.4 are now used to complete the proof of Theorem VI. 0 
Proof of Theorem VII. The proof of this theorem follows tep by step 
that given for Theorem II with { eh( u)} replacing { ex( z)} and relation (5.9) 
replacing relation (1.24). q 
Before giving the proof of Theorem VIII, let us note the analogues of 
relations (2.17) and (2.18): 
TL~,~,...A,,, a; zl,z2,-.., ( ZJ
= ( u, u2 * .* 4 
Xqx,-lh,-l”‘h,,-l] (a + 2; Zl - 1, z2 - 1; * *, z, - l), X,21, 
(5.18) 
Trx, A, A,,] ( a; ~1, ~2,. . . , z,-1, 0) 
= ‘A,,,OTIA, A, ... A,,-,] (a + 2; 21 - 1, z2 - l;.., z,-r - 1). (5.19) 
The proof of these two relations goes through just as for the th(z). 
Proof of Theorem VIII. As in the case of Theorem III, one can prove a 
more general result, which is the analogue of Lemma 3.1, and is the 
following: 
LEMMA 5.5. Let p E P,, and dejine m, by 
mi = pi + n - i, i = 1,2;.., n. (5.20a) 
Then, for each r = O,l;*., n - 1, we have 
TA(~; ZI,’ **, z,, m,,,; . . , m,) = 0, (5.20b) 
unless 
xi s Pi, i = r + 1;. ., n. 
Proof. Parallels exactly that of Lemma 3.1. q
Theorem VIII is the special case of Lemma 5.5 for r = 0. •I 
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Proof of Theorem IX. The procedure for proving Theorem IV given in 
Section IV generalizes at each step to provide a proof of Theorem IX. We 
state, without giving the details of the proofs, the analogues of Lemmas 
4.1-4.3. One begins with the expansion in the form 
fJ(x +1 - zi)k(y + 1 -Zi)k = CAK)x(x, Y)TA(~; z>,(5.2la) A 
noting that 
Allf)h(X> Y) = 4yY, 4. (5.21b) 
The existence ofthe expansion (5.21a) is, of course, implied by Theorems 
VI and VII. 
The following three lemmas may then be proved following the procedures 
of Section IV: 
LEMMA 5.6. The degree of Ag)h(x, y) in x and in y (separately) is
nk - (X, + . a. +A,). (5.22) 
LEMMA 5.7. The polynomial A j[f)x(x, y) contains the factor 
n + i + l)k-~,(y - n + i + l)k-h,. (5.23) 
LEMMA 5.8. The following expansion is valid for arbitrary x and y: 
i (x + 1 - zi)k(y + 1 - Zi)k 
i=l 
= ~(190(-k)~A)[(x + l)(y + l)]nk-‘hl+“‘+h”‘eh(v), (5.24a) 
where 
vi = Zi( -zi - /3), i = 1,2;*., n, (5.24b) 
p= -x-y-2. (5.24~) 
These three lemmas now imply the validity ofTheorem IX. 0 
Remark. Relation (5.24a) may be proved directly from Es. (1.25) by 
using the homogeneity of the Schur functions and the identity 
(x + 1 - Zi)(Y + 1 - Zi) = (x + l)(y + 1) 
[ 
1 
‘i 
- 1 (x + NY + 1) . 
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Relation (5.24) may be regained from Theorem IX, with the appropriate 
subtle modification from the shift factor (Y to the shift factor 8, by making 
the substitutions x + 1 --) S(x + l), y + 1 + S(JJ + l), ti + Szi, and 
equating powers of 12nk on each side of the resulting equation. 
VI. THE SKEW t,,,, GENERALIZATION OF t, 
We have shown in Ref. [lo] that there is a one-to-one correspondence 
between standard skew tableaux of shape X - ~1 and a certain subset of 
Gel’fand-Weyl patterns corresponding topartitions of the type 
[X0”], A = [A, A, *a* A,]. (64 
This correspondence allows us to define the skew generalization 
tA,p (Zl, 3,’ - -9 z,> of tx(q, Z2,’ * -7 z,), where A, p E P,,. 
For convenience, we review briefly the relevant results from Ref. [lo]. 
Consider an array of the form: 
’ A, A2 . . . A” \ 
ml,n-l m2..-1 . . . m,,.-1 
(m)= '.. . . . 
11211 m21 . . . m,l 
\ 111 P2 
. . . 
/JCL, 
(6.2) 
In this array each row m(i) = (mii; * ., m,,j), j = 0,l; * a, n with p = m(O) 
and X = m(“), is a partition, a d these n + 1 partitions are to satisfy the 
betweenness conditions 
m ,iTm . lqj-l 2 m,,j 2 ..a 2 mnyj 2 m,,j-l 2 0 (6.3) 
for j = O,l;.., n. 
To each pair of partitions (A, p) such that Ai 2 pi, there corresponds a 
set of patterns (6.2) obtained by letting the mij (1 I j I n - 1,1 < i I n) 
assume all values consistent with the betweenness conditions (6.3). We call 
a pattern in this et a (A, p)-pattern, a ddenote the set of all such patterns 
by G,,fi. 
The group-theoretical significance of a (A, p)-pattern isthat of enumerat- 
ing the irreps of the unitary groups in the subgroup chain 
U(2n) 3 U(2n - 1) 1 *. . 1 u(n) 
that arise “between” irrep[XO . .. 0] of U(2n) and irrep of U(n). 
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The definition fthe weight of a (A, p)-pattern istaken over directly 
from Eq. (1.9): the weight (Y of a (A, p)-pattern, or of the corresponding 
skew tableaux of shape X - )A, is the n-tuple of integers given by 
a = (q,%,-*,%J, (6.4a) 
aj = fJ (mij - mi, j-1). 
i=l 
(6.4b) 
Let us observe that (A, O)-patterns { ~1= [0, .. ., 0] in (6.2)) are in one-to- 
one correspondence with ordinary Gel’fand-Weyl patterns having partition 
labels A, since we may disregard the triangle ofzeros in the resulting special 
array 
/A, *-* A” 
\ 
: 0 
(6.5) 
ml1 : 
\ 0 . . . 01 
One can now proceed to define skew Schur functions eh,P(zl,. . -, zn) in 
terms of standard skew-tableaux or in terms (A, P)-Gel’fand-Weyl pattern8 
in obvious parallel tothe definitions (1.4) and (1.5) (see Macdonald [29]). 
One can also proceed to define now the skew functions tX,p( zr, .. . , zn) in 
terms of standard skew-tableaux or in terms of (A, p))-Gel’fand-Weyl 
patterns. Thus, we associate with each pattern (m) E G,,,, the polynomial 
t(,)Cz) = II II (“j - mij -j + i + l)m,,-m;,,ml’ 
j=l i=l 
(6.6a) 
where mio = pi and m, = Xi. The partitions A, ~1 E P,, with Xi 2 pi 
(i = 1,2; * *, n) are, of course, specified. The polynomial tA,,(z) is now 
defined by 
(6.6b) 
The dependence of the polynomial t(,)(z) on the variable zj is obtained 
fully from rows j and j - 1 in a manner analogous to that given by the 
symbol (1.18a) (extend each of the two rows in that symbol to have n 
entries with a corresponding increase ton factors in(l.lgb)). 
By construction, thepolynomials t,,,, have the property 
h/r&) = h(z), 67) 
so that these polynomials indeed generalize the tx(z). Let us also note that 
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for n = 1, we have but a single pattern 
A, 
i 1 EL1 ’ (6.8a) 
and, correspondingly, 
h,,p,h) = (z1 - A, + l)xl-cl- (6.8b) 
The first question that now arises is whether or not the polynomials t?,, 
are symmetric, since they are not obviously so. Let us answer this question 
for n = 2: 
LEMMA 6.1. For n = 2, the skew functions tX,,(z) are symmetric. 
Proof. For n = 2 with X = [Xi X,] and p = [pi /.L~] with A, 2 pi and 
X, 2 p2, the functions th,P(~l, z2) are given by 
h,,(Zl~ z2) = C(z, - Vl + lLl-/&l - 9 + 2&L* 
P 
x (z2 - h)X,-“l(z* - x2 + 1)x*-Y*’ (6.9a) 
The summation over v is over all partitions v = [vi v2] that satisfy the 
betweenness conditions inthe (X, CL)-pattern 
I 
Al x2 
Vl v2 
Pl P2 1. 
(6.9b) 
Defining a,, a2, b,, and b, by 
al = A,, a2 = mi4X2, k), 
b, = max(A,, pl>, b, = ~23 (6.10a) 
we see that the domains of vi and v2 are 
b, I v1 I aI, b, I u2 I a2. (6.10b) 
Accounting for these domains, we see that (6.9a) may be written as the 
product of two sums, one sum over vi, and the second over v2. If we also 
use the identities 
(z* - Vl + G-p, = (~1 - ~1 + l)v,-i&1 - b, + l)q-,,v 
(z2 - X2 + 1)x2-y2 = (z2 - A2 + l)h,-02(~2 - a2 + %-y27 
(z, - b, + h-p, = (ZI - X2 + &l-p,, 
b, - I+ = A2 - a2, (6.11) 
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we can write Eq. (6.9a) in the form 
h,ph z2) = h - A2 + 1)X*-& - A* + l)h2-q 
X6-&I - h9 372 - h) 
x ~u2-p*(z1 - P2 + 1, z2 - P2 + 1). (6.12) 
Here P,,(x, y) is the symmetric polynomial in (x, y) defined by Eq. (2.1). q 
We defer the proof that the polynomials lx,,(z) are symmetric, in 
general, toa subsequent paper. With this property established, we will then 
continue with the development of other properties, such as the relation f
the fhlp to the t,, etc. 
APPENDIX A. SPECIAL CASES OF tx(z) 
In this Appendix, we will give the general expressions for the symmetric 
polynomials lx(z) for n = 1,2,3, followed by Table I and Table II, which 
tabulate, respectively, all cases for n = 2 with A, + X2 < 4, and for n = 3 
with X, + A, + X, I 4. 
The general formulas for n = 1,2,3 are obtained irectly from the 
definition oft*(z) given by Eqs. (1.17)-(1.19): 
h,(4 = h - 4 + lh,; (A-1) 
ff~,&, ~2) = c<z, - PI + $&2 - &)A,-&2 - A, + lh,, 64.2) 
PI 
TABLE I 
Special Cases of tx(z) for n = 2. 
WI 
m 
Ull 
WI 
WI 
[301 
P21 
[311 
1401 
1 
z, + (z2 - 1) 
2, z2 
(=I - l)z, + q(z* - 2) + (z* - 2)(z2 - 1) 
z,z2[(z, - 1) + (22 - 2)) 
(z, - 2)(z, - l)z, + (zl - l)z1(z* - 3) f q(z2 - 3)(2, - 2) 
+(z? - 3)(z2 - Wz2 - 1) 
(z, - l)z,(z, - l)z* 
z,z2[(z, - 2)(z, - 1) + (Z1 - 1)(Z2 - 3) + (12 - 3)(Z, - 2)1 
(2, - 3)(q - w2, - l)z, + (Zi - 2)(z, - Vq(z2 - 4) 
+tz, - lh(z, - 4)(9 - 3) + z1(z2 - 4)(z2 - 3)(z2 - 2) 
+czz - 4)(+ - 3)(+ - 2)(+ - 1) 
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where the summation is over all integer values of ~1~ satisfying X, 2 pL1 2 X,; 
$A1 A, A,] 3, z29 ( 4 
= c (Zl - Vl + l)Y,(Z2 - PApl-&2 - 112 + 011, 
Pl CL2 “1 
x(z, - Al - 1)x,-&3 - X2)~~-p,(z3 - A, + 1)x,, (A.31 
TABLE II 
Special Cases of Ix(z) for n = 3. 
[Xl x2 x31 
KW 
WI 
[W 
VW 
[1111 
WI 
[3W 
P111 
P201 
[3101 
[4W 
$A, h,X,j(Z,* Z27 Z3) 
1 
z, + (22 - 1) + (z3 - 2) 
z,z2 + z,(z3 - 1) + (z2 - 1)(z3 - 1) 
(2, - l)z, + z,(z2 - 2) + (z2 - 2)(q - 1) + Z,(ZJ - 3) 
+(12 - l)(z, - 3) + (z, - 3)(z, - 2) 
2, ZJ 23 
(z, - l)Z,Q + z1(z2 - 2)z, + (z, - l)zl(z3 - 1) + z1(z2 - 2)(z3 - 1) 
+cz, - NZ2 - l)(Z3 - 1) + z1(z3 - 3)(z, - 1) 
f(z, - l)(Z, - 3)(z3 - 1) + z1z2(z3 - 3) 
(- - 2Kq 
;;z2 
- l)z, + (Z, - l)Zl(Z2 - 3) + Z1(Z2 - 3)(Z2 - 2) 
- 3)(q - NZ, - 1) 
+cz, - l)Zl(Z, - 4) + z1(z2 - 2)(z3 - 4) + (z* - 2)(z2 - l)(z3 - 4) 
+r,cz, - 4)(r, - 3) + (z2 - 1)(L3 - 4)(z3 - 3) + (z3 - 4)(z3 - 3)(z, - 2) 
Z,Z?Z3[(Z] - 1) + (z2 - 2) + (z3 - 3)] 
(- - l);,(q - 
;;z, 
1)~~ + (zl - l)z,z2(z3 - 2) + z1(z2 - 2)z2(z3 - 2) 
- l)q(z, - 2)(z3 - 1) + z1(z2 - 2)(z3 - 2)(z3 - 1) 
+(rz - a(22 - l)(Zs - 2)(Z, - 1) 
(Z, - 2)(r, - l&Z, + (Z, - l)Z,(Z, - 3)Z, + Z1(Z2 - 3)(Z2 - 2)Z, 
(- - WZ, 
i&z, 
- l)z,(q - 1) + (z, - l)z,(zz - 3)(23 - 1) 
- 3)(Z, - 2)(Z3 - 1) 
-t(z, L 3)($ - 2)(Z2 - l)(Z3 - 1) + (Z1 - l)Z,Z2(Z3 - 4) 
+z,(z2 - 2)z,(r, - 4) 
+cz, - l)z,(z, - 4)(z, - 1) + Z,(Z2 - 2)(Z3 - 4)(Z3 - 1) 
+czz - 2Kzz - l)(Z3 - 4)(Z3 - 1) 
+z,z,(z3 - 4)(Z, - 3) + z1(z3 - 4)(z, - 3)(z, - 1) 
+tr, - l)(z, - 4)(Z3 - 3)(Z3 - 1) 
(=, ~ 3)(Z, - 2)(z, - l)z, + (zl - 2)(z, - l)z,(z, - 4) 
+(z, - l)z,(z, - 4)(z, - 3) 
+Z,(Zr - 4)(zz - 3)(Z, - 2) + (z* - 4)(Z, - 3)(Z2 - NZ2 - 1) 
+cz, - mz, - l)z,(z, - 5) + (zl - l)z,(z2 - 3)(z, - 5) 
+Zl(rz - 3)(z2 - 2)(z, - 5) + (z2 - 3)(z, - 2)(r, - l)(z, - 5) 
+cz, - l)z,(z3 - 5)(z, - 4) + z1(z2 - 2)(z3 - 5)(z3 - 4) 
+cz2 - 2x22 - l)(Z3 - 5)(Z, - 4) 
+Z,(Z3 - 5)(q - 4)(z, - 3) + (z* - l)(z3 - 5)(z3 - 4)(z3 - 3) 
+c+ - 5KZ3 - 4)(Z3 - 3)(Z3 - 2) 
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where the summation is over all integer values of pl, pL2, q satisfying 
We have written the polynomials tx(z) in the tables in a way such that 
one can also write out immediately the TA(q z). For example, 
~,loo](~~ Z1r z29 Zj) = zl(-Zl - a) + (z2 - l)(-z2 - (Y - 1) 
+(z3 - 2)(-z3 - (Y - 2), (~4.4) 
T[,O]h Zl? z2) = (Zl - l)( -21 - (Y - l)Zl( -21 - (I) 
+ zl(-Zl - CY)(z2 - 2)(-z2 - a - 2) 
+(z2 - 2)(-z2 - a - 2)(z2 - l)(-z2 - (Y - 1). 
(A4 
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