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Abstract 
This work is concerned with the fluid dynamic processes and the associated loss of 
acoustic energy produced by circular apertures within noise absorbing perforated walls. 
Although applicable to a wide range of engineering applications particular emphasis in 
this work is placed on the use of such features within a gas turbine combustion system. 
The primary aim for noise absorbers in gas turbine combustion systems is the 
elimination of thermo-acoustic instabilities, which are characterised by rapidly rising 
pressure amplitudes which are potentially damaging to the combustion system 
components. By increasing the amount of acoustic energy being absorbed the 
occurrence of thermo-acoustic instabilities can be avoided. 
The fundamental acoustic characteristics relating to linear acoustic absorption are 
presented. It is shown that changes in orifice geometry, in terms of gas turbine 
combustion system representative length-to-diameter ratios, result in changes in the 
measured Rayleigh Conductivity. Furthermore in the linear regime the maximum 
possible acoustic energy absorption for a given cooling mass flow budget of a 
conventional combustor wall will be identified. An investigation into current Rayleigh 
Conductivity and aperture impedance (1D) modelling techniques are assessed and the 
ranges of validity for these modelling techniques will be identified. Moreover possible 
improvements to the modelling techniques are discussed. Within a gas turbine system 
absorption can also occur in the non-linear operating regime. Hence the influence of the 
orifice geometry upon the optimum non-linear acoustic absorption is also investigated. 
Furthermore the performance of non-linear acoustic absorption modelling techniques is 
evaluated against the conducted measurements. As the amplitudes within the 
combustion system increase the acoustic absorption will transition from the linear to the 
non-linear regime. This is important for the design of absorbers or cooling geometries 
for gas turbine combustion systems as the propensity for hot gas ingestion increases. 
Hence the relevant parameters and phenomena are investigated during the transition 
process from linear to non-linear acoustic absorption. 
The unsteady velocity field during linear and non-linear acoustic absorption is 
captured using particle image velocimetry. A novel analysis technique is developed 
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which enables the identification of the unsteady flow field associated with the acoustic 
absorption. In this way an investigation into the relevant mechanisms within the 
unsteady flow fields to describe the acoustic absorption behaviour of the investigated 
orifice plates is conducted. This methodology will also help in the development and 
optimisation of future damping systems and provide validation for more sophisticated 
3D numerical modelling methods. 
Finally a set of design tools developed during this work will be discussed which 
enable a comprehensive preliminary design of non-resonant and resonant acoustic 
absorbers with multiple perforated liners within a gas turbine combustion system. The 
tool set is applied to assess the impact of the gas turbine combustion system space 
envelope, complex swirling flow fields and the propensity to hot gas ingestion in the 
preliminary design stages. 
 
Keywords: Acoustic Absorption, Rayleigh Conductivity, Impedance, Gas Turbine 
Engine, Combustion System, Passive Damping, Thermo-Acoustic Instability, Particle 
Image Velocimetry, Proper Orthogonal Decomposition. 
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Nomenclature 
Parameter Description 
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H Combustor height 
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LD Axial length of damper 
L Orifice length 
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L0 Slug length of unsteady jet flow 
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Re Reynolds number 
r Radial coordinate 
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t Time 
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U Velocity 
Uj Mean jet velocity 
UD Mean velocity in plane of aperture 
Ublow Mean blowing velocity 
Ubulk Area averaged mean flow velocity 
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uD Unsteady velocity in plane of the aperture 
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V Volume 
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x Axial coordinate 
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Parameter Description 
γ Ratio of specific heats 
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δ Admittance 
∆ Acoustic absorption coefficient 
εx Error in the measurement of parameter x 
ζL Fluid dynamic loss coefficient 
ζvis Loss coefficient due to unsteady boundary layer 
η Liner compliance 
λ Wave length 
µ Dynamic viscosity 
ν Kinematic viscosity 
Π Energy flux 
ΠL Acoustic energy loss 
ΠP Acoustic energy loss normalised with incident pressure amplitude 
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Πnorm Acoustic energy loss normalised with incident pressure amplitude 
and mean mass flow across the apertures 
ρ Density 
σ Porosity 
σR Circulation amplitude per unit length 
σx Standard deviation of parameter x 
φk(x) POD analysis spatial mode 
R Angular frequency 
R

 Vorticity 
RΝ Normalised vorticity DUblowN RR

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Subscripts 
Parameter Description 
D Parameter is derived in the plane of the aperture 
d Parameter is derived at end of vena contracta 
ds Downstream 
i Incident acoustic wave 
in Inflow 
n Normalised parameter 
out Outflow 
pk 0 to peak amplitude 
QS Quasi-steady 
r Reflected acoustic wave 
rms Root mean square amplitude 
tot Total 
us Upstream 
+ Acoustic wave travelling downstream 
- Acoustic wave travelling upstream 
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Superscripts 
Parameter Description 
+ Acoustic wave travelling downstream 
- Acoustic wave travelling upstream 
QS Quasi-steady 
 
Mathematical symbols 
Parameter Description 
a‘ Time varying parameter a 
a  Time averaged parameter a 
a  Ensemble average of parameter a 
∗a  Complex conjugate parameter a 
aˆ  Fourier transformed amplitude of parameter a 
aˆ  Magnitude of Fourier transformed amplitude a 
 
Abbreviations 
Parameter Description 
CCD Charged Coupled Device 
CFD Computational Fluid Dynamics 
DNS Direct Numerical Simulation 
FFT Fast Fourier Transformation 
FOV Field Of View 
LES Large Eddy Simulation 
Nd:YLF Neodym Yttrium Lithium Fluoride 
OPR Overall Pressure Ratio 
PIV Particle Image Velocimetry 
POD Proper Orthogonal Decomposition 
RANS Reynolds-Averaged Navier-Stokes 
RQL Rich Quench Lean 
1 Introduction 
This thesis is concerned with the fluid dynamic processes and the associated loss of 
acoustic energy produced by circular apertures within noise absorbing perforated walls. 
Therefore the work is applicable to a wide variety of engineering applications, although 
in the current work particular emphasis is placed on the use of such features within a 
gas turbine combustion system. The primary aim in this application is the elimination of 
thermo-acoustic instabilities by increasing the amount of acoustic energy absorbed. In 
this way any coupling between the acoustic pressure oscillations and unsteady heat 
release is suppressed. 
1.1 Gas Turbine Combustion Systems 
Figure 1.1 shows a schematic of a state of the art turbofan gas turbine engine as it is 
used in the civil aviation industry. Within the combustion system of a gas turbine the 
chemical energy of the fuel is converted into thermal energy, i.e. heat release. The 
generated heat release is expanded in the downstream turbine which is driving the 
compressor and the fan upstream of the combustor. Any thermal energy which is not 
used by the engine to compress the air upstream of the combustor is then used within 
the jet nozzle to generate thrust (e.g. Rolls-Royce (2005)). 
Fan
Compressor Turbine
Combustor
 
Figure 1.1: Schematic of Turbofan jet engine, from Rolls-Royce (2005) 
Current civil turbofan aero-engines are powered using conventional rich-quench-lean 
(RQL) combustion systems. A schematic of such a full annular combustion chamber is 
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shown in Figure 1.2. A more detailed summary of gas turbine combustion chambers can 
be found, for example, in Lefebvre and Ballal (2010). The air delivered by the 
compressor typically enters the combustion system through an annular pre-diffuser. 
Downstream of the pre-diffuser the air is split into various streams with the majority of 
the air being fed around the combustor to the primary and secondary ports, the 
combustor wall cooling system and the turbine blade cooling system. In addition a small 
amount of air enters the combustion chamber via the swirlers of the fuel injector. Thus 
the flame is swirl stabilised within the primary zone of the combustion chamber, where 
the fuel is atomised, vaporised and mixed with the various air streams prior to 
combustion. The aim is to generate adequate residence time and turbulence levels to 
generate the required mixing of fuel and air for flame stabilisation. 
 
Figure 1.2: Schematic of conventional gas turbine combustion system (Rolls-Royce 
(2005)) 
The primary and secondary ports are designed to control pollutant emissions by 
feeding an optimised amount of air into the combustor. Within the dilution zone the 
temperature of the hot gas inside the combustor is further reduced by feeding a further 
20-40% of the air into the dilution ports (Lefebvre and Ballal (2010)). The aim of this 
Introduction 3 
 
zone is to generate an adequate temperature exit profile which is suitable for the nozzle 
guide vane of the high pressure turbine at the exit of the combustor. This is important 
for the turbine life and its cooling requirement. Moreover, the radial and overall 
temperature profiles at the combustor exit have a significant impact upon the efficiency 
of the turbine downstream of the combustor. 
1.1.1 Environmental Aspects of Gas Turbine Combustion Systems 
Pollutant emissions emitted by aviation affect the local air quality near the airports as 
well as the upper troposphere and lower stratosphere (8-12 km altitude) for civil 
aviation. The pollutant emissions at altitude can cause chemical reactions which lead to 
ozone (O3) production and cloud formation. A measure of the affects of the pollutant 
emissions on the climate is indicated by the radiative forcing (RF) parameter as 
described by Prather et. al. (1999). The radiative forcing index is based on the balance 
between radiative heating effects produced by the sun and terrestrial cooling effects. 
Any man made emissions in the atmosphere will change this balance and therefore 
produce positive radiative forcing (i.e. heating of the atmosphere) or negative radiative 
forcing (i.e. cooling of the atmosphere) which will ultimately lead to climate change. 
The main emissions emitted by gas turbine combustion systems burning a hydrocarbon 
fuel are (Figure 1.3):  
• Carbon monoxide (CO) and carbon dioxide (CO2) 
• Nitric oxides (NO) and nitrogen dioxide (NO2), which are grouped together 
under the term NOX  
• Unburned hydrocarbons (UHC) 
• soot 
• Water vapour (H2O) 
The sulphur (S) indicated in Figure 1.3 is controlled via the sulphur content within the 
fuel. The major direct emissions which will be affected by the combustion processes are 
CO2 and NOX emissions. Carbon dioxide is a greenhouse gas which will lead to positive 
radiative forcing. Moreover CO2 is absorbed by the oceans and leads to an increased 
ocean acidification. NOX at cruise altitude (8-13km) is leading to chemical reactions 
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where methane (CH4) is reduced and ozone (O3) is increased. Ultimately this also leads 
to a positive change in radiative forcing (Prather et. al. (1999), ICAO (2010)). 
 
Figure 1.3: Schematic of aviation emissions and their effects on climate change 
from Lee et. al. (2009) 
Currently the impact on CO2 emissions emitted by aviation is 2% of the world total 
CO2 emissions (Prather et. al. (1999), ICAO (2010)). However current predictions show 
that the world wide air traffic is anticipated to grow by 4-5% per year (ACARE (2011)). 
Therefore CO2 emissions will increase if the technology of the used aircraft and engine 
is not improved. The Advisory Council for Aeronautics Research in Europe (ACARE 
(2001)) set a target to reduce CO2 emissions from aircraft by 50% in the year 2020. For 
aero-engine manufacturers this means future aero-engines will have reduced fuel burn 
and therefore reduced CO2 emissions in the year 2020 by 15-20% (Rolls-Royce (2010)) 
as indicated in Figure 1.4. The remaining 20-25% is due to more efficient aircraft and 5-
10% is due to improved air traffic management. 
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Figure 1.4: CO2 reduction of Rolls-Royce aero-engines, from Rolls-Royce (2010) 
The ACARE 2020 target for NOX emissions reductions were set to 80%. On an 
engine level this means a NOX reduction in the order of 60% as shown in Figure 1.5. In 
this case the NOX reduction is shown relative to a baseline NOX standard given by the 
Committee on Aviation Environmental Protection (CAEP) in 2004. More recently 
ACARE Vision 2050 (ACARE (2011)) has proposed the CO2 and NOX emissions 
targets for the year 2050. In this report a 75% reduction in CO2 and a 90% reduction in 
NOX emissions is set. Current aero-engine combustion systems have combustion 
efficiencies higher than 99.9% at take-off and cruise conditions (Lewis et. al. (1999), 
Rolls-Royce (2005), Lefebvre and Ballal (2010)). The CO2 emissions are directly linked 
to the necessary fuel burn, as it is a product of complete combustion. Therefore CO2 can 
only be reduced if less fuel is needed for the transport of goods and passengers within 
an aircraft. Thus the CO2 emissions are a product of aero-engine efficiency, air frame 
efficiency and air traffic management. 
Improvements in aero-engine efficiency can be achieved by improving the efficiency 
of the components of the engine, i.e. turbomachinery efficiency, leakage reduction, 
cooling reductions, etc. Moreover improvements in thermal efficiency can be used to 
reduce the amount of fuel used, and thus reduce the amount of CO2 produced, for the 
generation of the necessary thrust of the engine. The improvement in thermal efficiency 
is achieved by increasing the overall pressure ratio (OPR) of the engine. Unfortunately 
this means the combustor inlet temperatures increase, which in turn generates higher 
combustion temperatures and thus higher turbine inlet temperatures. Lefebvre and 
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Ballal (2010) as well as Lewis et. al. (1999) show that NOX emissions increase with 
increasing temperature. Another driver for NOX is the residence time within the 
combustor (Lefebvre and Ballal (2010)). Thus improvements in thermal efficiency of 
the gas turbine also lead to increasing NOX emissions. Hence different combustion 
concepts are necessary to achieve both requirements: reduced CO2 and reduced NOX 
emissions. 
 
Figure 1.5: NOX reduction of Rolls-Royce aero-engines, from Rolls-Royce (2010) 
Current combustion technology utilises RQL concepts to control the NOX emissions 
generated in the combustion chamber. As already mentioned nitrogen oxide emissions 
are generated at high combustion temperatures which occur near stoichiometric 
equivalence ratios (~1). Hence a rapid quenching is needed from rich equivalence ratios 
in the primary zone to lean equivalence ratios in the dilution zone leading to reduced 
NOX generation as indicated in Figure 1.6. However due to high temperatures in the 
primary zone dissociation processes can lead to large amounts of carbon monoxide 
(CO). Hence if the mixture is cooled too quickly then the CO would not react any 
further which leads to low combustion efficiency and large amounts of toxic CO 
emissions. 
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Figure 1.6: NOX formation in RQL Combustors, from Lefebvre and Ballal (2010) 
The drive to low emissions in the future is forcing a change in combustor technology 
for aero gas turbines from rich burn to lean burn combustors. In this case the NOX-
increase due to the change from rich (i.e. equivalence ratio larger than one) to lean (i.e. 
equivalence ratio smaller than one) air fuel ratio will be avoided and the combustion 
process will be undertaken at entirely lean equivalence ratios (equivalence ratios smaller 
one in Figure 1.6). Lean premixed prevapourised gas turbine combustors have been 
used for industrial machines to achieve the stringent NOX emission targets for land 
based gas turbines. Many examples of industrial lean burn combustors can be found in 
Huang and Yang (2009). Initial lean burn combustor design for flight engines were so 
called double annular combustion systems (Figure 1.7) as shown for example in Dodds 
(2002), similar combustion systems can also be found in Lewis et. al. (1999). The 
combustor consists of a fuel rich pilot stage (which is always operational) and a lean 
mains fuel injector which is optimised for low NOX emissions at high power engine 
operation. More recently Dodds (2005) and Klinger et. al. (2008) show a staged lean 
burn combustion system where the pilot and mains fuel injectors are combined into one 
injector (Figure 1.8). It can be seen that the fuel injectors are much larger than for the 
rich burn example. This is caused by the increasing amount of air that is required to 
enter the combustor through the fuel injector for lean combustion, which must be 
achieved without increasing the combustor pressure drop. For lean burn applications 
approximately 70% of the air within the combustor enters through the swirlers within 
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the fuel injector, whereas only 10-20% of the air enters the RQL combustor through the 
fuel spray nozzle. Thus no further mixing ports are necessary as this would drive the 
combustor towards its weak extinction limits. The only additional air which enters the 
combustor is that necessary for wall cooling. The pilot injector is used to provide the 
necessary stability and light up characteristic during low power operation whereas the 
lean mains burner is predominantly fuelled at medium to high power engine condition 
(Lazik et. al. (2008)) to achieve reduced NOX emissions. 
Pilot stage
Main stage
 
Figure 1.7: Schematic of double annular combustor, similar to Dodds (2002) 
Pilot
Main
Main
 
Figure 1.8: Schematic of staged lean burn combustion system, similar to Dodds 
(2005) and Klinger et. al. (2008) 
Lean burn combustion technology has been used on industrial gas turbines over many 
years. Based on the experience of operating lean burn combustion systems on industrial 
engines many challenges have arisen for engineers (Lefebvre and Ballal (2010)), e.g. 
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flash back, margin to lean blowout, adequate combustion efficiency during operating 
envelope, homogeneous air fuel ratio at the fuel injector to achieve low emissions, 
sufficiently low pressure loss across the combustion system, etc. For aero-engines there 
is also a further challenge which is altitude relight. However, one of the major 
challenges for lean burn combustion is the avoidance of thermo-acoustic instabilities, 
based on the experience from lean burn combustors operating within industrial gas 
turbines. Thermo-acoustic instabilities cause large acoustic pressure oscillations within 
the combustor leading to reduced life and possible structural damage. The avoidance of 
this instability by increasing the acoustic energy absorption of the combustion system is 
the main focus of this thesis. 
1.2 Thermo-Acoustic Instability 
Thermo-acoustic instabilities, also known as combustion instabilities, can occur in 
any engineering application where heat is added within a confined volume, such as for 
example boilers, furnaces (Putnam (1971)), rocket engines (Hart and McClure (1965), 
Yang and Anderson (1995), Culick (2006)), gas turbine combustors (Scarinci and 
Halpin (2000), Dowling and Stow (2003), Eckstein (2004), Kaufmann et. al. (2008)), 
ramjets and afterburners (Rogers and Marble (1956), Bonnell et. al. (1971), Langhorne 
(1988)). Each of those combustion systems is characterised by various acoustic 
resonance frequencies due to their geometry. The added heat release rate can couple 
with the acoustics of the combustion system geometry, thereby supplying energy to the 
acoustic pressure oscillation. This leads to rapidly rising pressure amplitudes within the 
combustion chamber due to the large amount of energy being released. The high 
pressure amplitudes limit the component life, or in the worst cases, cause structural 
damage to the combustion chamber. 
In the literature early references to this phenomenon can be found in conjunction with 
the singing flame by Higgins (1802), who experimented with hydrogen flames within a 
vertical tube generating an audible sound at the fundamental frequency of the tube. A 
similar observation was made in conjunction with the well-known Rijke tube. Rijke 
(1859) discovered that a loud tone was audible by putting a heated mesh into the lower 
half of a glass tube where both ends of the tube were open to atmosphere. Observations 
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stated that it was dependent on the position of the heat source if a loud tone was audible 
or not. Rayleigh (1896) investigated these phenomena and came to the conclusion that 
the added heat release from the mesh is increasing the pressure amplitude associated 
with the acoustic resonance mode of the tube. Moreover the heat source has to be placed 
so that the added heat release is in phase with the pressure oscillation for the audible 
tone to occur. This is the basis of the Rayleigh Criterion for which a simple 
mathematical description can be written as (e.g. Lieuwen(1999)): 
( ) ( )∫ ∫ ≥⋅V T lossesacousticdVdttxptxQ ,','  ( 1.1) 
If unsteady heat release Q’ is added in phase with the fluctuations in pressure p’ then 
the pressure amplitude can potentially increase, whereas if the heat release is added out 
of phase with the pressure oscillations then the amplitudes will decay within one time 
period T. However, for acoustic pressure amplitudes to grow in magnitude, the product 
of unsteady heat release and pressure oscillations has to be larger than the acoustic 
losses within the combustion system. This criterion has been used by many authors to 
investigate and predict the stability of combustion systems (e.g. Chu (1965), Lieuwen 
(1999), Lawn (2000), Dowling and Hubbard (2000), etc.). 
In the context of thermo-acoustic instabilities within gas turbine combustion systems 
the added heat release by the flame can couple with the acoustics of the combustion 
chamber geometry. For example unsteady heat release results in the propagation of 
acoustic waves, which can alter the pressure drop across the fuel injector which in turn 
causes the velocity field of the fuel injector to oscillate. This can lead to fluctuations in 
stoichiometry so that the interaction of the pressure wave with the fuel injector flow 
field leads to further unsteady heat release. This simplified feedback mechanism can 
thereby lead to self-excitation as shown schematically in Figure 1.9. However the initial 
mechanism which is causing the self-excited combustion instability can be much more 
complex. More detailed feedback mechanisms can be found in Paschereit e. al. (1999), 
Candel (2002) or Sattelmayer (2003). Turbulence and large scale coherent structures 
within the fuel injector flow field (Coats (1996), Poinsot et. al. (1987)), local 
equivalence ratio oscillations and spatial heat release distribution (Lieuwen and Zinn 
(1998), Kato et. al. (2005)) as well as propagating entropy waves within the combustion 
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system (Eckstein et. al. (2004), Eckstein (2004)) can cause the onset of thermo-acoustic 
instabilities. In general lean burn combustion is more prone to thermo-acoustic 
instabilities. One of the reasons for this behaviour is that the changes in rate of 
combustion due to oscillations in fuel air ratio is larger for lean combustion than for rich 
combustion, especially near the lean blow out regime (e.g. Dowling (2003) or Huang 
and Yang (2009)). 
Unsteady heat 
release
Pressure 
oscillations
Air and fuel mass 
flow oscillations
 
Figure 1.9: Thermo-acoustic feedback cycle as in Lieuwen (1999) 
The challenge for gas turbine combustion engineers is to develop a lean burn 
combustion system design which is not susceptible to thermo-acoustic instabilities. 
Ideally the instability needs to be avoided at source, i.e. the design of the fuel injector 
suppresses the onset of thermo-acoustic instabilities. Steele et. al. (2000), for example, 
reduced the onset of thermo-acoustic oscillations by influencing the residence time of 
the air and fuel mixture within the premixing ducts. Further examples of fuel injector 
design to effectively avoid combustion instability can be found in Huang and Yang 
(2009). However, currently only limited design rules exist to develop a combustion 
system fulfilling all the requirements for an aero-engine combustor (Lefebvre and Ballal 
(2010)) which then exhibits no susceptibility to thermo-acoustic instabilities over the 
operating envelope of the engine. In recent years numerical and experimental studies 
have been undertaken to understand the thermo-acoustic characteristic of lean burn fuel 
injectors which includes, for example, measurements of flame transfer functions 
(Paschereit et. al. (2002), Schuermans et. al. (2010)). The flame transfer function treats 
the burner and the flame as a black box and relates the heat release oscillations to the 
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input pressure oscillation onto the fuel injectors. If the transfer function is measured in 
an acoustic resonance free system, it can be transferred into acoustic models of full 
engine combustion system geometry. Hence the stability of the gas turbine combustion 
system can then be analysed. With this in mind the described mechanisms can be 
investigated and the stability of the gas turbine combustion system can be assessed. 
However, as already mentioned, currently there are only limited design rules which can 
be used to influence the transfer function of a fuel injector so that there is no risk of 
thermo-acoustic instability throughout the operating envelope of an aero-gas turbine 
engine. Hence additional forms of the suppression of thermo-acoustic instability are 
under development. 
One method of control is to influence the phase of the heat release relative to the 
pressure oscillation using fuel staging. As already explained in an earlier section staged 
lean burn combustion systems can have multiple fuel lines. Therefore the fuel split 
between the various injectors can be adjusted so that pressure amplitudes due to thermo-
acoustic instabilities are minimised (Steele et. al. (2000), Scarinci and Halpin (2000), 
Mongia et. al. (2003)). This can be achieved by radially and circumferentially staging 
the fuel within a fully annular combustion system. The circumferential fuel variation is 
also known as asymmetric fuelling. However, due to the changes in combustion 
temperatures across the combustor it is possible that stringent NOX emissions cannot be 
met using this strategy. Moreover the changes in fuel staging and asymmetric fuelling 
can have adverse effects on the temperature profile at combustor exit. This can then lead 
to reduced turbomachinery efficiency and a reduced life of the turbine components. 
A further option to change the phase relationship between unsteady heat release and 
the acoustic pressure oscillation is active control. For example, a dynamic pressure 
sensor within the combustion chamber can be used to monitor the acoustic pressure 
oscillations. If the pressure amplitudes rise an actuator in the fuel supply line can be 
used to oscillate the fuel at the same frequency so that the heat release and pressure 
oscillations are out of phase with each other. Many researchers have worked in this field 
to develop algorithms for active instability control systems, e.g. Schuermans (2003), 
Riley et. al.(2003), Dowling and Morgans (2005), Illingworth and Morgans (2010). All 
of this work has shown that it is possible to suppress thermo-acoustic instability by 
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controlling the fuel supply. However, most of the work was aimed at stationary gas 
turbines operating with gaseous fuels, with the weight and size of the fuel actuators 
meaning it is currently not practical for aero-gas turbines. Moreover the challenge 
remains to design reliable liquid fuel actuator valves which operate in the range of 
several hundred Hertz with a specified accuracy on the fuel modulation amplitudes 
within the harsh gas turbine combustion system environment. Moran et. al. (2001) 
shows the application of active control on an afterburner of a RB199 full scale military 
turbofan aero engine. The tests were conducted on the ground with the active control 
being aimed at the low frequency combustion instability known as reheat buzz with 
frequencies well below 300 Hz. The system demonstrated a significant reduction in 
pressure amplitude and showed the potential for active control applications in the future. 
Furthermore Umeh et. al. (2007) studied the use of active control for a gas turbine aero 
engine. To overcome the challenge of operating an actuator valve at more than 500 Hz, 
the control algorithm was aimed at low frequencies corresponding to half of the 
combustion instability frequency. It could be shown that the thermo-acoustic instability 
frequency could be successfully reduced by this technique. 
All the discussed methods in this section so far have focussed on influencing the 
product of the unsteady heat release and the unsteady pressure fluctuation, i.e. the 
amount of energy driving the instability. However this work is aimed at the absorption 
of the energy, i.e. the optimisation of acoustic losses within a gas turbine combustor. If 
the energy absorbed can exceed the amount of energy driving the instability the thermo-
acoustic oscillation can be avoided. In general this is known as the passive control of 
combustion instabilities and is presented in the next section. 
1.3 Passive Control of Thermo-Acoustic Instabilities 
Thermo-acoustic instabilities can be passively controlled by increasing the absorption 
(i.e. damping) of the acoustic waves within the combustion chamber. Hence, the aim of 
this approach is to enhance the acoustic energy absorption within the combustion 
system geometry to a level whereby the acoustic pressure amplitudes can be reduced or, 
more desirably, the onset of the combustion instability suppressed. The suppression of 
the combustion instability is possible if all the generated acoustic energy is absorbed 
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before the reflected pressure waves can interact with the fuel injector flow field and 
other features of the combustion system. In this case the simplified feedback cycle in 
Figure 1.9 can be broken leading to suppression of thermo-acoustic instability. A 
modern combustion system contains a variety of components that can potentially 
provide some acoustic damping (Figure 1.10). These include, for example, combustor 
ports, cooling rings or effusion cooled liners. 
Primary and secondary ports
Cooling air
Cooling ring
Or alternatively
Effusion cooling
Cooling air
 
Figure 1.10: Schematics of common combustor apertures which interact with 
acoustic pressure waves 
In general the amount of damping provided by the various combustor apertures is 
assumed to be small, hence the amount of damping is often assumed to be negligible. 
Thus additional passive damping devices must be incorporated within the system whose 
primary purpose is to absorb acoustic energy. The most common devices used are 
Helmholtz resonators and perforated liners. 
1.3.1 Helmholtz Resonators 
1.3.1.1 The Harmonic Oscillator 
A Helmholtz resonator, as shown on the left hand side in Figure 1.11 and described 
for example in Rayleigh (1896) or Kinsler et. al. (1999), consists of a neck with length L 
and cross-sectional area A. One side of the neck is connected to a volume V and the 
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other side is open to an incident oscillating pressure amplitude onto the neck. The 
Helmholtz resonator is an harmonic oscillator which can be described in its simplest 
form as a mass-spring-damper system (right hand side in Figure 1.11). Thus the damped 
forced harmonic oscillator can be described using the following differential equation 
(Kinsler et. al. (1999): 
( ) ( )tiFtFxc
dt
dxR
dt
xdm sZ Rexp==++2
2
 
( 1.2) 
This equation describes the balance of forces surrounding the mass element in Figure 
1.11), where the parameter x denotes the displacement of the mass. Hence the first term 
of the left hand side describes the inertial force due to the acceleration of the mass, the 
force due to the resistance RZ within the damper element is given in the second term on 
the left hand side and the force due to the spring element is represented in the last term 
on the left hand side of equation ( 1.2). The system is forced by a harmonic force which 
is equivalent to a pressure oscillation incident onto the neck of the resonator 
( ) ( )tipAtF Rexpˆ= , ( 1.3) 
where the pressure amplitude is represented by the parameter pˆ . If the wavelength λ is 
much larger than the neck length L (λ >> L) the air within the neck can be described as 
a single column of air representing the mass m (e.g. Kinsler et. al. (1999)): 
effALm ρ=  ( 1.4) 
As the equation shows the mass is the product of the density ρ, the neck cross-sectional 
area A and the effective length Leff. The effective acoustic neck Leff represents the 
geometric length L of the neck and an additional acoustic length correction. Acoustic 
radiation effects at the neck outlet acts as an additional mass to the neck and are 
accounted for by this additional length correction. The end corrections can be estimated 
for flanged and unflanged terminations as in Kinsler et. al. (1999): 
Flanged termination RLLeff 8502 .⋅+= , ( 1.5) 
Unflanged termination: ( ) RLLeff 60850 .. ++= , ( 1.6) 
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where R denotes the radius of the neck. In practice these length corrections are often 
estimated from experimental data for a given resonator neck geometry. 
V
A
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Figure 1.11: Schematic of a Helmholtz resonator and its equivalent harmonic oscil-
lator (Kinsler et. al. (1999)) 
The pressure oscillation within the volume V is assumed to be uniform, in other words 
the acoustic pressure amplitude at a given time t is constant throughout the volume. 
Moreover the volume V of the resonator represents the spring cS element in the 
harmonic oscillator system (third term on the left hand side in equation ( 1.2)). A force is 
required to move the mass against the stiffness of the spring which is the product of the 
stiffness and its displacement x:  
xcF s ⋅=  ( 1.7) 
For the resonator the stiffness can be estimated by investigating the change of its 
volume due to the displacement of the column of air within the neck. In other words it 
can be assumed that the air within the neck acts like a piston which changes the volume 
by the amount of its displacement and the neck cross-sectional area. If the piston is 
pushing into the volume the change in volume can be defined as AxdV −= . As the 
volume changes so does the density of the air within the volume: 
V
Ax
V
dVd
=−=
ρ
ρ , ( 1.8) 
therefore the pressure within the resonator volume has to rise, which can be estimated 
assuming an isentropic compression: 
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x
V
Acdcp 22 ρ
ρ
ρ
ρ == . ( 1.9) 
Parameter c refers to the speed of sound in this expression. The force which is required 
to achieve the neck displacement is the force due to the incidental pressure amplitude as 
described in ( 1.3). Thus substituting equation ( 1.3) into ( 1.9) and comparing it to 
equation ( 1.7) results in a spring stiffness cS of 
V
Accs
2
2ρ= . ( 1.10) 
An important parameter is the impedance Z of the Helmholtz resonator which 
describes the relationship between unsteady pressure amplitude incident onto the 
resonator neck and unsteady velocity amplitude of the column of air within the neck. 
This parameter can be derived using equation ( 1.2) together with equations ( 1.3), ( 1.4) 
and ( 1.10): 
( )tiApdtu
V
AcuR
dt
duAL Zeff Rρρ expˆ''
'
=++ ∫
2
2 . ( 1.11) 
Note the circumflex above the pressure parameter indicates the amplitude of the 
acoustic pressure oscillation. Moreover, in this case the displacement of the mass within 
the neck has been expressed as the oscillating velocity which is defined as 
( )tiuu Rexpˆ' = . Thus substituting the expression for the oscillating velocity into 
equation ( 1.11) leads to the impedance of the Helmholtz resonator 




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
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Z
ZZ R
ρ
ρR
2
ˆ
ˆ
, ( 1.12) 
where 1−=i . It can be seen that the impedance of the resonator is split into two 
parts: the resistance RZ and the reactance of the resonator XZ. The resistance term 
influences the amount of acoustic energy being absorbed. The reactance term of the 
Helmholtz resonator is equal to zero for the Helmholtz resonator when forced at its 
resonant frequency 
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AcLX effZ R
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ρR . ( 1.13) 
Thus the well known definition of the resonant frequency of the Helmholtz resonator 
(e.g. Rayleigh (1896), Ingard (1953), Kinsler et. al. (1999)) is: 
eff
resres VL
Acf == πR 2  ( 1.14) 
1.3.1.2 Acoustic Damping Mechanism 
During the resonance condition for the Helmholtz resonator large pressure amplitudes 
occur within the resonator volume. This pressure oscillation is 90° out of phase with the 
incident pressure amplitude leading to a harmonic velocity oscillation of the air column 
within the neck being also 90° out of phase with the incident pressure. An unsteady jet 
flow is developed, due to the high unsteady pressure difference across the resonator 
neck which leads to the shedding of vortex rings at the outlet of the neck (Zinn (1970), 
Ingard (1953)). Thus the acoustic energy is transferred into the kinetic energy of vortex 
rings shed off the resonator neck. More recently Tam and Kurbatskii (2000) as well as 
Tam et. al. (2001) used a direct numerical simulation (DNS) method to investigate the 
flow field of a Helmholtz resonator with a slit shaped resonator neck during acoustic 
absorption. This also confirmed that vortex ring structures shed off the edge of the 
resonator neck are responsible for the loss of acoustic energy. Moreover Tam et. al. 
(2010) have used the DNS method on a resonant liner with rectangular apertures. The 
flow field of this study also revealed vortex ring structures responsible for the acoustic 
energy absorption. It was mentioned that the shape of the aperture had a significant 
effect upon the dissipation of acoustic energy. This agrees with the outcome of the work 
conducted by Disselhorst and van Wijngaarden (1980) and later on Atig et. al. (2004), 
who studied the influence of vortex rings forming at the end of resonating pipes at high 
sound pressure amplitudes. It was concluded that the acoustic losses were strongly 
dependent on the duct exit geometry and its influence on the vortex ring formation 
processes. 
In addition to the flow effects external to the neck there is a further mechanism of 
acoustic energy dissipation which is represented by the viscous losses due to the 
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boundary layer within the neck (Keller and Zauner (1995) or Bellucci et. al. (2004)). 
Zinn (1970) as well as Hersh and Rogers (1976) mention that the viscous losses due to 
the boundary layer within the neck remain constant with pressure amplitude but the 
losses due to the momentum transfer into vortex rings are pressure amplitude dependent 
and dominate the acoustic energy absorption at high pressure amplitudes. Hence the 
viscosity effects could reduce the acoustic absorption as it reduces the unsteady velocity 
amplitudes within the neck and thus the transfer of acoustic energy into vortex rings. All 
the described acoustic energy absorption effects, i.e. flow structures external to the neck 
and boundary layers within the neck, are accounted by the resistance parameter RR  in 
equations ( 1.2) or ( 1.12). 
If the pressure waves are exciting the resonator away from its resonance frequency 
than the pressure fluctuation in the volume is reduced, relative to the resonance 
condition, as less power is transferred from the incidental wave into the resonator 
volume. This leads to small velocity oscillations and therefore to reduced acoustic 
energy loss due to the reduced kinetic energy transfer. Hence the acoustic absorption of 
such a device is only adequate over a narrow frequency band close to the resonance 
frequency. Therefore the device has to be carefully tuned onto the damping frequency. 
1.3.1.3 Non-Linear Absorption of Helmholtz Resonators 
In general the amount of acoustic energy absorption can be described using an 
absorption coefficient. This parameter relates the acoustic energy loss relative to the 
incident acoustic energy onto the absorbing device. For a linear acoustic absorber the 
absorption coefficient remains constant, i.e. the amount of acoustic absorption is a linear 
function of the incident acoustic energy. However, the acoustic absorption characteristic 
of a Helmholtz resonator is known to be non-linear. This means that the acoustic 
absorption is a function of the incident acoustic pressure amplitude. In other words the 
amount of acoustic energy loss generated by the resonator is not increasing or 
decreasing at the same rate as the incident acoustic energy. The reason for this 
behaviour is the non-linear relationship between the incident pressure amplitude and the 
neck velocity amplitude. Ingard and Ising (1967) conducted hot-wire anemometer 
measurements at the exit of orifice geometries subjected to various levels of acoustic 
pressure amplitudes. It can be seen that for increasing pressure amplitude the orifice 
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velocity amplitude was a non-linear function of incident pressure amplitude: 2'~' up . 
Moreover it was also noticed that the velocity amplitudes showed the occurrence of 
harmonics at large acoustic pressure amplitude forcing. 
Due to this non-linear behaviour the acoustic loss generated by the Helmholtz 
resonator decreases with increasing incident pressure amplitude (Zinn (1970)). For a 
linear acoustic absorber the amount of acoustic energy loss generated is linearly related 
to the incident pressure wave, i. e. '~' up  (Hersh and Rogers (1976), Ingard and Ising 
(1967)). Hence for a linear absorber the relative amount of acoustic energy absorbed to 
the incident energy is constant. 
1.3.1.4 Application to Gas Turbine Combustors 
Due to their large acoustic energy absorption Helmholtz resonators have been used in 
many engineering applications to reduce the amount of acoustic noise. Putnam (1971) 
discussed an application of a resonator to a combustion chamber of an aircraft heater 
and it was mentioned that the pressure oscillations in the tubular combustor could be 
completely suppressed. Laudien et. al. (1995) describes the use of Helmholtz resonators 
to successfully reduce the pressure amplitudes within rocket engine combustors. 
Bellucci et. al. (2004) and (2005) have shown that the pressure amplitude within an 
industrial gas turbine combustor can be greatly reduced by using Helmholtz resonators. 
Moreover Gysling et. al. (2000) significantly reduced the pressure amplitudes within a 
three sector test rig of a full annular industrial gas turbine combustor. Further 
applications of Helmholtz resonators on a can-annular combustion system of an 
industrial gas turbine have been reported by Krebs et. al. (2005). It was shown that the 
operating envelope of the gas turbine could be increased due to the application of 
Helmholtz resonators to the combustor. Scarinci (2005) successfully damped low 
frequency pressure oscillations on an aero-derivative industrial gas turbine using 
Helmholtz resonators. 
One of the challenges of applying a Helmholtz resonator to a gas turbine combustor is 
to adequately cool the device. Moreover, due to the large velocity oscillations within the 
resonator neck, hot gas from the combustion chamber can be ingested into the resonator 
volume (Barker and Carrotte (2006)). Therefore cooling air has been used to 
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continuously flush the resonator cavity as shown in Keller and Zauner (1995). The same 
technique has been applied in Bellucci et. al. (2004) and (2005) or Krebs et. al. (2005). 
Within gas turbine combustion systems the resonators have to be carefully placed. 
First of all the resonators can only generate acoustic damping if they are placed where 
an oscillating pressure occurs. This is especially important if the resonator is placed 
within a combustion system generating acoustic standing waves. In this case regions of 
the combustion system are exposed to the maximum acoustic pressure oscillation, i.e. 
anti-nodes, and locations at which no pressure oscillations occur, i.e. nodes. Thus 
maximum absorption is achieved if the resonator is located at a pressure anti-node. If 
the resonator is placed on an acoustic node no acoustic absorption can be generated. 
Hence knowledge of the acoustic mode shape within the combustion system is crucial. 
Moreover the resonator itself can significantly influence the mode shape within an 
acoustic system. Thus pressure nodes can occur within a combustion system at the 
resonator position. Hence at least a second resonator is needed, placed half a wave 
length away, to be able to damp the acoustic pressure wave. However, due to the 
interactions of the resonators with the acoustic waves various other acoustic resonance 
modes can occur as shown in Stow and Dowling (2003). Laudien et. al. (1995) also 
reported that the distance between the various resonator locations was important to 
stabilise the acoustic system within a rocket engine combustor. 
Garrison et. al. (1972) investigated the design of Helmholtz resonators for the 
application in afterburners. In this case multiple resonators were used to damp the 
pressure oscillations occurring in a jet engine afterburner. A perforated plate was used as 
shown in Figure 1.12. The volume is enclosed by the perforated plate and the backing 
cavity. Each aperture with cross-sectional area Sn is equivalent to one separate 
Helmholtz resonator. Therefore each aperture within the perforated liner represents a 
resonator neck, with an associated neck length equal to the plate thickness. The volume 
of each resonator is defined by the area within one aperture pitch Pa and the 
corresponding backing cavity depth S. If the incident wave is normal to the perforated 
liner and the amplitude of the incident wave is not changing along the perforated liner, 
then no walls within the backing cavity are necessary (as there is no phase difference 
between the pressure amplitudes in the several volumes). Nevertheless the volumes can 
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be separated, for example with a honeycomb panel, to avoid the onset of any mode 
shapes within the backing cavity volume. 
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… Vn
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Incident sound wave
S
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Figure 1.12: Helmholtz resonator application for jet engine afterburners as used in 
Garrison et. al. (1972) 
Resonator arrays as shown in Figure 1.12 can be also used in jet engine intakes and 
exhausts. In these cases the resonator necks can be exposed to high velocity cross-flows 
which interact with the acoustic absorption of a resonator. Ko (1972) has investigated 
the absorption of a liner with multiple resonators under two different duct flow regimes: 
uniform flow and shear flow. The mean flow Mach number was varied between 0 and 
0.6. It is shown that the boundary layer thickness has an influence on the sound 
attenuation but this is specific to the Mach number, the flow direction and the acoustic 
mode within the duct. Cummings (1987) investigated the performance of a resonator 
under fully developed turbulent pipe flow for internal combustion engine exhaust 
silencers. 
1.3.1.5 Review of Acoustic Studies of Helmholtz Resonators 
Helmholtz resonators can come in a variety of configurations. The geometrical 
dependencies of a Helmholtz resonator have been investigated analytically, numerically 
and experimentally by many authors. Ingard (1953) has investigated resonators with 
circular and rectangular necks connected to circular and rectangular volumes. The focus 
of the work was to produce design tools for the various geometries to achieve optimum 
sound absorption and to estimate their resonance frequencies. Moreover Selamet and 
Lee (2003) investigated resonators with their necks extended into the volume which can 
be very useful if design space is limited as, for example, in jet engines. Chanaud (1994) 
has developed models to predict the resonance frequencies with various neck cross-
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sectional areas, e.g. cylindrical, rectangular and cross-shaped. Tang (2005) has also 
shown that the sound absorption of a Helmholtz resonator can be improved if the neck 
of the resonator is tapered. Moreover a model was developed which predicts the 
resonance frequency of a Helmholtz resonator with a tapered neck.  
Unfortunately, Helmholtz resonators only provide absorption over a relatively narrow 
frequency range, i.e. within a narrow band around its resonance frequency, and this 
often conflicts with the requirement for adequate acoustic damping throughout the 
operating range of the gas turbine. To overcome this issue a range of resonators can be 
connected to the combustion system geometry tuned to various frequencies as 
mentioned in Richards et. al. (2003). This has also been demonstrated for silencer 
systems (e.g. Seo and Kim (2005)). This technique could also be applied to jet engine 
intakes and exhaust ducts or afterburners. Garrison et. al. (1972) investigated resonator 
geometries in series as shown in Figure 1.13 for their application in jet engine 
afterburners. In this case the two resonator frequencies are closely tuned to each other 
using the volume sizes or the length, diameter and porosity of the perforations. 
Therefore the interaction between the two devices enables large acoustic absorption 
over a wider frequency band. 
Volume 1
Volume 2
Perforation 1
Perforation 2
Incident pressure amplitude
 
Figure 1.13: Helmholtz resonators in series similar to Garrison et. al. (1972), or 
Bothien et. al. (2012) 
Similar concepts have been investigated by Bothien et. al. (2012) within industrial gas 
turbine combustors. Moreover Hafsteinsson et. al. (2010) showed resonators in series as 
a method to suppress fan noise in the intake of a jet engine. Furthermore Xu et. al. 
(2010) has developed theoretical models to describe the same concept. 
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To overcome the narrow frequency band characteristic Zhao and Morgans (2009) 
have used active control in conjunction with a Helmholtz resonator. In this study the 
resonator neck area was controlled with an active control system to successfully 
suppress the instability of a Rijke tube. A further example of actively tuning a resonator 
was also conducted by Zhao et. al. (2009). In this case the back plate of a resonator 
volume was vibrated by a control system to actively increase the acoustic absorption of 
the resonator over a wider frequency bandwidth. Another option of tuning a resonator 
onto the frequency of a combustion system would be to actively change the volume of 
the resonator (e.g. De Bedout et. al. (1997)). 
1.3.2 Multi-Aperture Perforated Screens with Mean Flow 
1.3.2.1 Absorption Mechanism of Circular Holes with Bias Flow 
Including orifices and ports in combustion chambers can suppress thermo-acoustic 
oscillations as described in Putnam (1971). The amount of apertures needed to 
significantly reduce the pulsations was evaluated experimentally which is indicated by 
the quote in Putnam (1971):  
“To stop pulsation, drill one hole in front of the furnace; if that doesn’t work, drill two 
holes!” 
Initial investigations of the acoustic energy transmission through jet nozzles, e.g. 
Bechert et. al. (1977), showed that the loss of acoustic energy was dependent on the 
mean bias flow through the nozzle. Bechert (1980) found that the acoustic energy 
absorption at low frequency is a function of the mean Mach number through the jet 
nozzle. Howe (1979a) also investigated the absorption of sound due to the flow through 
a jet nozzle (Figure 1.14) analytically for low Mach numbers by using a vortex sheet 
model and described the mechanism with which acoustic energy is absorbed within the 
jet flow. A flow with mean jet velocity Uj passing through the orifice develops a 
vorticity sheet downstream of the jet nozzle. This vorticity sheet lies in the region of 
shear between the core nozzle flow and the surrounding air, with the vortex sheet origin 
being at the edge of the nozzle. An incident acoustic pressure wave pi travels towards 
the jet nozzle and at the nozzle part of the acoustic energy will be reflected back 
upstream (pr), part of the acoustic energy gets transmitted through the nozzle whilst 
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some of the acoustic energy is absorbed. Basically the incident pressure oscillation 
alters the pressure drop across the jet nozzle which generates a pulsatile jet flow. Thus 
the velocity amplitude in the exit of the jet nozzle enhances the shedding of vorticity in 
the free shear layer on the edges of the nozzle. The mean flow convects the vorticity 
away from the orifice rim and the generated vorticity subsequently is transformed into 
heat further downstream via viscous dissipation processes. Therefore acoustic energy is 
transferred into kinetic energy associated with the vorticity structures in the shear layer 
of the unsteady jet flow. 
pi
pr
U
UJ
Shear flow
 
Figure 1.14: Schematic of a jet nozzle from Howe (1979a) 
Howe (1979b) applied a similar theory to develop an analytical model to predict the 
acoustic losses associated with a circular orifice subjected to an unsteady pressure drop 
with mean flow. In this case Howe (1979b) assumed that the orifice plate is 
infinitesimal thin, the jet flow is irrotational and vorticity is similarly shed in a thin 
cylindrical shear layer starting from the edge of the aperture. However, the mechanism 
related to the acoustic absorption basically remained the same. One outcome of this 
work was the development of an analytical expression to describe the Rayleigh 
Conductivity for an orifice. The Rayleigh conductivity KD relates the unsteady volume 
flow Qˆ  through an orifice to the unsteady pressure drop across the orifice 
dsus ppp ˆˆˆ −=∆ : 
( ) ( )( )StiStD
pp
QiK
dsus
D δ
Rρ
−Γ=
−
−=
ˆˆ
ˆ
 ( 1.15) 
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In this case R  represents the angular frequency of the oscillation, D represents the 
orifice diameter and the indices us and ds denote the pressure just upstream and 
downstream of the orifice. The parameter Γ  is a measure of the inertia within the 
orifice flow field and the variable δ  represents the acoustic admittance of the orifice. 
The admittance is a measure of the ability of the orifice velocity flow field to oscillate. 
Moreover the amount of acoustic energy being absorbed is proportional to the acoustic 
admittance (Howe (1979b), Luong et. al. (2005)). Hence increases in admittance result 
in an increasing amount of acoustic absorption. 
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Figure 1.15: Rayleigh Conductivity as in Howe (1979b) 
For the assumptions made the solution of the model derived by Howe (1979b) 
showed that the Conductivity is only dependent on the Strouhal number (Figure 1.15): 
DD U
R
U
Rf
St
Rπ
==
2
 ( 1.16) 
and is defined using the angular frequency of the pressure oscillation ω, the aperture 
radius R and the mean velocity in the plane of the aperture DU . 
It can be seen that the ability to absorb acoustic energy (δ ) steadily increases with 
Strouhal number in the range 0 < St < 1. After that the ability to absorb acoustic energy 
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steadily decreases to an asymptotic value. As described by Howe (1979b) the variation 
of admittance (δ), and hence absorption, with Strouhal number is due to the length 
scales associated with the vorticity produced by the incident acoustic waves around the 
rim of the aperture. At large Strouhal numbers the shed vorticity will have a small 
influence on the fluctuating orifice flow. This is because small length scales mean the 
induced velocities from individual vortex rings cancel. However, at low Strouhal 
numbers the large length scales mean the vorticity of one sign can stretch far 
downstream and will impact on the flow through the orifice. 
The inertia ( Γ ) is negligible at low Strouhal numbers as the time scales are large for 
the oscillating velocity field to react to the pressure oscillation. Hence at Strouhal 
numbers close to zero the velocity field in the aperture is in phase with the incident 
pressure wave. With increasing Strouhal number the mass of the fluid within the 
aperture becomes more significant and the influence of inertia on the fluctuating 
velocity amplitude within the orifice increases. Thus the phase between the incident 
pressure fluctuation and the velocity oscillation within the aperture increases towards 
the high Strouhal number limit ( 1→Γ , 0→δ ). In this case the phase difference 
between the incident pressure and the velocity is 90 degrees. 
The broadband characteristic of the absorption is mainly due the inclusion of mean 
flow through the aperture of the nozzle and its generation of a vorticity sheet. Acoustic 
waves over a wide frequency band can interact with the vorticity structures so giving 
rise to the broadband characteristic. 
1.3.2.2 Perforated Walls with Bias Flow and Linear Acoustic Absorption 
The acoustic absorption of a perforated wall with bias flow remains in the linear 
acoustic absorption regime as long as the unsteady velocity amplitude within the 
aperture is smaller than the mean flow velocity through the orifice ( '~' up  for Uu <<' ). 
In this case the acoustic admittance and inertia of the orifice flow is independent of the 
incident excitation pressure amplitude. Moreover the acoustic absorption coefficient 
remains constant with increasing pressure amplitude as the acoustic energy loss is 
increasing in proportion to the incident acoustic energy. In general, as mentioned in the 
previous section, Helmholtz resonators have very little (or no) flow across the neck of 
Introduction 28 
 
the resonator. Hence the neck velocity amplitude is larger or similar to the mean 
velocity through the neck ( 2'~' up  for Uu ≥' ). Therefore the absorption is within the 
non-linear absorption regime. Hence the admittance and inertia are a function of 
incident pressure amplitude and the acoustic absorption coefficient changes with 
increasing incident pressure amplitude. 
Many investigations into the absorption of perforated liners either within the linear 
absorption regime (e.g. Hughes and Dowling (1990), Jing and Sun (1999), Eldredge and 
Dowling (2003), Lahiri et. al. (2011), etc) or in the non-linear absorption regime (e.g. 
Salikuddin and Brown (1990), Salikuddin et. al. (1994) or Cummings (1986), etc) have 
been described. Only a few researchers have investigated the transition from linear to 
non-linear absorption (Ingard and Ising (1967), Melling (1973), Betts (2000) Bellucci 
et. al. (2004b). 
As already mentioned the point at which the transition between linear and non-linear 
absorption occurs is dependent on the velocity amplitude relative to the mean velocity. 
Therefore the flow field generated by the acoustic pressure amplitude and its 
dependency on the orifice geometry needs to be further understood. Hence there is a 
need for detailed flow field studies on the transition from linear to non-linear absorption 
for gas turbine combustor relevant orifice geometries and absorption regimes over the 
operating range of a gas turbine combustion system. 
1.3.2.3 Application to Gas turbine Combustors 
Due to the ability of absorbing adequate amounts of acoustic energy over a broad 
frequency bandwidth acoustic liners with mean bias flow have also been applied to gas 
turbine combustors. Scarinci (2005) showed the application of an acoustic liner within 
an aero-derivative Rolls-Royce Trent 60 industrial gas turbine. Moreover a similar type 
of damper has been introduced by Lörstad et. al. (2009) in a SIEMENS SGT 800 
industrial gas turbine combustor. It has been shown that the pressure amplitudes within 
the combustion system could be significantly reduced compared to the previous design 
without the perforated wall. Macquisten et. al. (2006) used a porous liner within a 
tubular single sector combustion rig with a down-scaled industrial gas turbine burner. 
The instabilities generated by the burner could be suppressed successfully if the mean 
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flow across the porous liner was sufficiently low. Perforated liners backed by a resonant 
cavity have also been used successfully by Tran et. al. (2008) to control the inlet 
boundary condition of a gas burner. Perforated liners to reduce the noise generated by a 
jet engine fan have also been used within the intake of jet engines (Dean and Tester 
(1975), Betts (2000)). 
1.3.2.4 Review of Acoustic Experiments on Perforated Liners 
Many studies into the bulk absorption characteristics of perforated liners have been 
undertaken to optimise the absorption of the liner geometry and understand the relevant 
design parameters. Perforated liners backed by a resonant cavity have been investigated 
for example by Hughes and Dowling (1990). In this investigation a perforated liner 
backed by a rigid wall, as shown in Figure 1.12, has been studied with a bias flow 
across the perforated wall. Note the Helmholtz resonator study introduced in section 
 1.3.1.4 aimed at the non-linear acoustic absorption regime, where the velocity 
oscillation is in the order of the mean flow if not larger ( Uu ≥'  ). For the liner backed 
by a resonant cavity with mean flow, which is the case in this section, the acoustic 
absorption is investigated in the linear acoustic absorption regime. Thus for the purpose 
of this study the velocity amplitudes were much smaller than the mean flow velocity, 
i.e. Uu <<' . In this case the bias flow represents the cooling flow through the apertures 
of a passive damping device applied to a jet engine afterburner. This application is also 
known as a screech damper. Screech is a high frequency (more than 1 kHz) thermo-
acoustic instability which occurs in tubular geometries and is characterised by 
circumferential or radial pressure waves within the tubular afterburner duct. These 
pressure waves can be damped by a perforated liner with resonant backing cavity. 
The absorption generated by a perforated liner backed with a plane rigid screen is 
frequency dependent. If the system is in resonance it is possible to absorb all incident 
acoustic energy for the geometries investigated. Moreover Hughes and Dowling (1990) 
also developed an analytical model to describe the acoustic absorption of the tested 
liner. The model was based on the theory developed by Howe (1979b) and showed good 
agreement with the acoustic measurements. A similar investigation has been undertaken 
by Dowling and Hughes (1992) where an array of slits was investigated instead of a 
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circular aperture. Again all the incident sound energy could be absorbed if the 
perforated liner was backed by a resonant cavity. 
Jing and Sun (1999) investigated a similar arrangement as in Hughes and Dowling 
(1990). It was shown that the acoustic absorption of a perforated liner backed by a 
resonating cavity can be enhanced by introducing a mean bias flow through the 
perforation. Moreover, not only was the absorption increased but the frequency band 
over which increased acoustic absorption occurs was larger. Jing and Sun (1999) 
extended the theory presented in Howe (1979b) by adding an acoustic length correction 
to the theory. Comparisons to the measurement showed good agreement. Moreover Jing 
and Sun (2000) developed a numerical model of the shear layer downstream of the 
orifice by including more realistic orifice jet profiles measured by Rouse and Abul-
Fetouh (1950) for sharp edged apertures. It was intended to model the orifice length 
effects more realistically for orifice length-to-diameter ratios ranging from 0.4 to 0.6. 
This model showed significant differences to the modified theory developed by Howe 
(1979b) and Jing and Sun (1999). 
Eldredge and Dowling (2003) applied the length corrected model from Jing and Sun 
(1999) based on the theory developed by Howe (1979b) to acoustic absorption 
measurements with a grazing flow across the perforated liner. In this case the perforated 
liner was backed by a volume which was not in acoustic resonance. The developed 
model showed good agreement for the investigated geometries with the absorption 
model which does not take the grazing flow effects into account. Forster and Michel 
(2003) investigated the absorption of perforated plates with open area ratios from 4 to 
20%. It is reported that the absorption of the liners could be increased within a Mach 
number range associated with the mean flow across the liner. Heuwinkel et. al. (2007) 
investigated experimentally various liners of different porosity at various mean bias 
flows and mean grazing flows across the perforated liner. It is shown that more than 
50% of the acoustic energy could be absorbed over a wide frequency bandwidth. 
Observations of the data showed that the absorption was dependent on the bias flow 
velocities. A further observation was made that the absorption of the liner increased 
with increasing spacing between the apertures. Furthermore, Lahiri et. al. (2011) 
developed an experimental database of the acoustic bulk properties relating to 
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perforated liners including variations on bias flow, liner porosity, liner thickness, 
grazing flow across the liners as well as the orifice shape. In general the experimental 
data agreed with the used acoustic absorption model based on the Conductivity 
developed by Howe (1979b). 
In general for acoustic absorbers to work, the pressure drop across the perforated liner 
has to be sufficiently low. However, for many practical engineering applications and, in 
particular gas turbine combustion applications, it is likely that the Strouhal number is 
relatively low (Rupp et. al. (2012)). For example in the case of standard effusion 
cooling geometries the Strouhal number can be much smaller than 0.1. This is due the 
pressure drop distribution of impingement effusion cooling geometries with a total wall 
pressure loss typically of order 3% and the typical instability frequencies being below 
1000 Hz for large gas turbine jet engine. Hence any reduction in pressure drop to 
significantly increase the orifice Strouhal number, and therefore its ability to absorb 
acoustic energy (Figure 1.15), leads to significant reductions in cooling performance. 
Moreover reduced wall pressure losses lead to a significant increase in the risk of hot 
gas ingestion. 
Finally the space envelope for a damping device for flight engine gas turbine 
combustion systems is limited due to weight constraints. Hence the application of an 
optimised broadband linear absorber remains challenging (Rupp et. al. (2012)). 
Enhancement of the linear acoustic absorption by using resonant liner applications leads 
to the application of large length-to-diameter orifice geometries due to the limited 
volume in the combustor design envelope. Hence efficient damping designs have to be 
developed which satisfy the damping, cooling and weight requirements for a 
combustion chamber of a flying jet engine. Therefore accurate modelling techniques 
describing the gas turbine combustion chamber design envelope are necessary and not 
fully understood for the investigated geometry and operating conditions within this 
study. 
1.3.2.5 Numerical Flow Field Investigations Related to Acoustic Absorption for 
Perforated Liners with Bias Flow 
Eldredge et. al. (2007) used a Large Eddy Simulation (LES) model to calculate the 
Rayleigh conductivity and compare the results to those of the analytical model proposed 
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by Howe (1979b). The analytical conductivity model and the LES calculation compare 
reasonably well for the low frequency range. However, it is suggested that the analytical 
model needs to be modified for more sophisticated geometries (e.g. angled holes) and 
also needs to include the effect of liner thickness. These features can induce shear layers 
inside the aperture which give rise to more complicated interactions between the 
acoustic energy and unsteady velocity fields. LES velocity contours are presented which 
show separated jets introducing shear layers inside the aperture, as well as downstream 
of it, which will influence the acoustic energy dissipation. More recently Mendez and 
Eldredge (2009) compared the results derived from an LES study with various 
analytical absorption models. The LES based data was in good agreement with the more 
detailed model presented by Jing and Sun (2000) using jet profiles. Hence the profile of 
the jet is also of importance to accurately predict the acoustic absorption of an orifice 
plate with varying thickness-to-diameter ratio. Moreover the potential of LES was 
shown for understanding the fluid dynamic processes related to acoustic absorption. In a 
similar way Andreini et. al. (2011) used LES to investigate the flow fields of perforated 
liners. The acoustic absorption calculated by the LES study was compared to the models 
developed by Howe (1979b) and Jing and Sun (1999) as well as to the test results from 
Bellucci et. al. (2004b). The models did in general agree within the investigated orifice 
experiments but also showed differences to the investigated analytical models. 
Gunasekaran and McGuirk (2011) developed a pressure based CFD methodology to 
adequately captures the acoustic wave propagation in low Mach number (i.e. essentially 
incompressible) flows. The predictions were in good agreement with the acoustic 
absorption data measured by Rupp et. al. (2010b). Moreover the method presented by 
Gunasekaran and McGuirk (2011) showed the same flow field characteristics in the 
numerical solutions as highlighted by the PIV measurements from Rupp et. al. (2010b). 
Nevertheless the application of CFD to acoustic absorption processes is challenging 
since this involves large grid sizes and small time steps. This leads to the calculation of 
single apertures. In RANS (Reynolds Averaged Navier Stokes) CFD modelling 
techniques the choice of an adequate turbulence model will be important for an accurate 
prediction of the unsteady flow flied. Moreover, in LES based approaches, the accuracy 
of the employed sub-grid scale models will have an effect on the accuracy of the 
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unsteady velocity field prediction. Furthermore there is a lack of measured unsteady 
velocity field data in the vicinity of circular apertures during acoustic absorption, which 
is of great importance for the validation of the numerical predictions and the analysis of 
the found discrepancies between the analytical absorption models and the numerical 
solutions derived by CFD. 
1.4 Objectives 
In general this work is aimed on the investigation of the acoustic energy loss 
associated with passive damping techniques applied to practical engineering geometries 
with the emphasis of gas turbine aero-engine combustion systems. The use of passive 
damping techniques was successfully applied to industrial gas turbine combustion 
systems. Apart from the application to afterburners, this technology has not been 
applied to aero-engine gas turbine combustors. The challenge to design efficient 
acoustic absorbers for gas turbine combustors for aero jet engine applications lies within 
the compromise between combustor wall cooling demands, sufficiently low bias flow 
velocities for achieving adequate acoustic absorption as well as the challenge of fitting a 
damper geometry within the limited design space of an aero gas turbine (i.e. to 
minimise the impact upon the weight of the engine). The air split through a gas turbine 
aero engine combustor is well defined to satisfy the combustion requirements along 
with the cooling requirements for the combustor walls and the downstream high 
pressure turbine. Moreover in lean burn combustion systems a large amount of air has to 
enter the combustor through the fuel injector to achieve the low emission targets. 
Furthermore the amount of flow through the damper device incorporated into the 
combustor wall could affect the cooling efficiency of the wall and even the combustion 
process near the perforated wall. Thus reduced combustion efficiency and increases in 
emissions can be expected. Hence the passive damper design can only use a limited 
amount of air, to stay within the air budgets of the combustion system and the 
downstream high pressure turbine. All the mentioned aspects have to be assessed 
throughout the design process of an acoustic damper incorporated into this challenging 
environment. Hence further improvements to the currently available design tools are 
necessary. 
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The main objective of this work is to provide the means by which the acoustic energy 
loss associated with a conventional gas turbine combustion system can be determined. 
To be able to fulfil the main objective of this work the acoustic characteristics of the 
unsteady flow through various apertures typically found in aero engine gas turbine 
combustors and their operating conditions need to be investigated. In this case length-
to-diameter ratios between 0.5 and 10 can be typically found for various combustion 
system features. Acoustic measurements of various porosities have been conducted in 
the past (as discussed in the previous sections) but are often concerned with relatively 
thin apertures with small length-to-diameter ratio and do not fully extend over the 
operating conditions and geometries found within practical engineering geometries. 
Moreover the previously mentioned studies of acoustic dampers are often limited to the 
linear acoustic absorption regime. During the occurrence of thermo-acoustic instabilities 
it is possible that large pressure amplitudes within the combustor are generated. Hence 
not only the linear acoustic abruption regime will be investigated but also the non-linear 
acoustic absorption regime. Furthermore many linear acoustic absorption theories aimed 
on predicting the acoustic energy loss of apertures are based on the assumption of 
infinitesimal thin apertures with cylindrical shear layers. Hence the performance of 
these modelling techniques need to be assessed over the geometry range and operating 
range of gas turbine combustors. A further objective is the optimisation of the 
investigated geometries to enhance the acoustic absorption within a combustion system. 
Only limited studies have investigated the influence of the shape of the aperture upon 
the linear and non-linear acoustic absorption. Hence better understanding of the aperture 
geometry influence is necessary, not only to increase the acoustic absorption available 
but also to improve current modelling technologies and extend them to those 
geometries. 
Many studies in the reviewed literature where concerned with the optimisation of 
passive damping systems. However the majority of these cases where aimed on 
determining the global acoustic properties of the system, i.e. the acoustic absorption of 
the device. Little work has been undertaken to investigate the fluid dynamic processes 
leading to acoustic absorption associated with circular apertures. Some of the work, 
which has been conducted numerically, has shown that the flow field is of great 
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importance for the loss of acoustic energy. This is further illustrated by the observed 
changes in acoustic absorption characteristics as the mean flow passing through the 
orifice is varied. Hence to understand the acoustic absorption characteristics and the 
orifice shape influences further it is necessary to investigate the unsteady fluid dynamic 
processes leading to the loss of acoustic energy. Current linear and non-linear acoustic 
modelling tools are simulating the unsteady velocity field interaction with the incident 
pressure field. A more detailed measurement of the relevant fluid dynamic processes is 
necessary to improve the accuracy of the current modelling tools. Therefore a 
methodology shall be developed which identifies the relevant fluid dynamic processes 
associated with the acoustic energy absorption of circular apertures. The aim for this 
work is to assess the unsteady flow field experimentally. However the data can then be 
used as validation data for future CFD applications in follow on work. 
As already mentioned acoustic dampers applied to gas turbine combustors operate 
within a challenging environment where complex swirling flow fields are used to 
efficiently atomise and mix the air and fuel prior to combustion. These complex flow 
fields have the potential to interact with the unsteady flow field of the circular apertures 
within the acoustic damper. The acoustic absorption characteristics described in the 
literature are mostly based on simple acoustic ducts, with and without cross-flow 
arrangements, and in the absence of more complex swirling flow fields. Thus an 
investigation of the influence of such complex flow fields interacting with the acoustic 
damper performance needs to be assessed. This will then deliver an understanding if 
simplified test rigs to assess the acoustic absorption performance are sufficient. 
Finally the gained knowledge from the previously described tasks should be used to 
improve the current design tools for acoustic absorbers. This should include an 
improvement in the accuracy of the acoustic absorption prediction for various gas 
turbine representative orifice geometries with length-to-diameter ratios of 0.5 to 10. 
As the acoustic damping geometry in this work will have a cooling flow through the 
aperture the focus on the modelling technique will be on the linear acoustic absorption. 
This would be sufficient for an accurate stability assessment of a full annular combustor 
as initially the amplitudes would remain small. If the combustion system is unstable the 
pressure amplitudes will grow and the acoustic absorption transitions into the non-linear 
Introduction 36 
 
regime. In this case hot gas can be ingested into the damper cavity which causes the 
combustor wall to overheat. Hence the design tool should include the assessment of the 
risk of hot gas ingestion to occur and identify the shortfalls in the non-linear acoustic 
absorption modelling tools. 
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2 Fundamentals of Unsteady Flow through a Cir-
cular Orifice 
This section outlines the fundamental fluid dynamic and acoustic processes for 
unsteady jet flow through circular orifices. Initially a brief introduction to jet flows is 
given for steady state conditions followed by the concept of vorticity and its link with 
the unsteady flow characteristics of round jets. The acoustic governing equations are 
also introduced along with the fundamental assumptions associated with the acoustic 
modelling techniques for circular apertures. 
2.1 Steady State Flows through Circular Orifice Plates 
On the left hand side of Figure 2.1 a schematic of an orifice located within a steady 
(i.e. time independent) total pressure field (P1 and P2) is shown. Fluid is flowing 
through the orifice and a jet develops downstream of the aperture (right hand side of 
Figure 2.1).  
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shear flow
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Figure 2.1: Schematic of flow through a circular orifice 
The flow regions of the jet can be divided into  
• An inviscid core flow in the centre of the jet (which is also irrotational) 
• A viscous region which corresponds to the shear layer surrounding the 
inviscid core of the jet. 
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In general inviscid flow can be described by continuity of mass (Oertel and Boehle 
(2002)) 
0=∇+∇+
∂
∂ uu
t

ρρ
ρ , ( 2.1) 
and momentum 
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∂
∂ puu
t
u 

ρρ . ( 2.2) 
In this case we assume the flow is incompressible ( const=ρ ) as the Mach number of 
the flow is small (M << 1). Moreover the flow is assumed to be steady ( 0t =∂∂ ). 
Therefore the momentum equation can be integrated along a stream line through the 
orifice (Douglas et. al. (2005)) which leads to the Bernoulli equation (neglecting 
gravitational effects): 
constqpu
2
1
p 2 =+=+ ρ . ( 2.3) 
The sum of static (p) and dynamic (q) pressures is known as the total pressure P. 
According to the Bernoulli equation the total pressure is constant along a streamline 
within an inviscid fluid flow. In the case of the steady orifice flow of Figure 2.1 the 
velocity of the flow through the orifice can now be defined. Using the Bernoulli 
equation for incompressible flow it is possible to define the velocity of the jet core flow 
through the orifice: 
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Due to the curvature of the streamlines on the inflow side of the aperture a vena 
contracta is formed (right hand side in Figure 2.1). At the end of the vena contracta the 
streamlines are parallel and its flow area is smaller than the geometric area of the 
orifice, i.e. d<D. Moreover a shear layer along the surface of the vena contracta is 
generated. Along this surface a rotational shear flow is formed in which viscous forces 
are present and turbulence is generated in the form of vortices and eddies. The 
generated vortices within the shear layer dissipate the kinetic energy of the jet. 
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Due to the occurrence of the vena contracta the actual flow area of the orifice is 
smaller than the geometric area (AD). Hence the mass flow through the orifice is 
dependent on the area of the vena contracta. This area is referred to as the effective area 
(Ad) of the orifice such that: 
dDDdd UCAUAm ρρ == where 2
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A
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d
D
π
π
== . ( 2.5) 
Therefore the effective area of an orifice can be calculated if the discharge coefficient 
(CD) is known. Lichtarowicz et. al. (1965) shows that the discharge coefficient of a 
sharp edged infinitesimal thin orifice is dependent on the Reynolds number. The 
Reynolds number relates inertial forces to viscous forces and is defined as (e.g. 
Batchelor (2000)): 
µ
ρ DU
Re d= . ( 2.6) 
The viscous forces are represented by the dynamic viscosity μ. In general the Reynolds 
number is used to assess if the flow through a system is of laminar or turbulent nature. 
For small Reynolds number the flow is dominated by viscous interactions in the laminar 
flow regime. At high Reynolds numbers inertial forces dominate and this is associated 
with the turbulent flow regime. Thus the laminar or turbulent flow regime will have an 
effect upon the shear layers in the jet flow so that the vena contracta (and ultimately the 
discharge coefficient) will also be affected. However, not only does the Reynolds 
number influence the discharge coefficient, but it can also be affected by the geometry 
of the aperture. Lichtarowicz et. al. (1965) have investigated discharge coefficients of 
orifice length-to-diameter ratios of L/D in the range 0.5 - 10. It is shown that for a given 
L/D ratio the discharge coefficient of the investigated geometries remains constant for 
Reynolds numbers higher than 5000. It is worth noting that the data from Lichtarowicz 
et. al. (1965) indicates varying discharge coefficients for changing aperture length-to-
diameter ratios for Reynolds numbers greater than 5000, i.e. the Reynolds number 
independent range (Figure 2.2). 
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Figure 2.2: Discharge coefficient for orifice with length-to-diameter ratio L/D 0.5 
to 10 from Lichtarowicz et. al. (1965) 
It can be seen that the discharge coefficient increases in the range of L/D 0.5 to 2, but 
then drops steadily at greater values of length-to-diameter ratio. This behavior is caused 
by the flow characteristics through the orifice. For thin orifice plates the flow is 
contracting as shown on the left hand side in Figure 2.3. However if the thickness or the 
length of the orifice is increased the flow starts to attach to the wall inside the orifice at 
2≈DL  as shown on the right hand side in Figure 2.3. Due to the attaching flow inside 
the orifice the effective area of the orifice increases resulting in a larger discharge 
coefficient. Increasing the length of the orifice further will result in the development of 
a boundary layer within the aperture. In this case the discharge coefficient is a 
superposition of (i) the ratio of effective to geometric area and (ii) the losses due to 
friction associated with the orifice boundary layer. Hence the measured discharge 
coefficient reduces for 2>DL . 
Further influences on the orifice discharge coefficient are the orifice shape itself (e.g.; 
chamfered inlets or outlets, angled apertures, etc) or if the orifice is subjected to a cross-
flow, e.g. Hay and Spencer (1992), Hay et. al. (1994), Gritsch et. al. (1998), Rowbury 
et. al. (2001), etc. 
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Figure 2.3: Schematic of the flow field through a short (L/D < 2) and long orifice 
(L/D ≥ 2), from Hay and Spencer (1992) 
2.2 Naturally Occurring Phenomena in Unsteady Circular Jet Flow 
As discussed in the previous section, flow exhausting from a circular aperture or 
nozzle consists of regions characterised by inviscid flow and shear layers. The flow 
separates off the edge of a nozzle and generates a free shear layer downstream of the 
orifice. Viscous effects generate vorticity in the shear layer. In general these effects are 
unsteady and inherently the reason for unsteady instability phenomena associated with 
round jets. The vorticity ( )t,xR  can be used to describe the rotational flow field as 
defined for example in Saffman (1992) in Cartesian coordinates: 
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( 2.7) 
Note the potential flow region of the jet is inviscid and therefore the vorticity in this 
region is ( ) 0t,x =R , i.e. the flow is irrotational. Another important parameter to 
characterise the rotational flow field is the circulation (Saffman (1992)): 
∫∫ ⋅==Γ ACC dAnsdu

R . 
( 2.8) 
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The circulation is defined as a line integral of the velocity u  around a curve C 
surrounding a rotational flow element. Using Stoke’s theorem the vorticity can also be 
expressed as the sum of the vorticity R through the area A enclosed by the curve C, 
where n

 is the normal vector on surface A.  
The interaction of the vorticity within the free shear layer of the jet can cause the 
development of coherent structures and ultimately lead to flow instabilities. Michalke 
(1972) shows a flow visualisation of the vorticity structures in the free shear layer of a 
round jet which agrees well with the schematic and description shown in Yule (1978) 
(Figure 2.4). The schematic shows the growth of a flow instability in the shear layer of a 
jet flow characterised by laminar and turbulent flow regimes. Initially, near the exit 
nozzle of the jet, natural instabilities in the laminar shear layer produce regions of 
vorticity in the form of small scale vortex ring structures. These structures travel 
downstream in the shear layer of the jet and interaction with surrounding vortex ring 
structures can cause the vortex rings to merge, thereby forming a large scale vortex ring 
structure or a vortex puff as described in Crow and Champagne (1971). This 
phenomenon is known as self-excited jet instability or the “preferred mode” of a jet 
(Hussain and Zaman (1981)) where the large scale structures occur periodically on a 
characteristic time-scale associated with the jet flow, which is defined by the Strouhal 
number. The Strouhal number is defined as the frequency f of the occurrence of the 
structures, the nozzle diameter D and the mean jet velocity Ud: 
d
j U
fDSt = . ( 2.9) 
According to Crow and Champagne (1971) the self-excited roll up of vortical structures 
within the shear layer occurs at jet Strouhal numbers of 30.=jSt . The ring structures 
interact with the shear layer of the jet and entrain air from the stagnant fluid outside the 
jet flow as well as from the potential core within the jet flow (Figure 2.4). The vortex 
rings develop instability waves within the vorticity field of the shear layer and the 
interaction of the generated vortices results in the break-up of the large scale structure 
within the turbulent flow region. Within the turbulent field large scale eddies are still 
present but these structures are not circumferentially coherent unlike vortex rings (Yule 
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(1978)). The structures then decay to smaller scales until they fully dissipate in the 
turbulent field.  
 
Figure 2.4: Free shear layer instability in a transitional jet downstream of a jet 
nozzle, from Yule (1978) 
2.3 Forced Unsteady Phenomena in Circular Jet Flow 
Over the years many authors have investigated the instabilities associated with jets 
flows and their sensitivity to acoustic forcing (Brown (1935), Crow and Champagne 
(1971), Heavens (1980), etc). The forcing of the jet can be conducted with an acoustic 
pressure amplitude altering the static pressure upstream or downstream of a jet nozzle 
periodically. The result of the pressure amplitude forcing is an unsteady velocity 
amplitude. For the low amplitude forcing the velocity amplitudes are much lower than 
the mean jet velocity (i.e. 1<<Uuˆ ). In contrast unsteady velocity amplitudes larger 
than the mean velocity are indicative of a high amplitude forcing regime (i.e. 1≥Uuˆ ). 
However the size of the unsteady velocity amplitude is not only dependent on the static 
pressure amplitude, it is also dependent on the time scale of the applied forcing. 
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If the time scale of the pressure oscillation is large, forces associated with the inertia 
of the jet flow (due to the acceleration of the mass of the jet) are negligible compared to 
the forces of the unsteady static pressure variation. Hence this regime can be described 
as the quasi-steady jet flow regime where the inertial forces associated with the jet are 
negligible. In this regime large perturbation pressure amplitudes will lead to large 
velocity oscillations and vice versa. Alternatively, if the time scale of the pressure 
oscillations is small, forces associated with the inertia of the jet flow, are significant 
compared to the forces of the unsteady static pressure variation. Thus in this regime 
large pressure oscillations will lead to reduced velocity oscillations due to the influence 
of the inertial forces. 
2.3.1 Low Amplitude Forcing 
Brown (1935) investigated large scale structures within acoustically forced jet flows 
using flow visualization. It was observed that the occurrence of large scale vortices was 
more pronounced if the jet was forced at certain frequencies. Acoustic forcing of the jet 
at those Strouhal numbers also leads to the largest perturbation of the jet centreline 
velocity. Hussain and Zaman (1980) investigated the coherent structures by forcing the 
jet on its “preferred mode” (Stj = 0.3) and measured the velocity oscillations in the jet 
flow using a hot wire anemometer. The flow visualisation conducted by Heavens (1980) 
also showed large scale coherent vortices. Heavens (1980) noticed that the structures 
travel with a velocity of 0.5 Ud. More recently Schram and Riethmueller (2002) used 
particle image velocimetry (PIV) to investigate the acoustically forced flow field of a 
round jet. In this case the pairing and merging of subsequent vortices was of particular 
interest and it was shown that the entrainment is locally enhanced due to the vortex 
pairing in the excited flow field. 
2.3.2 High Amplitude Forcing (Vortex Rings) 
Another unsteady phenomenon relevant to pulsatile jet flows is the roll up and 
generation of axisymmetric vortex rings which pinch off the edge of the jet nozzle. This 
phenomenon occurs if the jet flow is forced in such a way that reverse flow occurs 
during one time period of excitation, e.g. synthetic jets (Jabbal et. al. (2006)) or non-
linear acoustic absorption (Ingard and Labate (1950)). Another possibility of generating 
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a vortex ring is by an impulsive flow injection using a piston (Didden (1979)). The latter 
is used to show a flow visualization from Didden (1979) in Figure 2.5 to discuss the 
formation of a vortex ring. 
 
Figure 2.5: Formation of a vortex ring from Didden (1979) 
A piston was used to eject water through a nozzle into a water tank. Dye was injected 
at the edge of the nozzle to visualize the formation of the vortex ring. The piston was 
accelerated within the initial 0.3s. Afterwards the fluid was pushed through the nozzle at 
a constant flow speed. At 1.6s the piston reached the end position and the jet velocity 
dropped to zero. It can be seen that during the ejection period the shear layer rolls up at 
the edge of the jet nozzle. Due to rotation of the vortex sheet, fluid from the potential 
velocity field of the jet is entrained, and this increases the size of the ring vortex further. 
Moreover the rotational flow field induces a velocity field which causes the vortex ring 
to pinch off from the rim of the jet nozzle just before the end of the piston stroke. From 
then on the vortex ring propels itself away from the nozzle edge while some of the 
vorticity containing shear layer generates an opposite rotation on the inside of the 
nozzle edge (1.66s onwards). 
Figure  2.6 shows a simplified example of a vortex ring (e.g. (Maxworthy (1977)) 
where y represents the axial coordinate, x represents the radial coordinate, F the 
azimuthal coordinate. As a first approximation the vortex ring is assumed to be 
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axisymmetric, hence the flow field is constant along the azimuthal coordinate. 
Moreover the vortex core itself is described by the cylindrical coordinate system (y’, Φ, 
x’). The vorticity is concentrated within the core of the vortex ring. Thus the core of a 
vortex ring is dominated by rotational flow. The core of an ideal vortex is also referred 
to as a forced vortex (e.g. Douglas et. al. (2005)) which is characterised by a constant 
angular velocity. A second region of the vortex flow field is the free vortex which 
surrounds the forced vortex core. This region is irrotational and thus some text books 
describe it as the potential vortex (Douglas et. al. (2005)). However in the case of vortex 
rings which occur in engineering flow fields the differentiation is not as simple. Many 
researchers have investigated methodologies to identify the size of the vortex core 
radius RC (e.g. Jeong and Hussain (1995), Schram and Riethmueller (2001), Graftieaux 
et. al. (2001), Kolar (2007), etc). Vortex rings are classified according to their 
nondimensional size VRVC RR  (e.g. Batchelor (2000)) where the parameter RVR denotes 
the radius of the vortex ring. The radius of the vortex ring is defined as the distance of 
the centre of the vortex core (y’-axis) to the centre of the vortex ring on the y-axis (see 
Figure  2.6). Semi-empirical expressions for the kinetic energy and velocity of the vortex 
rings are available for thin vortex rings ( 1<<VRVC RR ) as shown for example in 
Sullivan et. al. (2008) or Saffman (1992): 
Kinetic energy 





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Velocity of ring vortex 
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ln , where 1−= αβ . ( 2.11) 
The parameter β  and the core radius RVC were chosen according to Saffman (1970): 
558.0=β , TRVC ν4=  where T was the duration of the piston stroke which generated 
the vortex ring and ν represents the kinematic viscosity. Sullivan et. al. (2008) used 
those expressions with reasonable agreement compared to their experimental data. 
As indicated in the schematic of Figure  2.6 the vorticity distribution does not 
necessarily drop to zero outside the vortex core. Maxworthy (1977) defined the core of 
the vortex ring at the maximum velocity 22 vuu += using the maximum measured 
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velocity along the core radius using Laser Doppler Velocimetry. In this case only 50% 
of the total vorticity ( xvyu ∂∂−∂∂=φR ) was within the core of the vortex ring. 
y,v
x,u
y’,v
x’,u
RVR
RVC
φR
x’
-RVC
u

Vorticity distribution Velocity distribution
Vortex core
x’
 
Figure  2.6: Schematic of vortex ring 
Gharib et. al. (1998) measured the circulation of vortex rings using particle image 
velocimetry during the formation of vortex rings. The vortex rings were formed using a 
piston pushing fluid in a water tank similar to Didden (1979). A parameter quantifying 
the energy put into the vortex ring is its formation number which was defined in Gharib 
et. al. (1998) as  
D
tU
D
L P=0 . ( 2.12) 
The formation number relates the piston stroke length L0 to the orifice diameter D. 
Moreover the stroke length can also be expressed by the mean piston velocity PU  
multiplied by the time duration t for the piston stroke. Gharib et. al. (1998) found that 
the circulation in the core of the vortex ring increases for formation numbers up to 
40 ≈DL . Thereafter the total circulation of the vortex ring increased but the core 
circulation remained constant. This leads to secondary flow features downstream of the 
vortex rings such as wakes and secondary vortex rings which account for the general 
increase in circulation. Similar observations were made by Jabbal et. al. (2006).  
Hence the flow field of a vortex ring generated by an acoustic wave in the non-linear 
absorption regime will be strongly dependent on the pressure amplitude. Thus the onset 
of secondary flow fields or the transition from laminar to turbulent vortex rings, as 
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described by Glezer (1988), could be important for the amount of non-linear acoustic 
absorption attainable (i.e. where the unsteady flow field is generated by an acoustic 
pressure oscillation rather than a moving piston). 
2.4 Fundamentals of Acoustics 
This section will give a brief overview into the propagation of one dimensional plane 
acoustic waves. In this work only linear acoustic oscillations are considered. This means 
that the acoustic pressure amplitude 'p  is much smaller than the ambient pressure p  
within the fluid, i.e. p'p << . The fluctuating pressure and velocity can be described as 
(Dowling and Stow (2003)): 
( ) )t,x('ppt,xp +=  and ( ) )t,x('uut,xu += . ( 2.13) 
The acoustic oscillation is treated as a harmonic oscillation so that the fluctuating 
pressure and velocity are defined as: 
( ) ( ) ( )tiexpxpˆt,x'p R=  and ( ) ( ) ( )tiexpxuˆt,x'u R= . ( 2.14) 
The parameters pˆ  and vˆ  denote the time independent pressure and velocity 
amplitudes. For an acoustic plane wave these quantities are only dependent on the axial 
location. Furthermore the exponential function is the harmonic variation of the unsteady 
pressure and velocity in time (t). The parameter R  represents the angular frequency of 
the oscillation. 
2.4.1 The Acoustic Wave Equation 
The propagation of plane waves in an isothermal duct can be derived using a mass 
conservation and an inviscid momentum balance for an ideal gas in a control volume as 
introduced earlier in equations ( 2.1) and ( 2.2). Initially only acoustic oscillations in the 
absence of mean flow are considered, i.e. 0=U . Substituting equations ( 2.13) into the 
mass and momentum equations ( 2.1) and ( 2.2) and linearising the equations leads to the 
unsteady form of the linear mass and momentum equations in the axial direction (e.g. 
Schuermans (2003) or Dowling and Stow (2003)): 
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Differentiating equation ( 2.15) with respect to time and differentiating equation ( 2.16) 
with respect to the axial coordinate x, and using the isentropic expression for pressure 
and density '''' pcpp 21=⇔= ρρργ  leads to the well-known acoustic wave 
equation (e.g. Dowling and Stow (2003) or Schuermans (2003)): 
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In the case where a uniform mean flow is present it can be shown that the wave 
equation can take a similar form by using a coordinate transformation (as for example 
shown in Schuermans (2003)). Therefore the convective acoustic wave equation can be 
defined as (e.g. Schuermans (2003), Dowling and Stow (2003)): 
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2.4.2 Plane Acoustic Waves 
For plane acoustic waves in a 1D duct the exact solution of the wave equation can be 
defined as (e.g. Dowling and Stow (2003)): 
( ) ( )cxtgcxtf)t,x('p ++−=  ( 2.19) 
and the acoustic velocity perturbation is described as 
( ) ( )( )cxtgcxtf
c
1
)t,x('u +−−=
ρ
. ( 2.20) 
The parameters f and g are also known as Riemann invariants. In general equation 
( 2.19) describes the acoustic pressure oscillation at every position x along a duct (Figure 
 2.7) as the superposition of two acoustic waves, one wave travelling in the positive axial 
direction (f) and the other travelling in the negative axial direction (g). 
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Figure  2.7: Example of plane acoustic waves in a 1D duct 
In this work the Fourier transformed versions for the expressions of acoustic pressure 
and velocity are used: 
( ) ( ) ( )xiktipxiktiptixp −−++ ++−= RRR expˆexpˆexp)(ˆ  and. ( 2.21) 
( ) ( ) ( )( )xiktipxiktip
c
tixu −−++ +−−= RRρ
R expˆexpˆexp)(ˆ 1  ( 2.22) 
The circumflex denotes that the parameters are complex amplitudes and the variables 
k+ and k- represent the wave numbers for acoustic waves travelling with (+) and against 
(-) the mean flow direction. Thus the wave numbers are defined as 
( )M1ck ±=±
R
. ( 2.23) 
In this case M denotes the mean flow Mach number within the duct. If the complex 
amplitudes of the downstream and upstream travelling waves are known the acoustic 
pressure and the velocity oscillation at any axial position x can be determined. 
A useful acoustic parameter to describe various acoustic elements or boundary 
conditions is the specific acoustic impedance which relates the acoustic pressure 
amplitude to the acoustic velocity oscillation (Kinsler et. al. (2000) or Beranek (1954))): 
uˆ
pˆ
Z = . ( 2.24) 
A more convenient way to describe the impedance is to use the acoustic volume 
velocity using the cross-sectional area of a duct A (Kinsler et. al. (2000)): 
Au
pZ
ˆ
ˆ
= . ( 2.25) 
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2.4.3 Acoustic Energy Flux 
The acoustic intensity for plane waves in a duct with mean flow can be defined as (e.g. 
Morfey (1971)): 
222 11 pM
c
upMpM
c
upI ′++′+=
ρρ
'''' . ( 2.26) 
Integrating the intensity across the duct area leads to the flux of acoustic energy as 
defined in (Blokhintsev (1946), Heuwinkel et. al. (2007)): 
( )2
2
1
2
MA
c
p
+=Π ++ ρ
ˆ
 and ( 2.27) 
( )2
2
1
2
MA
c
p
−=Π −− ρ
ˆ
. ( 2.28) 
The parameter A represents the cross-sectional area of the tube and M denotes the mean 
Mach number of the flow in the tube. Note in this work the Mach number was much 
smaller than one. Hence the Mach number terms in (2.26) to (2.28) have negligible 
influence. 
2.4.4 Acoustic Absorption Coefficient 
The acoustic absorption of a test specimen exposed to plane acoustic waves upstream 
and downstream of the test section (Figure  2.8) can be characterised by the acoustic 
absorption coefficient. 
+
upˆ
−
upˆ
−pˆ
Mean flow direction
s
s ds
+pˆds
 
Figure  2.8: Example of plane waves upstream and downstream of a test specimen 
 In this case the test specimen consists of a circular orifice disc through which a mean 
flow passes. Hence the absorption coefficient can be calculated using the stagnation 
enthalpy as defined in Eldredge and Dowling (2003):  
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( )MpB ±⋅= 1'' . ( 2.29) 
Thus the absorption coefficient is defined as the difference between the incident and 
reflected enthalpy relative to the incident enthalpy, i.e. Eldredge and Dowling (2003): 
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( 2.30) 
2.5 Aero-Acoustic Considerations 
In this section the principles of acoustic oscillations and the governing equations of 
the underlying fluid dynamics are described. In this way the basis of modelling 
unsteady flows and their acoustic absorption, associated with circular apertures, is 
introduced. 
2.5.1 The Rayleigh Conductivity 
The Rayleigh Conductivity of an orifice as shown in Figure 2.9 is defined as: 
p
uAi
pp
Qi
K D
dsus
D ˆ
ˆ
ˆˆ
ˆ
∆
−=
−
−=
RρRρ
. ( 2.31) 
Thus the Rayleigh Conductivity relates the unsteady volume flux ( )Qˆ  across the 
aperture to the unsteady pressure drop ( )pˆ∆  across the orifice. Moreover the 
Conductivity is therefore inversely proportional to the volume velocity based 
impedance, i.e. ZKD 1~ . 
The Rayleigh Conductivity is an unknown quantity, i.e. the unsteady volume flux 
through an aperture is not known for a given pressure oscillation across the orifice. 
Hence Howe (1979b) developed an analytical model to describe the Rayleigh 
Conductivity of an orifice arrangement with bias flow as shown in Figure 2.9. The 
model was based on an axis-symmetric jet flow with the origin of the ( )x,,r θ -
coordinate system in the plane of the aperture. Howe (1979b) assumed that the 
Reynolds number is large so that the unsteady flow is not dependent on Reynolds 
number effects. Moreover the Mach number of the jet flow through the aperture was 
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assumed to be low to enable the flow to be treated as incompressible. A harmonic 
pressure oscillation usp′  upstream of the orifice drives an unsteady flow through the 
orifice. Howe (1979b) assumed that the orifice is infinitesimally thin and the jet flow 
through the orifice is irrotational. To avoid singularities at the edge of the aperture, due 
to the inviscid jet flow, it is assumed that vorticity is shed at the edge of the aperture rim 
as this is known from the Kutta-condition (from inviscid flow over aerofoils). The 
vorticity is a succession of vortices with infinitesimally small cores which generate a 
cylindrical sheet downstream of the orifice at x > 0 and r = R. 
Vorticity layer
( )tipp usus Rexpˆ=′
D
r
x
O
( )tipp dsds Rexpˆ=′
 
Figure 2.9 Schematic of unsteady orifice flow field, as in Howe (1979b) 
The pressure and velocity perturbation is described with the use of the stagnation 
enthalpy B: 
( )tiBvpB R
ρ
expˆ=+= 2
2
1  . ( 2.32) 
Howe (1979b) then used the divergence of the momentum equation of the unsteady 
jet flow with a thin vorticity sheet at the edge of the aperture as: 
( )vdivB2 ×−=∇ R . ( 2.33) 
In this case the vorticity vector is defined as 'RRR  += . Howe (1979b) has investigated 
the right hand side of this equation in more detail and defined the linearised version of 
the cross product as: 
UUvv ×+×+×=× RRRR

'' . ( 2.34) 
A further assumption was that the radial length scale of the shed vorticity is much 
smaller than the shear layer thickness. Hence the radial component of 'v can be 
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neglected and therefore only the second term within equation ( 2.34) is important to 
calculate the effect of the shed vorticity. This was previously utilized to predict the 
behaviour of a jet flow exiting from a nozzle (Howe (1979a)). Thus equation ( 2.33) 
reduces to: 
( )U'divB2 ×−=∇ R . ( 2.35) 
Moreover it was assumed that the vortex rings generated by the vorticity oscillation 'R  
are travelling with constant axial velocity U . Hence on the basis of the described 
assumptions the vorticity fluctuation due to the incident pressure oscillation can be 
defined as: 
( ) ( ) ( )UxitiRrxHe RRδσR θR −−−= exp'
 . ( 2.36) 
The Heaviside function H(x) ensures that vorticity is only shed downstream of the 
orifice ( 0x ≥ ). Moreover the Dirac delta function satisfies the assumption that vorticity 
is only shed within an infinitesimal thin cylindrical shear layer of radius R. The 
parameter σ  represents the amplitude of the shed vorticity per unit length. 
Differentiating the vorticity and substituting it into equation ( 2.35) whilst assuming an 
axisymmetric flow field leads to: 
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The equation was solved analytically as shown in Howe (1979b) by deriving a solution 
for the circulation amplitude of the shed vorticity. Howe (1979b) then used the solution 
of the inhomogeneous Poisson equation to derive an expression for the Rayleigh 
Conductivity: 
( ) ( )( )StiStR
pp
uAi
K
dsus
D
R δ
Rρ
−Γ=
−
−= 2
ˆˆ
ˆ
. ( 2.38) 
The parameters Γ  and δ  (Figure 1.8) are solely dependent on the Strouhal number. In 
this case I1 and K1 are modified Bessel functions and the definition of the inertia and the 
admittance follows from the solution of equation ( 2.37): 
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( 2.39) 
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( 2.40) 
Furthermore the Strouhal number was defined based on the orifice radius R and the 
angular frequency R  as 
U
R
U
Rf
St
Rπ
==
2
. ( 2.41) 
According to Howe (1979b), the mean velocity parameter U  represents the vortex 
sheet velocity, which was estimated to dUU 50.= . Moreover the asymptotic analysis in 
Howe (1979b) suggests that the contraction ratio between the area of the vena contracta 
and the area of the aperture was also calculated to be 0.5. Thus for the purpose of this 
work the mean bias flow velocity in the plane of the aperture DU  will be used as an 
assumption for the mean vortex sheet velocity. Hence the Strouhal number definition in 
equation (1.16). 
The acoustic energy dissipated due to the unsteady pressure oscillation across the 
orifice can be defined as in Luong et. al. (2005): 
( )( ) ( )( )dttiexppˆRetiexpQˆRe
T
1 T
0
L ∫= R∆RΠ . 
( 2.42) 
This represents the flux of acoustic energy through the orifice assuming 
incompressible orifice flow (i.e. M <<1). Using the Rayleigh Conductivity model form 
Howe (1979b) an averaged loss of acoustic energy (Luong et. al. (2005)) can be 
defined, which is dependent on the admittance (δ), the unsteady pressure amplitude 
( pˆ∆ ), the radius of the orifice (R), the density (r) and the frequency (ω): 
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pˆ 2L = . ( 2.43) 
Over the years various modifications to the Rayleigh Conductivity model defined by 
Howe (1979b) have been undertaken. Wendoloski (1998) solved the divergence of the 
momentum equation as defined in ( 2.37) taking the effects of the open area ratio, or 
porosity, between the upstream channel and the orifice into account. 
Moreover a numerical solution was used by Jing and Sun (2000) to extend the shed 
vorticity amplitudes, as defined by Howe (1979b), to an orifice plate with finite 
thickness. Therefore the expression of the unsteady vorticity as defined in ( 2.36) was 
modified to: 
( ) ( )Usitine s RRδσR θR −−= exp'
 . ( 2.44) 
In this case the shear layer was defined using a jet profile as in Rouse and Abul-
Fetouh (1950) instead of the assumption of a cylindrical shear layer. Hence the shed 
vorticity oscillation is dependent on the vortex stream line s and the coordinate normal 
to the vortex stream line ns. However the data in Rouse and Abul-Fetouh (1950) was 
measured for infinitesimal thin orifice plates at various contraction ratios between the 
orifice and a feed tube. Thus, strictly speaking, the profiles are only valid for 
infinitesimal thin L/D ratios. Therefore the assumption in this case is that the jet profiles 
do not change for the range of investigated L/D ratios in Jing and Sun (2000). The 
divergence of the resulting inhomogeneous Poisson equation could not be solved 
analytically. Hence a boundary element method was used to solve the equation 
numerically. The Conductivity derived by Jing and Sun (2000) is shown in Figure 2.10. 
This figure is taken from Jing and Sun (2000) and the parameters have been adopted to 
suit the nomenclature of this work. It was not part of this work to compute the equations 
derived by Jing and Sun (2000). It can be seen that the conductivity varies with aperture 
length-to-diameter ratio L/D. The solution with length-to-diameter ratio of 0.0 is 
identical to the Conductivity model from Howe (1979b). The model was used and 
compared to some experimental data from impedance measurements for perforated 
liners. It can be seen in Jing and Sun (2000) that the model agreed with the trends in the 
experimental data. It was also mentioned that the developed model was not valid if 
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reattachment of the flow field within the orifice occurs, i.e. L/D ~ 2. A description of 
this model can also be found in Lee et. al. (2007) who extended the theory to include 
orifice interaction effects between apertures in perforated liners. 
 
Figure 2.10: Rayleigh Conductivity from Jing and Sun (2000) 
2.5.2 Modifications to the Rayleigh Conductivity Model 
Of more significance to this work is the work of Jing and Sun (1999), who introduced 
a length correction to the Rayleigh conductivity as defined by Howe (1979b). In this 
way more practical engineering applications could be investigated. In this case the 
normalised acoustic impedance for an orifice was used: 
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Using the Rayleigh Conductivity model from Howe (1979b) and substituting for the 
unsteady velocity in the normalized acoustic impedance leads to the expression for the 
normalized acoustic impedance of an orifice as described in Jing and Sun (1999): 
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Note that the wave number k is defined as ck R= . Jing and Sun (1999) compared the 
derived normalized specific impedance of the orifice with the impedance for a tube 
without mean flow. The impedance of the tube was taken from Beranek (1954) for the 
condition f01.0R >  (which is also valid for every orifice investigated in this work): 
c
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zT
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2 . ( 2.47) 
In this case the resistance of the orifice is caused by the viscosity of the boundary layer 
within the tube. Hence the use of the kinematic viscosity ν. The frequency is expressed 
using the parameter ω and the thickness or length of the tube is described by the 
parameter L. The reactance of the impedance ( )cLR  is due to the mass of the fluid 
within the tube. Note the length of the orifice within the reactance term can also include 
an acoustic length correction. Jing and Sun (1999) neglected the resistance part of the 
impedance as the length-to-diameter ratio was small and therefore the viscous effects 
negligible. Using this methodology the normalised impedance for the orifice, based on 
the Rayleigh Conductivity by Howe (1979b), was extended with the inertia part due to 
the increased mass within an orifice of physical length (Jing and Sun (1999)): 
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Jing and Sun (1999) compared this expression to their measurements of perforated 
liners within an impedance tube for apertures with length-to-diameter ratios up to L/D = 
0.65. The experiments showed good agreement with the measured data. Moreover many 
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other authors used the modified Rayleigh Conductivity model with acoustic absorption 
models for perforated liners, e.g. Eldredge and Dowling (2003). 
2.5.3 Non-Linear Absorption Modelling 
Over the years many authors have associated the non-linear acoustic damping 
mechanism of an unsteady orifice flow field with large scale vortex ring structures 
(Ingard and Labate (1950), Zinn (1970), Whiffen and Ahuja (1983),Tam et. al. (2001), 
Jing and Sun (2002), Lebedeva et. al. (2005), etc.). To illustrate this Figure 2.11 shows 
an orifice which is surrounded by an harmonic acoustic pressure field upstream ( usp′ ) 
and downstream ( dsp′ ) of the orifice. In this case there is no mean flow entering and 
exiting the aperture. The acoustic pressure oscillation causes an unsteady velocity 
perturbation 'u  in the orifice. Subsequently the pulsatile velocity generates a vortex 
sheet at the edge of the orifice. In the absence of a mean flow field the velocity 
oscillation changes direction during one time period of an acoustic cycle. In other words 
the flow is reversing during one half of the acoustic cycle. 
Vortex ring
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Figure 2.11: Schematic of large scale structures associated with non-linear absorp-
tion 
As a consequence of the fluid motion large scale flow structures are generated as the 
vorticity sheet rolls up into a vortex ring at the edge of the aperture. Subsequently the 
vortex rings pinch off at the rim of the aperture. Due to the rotation of the vortex a 
velocity field is induced in the centre of the vortex ring which propels the vortex ring 
away from the orifice. In this way acoustic energy is transferred into the kinetic energy 
of the large scale vortex ring structures which subsequently dissipate into turbulence 
and heat further away from the orifice exit. Note that with no mean flow present vortex 
rings occur on either side of the orifice. Over the years many authors developed 
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modelling techniques for the non-linear relationship between the pressure oscillation 
and the velocity oscillation, e.g. Ingard (1970), Zinn (1970), Cummings and Eversman 
(1983), Cummings (1986), Keller and Zauner (1995), Bellucci et. al. (2004), etc. A 
summary of the developed methods is given here to highlight some of the assumptions 
and challenges for the developed models. Moreover added mean flow across the 
aperture can cause the absorption mechanism to transition between the linear and non-
linear absorption regime dependent on the ratio of unsteady velocity amplitude to mean 
velocity. This complexity is also included within the modelling techniques introduced in 
this section. 
A momentum balance, as shown in the steady case for incompressible flow (Ingard 
(1970), Cummings (1986), Bellucci et. al. (2004)) can be used to describe the non-linear 
acoustic behaviour of an orifice within a duct: 
DeffDvisLDDusds UlUUUpp ρρζζρ −−−=− 2
1 . 
( 2.49) 
Note that in this case the velocity UD in the plane of the aperture is used. Hence the 
occurrence of a loss coefficient ζL compared to, for example, the Bernoulli equation 
( 2.3) in section (2.1) which was defined using the velocity at the end of the vena 
contracta. According to Ingard (1970) the loss coefficient can be described based on the 
discharge coefficient: 
2
D
L C
1
=ζ , ( 2.50) 
whereas Cummings (1986) also includes the porosity of the orifice (ratio between open 
area and total area of the orifice plate): 
2
D
2
D
2
L C
C1 σ
ζ
−
= . ( 2.51) 
Alternatively Bellucci et. al. (2004) uses a high Reynolds number loss coefficient 
dependent on flow direction and area contraction upstream and downstream of the 
orifice as defined in Batchelor (2007). The second term on the right hand side takes 
viscous losses (ζvis), due to the boundary layer within the orifice, into account (Bellucci 
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et. al. (2004)). Inertia effects due to the mass of the fluid within the orifice are 
accounted for by the last term on the right hand side, which includes the physical length 
and the length corrected parts of the orifice (Ingard (1970), Cummings (1986) and 
Bellucci et. al. (2004). Substituting the mean and harmonic velocity and pressure 
oscillations according to equations ( 2.13) and ( 2.14) into the momentum equation ( 2.49) 
leads to: 
DeffDvisusds UlUpp ′−′−Φ−=′−′ ρρζ . ( 2.52) 
Note the viscous component due to the mean flow is negligible. The non-linear pressure 
loss term Φ in the momentum equation ( 2.52) is then defined as (Bellucci et. al. (2004)): 
( )( )DDDDDDL UUUUUU −′+′+=Φ ρζ2
1 . ( 2.53) 
Keller and Zauner (1995) derived a solution for the pressure loss term, including the 
presence of mean flow through the aperture, using a Fourier expansion of the non-linear 
velocity term DD uu ′′ . Only using the fundamental harmonics of the Fourier expansion 
lead to the pressure loss term defined by Bellucci et. al. (2004) in the frequency domain: 
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The assumption of using the fundamental harmonics of the Fourier expansion is valid 
based on the experiments and analytical investigations in Ingard (1970) showing a 
significant reduction in velocity amplitudes for harmonics larger than the fundamental 
frequency. 
The function ( )DD uUg ˆ  is defined as in Keller and Zauner (1995) or Bellucci et. al. 
(2004): 
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( 2.55) 
This function is the basis for the transition from linear to non-linear absorption within 
the model. In other words, if 1UˆU DD <  then the relationship between the pressure and 
velocity amplitude is non-linear. If the velocity ratio 1UˆU DD >  the solution of the 
equation leads to the linear pressure loss term: 
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The momentum equation can also be expressed in the frequency domain (Bellucci et. al. 
(2004)): 
( ) 0=Φ++−+ ˆˆˆˆˆ DvisusdsDeff uppuli ζρRρ . ( 2.57) 
Finally the viscosity term is defined according to Bellucci et. al. (2004): 
( ) ( ) DDvis uD
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It can be seen that the viscosity is not only affecting the resistance part of the inertia but 
also the reactance part. In other words viscous effects within the aperture boundary 
layer introduce an additional phase shift between excitation pressure amplitude and the 
aperture flow field velocity amplitude. 
2.5.3.1 Downstream Acoustic Boundary Conditions 
The downstream pressure amplitude dspˆ  is dependent on the acoustic geometry. If 
this pressure amplitude is known then the momentum equation can be solved iteratively 
to calculate the velocity amplitude within the orifice. Various boundary conditions can 
be used for the acoustic termination indicated in Figure 2.11: 
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i) Anechoic boundary condition 
In the case of an anechoic termination the downstream pressure amplitude can be 
defined using the characteristic impedance (rc) as in Ingard (1970): 
D
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ii) Plenum boundary condition 
If the downstream termination consists of a plenum then the downstream pressure 
amplitude would be equal to zero: 0=dspˆ . 
iii) Helmholtz resonator 
For the orifice being attached to a resonating volume, as for example in a Helmholtz 
resonator, the pressure amplitude in the cavity can be calculated by using a mass 
balance within the resonator volume (e.g. Bellucci et. al. (2004)):  
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. ( 2.60) 
Assuming an isentropic compression and expansion due to the oscillating mass flow and 
transferring the equation into the frequency domain leads to the expression for the 
pressure amplitude within the resonator volume: 
DDds AuV
cip ˆˆ
R
ρ 2
= . ( 2.61) 
2.5.3.2 Acoustic Energy Loss Calculation 
The expressions for the downstream pressure amplitudes together with the momentum 
equation can be used to solve for the velocity perturbation within the orifice. Loss of 
acoustic energy is associated with the flux of the energy within the orifice itself 
(Bellucci et. al. (2004)): 
( ) OusDL Apu ˆˆRe *2
1
=Π . ( 2.62) 
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The fluid dynamic loss mechanism Lζ  as well as the length correction leff are not 
necessarily known a priori and are often derived empirically. However, these parameters 
have a significant effect on the unsteady velocity amplitudes and hence upon the loss of 
acoustic energy. Keller and Zauner (1995) showed in their investigations that the loss 
coefficients changed by a large amount if there was a mean flow through the resonator. 
Moreover their experiments showed that an improvement of the loss coefficient due to 
rounded edges of the investigated resonator neck lead to an increase in measured 
absorption. Hence the behaviour of fluid dynamic processes such as vortex rings will 
have a large effect upon the parameters used to predict the non-linear absorption 
characteristic correctly. 
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3 Experimental Facilities and Methods 
In general the objective was to undertake a series of measurements to further 
understand the fundamental absorption characteristic of isolated orifice plates 
representative of apertures typically found in gas turbine combustors. Therefore an 
isothermal acoustic test facility has been used at ambient pressure and temperature. The 
test facility was adapted in various ways to allow the study of fundamental acoustic 
absorption characteristics as well as more gas turbine combustion system representative 
geometry in a cost effective manner. Thus simple acoustic test configurations were used 
to study the fundamental acoustic absorption characteristics while measuring the 
unsteady flow field surrounding the apertures. Thereafter more complex acoustic test 
configurations have been used to investigate the damping characteristic of perforated 
liners which are directly applicable to gas turbine combustors. In this case the findings 
and modelling techniques developed during the fundamental single aperture 
measurements were then applied to explore the optimisation of passive dampers suitable 
for gas turbine combustion systems. The objectives of the various experimental facilities 
used are summarised in Table  3.1. Each experiment was conducted under isothermal 
atmospheric conditions at ambient pressure and temperature in the test facility shown in 
Figure 3.1. The facility is arranged on three floors: the upper floor is used as a plenum, 
the middle floor contains the test cell (where the test section is located) and the fan 
room and the lower floor is used as another plenum. Each plenum has a volume of 
approximately 50 m3 and acts as an open acoustic boundary condition for the acoustic 
test sections. The air flow rate and flow direction through the rest rig can be controlled 
with a centrifugal fan and suitable ducting. Either the air is drawn out of the lower 
plenum or air is blown into the lower plenum. The air flow direction in Figure 3.1 is 
indicated with blue arrows. A 120 mm diameter circular duct connects the lower plenum 
with the test cell where the duct terminates with a flange arrangement. The flange is 
used as an interface to the various test sections investigated during this work. Square 
test sections have been connected to the test facility via the discussed flanged interface. 
Hence an interface duct was manufactured for each test section with a smooth transition 
piece from the round inlet duct to the rectangular test section to minimise acoustic 
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losses and excessive acoustic reflections which would reduce the amount of acoustic 
energy transferred into the test section. 
Test Sections Objectives 
Fundamental acoustic absorption 
and Rayleigh Conductivity meas-
urements 
• Acoustic absorption coefficient measure-
ment 
• Acoustic energy loss measurement 
• Unsteady flow field measurement to inves-
tigate interactions between the unsteady 
flow field and the linear and non-linear 
acoustic absorption characteristic. 
• Develop validation data to assess the per-
formance of analytical acoustic absorption 
models for gas turbine combustion system 
relevant aperture geometries over wide 
range of Strouhal numbers. 
Multi-aperture perforated liner test 
section 
• Measure the acoustic absorption of perfo-
rated liners suitable to gas turbine com-
bustion system design envelope. 
• Validate analytical absorption models for 
multi aperture and multi skin acoustic 
dampers. 
Single sector combustion system 
test section 
• Measure the acoustic absorption character-
istic under the influence of a complex fuel 
injector flow field. 
• Validate analytical absorption models. 
• Investigate gas turbine combustion system 
design envelope. 
Table  3.1: Overview of test sections used for the investigation of fundamental ab-
sorption characteristics 
To generate plane acoustic waves two JBL AL6115 600 W loudspeakers were used 
attached to the inlet duct in the lower plenum. The loudspeakers are driven by a Chevin 
Research A3000 amplifier system. A reference to the acoustic driver system and the test 
facility can be found in Barker et. al. (2005). The excitation frequency from the 
loudspeakers for the conducted experiments ranges from 10 Hz to 1000 Hz and the 
pressure amplitudes can vary between 115 dB- 145 dB for the test sections investigated 
in this work. 
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Figure 3.1: Schematic of the aero-acoustic test facility, not to scale 
3.1 Scaling from Gas Turbine Engines to Experimental Test Rig 
Geometry 
Before the developed test sections are discussed the relevant scaling from engine 
applications to small scale isothermal experiments will be discussed. Scaling is 
important so that the data measured in the ambient labscale environment is transferrable 
between engine and test rig. Modern gas turbine aero-engine combustion systems 
typically operate at approximately 40 bar combustor inlet pressure and 900 K inlet 
temperature (take-off conditions). Note that the combustion temperatures downstream 
of the liner are higher than 900 K, however for the performance of the perforated liner 
the cooling air temperature passing through the apertures is the relevant quantity. In 
comparison, the isothermal test facility operates at 1 bar and 290 K temperature. Hence 
the relevant non-dimensional scaling parameters used in this investigation have to be 
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identified to relate the atmospheric test results back to the full scale engine operating 
conditions. 
As already discussed the acoustic absorption due to perforated liners is mainly 
dependent on the Strouhal number as defined by Howe (1979b). Hence: 
Rig
D
Engine StU
RSt == R  ( 3.1) 
Another important parameter for the scaling of passive damper geometry is the ratio 
of incident pressure amplitude to mean pressure difference across the perforated liner, 
i.e.: 
n
Rig
pkn
Engine Pˆp
pˆ
Pˆ ==
∆
. (3.2) 
The pressure amplitude in this case was chosen as the 0-peak amplitude. As will be 
subsequently shown this parameter has a direct influence on determining if the liner is 
within the linear or non-linear regime. 
Furthermore the Mach number which relates the velocity through the apertures to the 
speed of sound was kept constant between the test rig and the engine: 
Rig
d
Engine Mc
U
M == . (3.3) 
The Mach number is linked to the mean pressure drop across the apertures. Moreover 
the pressure drop across a gas turbine wall remains constant across the operating 
envelope of the engine. Therefore the pressure drop (dp/p) within the atmospheric test 
rig has to be the same to operate at the same Mach number through the apertures. The 
pressure drop is defined as the mean pressure drop across the aperture related to the 
upstream pressure: 
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For convenience in this work the mean pressure drop across the apertures will be 
referred to as dp/p. 
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The impact of the Reynolds number on the scaling of the acoustic absorption test 
configuration is of second order. This is valid as long as the Reynolds number is 
sufficiently high above any transitional flow effects. Hence although the Reynolds 
number could not be conserved for the measurements conducted in this work, it was 
ensured that the Reynolds number was above any transitional effects. 
As already discussed the aim was to assess combustion system relevant aperture 
geometry. Therefore cooling ring, effusion tiles, primary port and single skin effusion 
geometries need to be assessed. Table  3.2 shows an overview of the relevant geometries 
on conventional and modern gas turbine combustors. The Strouhal numbers have been 
estimated using combustor inlet pressures of 40 bar and 900 K inlet temperature. The 
frequency depends on the size of the full annular combustion systems and hence a range 
from 400 to 900 Hz was considered. 
Orifice Type D in mm L/D Strouhal 
number St 
Reynolds num-
ber Re 
Mean pres-
sure drop 
dp/p 
Cooling ring 0.7…1 6…8 0.01…0.03 34000…50000 3% 
Single effu-
sion skin 
0.7…1 >10 0.01…0.03 34000…50000 3% 
Effusion tile 0.7…1 2…7 0.02…0.18 6000…29000 0.1 – 1% 
Ports 10…20 ~0.5 0.14…0.65 490000…990000 3% 
Table  3.2: Combustor orifice geometries relevant to gas turbine engines 
Combustor background noise levels have been estimated to be of order 150 dB at 40 
bar pressure. Therefore the pressure amplitude scaling of equation (3.2) leads to 118 dB 
pressure amplitude at ambient pressure for the relevant pressure drop across the 
aperture. The pressure amplitude in dB is defined as: 

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⋅= −5
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102
pˆ
10log20dB . (3.5) 
Note that the amplitude used for the decibel scale is the root mean square amplitude 
which can be calculated using the peak amplitude: 
2
pˆ
pˆ pkrms = . (3.6) 
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However pressure amplitudes due to a thermo-acoustic instability at 40 bar can rise to 
190 dB, which is in the order of the combustor pressure drop at 40 bar combustor inlet 
pressure. For the investigated orifice geometries the mean pressure drop ranges from 0 
to 3%. Hence the scaled max amplitude for the isothermal condition ranges from 131 to 
160 dB at ambient pressure. The maximum available pressure amplitude within the test 
facility on the square duct dimensions is 145 dB. Hence the pressure amplitude 
excitation range was set between 115 and 145 dB, and it is acknowledged that the very 
high limit cycle amplitudes cannot be simulated. 
For the experiments conducted the test sections were designed to ensure constant 
Strouhal and Mach numbers between the test rig and the engine geometry. Moreover to 
remain within the relevant absorption regime (i.e. linear or non-linear) the pressure 
amplitudes were scaled relative to the aperture pressure drop to ensure similarity with 
the engine pressure amplitude forcing. Therefore the diameter, excitation frequency and 
excitation amplitudes were scaled according to the introduced non-dimensional 
parameters. 
3.2 Fundamental Investigation of the Acoustic Absorption by 
Circular Apertures 
This section will describe the test facilities which have been used to conduct the 
fundamental acoustic absorption investigations. Initially a single aperture test rig has 
been used to measure the acoustic absorption whilst particle image velocimetry (PIV) 
has been conducted. Thereafter the facility has been modified to increase the Strouhal 
number range over which the Rayleigh Conductivity of the apertures could be 
measured. 
3.2.1 Acoustic Absorption Measurements and PIV Investigations 
The objective for the experiments in this section was to provide sufficient optical 
access and accurate acoustic measurements to develop a methodology for the flow field 
characterisation relevant to linear and non-linear acoustic absorption of circular orifice 
plates. Therefore the unsteady flow field was measured during acoustic excitation using 
a high speed particle image velocimetry (PIV) system. To avoid refraction in the optical 
measurement technique a rectangular duct with a 120 mm by 120 mm cross-section was 
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chosen. Moreover the test rig walls were made out of Perspex, again to allow optical 
access, with a wall thickness of 20 mm to avoid structural vibration effects due to the 
acoustic forcing. Furthermore the duct was also supported at regular intervals to keep 
the structural resonance frequencies well above the acoustic excitation frequencies. The 
area of the duct was sufficient to generate pressure amplitudes up to 145 dB which was 
necessary for the non-linear absorption measurements at elevated mean pressure drops 
across the orifice.  
The experiments have been conducted at ambient conditions and a schematic of the 
test section is shown in Figure 3.2. Descriptions of the same test facility can also be 
found in Rupp et. al. (2010) and Rupp et. al. (2010b). Note that the blue arrows 
represent air flow and the red arrows plane acoustic waves. The test rig inlet was in the 
upper plenum and the mean flow exit was located in the lower plenum. Thus the 
acoustic boundary conditions for the test rig were open boundary conditions (i.e. with 
pressure amplitude equal to zero). In this case air was drawn from the upper plenum 
through the test section and exhausted via the lower plenum. The test section consists of 
a flange to which suitable orifice plates could be attached. These plates were of varying 
thickness (L) and contained orifices of varying diameter (D). It is worth noting that in 
these experiments the orifice behaviour is investigated without interaction effects from 
neighbouring apertures. Thus the test specimens represent a single aperture within a 
perforated liner where the aperture pitch (P) is large enough to ensure no interaction 
between the apertures. Moreover no cross flow effects upon the acoustic behaviour of 
the aperture are investigated within these experiments. 
The design of the flange arrangement for the orifice plate was optimised for optical 
access and is shown in detail in Figure 3.3. The orifice was clamped between the 
upstream and downstream duct. To avoid unwanted interference from vibration or 
leakage, the ducts were clamped together on four corners of the test rig using L-shaped 
fixtures. Therefore obstacles for the optical measurement technique due to standard 
flange arrangements could be avoided. Hence the laser sheet could be aligned across the 
orifice centreline and the high speed camera could be focused immediately upstream 
and downstream of the orifice enabling a clear view through the Perspex wall to obtain 
a field of view (FOV) as indicated in Figure 3.3. 
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Figure  3.2: Test rig dimensions and dynamic pressure transducer positions (PT), 
dimensions in mm not to scale 
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Figure 3.3: Schematic of optical access for PIV measurement, cut through the cen-
treline of the orifice plate 
The air flow was controlled by the centrifugal fan and the experiments have been 
conducted over a range of steady mean pressure drops (dp/p) across the orifice of 0 to 
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3%. The pressure drop between the inlet plenum and a pressure tapping downstream of 
the orifice plate was obtained using a Furnace FC0510 micro-manometer. 
The loudspeakers generated plane acoustic waves (red arrows in Figure 3.2). This 
assumption of axial plane wave propagation within the test rig is valid as long as the 
excitation frequency is below the cut-on frequency of radial or circumferential acoustic 
resonance modes. In this case the distance between the duct walls is 120 mm. For radial 
modes to be sustained their wave length must be twice the width of the test rig, i.e. 240 
mm (a half wave radial mode could then be sustained if the cut-on frequency of this 
wave would be excited). This can be estimated using the following equation: 
Hz
m
sm
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cRTf
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cut
rad 71416240
340
2
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====
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Higher order modes are generated in the near field of the loudspeakers. However, if the 
excitation frequencies remain below 1400 Hz the radial modes will be highly damped 
and will have no influence within the acoustic test section starting two meters upstream 
of the loudspeakers. Thus only plane acoustic waves can be considered. 
The excitation frequency for the linear and non-linear acoustic absorption 
measurements was chosen to satisfy two requirements: 
• Constant unsteady pressure drop across the aperture, 
• Low excitation frequency for an adequate temporal resolution for the PIV 
measurement technique. 
As equation (2.43) shows the acoustic energy absorbed by a circular orifice is dependent 
on its admittance and the unsteady pressure amplitudes upstream and downstream of the 
orifice. Furthermore the admittance of a circular orifice is solely dependent on the 
Strouhal number through the orifice (Howe (1979b). Therefore the unsteady pressure 
amplitudes on either side of the aperture are important if various orifice plates are 
compared with each other. The pressure amplitude downstream of the orifice is always 
the maximum pressure amplitude ( maxpˆpˆ =− ) for all orifice geometries due to the area 
change from duct to aperture. However the acoustic pressure amplitude immediately 
upstream of the aperture is dependent on the excitation frequency and the length of the 
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upstream duct. Therefore the upstream duct length was chosen so that a half wave 
resonant mode or a full wave resonant mode (including the relevant length correction) 
was present. Therefore a pressure node was located just upstream of the orifice ( 0pˆ =+ ) 
for all orifice geometries and excitation pressure amplitudes on this test rig which were 
chosen as 62.5 and 125 Hz (see Figure 3.4). 
The sampling frequency of the high speed PIV system is 1100 Hz. Hence the 
excitation frequency for the conducted measurements (62.5 and 125 Hz) was adequate 
to ensure a good temporal resolution, i.e. 18 instantaneous velocity fields per acoustic 
cycle for 62.5 Hz excitation and 9 instantaneous velocity fields per acoustic cycle for 
125 Hz excitation. 
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Figure 3.4: Amplitude mode shape for upstream and downstream duct 
The test specimens chosen for the isothermal test rig have been scaled according to 
the Strouhal number ranges identified for the combustion system geometry in Table  3.2. 
Hence the orifice diameters have been selected as defined in Table A.1. The associated 
Strouhal and Reynolds number ranges for the chosen diameters are shown in Table  3.3 
to simulate the combustor orifice geometries at 62.5 Hz and 125 Hz for the chosen 
mean pressure drop range from 0 to 3%. However the Reynolds number of the 
combustor ports could not be simulated due to test rig geometry and mass flow 
restrictions, but, as already discussed the Reynolds number has a negligible influence on 
the acoustic absorption for the range of conditions tested. However, tests will be 
conducted were the Strouhal number is kept constant and the Reynolds number 
increased to prove the insensitivity of acoustic absorption with Reynolds number for the 
conditions tested. 
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D in mm Strouhal number range Reynolds number range 
9.1 0.04…0.2 7800…43000 
12.7 0.05…0.55 10000…57000 
Table  3.3: Combustor orifice geometries relevant to gas turbine engines for acous-
tic absorption experiments 
The test rig was used to measure the acoustic energy loss associated with a circular 
aperture. This loss was then intended to be correlated with the kinetic energy within the 
unsteady flow field to identify the flow field structures associated with the acoustic 
absorption. In this case the plane acoustic waves (red arrows in Figure  3.2) travelled 
upstream (i.e. against the mean flow) towards the orifice. At the orifice one portion of 
the acoustic energy is reflected, some energy is transmitted whilst the remaining energy 
part is absorbed. On the upstream side the transmitted acoustic energy generates plane 
waves which travel towards the open boundary condition, were they fully reflect within 
the frequency range of interest and then travel back towards the orifice. Therefore the 
acoustic energy has to be measured on both sides of the aperture to identify the acoustic 
energy loss due to the aperture flow field. Thus two pairs of Kulite dynamic pressure 
transducers, located upstream and downstream of the orifice plate, were used to obtain 
the acoustic absorption (PT1-PT4 in Figure 3.2). The positions of these transducers 
were optimised for the chosen acoustic forcing frequencies. Hence none of the 
transducers were located on an acoustic pressure node (p’=0). The transducers were 
calibrated as discussed in section 4.1.1. The decomposition of the acoustic waves within 
the duct was conducted using the two-microphone-method which is described in section 
4.1.2. 
3.2.2 Rayleigh Conductivity Measurements 
The primary objective for this experimental configuration was to accurately measure 
the Rayleigh Conductivity of various orifice geometries relevant to gas turbine 
combustion chambers. This requires an accurate measurement of the pressure 
amplitudes immediately upstream and downstream of the orifice. Moreover the 
performance of Rayleigh Conductivity models, e.g. the Rayleigh Conductivity model as 
described in Howe (1979b), can be assessed. In general this is an experiment which 
could have been conducted on the test facility mentioned in the previous section. 
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However the aim of this experiment was to measure the Rayleigh Conductivity over a 
wide Strouhal number range rather than at specific frequencies. This would lead to 
reduced accuracy using the two-microphone method (described in section 4.1.2) over a 
wide frequency band (e.g. 20 to 1000 Hz). Hence a multi-microphone method 
(described in section 4.1.3) would have to be applied to accurately measure the pressure 
amplitudes on the upstream and downstream side of the orifice. This would generate a 
significant cost as the amount of dynamic pressure transducers would be doubled. 
A more cost effective approach was to modify the test configuration as shown in 
Figure  3.5. In this case the fan was used to blow air through the test rig as indicated by 
the blue arrows. The duct geometry upstream of the orifice was unchanged but for this 
setup the test rig was terminated immediately downstream of the orifice test specimen. 
Therefore the sound was able to radiate into the surrounding plenum. Thus it can be 
assumed that the pressure oscillation immediately downstream of the aperture is zero 
for the range of excitation frequencies investigated. In the upstream duct a multi-
microphone method was used to accurately measure the pressure and velocity 
amplitudes in the plane immediately upstream of the orifice. A similar setup is described 
in Howe (1979b) and used for the derivation of the analytical Rayleigh Conductivity 
model. Hence the measurements undertaken within the linear acoustic absorption 
regime can be used to assess the performance of the model developed by Howe (1979b). 
However the Rayleigh Conductivity was also measured within the non-linear acoustic 
absorption regime. 
For this setup the acoustic energy loss cannot be directly measured as the transmitted 
energy into the plenum was not captured. However the acoustic loss generated by the 
apertures can be inferred using the measured admittance and pressure amplitudes on the 
upstream side of the orifice using equation (2.43). 
The air flow through the test rig was chosen so that the pressure drop (dp/p) across the 
orifice was set to 0.5%. The pressure downstream of the test specimen was ambient and 
the upstream pressure was measured using a static pressure tapping within the duct prior 
to the orifice. Moreover the frequency was varied in increments of 20 Hz from 20 to 
1000 Hz. These conditions correspond to a Strouhal number range of 0.02-1.6. At the 
maximum frequency of 1000 Hz it is still valid to assume plane axial waves within the 
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rectangular test section. As already discussed radial modes are expected to cut on at 
approximately 1400 Hz. The pressure amplitude for the tests within the linear 
absorption regime was set to 130 dB for the plane wave incident onto the test specimen, 
for the non-linear acoustic absorption regime the pressure amplitude being increased to 
145 dB. 
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Figure  3.5: Schematic of the test facility for Rayleigh Conductivity measurements, 
dimensions in mm not to scale 
To derive the Rayleigh Conductivity the impedance was measured just upstream of 
the orifice (x = 0 Figure  3.5). During the commissioning phase of the experimental 
facility the effects of the acoustic radiation upon the impedance measurements have 
been assessed. The aim was to ensure the radiation of acoustic energy does not affect 
the resistance measurements, since the radiation and inertia effects will be contained in 
the reactance of the impedance. However the influence of radiation upon these 
measurements is small and is discussed further in chapter 5.4. 
Using this approach various test specimens have been investigated that are relevant to 
the gas turbine combustion system design envelope. The investigated geometries are 
defined in appendix A.2. 
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3.3 Experiments on Combustion System Representative Acoustic 
Damper Geometries 
In this section test facilities used for the experimental assessment of gas turbine 
representative acoustic dampers are introduced. This included 
• a facility in which a multi-aperture perforated liner could be incorporated, the 
size of which was broadly representative of that found for a single sector of a 
full annular combustion system, 
• a facility which simulated a single sector of a combustion system including the 
fuel injector and associated flow field. 
3.3.1 Experiments of Combustion System Representative Acoustic 
Liners (No Influence of the Fuel Injector Flow Field) 
The objective for this test rig was to validate design tools and acoustic absorption 
models for perforated liners applicable to gas turbine aero combustion systems. 
Isothermal tests were conducted at ambient pressure and temperature on the test 
configuration described in Figure  3.6. The test rig consists of a 115 mm by 130 mm 
rectangular cross-section. This cross-section was representative of a sector of an annular 
combustor. The damper cross-sectional area (40.3 mm by 115 mm) is slightly smaller 
than the duct area. This was necessary to achieve combustion system representative 
porosities at the relevant pressure drop to remain within the cooling envelope of a 
modern gas turbine combustor. 
Air is drawn through the passive damper (blue arrows Figure  3.6) which consists of a 
metering skin, a volume representative of that available within the combustion system 
space envelope and a damping skin. The pressure drop across the test section was set to 
3% which is representative of a gas turbine combustor wall. The detailed geometry of 
the test section is described in appendix A.3. 
Two loudspeakers are used to generate a plane wave travelling towards the test 
section (red arrows in Figure  3.6). In this case the reflection coefficient was measured. 
Although a small amount of acoustic energy can be transmitted through the passive 
damper assembly, as a first assumption this transmitted wave is neglected. To ensure 
this assumption is valid the metering skin described in Table A.4 was designed with a 
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small porosity and long apertures with L/D ratio of 16.67. This ensures that the unsteady 
velocity amplitude in the metering skin apertures remains small and the acoustic 
behaviour of the metering skin is similar to a rigid wall. Hence the difference between 
the incident and reflected wave is assumed to be the acoustic energy loss, which was 
subsequently used for the validation of the acoustic models. 
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Figure  3.6: Schematic of resonating linear damper test facility, dimensions not to 
scale 
The excitation amplitude was of order 135 dB and was therefore mainly in the linear 
acoustic absorption regime. The excitation frequencies were 300 to 450 Hz based on the 
described Strouhal number and pressure amplitude scaling (section  3.1). 
Kulite dynamic pressure transducers were mounted on the test rig as shown in Figure 
 3.6. Hence the acoustic energy fluxes of the plane waves could be measured using a 
multi-microphone method for transducer positions shown. Furthermore a Kulite 
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transducer was located within the damper cavity. This transducer was used to assess the 
unsteady pressure drop across the damping skin and investigate the resonance frequency 
of the volume. 
3.3.2 Experiments on Acoustic Dampers Exposed to Fuel Injector 
Flow Field 
This experimental facility was developed to assess passive damping systems exposed 
to complex fuel injector flow fields. Therefore a test section representative of a single 
sector of a full annular gas turbine combustion system including the fuel injector flow 
field was developed. The main objectives of this test section were: 
• to investigate the space envelope needed for an efficient passive damper, 
• to investigate the effects of a complex fuel injector flow field, relevant to gas 
turbine combustion systems, impinging on the damper surface, 
• to further validate the used acoustic absorption modelling techniques. 
The experimental configuration mounted onto the ambient isothermal aero acoustic 
facility is shown in Figure  3.7 and is broadly representative of a single sector of a 
(simplified) fully annular lean burn combustion system. The following description of 
the test rig can also be found in Rupp et. al. (2012). A square cross-section of 120 mm 
by 120 mm duct is used with a gas turbine combustion system representative fuel 
injector mounted on to the upstream end of a square acrylic duct. The damper section 
consists of a width WD and length LD. An aperture of size DD LW ⋅  on one wall of the 
duct, immediately downstream of the fuel injector, enables various passive damper 
assemblies to be inserted. This simulates the presence of a passive damper in the outer 
(or inner) wall of a flame tube. The parameter S represents the separation between the 
damping and the metering skin. 
Atmospheric air is drawn through the fuel injector and damper assembly (as indicated 
by the blue arrows in Figure  3.7), whilst holes and slots within the injector mounting 
plate also simulate the presence of a starter film passing over the damper surface. The 
presence of the fuel injector and starter films etc are thought to generate a reasonable 
isothermal representation of the complex flow field to which the passive damper would 
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be exposed within an engine environment. Having passed through the test section this 
flow then continues down the duct before issuing into a plenum. Typical operating 
conditions correspond to a 3% pressure drop (dp/p) across the fuel injector and damper. 
A A’ Section A-A’
120
12
0
20
Test Section
PT1
PT2
96
4
12
50
Array of static 
pressure
tappings
PT3,4
 
Figure  3.7: Schematic of non-resonating linear damper test facility, dimensions in 
mm, not to scale 
The damper as shown in Figure  3.8 consists of two skins or liners and its design 
highlights some of the conflicting requirements associated with operating a porous liner 
in a gas turbine combustion environment. The relatively high pressure drop across the 
flame tube liner indicates potentially high velocities through any orifices (and hence 
low Strouhal numbers). To increase the Strouhal number to a point where, as indicated 
by Howe (1979b), some acoustic absorption will take place would require orifices of 
relatively large diameter. However, this would result in an unacceptably high flow rate 
for the combustion system. Consequently the passive damper consists of two skins in 
which the outermost liner is the metering skin. As its name suggests this meters or 
controls the flow through the damper and hence most of the mean pressure drop occurs 
across this skin. In this case the metering skin pressure drop is set to ~2.7% dp/p. Hence 
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the remaining pressure drop across the damping skin is set to ~0.3% dp/p. A large 
number of small diameter holes can be used to obtain appreciable acoustic absorption. 
However, it should be acknowledged there is a compromise between the amount of bias 
flow available, the need to keep the liner cool and the amount of acoustic absorption 
that can be achieved. The porosities and definition of the damping and metering skin are 
defined in appendix A.3. 
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Figure  3.8: Schematic of non-resonating damper test section, not to scale 
The acoustic test conditions were chosen to be representative of those conditions 
likely to be of interest at engine conditions (when appropriately scaled). In this case the 
diameters of the aperture remains of the same size as for the engine. Hence acoustic 
frequencies were in the range of 250 Hz to 350 Hz using engine Strouhal number 
scaling (equation ( 3.1)). Therefore the acoustic forcing frequencies are well below the 
cut-on frequency associated with any higher order duct modes (~1400 Hz). The 
excitation amplitudes were set to 135 dB. This was based on the amplitude scaling 
applied for the experiments relative to gas turbine combustors (section  3.1). 
The complex flow field along the damping skin generated by the fuel injector and the 
starter film was assessed using an array of static pressure tappings on the opposite side 
of the damping skin as indicated in Figure  3.7. In this case an array of 3 by 4 static 
pressure tappings was used along the width and the length of the damper connected to a 
set of Furnace FCO 330 pressure transducers. 
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Not only is the flow field more complex for this test section but the acoustic system is 
also more complex. Two Kulite dynamic pressure transducers were used to measure the 
acoustic waves within the flow duct using the two-microphone method. The positions of 
the pressure transducers have been optimised for the frequency range of interest (PT1 
and PT2 in Figure  3.7). Moreover two more Kulite transducers have been used to assess 
the pressure amplitudes in the cavity between the metering and damping skins (PT3 and 
PT4 in Figure  3.7). However, due to space constraints this was only possible for those 
tests with larger spacing between the liners ( 30.≥HS ). As Figure  3.8 indicates the 
incident plane acoustic wave (red arrows represent plane acoustic waves) onto the test 
section is partly reflected back, part of the wave is transmitted through the fuel injector, 
part of the wave is transmitted through the damper and finally some of the acoustic 
energy will be absorbed. Only a qualitative assessment can be conducted, which is 
based on the change in reflection coefficient due to the change in liner separation SD. 
However in later chapters of this work a methodology is developed which allows the 
discrimination of the acoustic loss from the transmission of acoustic energy through the 
injector. 
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4 Instrumentation and Data Reduction 
In this chapter the experimental methods and data reduction techniques will be 
discussed along with an assessment of the experimental accuracies. Initially the acoustic 
instrumentation and associated analysis methods will be introduced, followed by the 
particle image velocimetry methods used to capture the unsteady flow field. 
4.1 Acoustic Measurements 
The acoustic measurements have been conducted using four miniature high sensitivity 
Kulite XCS-093 dynamic pressure transducers. Within this work the sensors will be 
referred to as Kulite transducers. A National Instruments LabView data acquisition 
system was used as described in Barker et. al. (2005). The acquisition system is outlined 
in Figure  4.1. The supply voltage of 10Vdc is supplied by a SCXI- 1520 strain gauge 
module. Furthermore the Kulite signal output was conditioned by a SCXI-1143 module. 
The temperature within the test rig was measured using a K-Type thermocouple 
connected to the SCXI-1112 module which was also within the SCXI-1000 chassis. 
Finally the data was acquired using a PC equipped with a National Instruments 
LabView PCI-6052E data acquisition card with a 16 bit range for the discretisation of 
the analogue signal. 
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Figure  4.1: Dynamic data acquisition setup, from Barker et. al. (2005) 
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The sampling frequency of the data acquisition system was set up to 40 kHz. 
Moreover the pressure signal was sampled using eight blocks of 215 samples, resulting 
in a time window of 0.8192 s per data block. Each of the time histories has been Fourier 
transformed using the Fast Fourier Transformation method with a Hamming window. 
Thereafter an ensemble average over the eight time histories has been conducted on 
the Fourier transformed amplitudes: 
( ) ∑
=
=
N
1n
n,ii pˆN
1
fpˆ . ( 4.1) 
In this case the subscript i represents the Kulite transducer number (i.e. i= 1, 2, 3, 4) and 
n is the time history number (i.e. n = 1,2,…,8). Moreover the parameter N represents the 
total amount of time histories N = 8. 
The auto power spectra of each transducer signal can then be calculated using the 
averaged Fourier transformed pressure amplitudes (Lynn (1989)) 
( ) ( ) ( )fpˆfpˆfSˆ *iiii = . ( 4.2) 
Furthermore, one of the signals (Kulite 1) is chosen as a reference to which the other 
signals can be compared. For example the cross-power spectrum relative to the 
reference signal (Kulite 1) 
( ) ( ) ( ),fpˆfpˆfSˆ *i1i1 =  ( 4.3) 
can be calculated, using subscript i to denote the transducer number. Finally the 
frequency response functions have been calculated using the auto- and cross-power 
spectra (Lynn (1989)): 
( )
( )
( )
4,3,2i,
fSˆ
fSˆ
fHˆ
11
i1
i1 == . ( 4.4) 
Hence the measured complex amplitude of each transducer relative to the reference 
transducer could be calculated: 
( ) ( )fSˆ2fpˆ 111 =  and ( 4.5) 
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( ) ( ) ( )fHˆfSˆ2fpˆ i111i = . ( 4.6) 
This relates each amplitude measurement in magnitude and phase relative to the 
reference transducer which is needed for the two-microphone and multi-microphone 
method introduced in sections  4.1.3 and  4.1.4. 
4.1.1 Dynamic Pressure Transducer Calibration  
For the static calibration of the Kulite dynamic pressure sensors a cylindrical vessel 
was used. All four transducers have been connected to the vessel. Moreover two 
calibrated reference pressure transducers (Furnace Controls differential pressure 
transducer Model 332 with an accuracy of 0.5% and a Furnace FC0510 Micro-
Manometer with an accuracy of 0.1%) were also connected to the same vessel. The 
static pressure inside the vessel was set using a pump connected to the volume which 
pressurised and evacuated the volume over the range -5000 Pa to +5000 Pa. In this way 
the static pressure and the output voltage from the Kulite transducers was measured. 
Figure  4.2 shows an example of a static calibration curve representative for all four 
dynamic pressure transducers. It can be seen that over the range tested the transducer 
follows a linear curve with the same slope for negative as well as positive static 
pressure. The slopes of the curves are then used to convert the voltage to pressure 
signals within the data acquisition system. This static calibration has been conducted at 
regular intervals and the sensitivities always remained within 1%. 
The dynamic pressure transducers have also been calibrated in terms of their 
fluctuating magnitude and phase relationship relative to each other. This is particularly 
important for the analysis using the two-microphone and the multi-microphone method. 
Therefore the dynamic calibration of the Kulite transducers has been conducted using 
the acoustic test rig shown in Figure  4.3, which is basically an open ended duct with 
loudspeakers attached. Four Kulite transducers have been mounted at the same axial 
position within the duct of cross-section 120 by 120 mm. On each side of the duct a 
dynamic pressure transducer is centrally mounted as shown on view B-B’ in Figure  4.3. 
Both sides of the test rig were open to atmosphere. Two loudspeakers, as described in 
the previous sections, have been used to generate plane acoustic waves (red arrows in 
Figure  4.3). The plane acoustic waves only change their amplitude in the axial direction. 
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Hence all four dynamic pressure transducers should measure the same pressure 
amplitude with the same phase as they are mounted at the same axial plane. 
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Figure  4.2: Example of static calibration curve 
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Figure  4.3: Test rig for dynamic Kulite calibration 
The dynamic calibration has been conducted over a relevant frequency range (from 62 
to 1000 Hz). The pressure signals have been acquired and the relative complex 
amplitudes of the transducers have been calculated as described in section ( 4.1). 
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The relative variation in magnitude between the four transducers was investigated 
using the average magnitude 
4
pˆ
p
4
1i
i∑
==  
( 4.7) 
of the four transducers and the standard deviation of each transducer( Montgomery and 
Runger (1994)):  
( )
14
ppˆ
4
1i
2
i
pˆ −
−
=
∑
=σ . 
( 4.8) 
Thus deviation of the magnitude of each transducer relative to the average signal could 
be calculated: 
p
pˆ
ipˆ
σ
ε = . ( 4.9) 
This deviation is shown in Figure  4.4. It can be seen that the variation in magnitude, 
relative to the average, is below 1% for frequencies which are not in the vicinity of a 
pressure node, i.e. pressure amplitude is equal to zero. In the vicinity of a pressure node 
this error is larger due to the significant reduction in signal to noise ratio. However, this 
is due to the mode shapes of the calibration rig and can be neglected as the transducers 
are not normally placed in the vicinity of such pressure nodes. 
The phase difference relative to Kulite 1 is shown in Figure  4.5. It can be seen that 
there is a negligible phase difference between Kulite 1 and Kulite 2. However, there is a 
linear increase in phase difference with excitation frequency for Kulites 3 and 4 relative 
to Kulite 1. This is related to a constant time delay associated with the multiplexer data 
acquisition card. The card does not sample all four channels simultaneously and a 
constant time delay is applied between the sampling of the channels. This leads to an 
increase in sampling time relative to the channel number, i.e. channel 2 will have the 
smallest phase difference and channel 4 has the largest. This phase change is constant 
and therefore a phase correction within the data reduction routine can be applied using a 
constant time delay based on the slope of the phase with respect to the frequency. 
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Figure  4.5: Phase difference relative to Kulite 1 
Figure  4.6 shows the corrected phase using the gradient of the phase difference shown 
in Figure  4.5. Note outliers which do not follow the linear curve are also caused by the 
vicinity of a pressure node for the measurement and can therefore be neglected. The 
phase correction leads to phase differences between the Kulite channels of -0.3° to 0.3° 
which are acceptable for the measurements. 
Instrumentation and Data Reduction 90 
 
-1.0
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
0 200 400 600 800 1000
Ph
as
e 
di
ffe
re
nc
e 
to
 K
ul
ite
 1
 in
 d
eg
re
es
Frequency in Hz
Kulite 2
Kulite 3
Kulite 4
 
Figure  4.6: Phase correction after calibration relative to Kulite 1 
4.1.2 Two Microphone Method 
Figure  4.7 shows a schematic which is used to describe the two microphone method 
in this section. A plane wave is generated by a loudspeaker and travels towards a test 
specimen. This is referenced to as the incident wave which has a pressure amplitude ipˆ . 
At the test specimen, which could also be an acoustic boundary condition such as a 
closed or open end, a portion of the incident wave energy is reflected ( rpˆ ). Hence the 
acoustic pressure ( )xpˆ at any point within the duct is a superposition of the incident and 
reflected pressure wave: 
( ) ( ) ( )xiktiexppˆxiktiexppˆtiexp)x(pˆ ri −+ ++−= RRR . ( 4.10) 
As discussed in the previous chapter this is also the solution of the wave equation for 
plane, one dimensional acoustic waves. Seybert and Ross (1977) proposed a 
decomposition of the upstream and downstream travelling wave components if two 
microphones at two positions x along the duct are used: 
( ) ( )1r1i11 xikexppˆxikexppˆ)x(pˆ −+ +−= , ( 4.11) 
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( ) ( )2r2i22 xikexppˆxikexppˆ)x(pˆ −+ +−= . ( 4.12) 
Thus the linear equation system can be solved for the two unknown wave amplitudes ipˆ  
and rpˆ . This is known as the two-microphone method as investigated by various 
authors, e.g. Johnston and Schmidt (1978), Seybert and Soenarko (1981), Boden and 
Abom (1986), Abom and Boden (1988). 
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Figure  4.7: Schematic of plane waves for two microphone method, similar to Sey-
bert and Ross (1977) 
However in this work, the mean flow velocity travels against the incident pressure 
wave which differs from the scenario described by Seybert and Ross (1977). Hence the 
definition for the two-microphone method was modified accordingly and the location of 
the origin of the axial coordinate, as well as its direction relative to the mean flow, has 
been defined accordingly. Therefore the two-microphone method was defined as: 
( ) ( )1r1i11 xikexppˆxikexppˆ)x(pˆ +− −+= , 
( ) ( )2r2i22 xikexppˆxikexppˆ)x(pˆ +− −+= . 
( 4.13) 
( 4.14) 
The complex amplitudes are calculated from the time histories as defined in section 
 4.1. Hence the complex amplitudes of the relevant Kulite transducer, calculated from 
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equation ( 4.5) and ( 4.6), will be used for the measured amplitudes ( )11 xpˆ  and ( )22 xpˆ . 
Thereafter the incident and reflected wave amplitude can be calculated: 
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( 4.16) 
In general the accuracy of the two micro-phone method is strongly dependent on the 
position of the pressure transducers. Seybert and Soenarko (1981) report large errors if 
the microphone is positioned at a pressure node due to the poor signal to noise ratio. 
Moreover large errors occur if the microphone spacing is exactly half a wave length. In 
this case the two equations used for the two microphone method are not linearly 
independent (Abom and Boden (1988)). Hence spacing of half a wave length was 
avoided. Error estimations on the two microphone method are discussed in section 
 4.1.4. 
4.1.3 Multi-Microphone Method 
The measurement of the Rayleigh Conductivity described in section 3.1.2 was carried 
out over a wide frequency range. Therefore using the two microphone method at fixed 
measurement locations would have caused unacceptable errors in the impedance 
measurement and therefore in the calculation of the Rayleigh Conductivity. This is due 
to the positioning of the dynamic pressure transducers relative to a pressure node within 
the duct at certain frequencies. Hence a multi-microphone method was used (e.g. 
Poinsot et. al. (1986), Paschereit et. al. (2002), Schuermans (2003)). 
In this case four dynamic pressure transducers have been used. Therefore the over 
determined linear equation system bAx =  can be formed: 
Instrumentation and Data Reduction 93 
 
( )
( )
( )
( ) 
)()

))))) ())))) 

b
44
11
x
r
i
A
4
1
4
1
)x(pˆ
)x(pˆ
pˆ
pˆ
xikexp
xikexp
xikexp
xikexp










=















−
−
−
−
+
+
. 
( 4.17) 
A least square fit can be used to solve the over determined system whilst minimising the 
square of the residual: 
22 Axbr −= . 
( 4.18) 
The tolerance on the residual was set to 10-6, which is the default tolerance in the used 
MATLAB routine. In this case the calculation of the wave amplitudes is less prone to 
errors as its estimation is dependent on multiple transducer measurement positions. 
4.1.4 Error Analysis of Acoustic Measurements 
In this section error estimates for the acoustic measurements will be discussed. An 
analogue input signal to the loudspeakers was generated by a Black Star Jupiter 2010 
function generator which was accurate to within 0.1 Hz. The measured excitation 
frequency, using the described LabView data acquisition system, did indicate the 
forcing amplitudes within 0.1 Hz during the monitoring of the pressure amplitudes (i.e. 
in agreement with the function generator). Hence the acoustic forcing frequency was 
accurate to potentially 0.1 Hz. 
However the signal has been acquired and stored with a 40 kHz sampling frequency 
in eight blocks of 215 samples, as described previously. The acquired data has been 
Fourier transformed and the absorption coefficient and acoustic losses have been 
calculated using a MATLAB routine. Due to the discretisation of the signal the FFT 
frequency resolution, or the frequency bin width, was 1.22 Hz. Hence the error on the 
frequency was within 0.4 Hz, which is a systematic error in the analysis. The error on 
the amplitude of the measured signal is dependent on the position of the acoustic 
frequency relative to the centre of the FFT frequency bin width. Therefore a synthetic 
signal, similar to the measured pressure signal was used to assess the error due to the 
FFT analysis. Figure  4.8 shows the four time traces of the generated artificial signals. 
The amplitudes and phase shifts where chosen to be representative of the measured 
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pressure signals for the four transducers. Moreover the random noise influence was in 
the same order of magnitude. It can be seen from Figure  4.9 that the synthetic signals 
represent the random noise as well as other periodic features within the measured 
pressure spectra with reasonable similarity. 
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Figure  4.8: Artificial data set to assess discretisation and FFT accuracy 
In this case the investigated error on the FFT output was conducted for a 62.5 Hz 
forcing frequency. All the measured absorption coefficients where within 0.1 Hz of 62.5 
Hz and 125 Hz so the actual forcing frequencies for the synthetic test signals are 
representative of the measured frequencies within the acoustic experiments. The 
pressure amplitude of the input signal was known, hence the magnitude and phase of the 
Fourier transformed signals could be assessed. The error on the magnitude was 
calculated as 
S,i
S,iFFT,i
i,pˆ pˆ
pˆpˆ −
=ε , ( 4.19) 
where i = 1, 2 ,3, 4 denotes the synthetic signal of each simulated transducer and the 
subscript s denotes the synthetic signal input, whereas the subscript FFT represents the 
output of the Fourier transformation. The same can be conducted for the phase 
difference between the input to the method and the output out of the routine: 
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S,iFFT,ii, ϕϕεϕ −= . ( 4.20) 
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Figure  4.9: Comparison of synthetic signal and measured pressure signals 
Thus for the 62.5 Hz excitation frequency the error on the magnitude was 3% and the 
maximum error on the phase was 0.02°. As already mentioned the deviation on the 
magnitude is a bias error which leads to magnitudes which are always 3% smaller than 
the input signal. However the error on the phase of the signal was a random error due to 
the artificial noise on the test signal. Thus the complex wave amplitudes, ipˆ  and rpˆ , are 
affected by the same error in magnitude and a negligible random error in phase. 
However the absorption coefficient and the conductivity are less affected by the bias 
Instrumentation and Data Reduction 96 
 
error as these quantities are ratios of wave amplitudes relative to each other (and 
therefore the bias error reduces). Hence the bias error estimate on the absorption 
coefficient reduces to 0.5% whilst the bias error on the conductivity measurement is 
estimated to 0.9%. However another important quantity to validate the PIV 
methodology is the loss of acoustic energy. This quantity is not normalised and 
therefore the bias error will have an effect. In this case the systematic error on the 
acoustic energy loss is estimated to 7%. 
Some of the acoustic absorption test cases are conducted at an acoustic excitation 
frequency of 125Hz. In this case the FFT resolution has been adjusted to 2.44Hz 
frequency bin size to reduce the initial bias error on the FFT amplitude to the same level 
as described for the 62.5Hz test cases. For all other measurements within this work the 
bias error is less important as the calculated quantities are normalised and thus this 
systematic error cancels out. 
In addition to the bias error on the calculated quantities being estimated, the random 
error on the measured pressure amplitudes was also approximated. The variation of the 
calculated pressure amplitudes was investigated using the standard deviation between 
the single events and the calculated mean pressure amplitude of each of the 8 blocks of 
dynamic data from a representative test point at 62.5 Hz forcing and a mean pressure 
drop across the orifice of 0.5% dp/p: 
( )
18
ppˆ
8
1n
2
in,i
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−
=
∑
=

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( 4.21) 
where the average magnitude of the pressure amplitude is calculated as: 
8
pˆ
p
8
1n
n,i
i
∑
==
 . 
 
( 4.22) 
Therefore the random error on the pressure amplitude was calculated to 
%3.0
pi
random,ipˆ == 
σ
ε . ( 4.23) 
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With the same procedure the random phase error of each transducer can be estimated as 
no larger than 160.± °. Hence the total random error in the transducer magnitude is of 
order %3.1±  and the total error in phase is of order 460.± ° including the random 
variation as shown in the dynamic calibration (section  4.1.1). 
It is also necessary to investigate the error analysis of the two microphone method. In 
this case the transducer position has the biggest influence on the size of the error. As can 
be seen in Seybert and Soenarko (1981) or Boden and Abom (1985) the largest bias 
errors are present if the pressure transducers are located at the pressure node or anti-
node. For the acoustic absorption measurements the error due to the upstream pressure 
transducers can be neglected in this setup. The acoustic energy transmitted into the 
upstream duct is two orders of magnitude smaller than the acoustic absorption 
coefficient. Hence the error influence onto the upstream transducer pair can be 
neglected. 
Therefore the total error estimates for the acoustic quantities within the two 
microphone method are shown in Table  4.1. 
 Pressure 
amplitude 
Wave am-
plitude 
Acoustic loss Absorption 
coefficient 
Magnitude 3.3% 3.3% 7% 1% 
Phase 0.46  0.46    
Table  4.1: Maximum error estimates for quantities calculated with the two micro-
phone method 
The absorption coefficient of a datum orifice plate has been repeated several times 
during the programme and the repeatability of the measurement was within 1%. As the 
bias errors cancels for these parameters it was assumed that the random error is the only 
influence on the measurement of the absorption coefficient. Thus the maximum error 
estimate for the absorption coefficient is %1± . 
Placing microphones at locations of pressure nodes and anti-nodes has to be avoided 
for the two-microphone method due to the occurrence of large errors within the 
measurement. However for the measurement of the Rayleigh Conductivity in this work 
a wide frequency range was needed to investigate a wide range of Strouhal numbers. 
Therefore pressure anti-nodes and nodes cannot be avoided without a great deal of 
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effort in shifting the microphone positions around for given frequency ranges. A more 
convenient way to improve the measurement accuracy for this case is the use of a multi-
microphone method as described earlier. Thus errors introduced by transducers at 
pressure nodes or anti-nodes are not as influential for the multi-microphone method. 
Therefore it can be assumed that the worst case scenario of this method is the accuracy 
of the two-microphone method. Hence the maximum errors for the investigated 
parameters are as described previously in Table  4.1. 
4.2 High Speed PIV Method 
The velocity field upstream and downstream of the orifice during acoustic excitation 
was measured using high speed particle image velocimetry (PIV). This section will give 
a brief overview of the method and describe the optimisation of the PIV setup. More 
detailed explanation and description of the capabilities of the PIV method can be found 
for example in Adrian (1991), Westerweel (1997), Raffel et. al. (2007), Adrian (2005), 
Hollis (2004), Robinson (2009), etc. A general arrangement of a PIV measurement 
system is shown in Figure  4.10. The setup consists of a laser, digital CCD (charged 
coupled device) camera and tracer particles which are seeded into the flow field. The 
laser fires two distinct pulses at a given time distance Δt which is known as the inter-
frame time. A divergent lens is used to generate a light sheet from the small circular 
laser beam, which illuminates the flow area of interest. Thus the tracer particles within 
the light sheet are illuminated and the scattered light is recorded by the digital camera. 
Thereby two images, separated by Δt, are generated and the velocity field can be 
calculated by measuring the displacement of the particles in the two images and the 
inter-frame time Δt: 
( )
t
)t,x(x
t,xu
∆
∆


= . ( 4.24) 
In this case PIV is a planar measurement technique, hence the velocity is a vector in 
the Cartesian (x, y)-plane. The quality of the PIV data acquisition process is strongly 
influenced by the choice of: tracer particles, flow illumination, optical setup for the 
recording of the images as well as the time synchronisation of the PIV system (e.g. 
Hollis (2004)). The optimisation of the PIV system parameters has been conducted 
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based on the procedure outlined in Hollis (2004). The main parameters used for the PIV 
measurements are summarised in Table  4.2. Particle image velocimetry has been widely 
applied in the past to measure the unsteady velocity field of various engineering 
applications. Hence this is a rather well established technique. However, a brief 
overview of the main components of the PIV measurement technique is discussed in the 
following paragraphs. 
LASER
High speed camera
 
Figure  4.10: Schematic of a PIV setup to measure the flow field downstream of an 
orifice plate 
For the illumination of the flow field a Quantronix Darwin-Duo 527-80-M laser has 
been used. The laser can generate two pulses of laser light with a repetition rate of 0.1 to 
10 kHz. More detailed information about the laser can be found in LaVision (2011). The 
illuminated flow field was recorded by a LaVision High Speed Star 5 camera containing 
a CCD array with 1024x1024 pixels. More detailed information about CCD- arrays can 
be found in Hollis (2004) or Raffel et. al. (2007). A Sigma 105 mm focal length lens 
was used with a range of f-numbers of 22f8.2 # ≤≤ . The f-number is defined by the 
ratio of focal length to aperture diameter of the lens. The main objective of the optical 
setup is to optimise the particle image diameter while ensuring an adequate field of 
view (FOV), which is the area of interest within the flow field, for the PIV 
measurement. To optimise the optical setup several parameters must be considered: 
seeding particle diameter, magnification of the optical setup, the diffraction limited 
diameter, size of the CCD array, the wavelength of the laser light and the f-number of 
the lens. Guidance in how to optimise the rather complex system can be found in Hollis 
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(2004) or Raffel et. al. (2007). In this case the optimisation resulted in a field of view 
size of 30x30 mm. 
Illumination 
Quantronix Darwin Duo 527-80-M Laser rod consists of Yttrium Lithium 
Fluoride crystal incorporating Neodym 
ions (Nd:YLF), wavelength 527nm, 1kHz 
repetition rate 
LaVision laser guiding arm -10 mm focal length, light sheet thickness 
approx. 1mm 
Camera and optical setup 
LaVision High Speed Star 5 1024x1024 pixel, 17 μm pixel size, 3072 
double images, max sampling time 2.793s 
Sigma 105 mm focal length lens f-numbers of 22f8.2 # ≤≤ , field of view 
(FOV) 30x30 mm 
Inter-frame time 6-25µs, depending on mean velocity 
Vector field calculation and validation 
Software LaVision DaVis 7.2 
Processing Initial cell size 64x64, 2 iterations 
Final cell size 32x32, 3 iterations 
50% overlap leading to 64x64 vectors 
2nd order correlation 
Validation Remove vectors with Q-ratio < 1.5. 
Median vector filter >1.3 standard devia-
tion. 
Replace vectors with 2nd, 3rd or 4th choice 
vectors. Interpolate if no vector within 4th 
choice is found. 
Amount of first choice vectors >95% 
Table  4.2: Summary of used PIV system parameters 
The sampling frequency of 1100 Hz was chosen to generate an adequate temporal 
resolution for the chosen acoustic excitation frequencies of 62.5 and 125 Hz. Thus 18 
images per acoustic cycle could be recorded for 62.5 Hz excitation and 9 images per 
acoustic cycle could be captured for 125 Hz acoustic excitation. The inter-frame-time 
was chosen so that the particle displacement for the two captured frames was optimised 
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such that the mean particle displacement was within a quarter of the interrogation cell 
(Kean and Adrian (1990)). Hence the inter-frame time has been changed depending on 
the mean velocity through the orifice. More detailed discussions of the inter-frame time 
can be found in Hollis (2004) or Midgley (2005). 
The next step is to calculate the velocity from the recorded images. This process is 
illustrated in Figure  4.11. Frame A and frame B are divided into various interrogation 
cells. In this case it is approximated that the particles within an interrogation cell move 
homogeneously. A spatial cross-correlation method is used between the particle pattern 
of interrogation cells in frame A and frame B with the help of a Fast Fourier 
Transformation (FFT) method. The outcome of this correlation is a correlation map 
where the average displacement of the particle pattern within the interrogation cell is 
indicated by the peak in the correlation map (Figure  4.11). This displacement vector can 
then be used to calculate the velocity within the interrogation cell using the inter-frame 
time ∆t. A more detailed formulation of the cross-correlation technique can be found for 
example in Raffel et. al. (2007). 
dx dy
Frame A  time t1
Frame B  time t2 = t1 + ∆t 
Interrogation cell
Interrogation cell
Interrogation cell
Frame A and B
Cross-Correlation map
Displacement
xd

 
Figure  4.11: Cross-correlation to evaluate particle displacement, from LaVision 
(2007) 
A further improvement in the quality of the vector data is to use adaptive multi pass 
grids (e.g. Hollis (2004)). In this case the initial cell size was chosen to be 64×64 
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pixels. During the first two iterations the vector field was calculated using this cell size. 
Thus a first approximation of the vector field was achieved. During the second iteration 
the interrogation cells will be shifted according to the previous vector calculation. This 
ensures a correlation with the same particles which improves the accuracy of the vector 
data and avoids the loss of particles across the cells. Moreover the information is then 
used to move the further reduced cells to 32×32 pixels for a further three iterations. 
Therefore the advantage of this method is that particles within the smaller cells are not 
lost into surrounding cells for the correlation between the image pairs. Thus the 
accuracy of the data can be improved (LaVision (2007)). 
Finally the quality of the calculated vectors will be checked using various methods 
such as  
• Q-ratios, which takes the ratio of the maximum peaks in the correlation map into 
account,  
• median filters, which investigate the surrounding vectors and  
• peak locking parameters, which assess the velocity field on its bias to integer 
values.  
All of these methods have been discussed in detail for example in Westerweel (1994), 
Hollis (2004), LaVision (2007). Nevertheless a particularly relevant part for all PIV 
measurements is the adequate choice of seeding particles. This will be discussed in 
more detailed in the following section. 
The described criteria have been used together with the optimisation steps described 
in Hollis (2004). This lead to 98% first choice vectors within the non-linear absorption 
measurements at close to zero mean pressure drops across the aperture. The first choice 
vector percentage was lower in the linear regime as the increased mean jet velocity 
results in an increased dynamic range in measured velocity between the jet velocity and 
the acoustic velocity in the surrounding duct. Nevertheless a minimum of 95% of first 
choice vectors were indicated in DaVis 7.2 for the investigated flow fields. 
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4.2.1  Tracer Particles 
The seeding particles of the flow field have two main functions in the PIV setup: they 
have to follow the flow accurately and they must scatter enough light to be captured by 
the camera. Unfortunately these requirements can be in conflict with each other and 
require careful optimisation. Westerweel (1997) shows that the minimum error in the 
measurement of the particle displacement occurs for a particle image size of 
approximately 2 pixels. This optimum pixel diameter can be achieved by the choice of 
tracer particles together with the optimisation of the optical parameters, while ensuring 
the particles follow the flow field accurately. The latter is even more challenging for an 
acoustically forced flow field as the particle has to be able to follow the changes in 
direction of the flow due to the acoustic excitation. However in this case it should be 
noted that the acoustic wave does not require resolving, rather it is the pulsatile jet flow 
that is a result of the acoustic pressure oscillation that must be captured. 
The temporal velocity variation of a sphere moving in a fluid at high acceleration but 
low velocity can be described by the Basset-Boussinesq-Oseen equation (e.g. 
Schoeneborn (1975), Siegel and Plueddemann (1991), etc). Tondast-Navaei (2005) uses 
a simplified expression of this equation for the application of seeding particles in an 
acoustically excited flow field. The assumptions in Tondast-Navaei (2005) were based 
on:  
•   the spherical particles do not deform and interact with each other,  
•   the particle diameter is much smaller than the sound wave length, 
•   the density of the particle is much greater than the density of the air 
•   the difference in acceleration between the particles relative to the air is small  
•   the Reynolds number is small so that Stokes law is valid. 
Hence the reduced Bassett-Boussinesq-Oseen equation can be defined as: 
( )PFpPP
3
p uur6v
dt
d
3
r4
−= µπρ
π
. ( 4.25) 
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The subscript F denotes the working fluid properties, in this case air, and the subscript P 
denotes the particle properties. Tondast-Navaei (2005) rearranged the equation and 
introduced the relaxation time  
( )
νρ
ρ
τ
2
p
F
P
PP
r
9
2
r = . ( 4.26) 
In this case the relaxation time is dependent on the density ratio between the air and the 
seeding particles and the size of the seeding particle. Therefore the larger the particle the 
larger the relaxation which is a measure of the response of the particle to changes in 
velocity, i.e. accelerations and decelerations of the flow field. This introduces a phase 
shift between the particle and the air flow. 
( )P1tan Rτϕ −= . ( 4.27) 
Using the relaxation time in the differential equation (3.32) leads to the inhomogeneous 
differential equation: 
FPPP uuudt
d
=+τ . ( 4.28) 
In the case described by Tondast-Navaei (2005) this equation was then solved for an 
acoustic standing wave with the resulting velocity field oscillation 
( )tcosx
c
sinuF R
R






= . ( 4.29) 
Thus the resulting particle velocity amplitude was defined as: 
( ) ( ) ( ) ( ) 





−+−=
P
FFp
t
expsinvˆtsincosvˆt,xv
τ
ϕϕRϕ . ( 4.30) 
Hence the cosine of the phase angle, Tondast-Navaei (2005) refers to this as 
“entrainment coefficient”, can be used as a measure of how accurate the particle will 
follow the flow in terms of its amplitude, i.e. for 0→ϕ  the particle velocity will be 
exactly the same as the velocity of the surrounding air flow. The coefficient was 
assessed for the available seeding liquid. For these measurements a SAFEX fog 
generator was used with the particle density being of order 3p mkg1000=ρ . 
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Moreover the kinematic viscosity of the air at ambient temperature was set to 
sm1068.15 26−⋅=ν . Figure  4.12 shows the distribution of the entrainment coefficient 
with particle size. It can be seen that that the particle velocity will accurately follow the 
flow velocity for particle diameter less than 6 μm. 
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Figure  4.12: Entrainment coefficient relative to particle size 
The droplet size of the SAFEX fog generator was measured by Wigley (2008) using a 
Phase Doppler Anemometer (PDA). The droplet size distribution is shown in Figure 
 4.13 using a probability density function as a measure of the occurrence of the droplet 
size within the sample of the PDA measurement. It can be seen that less than 5% of the 
droplets are greater than 6 μm diameter. Moreover the majority of the droplet diameters 
are in the order of 3.5 μm. Furthermore the Sauter Mean Diameter was measured to 3.7 
μm. 
Not only is the size of the seeding particles important but also the amount. As already 
discussed the PIV method relies on a discretisation of the captured images in several 
interrogation windows. According to Raffel et. al. (2007), Hollis (2004) or LaVision 
(2007) the amount of particles within an interrogation cell should be greater than five. 
In this case the displacement vector detection algorithm for the used software is in the 
order of more than 95%. 
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Figure  4.13: Droplet diameter distribution of SAFEX fog seeder 
4.2.2 Error Analysis 
One of the major influences on the accuracy of the PIV measurement technique is 
how well the seeding particles are following the flow field. In this case the velocity field 
is forced with an acoustic pressure oscillation. Hence the particles as discussed earlier 
had to be chosen so that they are accurately following the fluid velocity field for the 
given pressure oscillation. A simple way to estimate the error due to the particle slip 
velocity is shown for example in Adrian (1991): 
νρ
ρ
F
p
2
pp
Fp 36
ud
uu

=− . ( 4.31) 
In this case the surrounding fluid and the seeding particle is represented by the subscript 
F and p respectively. 
The oscillating velocity field relevant for the particle was estimated to 
( ) ( )tsinuˆtu pp R= . ( 4.32) 
Hence the particle acceleration can be estimated as 
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pp uˆu R= . ( 4.33) 
Therefore the systematic error in velocity amplitude relative to the fluid velocity 
amplitude can be estimated 
F
Fp
s,u uˆ
uˆuˆ −
=ε . ( 4.34) 
The calculated errors are summarised for the two forcing frequencies in Table  4.3. 
Acoustic forcing fre-
quency in Hz 
Estimated error due to 
particle slip in % 
62.5 0.8 
125 1.6 
Table  4.3: PIV error estimate due to particle slip velocities 
Another source of error is the random error due to the calculation of the particle 
displacement within the PIV system analysis algorithm. This error can be estimated to 
0.1 pixel (Raffel et. al. (2007)). Thus leading to an accuracy on the oscillating velocity 
of 0.5 m/s for the shortest inter-frame times of 6μs for the test points at 0.8% dp/p. 
Hence this error can be as high as %5.2r,u =ε  for the forced velocity fields within the 
centre of the jet. 
Therefore the total error on the measured velocity amplitudes within the centre of the 
jet flow can be estimated using (Morris (2001)): 
%32r,u
2
s,ut,u =+= εεε . 
( 4.35) 
This error can be larger within the shear layer of the jet due to the spatial and temporal 
resolution of the measurement technique. Further analysis of errors encountered within 
the PIV measurement of the aero-acoustic flow field is discussed in Chapter 7 and 
appendix D. 
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5 Acoustic Absorption Experiments – Linear 
Acoustic Absorption 
Over recent years a great deal of research has been undertaken to measure and model 
the absorption associated with perforated walls. The current work extends this to orifice 
geometries typically found in gas turbine combustors and scaled to the relevant 
operating condition. Acoustic absorption experiments have been undertaken to 
investigate the relevant absorption mechanisms for these geometries prior to 
measurements of the associated unsteady flow fields presented later in this work. The 
current section presents the experimental results associated with the linear acoustic 
absorption regime. Initially the influence of the mean flow through the aperture, and its 
influence upon the acoustic absorption, will be investigated. Thereafter the effect of 
combustion system orifice geometries, in terms of their length to diameter ratio for 
cylindrical apertures, as well as non-cylindrical orifice shapes, will be considered. 
Using this data acoustic absorption models and their performance in comparison with 
the linear acoustic experiments are assessed and are also used to explain some of the 
experimental results. Finally the amount of linear acoustic absorption available within 
gas turbine combustion system geometries and operating conditions is discussed. 
5.1 Influence of Mean Flow upon Linear Acoustic Absorption 
In this case a mean flow through the aperture is applied using the facility described in 
section 3.1.1. Some example results can be seen in Figure  5.1 similar to those described 
in Rupp et. al. (2010) and Rupp et. al. (2010b). In this case the acoustic absorption 
coefficients presented are for orifice plate number 1 (Table A.1) with an aperture 
diameter of 12.7 mm and an orifice length of 6 mm. The acoustic excitation frequency 
was 125 Hz and the absorption data is presented as a function of the incident pressure 
amplitude in dB. Note the dB scale for the data shown in this chapter is based on the 
peak pressure amplitude not the rms. It is evident that the absorption levels for the test 
cases with a mean pressure drop across the orifice of 0.5% to 2.9% are independent of 
the excitation amplitude. Hence this result indicates linear absorption over the range of 
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values tested. It can also be seen that a decrease in the pressure drop, and hence the 
mean flow passing through the orifice, results in an increase in absorption coefficient 
(Rupp et. al. (2010)). 
Figure  5.2 shows the measured acoustic absorption coefficient for orifice plate 
number 3, D = 9.1 mm and L/D = 0.5. In this case the acoustic forcing frequency was 
chosen to be 62.5 Hz. Again it is observed that the absorption coefficient is independent 
of the excitation pressure amplitude and thus the absorption mechanism is linear. 
Moreover the absorption is increasing with reducing pressure drop (as seen in Figure 
 5.1). 
Alternatively the absorption shown results can be presented using the acoustic 
admittance. The admittance can be calculated from the measured acoustic energy flux 
incident onto, and reflected by, the orifice plate (equation (2.27) and (2.28)). This can be 
calculated on either side of the orifice within the experimental facility. Hence the 
incidental acoustic energy is defined as the energy flux travelling against the flow 
direction (-) in the downstream duct (ds) and the energy flux travelling in the flow 
direction (+) in the upstream duct (us): 
+− Π+Π=Π usdsin . ( 5.1) 
Furthermore the acoustic energy reflected off the orifice plate can be calculated using 
the acoustic energy flux travelling in the flow direction within the downstream duct and 
against the flow direction within the upstream side of the test facility: 
+− Π+Π=Π dsusout . ( 5.2) 
The acoustic energy loss is then calculated as the difference of the incidental and 
reflected acoustic energy: 
outinL Π−Π=Π . 
( 5.3) 
According to Howe (1979b) or Luong et. al. (2005) the acoustic energy loss is defined 
as: 
ρR
δRpp dsusL
2ˆˆ −=Π . ( 5.4) 
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In this case the pressure amplitudes are immediately upstream and downstream of the 
orifice. As already described in Chapter 3.2.1 the pressure amplitude upstream of the 
orifice is effectively zero, due to a pressure node. Hence the admittance can be 
calculated using the measured acoustic energy loss and the measured pressure amplitude 
from the two-microphone method immediately downstream of the orifice: 
2
ds
L
pR ˆ
Rρ
δ
Π
= . ( 5.5) 
This has been compared to the admittance defined by Howe (1979b) as shown in 
equation (2.40). The analytical admittance is only dependent on the Strouhal number. As 
already described in section 2.5.1 the Strouhal number can be defined using the velocity 
in the plane of the aperture 
DdD CU
R
U
RSt RR == . ( 5.6) 
The discharge coefficient for the two orifice plates was measured as 0.73 using the test 
arrangement described in the appendix B.  
In a similar way as in Rupp et. al. (2012) Figure  5.3 shows the admittance derived 
from the experimental data presented in Figure  5.1 and Figure  5.2 in comparison with 
the theoretical admittance as described in Howe (1979b). As can be seen the 
measurements are in excellent agreement with the theory for the investigated Strouhal 
number range from 0.06 to 0.5. Moreover the admittance is increasing for increasing 
Strouhal numbers which, in this case, is caused by a reduction in mean velocity across 
the aperture. Thus the increasing admittance with decreasing mean velocity leads to a 
larger acoustic energy loss and thus to increasing absorption coefficients as shown in 
Figure  5.1 and Figure  5.2. 
Comparing the two orifice plates leads to the conclusion that plate 1 (Figure  5.1) is 
generally generating larger acoustic absorption coefficients for the same pressure drop 
(dp/p = 0.5%) than plate 3 in Figure  5.2. This, to some extent, can be expected as the 
Strouhal number is increased for plate number 1 in Figure  5.1 due to the larger orifice 
diameter and higher forcing frequency. Hence as it is indicated in Figure  5.3 the 
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admittance of the orifice is increasing over the range of Strouhal numbers (St < 1) 
investigated and therefore leads to greater acoustic absorption.  
It can be seen from equation ( 5.4) that the ability to absorb acoustic energy by an 
orifice is dependent on the unsteady pressure difference, the orifice radius and its 
admittance (this being a function of Strouhal number). Hence optimising the absorption 
of a passive damping device or the cooling geometry of a gas turbine combustor can be 
achieved by (i) maximising the unsteady pressure drop or (ii) the admittance of an 
orifice geometry. The unsteady pressure drop can be modified using acoustic cavities, 
(i.e. plenum or resonating cavities surrounding the porosities) whilst the admittance is in 
general a function of Strouhal number. Hence reducing the mean pressure drop across a 
perforated liner (and thereby increasing the Strouhal number) increases the admittance 
and ultimately the acoustic absorption of the damper for Strouhal numbers smaller than 
one. However, due to cooling reasons within a gas turbine combustion system the mean 
pressure drop cannot be reduced by large amounts. Thus typical acoustic damper 
geometries within gas turbine combustors operate at Strouhal numbers below 0.3 (Rupp 
et. al. (2012)). Furthermore other geometries need to be investigated which affect the 
admittance of an orifice. In this work the effects of the orifice geometry, in terms of its 
L/D and its shape, upon the linear admittance are investigated for gas turbine 
combustion system design applications. 
5.2 Reynolds Number Independence 
Howe (1979b) assumes in his analysis that the Reynolds number is sufficiently high 
that the acoustic absorption is independent of the Reynolds number. In this case the 
Reynolds number is defined as  
ν
ρ DUd=Re
. 
( 5.7) 
Due to the restrictions on the test facility the experiments could only be conducted 
over a limited range of Reynolds numbers. However to ensure that the acoustic 
absorption measurements were independent of Reynolds number tests were conducted 
using orifice plate geometries 2 and 4 described in Table A.1. The Strouhal number was 
kept constant and the Reynolds number doubled for the investigated test conditions. 
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This was achieved by varying the mean flow velocity through the aperture. It can be 
seen in Figure  5.4 that the admittance remains constant with varying Reynolds number. 
Hence it can be assumed the measured linear absorption characteristics shown in this 
section are independent of the mean flow Reynolds number. 
5.3 Influence of Orifice Shape on the Linear Acoustic Absorption 
As already mentioned in chapter 1.3 conventional as well as modern combustion 
systems can have a host of orifice geometries for cooling, damping and emissions 
control purposes. In general the length-to-diameter ratios of apertures within such a 
system ranges by an order of magnitude (i.e. from one to ten). Hence the acoustic 
absorption associated with these geometries was also investigated. 
Figure  5.5 shows a comparison between two orifice plates of the same diameter 9.1 
mm with L/D ratios of 0.5 and 2.4 as defined in Table A.1. The mean pressure drop 
across the orifice was 0.8% which is typically used for double skin impingement 
effusion cooling geometries. Moreover the forcing frequency was set to 62.5 Hz. The 
length-to-diameter ratio of 2.4 is representative of combustion system effusion cooling 
geometries. As can be seen the absorption remained within the linear regime for the 
investigated excitation pressure amplitudes, i.e. constant absorption coefficients with 
increasing pressure amplitudes. Moreover there is an increase of approximately 15% in 
absorption coefficient for the larger L/D ratio of 2.4 compared to 0.5. Due to the change 
in orifice length-to-diameter ratio the Strouhal number for the same pressure drop has 
changed due to the increase in discharge coefficient (equation ( 5.6)), i.e. CD of 0.73 for 
L/D = 0.5 and CD of 0.84 for L/D of 2.4. Thus the Strouhal number for an L/D of 2.4 is 
lower than for L/D of 0.5. According to the previous section based on the theory by 
Howe (1979b), the lower Strouhal number should lead to a reduction in admittance and 
ultimately in absorption. To the contrary this was not shown by the experiment as 
absorption coefficients increased with reducing Strouhal numbers. Therefore the change 
in discharge coefficient seemed to have a beneficial effect upon the absorption of 
acoustic energy which also suggests that the admittance curve, relative to the Strouhal 
number, must have changed. 
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To investigate this behaviour further Figure  5.6 shows a summary of all absorption 
experiments for L/D ratios of 0.5 to 10. In this case the diameters of the orifice plates 
have remained constant. Furthermore the pressure drop across the orifice plates has 
been varied from 0.1 to 1 % leading to Strouhal numbers of 0.06 to 0.2 (taking the 
measured discharge coefficients of the orifice plates into account). First of all it can be 
seen that the absorption coefficient increases with reducing pressure drop for all orifice 
plates smaller than L/D of 5. For larger orifice plates this has less of an effect. It can be 
assumed that large L/D ratios (L/D of five and above) are dominated by inertial forces in 
the orifice flow field, as the mass of the fluid within the aperture is becoming 
increasingly larger, and thus the absorption coefficients reduce as unsteady velocities 
decrease due to the increasing inertial forces. Furthermore boundary layers within the 
orifices will start to develop for these geometries which will add to the acoustic 
resistance. This increase in resistance will lead to a reduced admittance due the 
increased boundary layer viscosity reducing the oscillating velocity field and thus the jet 
shear layer interaction. Some interesting behaviour though, can be seen for orifice 
length-to-diameter ratios between 0.5 and 5. The absorption seems to increase for L/D 
ratios from 0.5 to 2, and then decrease for length-to-diameter ratios larger than two. This 
increase and decrease of absorption coefficient is pressure drop dependent though, as 
absorption coefficients are dropping for L/D > 1 at dp/p of 0.3 and below. 
In general the shape of the absorption coefficients with changing L/D ratio resembles 
that of the discharge coefficient variation with L/D ratio (as shown in Figure  5.7). The 
discharge coefficients have been measured on the described experimental facility in 
appendix B. A comparison of the discharge coefficient measurement for the investigated 
length-to-diameter ratios is compared to discharge coefficients found in the literature, 
e.g. Lichtarowicz et. al. (1965). The measurement shows the same characteristic as 
shown in the literature and is in reasonable agreement with the quantitative values. It 
can be seen that the discharge coefficient initially increases from 0.65 < L/D < 2 and 
then gradually decreases. As already discussed in chapter 2.1 this is due to attachment 
of the flow within the orifice occurring at L/D ratios of approximately two. This 
suggests that the increase in discharge coefficient is also causing an increase in the 
absorption coefficients. This can also be seen looking into more complicated orifice 
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shapes as defined in Table A.1. Figure  5.8 shows the linear acoustic absorption 
measurements for various aperture shapes with respect to its measured discharge 
coefficients for a mean pressure drop of 0.5%. All orifice lengths were the same (L = 18 
mm). Hence it can be assumed as a first approximation that the inertia effects are of 
similar scale for all the apertures in Figure  5.8. In one case, plate number 12, the conical 
hole has been tested with two different mean flow directions through the orifice as 
indicated in Figure  5.9. All the other apertures shown in the figure have been tested with 
the mean flow direction going from the largest diameter to the smallest diameter, as for 
the left hand side in Figure  5.9. The experimental data confirms the behaviour seen from 
the L/D variation as the acoustic absorption coefficient is increasing with increasing 
discharge coefficient. Hence the highest absorption coefficient was achieved using a 
Bellmouth shaped inlet and the lowest absorption coefficient is measured for the conical 
shape in reverse flow direction which provides the lowest measured discharge 
coefficient. 
This apparent effect of the discharge coefficient on the acoustic absorption coefficient 
suggests that the CD, not only affects the mean flow field through the orifice but also the 
unsteady flow field (or more precisely the admittance of the orifice). The edge condition 
at which vorticity is shed from the rim of the aperture will be affected by changes in the 
orifice flow as reflected by the change in CD. Therefore changes in admittance with 
changing CD will be investigated in the following section. 
5.4 Influence of Orifice Geometry on the Rayleigh Conductivity 
The previous section showed the measured absorption coefficient is influenced by the 
orifice discharge coefficient, but measurements were over a limited Strouhal number 
range. Moreover the changes in CD leading to larger acoustic absorption can only be 
explained if the admittance curves relative to the Strouhal numbers have been changed. 
Hence an orifice Rayleigh Conductivity experiment has been designed to directly 
measure orifice admittance and inertia over a wide range of Strouhal numbers and for a 
range of length-to-diameter ratios (0.14 to 10). Note the shorter orifice plates have been 
included as the theory presented by Howe (1979b) assumed an infinitesimally thin 
orifice plate. The pressure drop across the orifice geometries was kept constant to 0.5%. 
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This was set so that the linear absorption regime was present over a wide range of 
excitation pressure amplitudes. Experiments with various pressure amplitudes have 
been undertaken to prove the admittance remained constant and thus the measurement 
remained in the linear regime. Moreover the excitation frequency was varied between 
20 to 1000 Hz to achieve a wide range of Strouhal numbers. 
The change in test rig to the facility described in chapter 3.2.2 improved the accuracy 
of the Rayleigh Conductivity measurements. As was presented in Figure 3.5 the orifice 
plate was located at the origin of the axial coordinate at x = 0. Thus the impedance on 
the upstream side of the orifice was measured by calculating the pressure amplitude and 
velocity amplitude immediately upstream of the orifice using the described multi-micro-
phone-method (section 4.1.3): 
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( 5.8) 
Note the downstream pressure amplitude was negligible as the orifice outflow side 
was open to a large plenum. The Rayleigh Conductivity and the impedance rely on the 
accurate measurement of the velocity within the orifice. Hence the velocity amplitude 
within the aperture can be calculated by using the impedance from equation ( 5.8) and 
the cross-sectional area of the upstream duct (Ap) along with the orifice plate itself (AD): 
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In this case multiple apertures have been placed in the test specimen to improve the 
measurement accuracy. Thus the porosity of the orifice plate has to be considered to be 
able to reduce the data to a single orifice Conductivity. The porosity is defined as: 
Pp
D
A
RN
A
A 2π
σ == . ( 5.10) 
For a single orifice the pressure amplitude upstream of the orifice tends to be close to 
an anti-node which means that the velocity amplitude is small which can give rise to 
large errors. However the error can be reduced by increasing the number of orifices 
within the plate. Hence multiple orifice plates of the same geometry and with gas 
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turbine combustion system representative pitch-to-diameter ratios (P/D) have been 
optimised to reduce the acoustic wave reflection off the test specimen and thus increase 
the velocity amplitude in the vicinity of the orifice plate. In this way the measurement 
accuracy is increased. The specification of the tested aperture geometries can be found 
in Table A.3. 
The Rayleigh Conductivity can then be calculated from the measured quantities as 
defined by Howe (1979b): 
( )
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ˆ
ˆ
. ( 5.11) 
5.4.1 Orifice Conductivity Test Commissioning 
Initial commissioning of the test rig has been conducted to estimate the accuracy of 
the experimental facility. Sun et. al. (2002) used a similar test facility to investigate the 
effect of grazing flow on the acoustic impedance of an orifice plate. The authors 
proposed to measure the acoustic reactance at low amplitude and with no mean flow 
through the apertures to understand how representative the experimental data is 
compared to reactance data in the literature. The same methodology has been adopted 
during the commissioning phase of the experiments in this work. For low amplitude 
acoustic forcing the acoustic reactance is defined as (e.g. Ingard and Ising (1967) or Sun 
et. al. (2002)): 
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71.Im +===  ( 5.12) 
This approach is based on the experimental data shown in Ingard and Ising (1967) in 
the low amplitude forcing regime without the influence of mean flow. In this case it can 
be seen that the acoustic reactance of an aperture is constant and the effective length is 
equal to RLLeff ⋅⋅+= 8502 . . 
An example of the measured reactance compared to the theoretical values for the 
range of frequencies between 50 to 1000 Hz is shown in Figure  5.10. This is an example 
representative of all the investigated orifice plate geometries. Sun et. al. (2002) 
compared the gradient of the theoretical curve with the measured data and found a 
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variation in gradient no worse than 4.1%. For the orifice plates investigated in this work 
the variation in the gradient of the reactance measurement relative to the literature 
values was less than 5%. This was used as a criterion to optimise the experiment in 
terms of the amount of apertures in an orifice plate and the maximum forcing frequency. 
Thus for longer orifice plates with higher L/D ratios the excitation frequency was 
reduced to a maximum of 600 Hz. Higher frequency would have resulted in larger 
deviations because the assumption that the orifice is short relative to the acoustic wave 
length ( L>>λ ) is no longer valid. 
The impedance (or Rayleigh Conductivity) of an aperture needs to take the acoustic 
radiation of the orifice flow field into account as well (e.g. Ingard and Ising (1967)). 
This additional radiation impedance is generated by the aperture flow field analogous to 
a solid piston representative of the orifice diameter and length. Hence the oscillating 
orifice flow is also a source of sound radiation. This radiation is split into a resistive and 
reactive component (e.g. Cummings and Eversman (1983): 
( )
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As can be seen from equation ( 5.13) the reactance is already accounted for in the 
measurement in terms of the length correction representing the forces due to the fluid 
acceleration of the orifice flow field. In general the radiation resistance can be neglected 
as it is very small for the orifice diameters investigated. This is shown in Figure  5.11 for 
the measured resistance (note in this case the orifice impedance is defined as DupZ ˆˆ= ) 
and the theoretical radiation resistance (equation ( 5.13)) for the measurement with 0.5% 
pressure drop and the orifice plate with L/D = 0.5. It can be seen that the measured 
resistance is much larger than the radiation resistance for the majority of the 
measurement and hence the radiation effects in the resistance term is neglected for the 
geometries tested. 
5.4.2 Orifice Conductivity Test Results 
The measured Rayleigh Conductivity for the orifice plate with L/D = 0.5 (Plate 20 in 
Table A.3) is shown in Figure  5.12. It can be seen that the admittance increases from 0 
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to approximately 0.6 as the Strouhal number increases from 0 to 0.8. The inertia reaches 
its maximum value of 1.0 at a Strouhal number of 1.3. After the admittance has reached 
its maximum a steep reduction in admittance for increasing Strouhal number is visible. 
Furthermore the admittance is negative over a Strouhal number range of 1.4 to 1.8. The 
change in sign to a negative admittance suggests production of sound instead of 
absorption. 
Figure  5.13 presents a comparison of the measured Rayleigh Conductivity with the 
theoretical conductivity curves as described by Howe (1979b) (equation (2.39) and 
(2.40)). The experiment and the theoretical curves are in good agreement up to a 
Strouhal number value of 0.8. Thereafter the experiment deviates with the theoretical 
curve with no negative admittance being present in the model. However, over the 
Strouhal number range of 1.4 to 1.8 it should be noted that a distinct whistling of the jet 
flow during the experiment was observed. Testud et. al. (2009) noticed jet whistling 
frequencies for a Strouhal number range of 4020 .....== Dj UfLSt . The Strouhal 
number in Testud et. al. (2009) was defined using the length of the aperture. Applying 
this Strouhal number definition onto the presented data in Figure  5.13 indicates that the 
negative admittance occurs for 3020 .....== Dj UfLSt . Hence this is in agreement 
with the data presented in Testud et. al. (2009). Therefore this could be a plausible 
explanation for the occurrence of the negative admittance as the whistling is a source of 
sound energy, and thus more acoustic energy is generated than absorbed leading to a 
sign change in admittance. 
The whistling of the jet is caused by a self-excited oscillation of the fluid due to the 
dynamic shear layer instability, as discussed in section 2.2 (e.g. Crow and Champagne 
(1971), Yule (1978), Hussain and Zaman (1981), etc), interacting with the acoustic 
excitation. In the work presented by Testud et. al. (2009) the measured whistling 
frequencies occur in the mentioned Strouhal number range of 0.2 to 0.4 based on the 
length of the aperture. Hence the timescale of the fluid travelling through the aperture, 
relative to the time scale of the acoustic excitation, is the relevant phenomena for the 
occurrence of the whistling. Nevertheless other parameters such as the length-to-
diameter ratio and the contraction ratio (porosity) of the orifice are also important since 
they affect the jet shear layer and hence the potential for flow instabilities. 
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The jet whistling phenomenon is not accounted for in the developed model from 
Howe (1979b) Furthermore the whistling of the jet could also explain the change of 
inertia in the experiment relative to the model. As described in section 2.2 large vortex 
ring structures are generated by shear layer instabilities (e.g. Crow and Champagne 
(1971)) which affect the unsteady flow field and which can lead to increased inertia 
within the flow field. A similar change in admittance can also be seen in the 
measurements of Jing and Sun (2000). Note that changes in the sign of the admittance δ, 
i.e. imaginary part of the Rayleigh Conductivity, are also visible as changes in sign of 
the resistance, i.e. real part of the impedance. The data shown in Jing and Sun (2000) for 
an L/D = 0.6 orifice is changing sign from positive to negative at Strouhal numbers 
around 1.39, hence this could also be caused by self-excited jet instabilities. Moreover 
the numerical model from Jing and Sun (2000) which includes jet flow profiles and 
orifice thickness effects, described in section 2.5, seems to be able to reproduce this 
phenomenon to some extent. 
Although tests have been conducted over a wide range of operating conditions the 
maximum Strouhal number of interest based on orifice radius and the scaling from 
engine to test rig is 0.7 (see Table 3.2). The Strouhal number being this large is due to 
the large diameter port features within a RQL combustor. Possible aero-engine gas 
turbine passive damper geometries, e.g. Rupp et. a. (2012), are based on Strouhal 
numbers smaller than 0.3 for combustion instability frequencies below 1000 Hz. In this 
case a large amount of apertures is needed to distribute the cooling air budget over the 
combustor wall. Therefore the diameter can be ten times smaller compared to the 
mentioned RQL port features and hence the Strouhal number is much smaller. 
Ultimately the behaviour of Strouhal numbers larger than one is not of direct relevance 
to this work. Nevertheless the Strouhal number scale proposed by Testud et. al. (2009) 
can be used to ensure the geometries for a passive damping system are sufficiently far 
away from the potential onset of jet whistling. 
The measured admittance for orifice geometries with a range of L/D ratios from 0.14 
to 1 are shown in Figure  5.14. In the low Strouhal number regime (0 < St < 0.5) the 
admittance for thin orifice plates (L/D < 0.5) is considerably smaller than for L/D larger 
than 0.5. Moreover the maximum value of admittance occurs at larger Strouhal numbers 
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for L/D ratios smaller than 0.5. For L/D ratios larger than 0.5 the maximum admittance 
values are reduced compared to those for the shorter L/D ratios. Moreover the 
occurrence of the maximum admittance moves to lower Strouhal numbers compared to 
L/D ratios of larger than 0.5. 
Figure  5.15 shows the inertia values that are relevant for the previously considered 
admittance distributions. The inertia starts to increase at lower Strouhal numbers for 
increased length-to-diameter geometries. This is due to the increased mass within the 
orifice. Nevertheless the maximum value of inertia reduces for increasing L/D ratios. 
However more detailed investigations of the Rayleigh Conductivity curves indicate why 
this is the case. 
5.4.3 Acoustic Impedance and Rayleigh Conductivity Characteristics 
There are two acoustic parameters which can be used to describe the unsteady flow 
field behaviour of an aperture. Both parameters, the Rayleigh Conductivity and the 
impedance, are the reciprocal of each other: 
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As equation ( 5.14) shows, the admittance (δ) and inertia (Γ) are both a function of 
resistance and reactance. Therefore the inertia parameter in the Rayleigh Conductivity is 
not a direct measure of the increased forces necessary to accelerate the fluid mass within 
the aperture. Nevertheless, as for example equation ( 5.13) shows, the reactance is a 
direct measure of the acceleration force increase taking the mass increase and the 
acceleration time scale into account. This can be seen for the investigated orifice 
geometries in Figure  5.16. The shown impedance for this as well as any other graph in 
this thesis is defined as DupZ ˆˆ= . In this case the reactance is normalised with the 
density and the velocity in the plane of the aperture. This approach is equivalent to 
normalising the impedance with the product of density, speed of sound and Mach 
number through the aperture as, for example, used in Lee et. al. (2007). It can be seen 
that the reactance at a given Strouhal number increases with increasing length-to-
diameter ratio. Therefore the mass within the aperture increases due to the increase in 
aperture length. Thus the increased inertial force due to the acceleration of a larger mass 
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at the same time scale is increased which ultimately leads to reduced velocity 
amplitudes. 
The Rayleigh Conductivity has the advantage that the admittance value is 
proportional to the generated acoustic energy loss (equation ( 5.4)). Hence this parameter 
can be directly used to compare the ability of an aperture to absorb acoustic energy. 
However the physical fluid dynamic phenomena causing the admittance distribution are 
better described using the impedance of the aperture. This will be explained on the 
example of two different orifice plates with L/D = 0.25 and L/D = 1. Figure  5.17 shows 
the normalised measured impedances for the example orifice plates. It can be seen that 
the reactance, and thus the inertial forces due to the acceleration of the increased mass 
of fluid within the aperture, is larger for the longer orifice with L/D = 1. Furthermore the 
resistance measured for the longer orifice with L/D = 1 is smaller than for the shorter 
orifice with L/D = 0.25. The previous chapter showed that orifice geometries with 
increased discharge coefficients generate higher acoustic absorption coefficient for the 
investigated low Strouhal numbers. Changes in the steady state discharge coefficient are 
most likely influencing the resistance of the orifice flow field. Hence the reduced 
resistance is influenced by the increase in the steady state discharge coefficient from 
0.63 for L/D = 0.25 to 0.83 for L/D = 1. The increased resistance for the shorter orifice 
reduces the velocity oscillation of the aperture relative to the longer orifice within the 
resistive regime (i.e. resistance > reactance) indicated in Figure  5.17. Therefore the 
longer orifice (L/D = 1) will generate a larger admittance value in the Rayleigh 
Conductivity which is representative of the increased velocity oscillation. This can be 
seen from the admittance curve in Figure  5.14 for Strouhal numbers smaller than 0.6 
comparing the apertures with L/D = 0.25 and 1. For Strouhal numbers larger than 0.6 
the orifice flow is dominated by the mass effect indicated in the impedance by the larger 
reactance values than the resistance values (Figure  5.17 reactive regime). Therefore the 
increased mass of the longer orifice dominates and reduces the velocity oscillation 
within the aperture due to the increasing phase shift between the pressure and velocity 
oscillation. This phase shift is caused by the increased time scale to accelerate the larger 
fluid mass within the aperture. Therefore the admittance of the aperture is reduced 
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compared to the shorter orifice, as also shown in Figure  5.17, for Strouhal numbers 
larger than 0.6. 
By further increasing the length-to-diameter ratio of the aperture the acoustic 
reactance increases due to the larger mass within the aperture (Figure  5.16). Therefore 
the reactive regime in which the acoustic reactance is larger than the acoustic resistance 
is moved to lower Strouhal numbers (as also indicated in Figure  5.17 where the reactive 
regime for L/D = 0.25 would be at Strouhal numbers larger than two). This leads to 
reduced velocity oscillations due to the longer time scales required to accelerate the 
mass within the aperture. Hence the maximum admittance is reduced and moved to 
smaller Strouhal numbers as shown in Figure  5.18 for increasing L/D ratios. 
The shown experimental data indicates that changes in length-to-diameter ratio affect 
the admittance and the inertia of an orifice due to changes of the discharge coefficient as 
well as the mass within the orifice. In general the trends in Rayleigh Conductivity with 
changing length-to-diameter ratio are similar to the work of Jing and Sun (2000) (Figure 
2.9). However there is an important difference between the numerical model shown by 
Jing and Sun (2000) and the experimental data in this work. In the low Strouhal number 
regime, i.e. St < 0.2, the numerical admittance curves shown by Jing and Sun (2000) 
seem to converge to one curve. In the experimental data of the work presented here an 
increase in admittance is visible for orifice geometries with increased discharge 
coefficients. This is in agreement with the absorption measurements in the previous 
section. Moreover the majority of combustor orifice geometries operate in this Strouhal 
number regime (Table 3.2). Furthermore the Strouhal numbers of interest for potential 
passive damper applications to flying gas turbine engine combustors would have to 
operate at Strouhal numbers of this order (Rupp et. al. (2012)). Hence this range is of 
great technical interest and is therefore investigated in detail in the following section. 
5.5 Quasi-Steady Conductivity 
This section investigates the quasi-steady regime and its relevance to acoustic 
damping. The term quasi-steady is used in this context as it is assumed that the inertia 
due to the acceleration forces onto the mass of fluid within the orifice has virtually no 
effect on the oscillating flow field. In other words any transient forces within the flow 
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field are small relative to the other forces present so the field is purely resistive. As can 
be seen from Figure  5.15 the inertia term can be neglected up to a Strouhal number of 
0.2, for L/D ratios up to one. For larger L/D ratios up to ten this reduces to Strouhal 
numbers below 0.1. 
The Conductivity within the quasi-steady regime is defined based on equation ( 5.11) 
but with 0=Γ  so that: 
p
u
R
R D
ˆ
ˆ
2
2Rρπ
δ =  ( 5.15) 
According to equation (2.3) the incompressible flow through the orifice can be 
described with the Bernoulli equation. In this case, the steady state variables in equation 
(2.3) have been replaced with the harmonic unsteady parameters as defined in equations 
(2.13) and (2.14): 
( ) ( ) ( )2
2
1
dddsusdsus uUpppp ˆˆˆ +=−+− ρ  ( 5.16) 
As already mentioned the downstream pressure amplitude can be assumed to be zero 
due to the plenum condition downstream of the orifice. Moreover, as the linear 
absorption regime is considered, equation ( 5.16) can be linearised and higher order 
terms can be neglected leading to the quasi-steady linear relationship between pressure 
and velocity oscillation:  
d
d
U
u
p
p ˆˆ
=
∆2
. ( 5.17) 
Hence the quasi-steady regime describes the pulsatile velocity field relative to the 
applied pressure oscillation. To calculate the velocity amplitude within the plane of the 
aperture the continuity of mass has been applied between the end of the vena contracta 
and the plane of the aperture. Thus equation ( 5.17) can be rewritten as: 
D
D
d
d
U
u
U
u
p
p ˆˆˆ
==
∆2
. ( 5.18) 
Using the mean flow as a description for the mean pressure drop leads to the quasi 
steady definition of the velocity amplitude in the plane of the aperture: 
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The quasi-steady admittance can be defined by using equation ( 5.19) in equation ( 5.15): 
22
22 DDD
QS CStCU
R πRπ
δ == . ( 5.20) 
It can be seen that this is only dependent on the discharge coefficient and the Strouhal 
number. 
Figure  5.19 shows a comparison between the quasi-steady (QS) calculated admittance 
compared to the measured admittance. It can be seen that the model agrees very well 
with the measured admittance within the quasi-steady regime (i.e. which corresponds to 
low Strouhal numbers). The same comparison is shown in Figure  5.20 for larger length-
to-diameter ratios. Figure  5.21 shows the measured admittance and the quasi-steady 
admittance for length-to-diameter ratios representative of effusion cooling geometries. 
As shown in Table 3.2 the Strouhal number range is typically between 0.02 to 0.07 so 
that the majority of these geometries, and associated operating regimes, are located 
within the quasi-steady regime. 
In general the data suggests that the maximum possible admittance for a given 
Strouhal number is the quasi-steady admittance. The influence of the orifice inertia at 
higher Strouhal number results in admittance values that are less than the quasi-steady 
values. Hence the occurrence of the optimum admittance in all the measured 
Conductivity curves. In other words the maximum unsteady velocity amplitude 
achievable is within the quasi-steady regime. This behaviour also explains how the 
discharge coefficient influences the admittance (and thus the acoustic absorption). 
Increasing discharge coefficients not only indicate larger steady mass flow through the 
orifice for a given orifice diameter, but it also indicates high unsteady mass flows. The 
unsteady kinetic energy is a function of unsteady mass flow. Thus for increasing 
discharge coefficients more acoustic energy can be transferred into unsteady kinetic 
energy which ultimately dissipates due to the vorticity generated within the shear layers 
and turbulent viscosity of the unsteady jet. Therefore in this regime the edge of the 
orifice is not relevant in terms of its influence on the flow structures shed off the rim, 
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but is relevant as it provides the effective flow area available for the pulsatile mass flow. 
This explains the absorption coefficient measurements for various length-to-diameter 
ratios and orifice shapes. 
The acoustic absorption of an acoustic damping geometry, or the damping effect of a 
cooling geometry, can therefore be optimised using an orifice geometry in which its 
discharge coefficient is maximised. A similar suggestion can be found in conjunction 
with Helmholtz resonator necks in the work by Keller and Zauner (1995) who stated 
that improved loss coefficients on resonator neck geometries improve the absorption 
behaviour of Helmholtz resonators. Hence this possibility will be investigated in the 
context of linear absorbers in the following section. 
5.6 Optimisation of Acoustic Admittance within the Quasi-Steady 
Linear Absorption regime 
As discussed in the previous section the acoustic admittance of an orifice within the 
quasi-steady regime can be optimised by maximising the discharge coefficient. Hence 
further orifice plates have been defined in Table A.3 where the inlet edge has been 
rounded to form a Bellmouth shaped inlet. This has also shown a benefit in the 
absorption measurements (see Figure  5.8). Hence three orifice length-to-diameter ratios 
have been investigated using a Bellmouth shape: 0.5, 0.76 and 1.98. 
Figure  5.22 shows a comparison between the measured Conductivity of the measured 
Bellmouth orifice shape with the cylindrical shape for L/D of 0.5. Moreover the quasi-
steady prediction of the admittance is also shown in the graph denoted with the acronym 
QS. It can be seen that the admittance (and hence the acoustic loss) can be increased 
utilising a larger discharge coefficient. As the orifice is short the Bellmouth inlet is not 
perfect leading to a discharge coefficient of 0.85. Hence a longer orifice was tested (L/D 
= 1.98) with a Bellmouth inlet achieving a CD of approximately one. The measured 
Conductivity of this orifice is shown in Figure  5.23 and is compared to cylindrical 
orifice geometries of L/D = 0.5 and 1.98. It can be seen that the admittance is nearly 
doubled using a Bellmouth shape compared to a cylindrical orifice. This is for a 
Strouhal number less than 0.1 based on the quasi-steady calculation. Due to the 
increased mass within the orifice introduced by the Bellmouth shape increased inertial 
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forces due to the acceleration of a larger fluid mass are expected. This increase in inertia 
is compared to the cylindrical orifice plates in Figure  5.24. Hence the additional inertia 
is causing the admittance to deviate from its quasi-steady value at lower Strouhal 
numbers relative to the cylindrical geometries tested. 
However it should be noted as the discharge coefficient increases, so does the mass 
flow passing through the orifice (for a given orifice diameter). For a combustion system 
it is important to understand the acoustic absorption per utilised mass flow in 
comparison to cylindrical orifice geometries with reduced discharge coefficients. 
Therefore the following section investigates this aspect of damping optimisation with 
respect to unit mass flow consumption. 
5.7 Acoustic Energy Loss Considerations 
A gas turbine combustion system has a specified air mass flow distribution which is 
required to cool the combustor walls, pass sufficient air to the fuel injector and, in 
conventional rich-quench-lean combustors, to the primary and intermediate ports. 
Moreover a dedicated amount of air is required by the downstream turbine for cooling 
requirements associated with the nozzle guide vane and the rotor downstream. Hence 
the amount of available air for acoustic damping is limited. Thus the combustor 
damping optimisation, for a given cooling geometry or dedicated acoustic damping 
geometry, will have a limited air mass flow budget. With this in mind the measured 
admittances in the previous sections have been used to calculate the acoustic energy loss 
as defined in equation ( 5.4). However, to be able to assess the loss per unit mass flow 
the acoustic loss will be normalised with the incident pressure amplitude and the mean 
mass flow across the orifice geometry: 
mpu
L
norm
2ˆ
Π
=Π  ( 5.21) 
In addition, to compare the data for a given pressure drop the Strouhal number will be 
defined as: 
d
d U
R
St
R
= . ( 5.22) 
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The introduced quantities have been used to compare the cylindrical orifice (with L/D 
= 0.5) with the Bellmouth orifice shapes in Figure  5.25. It can be seen that the 
normalised acoustic loss per unit mass flow measurement for the orifice shapes with 
L/D = 0.5 and 0.76 collapse within the quasi-steady regime (i.e. St < 0.3). Moreover the 
Bellmouth orifice shape with L/D of 1.98 is also collapsing within a Strouhal number 
range smaller than 0.1 (i.e. which corresponds to the quasi-steady regime for this 
geometry). Hence it can be concluded that the acoustic energy loss per unit mass flow is 
constant for the investigated orifice shapes for the range of Strouhal numbers typically 
found within a gas turbine combustion system. The figure also shows that the maximum 
absorption can only be achieved in the quasi-steady absorption regime. Due to the 
effects of inertial forces the normalised acoustic loss reduces from the maximum 
possible absorption for a given mass flow and pressure amplitude for increasing 
frequencies. Hence the maximum acoustic energy loss limit can be calculated using the 
expression for the quasi-steady admittance as defined in equation ( 5.20), with the 
acoustic loss equation ( 5.4): 
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( 5.23) 
Therefore the normalised quasi-steady acoustic energy loss is defined as: 
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2 
 ( 5.24) 
Hence the maximum acoustic absorption for a given mass flow and acoustic excitation 
pressure amplitude is solely dependent on the mean density of the air through the 
aperture and the mean pressure difference across the orifice. 
Figure  5.26 shows a comparison of the normalised acoustic loss for various 
cylindrical orifice geometries compared with the ideal quasi-steady loss. Within the 
quasi-steady regime the acoustic loss agrees with the measurement. The quasi-steady 
regime extends to larger Strouhal numbers for shorter orifice length (e.g. for L/D = 0.14 
the quasi-steady regime is valid up to a Strouhal number of approximately Std of 0.6). In 
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contrast, the quasi steady regime for an orifice geometry of L/D = 1.98 is only valid to 
approximately Std of 0.1. 
It can be seen that the measured admittance and the quasi-steady calculated 
admittance agree well for Strouhal numbers up to 0.6 for L/D ratios below 0.5. For 
larger Strouhal numbers the inertial forces affect the admittance and lead to reduced 
acoustic energy absorption relative to the quasi-steady theory. 
In general the data and the quasi-steady theory enable the calculation of the maximum 
possible acoustic loss for a given unsteady pressure drop across the liner and a given 
mean mass flow through the orifice. Moreover the simplicity of the method enables an 
initial optimisation of acoustic absorbers for gas turbine combustors while defining 
cooling geometries and other features on a combustion system using perforations. As 
Figure  5.21 showed the majority of the conventional effusion cooling geometries remain 
within the quasi-steady regime. Hence length-to-diameter ratios could be optimised to 
remain within the quasi-steady admittance for a given cooling geometry if the cooling 
effectiveness allows for the optimisation in hole angle. However the results also show 
that if the orifice geometry is operating within the quasi-steady regime then there is no 
advantage in optimising the orifice geometry to try and increase absorption. In other 
words the increase in admittance does not outweigh the increase in air mass flow 
consumption. Therefore the acoustic energy loss remains constant for a constant ratio of 
mean mass flow to mean pressure difference across the orifice. 
5.8 Comparison between Linear Acoustic Experiments and Ana-
lytical Rayleigh Conductivity Models 
As not all of the combustion system orifice geometries operate within the quasi-
steady regime, absorption models are necessary to evaluate acoustic absorption for the 
regimes where inertia cannot be neglected. Hence the Rayleigh Conductivity based 
models will be compared to the measured Rayleigh Conductivity in this section. The 
measured data will be compared to the Rayleigh Conductivity defined by Howe 
(1979b), which will be referred to as the Howe model, and the orifice length modified 
Rayleigh Conductivity (as defined by Jing and Sun (1999)) which will be referred to as 
the modified Howe model. The modified Conductivity was defined in equation (2.48) of 
Acoustic Absorption Experiments – Linear Acoustic Absorption 129 
 
section 2.5.2. This length corrected impedance will be used within the Rayleigh 
Conductivity to compare the measured data with the modified model: 
cz
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ˆ
modmod . ( 5.25) 
The modified admittance and inertia parameters are then determined as: 
( )RKR 2Immod =δ  and  ( 5.26) 
( )RKR 2Remod =Γ . ( 5.27) 
Figure  5.27 shows a comparison between the measured and predicted admittance by 
the Howe model and the modified Howe model for an orifice length-to-diameter ratio of 
0.5. Note for the modified Howe model the geometric length was used without an 
additional length correction. Moreover the measured discharge coefficient has been 
applied to estimate the orifice Strouhal numbers. As already discussed the admittance is 
a function of resistance and reactance (see equation ( 5.14)). Hence the additional length 
applied to the reactance of the aperture is also affecting the admittance. It can be seen 
that the Howe model without length correction is predicting the measured admittance 
well within a Strouhal number range of zero to one. The drop in measured admittance 
for Strouhal numbers larger than one has not been reproduced by either of the models. 
However as already mentioned this is outside the relevant Strouhal number range in this 
work. The length corrected modified Howe model shows a much reduced admittance 
relative to the experimental values. This reduction in admittance is caused by the 
increase in inertia due to the additional orifice length. Figure  5.28 shows the comparison 
between the measured and calculated orifice inertia for the two different modelling 
methods. It can be seen that the Howe model without length correction is agreeing very 
well with the measured data in the Strouhal number range between zero and one. The 
additional length correction increases the inertia initially in the range from zero to one. 
As described in section  5.4 this inertia behaviour is due to the increased reactance in the 
length corrected model which therefore leads to a reduced velocity amplitude within the 
aperture indicated by the reduced admittance. Hence the inertia prediction by the Howe 
model seems to be valid for the shown experimental data with aperture L/D of 0.5. It 
can also be seen that the modified model and the initial Howe model converge for the 
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low Strouhal number range below 0.3. This is due to the diminishing effect of the orifice 
inertia at low Strouhal numbers. 
Figure  5.29 and Figure  5.30 show the measured and predicted admittance and inertia 
for the orifice geometry that has a smaller L/D of 0.25. This also coincides with a 
reduced discharge coefficient (CD = 0.63). It can be seen that the Howe model deviates 
from the experimental data. It is overestimates the admittance compared to the 
experimental data in the Strouhal number range from zero to one. Moreover the 
modified Howe model is overestimating the admittance initially but shows an overall 
reduced admittance relative to the Howe model. Both models do show their optimum 
admittance at a lower value compared to the measured data. Moreover the optimum 
admittance is moved to a lower Strouhal number. This behaviour is caused by the 
significantly increased inertia prediction for both models relative to the experimental 
data in Figure  5.30. As Figure  5.28 shows the inertia prediction without length 
correction agrees with the orifice of L/D = 0.5. Hence to predict the orifice length of 
L/D = 0.25 correctly the orifice length correction would need to be reduced to correct 
for the inertia in the Howe model being over predicted. However this would not account 
for the mismatch in admittance in the low Strouhal number regime of 0 to 0.8. Hence 
the model cannot be matched to the measured data using the length-correction only. In 
general this would lead to an overestimation of the acoustic absorption for this 
geometry. As the inertia is overestimated reducing the length correction would lead to 
an increase in admittance and thus to an even larger error in absorption. To be able to 
match the model it would need an increase in discharge coefficient to reduce the 
admittance in the model, but this contradicts the experimental data and the quasi-steady 
theory. 
Figure  5.31 and Figure  5.32 show the comparison between the Conductivity models 
and the measured Rayleigh Conductivity for an L/D ratio of 1.98. In this case the 
discharge coefficient has increased compared to the initial comparison of L/D = 0.5 (CD 
of 0.81 compared to 0.73). It can be seen that the modified model underestimates the 
admittance in the Strouhal number range from 0 to 0.3. However the modified Howe 
model agrees much better with the data than the original version. For such an orifice 
geometry the mass inertia of the aperture flow field is larger than for the initial Howe 
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model and hence the modified model is predicting the inertia increase due to the larger 
orifice length more accurately (Figure  5.32). It can therefore be concluded that the 
length correction implemented in the modified Howe model is necessary for orifice 
geometries of L/D larger than 0.5 for a more accurate prediction of the aperture velocity 
oscillation. However the discrepancies in the low Strouhal number regime (St < 0.2) 
cannot be compensated with the orifice length correction as the inertia is reproduced 
correctly. Thus the absorption coefficient would be underestimated in the low Strouhal 
number regime St < 0.2. A further compensation would therefore be necessary in the 
model which would require an artificial reduction in discharge coefficient. 
Finally the Conductivity models are compared to a larger L/D of 6.8 in Figure  5.33 
and Figure  5.34. In general the modified model agrees much better with the measured 
data which confirms that this model is more suitable to large length-to-diameter ratios 
which are dominated by inertia effects. 
In general the shown comparison between the used models and the experiments 
highlights to which geometries the two models can be applied. Based on the 
experimental data the Howe model is valid for an orifice geometry of L/D of 0.5. The 
modified Howe model though, is valid for orifice geometries of L/D larger than 0.5. 
Moreover one of the weaknesses of these modelling methods is the discrepancies for the 
admittance predictions and the measured values in the low Strouhal number regimes. 
This is further investigated by comparing the predicted acoustic loss to the acoustic 
loss measured within the acoustic absorption facility (section  5.3). The acoustic loss 
predicted by the model can be calculated using the following equation: 
ρR
δmod
ˆ
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p =
Π
=Π 2 . ( 5.28) 
In the linear acoustic absorption regime the acoustic loss, relative to the square of the 
incident pressure amplitude, remains constant. Hence the admittance from the Howe 
model and the modified Howe model can be used to estimate the acoustic losses within 
the linear regime which can be compared with the experimental data. Figure  5.35 shows 
a comparison of the measured and calculated linear acoustic loss from the single orifice 
absorption coefficient measurements in section  5.1 and the predicted acoustic loss using 
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the Howe and modified Howe model. The graphs show four different pressure drops for 
the various L/D ratios. Note the error bars for the experimental data have been 
approximated based on the quasi-steady theory and linear acoustic absorption 
experiments within the quasi-steady regime. 
The Conductivity models agree well for L/D = 0.5. However the predicted loss values 
are significantly less than the measured trends for length-to-diameter ratios from 0.5 to 
5. Moreover as already mentioned the modified Howe model agrees better with the 
experimental data for larger L/D ratios than five. In general the discrepancy between the 
measured and predicted acoustic loss relates back to the used discharge coefficient to 
estimate the Strouhal number for the Rayleigh Conductivity (equation ( 5.6)). In this 
study the measured discharge coefficient was used to estimate the velocity in the plane 
of the aperture. Hence this assumption is used as a representation of the velocity of the 
vortices in the orifice shear layer (similar to the approach taken in Hughes and Dowling 
(1990), Jing and Sun (2000), Eldredge and Dowling (2003) or Luong et. al. (2005)). By 
increasing the discharge coefficient the velocity in the plane of the aperture increases 
and the Strouhal number reduces. This causes a reduced admittance for increasing 
discharge coefficient as both models rely on the curve shown in Figure 1.15. This 
influence is therefore the reason for the reversed trend in acoustic loss as the absorption 
reduces with increasing CD for the model. 
Howe (1979b) applied an asymptotic analysis for the Strouhal number tending 
towards zero onto the derived analytical Rayleigh Conductivity. The outcome of this 
analysis indicated a contraction ratio of 0.5 between the aperture area and the area of the 
vena contracta. This was close to the experimental values derived for infinitesimally 
thin apertures (CD ~ 0.6) and therefore acceptable. However the effect of the used 
discharge coefficient in the model is significant, as highlighted in Figure  5.36. A 
comparison between the measured data, the modified Howe model using the measured 
discharge coefficients and the modified Howe model using a constant CD of 0.5 is 
shown. This has a significant effect upon the acoustic loss predicted by the model. The 
predicted acoustic loss for a reduced discharge coefficient is significantly increased and 
deviates from the experiment for apertures with L/D smaller than two. However the 
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modified Howe model based on the reduced CD seems to agree well with the 
experiments for L/D ratios larger than two. 
In previous sections, the quasi-steady admittance was introduced (section  5.5 and 
 5.6), and the developed quasi-steady predictions agreed very well with the measured 
admittance in the low Strouhal number regime. This suggests that the assumption of 
using the steady-state discharge coefficient might be valid. Hence the reasons for the 
mismatch might be related to the asymptotic solutions of the Rayleigh Conductivity as 
these solutions were used as a baseline to assess the contraction ratio and thus the 
derivation of the vortex sheet velocity in Howe (1979b). The asymptotic solutions for 
the Rayleigh Conductivity are defined by Howe (1979b): 
,
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In the quasi steady regime at small Strouhal numbers the inertia term can be 
neglected. This is the region where the models converge at low Strouhal numbers 
(Figure  5.28 to Figure  5.34). Thus the quasi-steady admittance according to this 
asymptotic solution is defined as 
,, StQSH 4
π
δ ≈ for 0→St . ( 5.30) 
Comparing the quasi-steady admittance from the Howe model with the quasi-steady 
admittance derived in equation ( 5.20) shows that the Howe admittance is by factor two 
smaller. Hence it can only agree with orifice plates which have a discharge coefficient 
of CD = 0.707. In this work apertures with L/D of 0.5 are characterised by such a 
discharge coefficient and hence the model is agreeing well with this geometry. However 
any other orifice plate geometry, where the 7070.≠DC , leads to predictions of the 
absorption which would not match the experimental data. Improved accuracy of 
predictions could be obtained by changing the discharge coefficient in the Howe model. 
However this would mean that the discharge coefficients are not related to the actual 
physical CD of the associated flow field which is not desirable. A similar observation 
can be found in Luong et. al. (2005). In this study the Rayleigh Conductivity has been 
compared to a model developed by Cummings (1986). Cummings (1986) developed an 
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equation for the non-linear acoustic absorption regime which is similar to the model 
described in section 2.5.3. Luong et. al. (2005) compared the results of this model for 
low amplitude, or in other words within the linear regime, with the linear Rayleigh 
Conductivity based on Howe (1979b). The best agreement between the two models was 
found for a contraction coefficient (area ratio between aperture and vena contracta) of 
0.75 which agrees with the found value in this study for the quasi-steady regime. 
The experimental data shown in Figure  5.35 was also used in Figure  5.37 and 
compared to the acoustic loss prediction in the quasi-steady regime. In this case the 
quasi steady admittance of equation ( 5.20) is used to predict the acoustic loss as defined 
in equation ( 5.30). The actual measured discharge coefficients have been used to predict 
the acoustic loss and it can be seen that the prediction agrees with the data very well for 
all orifice length-to-diameter ratios from 0.5 to 6.8 for mean pressure drops of 1% and 
0.8%. Discrepancies between model and experiment are occurring for pressure drops 
below 0.5% as shown in Figure  5.37 c) and d). In this case the Strouhal number is not 
within the quasi-steady regime anymore which leads to a reduction in linear acoustic 
loss due to the influence of increased inertia. 
It can be concluded that the aforementioned data suggests (i) limited accuracy of the 
Howe and modified Howe model for the prediction of acoustic absorption,(ii) use of 
quasi-steady theory for improved accuracy in the quasi-steady regime but (iii) a 
desirable solution would be to include inertia effects in a model to predict the acoustic 
absorption outside the quasi-steady regime. Such a model is described in the following 
section. 
5.9 Linear Absorption Using Unsteady Momentum Equation 
An alternative analytical model for the prediction of acoustic absorption was 
described by Bellucci et. al. (2004) on the basis of the work outlined by Keller and 
Zauner (1995). This approach is based on a momentum balance across the aperture and 
is described in detail in section 2.5.3. In this case only the linear version of the model is 
considered: 
( ) 0=++−+ DDLDvisusdsDeff uUuppuLi ˆˆˆˆˆ ρςζρRρ . ( 5.31) 
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The loss coefficient due to viscosity ( visς ) is associated with friction effects due to the 
boundary layer within the aperture: 
( ) 
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
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D
Livis . ( 5.32) 
As can be seen from equation ( 5.34) the viscosity within the aperture boundary layer not 
only affects the resistance of the orifice impedance but also increases the reactance of 
the aperture. The effective length was initially set to the geometric length of the orifice 
geometries and the downstream pressure is again assumed to be zero. 
Defining the loss coefficient as 
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=ς  ( 5.33) 
ensures that the momentum balance reduces to the quasi-steady admittance as described 
in equation ( 5.20). This model should potentially be able to represent the Conductivity 
of the orifice geometries more reliably as the discharge coefficient can be chosen 
according to the steady state fluid dynamic properties of the aperture flow field. This 
leaves only the length correction to be unknown a priori. The following predictions have 
been undertaken using the measured orifice discharge coefficients and the geometric 
length of the orifice. Moreover the Conductivity values were obtained by calculating the 
impedance, as in equation ( 5.33), and substituting the impedance into ( 5.11). 
Figure  5.38 shows a comparison between the measured and predicted Conductivity 
using the model developed by Bellucci et. al. (2004). First of all it can be seen that the 
quasi-steady admittance and the admittance predicted by the Bellucci model are 
converging in the low Strouhal number range (St < 0.4) as expected. Hence the model 
captures the pulsatile flow behaviour accurately. In general the admittance predicted by 
the model agrees very well with the measured data up to a Strouhal number of 0.9. The 
inertia is also well represented by the model in this Strouhal number range. However, 
the model cannot represent the Conductivity behaviour at Strouhal numbers larger than 
0.9 but as already discussed, this regime is dominated by jet whistling due to shear layer 
instabilities. 
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Figure  5.39 shows the prediction using the Bellucci model in comparison with the 
quasi-steady model and the measured Conductivity data for an L/D ratio of 0.25. The 
associated reduction in discharge coefficient (CD = 0.63) causes the admittance to 
decrease to that of the L/D = 0.5 geometry. As can be seen the model agrees well with 
the data for Strouhal numbers of 0.9. However as the inertia is underpredicted the model 
overpredicts the admittance for Strouhal numbers larger than 0.9. 
Data is also presented for L/D = 1.98 in Figure  5.40. Again the Bellucci model and the 
quasi-steady model agree within the quasi-steady regime and follow the measured 
admittance. However, discrepancies occur around the optimum admittance (St > 0.2) 
between model and prediction, although the admittance trend is qualitatively 
represented by the model. 
In general it can be seen that the modelling method captures the pulsatile flow in the 
quasi-steady flow regime very well. Moreover the model does agree with the previously 
discussed quasi-steady theory which gives further confidence that the input loss 
coefficient based on the measured mean flow discharge coefficient are representing the 
unsteady flow field. However as the inertia effects appear to become more important for 
increasing Strouhal numbers so does the length correction parameter within the model. 
This parameter is an input and is currently derived based on experimental data. This is 
discussed in the following section. 
5.9.1 Loss Coefficient and Acoustic End Correction Investigation – 
Linear Absorption Regime 
The previous section indicated that the prediction of the acoustic absorption using the 
linear absorption model proposed by Bellucci et. al. (2004) provides more accurate 
predictions. In this case the model is reliant on the correct input of a loss coefficient and 
a length correction. It was shown that the mean flow discharge coefficient and the 
geometric orifice length are sufficient for an a priori prediction of the unsteady flow 
field of the aperture during the design process for linear acoustic absorbers. However to 
improve the accuracy of the model the necessary loss coefficients and acoustic end 
corrections are further investigated in this section.  
Acoustic Absorption Experiments – Linear Acoustic Absorption 137 
 
To estimate the required input discharge coefficient and loss coefficient to the model 
for each geometry the input loss coefficient and length correction has been varied until 
the model matched the experiment. Moreover the length correction and loss coefficient 
was assumed to be constant with varying frequency. For example the length correction 
and discharge coefficient can be estimated from the measured impedance. Thus the 
length correction can be calculated from the measured reactance 
( )
R
LL
L
Z
L effcorreff
−
=⇒
−
=
Rρ
ζρ visIm)Im(  ( 5.34) 
and the discharge coefficient can be estimated from the resistance  
( ) ( )
dD U
Z
C ρ
ζρ visReRe −=
1 . ( 5.35) 
As an example Figure  5.41 shows the variation of length correction and discharge 
coefficient for the experimental data of an orifice with L/D ratio of 0.5 as defined by 
equations ( 5.36) and ( 5.37). Moreover the Rayleigh Conductivity of the orifice is also 
shown for reference. It can be seen that the effective length of the orifice is constant for 
a Strouhal number range between 0.4 and 1. In general this is expected for linear 
absorption. The drop in length correction for Strouhal numbers smaller than 0.4 is 
caused by the small to negligible inertia in the quasi-steady regime (as indicated in the 
Conductivity graph). The same can be said about the calculated discharge coefficient 
from the measured data. As it can be seen the discharge coefficient remains constant for 
Strouhal between 0.1 and 0.8. Moreover the estimated discharge coefficient agrees with 
the mean flow discharge coefficient measurement. The graph might also give an 
explanation for the discrepancies of the model with experiment at Strouhal numbers 
larger than one. The mentioned flow instabilities seem to affect the unsteady flow field. 
In this case the one-dimensional modelling parameters are no longer constant which 
results in an increase of discharge coefficient as well as the length correction within the 
model. This might highlight the fact that the impact of large scale structures cannot 
simply be included in the simple analytical models by assuming constant loss 
coefficients and length correction. However, as Figure  5.41 shows, within the Strouhal 
number range of interest for a gas turbine combustion system (St < 1) it can be assumed 
that the discharge coefficients and the length corrections remain constant. 
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Table  5.1 summarises the discharge coefficients and length corrections which 
produced the best fit to the experimental data. Moreover the measured mean flow 
discharge coefficients are also shown for the used orifice plates. Initially for orifice 
geometries with L/D smaller than two it can be seen that the mean flow discharge 
coefficient is sufficient for a good match of the modelling data to the experimental data. 
This is shown in the comparisons of the measured and predicted Rayleigh Conductivity 
using discharge coefficient CD,2 and the length corrections in Table  5.1 for L/D = 0.25, 
0.5 and 1.98 in Figure  5.42 to Figure  5.44. It can be seen that the model matches the 
experimental data very well. Therefore this confirms that the mean flow discharge 
coefficient can be used in the linear acoustic model for an accurate prediction of 
aperture CD with small L/D. 
L/D CD,1 from plenum 
fed steady flow 
measurement 
CD,2 from best fit 
of acoustic model 
Lcorr from best fit 
of acoustic model 
0.14 0.62   0.62 0.33 
0.25 0.63   0.63 0.61 
0.5 0.73   0.73 0.26 
0.76 0.79   0.81 0.13 
1 0.83   0.83 0.62 
1.5 0.81   0.81 0.71 
1.98 0.81   0.81 1.06 
2.4 0.81   0.81 1.1 
3 0.8   0.81 1.35 
5 0.8 ~0.81 1.8 
6.8 0.77 ~0.81 2.46 
10 0.75 ~0.81 3.1 
Table  5.1 Measured length corrections and discharge coefficients, cylindrical aper-
tures 
 
However, for L/D ratios larger than two the discrepancy between the measured mean 
flow discharge coefficient CD,1 and the matched coefficient CD,2 values increases. 
Moreover it seems as if larger discharge coefficients are required to match the model to 
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the experimental result. Figure  5.45 shows an example for the measurement and 
modelling result for L/D of 6.8 using CD,2 and the length correction form Table  5.1. It 
seems as if an even larger discharge coefficient is needed to match the data more 
accurately. As the aperture length increases to geometries with L/D larger than two the 
mean flow field characteristic within the orifice changes. Thus the interaction of the 
unsteady flow with the orifice internal boundary layer becomes more important. Hence 
the influence of the viscosity model for larger L/D orifice geometries will be assessed in 
the following section. 
5.9.2 Sources of Errors in the Analytical Modelling for Apertures with 
Large Length-to-Diameter Ratios 
The previous section highlighted that the analytical model showed larger 
discrepancies for the prediction of the admittance for apertures with L/D ratios larger 
than two. Moreover as Table  5.1 showed the input discharge coefficient to the model for 
the long apertures was required to be larger than the measured discharge coefficient. 
The reasons for the increasing errors and deviations from the mean flow discharge 
coefficient could be caused by changes in the flow behaviour through the aperture. This 
is illustrated in Figure  5.46 for a short aperture with L/D < 2 and a long aperture with 
L/D > 2. It can be seen that for the case of a short aperture the inflow into the orifice 
generates a vena contracta, with the minimum area Ad being at the point where the 
stream lines passing through the aperture are parallel (see section 2.1). In this way the 
discharge coefficient is a measure of the area contraction between the aperture AD and 
the area of the vena contracta. The viscosity effect within the aperture is negligible due 
to the short length of the orifice. In this case the mean flow discharge coefficient is 
agreeing well with the discharge coefficient derived from the acoustic experiment as 
discussed in section  5.9.1. Based on the comparisons between measurements and 
modelling in these cases it seems sufficient to model the acoustic resistance with the 
measured discharge coefficient and the model was successfully applied to orifice 
geometries from L/D of 0.14 to 2 (e.g. Figure  5.42 to Figure  5.44). However for the case 
of a long aperture (L/D > 2) the measured mean flow discharge coefficient is a measure 
of the losses associated with the inflow into the aperture, the viscous losses inside the 
orifice and its associated velocity profile as well as the loss generated by the outflow 
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profile of the aperture. Hence an acoustic modelling method has to be able to reproduce 
the complex processes with a representative loss coefficient and unsteady viscosity 
model. In the current model the viscosity is explicitly modelled with an unsteady 
viscosity expression shown in Bellucci et. al. (2004) which was based on Kirchhoff 
(1868). A similar expression is also shown in Keller and Zauner (1995). The viscosity 
term is only accounting for the loss due to the unsteady flow across the boundary layer. 
Another model which is simulating unsteady laminar Poiseuille flow within the 
apertures can be found for example by Bellucci et. al. (2004b) but has not been used in 
this work. However the choice of the most representative friction model, in addition to 
the accurate prediction of the inflow and outflow profiles and their unsteady behaviour 
is thought important and most likely the reason for the observed discrepancies. 
A brief investigation of the impact of the viscosity and loss coefficients is shown in 
Figure  5.47 which compares the predicted energy loss by the model with the measured 
acoustic loss from experiments described in section 3.2.1 and  5.3. Two variations of the 
model have been applied to the calculation. A first prediction was conducted using CD,2 
and the length correction from Table  5.1 as an input, also including the viscosity term in 
the calculation. In this case the loss coefficient is thought to represent the inflow and 
outflow losses of a reattaching orifice flow field (e.g. L/D = 2) without the influence of 
the boundary layer viscosity, which is therefore modelled by the unsteady viscosity 
model. The second option was to use the mean flow discharge coefficient CD,1 from 
Table  5.1 without the viscosity terms. Thus the viscous losses due to the unsteady flow 
are thought to be negligible and the viscous losses are included in the mean flow 
discharge coefficient. Both options gave the same result as can be seen in Figure  5.47 
indicating either method would be an option to model longer apertures. The proposed 
methods to model long apertures will be further investigated in chapter 8.3.3 where the 
damping characteristics of multi-aperture liners with large L/D ratios are assessed. 
In general for the practical engineering applications considered in this work the model 
captures the pulsatile flow behaviour well. However this model relies on input 
parameters such as loss coefficients (based on CD), length corrections and adequate 
viscosity models. As a first assumption in the linear acoustic regime with Strouhal 
numbers smaller than one the loss coefficients and length corrections are assumed to be 
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constant. In this case no unsteady flow structures such as large scale vortex rings are 
present in the pulsatile flow field and the structures in the shear layer do not seem to 
have a particular important role in the sense that they do not affect the jet flow in a 
positive or negative manner. Unless the excitation frequencies are near self-excited jet 
flow instabilities (as for L/D = 0.5 geometries Figure  5.38). In this case the model 
deviates from the measurement. This suggests that flow field structures within the shear 
layers have an effect upon the Conductivity of the orifice which cannot be represented 
by the model unless the loss coefficients and the length correction allow for this 
behaviour. In this case the assumptions for the loss coefficient are too simple to predict 
shear layer instabilities. This would be the advantage of a vortex sheet model as 
described in the previous section. For example Bellucci et. al. (2004b) have used the 
described Rayleigh Conductivity by Howe (1979b) to predict the loss coefficient based 
on the vortex sheet model. However the discrepancies shown in section  5.8 indicate that 
this approach would need improvements. The data given by Jing and Sun (2000) 
indicated that flow instabilities could be captured. Hence improved vortex sheet models 
with detailed jet trajectories could be used to generate Strouhal number dependent loss 
coefficients. Moreover advanced CFD techniques (e.g. Mendez and Eldredge (2009) or 
Gunasekaran and McGuirk (2011)) could be applied to improve the accuracy of the used 
loss coefficients and aperture internal viscosity models.  
5.10 Closure 
In this chapter the fundamental acoustic characteristics relating to linear absorption 
has been discussed. It was shown that changes in orifice geometry, in terms of gas 
turbine combustion system representative L/D ratios, result in changes in the measured 
admittance of the Rayleigh Conductivity. The changes in admittance are associated with 
changes in the steady flow discharge coefficients as well as the increased mass inertia 
due to the length of the aperture. In fact within the linear quasi-steady regime increases 
in the orifice discharge coefficients lead to increases in admittance with the maximum 
admittance being reached for ideal discharge coefficients of one provided by a 
Bellmouth orifice shape. However, for a fixed geometric area the increasing mean mass 
flow through the aperture, due to increasing discharge coefficient, means there is no 
benefit in acoustic loss per unit mass flow. Thus within a combustion system orifice 
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geometry the linear absorption is governed by a pulsatile flow field which subsequently 
dissipates due to turbulence. The acoustic energy is therefore transformed into kinetic 
energy of the unsteady jet flow; with the maximum energy transfer is limited to the 
quasi-steady regime. Hence the maximum acoustic absorption for a given pressure 
amplitude and mean mass flow consumption is achieved in the linear quasi-steady 
regime independent of orifice geometry. 
It was shown that the Rayleigh Conductivity model based on the theory described by 
Howe (1979b) agrees with the measured Rayleigh Conductivity for an orifice of L/D of 
0.5 up to a Strouhal number of 0.9. This model was derived on the assumption of a thin 
cylindrical shear layer and infinitesimal thin apertures. Hence the model can only be 
applied to small L/D orifices. Moreover some discrepancies are shown in the quasi-
steady (low Strouhal number) regime which showed that the model is only valid for thin 
apertures with a discharge coefficient of 0.7. This discrepancy might be caused by the 
assumption of a thin cylindrical shear layer compared to a vorticity profile surrounding 
the unsteady jet. 
The modified Howe model was able to predict the measured Conductivities for orifice 
geometries with L/D values larger than 0.5. However the described increasing 
admittance, with increasing mean flow discharge coefficient within the quasi-steady 
regime, could not be reproduced by the modified Howe model. The modified Howe 
model is a length corrected version of the Howe model and relies on the Rayleigh 
Conductivity curve for an infinitesimal thin aperture with a thin cylindrical shear layer. 
This Rayleigh Conductivity is only a function of Strouhal number and thus the mean 
velocity of the vorticity within the thin shear layer. Hence assuming that this velocity 
can be estimated by the mean flow discharge coefficient could cause erroneous results 
within the length modified model. 
A model based on a momentum balance by Bellucci et. al. (2004) is capable of 
reproducing the measured behaviour in the low Strouhal number regime and is the 
preferred option for practical engineering applications. This model agrees with the 
quasi-steady theory in the low Strouhal number regime and agrees with the observed 
changes in admittance with changing aperture L/D. However the model is only accurate 
as long as the aperture unsteady loss coefficient and length correction parameters 
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remain constant as a first approximation. This is valid as long as there are no large 
vortex structures generated within the jet flow shear layer as, for example, in the 
vicinity of natural jet flow instabilities. Nevertheless this approach seems sufficient for 
gas turbine combustion system geometries investigated in this work as the Strouhal 
number remains low and therefore far away from natural occurring flow instabilities 
through the aperture. However for orifice plates with L/D larger than two the analytical 
modelling becomes more challenging. In this case the mean flow discharge coefficients 
are no longer a sole measure of area contraction, but are also affected by the viscous 
drag due to the boundary layer within the aperture. Moreover the effect of the unsteady 
viscosity models is increasing with aperture length. Thus the use of an adequate 
viscosity model representative of the aperture internal flow field, together with a 
meaningful inflow and outflow loss coefficient, becomes important. 
Acoustic Absorption Experiments – Linear Acoustic Absorption 144 
 
Figures 
Incident acoustic wave amplitude |B-| in dB^
0.0
0.1
0.2
0.3
0.4
0.5
0.6
110 115 120 125 130 135 140 145 150
A
bs
or
pt
io
n 
co
ef
fic
ie
nt
 ∆
dp/p = 2.9%
dp/p = 2%
dp/p = 1%
dp/p = 0.5%
 
Figure  5.1: Linear acoustic absorption with mean flow, plate number 1, L/D = 0.47, 
f = 125Hz 
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Figure  5.2: Linear acoustic absorption with mean flow plate number 3, L/D = 0.5,  
f = 62.5 Hz 
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Figure  5.3: Measured admittance and comparison to theory from Howe (1979b), 
Plate numbers 1 and 3. 
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
110 115 120 125 130 135 140 145 150
Ad
m
itt
an
ce
 -
δ
Plate 2, St = 0.022, Re = 7281
Plate 2, St = 0.022, Re = 14574
Plate 4, St = 0.059, Re = 20260
Plate 4, St = 0.059, Re = 40473
 
Figure  5.4: Measured admittance at constant Strouhal number and varying Reyn-
olds number for Plate numbers 2 and 4. 
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Figure  5.5: Comparison of absorption coefficient. Plate number 3, L/D = 0.5 and 
plate number 7, L/D = 2.4. f = 62.5Hz, dp/p = 0.8%. 
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Figure  5.6: Absorption coefficients for various L/D ratios at a range of pressure 
drops. Plate numbers 3 to 11. 
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Figure  5.7: Discharge Coefficient measurement for various L/D ratios. Plate num-
bers 3 to 11 
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Figure  5.8: Absorption coefficients for various orifice shapes at a pressure drop of 
dp/p = 0.5%. 
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Figure  5.9: Definition of flow direction through shaped orifice 
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Figure  5.10: Orifice reactance measurement and comparison to theoretical values. 
Plate number 20, L/D = 0.5. 
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Figure  5.11: Comparison of measured resistance and theoretical radiation re-
sistance. Plate number 20, L/D = 0.5. 
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Figure  5.12: Measured Rayleigh Conductivity. Plate number 20, L/D = 0.5. 
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Figure  5.13: Measured Rayleigh Conductivity and comparison to Howe (1979b). 
Plate number 20, L/D = 0.5. 
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Figure  5.14: Measured admittance for plate numbers 18-22: 0.14 < L/D < 1. 
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Figure  5.15: Measured inertia for plate numbers 18-22: 0.14 < L/D < 1. 
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Figure  5.16: Orifice reactance for plate numbers 18-22, 24, 27 and 29. 
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Figure  5.17: Orifice impedance for plate numbers 19 and 22: L/D of 0.25 and 1. 
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Figure  5.18: Measured admittance for plate number: 20, 24, 27 and 29. 
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Figure  5.19: Measured admittance compared to calculated quasi-steady (QS) ad-
mittance. Orifice plate numbers: 18-22. 
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Figure  5.20: Measured admittance compared to calculated quasi-steady (QS) ad-
mittance. Orifice plate number: 20, 24 and 29. 
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Figure  5.21: Measured admittance compared to calculated quasi-steady (QS) flow 
resistance. Effusion cooling geometries, orifice plate number: 24, 26-28. 
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Figure  5.22: Admittance of Bellmouth orifice geometry compared to cylindrical 
orifice. Plate number 20 and 31. 
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Figure  5.23: Admittance of Bellmouth orifice geometry compared to cylindrical 
orifice. Plate number 20, 24 and 33. 
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Figure  5.24: Inertia of cylindrical orifice L/D = 0.5 and comparison with Bellmouth 
orifice shape. Plate numbers: 20, 31, 32 and 33. 
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Figure  5.25: Normalised acoustic loss per unit mass flow, cylindrical orifice com-
parison with Bellmouth orifice shape. Plate numbers: 20, 31, 32 and 33. 
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Figure  5.26: Normalised acoustic energy loss per unit mass flow. Plate numbers: 
18-22 and 24, 0.14 < L/D < 1.98. 
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Figure  5.27: Comparison between measured and predicted admittance using Ray-
leigh Conductivity models. Plate number 20, L/D = 0.5 
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Figure  5.28: Comparison between measured and predicted inertia using Rayleigh 
Conductivity models. Plate number 20, L/D = 0.5. 
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Figure  5.29: Comparison between measured and predicted admittance using Ray-
leigh Conductivity models. Plate number 19, L/D = 0.25. 
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Figure  5.30: Comparison between measured and predicted inertia using Rayleigh 
Conductivity models. Plate number 19, L/D = 0.25. 
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Figure  5.31: Comparison between measured and predicted admittance using Ray-
leigh Conductivity models. Plate number 24, L/D = 1.98. 
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Figure  5.32: Comparison between measured and predicted inertia using Rayleigh 
Conductivity models. Plate number 24, L/D = 1.98. 
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Figure  5.33: Comparison between measured and predicted admittance using Ray-
leigh Conductivity models. Plate number 28, L/D = 6.8. 
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Figure  5.34: Comparison between measured and predicted inertia using Rayleigh 
Conductivity models. Plate number 28, L/D = 6.8. 
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Figure  5.35: Comparison between experiments and Rayleigh Conductivity models 
from acoustic absorption coefficient measurements. Plate numbers: 3 – 11. 
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Figure  5.36: Effect of discharge coefficient on the comparison between experiments 
and the modified Howe model. Plate numbers: 3 – 11, dp/p = 0.5%. 
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Figure  5.37: Comparison between experiments and quasi-steady admittance model 
for absorption coefficient experiments. . Plate numbers: 3 – 11. 
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Figure  5.38: Predicted and measured Rayleigh Conductivity using theory based on 
Bellucci et. al. Plate number 20, L/D = 0.5 
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Figure  5.39: Predicted and measured Rayleigh Conductivity using theory based on 
Bellucci et. al. Plate number 19, L/D = 0.25. 
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Figure  5.40: Predicted and measured Rayleigh Conductivity using theory based on 
Bellucci et. al. Plate number 24, L/D = 1.98 
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Figure  5.41: Experimental estimation of discharge coefficient and acoustic length 
correction, Plate number 20, L/D = 0.5. 
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Figure  5.42: Comparison of Bellucci et. al. model using calculated discharge coeffi-
cient and length correction with experimental data. Plate number 19, L/D = 0.25. 
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Figure  5.43: Comparison of Bellucci et. al. model using calculated discharge coeffi-
cient and length correction with experimental data. Plate number 24, L/D = 1.98. 
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Figure  5.44: Comparison of Bellucci et. al. model using calculated discharge coeffi-
cient and length correction with experimental data. Plate number 20, L/D = 0.5 
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Figure  5.45: Comparison of Bellucci et. al. model using mean flow discharge coeffi-
cient and length correction with experimental data. Plate number 28, L/D = 6.8. 
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Figure  5.46: Short and long orifice mean flow profiles, underlying pictures from 
Hay and Spencer (1992) 
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Figure  5.47: Comparison of Bellucci et. al. model using discharge coefficient and 
length correction from Table  5.1 with experimental absorption data, dp/p = 0.5% 
Plate numbers 3-11. 
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6 Acoustic Absorption Results – Non-Linear 
Acoustic Absorption 
Experiments to investigate the non-linear absorption characteristic of a generic orifice 
were initially conducted without mean flow. The non-linear acoustic absorption is likely 
to be observed if the unsteady velocity oscillation amplitude is of the order, or larger 
than, the mean flow velocity. At these conditions the amount of absorption is dependent 
on the excitation amplitude. Note the acoustic pressure amplitudes remained within the 
linear acoustic regime (i.e. pp <<ˆ ) throughout the non-linear absorption experiments. 
6.1 Optimum Non-Linear Acoustic Absorption 
The experiments without mean flow have been conducted on the absorption 
coefficient test facility described in section 3.2.1. Figure  6.1 shows some example data 
from an acoustic absorption measurement for a test case without mean flow (orifice 
plate number 1). The absorption coefficient is shown with respect to the magnitude of 
the complex pressure amplitude travelling from the loudspeakers towards the orifice. 
The results, as also shown and described in Rupp et. al. (2010), indicate that the 
absorption coefficient is a function of the incident acoustic energy (and hence 
absorption is non-linear). It can be seen that the absorption coefficient increases 
between 117dB and 135dB where the absorption coefficient reaches a value of 0.49. 
However, further increases in the incident energy results in a decrease in absorption. It 
could be argued that in excess of 135 dB the absolute amount of energy that can be 
absorbed by the flow field is constant, and so the absorption coefficient decreases due to 
the increasing incident energy. To investigate this behaviour further the acoustic energy 
loss is compared to the incident acoustic energy flux in Figure  6.2. The acoustic energy 
loss was estimated from the difference of incidental and reflected acoustic energy flux 
in the duct (equation (5.3)). At excitation amplitudes higher than 135 dB the acoustic 
energy absorbed still increases but at a rate which is less than the incident acoustic 
energy flux. It is the decreasing rate at which the energy is lost with increasing pressure 
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amplitude that is responsible for the observed decrease in absorption coefficient at high 
excitation levels (Figure  6.1). 
This behaviour can be further expressed in terms of the measured impedance of the 
orifice and comparing it to the normalised acoustic energy loss in Figure  6.3. In this 
case the impedance is defined as the incident pressure amplitude onto the orifice divided 
by the orifice velocity amplitude (i.e. DupZ ˆˆ= ). Moreover a theoretical reactance as 
defined by Ingard and Ising (1967) 
( ) ( )RLXZ Z 71.Im +== ρR  ( 6.1) 
is also included in Figure  6.3. It can be seen for small velocity amplitude (or incident 
pressure amplitudes) the measured reactance agrees with the theoretical prediction 
proposed by Ingard and Ising (1967). Furthermore it is shown that the reactance reduces 
with increasing velocity amplitude. On the contrary the resistance of the aperture is 
small at low pressure amplitudes and increases with increasing velocity amplitudes. In 
general this characteristic is the same as shown in Ingard and Ising (1967). The acoustic 
energy loss maximum occurs at a velocity amplitude of approximately 15 m/s. This 
optimum is also located in the vicinity where the resistance and reactance are equal 
(approximately at 12 m/s). Hence at velocity amplitudes below 12 m/s the aperture flow 
field is reactive (dominated by the inertia forces due to the acceleration of the fluid in 
the aperture) and for larger velocities (above 12 m/s) the flow field is dominated by the 
resistance effects (viscous effects in any shear layer of the aperture flow field). The 
resistance rapidly rises for larger velocity amplitudes whilst the reactance seems to 
reduce to an asymptotic value. The acoustic absorption increases for velocity amplitudes 
below 15 m/s. In this case the reactance reduces and thus the phase angle between 
pressure and velocity amplitude reduces. However as the resistance becomes 
significantly larger than the reactance the velocity amplitudes, relative to the incident 
pressure amplitude, reduce. Therefore the acoustic loss relative to the acoustic pressure 
amplitude decreases. This behaviour is confirmed in Figure  6.4 where the aperture 
velocity amplitude is shown relative to the incident pressure amplitude. Initially, at low 
amplitudes below 200 Pa, the velocity amplitude is increasing with a constant gradient 
to approximately 15 m/s (p’ ~ u’). At this point the gradient changes and the velocity 
amplitude increases at a lower rate than the increase in pressure amplitude (p’ ~ u’2). 
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When the orifice behaviour is described in terms of impedance it can be seen that 
there are regions where (i) the reactance dominates, and (ii) the resistance dominates. 
i) In reactance dominated regions the acoustic absorption increases with increasing 
pressure amplitudes and is associated with a reduced effective length of the 
orifice. 
ii) In the resistance dominated region the acoustic absorption decreases with 
increasing pressure amplitude and is associated with an orifice resistance. This 
means the rate of increase in velocity amplitude relative to the incident pressure 
amplitude is reduced. 
6.2 Influence of Orifice Length upon Non-Linear Acoustic Absorp-
tion 
In a conventional combustion system various orifice geometries can be found with 
hole length-to-diameter ratios ranging from L/D of 0.5 to 10. Figure  6.5 shows the non-
linear acoustic absorption characteristic for such orifice geometries. It can be seen that 
the acoustic absorption increases with decreasing orifice length. Moreover the optimum 
absorption occurs at smaller incident wave amplitudes as the L/D ratio decreases. If the 
length of the orifice increases the inertial forces, due to the acceleration of a larger fluid 
mass inside the orifice, must also increase and a reduction in velocity amplitude is 
therefore expected. In terms of impedance this indicates an increased reactance 
associated with the orifice flow field. This can be seen for the example of two orifice 
plates with L/D of 0.5 and 1.98 in Figure  6.6. Note this data has been measured with 
125 Hz forcing frequency. Nevertheless the basic principles explained with this data do 
also apply for the data shown in Figure  6.5. As expected the measured impedance shows 
an increased reactance for the longer aperture. Ultimately this leads to reduced velocity 
amplitudes for the longer aperture as shown in Figure  6.7. Moreover the occurrence of 
the optimum acoustic absorption coefficient appears at larger excitation pressure as the 
cross-over point from the reactive regime to the resistive regime appears at higher 
pressure amplitudes (Figure  6.6). 
As already mentioned non-linear acoustic absorption is governed by vortex ring 
structures shed from the rim of the orifice. With this in mind it is interesting to note the 
Acoustic Absorption Results – Non-Linear Acoustic Absorption 173 
 
observations of several authors whose investigations were not directly linked to that of 
acoustic absorption as highlighted and discussed in Rupp et. al. (2010). For example 
Gharib et. al. (1998), Linden and Turner (2001) or Jabbal et. al. (2006) have studied the 
formation of vortex rings and the optimum conditions whereby the circulation in the 
vortex core obtains a maximum value. It was not possible to increase the maximum 
circulation of the vortex ring, and hence the kinetic energy associated with the vortex 
ring, despite increasing the fluctuating velocity in the orifice used to form the rings. 
Instead secondary flow features, e.g. wakes, start to absorb the energy and become 
visible in the flow field. More details of the fluid dynamic properties of vortex rings can 
be found in section 2.3. A formation number has been proposed which is a measure of 
the velocity amplitude for a vortex ring which is based on the orifice diameter D and the 
fluid slug length during half of the excitation cycle (see also equation 2.12): 
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( 6.2) 
Using the measured velocity amplitude in the aperture of the orifice and assuming a 
sinusoidal time variation of this amplitude based on the fundamental forcing frequency 
leads to the definition of the vortex ring formation number: 
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( 6.3) 
This approach is equivalent to assuming a top hat velocity profile issuing from the 
aperture. To first order, the higher order harmonics can be ignored, as the amplitude of 
the harmonic frequencies are greatly reduced compared to the fundamental mode 
(Ingard (1970)). It can be seen that the formation number is inversely proportional to a 
Strouhal number based on the unsteady velocity amplitude. Authors investigating 
optimum vortex ring formation, e.g. Gharib et. al. (1998) or Jabbal et. al. (2006) state 
L0/D = 4 or St’ = 0.25 for optimum vortex ring formation. The data presented in Figure 
 6.5 is now shown in Figure  6.8 relative to the vortex ring formation number L0/D. It can 
be seen the optimum acoustic absorption does not coincide with one vortex ring 
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formation number. This becomes clearer in Figure  6.9 which shows the vortex ring 
formation number at the maximum acoustic absorption. It can be seen that the location 
of the optimum acoustic absorption does not collapse on the optimum vortex ring 
formation number of four. The literature concerned with optimum vortex ring formation 
(e.g. Gharib et. al. (1998), Aydemir et. al. (2012)) uses a pulsatile nozzle flow which is 
characterised by a top hat velocity exit profile from the nozzle which generates the 
vortex ring and unsteady jet flow. Moreover the influence of the flow field reactance 
was not of interest for the mentioned experiments. The apparatus used in Jabbal et. al. 
(2006), where a loudspeaker is exciting the flow field of an orifice with L/D = 1, is the 
closest to the application in this work. Jabbal et. al. (2006) showed the optimum vortex 
ring formation of L0/D of four which is close to the estimated formation number in this 
work which shows a vortex ring formation number of five in Figure  6.9. The data 
suggests that the formation number with changing L/D is showing two regimes as the 
formation number at optimum acoustic absorption linearly varies with L/D. The slope of 
the linear behaviour changes around an L/D ratio of one. This could be influenced by 
the flow behaviour of the aperture. For example for short apertures the assumption of a 
top hat velocity profile might not be valid. Hence this could change the slope of the 
shown characteristic in Figure  6.9. As the flow reattaches within the longer L/D 
apertures the generated exit profile could look more like a fully developed flow profile. 
Furthermore the increased viscosity for long L/D ratios (larger than one) might also 
effect the vortex ring formation. However, as already mentioned the optimum 
absorption occurs in the region where the acoustic resistance and reactance are of equal 
value. Due to the increased reactance for longer orifice plates (e.g. as shown in Figure 
 6.6) the occurrence of the optimum absorption occurs at larger velocity amplitudes and 
therefore larger formation numbers. In the synthetic jet experiments of Gharib et. al. 
(1998) or Jabbal et. al. (2006) it was important to maximise the amount of energy 
transferred into the vortex core. For the purpose of the work in this thesis it is important 
to maximise the kinetic energy flux of the aperture flow field at a given incident 
pressure amplitude. The unsteady kinetic energy of the aperture flow field in the 
acoustic measurements is described with the acoustic resistance and reactance where 
both parameters in the non-linear absorption regime are a function of incident pressure 
amplitude. Ultimately the changes in the described acoustic properties are caused by the 
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fluid dynamic properties of the vortex ring and the potential secondary flow structures. 
Hence this is further investigated in the unsteady flow fields in chapter 7. 
6.3 Comparison with Non-Linear Acoustic Absorption Models 
The model used to predict the non-linear acoustic absorption was developed by 
Bellucci et. al. (2004). This model has been assessed in terms of its ability to predict the 
experimental data. Moreover, the model was also used to derive the effective length and 
the loss coefficients for the best match with the experimental data. The model is based 
on a momentum balance across the orifice and has been introduced in detail in section 
2.5.3. In this case the downstream pressure amplitude is set to zero as measured in the 
experiment. Thus the momentum balance for the calculations shown in this section was 
defined as: 
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Note the model is valid for the linear and non-linear acoustic absorption regime. This 
characteristic of the model is controlled by the function ( )DD uUg ˆ  in equation ( 6.4). If 
the velocity amplitude is much smaller than the mean velocity the relationship between 
incident pressure amplitude and velocity amplitude is linear. In the non-linear regime 
the velocity amplitude is in the order of the mean velocity through the aperture or larger. 
The experiments have been conducted in the absence of mean flow through the orifice. 
Hence equation ( 6.4) with 0=DU  reduces to 
0
3
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π
ρρςRρ , ( 6.5) 
according to equation (2.55). 
The non-linear equation ( 6.5) is solved using a non-linear numerical solver within 
MATLAB. In this case the pressure amplitude was an input variable and the velocity 
amplitude was the solution provided by the numerical solver. As the acoustic length of 
the orifice and its discharge coefficient were not known a priori the length correction 
and discharge coefficient were matched to reproduce the measured acoustic impedance.  
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Figure  6.10 shows a comparison of the measured impedance and the acoustic energy 
loss without mean flow for two orifice plates: Plate number 19 with L/D = 0.25 and 
Plate number 22 with L/D = 1. Note the acoustic loss is calculated from the measured 
data as described in section 5.1 and normalised with the square of the incident pressure 
amplitude. The non-linear model can be used to calculate the admittance of the aperture 
which enables the loss calculation as described in equation (5.4) which leads to the 
same result as in equation (2.62). Finally the calculated energy loss is also normalised 
with the incident pressure amplitude. In general it can be seen, as also shown in the 
previous section, that both the resistance and reactance are a function of excitation 
pressure amplitude. However it seems as if the model agrees with the impedance of the 
longer orifice (L/D = 1) much better than for the shorter orifice (L/D = 0.25). The 
reactance of the longer orifice remains constant over a wider excitation amplitude (i.e. 
up to L0/D of 2 instead of L0/D of 0.7 for the aperture with L/D = 0.25). Moreover the 
resistance follows a linear trend to higher excitation amplitudes than for the shorter 
orifice. The reason for the differences in measured reactance for the two apertures is 
caused by the distribution of internal and external reactance. The aperture internal 
reactance is governed by inertial forces accelerating the mass of the fluid within the 
aperture. Whereas the external reactance of the aperture flow field is simulated with the 
length correction. The external length correction is affected by the vortex ring 
aerodynamic behaviour. For a thin aperture (L/D = 0.25) the external flow reactance 
dominates. As the amplitudes increase so changes the unsteady flow field controlled by 
the large scale structures and thus the aperture reactance is changing. For the long 
aperture the internal reactance seems to have the larger influence upon the overall 
reactance and hence the effect of the external flow field seems to have a reduced 
influence upon the acoustic behaviour of the aperture. 
The assumption of constant loss coefficient and length correction in the model is not 
sufficient for the prediction of the impedance for the short orifice. Hence it cannot be 
accurately reproduced which leads to discrepancies in the acoustic loss predictions. And 
the model does only agree with the points where resistance and reactance are matched 
with the experiment. The longer orifice however shows better agreement with modelled 
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impedance on the basis of constant loss coefficient and length correction and therefore 
the acoustic loss is reproduced more accurately.  
In general the modelling of the non-linear acoustic absorption behaviour is a 
challenge with simple one dimensional calculation tools. The flow field in the non-
linear regime is complex due to large scale structures, such as vortex rings, which 
influence the unsteady flow field. Moreover the nature of these structures is also 
dependent on the excitation amplitude itself. This is simplified in a one dimensional 
model by using acoustic length corrections and discharge coefficient. It is therefore not 
surprising that the length correction or the loss coefficient is dependent on the excitation 
amplitude. Furthermore this dependency needs to be estimated using empirical data as, 
for example, conducted in Cummings (1986), Hersh et. al. (1999), Betts (2000) and 
Bellucci et .al. (2004b). For the purpose of this work an investigation was conducted 
into the flow field during non-linear absorption to understand the fluid dynamic nature 
of the changes in length correction and loss coefficient. This will be discussed in the 
following chapter. 
6.4 Transition from Linear to Non-Linear Acoustic Absorption 
The transition from linear to non-linear absorption behaviour is of great importance 
for the design of acoustic dampers within gas turbine combustion systems. Moreover it 
is of importance in terms of the unsteady characteristic of the cooling flow through 
effusion holes. In general acoustic damping devices connected to the combustion 
chamber require a mean flow through the apertures for cooling purposes. If combustion 
instabilities occur, at some point during the gas turbine operating envelope, and these 
cannot be adequately controlled by the damping device the pressure amplitudes within 
the combustion chamber rises. At this point transition from linear to non-linear 
absorption can occur. Thus linear absorption models cannot predict the orifice velocity 
amplitudes associated with the non-linear acoustic absorption and vice versa. 
Investigating which parameters influence the transition and the point at which the 
transition from linear to non-linear absorption occurs are important for several reasons. 
The non-linear absorption characteristic will influence the limit cycle pressure 
amplitude of the combustion instability. Thus accurate non-linear absorption models 
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will be necessary for thermo-acoustic pressure amplitude predictions. Moreover the 
transition from linear to non-linear absorption changes the relationship between 
unsteady velocity and acoustic pressure amplitude. With rising pressure amplitudes 
relative to the mean aperture the risk of hot gas ingestion into the damper geometry or 
cooling geometry increases. This will reduce the cooling effectiveness of the combustor 
wall and, ultimately, could lead to overheating of the combustor wall. To be able to 
predict the occurrence of hot gas ingestion is of great importance to understand the 
velocity amplitude relative to the mean velocity through the apertures. Hence the 
transition from linear to non-linear absorption needs to be understood and adequately 
described. 
6.4.1 Acoustic Absorption Coefficient Measurements during the Tran-
sition from Linear to Non-linear Absorption 
Figure  6.11 shows a summary of measured acoustic absorption coefficients for single 
orifice geometries. In this case the absorption coefficient ∆ is shown with respect to the 
incident wave amplitude. The figure shows an example of four orifice geometries with 
length-to-diameter ratios of 0.5, 1.98, 3 and 6.8. For each of the geometries the 
measured absorption coefficient at four test conditions is shown: dp/p of 0-0.5% mean 
pressure drop resulting in a Strouhal number range from 0.08 to 0.19. In this case the 
solid symbols represent the linear absorption regime (i.e. the acoustic absorption 
coefficient is constant with pressure amplitudes) and the hollow symbols signify the 
non-linear absorption regime (i.e. the acoustic absorption coefficient varies with 
pressure amplitudes). For the geometry with L/D of 0.5 (Figure  6.11 a)) it can be seen 
that for finite levels of pressure drop the non-linear absorption coefficients increase to a 
maximum. This maximum value coincides with the non-linear absorption coefficient 
without mean flow through the aperture. After reaching the maximum value, for the 
cases with mean flow, all coefficients (with and without mean flow) converge onto the 
same absorption coefficient for further increases in excitation pressure amplitude. 
However this is not the same for all the shown examples. As Figure  6.11 b) shows the 
absorption coefficient reduces in the non-linear acoustic absorption regime compared to 
the linear acoustic absorption coefficient for dp/p = 0.1%. It can also be seen, e.g. 
Figure  6.11 c) dp/p = 0.1%, that the linear absorption regime generates larger absorption 
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coefficients than the non-linear optimum absorption for the case with no mean flow. In 
general all the data shows that the non-linear absorption behaviour with mean flow is 
converging on the absorption coefficient characteristic of the non-linear regime without 
mean flow. Hence the absorption coefficient increases or decreases during transition 
from linear to non-linear absorption dependent on the level of the non-linear absorption 
coefficient without mean flow. In other words, if the linear absorption is larger than the 
non-linear absorption without mean flow the absorption coefficient reduces during 
transition from the linear to the non-linear regime and vice versa. At high velocity 
amplitude to mean velocity ratios the influence of the mean flow becomes insignificant. 
Hence the convergence of the data with and without mean flow at large amplitudes in 
the non-linear regime. In this case the flow field is governed by the same phenomena as 
for the non-linear absorption regime without mean flow, i.e. pulsatile jet flows and the 
presence of large scale vortex rings. 
Figure  6.11 also shows that for the cases with mean flow the transition from linear to 
non-linear absorption occurs at lower excitation amplitudes with reducing pressure 
drops. Thus it is not the actual pressure amplitude which controls the point of transition, 
it is the pressure amplitude relative to the mean pressure drop. Hence the transition can 
occur at relative small pressure amplitudes if the mean pressure drop is sufficiently low. 
As discussed in section 1.3.1.3 within the non-linear acoustic absorption regime the 
pressure amplitude is proportional to the square of the velocity amplitude within the 
aperture. Hence non-linear absorption occurs at the point where the velocity amplitude 
and the incidental pressure amplitude are no longer proportional. Figure  6.12 shows the 
measured velocity amplitudes in the plane of the aperture relative to its mean flow with 
respect to the pressure amplitude incident on the orifice relative to the mean pressure 
drop. Moreover the calculated velocity ratio using the linear model introduced in section 
5.9 is shown as a reference. It can be seen that the linear model and the measured 
velocity amplitudes compare very well up to 750.ˆ ≈pdpd . At this point the measured 
velocity amplitudes deviate from the linear model and the transition to the non-linear 
absorption regime occurs. Hence at this point the velocity amplitude is no longer 
linearly related to the incident pressure amplitude. Thus the unsteady velocity ratio at 
which non-linear absorption occurs is approximately 40.ˆ ≈DD Uu . 
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It is expected that the velocity ratio, at which non-linear absorption occurs, should 
remain constant. The measured velocity amplitude and pressure amplitude ratios for L/D 
of 0.25 and 1.98 is shown in Figure  6.13. Again the measured data is compared to the 
linear acoustic model. It can be seen that the transition occurs for velocity amplitude 
ratios larger than 0.4 in both cases. Moreover the transition of non-linear absorption 
occurs at larger pressure amplitudes relative to the mean pressure drop for the longer 
orifice geometry (L/D = 1.98) compared with the orifice geometry at L/D of 0.5. Due to 
the increased reactance of the orifice the velocity amplitude is smaller for a given 
pressure amplitude. Hence the ratio of unsteady to mean velocity through the aperture 
of 0.4 occurs at larger pressure amplitudes for a longer aperture. 
Based on the conducted experiments it can be concluded that the transition from 
linear to non-linear acoustic absorption occurs for velocity amplitude ratios of 
approximately 0.4. Hence the application of linear acoustic absorption models is also 
only valid up to velocity amplitude ratios of 0.4. 
6.4.2 Characteristics of Acoustic Parameters during Transition from 
Linear to Non-Linear Acoustic Absorption 
The absorption coefficients with and without mean flow across the aperture presented 
in Figure  6.11 showed that the absorption coefficients with mean flow converged onto 
the absorption coefficients without mean flow at high amplitudes. This behaviour will 
be further investigated in this section using the measured acoustic impedance. Figure 
 6.14 shows the measured acoustic impedance for an orifice with L/D = 0.25. In this case 
the impedance was measured with mean flow (mean pressure drop of 0.1%) and without 
mean flow. It can be seen that the acoustic resistance with mean flow is larger at low 
velocity amplitudes (< 5 m/s) than for the case without mean flow. Moreover the 
acoustic reactance is smaller for the case with mean flow compared to the cases without 
mean flow. As the velocity amplitudes increase the impedance for the case with and 
without mean flow converges. The same can be seen for the example with L/D of 1.98 
in Figure  6.15. This behaviour is caused by the fundamentally different flow fields. For 
the cases with mean flow the flow field is expected to be not influenced by any flow 
structure. As the velocity amplitudes increase and the absorption becomes non-linear 
flow structures such as vortex rings occur. In this case the fluid dynamic behaviour of 
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the aperture flow field is the same as for the cases without flow and so the measured 
acoustic impedance with and without flow converges as it is governed by the same fluid 
dynamic behaviour and large oscillating velocity amplitudes. 
6.4.3 Modelling Aspects of the Transition from Linear to Non-Linear 
Acoustic Absorption 
As already discussed in section 2.5.3 the modelling methodology is based on the 
introduced momentum balance for the calculation of the acoustic velocity amplitudes 
due to the incident pressure amplitude: 
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However the difference to the previous approach is that there is mean flow 
influencing the non-linear absorption part. Hence the g-function within the resistance 
term has to be included in the solution. The definition of the g-function can be found in 
equation (2.55). In general the change from linear to non-linear behaviour is controlled 
by this function using the ratio of mean velocity to unsteady velocity amplitude:  
• If 1<
D
D
u
U
ˆ
 the velocity amplitude is solved in the non-linear regime. 
• If 1≥
D
D
u
U
ˆ
 the velocity amplitude is solved in the linear regime. 
As it was shown in the previous section the transition from linear to non-linear 
behaviour occurs at 40.ˆ ≈DD Uu . Hence the transition in the above described model 
should take place at 52.ˆ ≈DD uU . Therefore the transition to non-linear absorption 
starts for velocity amplitude ratios larger than 1. This means the solver remains within 
the linear regime even if the transition to non-linear absorption has already happened. 
Therefore, as it is the case for the non-linear regime, the accurate prediction of the 
transition to non-linear acoustic absorption is only possible using semi-empirical 
correlations and curve fits for one-dimensional models as for example in Bellucci et. al. 
(2004b). Otherwise much more sophisticated methods modelling the actual fluid 
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dynamic phenomena are needed to be able to capture the relevant processes in the 
unsteady flow field. 
6.5 Closure 
In this chapter the fundamental characteristics of the non-linear acoustic absorption 
have been discussed. In general the amount of acoustic absorption in the non-linear 
absorption regime is dependent on the pressure amplitude being in the reactive range 
(region where the acoustic reactance is much larger than the resistance) or in the 
resistive range (region where the acoustic resistance is much larger than the reactance). 
Within the region of dominating reactance the effective length reduces with increasing 
pressure amplitude. Therefore the absorption increases with increasing pressure 
amplitude in this regime. In the resistive regime the resistance increases with increasing 
pressure amplitudes and so the acoustic absorption coefficient reduces. The optimum 
acoustic absorption occurs in the region where the acoustic resistance and the acoustic 
reactance are equal. It is believed that this behaviour is governed by the interaction of 
the pulsatile orifice flow field and the generated vortex rings within the flow. 
The influence of the orifice length upon the non-linear absorption has been shown. It 
could be seen that the absorption coefficient reduces with increasing orifice length due 
to the increasing reactance of the orifice. Thus velocity amplitudes decrease and 
ultimately the absorption coefficient decreases. 
It has been shown that the non-linear acoustic modelling is challenging and depends 
heavily on pressure amplitude dependent empirical loss coefficients and length 
corrections. It is expected that the generated vortex rings within the pulsatile flow field 
are the reason for the changing loss coefficients and length corrections. Thus an 
investigation of the fluid dynamic behaviour would provide further insight into the 
measured acoustic behaviour. 
Finally the transition from linear to non-linear absorption was presented. It was 
shown that transition from linear to non-linear absorption occurs at a velocity amplitude 
of 40.ˆ ≈DD Uu  which is much earlier as anticipated by the used modelling technique. 
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Figure  6.1: Acoustic absorption without mean flow. Plate number 1, L/D = 0.47 
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Figure  6.2: Acoustic energy loss. Plate number 1, L/D = 0.47 
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Figure  6.3: Impedance and normalised acoustic energy loss for the non-linear ab-
sorption test case. Plate number 1, L/D = 0.47 
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Figure  6.4: Orifice velocity amplitude relative to incident pressure amplitude for 
the non-linear absorption test case. Plate number 1, L/D = 0.47 
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Figure  6.5: Non-linear absorption coefficient for D = 9.1mm orifice at various L/D. 
Plate number 3 – 11, forcing frequency 62.5 Hz. 
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Figure  6.6: Impedance comparison for L/D of 0.47 and L/D of 1.98. Forcing fre-
quency of 125 Hz. Plate number 1 and 13. 
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Figure  6.7: Non-linear absorption coefficient for various L/D. Plate number 1 and 
13, forcing frequency 125 Hz. 
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Figure  6.8: Non-linear admittance dependent on vortex ring formation number for 
orifice length-to-diameter range of 0.5< L/D < 10. Plate number 3 – 11. 
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Figure  6.9: Vortex ring formation numbers at maximum absorption for a range of 
orifice length-to-diameter ratios. Plate numbers 3 – 8, 18 and 19. 
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Plate number 19, L/D = 0.25 
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Plate number 22, L/D = 1 
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Plate number 22, L/D = 1 
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Figure  6.10: Comparison between non-linear acoustic experiment and non-linear 
acoustic absorption model 
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b) L/D = 1.98 
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Figure  6.11: Transition from linear to non-linear acoustic absorption, acoustic ab-
sorption experiment, forcing frequency of 62.5 Hz. Plate numbers 3, 6, 8, 10. 
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Figure  6.12: Transition from linear to non-linear acoustic absorption, acoustic ab-
sorption experiments, forcing frequency 62.5 Hz. Plate number 3, L/D = 0.5 
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Figure  6.13: Transition from linear to non-linear acoustic absorption, Rayleigh 
Conductivity experiments, dp/p = 0.3%. Plate numbers: 19 and 24. 
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Figure  6.14: Impedance comparison during transition from linear to non-linear 
acoustic absorption with and without flow, forcing frequency 125 Hz. Plate num-
ber 19, L/D = 0.25. 
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Figure  6.15: Impedance comparison during transition from linear to non-linear 
acoustic absorption with and without flow, forcing frequency 125 Hz. Plate num-
ber 24, L/D = 1.98. 
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7 Methodology to Identify Unsteady Flow Struc-
tures Associated with Acoustic Absorption 
The amount of energy absorbed from the acoustic field is directly linked to various 
features within the unsteady flow field in the vicinity of an orifice. Investigation of this 
unsteady flow field will therefore provide a greater understanding of the relevant flow 
field characteristics associated with the acoustic absorption process. An experimental 
technique has been developed to enable interrogation of this region using Particle Image 
Velocimetry (PIV) with adequate spatial and temporal velocity field information. 
However, the mean pressure drop across the orifice will generate a mean flow field and 
turbulence even in the absence of an acoustic pressure perturbation. Hence a data 
analysis technique has been developed that identifies the unsteady features caused by 
the incident acoustic pressure waves from other flow field features. This method is 
based on the application of Proper Orthogonal Decomposition (POD). Initially an 
introduction to the POD analysis will be given. Thereafter the developed methodology 
is explained. This method will then be validated against the acoustic measurements 
using the two-microphone method based on the acoustic absorption results shown in the 
previous chapter. Finally the methodology is used to highlight fluid dynamic 
phenomena leading to the absorption of acoustic energy within the linear and non-linear 
acoustic absorption regime. 
7.1 Introduction to the Proper Orthogonal Decomposition 
The Proper Orthogonal Decomposition, (POD) is a well-established method used for 
structure identification within turbulent flow research, e.g. Adrian et. al. (2000), Bernero 
and Fiedler (2000), Graftieaux et. al. (2001), Patte-Rouland et. al. (2001), Kostas et. al. 
(2005), Midgley (2005), Robinson (2009),etc. In general the method is used to calculate 
time averaged instantaneous velocity field data. The description of the used POD 
analysis can also be found in Rupp et. al. (2010) and Rupp et. al. (2010b). In this work 
before the Proper Orthogonal Decomposition is applied the time averaged flow field 
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is subtracted from the data set. The symbol  represents an ensemble average and N 
denotes the amount of samples. Some authors do not subtract the mean flow field and 
perform the POD method over the complete data set. In this case the first POD mode is 
associated with the mean flow field However for this study the resulting data set 
investigated in the Proper Orthogonal Decomposition is then defined by the 
instantaneous fluctuating velocity vectors where the time average is 
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and the time index is defined as Ni ,,1= , where N is the maximum amount of 
samples, i.e. 3072. 
The overall objective of the method is to extract time-independent orthonormal basis 
functions (structural modes) ( )xkϕ  and time dependent orthonormal coefficients 
(temporal coefficients) ( )ik ta  such that their reconstruction of the instantaneous velocity 
field 
( ) ( ) ( )∑
=
⋅=′
N
1k
kiki xtat,xu ϕ  ( 7.3) 
is optimal. In this case the parameter k defines the POD mode number. This 
reconstruction is optimal in the sense that it reconstructs the original data most 
accurately from the first m < N sequential POD modes. The structural modes contain 
information on the shape of the coherent structures within the fluctuating velocity field. 
Each structural mode has a temporal coefficient which describes how the coherent 
structure changes in time. A simple analogy is that the structural mode represents the 
amplitude of a fluctuating velocity field associated with that mode, and the change of 
this amplitude over time is represented by the temporal coefficient. Therefore the 
temporal coefficient gives an indication of any coherent structures (or other features) in 
the associated mode that are either periodic or of a random nature. 
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Mathematical optimality is ensured by the maximisation of the averaged projection of 
u′  onto ϕ  (Holmes et. al. (1998)). Therefore, to satisfy the maximisation problem, ϕ 
must be an eigenfunction of the two-point correlation tensor as discussed in Berkooz et. 
al. (1993): 
( ) ( ) ( )xxdxx,xR
D
λϕϕ =′′′∫ . ( 7.4) 
Thus the maximum is achieved for the largest eigenvalue λ. The integral is applied over 
a spatial domain D. Moreover the spatial correlation tensor is represented by ( )'x,xR . 
This spatial correlation tensor is a measure of the size of the structures within the flow 
field and can also be used in calculating the integral length scales of the structures 
within the flow field (e.g. Midgley (2005), Robinson (2009), Dunham (2011), etc). 
To calculate the spatial correlation tensor the matrix A can be constructed containing 
the fluctuating velocity components of the sampled planar PIV velocity field. In this 
case the coordinate x resembles a pair of x and y coordinates, i.e. (x,y)i and m represents 
the number of vectors within the flow field (m = 64×64 = 4096). It can be seen that the 
spatial variation of the oscillating velocity vector is contained in the rows of the matrix 
and its temporal variation within the columns of matrix A (e.g. Midgley(2005)): 
( ) ( )
( ) ( )


















′′
′′
=
Nmmm
N111
t,xut,xu
t,xut,xu
A



. 
 
( 7.5) 
Thereafter the spatial correlation function can be calculated ( )'x,xR : 
( ) ( )TAA
N
xxR 1=′, . 
( 7.6) 
As described in Sirovich (1987) the spatial POD modes can be calculated from the 
eigenvectors of the spatial correlation matrix. Chatterjee (2000) showed that the spatial 
modes can be inferred by using a Singular Value Decomposition (SVD): 
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( ) TUx,xR ΣΦ=′ . ( 7.7) 
In this case the large spatial correlation matrix is decomposed into three matrices: the 
N×N matrix U, the m×m matrix Φ and the N×m  matrix Σ. The matrix Σ consist of zero 
elements except for the singular values along the diagonal elements of the matrix. 
Furthermore the singular values are also ordered so that the first diagonal element is the 
largest value. Moreover the columns of matrix Φ contain the eigenvectors. Therefore the 
kth spatial POD mode can be extracted by using the kth column of the matrix Φ. 
Calculating the spatial POD modes using the described method is computationally 
expensive, as it is considering the m×m spatial correlation matrix ( )x,xR ′ . Thus, a 
method proposed by Sirovich (1987), known as the Snapshot-POD method, was used. 
In this case the SVD was conducted on the matrix C 
( )TAA
N
C 1=  
( 7.8) 
instead of the spatial correlation matrix R. Thus the elements in C are reduced to N×N 
which reduces the computational effort as less time steps N are used than vectors in the 
flow field m. However the Snapshot-method does not calculate the eigenvectors for the 
spatial POD modes directly. In this case the eigenvectors κκ of the SVD need to be 
multiplied with the matrix A containing the fluctuating velocity components: 
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An important characteristic of the POD analysis is that the eigenvalue λi, which is the 
square-root of the diagonal elements of matrix Σ, associated with a particular POD 
mode divided by the sum of all eigenvalues of all POD modes is representative of the 
kinetic energy contained in each mode relative to the total fluctuating kinetic energy. 
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( 7.10) 
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Therefore the POD modes are ordered in terms of their kinetic energy. The first POD 
mode contains the most energy averaged over the field of view. An example of the 
cumulative kinetic energy distribution is shown in Figure  7.1. This data is based on a 
acoustic flow field with 62.5 Hz excitation with 0.1% and 0.8% mean pressure drop. It 
can be seen that the flow field at the smaller pressure drop contains an increased amount 
of kinetic energy in the first POD modes. 
The temporal variation of the spatial POD mode can be inferred from the unsteady 
velocity field and the calculated spatial POD mode: 
( )TkkTkk ua ϕϕϕ′= . ( 7.11) 
Thus the unsteady velocity field as defined in equation ( 7.3) can be reconstructed using 
the temporal coefficient ak and the spatial modes ϕk. 
The described POD method was implemented in the MATLAB routine Xact 
developed by Robinson (2006). Velocity vectors calculated by the LaVision Davis 7.2 
software were used as an input into the Xact analysis routine, which performed the 
Snapshot-POD method on the unsteady velocity vectors. 
The maximum amount of samples per test point for the represented test cases 
specified by the high speed camera was 3072. At a sampling frequency of 1100 Hz this 
results in 8 to 9 data points (i.e. velocity fields) per cycle for the excitation frequency of 
125 Hz and 16 to 18 data points per cycle for the excitation frequency of 62.5 Hz. The 
POD analysis was conducted on all 3072 data points. Due to the periodic signal this 
resulted in 349 statistical independent samples for 125 Hz excitation and 174 
independent samples for the 62.5 Hz excitation. Patte-Rouland et. al. (2001) mentions 
that 400 statistical independent samples are sufficient for a good statistical 
representation of the lower POD modes. Moreover it is shown that the cumulative 
energy within the lower POD modes converge for a normalised mode number of k/N = 
0.585, where k represents the mode number and N is the total number of snapshots. 
Figure  7.2 shows the cumulative energy within the POD modes for examples of the 
linear and non-linear acoustic absorption cases. It can be seen that the modes converge 
around the same value of 0.585 with more than 99.9% of the cumulative kinetic energy. 
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Hence the used amount of independent samples for this work seems sufficient for the 
convergence of the amount of energy within the lower POD modes. 
7.2 Methodology to Identify Unsteady Flow Structures Associated 
with Acoustic Absorption 
The experimental investigation of the unsteady flow field was conducted using 
particle image velocimetry (PIV). Various PIV velocity measurements have been 
undertaken for the linear and non-linear absorption regime. The non-linear velocity 
fields have been measured for plate number 1 (Table A.1) with 12.7 mm diameter and 
L/D = 0.47. A small pressure drop across the orifice plate of 8 Pa has been applied to 
drag the necessary seeding particles through the test section. The excited flow fields 
have been measured at three different excitation pressure amplitudes (130 dB, 137 dB 
and 142 dB) for the 125 Hz forcing cases. However to illustrate the developed 
methodology the test point at 137 dB will be described in more detail. The absorption 
measurement relative to the PIV test condition is also shown Figure  7.3 and suggests the 
absorption is non-linear. Hence the reversing flow field is likely to generate vortex ring 
type structures either side of the aperture, i.e. a significant amount of acoustic energy is 
dissipated upstream of the orifice as well as downstream of the orifice. Thus two flow 
field measurements at the same forcing amplitude have been conducted either side of 
the orifice so that the vortex ring structures upstream and downstream of the orifice, due 
to the reverse flow within the acoustic cycle, could be captured. The following 
description of the methodology to identify the unsteady flow structures is taken from 
Rupp et. al. (2010b). 
The flow field chosen for the linear absorption regime was measured at 137 dB as 
indicated in Figure  7.4. In this case the orifice diameter was 9.1 mm with a length-to-
diameter ratio (L/D) of 0.5 (plate number 3 in Table A.1) and an excitation frequency of 
62.5 Hz. In the linear regime it is assumed that all the energy dissipation occurs within 
the downstream flow field, hence no PIV measurements upstream of the aperture have 
been captured. It should be noted that some of the energy could be dissipated within the 
boundary layer internal to the orifice. However, due to the length of the investigated 
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orifice plate the loss of acoustic energy, due to the boundary layer inside the orifice, 
could be neglected (see chapter 5.9.1). 
Figure  7.5 and Figure  7.6 show examples of the measured instantaneous flow fields 
during non-linear and linear acoustic absorption. The total velocity is indicated in the 
contour of both figures and stream traces have been added to show the characteristic of 
the measured flow fields. Furthermore the Cartesian coordinates x and y have been 
normalised using the orifice diameter. In Figure  7.5 two sequential instantaneous flow 
fields within one acoustic cycle are shown for the flow field downstream of the orifice. 
Figure  7.6 shows two sequential flow fields during linear absorption. At first glance 
obvious differences within the flow fields are visible. It can be seen that the flow field 
within the non-linear acoustic absorption regime shows large vortex ring structures 
whereas the linear acoustic absorption regime is characterised by a pulsatile turbulent 
jet. However, both flow fields are influenced by: 
(i) the acoustic pressure oscillation producing the unsteady orifice pressure drop 
(ii)  the mean flow field which is caused by the centrifugal fan producing the 
mean orifice pressure drop  
(iii)almost random turbulent oscillations within the flow.  
Thus a quantitative assessment of the coherent structures relevant to the acoustic 
absorption may be possible if the fluctuating velocity could be decomposed into a 
velocity field containing coherent, periodic structures (that correlate in some form with 
the acoustic field and the incident acoustic pressure waves) and fluctuations that are 
more random and turbulent in nature, (and which exhibit no correlation with the 
acoustic field), i.e. 
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Having decomposed the measured velocity field into these components an 
instantaneous flow field can be reconstructed. For example, the reconstructed flow field 
could include the mean flow field and periodic structures that exhibit coherence with the 
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incident acoustic pressure waves (i.e. so that the random turbulent fluctuations are 
ignored). In this way the reconstructed flow field and its subsequent analysis offers the 
potential for identifying features generated by the incident pressure waves which are 
responsible for absorbing energy from the acoustic field. However, careful 
consideration is required as to how this analysis should be undertaken. This is because 
as the flow field develops energy can, and will, be transferred between components. For 
example, as the coherent structures in the flow field decay and mix out energy will be 
transferred from these coherent structures into random turbulent fluctuations, whilst the 
random turbulent fluctuations lose energy due to dissipation. In this work an attempt 
was undertaken to decompose the unsteady velocity field using the Proper Orthogonal 
Decomposition. This procedure is described in the following section which is based on 
the data and methods described in Rupp et. al. (2010) and Rupp et. al. (2010b). 
7.2.1 Flow Field Decomposition 
In general the methodology to identify the velocity field related to the acoustic 
forcing relies on the analysis of the calculated POD modes based on the measured 
unsteady velocity fields. All the POD modes have been calculated using the in-house 
MATLAB routine Xact. 
Figure  7.7 shows an example of three spatial POD modes calculated in the 
downstream field within the non-linear absorption regime. Moreover the corresponding 
temporal coefficients related to the spatial POD modes are shown in Figure  7.8. The 
method to identify the acoustically related POD modes relies on an analysis of these 
temporal coefficient. Thus, a Fourier transformation of the temporal coefficient was 
conducted and is shown for the corresponding POD modes in Figure  7.9. 
It can be seen that a large vortex structure is featured within POD mode 2 (Figure 
 7.7). Furthermore the temporal coefficient for this mode shows responses at the 
excitation frequency of 125 Hz and its harmonics (Figure  7.9). In other words this 
structure, and its associated energy, is strongly correlated with the incident pressure 
wave. Similar behaviour can be seen from mode 4, which also shows vortex structures 
within the spatial modes (Figure  7.7) and a frequency response in the temporal 
coefficient at the excitation frequency (Figure  7.9). However in this case the 2nd and 3rd 
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(250 and 375 Hz) harmonics seem to show a larger amount of energy than the 
fundamental forcing frequency. Since the pressure spectrum does not show excitation 
frequencies up to the third harmonic, the harmonics shown for mode 4 and mode 2 have 
been generated in the flow field as a response to the 125 Hz excitation. This is expected 
as it was also observed in the hotwire velocity measurements from Ingard (1960). A 
mode representing random turbulent fluctuations is also presented (mode 100 in Figure 
 7.7 and Figure  7.9). It can be seen that no coherent structures are visible in the structural 
mode and the temporal coefficients exhibit no significant response at the excitation 
frequency (or its harmonics).  
Moreover as another example the spatial modes, temporal coefficients and the Fourier 
transforms of the temporal coefficients are shown in Figure  7.10 - Figure  7.12 for the 
flow field within the linear absorption regime. In this case the shown POD modes are 
representative of the pulsatile jet flow (e.g. mode 1 in Figure  7.10). Moreover no 
structures seem to be visible in the vicinity of the aperture, i.e. y/D > -1, for mode 1 and 
mode 3 (Figure  7.10). However the Fourier transformed coefficients (Figure  7.12) do 
show evidence of the acoustic forcing frequency within their associated temporal 
coefficients (in particular for modes 1 and 3). In this case almost no harmonic 
frequencies at multiples of 62.5 Hz are visible. Finally random turbulent modes are also 
shown, as for example for mode 100. 
The periodic flow field related to the acoustic absorption can now be reconstructed 
using only the modes which show a dominant frequency component in the temporal 
coefficient which is either equal to the forcing frequency or a harmonic of that 
frequency. This reconstruction of the flow field is detailed in the following section. 
7.2.2 Flow Field Reconstruction 
In conventional flows the turbulent flow field is characterised by a range of turbulent 
structures in which energy typically cascades from the large, energy containing, eddies 
into smaller structures from which turbulent energy is dissipated into heat. Hence the 
turbulent energy is distributed over a broad range of frequencies and gives rise to classic 
spectra (e.g. Pope (2000)) in which the various sub-ranges can be identified (i.e. energy 
containing range, non-viscous sub range, etc). Such a process would result in modes 
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whose temporal coefficients exhibit no preferred frequencies (e.g. mode 100 in Figure 
 7.9 and Figure  7.12). However, as already shown some modes exhibit temporal 
coefficients which suggest the velocity field, associated with that mode, has a preferred 
frequency of fluctuation that corresponds to the acoustic excitation frequency (or its 
harmonic). Hence this suggests that the velocity field associated with this mode, and its 
associated flow field features, has been generated by the incident acoustic pressure 
waves. In other words the energy associated with this mode has, potentially, originated 
from the acoustic field and therefore represents the mechanism by which energy is 
being absorbed from the incident acoustic waves. 
A filter routine was developed which identifies modes whose temporal coefficients 
exhibit preferred frequencies at the excitation frequencies, or its harmonics, such as that 
indicated by modes 2 and 4 (Figure  7.9) or modes 1 and 3 (Figure  7.12). The function of 
the filtering is illustrated in Figure  7.13 with the spectrum of the temporal coefficient of 
mode 2 in the non-linear absorption example. The routine is averaging all the 
amplitudes within the spectrum. Furthermore the maximum amplitude and its frequency 
are also identified. The frequency at which the maximum amplitude occurs must lie 
within a frequency band ∆f of ±1% of the excitation frequency or its harmonics so that 
the mode is considered as an acoustically related mode. Finally the amplitude within the 
frequency band has to be at least two times larger than the averaged amplitude of the 
spectrum. 
Applying the filter to the data set resulted in approximately 140 modes, out of the 
possible 3072 modes, being identified within the flow field of the non-linear absorption 
regime. Furthermore 720 modes have been identified within the flow field in the linear 
absorption regime. Figure  7.14 shows the cumulative energy distribution for the POD 
modes in the non-linear regime. The diamonds which coincide with the cumulative 
energy curve symbolise the filtered POD modes used by the reconstruction of the flow 
field. The diamonds which coincide with 0% cumulative energy indicate that these 
modes were not used. The same can be seen from Figure  7.15 for the measurement in 
the linear acoustic absorption regime. It can be seen that 9 out of the 10 first POD 
modes were used in the non-linear regime (Figure  7.14). Moreover these modes equate 
to 90% of the total kinetic energy of the oscillating flow field. For the linear regime 
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only 5 of the first 10 POD modes are used (Figure  7.15). Moreover comparing both 
cumulative energy curves it can be seen that more oscillating kinetic energy is contained 
within the first 10 modes relative to the total kinetic energy within the non-linear 
absorption regime. This is implying that the linear absorption regime case is dominated 
by smaller scale structures containing less of the total energy within the flow field 
compared to the non-linear absorption case. 
The filtered POD modes are referred to as the ‘acoustically related’ modes and the 
flow field was then reconstructed using only these modes. This reconstructed velocity 
field is thought to represent the unsteady flow field generated by the acoustic pressure 
fluctuations. The remaining modes can also be reconstructed and this, of course, 
represents the random turbulent field. This flow field is associated with, for example, 
the mean flow and the turbulence generated as it passes through the orifice. In this way 
the instantaneous velocity field components defined in equation ( 7.12) could be 
identified and the associated flow fields reconstructed. 
The power spectral density for the v-velocity component has been used to initially 
assess the velocity field of the acoustically related modes with respect to the total 
velocity field and the turbulent field. The turbulent field was reconstructed from the 
modes which were rejected by the filter function. Two points within the non-linear 
acoustic flow field, as indicated in Figure  7.16, were used for this analysis. In this case 
the total velocity was shown as a contour within the flow field and the orifice is located 
at y/D = 0. Point 1 was located on the centreline of the unsteady jet flow (x/D = 0 and 
y/D = -0.4) and point 2 was located within the shear layer of the pulsatile flow field (x/D 
= 0.4 and y/D = -0.6). The power spectral density for point 1 is shown in Figure  7.17. 
Spectra are presented for the total velocity field and the velocity fields reconstructed 
from the ‘acoustically related’ and ‘turbulent related’ POD modes identified by the filter. 
It can be seen that all the energy contained in the spectra at 125 Hz and its harmonics 
has been captured in the filtered flow field reconstructed from the ‘acoustic related’ 
modes. Alternatively the reconstructed velocity field from the ‘turbulent related’ modes 
has its energy distributed over a broad frequency range (as required). Similar behaviour 
can be seen for different regions of the flow field, such as in the shear layer region at the 
edge of the unsteady jet (point 2) as shown in Figure  7.18. These results suggest the 
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methodology has been successful in identifying the coherent structures and other 
features that are generated by the incident acoustic pressure waves. 
The same filter has been applied to the POD modes of the flow fields within the linear 
absorption regime, e.g. Figure  7.10 - Figure  7.12. Again two points within the unsteady 
flow field are chosen (Figure  7.19) to assess the effectiveness of the filter routine. The 
power spectral densities of point 1, on the centreline of the jet, and point 2, within the 
shear layer of the jet, are shown in Figure  7.20 and Figure  7.21. It can be seen that all 
the periodic components within the power spectral densities has been filtered out of the 
total velocity flow field for both cases. Moreover the turbulent fluctuations within the 
flow field have been minimised within the periodic acoustically related flow field. 
Hence the filter function was capable of filtering the relevant periodic coherent POD 
modes. 
Comparison of Raw and Reconstructed Flow Field – Non-Linear Absorption Regime 
The flow field reconstructed on the downstream side of the orifice, using the ‘acoustic 
related’ modes, is shown for various phases of the acoustic cycle in comparison to the 
raw velocity field (Figure  7.22) for the non-linear absorption regime. Moreover the 
phase angle of the acoustic oscillation, streamtraces to highlight the vortex rings within 
the flow field as well as the contour of the unsteady velocity magnitude are included in 
the figures. It can be seen that the incident acoustic waves generate an unsteady pressure 
drop across the orifice which leads to the pulsation of flow through the orifice. As fluid 
issues from the orifice it rolls up to form a vortex ring structure. The vortex ring 
structure then induces a flow field through the centre of the ring propelling the structure 
away from the aperture. It can be seen that most of the random turbulent velocity 
oscillations have been suppressed in the reconstructed acoustically related velocity field 
compared to the raw velocity field which is further encouragement that the filter method 
for the acoustically related modes is working in the non-linear absorption regime. 
Comparison of Raw and Reconstructed Flow Field – Linear Absorption Regime 
Figure  7.23 shows the reconstructed acoustically related flow field in comparison to the 
raw velocity field for the example in the linear regime. Note that the mean flow field is 
included in the acoustically related field as well as in the raw velocity field for 
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comparison. The contours of the velocity magnitude together with streamtraces to 
highlight the flow field characteristic are shown in the figures. In this case two 
instantaneous flow fields near the maximum velocity within the acoustic cycle are 
shown. A pulsatile jet flow is visible which develops a shear layer at the edge of the 
orifice. Again comparing the raw velocity field with the acoustically related flow field 
shows that the majority of the random turbulent velocity oscillations have been filtered 
out just leaving the oscillating jet flow. Hence the filter routine is operating as intended 
within the linear absorption regime. 
7.2.3 Validation of the Unsteady Flow Field Methodology 
A further validation of the method has been conducted comparing the acoustic energy 
loss (derived from the pressure measurement) to the kinetic energy captured within the 
acoustically related flow field. For the described method to be valid the calculated 
energy loss for both cases has to agree. The validation within the linear and non-linear 
regime is described in detail in appendix C or in Rupp et. al. (2010b). However a brief 
overview of the energy loss calculation and the validation results is shown in this 
section. 
The loss of acoustic energy derived from the pressure measurements can be calculated 
based on the acoustic energy fluxes as shown in equations (5.1) to (5.3). Moreover the 
unsteady energy flux measured from the filtered acoustically related unsteady velocity 
field can be derived using the unsteady energy flux of the jet flow: 
2
2
1 vmE  = . ( 7.13) 
The detailed energy flux calculation performed on the acoustically related flow field is 
described in appendix C. 
Figure  7.24 shows the comparison between the acoustic energy loss and the kinetic 
energy flux derived from the unsteady flow field for an example in the non-linear and 
the linear acoustic absorption regime. It can be seen that the kinetic energy flux derived 
from the acoustically related flow field agrees very well with the measured acoustic 
energy loss for both the linear and non-linear regime. As it can be seen in the non-linear 
absorption regime only a small amount of the kinetic energy originates from the mean 
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flow field. Hence the total velocity field and the acoustically related flow field show 
very similar kinetic energy fluxes. However, as is shown for the linear case, the mean 
flow field and the associated random turbulent portion show a much larger acoustic 
energy flux compared with the acoustic measurement and the filtered acoustically 
related velocity field. This shows the importance of the method for the cases where the 
influence of energy sources other than the acoustic energy sources are large. In general 
the method agrees very well with the acoustic absorption measurement. Therefore the 
data suggests that the relevant acoustic flow field has been captured and the method is 
valid. 
7.3 Characteristics of the Unsteady Velocity Field Related to 
Acoustic Absorption 
As the flow field analysis technique has been validated using the data measured from 
the acoustic experiments it is now possible to investigate the flow field features 
associated with the acoustic absorption behaviour in more detail. 
7.3.1 Non-Linear Absorption Regime 
As discussed in the previous sections the non-linear acoustic absorption regime is 
characterised by large scale vortex rings. The interaction of the large scale structures 
with the unsteady jet flow is thought to be the main influence on the acoustic absorption 
characteristics described in chapter 6. For example Figure  7.25 shows a comparison of 
the mean velocity field between the unforced flow field (no acoustic excitation) and the 
forced flow field (137 dB excitation). In the unforced case a steady jet flow entering and 
exiting the aperture is visible. This is very different in the case with acoustic excitation. 
The generated vortex ring structures upstream and downstream of the orifice induce a 
velocity field through the centre of the vortex ring which is directed away from the 
aperture. In this way the vortex rings are propelled further downstream from the 
aperture. The induced flow field generated by the vortex rings produces a mean flow 
field which is significantly different to the mean flow field without acoustic excitation. 
Hence the unsteady flow field and the influence of the vortex ring structures have been 
investigated further in this section. 
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Prior to discussing the unsteady flow field in more detail some important parameters 
are introduced. The velocities shown in this section have been non-dimensionalised 
using the mean blowing velocity (e.g. Jabbal et. al. (2006)) 
( )∫=
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In this case the blowing velocity represents the outflow velocity into the downstream or 
upstream flow field integrated over half an acoustic cycle. Moreover the bulk velocity 
Ubulk is defined as the area averaged v-velocity component at the downstream exit of the 
aperture (e.g. Jabbal et. al. (2006)) 
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Another important parameter is the generated vorticity of the unsteady jet flows. The 
measured planar flow fields consist of u and v-velocity components; hence the vorticity 
in the z-direction can be considered (equation 2.7) 
y
u
x
v
z ∂
∂
−
∂
∂
=R . ( 7.16) 
The measured flow field is i and j ordered for the x and y coordinate directions. Thus the 
first order differential operators in the vorticity equation ( 7.16) have been defined using 
the least squares method as defined in Raffel et. al. (1998): 
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The same differential operator was used on the v-velocity derivative. Furthermore at the 
edges of the flow field less accurate forward and backward differences are applied. In 
this case the vorticity has been non-dimensionalised using the mean blowing velocity of 
the unsteady jet case 
D
Ublowz
N
R
R = . ( 7.18) 
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Similar vorticity normalisations have been defined by other authors, e.g. Krueger et. al. 
(2006) and Aydemir et. al. (2012). 
As shown in the previous section the measured acoustic energy loss agrees very well 
with the kinetic energy present in the unsteady flow field. The method by which the 
kinetic energy of the unsteady flow field was calculated provides an insight into the 
energy transfer that occurs within the flow field. In the non-linear regime two methods 
can be used to estimate the energy within the flow field upstream and downstream of 
the orifice. 
i) An integration was used over a cylindrical volume (see Figure  7.26 (a)) to 
estimate the kinetic energy within the flow field. The calculation of the kinetic 
energy in the unsteady flow field was based on the method proposed by Tam and 
Kurbatskii (2000). This method captures the kinetic energy contained within the 
vortex ring structure and the pulsatile jet flow. 
ii) The kinetic energy flux of the upstream flow field was calculated in the plane 
immediately upstream and downstream of the orifice (example of downstream 
surface is shown in Figure  7.26 (b)). In this case only the kinetic energy flux of 
the pulsatile jet flow is represented. 
Figure  7.27 shows a comparison between (i) the two kinetic energy calculation 
methods derived from the acoustically related flow field and (ii) the measured acoustic 
energy loss from the acoustic experiment The detailed definition for both methods can 
be found in appendix C. As can be seen both methods agree very well within the 
accuracy of the experiments. To investigate the energy transfer further the measured 
velocity fields have been phase averaged as described in appendix D. The phase 
averaged data was then used to calculate the kinetic energy of the pulsatile flow and the 
vortex ring in the flow field at various time steps throughout the acoustic cycle. 
Figure  7.28 shows the calculated kinetic energy in the downstream field of view as 
well as the v-velocity component on the centreline immediately downstream of the 
aperture. The kinetic energy in Figure  7.28 has been normalised using the maximum 
kinetic energy calculated within one acoustic cycle. Furthermore the velocity has been 
normalised using the mean blowing velocity as described in ( 7.14) It can be seen that 
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the kinetic energy of the pulsatile flow field is increasing up to a maximum at t/T = 
0.34. Thereafter the kinetic energy is reducing. The presented data can be used to 
estimate the transfer of kinetic energy from the pulsatile jet into the kinetic energy of the 
vortex ring. During the outflow of fluid into the downstream control volume the sign of 
the velocity is negative. During the inflow phase (i.e. change of flow direction from 
downstream to upstream) where the velocity changes sign no further kinetic energy flux 
will be transferred into the downstream flow field. As Figure  7.29 shows the vorticity 
field for the 131 dB forcing at the time step t/T = 0.57 does only show the vortex ring 
and the induced flow field through the centre of the ring vortex. Hence the kinetic 
energy at time step t/T = 0.57 can be used to estimate the kinetic energy of the vortex 
ring structure (identified with a red line in Figure  7.28). In this case approximately 73% 
of the maximum kinetic energy within the flow field has been transferred to the vortex 
ring structure. The same approach was used for the 137 dB excitation case and 
approximately 86% of the maximum kinetic energy in the flow field was transferred to 
the vortex ring. For the 142 dB excitation case the vortex ring energy could not be 
estimated as parts of the ring vortex travelled already outside the field of view (Figure 
 7.29). This shows that the acoustic excitation generates an unsteady jet flow across the 
aperture. Parts of the kinetic energy of this pulsatile jet flow is converted into the kinetic 
energy of large scale vortex rings and parts of the energy being dissipated in the shear 
layers of the pulsatile jet. 
The non-linear acoustic absorption coefficient for the investigated flow fields was 
shown in Figure  7.3. The changes in acoustic reactance and resistance have been 
discussed in the previous section. However it is apparent that the phase angle between 
the pressure amplitude incident onto the aperture and the velocity amplitude within the 
aperture is reducing with increasing excitation pressure amplitude due to the discussed 
reduction in acoustic reactance with increasing pressure amplitude (section 6.1). This is 
indicated in the acoustic experiment as shown in Figure  7.30. The phase averaged 
centreline velocities of the acoustically related flow field downstream of the aperture is 
also shown in Figure  7.31 for the three forcing cases. Unfortunately the velocity 
measurements have not been synchronised with the pressure measurement. However, as 
the PIV measurement has been triggered off the function generator for the loudspeaker 
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signal it can be expected that the PIV measurement was taken at the same phase 
location of the acoustic cycle. Hence the relative phase of the oscillating velocity field 
with increasing incident pressure amplitude can be assessed. The example in Figure 
 7.31 shows that the maximum downstream centreline velocity for three different 
acoustic pressure amplitudes occurs at an earlier time within the acoustic cycle for 
increasing excitation pressure amplitudes. This is indicative of a reduction in phase 
angle between the pressure amplitudes and velocity amplitudes and agrees with the 
measured acoustic data. 
The explanation for this shift in frequency can be found by investigating the location 
of the vortex ring relative to the aperture. This has been conducted for the example of 
the downstream velocity field in Figure  7.32. The total velocity contours as well as 
stream traces are shown for the three excitation cases. Note for convenience the total 
velocity contour has been normalised with the mean blowing velocity. The three forcing 
cases are shown at the point where the flow direction changes from the downstream 
flow field into the upstream flow field. It can be seen that the direction of the centreline 
velocities at the orifice exit (x/D = 0 and y/D = 0) are still pointing into the downstream 
flow filed. However at the aperture edges (-0.5 < x/D < -0.3 and 0.3 < x/D < 0.5 at y/D = 
0) inflow into the aperture occurs with stream traces pointing into the upstream flow 
field. It can be seen that for the small forcing amplitude of 131 dB the vortex ring 
remains in the direct vicinity of the aperture (i.e. y/D ~ 0.6). The cases with larger 
excitation amplitude show the location of the vortex ring further downstream (i.e. y/D ~ 
1.4 for 137 dB excitation and y/D ~ 142 dB excitation). In these cases the larger kinetic 
energy of the vortex ring together with the higher unsteady jet velocity has propelled the 
structure further away from the orifice. As the ring remains in the vicinity of the 
aperture for the small excitation cases it is acting as an additional blockage for the flow 
to pass through the aperture during the change in flow direction. In this case the inflow 
to the aperture needs to flow around the structure and therefore more time is needed for 
the fluid to get through the aperture. The further the ring vortex structure is away from 
the orifice the smaller is the interaction with the incoming fluid to the aperture and 
therefore the phase between the pressure oscillation and the velocity oscillation reduces. 
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This phenomenon explains the reduction in the measured acoustic reactance for the 
aperture. 
Overall it can be concluded that the change in the acoustic impedance, i.e. the 
decrease in reactance with increasing pressure amplitude, as described in the previous 
chapter, is caused by the characteristics of the generated vortex ring structure within the 
non-linear acoustic absorption regime. The changes in the acoustic quantities are 
controlled by the interaction between the unsteady jet flow and the vortex ring 
structures. The pulsatile jet seems to supply the energy for the vortex ring structures as 
indicated by kinetic energy within the flow field and the energy flux across the aperture. 
Moreover the vortex ring interacts with the fluid flowing in and out of the aperture 
during the change of sign in the acoustic forcing cycle. Therefore the changes in the 
measured acoustic impedance and ultimately the acoustic absorption are directly related 
to the interaction between vortex rings and the pulsatile jet flow and thus to the location 
of the ring relative to the orifice. Hence a better understanding of this behaviour would 
improve the non-linear modelling techniques. Therefore the developed methodology 
could aid in further detailed unsteady flow investigations in the non-linear acoustic 
absorption regime. 
7.3.2 Linear Absorption Regime 
In this section the acoustically related flow field during linear acoustic absorption is 
investigated. Figure  7.33 shows the phase averaged v-velocity contour on the centreline 
(x/D = 0 and y/D = -0.07) of the orifice within the downstream flow field for an orifice 
with L/D = 0.5 at dp/p = 0.8% as well as L/D = 1 at dp/p = 0.3%. Three components of 
the acoustically related velocity field are shown in both graphs: the acoustically related 
flow fields including mean flow and all relevant POD modes, POD mode 1 including 
the mean flow field and POD mode 1 only. It can be seen that the velocity oscillation on 
the centreline can be reproduced using POD mode 1 including the mean flow only. 
Moreover the first POD mode also contains 77% of the kinetic energy flux, which also 
accounts for 77% of the total acoustic energy loss. Hence this could be seen as the most 
dominant mode in the flow field. Hence the linear flow field and in particular the first 
POD mode will be investigated in this section. 
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Figure  7.34 shows the phase averaged acoustically related flow field including mean 
flow for four instances during the acoustic cycle. In this case the flow fields for an 
orifice of L/D = 0.5 at dp/p = 0.8% pressure drop was investigated. However, this flow 
field is representative of the characteristics for all the investigated flow fields within the 
linear regime for Strouhal numbers below 0.2. The orifice location is also indicated at 
the top of the downstream flow field at -0.5 < x/D < 0.5 and y/D = 0. The flow field is 
indicating a pulsatile jet flow with no visible significant flow structures such as eddies 
or vortex rings. This is expected for a flow field associated with the linear acoustic 
absorption as described in chapter 5. 
However the flow field and its pulsatile nature can be further investigated showing 
POD mode 1, which is seen as the dominant mode within the linear acoustic absorption. 
Figure  7.35 shows the total velocity contours of POD mode 1 for L/D = 0.5 and dp/ p = 
0.8% during linear acoustic absorption. Four instances along the acoustic cycle are 
shown together with the velocity vectors. The length of each vector is scaled relative to 
the velocity contour. No mean flow is present within the POD mode and hence the 
velocity contour is changing sign from negative maximum velocity at t/T = 0.02 to 0 at 
t/T = 0.2 and maximum positive velocity at t/T = 0.5. As could have been expected from 
the quasi-steady investigation in chapter 5.5, the linear acoustic absorption is dominated 
by a pulsatile flow field. This flow field subsequently decays into smaller scale 
structures as for example shown in Figure  7.36 which ultimately decay within the 
turbulent field of the jet. The structures indicated in Figure  7.36 do not seem to 
influence the pulsatile jet flow field as they are not visible within the acoustically 
related field of Figure  7.34. It can be assumed that these structures are part of the energy 
dissipation process in the flow field (following the cascade processes as described for 
example in Pope (2000)). Moreover an example of a forced and unforced mean jet flow 
within the linear absorption regime is shown in Figure  7.37. There is no significant 
difference between the forced and unforced jet visible. Therefore it can be concluded 
that the unsteady flow field characteristics do not influence the mean flow field. 
The measurements indicate that linear acoustic absorption at gas turbine combustion 
system Strouhal numbers is associated with pulsatile, quasi-steady flow. In these cases 
the acoustic length correction and the steady state discharge coefficient remain constant, 
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i.e. chapter 5.9.1, which seems to be indicative that the unsteady flow structures 
produced are not large enough to influence the pulsatile flow field of the orifice. Hence 
simple one-dimensional models with representative steady state discharge coefficient 
and constant length correction simulating the oscillating mass of the aperture flow field 
are adequate. The flow field studies seem to be only required in areas where the linear 
acoustic absorption is affected by unsteady flow structures within the flow field. 
However a useful application of the described method would be the investigation of the 
unsteady flow field within an aperture with large L/D ratio. As chapter 5 has shown this 
is still a challenging area for a linear absorption model. Hence the application of the 
method to CFD simulations or more sophisticated measurements within the aperture 
would have the potential to improve the accuracy of the analytical modelling technique. 
7.3.3 Transition from Linear to Non-Linear Absorption 
Another purpose for the developed methodology is the transition from linear to non-
linear absorption. As described in chapter 6.4 this is an important part for acoustic 
dampers designed for gas turbine combustors. As amplitudes increase and the 
absorption transitions from linear to non-linear acoustic absorption the relationship 
between pressure and velocity oscillation changes from linear to non-linear. The 
accurate prediction of the velocity amplitude is not only important for an accurate 
absorption prediction but also the assessment of hot gas ingestion into the damper 
geometry. The modelling aspects of the transition was described in Chapter 6.4.3 and it 
was highlighted that this is a challenging task and heavily reliant on empirical data. 
Unfortunately only limited data has been recorded for the unsteady flow field 
investigation within the transition region. Nevertheless the developed methodology was 
used to show some of the relevant unsteady flow features. 
Figure  7.38 shows the acoustic absorption measurements for two orifice plates at two 
mean pressure drops. Moreover for each orifice plate two PIV measurements have been 
conducted. It can be seen that the PIV flow field measurement for the cylindrical orifice 
with L/D = 0.5 and the conical orifice at a mean pressure drop of dp/p = 0.3% is within 
the linear acoustic absorption regime as indicated by constant absorption coefficients for 
increasing excitation pressure amplitudes. Moreover the PIV measurement for both 
orifice plates at reduced pressure drop of 0.1% is within the transition region to non-
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linear acoustic absorption. Thereby the cylindrical orifice is located closer to the onset 
of non-linear absorption whereas the test condition for the conical orifice plate is further 
within the transition region of non-linear absorption. 
The phase averaged normalised total velocity contours for the cylindrical orifice are 
shown in Figure  7.39 together with the spectrum of the v-velocity component for the 
two mean pressure drops at x/D = 0 and y/D = -0.26. It can be seen that the phase 
averaged velocity for the dp/p = 0.3% case is looking more like a sine-wave whereas the 
phase averaged normalised velocity trace is distorted indicating the occurrence of 
harmonics. This is confirmed by the Fourier transformation of the v-velocity component 
on the centreline of the orifice from the acoustically related flow field. In both cases the 
first harmonic of 125 Hz is visible. However in the non-linear absorption case the 
harmonic is larger. Moreover higher order harmonics are also visible. The velocity 
amplitude ratio calculated using the v-velocity amplitude on the centreline of the orifice 
and the time averaged v-velocity component at the same location is measured as 0.19 
for the linear absorption case and 0.39 for the transition to non-linear acoustic 
absorption case (which is in agreement with the velocity amplitude ratio shown in 
chapter 6.4.1). The same behaviour can be seen for the conical orifice plate with 45° 
cone angle as shown in Figure  7.40. Again the phase averaged normalised velocity is 
shown for the linear and non-linear case as well as a Fourier spectrum of the centreline 
velocity. Again the velocity amplitude for the linear case is measured as 0.27 and 0.6 for 
the non-linear case. However in this case the onset of higher order harmonics (3rd and 
4th) is already shown in the velocity spectrum for the dp/p = 0.3% case. This is due to 
the increased velocity amplitude and the vicinity to the onset of non-linear absorption 
which is also shown in Figure  7.38 for the dp/p = 0.3% case.  
The acoustically related normalised total velocity field for cylindrical orifice of L/D = 
0.5 and dp/p = 03% is shown in Figure  7.41. In general this pulsatile jet flow is very 
similar to the one shown earlier for the linear regime, e.g. Figure  7.34. Moreover the 
streamtraces of the velocity fields are shown to highlight any occurring flow structures. 
It can be seen that there are no significant unsteady flow structures visible affecting the 
unsteady flow field. 
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Figure  7.42 shows the phase averaged normalised total velocity contours for the 
acoustically related flow field associated with the onset to non-linear acoustic 
absorption. In this case the mean pressure drop was 0.1% and the cylindrical orifice 
with L/D = 0.5 was investigated. The three flow fields represent phases within the 
acoustic cycle which clearly show the development of a vortex structure within the flow 
field during the pulsatile outflow cycle for t/T > 0.5. 
The influence of the vortex ring structure is also clearly visible in Figure  7.43 where 
the acoustic forcing is much further into the non-linear absorption regime. This flow 
field is looking very similar to the flow field shown in the non-linear absorption cases, 
e.g. Figure  7.22. 
The captured data suggests that the occurrence of vortex rings is related to the 
transition to non-linear acoustic absorption. No significant large scale flow structure is 
visible within the data captured during the linear acoustic absorption. However at the 
onset of non-linear acoustic absorption the occurrence of higher order harmonics in the 
velocity field become visible. The harmonics in the spectrum are most likely produced 
by the occurrence of large scale flow structures which are interacting with the unsteady 
flow field. Thus the transition from a linear relationship between pressure and velocity 
to a non-linear relationship is caused by the change from a pulsatile flow field without 
flow structures to the pulsatile flow field influenced by large scale vortex ring 
structures. 
7.4 Closure 
In this chapter an analysis technique has been developed which enables the 
identification of the unsteady flow field associated with the acoustic absorption. This 
method was based on POD analysis and an adequate filter function for the identification 
of the acoustically related POD modes. In this case the method has been applied to PIV 
measurement data. Nevertheless the methodology could also be applied to any velocity 
field prediction or measurements with adequate temporal or spatial resolution. The 
method has been successfully validated against the measured acoustic energy loss based 
on the data described in chapter 5 and 6. For all the investigated flow fields the kinetic 
energy flux of the acoustically related flow field was in very good agreement with the 
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measured acoustic energy loss from the two-microphone measurements. Moreover the 
method has shown its potential in identifying relevant mechanism to describe the 
acoustic absorption behaviour of the investigated orifice plates in the linear and non-
linear absorption regime as well as in the transition region from linear to non-linear 
acoustic absorption. 
For example the investigation into the flow field during non-linear acoustic 
absorption has shown that observed changes in acoustic absorption and acoustic 
impedance reflect the fluid dynamic characteristics of the generated large scale vortex 
ring structures. It was found that the unsteady kinetic energy flux across the aperture 
agree with the amount of acoustic energy absorbed. Furthermore it was shown that a 
significant amount of this energy flux is transferred into the kinetic energy of vortex 
ring structures. These vortex rings interact with the mean flow field as well as with the 
unsteady pulsatile flow field. It was shown that the reduction in acoustic reactance is 
due to the increasing distance between the vortex ring and the orifice for increasing 
pressure amplitudes. At small amplitudes the large scale structure remains in the vicinity 
of the aperture and acts as an additional blockage for the flow into the aperture. As the 
amplitudes are increased the ring vortex is propelled further away from the aperture. 
Hence the additional blockage is reduced enabling the fluid to pass through the orifice 
without having to flow around the ring structure. Thus the ring vortex interacts less with 
the inflow into the aperture and the phase between pressure and velocity amplitudes 
reduces. Furthermore the measured flow fields also show that large scale ring vortices 
occur at the onset of non-linear acoustic absorption. 
The flow field for the linear acoustic absorption regime has shown no significant 
unsteady flow structures within the flow field. In this case the unsteady flow field is 
dominated by a pulsatile jet flow for the operating conditions investigated. Hence the 
acoustic absorption mechanism is an energy transfer from the acoustic field into the 
kinetic energy of the unsteady jet. Ultimately kinetic energy of the flow field is 
dissipated by turbulence. It seems as if a flow field investigation is less important for 
the linear flow field within the considered Strouhal number range of relevance to this 
investigation. However for technical applications with higher Strouhal numbers this 
method could be used to identify the unsteady flow phenomena.  
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The developed method could be applied to CFD simulations or experimental 
measurements of the unsteady flow. In this way the influence of the optimum vortex 
ring formation upon the optimum acoustic absorption with changing length-to-diameter 
ratios could be further assessed. Moreover the method could also be used to investigate 
the linear absorption regime and the unsteady flow within long apertures with L/D 
larger two. In this way the unsteady flow analysis could be used to improve the current 
analytical modelling assumptions. 
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Figure  7.1: Example of cumulative kinetic energy within POD modes for the data 
set at 0.8% dp/p and 135 dB excitation amplitude, plate number 3. 
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Figure  7.2: Example of convergence of cumulative energy for example POD modes 
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Figure  7.3: PIV data points relative to measured absorption coefficient curves, 
non-linear acoustic absorption, L/D = 0.47, f = 125 Hz, plate number 1. 
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Figure  7.4: PIV data points relative to measured absorption coefficient curve, line-
ar acoustic absorption, L/D = 0.5, f = 62.5 Hz, 0.8% dp/p, plate number 3. 
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Figure  7.5: Example of instantaneous velocity field, non-linear acoustic absorption, 
L/D = 0.47, f = 125 Hz, plate number 1. 
 
Figure  7.6: Example of instantaneous velocity field, linear acoustic absorption, L/D 
= 0.5, f = 62.5 Hz, 0.8% dp/p, plate number 3. 
 
Methodology to Identify Unsteady Flow Structures Associated with Acoustic Absorption 220 
 
 
Figure  7.7: Example of structural modes (vectors not to scale), non-linear absorp-
tion, 137 dB and 125 Hz, plate number 1. 
 
Figure  7.8: Example of temporal coefficient, non-linear absorption, 137 dB and 
125 Hz, plate number 1. 
 
Figure  7.9: Example of Fourier transformed temporal coefficient, non-linear ab-
sorption, 137 dB and 125 Hz, plate number 1. 
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Figure  7.10: Example of spatial modes (vectors not to scale), linear absorption, 135 
dB, 62.5 Hz, 0.8% dp/p, , plate number 3. 
 
Figure  7.11: Example of temporal coefficient, linear absorption, 135 dB, 62.5 Hz, 
0.8% dp/p, , plate number 3. 
 
Figure  7.12: Example of Fourier transformed temporal coefficient, linear absorp-
tion, 135dB, 62.5 Hz 0.8% dp/, plate number 3. 
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Figure  7.13: Example of developed filter for temporal coefficient, Mode 2, 137 dB, 
125 Hz, non-linear absorption regime, plate number 1. 
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Figure  7.14: Example of filtered POD modes in the non-linear absorption regime 
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Figure  7.15: Example of filtered POD modes in the linear absorption regime  
 
Figure  7.16: Position of calculated power spectral density, non-linear absorption. 
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Figure  7.17: Power spectral density of the v-velocity component on the jet centre-
line, x/D = 0 and y/D = -0.4 
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Figure  7.18: Power spectral density of the v-velocity component in the shear layer 
at x/D = 0.4 and y/D = -0.6 
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Figure  7.19: Position of calculated power spectral density, linear absorption. 
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Figure  7.20: Power spectral density of the v-velocity component on the jet centre-
line, linear absorption regime, x/D = 0 and y/D = -0.3 
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Figure  7.21: Power spectral density of the v-velocity component in the jet shear 
layer, linear absorption regime, x/D = 0.3 and y/D = -0.8 
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Figure  7.22: Comparison of POD filtered and raw velocity field for four phases 
within one acoustic cycle, non-linear absorption, 137 dB, 125 Hz, L/D = 0.47, plate 
number 1 
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Figure  7.23: Comparison of POD filtered and raw velocity field for four different 
instantaneous flow fields within one acoustic cycle, linear absorption, 137 dB, 62.5 
Hz, L/D = 0.5, plate number 3. 
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Non-linear absorption, Plate number 1. 
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Figure  7.24: Averaged kinetic energy flux per acoustic cycle compared to acoustic 
energy loss 
 
Figure  7.25: Example of forced and unforced mean flow field, non-linear acoustic 
absorption, L/D = 0.47, f = 125 Hz, plate number 1. 
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Figure  7.26: Schematic of control volume of kinetic energy calculation and control 
surface of kinetic energy flux calculation 
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Figure  7.27: Comparison between acoustic energy loss and kinetic energy con-
tained in the unsteady flow field 
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Figure  7.28: Comparison between acoustic energy loss and kinetic energy con-
tained in the unsteady flow field, 131 dB excitation 
 
 
 
 
Figure  7.29: Vorticity contours at various time steps during change from in – to 
outflow, downstream flow field. 
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Figure  7.30: Phase between pressure and velocity amplitude (acoustic impedance) 
for non-linear absorption measurement. Plate number 1, L/D =0.47. 
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Figure  7.31: Centreline velocity oscillation for phase averaged downstream flow 
field, x/D = 0.0, y/D = -0.07, L/D = 0.5, plate number 1. 
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Figure  7.32: Downstream velocity contour during flow direction sign change from 
downstream to upstream flow direction. Non-linear forcing, L/D = 0.47, plate 
number 1. 
 
 
 
 
Figure  7.33: Example of phase averaged centreline v-velocity oscillations at x/D = 0 
and y/D = -0.07 for the acoustic related flow field, POD mode 1 and POD mode 1 
without mean flow. L/D = 0.5 and L/D = 1, plate number 3 and 4, 62.5 Hz forcing. 
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Figure  7.34: Example of phase averaged total velocity contours for the acoustic 
related flow field. L/D = 0.5, plate number 3, 62.5 Hz forcing 
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Figure  7.35: Example of phase averaged total velocity contours for the flow field of 
POD mode 1 only. L/D = 0.5, plate number 3, 62.5 Hz forcing. 
 
 
 
 
 
 
 
 
Methodology to Identify Unsteady Flow Structures Associated with Acoustic Absorption 236 
 
 
Figure  7.36: Example of phase averaged total velocity contours for POD mode 2 
onwards of the acoustically related flow field. Plate number 3, 62.5 Hz forcing. 
 
Figure  7.37: Example of forced and unforced mean flow field, linear acoustic ab-
sorption, L/D = 1, f = 62.5 Hz, 0.8% dp/p, plate number 4. 
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Figure  7.38: Example of acoustic absorption coefficient and PIV data points for 
transition from linear to non-linear acoustic absorption, plate number 3 and 13. 
 
 
 
Figure  7.39: Example of phase averaged normalised v-velocity and v-velocity spec-
trum of the acoustically related flow fields at x/D = 0 and y/D = -0.26. L/D = 0.5, 
dp/p = 0.1 and 0.3%, plate number 3, 62.5 Hz forcing. 
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Figure  7.40: Example of phase averaged normalised v-velocity and v-velocity spec-
trum of the acoustically related flow fields at x/D = 0 and y/D = -0.26. Conical aper-
ture, dp/p = 0.1 and 0.3%, plate number 13, 62.5 Hz forcing. 
 
 
 
 
 
Figure  7.41: Example of phase averaged normalised total velocity contours acous-
tically related flow field during linear acoustic absorption. L/D = 0.5, dp/p = 0.3%, 
plate number 3. 
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Figure  7.42: Example of phase averaged normalised total velocity contours acous-
tically related flow field during transition to non-linear acoustic absorption. L/D = 
0.5, dp/p = 0.1%, plate number 3. 
 
 
 
 
Figure  7.43: Example of phase averaged normalised total velocity contours of 
acoustically related flow field during transition to non-linear acoustic absorption. 
L/D = 2, dp/p = 0.1%, plate number 13. 
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8 Combustion System Passive Damper Design 
Considerations 
Designing an efficient acoustic damper system to operate within a real engineering 
environment such as a gas turbine engine is challenging. This is even more so if the 
acoustic damper has to be located within the combustion chamber, when typically it is 
directly coupled with the heat release region. This means that various other design 
constraints must be considered such as (Rupp et. al. (2012)): 
- The damper inner surface will be exposed to a relatively complex flow field. For 
example, this could include an impinging swirling fuel injector flow or the passage of a 
coolant film across the surface. The interaction of the swirling and cross flow 
phenomena with the pulsatile flow field of the damper apertures could potentially 
generate large scale structures within the unsteady jet shear layers (e.g. Lim et al 
(2001)). As discussed in the previous sections (chapter 5 and 6), the current analytical 
models within the linear and non-linear regime are not capturing well the influences of 
large scale flow structures such as vortex rings. Thus, there could be large discrepancies 
in the prediction of the acoustic damping performance due to the complex interaction 
between the combustor flow field and the flow associated with acoustic damping. 
- The perforated liner can form part of the combustion chamber wall. However, the 
pressure drop across the flame tube is dictated by the fuel injector and the need to 
generate sufficient turbulent mixing of the air and fuel passing through it. A perforated 
liner exposed to this same pressure drop would result in a very high mean (bias) 
velocity through the orifice which leads to reduced acoustic energy loss as discussed in 
chapter 5 (see equation (5.26)). As a consequence an additional metering skin is 
required to reduce the pressure drop and control the amount of bias flow through the 
damper.  
- The double skin damping system must be incorporated within a limited space 
envelope. This is because the combustion system casing, defining the volume available 
in the annulus surrounding the combustion chamber, has to be kept to a minimum 
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diameter to reduce the weight impact on the combustion system design for aero-engine 
applications. 
- The flame tube liner cooling requirements dictate a certain level of cooling flow, per 
unit surface area, to maintain the structural integrity of the liner material. This means 
the number and size of the orifices, within the perforated liner, must consider both 
cooling and acoustic absorption requirements. 
- The cooling design of such a damping system must also consider the potential for 
hot gas ingestion into the passive damper geometry. Hence the mean pressure drop over 
the final hot skin has to be carefully chosen. This is because the unsteady velocity 
amplitudes, relative to the mean velocity, must be considered so as to avoid large 
pressure amplitudes driving hot gas into the passive damper. 
This chapter is concerned with the design of dampers for an aero-engine gas turbine 
combustion system. Initially isothermal experiments in which a single sector of a gas 
turbine aero-engine style combustor is simulated are described. A non-resonant liner 
was incorporated in the test rig and its acoustic absorption characteristic has been 
assessed experimentally. A simplified analytical model was developed based on the 
findings described in Chapter 5 and validated against the experimental measurements. 
In this way the observed acoustic performance can be related to the fundamental 
processes generated by the incident acoustic waves. Furthermore the validated acoustic 
model enables a prediction of the performance of a wide range of acoustic geometry, at 
a variety of operating conditions, to be investigated. Moreover the model has also been 
validated against acoustic absorption experiments using resonant acoustic liner concepts 
to demonstrate the advantages of such damper technologies in the confined design space 
of a gas turbine combustion chamber. 
8.1 Analytical Model Development 
A simple one-dimensional analytical model was developed enabling the interpretation 
of the experimental results as also introduced in Rupp et. al. (2012). The model is also 
intended to be used as a rapid passive damping design tool to optimise acoustic 
absorbers for gas turbine combustors. Moreover the performance of the Rayleigh 
Conductivity modelling methods as described in chapter 5 can be further investigated 
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on representative multi-aperture acoustic damping systems. Figure  8.1 shows a 
schematic of the underlying geometry simulated by the developed analytical model. The 
model assumes that the acoustic wavelength is much greater than the liner length (i.e. a 
‘long wavelength’ assumption) so that a uniform fluctuating pressure ( ( ) constyp ='0 ) is 
imposed on the face of the damper. 
This fluctuating pressure generates velocity perturbations leading to fluctuations in (i) 
the mass flow entering ( inm ) and leaving ( outm ) the volume between the damping skins 
and (ii) fluctuations in pressure inside the cavity ( '1p ). Hence the time dependent mass 
flow variation inside the volume (V) between the skins is 
''
outin mmdt
dV
dt
dm  −== ρ . 
( 8.1) 
Assuming isentropic fluctuations ( ρργ '' =pp ) then 
( ) ''
'
outin mmp
pVi  −=
1
1
1 γ
ρR . 
( 8.2) 
where ( )tipp Rexpˆ' = , ( )timm Rexpˆ=  etc. Note that it is assumed the gap between the 
skins is not of sufficient size to result in the generation of mode shapes within the 
damper cavity (i.e. uniform properties within the cavity). Hence it can be shown that: 
[ ] [ ]1122111 1111 DDoutin uAuAiV
p
mm
iV
p
p ˆˆˆ '' ρρ
R
γ
ρR
γ
ρ
−=−=  . 
( 8.3) 
The area A is defined as the damper geometric hole area which is the sum of the 
geometric area of each aperture, e.g. 211 RNA π= where N1 represents the amount of 
apertures in the liner. Furthermore the parameters 1Duˆ and 2Duˆ are the unsteady 
velocities associated with the 1st (damping) and 2nd (metering) skins. In the initial work 
described in Rupp et. al. (2012) the model used to describe the velocity amplitudes 
across the liner was based on the modified Howe model (as described in section 5.8) 
using the compliance expression as defined in Eldredge and Dowling (2003). In this 
work the modified Howe model was calibrated using the single aperture measurements 
as, for example, shown in chapter 5 leading to good agreement with the experiments 
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shown in Rupp et. al. (2012). However, the dampers investigated in this study operate at 
low Strouhal number (i.e. Strouhal numbers smaller than the Strouhal number of 
maximum admittance). Section 5.8 highlighted the discrepancies of the Howe models in 
this Strouhal number regime. In this region the change in aperture length-to-diameter 
ratio and the associated change in the unsteady flow field were not reproduced by the 
modified Howe model which can lead to significant errors in the prediction of absorbed 
acoustic energy. As shown in section 5.9, the unsteady flow field, within the Strouhal 
number regime considered here, is much more reliably represented by the momentum 
balance introduced by Bellucci et. al. (2004). Therefore this approach has been 
implemented in the current analytical model. Thus the velocity amplitudes in the plane 
of the apertures can be calculated using the following two equations, one for each 
damping skin, based on the described linear model in section 5.9: 
0111111011 =++−+ DDDvis uUuppuLi ˆˆˆˆˆ , ρςρςRρ  and ( 8.4) 
022222122 =+++ DDvis uUupuLi ˆˆˆˆ , ρςρςRρ . ( 8.5) 
Hence the unsteady velocities are defined as: 
1111
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1 LiU
pp
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D Rρρςρς ++
−
=
,
ˆˆ
ˆ  and 
( 8.6) 
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ˆ
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( 8.7) 
It can be seen that the unsteady velocity across the apertures in the damping skin is 
affected by four components: 
(i) the unsteady pressure difference between the incident amplitude ( 0pˆ ) and the 
pressure amplitude inside the cavity ( 1pˆ ).  
(ii) the resistance of the aperture which is a function of the mean jet flow and its loss 
coefficient 11 DUρζ  
(iii) the reactance due to the acceleration forces onto the mass of the fluid within the 
aperture 1LρR  
Combustion System Passive Damper Design Considerations 244 
 
(iv) the viscosity due to the boundary layer within the aperture 1,visρζ  (as described 
in equation (5.34)), which is an additional contribution to the aperture 
resistance as well as the reactance. 
The same applies to the metering skin aperture with the exception that the upstream 
pressure amplitude is assumed to be negligible as the liner is plenum fed. As described 
in chapter 5.9 the loss coefficients 1ζ  and 2ζ  can be approximated using the mean flow 
discharge coefficient of the damping and metering skins. The discharge coefficients for 
the perforated liner geometries have been measured on the facility described in 
appendix B and used in the model to calculate the acoustic absorption at the relevant 
liner pressure drop and Reynolds number representative of the operating conditions 
during the acoustic experiments. The measured discharge coefficients were used as in 
equation (5.35) to calculate the loss coefficient for the resistance of the perforated 
plates. Moreover the length correction for the effective length of each perforated plate 
was estimated using the single orifice geometries defined in Table 5.1. 
Equations ( 8.3), ( 8.6) and ( 8.7) form a linear equation system which can be solved 
analytically. According to Bellucci et. al. (2004) the absorbed acoustic energy can be 
calculated as: 
( ) 1012
1 ApuL ˆˆRe
*=Π , 
( 8.8) 
or in accordance with Howe (1979b) or Luong et. al. (2005): 
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R
pN
R
pp uduL ρR
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ρR
δ ˆˆˆ +−=Π . 
( 8.9) 
Both acoustic energy expressions have been used in this work and lead to the same 
result and therefore include the acoustic energy being absorbed by the damping and 
metering skins. It can be seen that the acoustic energy loss calculated from equation 
( 8.8) is a function of the unsteady velocity amplitude which is expressed in equation 
( 8.9) by the unsteady pressure difference and the admittance for each liner. Hence the 
acoustic absorption can be increased by increasing the unsteady velocity amplitudes 
across the apertures. 
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Finally the acoustic energy loss is normalised with the excitation pressure amplitude 
( 0pˆ ) as proposed in Rupp et. al. (2010): 
2
0p
L
P
ˆ
Π
=Π . 
( 8.10) 
This normalisation makes the results independent of the applied pressure amplitude 
within the linear acoustic absorption regime. Moreover the incident pressure amplitude 
is used as an inlet condition into the model. 
8.2 Non-Resonant Passive Damper 
As described in Rupp et. al. (2012) most experimental and theoretical investigations 
have considered the performance of perforated liners within a simple 1D duct type flow 
or impedance tube, e.g. Eldredge and Dowling (2003), Hughes and Dowling (1990), 
Lahiri et. al. (2011). However, considered here is the application of a perforated liner to 
aero style gas turbine combustion systems. This study has been undertaken on the 
experimental facility described in chapter 3.3.2. In this case a passive damper which 
consists of a porous liner and metering skin can be incorporated into the flame tube 
liner. Plane axial acoustic waves are generated by loudspeakers and pass into the 
combustor test section. Based on the magnitude of the incident and reflected waves an 
assessment can be made of the acoustic energy being absorbed in this relatively 
complex environment. 
8.2.1 Experimental Results 
The experimental results and discussions in this section can also be found in Rupp et. 
al. (2012). As already discussed the flow field in the vicinity of the perforated liner in 
the test section will be affected by the swirling flow field of a fuel spray nozzle which 
was also incorporated on the test rig. The fuel injector geometry was representative of a 
lean burn combustion technology fuel spray nozzle. However in this case the injector 
was only used to provide a representative swirling flow field impinging onto the 
perforated liner. The burner was provided by the industrial partner in this project and its 
geometry remains confidential but is representative of the geometry likely to be used 
with future low emissions aero-engines. The mean pressure drop across the passive 
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damper, as well as the fuel injector, was set to 3% which is also thought typical of gas 
turbine combustion system pressure drops. 
The mean static pressure distribution measured on the face of the damping skin is 
presented (Figure  8.2). The contours show the static pressure difference between the 
actual static pressure and the reference pressure in the centre of the perforated liner, i.e. 
x/WD = 0.5 and y/LD = 0.6. This was non-dimensionalised using the spatially averaged 
mean pressure difference across the damping skin. Note the highly non-uniform 
distribution being measured on the face of the damper. A high static pressure is observed 
where the efflux from the injector impinges onto the passive damper (and y/LD < 0.4), 
this pressure being greater than the design pressure drop across the damping skin. In 
other words at this location the pressure on the damper face, inside the flame tube, is 
greater than the pressure within the cavity between the porous liners. This must give rise 
to some concern regarding the ingestion of hot gas into the cavity between the damping 
and metering skins. As fluid accelerates away from the impingement point the static 
pressure reduces so increasing the pressure drop across the damping skin. On a spatially 
averaged basis the damping skin is designed to operate in a linear absorption regime 
such that any fluctuations in velocity associated with the acoustic pressure oscillations 
is less than the mean velocity through the orifices. However, on a local basis the 
measurements suggest that, potentially, this may not be the case. 
With the loudspeakers activated a typical mode shape is presented (Figure  8.3), this 
being normalised by the maximum pressure amplitude. As to be expected in all cases a 
pressure anti-node is located close to the downstream face of the injector. Thus the 
proximity of the damper to the fuel injector means that the damper is also exposed to a 
region of high pressure fluctuations, although these fluctuations will reduce towards the 
damper trailing edge. This variation is a function of the acoustic wavelength relative to 
the damper length. From data such as this the magnitude of the acoustic waves 
travelling towards, and away from, the test section can be calculated. In terms of an 
energy budget the acoustic energy travelling towards the test section can either (i) pass 
through the fuel injector, (ii) be absorbed by the damper, or (iii) be reflected back down 
the duct. Usually the reflection coefficient is defined as the ratio of the reflected and 
incident pressure amplitude. However, for convenience, in this case the reflection 
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coefficient was defined as the ratio between the incidence and reflected acoustic energy 
i.e. 
2
2
2
i
r
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B
B
R
ˆ
ˆ
= . ( 8.11) 
Initially the reflection coefficient was measured over a range of frequencies for the 
case where the damper was replaced by a solid surface (Figure  8.4). In this case the 
difference between the incident and reflected acoustic energy reflects that portion of the 
acoustic energy that is being transmitted through the fuel injector. For example, at 300 
Hz the results indicate approximately 35% of the incident energy is reflected back down 
the duct, with the remaining energy (65%) exiting the test section through the fuel 
injector. In addition, results are also presented with the passive damper present in which 
the gap between the two skins was set to its datum value (S/H = 0.125). Note that other 
tests performed at smaller gaps also indicated a similar reflection coefficient. The 
reduction in reflected energy is associated with the inclusion of the passive damper 
assembly and the absorption of acoustic energy by the damper. However, additional 
tests were also performed in which the damping skin was removed and only the 
metering skin was present (placed flush with the inside surface of the duct). Note the 
similarity in the reflection coefficient over the range of frequencies tested. This suggests 
that for this datum configuration the acoustic energy absorption was associated with the 
metering skin, with no acoustic energy being absorbed by the damping skin. However, 
further measurements were undertaken with the passive damper in place but where the 
gap between the two liners was increased, in various increments, from 0.125 ≤  S/H ≤  
1.46 (Figure  8.5). It can be seen that with an increasing gap the amount of reflected 
energy decreases until, at the larger separations, virtually no acoustic energy is being 
reflected back from the test section. In other words for these configurations the results 
suggest a relatively large amount of acoustic energy is being absorbed. This behaviour 
is clearly an important aspect relating to the design of an efficient passive damping 
system within a gas turbine space envelope. Therefore the aforementioned acoustic 
absorption model (section  8.1) was used to investigate the observed characteristic 
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relating to the reduction of increasing acoustic absorption with increasing damper 
volume. 
8.2.2 Analytical Model Validation 
Initially the model introduced in the previous section can be validated against the 
experimental results in a similar way as described in Rupp et. al. (2012). Due to the 
transmission of acoustic energy introduced by the fuel injector it is not possible to 
directly compare the loss of acoustic energy between the experiment and the model 
previously presented (i.e. the model only captures the loss associated with the passive 
damping system and not the acoustic energy transmitted through the fuel injector). 
Therefore the validation of the model is split into two sections. Initially the acoustic 
energy loss calculated by the model will be compared to absorption measurements 
conducted without the presence of the fuel injector. Afterwards the model is compared 
to the pressure amplitude measurements in the presence of the fuel injector flow field. 
The discharge coefficients used within the acoustic model for the damping skin and 
metering skin as well as the length corrections are defined in Table  8.1. In this case the 
mean flow discharge coefficients were measured using the test specimen and the 
plenum fed arrangement described in appendix B. Moreover the length corrections were 
estimated from the geometry used in Table 5.1. 
 L/D CD Length correction 
(Table 5.1) 
Damping skin 2.86 0.88 1.35 (L/D = 3) 
Metering skin 2 0.87 1.06 (L/D = 1.98) 
Table  8.1 Measured discharge coefficient and used loss coefficient in analytical 
model 
8.2.2.1 Acoustic Energy Absorption 
In this case the fuel injector is removed and replaced by a blanking plate. As the 
upstream boundary condition in the test rig is now a closed end it can be assumed that 
the difference between incident and reflected energy is only associated with the energy 
absorbed by the passive damping system. All the experimental data compared to the 
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modelling data in this section (Figure  8.7) has been conducted with a closed wall 
termination instead of the fuel injector. 
For this configuration three test cases have been used (S/H = 0.125, 0.33 and 1.56 at a 
∆p/p of 3% across the two perforated skins). The acoustic energy loss has been 
calculated from the experiments using the difference in acoustic energy flux travelling 
towards and away from the test section (as defined in equations (5.1) to (5.3)). As 
already discussed the analytical model relies on the long wavelength assumption. At 
relatively low frequencies the assumption of a constant pressure fluctuation across the 
face of the damper will be valid but this may not be the case at higher frequencies. 
Moreover the amplitude on the face of the damper, which is used to normalise the 
acoustic loss, could be overestimated due to the appearance of the acoustic mode shape 
along the face of the damper. With this in mind Figure  8.6 shows the measured mode 
shapes for 250, 300 and 350 Hz (note that the amplitudes have been normalised with the 
maximum pressure amplitude). 
To reduce the source of error, due to the changing pressure amplitude along the 
damper surface, the measured mode shapes were used as an input to the model. The 
associated velocity fluctuations described in equation ( 8.6) for the metering and 
damping skins have been divided into n sections with a damper length of dL = L/n. In 
this way the input excitation amplitude ( )yp0ˆ  has been set according to the mode shape 
amplitudes along the y-axis, i. e.:  
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The linear equation system was then solved and the energy loss of each section along 
the damping skin surface was accumulated to give the total energy loss. Thus acoustic 
energy loss has been normalised according to equation ( 8.10) using the spatially 
averaged pressure amplitude on the face of the damper inside the main duct. 
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Figure  8.7 shows the comparison of the experimental data to the mode shape 
corrected analytical absorption model. It can be seen that the model shows very good 
agreement throughout the frequency range. However to reduce any ambiguity due to the 
normalisation of the acoustic loss Figure  8.8 compares the actual measured acoustic loss 
with the loss calculated by the model using the mode shape pressure amplitude as an 
input. It can be seen that there is excellent agreement between the model and the 
measurement. It should be noted that when using the model for predicting damper 
performance the measured mode shape is not known a priori. However this is deemed 
acceptable within a preliminary design assessment (i) enabling the relative performance 
of different damping configurations to be assessed and (ii) identifying the main factors 
controlling the amount of acoustic absorption. 
Another interesting aspect is the application of such an analytical model to annular 
gas turbine combustor geometries. In this case the pressure excitation can be caused by 
a circumferential wave travelling through the combustor annulus geometry. The 
developed analytical model would be valid for a circumferential moving pressure wave 
where the wavelength in the circumferential direction is much larger than the width of 
the damper in circumferential direction. However, for more accurate calculations the 
tool should be incorporated in acoustic network models simulating the actual pressure 
mode shapes. In this way the effect of the acoustic damper on the combustor stability 
can be assessed. 
8.2.2.2 Damper Cavity Pressure Amplitude Assessment 
For the experimental data in this section the fuel injector was installed onto the test 
rig. Hence no direct comparison of the acoustic energy loss due to the damper is 
possible. However, as suggested by equations ( 8.6), ( 8.7) and ( 8.9) the unsteady 
pressure drop across the damping and metering skins has a significant effect on the 
amount of acoustic energy being absorbed. Hence some further validation of the model 
was conducted comparing the ratio of pressure amplitudes inside the cavity, 1pˆ  (i.e. 
between the damping and metering skins), with those within the test section, opˆ  (i.e. 
incident onto the damping skin). Again in this case the pressure mode shape along the 
face of the damper has been averaged over the axial length of the damper to estimate the 
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incident pressure amplitude opˆ . Space constraints meant that experimentally the cavity 
pressure amplitude could only be measured for liner separations greater than 0.33. 
However some example results are presented (Figure  8.9) for which measurements were 
available. 
It can be seen that the model is able to capture the pressure ratio indicated by the 
experimental data. This includes the reduction in the oscillating cavity pressure 
amplitude, relative to the pressure incident onto the damping surface, with increasing 
liner separation. Moreover Figure  8.10 shows the phase difference between the cavity 
pressure oscillation and the incidental pressure oscillation as a comparison between the 
measured data and the prediction by the model. In this case the phase of the incidental 
pressure wave was averaged along the damper surface. As the cavity measurement is a 
point measurement it was assumed that there is no significant phase change within the 
cavity between the damping and the metering skin. It can be seen that the model is 
agreeing very well with measured phase difference across the damping skin. Moreover 
the trend of increasing phase difference with increasing cavity volume is also captured 
well by the model. Overall it can be seen that the model is capable of predicting the 
acoustic characteristics of the double liner system despite the complex mean flow 
condition the damping skin is operating in. As already described in section 5.9 the 
model takes no account of the complexity of the flow field and simulates a pulsatile 
flow field based on a constant loss coefficient and length correction. Hence the good 
agreement between the experiment and the model suggests that the swirling flows and 
cross-flows along the damper surface have no significant effect on the overall damper 
performance. Moreover this data indicates that overall the absorption is linear on the 
face of the damper (although locally this may not be the case due to the pressure drop 
distribution for the cases with fuel injector). Due to the very good agreement between 
the model and the experimental results the model can now be used to further understand 
the absorption behaviour of the investigated passive damper geometry. 
8.2.3 Damper Performance Assessment 
As described in Rupp et. al. (2012) both the experimental measurements and 
analytical model have been used to relate the observed absorption characteristics with 
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the unsteady flow field generated by the incident acoustic waves. The previous section 
has shown the model is most accurate if a representative input mode shape profile is 
used into the model. Hence the experimental mode shape measurement from the S/H = 
1.56 test case has been used as input to the model. However in this case only the profile 
of the mode shape along the y-axis is important, not the actual amplitude of the mode 
shape. Hence calculations from other test cases do generate identical results for 
equivalent frequencies. 
For aero-type applications there is a desire to minimise the space occupied by the 
damping system so resulting in a relatively small separation, or volume (V), between the 
metering and damping skins. However, this small volume means that the pressure inside 
the cavity is sensitive to any changes in mass flow. The incident acoustic pressure 
fluctuation will therefore cause a change in mass flow, through the damping skin, which 
quickly leads to a change in the cavity pressure (i.e. due to the small volume). In reality 
this means that at small volumes the unsteady cavity pressure approximately equals the 
unsteady incident pressure. Thus the unsteady pressure drop across the damping skin is 
minimal. This is suggested both by the experiment data already presented (Figure  8.4 
and Figure  8.5), and also the cavity pressures generated by the analytical model that 
have been plotted for an excitation frequency of 250 Hz (Figure  8.11). The experimental 
data measured in the presence of the fuel injector flow field was also added into Figure 
 8.11 for comparison. Moreover the phase between the cavity pressure and the excitation 
pressure in Figure  8.12 shows that the fluctuations for small volumes occur in phase i.e. 
as the incident pressure increases so does the cavity pressure at virtually the same 
instant in time. Furthermore it can be seen that the analytical model is agreeing very 
well with the measured phase even when the fuel injector flow field is present in the 
experiment. 
As a consequence at small cavity gaps nearly the entire unsteady pressure drop occurs 
across the metering skin. This explains why there was little difference in the reflection 
coefficient between tests undertaken with the single (metering) skin and with the 
damper present when the cavity gap was less than S/H = 0.125. The metering skin is 
designed with a high mean pressure drop and therefore the acoustic absorption 
generated by the metering liner is relatively small. As the gap between the skins within 
Combustion System Passive Damper Design Considerations 253 
 
the passive damper increases, however, so the volume will tend towards a plenum. In 
this case fluctuations in mass flow through the damping skin, due to the incident 
unsteady pressure, will have a limited effect on the pressure within the damper cavity 
(Figure  8.11). Consequently large unsteady pressure fluctuations and mass flow 
variations are generated across the damping skin enabling a significant amount of 
acoustic energy to be absorbed (Figure  8.5). This behaviour is also illustrated in Figure 
 8.13 where the predicted unsteady velocities (normalised with the mean velocities 
across the damping and metering skins) are shown for a perturbation at 250 Hz. The 
significant increase in the unsteady damping skin velocity with increasing liner 
separation can be seen. In contrast at small volumes the unsteady damping skin velocity 
is small and of the order of the metering skin velocity amplitudes. However in this case 
the unsteady pressure drop across the damping skin is reduced which leads to a much 
reduced acoustic energy loss as described in equation ( 8.9) and the majority of the 
damping is caused by the metering skin. Even though the unsteady pressure drop across 
the metering skin is increased for the small cavity volumes the large mean pressure drop 
results in much smaller Strouhal numbers. Hence the admittance, which is also a 
measure of the acoustic energy loss as indicated in equation ( 8.9), is much smaller for 
the metering skin than for the damping skin (Figure  8.14). Thus the acoustic energy loss 
is reduced for the metering skin despite the increased unsteady pressure difference. 
8.2.4 Damper Optimisation 
In addition to understanding the unsteady flow field and the absorption characteristics 
the simplified model can be used to explore the impact and trade-off between various 
changes to the damper geometry in the same way as described in Rupp et. al. (2012). In 
equations ( 8.8) and ( 8.9) it was shown that the pressure amplitude is proportional to the 
unsteady velocity amplitude and the unsteady pressure drop. Previously section 5.7 
showed that the maximum acoustic energy loss within the quasi-steady regime (low 
Strouhal number) is proportional to the unsteady pressure difference and the ratio of 
mean mass flow through the porosity and the mean pressure drop (equation 5.25) 
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The damper within the gas turbine combustion system has to operate within a given air 
mass flow budget. Hence one way of optimising a damper is to reduce the mean 
pressure drop for a given mean air mass flow by using a second liner (i.e. metering 
skin). However as shown in the previous section reducing the mean pressure drop 
across the damping skin might not be beneficial for the given space envelope and the 
associated unsteady pressure difference which is also affecting the acoustic energy loss 
(equation ( 8.9) and ( 8.12)). Hence the model is used to understand the optimum mean 
pressure drop for a given cavity volume size. For example the amount of energy 
absorbed, as indicated by the model, is presented for three different cavity separations 
and for various combinations of metering skin and damping skin porosity. These 
changes in porosity were achieved by varying the number of orifices within each skin. 
The total pressure drop across the passive damper system was kept constant as well as 
the mass flow through the damper. 
Figure  8.15 presents the normalised acoustic loss with respect to a change in the mean 
pressure drop across the damping skin. The occurrence of the acoustic loss maxima can 
be explained by considering the acoustic loss defined by equation ( 8.9) as well as the 
velocity amplitude equations ( 8.6) and ( 8.7). The acoustic energy loss is a function of 
the unsteady pressure difference across the aperture and the admittance of the apertures. 
Moreover equations ( 8.6) and ( 8.7) show that the velocity amplitudes are calculated 
using the loss coefficients, mean velocity, length corrections and the unsteady pressure 
drop. Hence changes in mean pressure drop will also result in changes in mean velocity. 
If the length-to-diameter ratio is constant it can be assumed that the discharge 
coefficient and thus the loss coefficient remain constant. Hence one strategy to increase 
the absorption of a passive damper is to reduce the mean velocity, by reducing the mean 
pressure drop. This will lead to an increase in velocity amplitude and therefore to an 
increase in admittance for the apertures as explained in section 5.3. However as Figure 
 8.16 shows the cavity unsteady pressure ratio, for a given volume, increases with 
decreasing mean pressure drop i.e. the cavity becomes more sensitive to mass flow 
fluctuations and so the unsteady pressure drop across the damping skin decreases with a 
decreasing mean pressure drop. Hence the possible increase in velocity amplitude, and 
therefore the acoustic absorption, is also accompanied by a reduction in the unsteady 
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pressure drop. Consequently there is an optimum mean pressure drop across the 
damping skin i.e. where the acoustic absorption is at its maximum for a given cavity 
volume. 
It can be seen from Figure  8.15 that the volume effect is much larger than the pressure 
drop reduction. Hence the design of non-resonant acoustic dampers should aim at 
maximising the available volume. As equations ( 8.8) and ( 8.9) show the actual area of 
the damper (or amount of apertures within the damper) also affects the acoustic 
absorption performance. However this parameter is set by the available air mass flow 
budget. Hence the optimisation of a non-resonating damper can only aim on 
optimisation of the porosities between the metering and damping skin such that the 
unsteady pressure difference across the damping skin apertures is maximised. This 
needs to be in conjunction with the necessary cooling requirements of the combustor 
wall. 
8.2.5 Impedance Methodology 
As already discussed in the previous section it is not straightforward to compare the 
analytical modelling data to the measured data if the fuel injector is also present in the 
experiment. In this case some of the energy is also transmitted through the fuel injector 
or even dissipated by the fuel injector. Hence the measured reflection coefficient is 
representative of the total system, i.e. fuel injector and acoustic damper. Therefore the 
model also needs to consider the superposition of the acoustic characteristic of the fuel 
injector (this being more representative of an engine configuration). Hence an approach 
as described by Kinsler et. al. (1999) was implemented which enables the superposition 
of impedances of the considered acoustic elements. This process is shown schematically 
in Figure  8.17, and as previously discussed, assumes that the acoustic wavelength is 
much longer compared to the length of the damper or size of the fuel injector. In this 
case the test section is split into an acoustic system of three impedances: the damper 
impedance ZD, the fuel injector impedance Zinj and the total impedance of the system 
Ztot. In accordance with Kinsler et. al. (1999) this system of impedances has been split 
into three acoustic branches joined together at the plane y/LD = 0. The plane at y/LD = 0 
was chosen just downstream of the fuel injector. Hence as a first approximation the 
assumption was made that the change in pressure amplitude along the damper is 
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negligible, i.e. ( ) 0=∂∂ DLypˆ . However this approach can be included within a 
network model in the future which should take the mode shape along the damper 
surface into account. 
Mathematically the acoustic system can be described using impedances considering 
the volume velocity (e.g. Kinsler et. al. (1999) or Lucas et. al. (1997)) 
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where Atot represents the cross-sectional area of the duct to which the fuel injector and 
damper are connected. Applying continuity of mass across the boundaries of the 
acoustic branches and assuming that all acoustic elements are exposed to the same 
pressure amplitudes the total acoustic impedance can be described as 
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( 8.14) 
Hence the total impedance can be calculated as the sum of the reciprocal of the acoustic 
component impedances 
injDtot ZZZ
111
+= . 
( 8.15) 
The acoustic impedance of the non-resonant acoustic damper is calculated using the 
described analytical model. A representative pressure mode shape is used as input to the 
model and the impedance is averaged along the face of the damper. This averaged 
impedance is then used as the damper impedance in equation ( 8.15). 
The remaining unknown is the fuel injector impedance. In this case the fuel injector 
impedance was measured by blanking the damper section off with a rigid wall, with the 
fuel injector upstream side being open to atmosphere (i.e. plenum fed). For this 
configuration the acoustic impedance could be measured using the two microphone 
method and a mean pressure drop across the fuel injector of 3%. The setup was not 
optimised for an impedance measurement as for example explained in section 5.4. 
Hence reference data was also used relating to the same injector in a similar plenum fed 
arrangement forced by plane axial pressure waves (but over a wider frequency 
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bandwidth) conducted by Peacock (2011). The measured resistance and reactance of the 
fuel injector is shown in Figure  8.18. Note that the impedances shown in this figure do 
show the impedance based on the velocity amplitude, i.e. upZ ˆˆ= . For the purpose of 
this work the measured fuel injector impedance could be matched using the momentum 
balance as used in section 5.9 to calculate the impedance of the investigated orifice 
geometry. In this case the assumption was made that the resistance of the injector 
remains constant across the investigated frequencies with no viscosity effects being 
considered. The fit to the experimental data obtained by changing the loss coefficient 
and the acoustic length of the fuel injector is also shown in Figure  8.18. It should be 
noted this is not suggested that this is the correct model to use, but for the purpose of 
this work it was sufficient to get a reasonable representation of the fuel injector 
boundary condition. The increase in resistance from 250 Hz and 350 Hz could be partly 
due to real behaviour of the fuel injector or due to experimental inaccuracies. The only 
frequency dependent change to the resistance on the basis of the used model from 
section 5.9 would be the influence of viscosity. However this increase is too sharp to be 
reproduced by the model. Nevertheless the fuel injector swirling flow field is complex 
and flow instabilities in the swirling shear layers could also cause changes to the 
resistance of the fuel injector. Similar behaviour was found for jet flow instabilities for 
circular orifice plates in section 5.9. The fuel injector acoustic behaviour was not part of 
this work and it is suggested that future projects could provide a better representation of 
the acoustic characteristic of the injector. Ultimately this would increase the accuracy of 
acoustic network models for combustion instabilities. Nevertheless the estimated 
resistance and reactance was used to represent the fuel injector impedance in equation 
( 8.14) to a first approximation. 
The calculated total impedance from equation ( 8.14) was then used to estimate the 
reflection coefficient as defined for example by Bellucci et. al. (2004): 
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Hence the total system reflection coefficient estimated by the model with the help of 
equations ( 8.14) and ( 8.15) has been compared with the measured reflection coefficient 
for the total system of fuel injector and acoustic damper (Figure  8.19). It can be seen 
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that the calculated reflection coefficient agrees reasonably well with the measured 
reflection coefficient. The previous two sections have shown the analytical damper 
model agrees well with the measured acoustic losses and so any discrepancies in the 
total system loss are most likely due to inaccuracies of the fuel injector impedance 
measurements. To emphasise this source of error in the method a variation on the fuel 
injector resistance and reactance is also presented. Figure  8.20 shows the measured fuel 
injector impedance in comparison to a modelling match with increased resistance and 
reactance. This has then been used to predict the total system reflection coefficient for 
the example test case of S/H = 0.74 (Figure  8.21). It can be seen that the calculated 
reflection coefficient is much increased compared to the previous solution with a 
reduced resistance. This supports the suggestion that the fuel injector impedance is the 
greatest source of error within the prediction and has also the largest effect upon the 
total system reflection coefficient. 
However the used method of reproducing rather complex multi-impedance system 
experiments seems to be valid due to the generally good agreement between the model 
and experiment. This can be used to validate elements of the acoustic network models 
for multi-acoustic element experiments. As long as the system impedances, i.e. fuel 
injector, tiles, dampers, are known the experimental data can be either split into single 
element impedances or models of total systems can be reproduced. This enables the 
acoustic assessment of complex acoustic systems (such as gas turbine combustion 
systems). 
8.3 Resonating Linear Acoustic Dampers 
One of the outcomes of the previous section was that the complex fuel injector flow 
field has no significant effect upon the performance of the acoustic damper. Therefore 
the acoustic damper geometries can be optimised on a simple test rig without the 
influence of a fuel injector. Hence the experimental facility described in section 3.3.1 
has been used to assess various acoustic damper designs as described in appendix A.3. 
The previous section introduced a perforated liner system aimed at absorbing acoustic 
energy within a gas turbine combustion system environment. In this case the cavity 
between the damping skin and the metering skin was not resonating and it was shown 
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that the damper absorbs more energy if the cavity is operating as a plenum, i.e. no 
pressure amplitudes within the cavity. However, the volume size required to generate 
acoustic plenum conditions would be typically too large to fit into the design space 
envelope for an aero-engine gas turbine combustion system. The advantage of having a 
plenum between the damping and metering skin is the increased unsteady pressure drop 
across the damping skin. Hence the velocity amplitudes within the apertures of the 
damping liner are maximised and thus the acoustic absorption is greatly enhanced. 
Therefore alternative ways of increasing the unsteady pressure drop across the damping 
skin of a two liner system were investigated. 
In this section damper designs were investigated with a resonant cavity volume. This 
is equivalent to an array of Helmholtz resonators tuned to the same frequency (as for 
example described in Figure 1.12 in section 1.3.1.4).Therefore the cavity between the 
damping and metering skin can be tuned using the length of the apertures, the area of 
the apertures as well as the available volume. Hence a number of resonating cavities 
have been designed using cavity volumes which are available within the gas turbine 
combustion design envelope as well as liner porosities representative of gas turbine 
cooling geometries and mean pressure drops. The theory used to tune the investigated 
damper designs was based on the Helmholtz resonator frequency as described in 
equation (1.14) in chapter 1 extended to two resonator necks as in Keller and Zauner 
(1995) using the geometric area and length of the used apertures 
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If the damper is operated at its resonance frequency the pressure amplitude inside the 
cavity is increased. Furthermore the phase difference between the pressure oscillation 
upstream and downstream of the damping skin is 90°. This therefore results in large 
unsteady velocities and the potential for enhanced damping. 
All the acoustic absorption results shown in this section were measured within the 
linear acoustic absorption regime despite the acoustic resonance within the damper 
volume. In the following sections the experimental results will be discussed followed by 
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a further comparison between the developed analytical acoustic absorption model 
(section  8.1) applied to the resonant liner geometries. 
8.3.1 Experimental Results 
This section describes the experimental results measured for the five resonant liner 
configurations (Table A.5) in an impedance tube arrangement as shown in Figure 3.6. 
The acoustic energy loss was calculated from the incident and reflected acoustic energy 
flux. In this case it was assumed that no acoustic energy is transmitted through the 
damper system. Thus the reflected and incident acoustic energy flux was used in 
equation (5.3) to calculate the acoustic energy loss. Furthermore this loss was then 
normalised using the incident acoustic pressure amplitude at the exit plane of the 
acoustic damper (x = 0) as defined in equation ( 8.10). 
As already discussed the aim of this study was to increase the acoustic loss by 
enhancing the unsteady pressure amplitude across the damping skin. Hence a similar 
volume size (V = 0.3 l) was used for the resonant liner as for the datum non-resonating 
damper configuration (S/H = 0.125, V = 0.24 l). Moreover to maximise the acoustic 
absorption behaviour the pressure drop across the damping skin was nominally set to 
0.2% for a 2.5% total pressure drop across the metering skin and damping skin which is 
a typical value for gas turbine combustion system wall pressure drops. The non-
resonating damping system in the previous section extended itself across the outer 
combustion chamber wall. However for cooling purposes this might not be possible for 
a gas turbine application. For example the static pressure profile along the outer 
combustor wall is shown in Figure  8.2. It can be seen that the fuel injector flow field is 
impinging onto the first part of the acoustic damper, i.e. y/LD < 0.4. In this region an 
adequate wall pressure drop is needed to avoid hot gas ingestion and cool the liner wall. 
Hence it might not be possible to use this region for the application of an acoustic 
damper. However the damper could be applied to other areas within the combustion 
system including, for example the downstream end of the outer wall or the combustor 
head. In this case the damper will have less effective area and ultimately take less air 
mass flow. Hence in this section the damping skin effective flow area is reduced by a 
factor four compared to the non-resonating damper. 
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The aim for this study was to keep the resonance frequency of the damping system 
below 1000 Hz at full engine operating conditions scaled on combustor inlet 
temperatures. Therefore the resonance frequencies at ambient conditions were targeted 
to be at a maximum of 500 Hz at isothermal ambient conditions (if the combustor inlet 
temperature were 900 K). 
Ideally the backing wall should consist of a rigid wall without perforations, as for 
example in Hughes and Dowling (1990) or Bellucci et. al. (2004b). However due to 
cooling requirements in this application it is likely that cooling air is introduced through 
the backing plate into the damper cavity. Hence in this work a porous backing plate was 
incorporated (i.e. a metering skin) similar to that presented in the previous section for 
non-resonating liners. The metering skin apertures were chosen to have large L/D ratios 
(~16.7) to increase the inertia for the metering plate and minimise the unsteady mass 
flow across the metering skin. Thus the effect on resonance within the volume due to 
the metering skin is reduced. 
The measured acoustic energy loss for the datum resonant damper configuration 
(configuration 1) is shown in Figure  8.22. Moreover for comparison the acoustic energy 
loss (measured without the presence of the fuel injector flow field) for a non-resonating 
damper with S/H = 0.125 is also shown as a comparison. It can be seen that the resonant 
liner configuration shows a maximum acoustic loss at 500 Hz which corresponds to the 
resonance frequency of the liner. The resonant liner generates a similar amount of 
acoustic energy absorption compared with the non-resonating liner at a frequency range 
around 300 Hz. However this is achieved with four times less effective area which 
highlights the advantages of a resonating design. The resonating damper therefore offers 
an opportunity to maximise the acoustic absorption within a small design space 
compared to non-resonating dampers. It can also be seen that absorption is greatly 
enhanced if the damper is excited on its actual resonance frequency of 500 Hz. 
Figure  8.23 shows the pressure amplitude ratio between the cavity pressure 
amplitude, measured inside the damper cavity, and the excitation pressure amplitude 
immediately downstream of the damping skin along with the phase difference between 
the two pressure amplitudes. Initially (300 – 500 Hz) the pressure amplitude ratio is 
similar to the measured pressure amplitude ratio of the non-resonant liner for S/H = 0.33 
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(unfortunately it was not possible to measure pressure amplitudes in the cavity for non-
resonating liners at smaller S/H due to space constraints). It can also be seen that the 
pressure amplitude ratio reduces for increasing excitation frequency larger 350 Hz. 
However, the phase difference in Figure  8.23 also shows a varying phase shift, with a 
90  phase difference between the cavity pressure amplitude and the excitation amplitude 
occurring at 500 Hz. This is evidence that the system is in resonance with a vanishing 
system reactance (Figure  8.24) occurring at the resonance frequency as described for 
Helmholtz resonators in equation (1.13) and (1.14). This 90  phase shift coincides with 
the maximum acoustic energy loss for the resonant damper in Figure  8.22. Due to the 
reducing pressure amplitude ratio and the increasing phase shift from 300 to 500 Hz the 
unsteady pressure difference is increasing (Figure  8.25) leading to more acoustic energy 
being absorbed (equation ( 8.9)). The unsteady pressure drop remains high for 
frequencies higher than 500 Hz. However, the reactance increases at larger frequency 
and hence the acoustic velocity amplitudes in the liner reduce (as does the acoustic 
energy absorption). 
The sensitivity of the acoustic absorption to varying total pressure drop was also 
tested for the resonant damper configuration 1. Mean damping skin pressure drops of 
0.1, 0.16 and 0.2% were investigated. The results for this mean pressure drop variation 
are shown in Figure  8.26 for the measured normalised acoustic energy loss. It can be 
seen that the maximum acoustic energy loss reduces with increasing mean pressure 
drop. Moreover away from the resonance frequency, i.e. at frequencies much smaller or 
much larger than 500 Hz, the increase in mean pressure drop from 0.1 to 0.2% has 
negligible influence on the acoustic energy loss. This demonstrates that whilst the mean 
pressure drop does not influence the resonance frequency, it does affect the actual 
acoustic energy loss. Hence the mean pressure drop across the damping skin will need 
to be designed to a minimum while maintaining sufficient pressure loss for cooling 
requirements and the avoidance of hot gas ingestion. 
As can be seen from Figure  8.22 and Figure  8.26 the resonance frequency for the 
acoustic damper system is measured as 500 Hz at ambient temperature. Assuming a gas 
turbine engine with 900 K combustion chamber inlet temperature this would equate to a 
frequency of 880 Hz. For medium to large civil aero-engines combustion instabilities 
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relating to the first order circumferential mode in the full annular combustor occur, 
dependent on the combustor size, in a range of 400 to 1000 Hz at full engine conditions. 
Hence it might be necessary to tune the resonant liner to lower and higher resonance 
frequencies. There are several options for tuning the liner. Initially the size of the 
volume has been increased by factor 1.6. As expected and shown by Figure  8.27 this 
reduces the damper resonance frequencies to 390 Hz for the damper with the enlarged 
volume. In this case the metering skin and the damping skin remained identical (i.e. 
only the volume was increased). Moreover the damping skin pressure drop for both test 
cases was set to 0.2%. As can be seen the reduction in resonance frequency due to the 
large volume was achieved with a negligible reduction in acoustic energy loss. 
However, enlarging the volume of the resonating damper within a gas turbine 
combustion chamber is not always feasible due to the restricted design space envelope. 
Hence another option of reducing the acoustic damper resonance frequency is by 
increasing the length of the apertures. This has been achieved by increasing the aperture 
length from 6 mm to 8 mm in configuration 2 and 12 mm in configuration 3. The 
aperture diameter was kept constant leading to L/D ratios of 5.45, 7.2 and 10.91. The 
measured acoustic energy loss for the three damper configurations with varying aperture 
length is shown in Figure  8.28. It can be seen that the resonance frequency reduces with 
increasing aperture length (from 500 Hz to 421 Hz for configuration 2 and 500 Hz to 
390 Hz for configuration 3). The drop in the maximum absorption for configuration 2 
and 3 is due to the slightly reduced amount of damping skin apertures, e.g. 184 
compared to 192 for configuration 1 and 3. Hence the generated acoustic energy loss is 
slightly less. 
To compare the change in damper performance in more detail the excitation 
frequency has been normalised with the damper resonance frequency. Hence Figure 
 8.29 shows the comparison for configurations 1, 2 and 3 relative to the normalised 
frequency. It can be seen that the increase in aperture length had no significant effect 
upon the acoustic energy loss at the resonance frequency of the damper. The only slight 
difference is that the damping bandwidth of the acoustic liner is reduced for the 
configuration with the longest aperture (configuration 3) compared to configuration 1 
with the shortest aperture. This behaviour can be explained with the increasing 
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reactance for the longer apertures. The gradient for the damping system reactance as 
shown for the three configurations in Figure  8.30 is steeper for the configurations with 
longer apertures. Hence the bandwidth of the resonant damper is reduced at lower 
frequencies. 
The experimental results show that a resonating passive damper system can operate 
more efficiently, in terms of acoustic energy loss compared with a non-resonant liner 
system within the restricted space envelope of a gas turbine combustion system. Various 
examples of tuning the resonant liner have been shown and analysed. However a further 
objective of acquiring this data was to provide additional validation data for the 
analytical models and derive some simple geometrical parameters for the tuning, design 
and optimisation of a resonating damping system. This will be discussed in the 
following sections. 
8.3.2 Analytical Model Validation 
The developed analytical model described in section  8.1 will be compared to the 
experimental results. In this case the prediction of the damper is more challenging due 
to (i) the increased length of the aperture which was shown to be more challenging in 
section 5.9 and (ii) the increased Strouhal numbers for some of the investigated 
geometries. To be able to assess the mean flow loss coefficient accurately the discharge 
coefficients were measured for the described liner configurations. In this case the total 
damping system, metering skin and damping skin, was placed in a plenum and the total 
effective area for the given damper configuration was measured. Simultaneously the 
metering skin and damping skin pressure drop was also measured. Hence it was 
possible to derive the effective area of the metering and damping skins and hence derive 
their respective discharge coefficients. The measured discharge coefficients for each 
resonating damper geometry are presented in Table  8.2. Moreover the length corrections 
for the apertures in the damping skin were approximated from the length corrections 
presented in Table 5.1 for the aperture length to diameter ratios of 3, 5, 6.8 and 10. In 
addition the length correction defined for the aperture with L/D = 10 was also used for 
the metering skin impedance model with L/D = 16.67. 
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Damper config-
uration 
Damping 
skin L/D 
Damping skin 
dp/p in % 
Damping skin 
CD 
Metering skin 
CD 
1 5.45 0.1% 0.69 0.58 
1 5.45 0.16% 0.7 0.6 
1 5.45 0.2% 0.72 0.6 
2 7.27 0.14% 0.64 0.58 
3 10.91 0.15% 0.58 0.58 
4 5.45 0.1% 0.69 0.58 
4 5.45 0.22% 0.72 0.6 
5 3.75 0.03% 0.83 0.59 
Table  8.2: Measured discharge coefficients for metering skin and damping skin for 
the five investigated resonant damper configurations 
It was mentioned in section 5.9.1 that the measured mean flow discharge coefficient 
deviated from the discharge coefficient derived from the acoustic model for apertures 
with L/D longer than two. Moreover section 5.9.2 discussed additional sources of error 
in the model due to the change of the aperture flow field and the development of orifice 
internal boundary layers for the apertures longer than L/D of two. The previous section 
showed good agreement between the developed analytical model for apertures of L/D ~ 
3. However to gain a better estimate of the accuracy of the prediction for even larger 
L/D the measured discharge coefficient (as in Table  8.2) has been used and the model 
described in section  8.1 was compared to the measured data in the previous section. 
The resonant liner experiments were conducted in an impedance tube arrangement 
with the damper perpendicular to the axial acoustic waves. Hence the measured results 
are not affected by acoustic mode shapes as the pressure amplitude and phase along the 
damper surface is constant. Therefore the measured pressure amplitude immediately 
downstream of the damping skin at x = 0 was used as an input excitation amplitude into 
the acoustic model and for the normalisation of the acoustic energy loss. 
Figure  8.31 shows a comparison of the calculated and measured normalised acoustic 
energy loss for the resonant damper configuration 1. It can be seen that the model 
predicts the maximum acoustic loss at the same frequency as the experiment. In general 
the predicted acoustic loss is showing the same trend as the experimental data. However 
the maximum acoustic loss is estimated to be approximately 13% smaller than in the 
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experiment. Moreover the pressure amplitude ratio is showing the same characteristic as 
the experimental data (Figure  8.32). In this case the predicted maximum amplitude ratio 
is shifted to higher frequencies compared to the measurement and the maximum value is 
approximately 8% smaller for the prediction. Finally the phase difference between the 
cavity amplitude and the excitation amplitude is shown in Figure  8.33. It can be seen 
that the trend of the phase difference predicted by the model is in agreement with the 
experiment. Hence the frequency for the maximum calculated normalised acoustic loss 
compared to the experimental data is in agreement in Figure  8.31. The reason for the 
mismatch in pressure amplitude ratio and acoustic energy loss is caused by the 
calculated impedance of the damping skin and the metering skin used in the model. 
Hence the measured system impedance has been compared to the calculated impedance. 
Note in this case the impedance was defined as the ratio between incident pressure 
amplitude and the velocity amplitudes within the apertures of the damping skin 
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The calculated and measured acoustic resistance is compared in Figure  8.34. The 
predicted resistance is on average 20 % larger than the measured resistance. This 
overestimate of the liner resistance is therefore causing a reduction in the acoustic 
energy loss relative to the measured data (Figure  8.31.) 
Figure  8.35 shows the comparison between the measured and predicted acoustic 
reactance. It can be seen that the predicted reactance is in excellent agreement with the 
measured reactance. This shows that the length correction estimates for the aperture 
geometry in the liner was approximated correctly based on the aperture measurements 
presented in section 5.9. The accurate prediction of the length correction for the liner 
apertures is important for resonant liners and the calculation of the liner resonance 
frequency. Currently an estimate on the length correction can be undertaken based on 
measurements of similar orifice geometries or with semi-empirical length correction 
estimates as they are shown in Bellucci et. al. (2004b). However, experimental 
validation for the used geometry is still necessary. In this case the error in the acoustic 
energy loss prediction is caused by the discrepancies in the resistance prediction which 
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is based on a viscosity model for the boundary layer within the aperture as well as on 
the loss coefficient estimated from the mean flow discharge coefficient. 
As Figure  8.36 shows the model captures the trend in acoustic energy loss with 
varying pressure drop across the damping skin. In this case the measured discharge 
coefficients for each pressure drop have been used in the analytical model to predict the 
acoustic energy loss. The model shows a reduction in acoustic loss with increasing 
mean pressure drop (from 0.1 to 0.2%). However it can be seen that the maximum 
acoustic energy loss calculated by the analytical model is consistently underestimated. 
Nevertheless the relative change in predicted energy loss for the three cases seems to 
agree very well with the relative change in acoustic energy loss measured in the 
experiment. Moreover the resonance frequencies are predicted at the correct frequency.  
Figure  8.37 shows a comparison between the modelling and the experimental data 
with a variation in damper volume with a damping skin mean pressure drop of 0.2%. It 
can be seen that the modelling technique again captures the acoustic energy loss 
characteristics. The change in resonance frequency due to the increased damper volume 
is also captured very well. This also provides further evidence that the measured length 
corrections in section 5.9 can be used for an initial estimate of the length correction and 
resonance frequency prediction. Again the relative change in acoustic energy loss is 
reproduced very well by the model, but the maximum energy loss is predicted to be 
smaller than the experiment. 
For the data presented the maximum loss is consistently under estimated by the 
developed model due to the over prediction of the damping skin resistance. To 
investigate this issue further the model has been used to compare acoustic damper 
configurations 2 and 3. In this case the hole length of the damping skin apertures has 
been increased. The comparison between the acoustic model and the measurement is 
shown in Figure  8.38. This indicates that the acoustic loss prediction deviates further 
away from the experimental data with increasing aperture length. For example the 
deviation in the maximum acoustic loss is approximately 13%, 18% and 30% for L/D 
ratios of 5.45, 7.27 and 10.91 respectively. 
Figure  8.39 shows that the reactance prediction agrees very well with the measured 
data apart for the geometry with L/D of 10.91. In this case the length correction is 
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overestimated for this geometry. However the discrepancies in acoustic energy loss is 
caused by an over prediction of the acoustic resistance of the damping skin as it is 
shown in Figure  8.40. It can be seen that the discrepancy between the measured and the 
calculated resistance is increasing with increasing length-to-diameter ratio. 
In general the model reproduces the acoustic energy loss characteristics for the 
investigated damper experiments very well. This is encouraging and therefore the model 
can be used to maximise acoustic dampers with larger aperture length-to-diameter ratio. 
However the maximum acoustic energy loss is consistently underestimated by the 
modelling method. The data suggests that this is caused by an overestimation for the 
acoustic resistance and will be further investigated in the following section. 
8.3.3 Sources of Errors in the Analytical Modelling for Apertures with 
Large Length-to-Diameter Ratios 
As already discussed in section 5.9.2 the increased inaccuracies for large L/D ratio 
apertures is caused by the complex interaction of the losses surrounding an aperture 
with L/D ratios larger than two. The results in section  8.2.2 suggest that the model is 
sufficient for apertures with L/D of 3 as the viscosity effects seem to be small. However 
this is not the case for the resonating liner configurations with apertures longer than L/D 
of 3. 
Section 5.9.2 suggested two options to estimate the inflow and outflow losses as well 
as the viscous losses within the aperture, as they are assessed against the experimental 
data in this section. Initially the measured mean flow discharge coefficient is used 
without including any viscosity term within the model for the resistance estimation. In 
this case the reactance is still dependent on the unsteady viscosity model, i.e. only the 
imaginary part in equation (5.34) is used. This approach is shown in Figure  8.41 for 
damper configurations 1, 2 and 3 indicated as ‘Model 2’. In general predicted acoustic 
absorption has increased and the difference between measurement and prediction has 
reduced compared to the data presented in Figure  8.38. However significant deviations 
remain for apertures with L/D of 10.91. It can be concluded that the inclusion of the 
viscosity term in the resistance of the model increases the discrepancy to the 
experimental data. 
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The second option as proposed in section 5.9.2 was also used to calculate the acoustic 
energy loss for the three damper configurations as shown in Figure  8.42 indicated by 
‘Model 3’. In this case it was assumed that the inflow and outflow losses were best 
represented by the mean flow discharge coefficient of an aperture where the mean flow 
is just attaching to the inside of the orifice, i.e. L/D of two. Hence the discharge 
coefficient of 0.81 was used in this calculation. The effects of viscosity have been 
included in the acoustic resistance and reactance calculation. It can be seen that this 
approach significantly improved the accuracy of the acoustic energy loss prediction. 
The calculated energy loss agrees well with damper configurations 1 and 2, and much 
reduced discrepancies can also be seen for configuration 3. This seems to indicate that 
this approach is the more representative method for the calculation of the acoustic loss 
of long apertures. However as already mentioned in section 5.9.2 further research is 
needed to understand the fundamental physics of the unsteady flow field for long 
apertures to generate more reliable modelling techniques. This has technical relevance 
as the application of long aperture length-to-diameter ratios is important to tune 
resonant liners to aero-engine gas turbine combustion system representative 
frequencies. In chapter 7 a method was presented capable of identifying unsteady flow 
behaviour relevant to the acoustic absorption process. Hence this could be applied onto 
CFD methods or sophisticated experimental setups resolving the relevant unsteady flow 
characteristics of long L/D ratio apertures to develop a more reliable modelling 
technique. 
8.3.4 Resonance Parameter for Preliminary Damper Design 
During the initial design stages it would be useful to develop a simple relationship of 
all the relevant geometric parameters of a resonant liner to establish the resonance 
frequency of the damping device. Therefore a simple optimisation within the design 
space envelope can be conducted to tune the passive damper onto the desired frequency. 
In this work the method described by Hughes and Dowling (1990) was initially used to 
assess the resonance frequency of the linear passive damping device. In their study they 
have used the classic Helmholtz resonator equation as defined by Rayleigh (1899): 
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( 8.19) 
Hence the wave number at the resonance frequency is defined by the square root of the 
Rayleigh Conductivity divided by the resonator volume. Thus the resonance frequency 
is defined as 
V
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( 8.20) 
Comparing equation ( 8.20) with equation (1.13) shows that the Rayleigh Conductivity 
for the Helmholtz resonator can be expressed as: 
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In the study by Hughes and Dowling (1990) a perforated liner backed by a resonating 
volume was studied. Moreover the aim was to damp high frequency combustion 
instabilities in afterburners (also known as screech). As the frequencies are large the 
length of the apertures need to be short and in this case, can be neglected. Therefore the 
Conductivity of a circular aperture with negligible aperture length and the absence of 
mean flow can be expressed as (Rayleigh (1896), Hughes and Dowling (1990)) 
RKD 2= . ( 8.22) 
This is also valid as a first approximation for the resonance frequency of a resonant 
linear damper (initially ignoring the effect of the mean flow upon the Conductivity of 
the aperture). Finally the cavity volume of the resonating liner needs to be defined. In 
this case the passive damper is divided into multiple Helmholtz resonators. Hence each 
aperture and its portion of the backing volume is regarded as a Helmholtz resonator. 
Therefore the relevant volume can be estimated by using the cavity depth S and the 
pitch between the apertures Pa: 
SPV a
2= . ( 8.23) 
Substituting equations ( 8.22) and ( 8.23) into equation ( 8.19) leads to the wave 
number at the resonance frequency for a perforated liner backed by a resonating cavity: 
Combustion System Passive Damper Design Considerations 271 
 
SP
Rk
a
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( 8.24) 
Hughes and Dowling (1990) used this expression to define the resonance parameter  
R
SPk
Q ares
2
22
= . 
( 8.25) 
If this parameter is equal to one than the damper is tuned to the resonance frequency. 
In the work of Hughes and Dowling (1990) equation ( 8.25) successfully enabled the 
prediction of the resonance frequency and non-dimensionalised the frequency axis for 
the conducted experiments. However, this work is aimed at frequencies that are 
significantly lower than those associated with afterburner screech. Thus an elegant way 
of reducing the resonance frequency, for a given damper porosity and limited volume, is 
to increase the aperture length. This was the approach taken in this work to reduce the 
resonance frequency of the acoustic damper. As Figure  8.43 shows the maximum 
acoustic energy loss for each of the investigated geometries does not coincide with a Q-
parameter of one (based on the definition in Hughes and Dowling (1990)). Moreover 
the phase between the incident and the cavity pressure amplitude, which is 90° at 
resonance, is also not coinciding with a Q-parameter of one at 90° (Figure  8.44). This 
mismatch is due to the additional aperture length, which was negligible in the work of 
Hughes and Dowling (1990) but needs to be included in this work. Hence the resonance 
parameter has been modified using a length correction as defined in Stow and Dowling 
(2003): 
effeffeff
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D
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R
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π
π
ππ
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( 8.26) 
Therefore the aperture length corrected Q-parameter can be defined by substituting 
equation ( 6.17) into equation ( 6.10): 
2
22
22
2
2
R
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K
SPk
Q effares
D
ares
L
π
π +
== . 
( 8.27) 
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This parameter was successfully used with resonant acoustic damper data presented in 
Rupp and Carrotte (2011). However, this parameter is only valid for perforated liners 
backed by a rigid wall, e.g. Hughes and Dowling (1990). Hence equation ( 8.27) needs 
to be extended to a double liner system, i.e. the damping liner is backed by a metering 
skin instead of a rigid wall. This extension can be conducted using the formula to 
calculate the resonance frequency of a Helmholtz resonator with two apertures 
connected to the resonator volume as, for example, defined by Keller and Zauner (1995) 






+=
2
2
1
11
2 L
A
L
A
V
cfres π
. 
( 8.28) 
In this case the resonance frequency is a function of both areas (damping skin and 
metering skin) and the effective length of their apertures. Hence using equations ( 8.20) 
and ( 8.23) the wave number at resonance can be defined based on two aperture 
Conductivities 
22
2
12
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2 11
D
a
D
a
res K
SP
K
SP
k
,,
+= , 
( 8.29) 
where 1 denotes the damping skin and 2 denotes the metering skin. The pitch between 
the apertures can be defined using the porosity of the damping and metering skin 
assuming a square pattern orifice array in the liner 
l
j
ja
R
P
σ
π 2
=,  for 21,=j . 
( 8.30) 
Note the hole pattern in this work was not an exact square pattern thus the pitch 
calculated by equation ( 8.30) is an effective pitch sufficient for the calculation of the 
resonance parameter. Hence the modified resonance parameter for resonant acoustic 
dampers with two perforated liners relevant to combustion system liners can be defined 
as 
22
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( 8.31) 
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Figure  8.45 shows the measured normalised acoustic energy loss for the five 
investigated damper configurations. In this case the modified resonance parameter was 
calculated using the same effective aperture length assumptions as for the analytical 
model in the previous section. It can be seen that the maximum acoustic energy loss 
occurs at a modified resonance parameter equal to one for all geometries. Moreover the 
measured phase difference between cavity and excitation pressure amplitude, shown in 
Figure  8.46, is also showing 90° phase difference for the modified resonance parameter. 
This is further proof that the resonance condition is predicted correctly by the modified 
version of the parameter. 
Hence the simple relationship of geometric parameters and damper operating 
conditions, as defined in equation ( 8.31) for the modified resonance parameter, can be 
used to define a resonating acoustic damper geometry tuned to the relevant combustion 
instability frequency. 
8.4 Hot Gas Ingestion 
As described in Rupp et. al. (2012) the ingestion of hot gases from the combustor into 
the damper volume is of concern during the design of passive dampers. This ingestion 
of hot gas can arise both from the time averaged and time dependent flow field 
characteristics. The following description of the phenomena can also be found in Rupp 
et. al. (2012). 
The mean pressure drop across the damping skin means that on a spatially averaged 
basis the pressure within the damper cavity is greater than the flame tube pressure i.e. so 
relatively cool gas flows through the damping skin and into the combustor and no hot 
gas ingestion occurs. However, locally the mean pressure distribution will vary across 
the damper surface, as shown in Figure  8.2, resulting in the potential for hot gas to 
locally flow into the damper cavity. Hence as the mean pressure drop across the 
damping skin is reduced so the likelihood for local hot gas ingestion increases. However 
this process can be predicted by time averaged numerical (CFD) prediction of the flow 
field. Also of concern, though, and of primary interest here is the time dependent 
ingestion of hot gas into the damper cavity due to the unsteady flow field. 
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As the magnitude of the unsteady pressure amplitudes inside the combustor increases 
so there is the potential for flow to reverse through the damping skin orifices on a time 
dependent basis i.e. so that hot gas is ingested at certain phases of the acoustic cycle. 
However, this can be investigated using the developed 1D analytical model in terms of  
- assessing the robustness of different damper designs to gas ingestion and 
- at what level of pressure oscillations within the combustor will hot gas ingestion 
commence. 
As the velocity perturbation in the damping holes tends to the mean velocity hot gas 
ingestion will occur (i.e. 
11 DD
Uuˆ ~1). However, this also corresponds to the operating 
condition where the acoustic absorption transitions into the non-linear regime. It was 
shown in the analysis of the acoustic absorption experiments in section 6.4.1 that non-
linear absorption occurs for unsteady to mean velocity ratios of approximately 0.4 and 
greater. Therefore the model can be used to identify at which excitation pressure 
amplitudes non-linear absorption occurs. This not only indicates the operating condition 
where the analytical model becomes invalid (i.e. since the linear absorption model is no 
longer valid), but this can also be used to provide a design margin against hot gas 
ingestion. 
Figure  8.47 shows the unsteady velocity amplitude normalised with the mean velocity 
across the damping skin for three different liner separations for the non-resonant liner 
geometry described in section  8.2. Note that the magnitude of the excitation pressure 
0pˆ  is normalised with the absolute mean pressure inside the main duct 0p . For the 
largest cavity depth (S/H = 0.67) it can be seen that the orifice perturbation ( )1uˆ  is 
reaching the onset of non-linear absorption for an excitation amplitude of approximately 
0.5% of the combustion chamber pressure. For example, at 40 bar this would equate to 
an excitation amplitude of 177 dB. However as the cavity depth decreases so less 
acoustic energy is absorbed and the velocity perturbation ( )1uˆ , for a given excitation 
amplitude, decreases. Hence with decreasing cavity depth the damper becomes more 
robust to time dependant hot gas ingestion but absorbs less energy. In this way both the 
relative sensitivity of different configurations to hot gas ingestion can be assessed along 
with the unsteady pressure amplitudes at which this will occur. 
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As expected a resonant liner is more prone to hot gas ingestion due to the high 
unsteady velocity amplitudes. This can be seen, for example, in Figure  8.48 for the 
resonant damper configuration 1. In this case the transition from linear to non-linear 
absorption occurs at an equivalent sound pressure of 168 dB at 40 bar combustor inlet 
pressure. This highlights the importance of accurate non-linear acoustic modelling as 
the resonant dampers are operating close to the transition range within gas turbine 
combustors. 
As already discussed the current modelling for the transition from linear to non-linear 
acoustic absorption is assuming a velocity amplitude ratio of one for the onset to non-
linear absorption. Hence for a given geometry a curve fit to the measured velocity 
amplitude should enable a more accurate assessment of the onset to hot gas ingestion 
which occurs at velocity amplitude ratios of approximately one. Hence the current 
design tool is giving a pessimistic assessment of the onset of hot gas ingestion into the 
damper cavity. 
8.5 Closure 
This chapter has discussed a set of design tools developed during this work: 
• a simple parameter which enables the preliminary design and tuning for the 
geometric parameters of a multi-liner resonating damping system, 
•  an analytical model to estimate the acoustic energy loss of acoustic dampers 
with a high accuracy for apertures up to a length-to-diameter ratio of 3 (larger 
L/D ratios are possible with reduced accuracy), 
• an impedance methodology to investigate the interaction and optimisation of 
isolated acoustic components such as fuel injectors or acoustic dampers, 
• a prediction and scaling method to investigate the risk of hot gas ingestion due to 
the unsteady velocity amplitudes within the damping skin. 
The developed tool set enables a comprehensive preliminary design of non-resonant 
and resonant acoustic absorbers with multiple perforated liners within a gas turbine 
combustion system. Moreover the model has been extended to assess the impact of 
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circumferential waves (appendix E). Finally the analytical model can also be used as a 
development platform for aperture Rayleigh Conductivity models. 
It has been shown that the bulk acoustic modelling is independent of complex flow 
characteristics downstream of the apertures. Hence cross-flow influence and complex 
swirling flow fields across the downstream end of the damping skins had no significant 
effect. This can be concluded from the excellent agreement of the experimental non-
resonating damper data compared to the linear acoustic model which does not include 
any cross flow effects upon the damping skins. Using the methods for the hot gas 
ingestion analysis it has been shown that the liners with increased unsteady pressure 
drop, such as large volume non-resonant liners and resonating dampers, are more prone 
to hot gas ingestion due to the larger unsteady velocity amplitudes for a given pressure 
amplitude. The analytical modelling of long L/D apertures has shown discrepancies with 
the measured data. It has been discussed that this is caused by the rather complex flow 
field through the longer apertures with unsteady inflow profiles, boundary layer and 
outflow effects. Some short term solutions have been shown to improve the accuracy. 
However it is recommended to investigate the unsteady flow physics of larger L/D 
apertures in the future to improve the modelling accuracy for this technically relevant 
application. 
Experimental investigations into non-resonant liner systems have shown that the 
design of efficient liners would necessitate large cavity volumes between the metering 
and damping skins. Hence the absorption was maximised for plenum conditions in the 
said cavity. Unfortunately this would not fit in the design space envelope for an aero-
engine gas turbine combustion system without unacceptable increases in weight of the 
engine. Hence other damping options such as resonating acoustic dampers have been 
investigated experimentally. It was demonstrated that the resonance effect can greatly 
enhance the absorption of the applied acoustic dampers. Thus the application of such a 
device shows a better acoustic damping performance within the given space envelope. 
However the device needs tuning which can only be accurately done if the length 
corrections of the apertures in the metering and damping skin are known. Moreover the 
relevant frequencies occurring in aero gas turbine combustion systems make it 
necessary to use rather large L/D ratio apertures in the damping skin. 
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Figure  8.1: Schematic of control volume for analytical linear absorption model. 
 
Figure  8.2: Mean pressure distribution along damper surface 
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Figure  8.3: Pressure amplitude mode shape example 
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Figure  8.4: Comparison of measured reflection coefficients 
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Figure  8.5: Reflection coefficients of various liner separations 
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Figure  8.6: Normalised mode shape pressure amplitudes at various frequencies 
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Figure  8.7: Normalised acoustic loss comparison between experiment and analyti-
cal model with pressure mode shape input function 
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Figure  8.8: Acoustic energy loss comparison between experiment and modified 
model with pressure mode shape input function 
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Figure  8.9: Cavity pressure ratio comparison between the experiment (Exp.) and 
the model 
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Figure  8.10: Phase difference between cavity pressure amplitude and incident 
pressure amplitude 
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Figure  8.11: Cavity pressure ratio variation with liner separation, experiment with 
fuel injector 
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Figure  8.12: Phase angle between cavity pressure amplitude and excitation pres-
sure amplitude, experiment with fuel injector 
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Figure  8.13: Unsteady velocity amplitudes with varying liner separation 
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Figure  8.14: Calculated damping and metering skin admittance for S/H = 0.125 
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Figure  8.15: Normalised loss for varying damping skin mean pressure drop 
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Figure  8.16: Cavity pressure ratio with varying damping skin mean pressure drop 
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Figure  8.17: Schematic of non-resonant damper test section as a system of acoustic 
branches. 
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Figure  8.18: Fuel injector impedance. 
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Figure  8.19: Magnitude of reflection coefficient for experiments with non-resonant 
liner and fuel injector compared to model using the total impedance of fuel injec-
tor and acoustic damper. 
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Figure  8.20: Sensitivity on fuel injector impedance. 
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Figure  8.21: Impact on fuel injector impedance on total system reflection coeffi-
cient. 
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Figure  8.22: Comparison between resonating damper configuration 1 and datum 
non-resonating damper with S/H = 0.125. 
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Figure  8.23: Pressure amplitude ratio and phase difference between damper cavity 
and excitation pressure amplitude for damper configuration 1. 
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Figure  8.24: Acoustic reactance of damper configuration 1. 
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Figure  8.25: Unsteady pressure difference across damping skin for damper config-
uration 1. 
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Figure  8.26: Variation of mean pressure drop across the damping skin for resonat-
ing damper configuration 1. 
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Figure  8.27: Comparison for two resonating dampers with enlarged cavity volume. 
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 Figure  8.28: Normalised acoustic energy loss comparison of damper configuration 
1, 2 and 3 with effective length variation for damping skin pressure drop of dp/p = 
0.15%. 
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 Figure  8.29: Normalised acoustic energy loss comparison of damper configuration 
1, 2 and 3 relative to the normalised frequency, damping skin pressure drop of 
dp/p = 0.15%. 
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Figure  8.30: Measured acoustic reactance for configuration 1, 2 and 3 relative to 
the normalised frequency, damping skin pressure drop of dp/p = 0.15%. 
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Figure  8.31: Normalised acoustic loss comparison for analytical model and exper-
iment with damper configuration 1, damping skin pressure drop dp/p = 0.1%. 
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
200 300 400 500 600 700 800 900
Frequency in Hz
Exp Config 1: L/D = 5.45
Model Config 1: L/D = 5.45
Pr
es
su
re
 a
m
pl
itu
de
 ra
tio
 -
|p
1|/
|p
0|
^
^
 
Figure  8.32: Pressure amplitude ratio comparison for analytical model and exper-
iment with damper configuration 1, damping skin pressure drop dp/p = 0.1%. 
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Figure  8.33: Phase difference between cavity pressure amplitude and excitation 
amplitude calculated by the analytical model and compared to the experiment with 
damper configuration 1, damping skin pressure drop dp/p = 0.1%. 
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Figure  8.34: Comparison of measured and calculated acoustic resistance for acous-
tic damper configuration 1, damping skin pressure drop dp/p = 0.1%. 
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Figure  8.35: Comparison of measured and calculated acoustic reactance for acous-
tic damper configuration 1, damping skin pressure drop dp/p = 0.1%. 
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Figure  8.36: Comparison of measured and calculated acoustic energy loss with 
changing mean pressure drop across the damping skin for damper configuration 1. 
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Figure  8.37: Comparison of measured and calculated acoustic energy loss for 
damper configuration 1 and 4. Damping skin pressure drop dp/p = 0.2%. 
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Figure  8.38: Comparison of measured and calculated acoustic energy loss for 
damper configuration 1, 2 and 3. Damping skin pressure drop dp/p = 0.15%. 
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Figure  8.39: Comparison of measured and calculated acoustic reactance for damp-
er configuration 1, 2 and 3. Damping skin pressure drop dp/p = 0.15%. 
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Figure  8.40: Comparison of measured and calculated acoustic resistance for 
damper configuration 1, 2 and 3. Damping skin pressure drop dp/p = 0.15%. 
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Figure  8.41: Comparison of measured and calculated normalised acoustic energy 
loss damper configuration 1 to 3 using modelling option 2. 
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Figure  8.42: Comparison of measured and calculated normalised acoustic energy 
loss damper configuration 1 to 3 using modelling option 3. 
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Figure  8.43: Measured normalised acoustic energy loss resonating liner experi-
ments compared to resonance parameter assessment. 
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Figure  8.44: Phase of resonating liner experiments compared to resonance param-
eter assessment. 
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Figure  8.45: Measured normalised acoustic energy loss resonating liner experi-
ments compared to modified resonance parameter assessment. 
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Figure  8.46: Phase of resonating liner experiments compared to modified reso-
nance parameter assessment. 
 
Combustion System Passive Damper Design Considerations 300 
 
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
0.0% 1.0% 2.0% 3.0% 4.0% 5.0%
S/H = 0.125
S/H = 0.33
S/H = 0.67
Onset of 
non-linear 
absorption
|u
1|/
U
D
1
^
_
|p0|/ p0^
_
 
Figure  8.47: Estimate of pressure amplitude for hot gas ingestion non-resonant 
liner geometry. 
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Figure  8.48: Estimate of pressure amplitude for hot gas ingestion resonant liner 
configuration 1, damping skin dp/p = 0.2%. 
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9 Conclusions and Recommendations 
The overall objective of this thesis was to establish the amount of acoustic energy 
absorption associated with apertures that can be applied within a practical engineering 
environment. In this work in particular the acoustic absorption characteristics of orifice 
geometries typically found in a gas turbine combustion system have been investigated. 
Initially single aperture isothermal experiments have been conducted to investigate the 
acoustic energy loss for various orifices in the linear and non-linear acoustic absorption 
regimes. These experiments have been used to assess the performance of current 
acoustic absorption modelling methods and further the understanding of linear and non-
linear acoustic absorption. Particle image velocimetry measurements have been 
conducted to capture the unsteady flow field generated in the presence of acoustic 
waves to aid the investigation into the fundamental characteristics associated with the 
acoustic absorption process. A methodology has been developed to identify the relevant 
flow field features associated with the acoustic energy loss. The method has been 
validated by comparing the kinetic energy flux of the acoustically related flow field to 
the measured acoustic energy loss. 
9.1 Experimental Measurements 
In general the acoustic absorption of an aperture is a function of the unsteady velocity 
amplitude within the aperture (i.e. the larger the velocity amplitude the larger the 
acoustic absorption for a given incident pressure amplitude). For the linear acoustic 
absorption regime, within the Strouhal number range relevant to aero-engine 
combustion systems, it has been shown that the acoustic energy loss varies with aperture 
length-to-diameter ratio and this also reflects changes in the mean flow discharge 
coefficient. In other words if the discharge coefficient for the relevant geometry is high 
so is the acoustic absorption. It was shown that this behaviour is due to the pulsatile 
flow field within the quasi-steady Strouhal number regime as typically present within 
the combustion system environment. The increase in mean flow discharge coefficient 
leads to an increase in in the unsteady kinetic energy within the aperture. This energy 
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subsequently dissipates through turbulent processes as shown in the unsteady velocity 
field measurements. This is a characteristic of a purely pulsatile flow field which can be 
modelled using a linearised unsteady momentum equation neglecting the inertial forces 
within the quasi-steady regime. The measured acoustically related flow field indicated 
that there were no coherent flow structures interacting with the pulsatile jet flow. The 
main energy carrying modes represented the characteristics of a pulsatile jet flow which 
subsequently dissipates into smaller structures due to the turbulent dissipation 
processes. The maximum unsteady velocity amplitude, for a given incident pressure 
amplitude, is achieved within the quasi-steady regime. Hence the maximum acoustic 
energy of an aperture geometry, for a given unsteady pressure difference across the 
aperture, is achieved within the quasi-steady Strouhal number regime. Outside the 
quasi-steady regime inertial forces, due to the mass within the aperture, reduce the 
velocity amplitudes relative to the incident pressure amplitude. Hence the acoustic 
absorption is reduced. It is therefore not surprising that increasing the length of the 
aperture leads to reductions in linear acoustic absorption outside the quasi-steady 
regime. 
The linear absorption regime is characterised by a nominally linear relationship 
between pressure amplitude and velocity amplitude within the aperture, i.e. up ˆ~ˆ . 
However the non-linear acoustic absorption regime is characterised by a non-linear 
relationship between pressure and velocity amplitude, i.e. 2up ˆ~ˆ . Based on the data 
shown in this work, the non-linear acoustic absorption regime occurs if the unsteady 
velocity amplitude is larger than 40% of the mean flow velocity through the aperture. In 
general the non-linear acoustic absorption is characterised by large scale vortex ring 
structures within the unsteady flow field. Hence it is thought that the change from a 
linear relationship, between pressure and velocity amplitude, to a non-linear relationship 
is caused by the occurrence of the vortex rings in the flow field and their interaction 
with the pulsatile jet flow. After the transition into the non-linear acoustic absorption 
regime the velocity field is dominated by the vortex rings and hence the effects of the 
mean flow upon the acoustic absorption are negligible. The amount of acoustic 
absorption is then dependent on the incident pressure amplitude. It was shown that the 
absorption coefficient shows an optimum after which the absorption reduces with 
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increasing pressure amplitude. It was shown that the acoustic absorption is increasing 
with increasing pressure amplitude in the region where the acoustic reactance is larger 
than the resistance. In this case inertial forces due to the acceleration of the fluid within 
the aperture are dominant. Moreover the non-linear acoustic absorption coefficient is 
reaching a maximum in the region where reactance and resistance are of similar size. 
Further increases in pressure amplitude lead to the resistance dominated regime and to 
reducing absorption coefficients. In this region the viscous effects due to the aperture 
surrounding shear layers are dominating the pulsatile flow field. As the unsteady fluid 
dynamic measurements have shown the non-linear acoustic absorption regime is 
characterised by large vortex ring structures. A large amount of the kinetic energy flux 
at the exit of the orifice is transferred into the kinetic energy of the vortex rings. The 
generated vortex rings induce a flow field which significantly influences the mean flow 
field. It is thought that the distance between the aperture and the vortex ring influences 
the unsteady flow field due to the interaction of the ring structure with the inflow and 
outflow behaviour surrounding the aperture. Therefore this interaction leads to changes 
in the measured acoustic quantities, i.e. decreasing acoustic reactance with increasing 
pressure amplitude. 
9.2 Analytical Model Development 
The experiments conducted in the linear acoustic absorption regime have been used to 
assess the performance of the linear acoustic absorption model. It has been shown that 
the Howe model (e.g. Howe (1979b)) and the length modified Howe model (e.g. Jing 
and Sun (2000)) are not able to reproduce the acoustic absorption characteristic with 
varying orifice L/D ratio. Strictly speaking the Howe model seems only valid for an 
aperture with a mean flow discharge coefficient of 0.7 and an inertia equivalent to the 
L/D of 0.5 orifice geometry. This is as expected as the model introduced by Howe 
(1979b) was originally developed for infinitesimal thin apertures in the presence of a 
thin cylindrical shear layer. The predicted absorption with changing L/D has shown the 
opposite trends to the measured absorption data, i.e. increasing acoustic absorption with 
decreasing orifice CD. Hence the Howe and modified Howe model require calibration 
against experiments of the same geometry if attempts are being made to apply these 
models to practical engineering configurations. 
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A better model to use is the linear solution to the unsteady momentum equation as 
proposed by Bellucci et. al. (2004). It was shown that it is sufficient to use the mean 
discharge coefficients in the linear regime to predict the absorption characteristic with 
changing L/D ratio. Nevertheless the model still needs empirical length correction terms 
for an accurate prediction of the acoustic absorption over a wide Strouhal number range. 
It has been shown that the use of constant loss coefficients and length corrections in the 
linear acoustic absorption model is valid as long as there are no large scale structures 
developing (as is the case for self-excited jet instabilities). The Bellucci et. al. linear 
acoustic absorption model showed excellent agreement with all experimental validation 
data for L/D ratios up to five. For increasing hole length the modelling techniques 
showed increasing discrepancies with the experimental data. 
The model proposed by Bellucci et. al. (2004) can also be used in the non-linear 
absorption regime. A function based on the ratio of unsteady velocity amplitude to mean 
velocity controls the transition from linear to non-linear acoustic absorption. However 
as the experimental results have shown the transition to non-linear acoustic absorption 
occurs at a smaller ratio of velocity amplitude to mean velocity through the aperture 
than assumed by the current model. In the non-linear regime the mentioned interactions 
between large scale vortex rings and the pulsatile flow field cause changes in loss 
coefficients and length corrections which are required as an input to the model. Thus the 
input parameters to the model are no longer constant but functions of pressure 
amplitude and frequencies. Currently empirical curve fits could be used to estimate the 
change in length correction and loss coefficients with varying pressure and frequency. 
9.3 Engine Representative Damper Configurations 
The analytical model proposed by Bellucci et. al. has been incorporated into a set of 
design tools for acoustic dampers applied to gas turbine combustion systems. Using this 
approach it is possible to define the geometric parameters of a damper, tune it to the 
relevant frequencies within the gas turbine combustion system design envelope and 
assess the generated acoustic absorption as well as the risk of hot gas ingestion for 
increased pressure amplitude. The acoustic damper performance has also been assessed 
in a more representative geometry. In this way a test section representative of a single 
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sector of a full annular combustion system has been studied. This includes exposure of 
an acoustic damper to the complex swirling flow field generated by a modern lean burn 
fuel injector has been investigated. The developed acoustic modelling method based on 
Bellucci et. al. (2004) was used to predict the acoustic absorption of the damper. It was 
shown that the model and the experiment were in good agreement. The model does not 
take any swirling or cross-flow influences into account. Hence the influence of the 
complex swirling flow field and cross flow field had no significant effect upon the bulk 
absorption characteristic of the damper. The acoustic energy loss is not only a function 
of the aperture geometry but also a function of the unsteady pressure drop across the 
damping skin. Hence maximising the unsteady pressure drop for a given aperture 
geometry increases the acoustic losses. Therefore the loss of the investigated broadband 
liner could be increased if the cavity volume between the perforated liners acts as a 
plenum (i.e. pressure amplitude equal to zero). However in this case the size of the 
cavity volume would be too large to fit into the design envelope of an aero-engine gas 
turbine. Hence a more efficient way to increase the absorption of double skin acoustic 
dampers is to tune the cavity such that it is in resonance (e.g. as it is found with 
Helmholtz resonators). In this case the unsteady pressure difference across the damping 
skin can be maximised in the vicinity of the resonance frequency. 
As already mentioned the main objective was to understand how much acoustic 
absorption is available within a conventional combustion system. Within the linear 
acoustic absorption regime this can be answered using the developed modelling 
techniques. Most of the combustor wall cooling apertures operate within the quasi-
steady regime. In this case the developed quasi-steady acoustic loss assumption based 
on the mean mass flow and mean pressure drop quantities can be used. Finally the 
developed impedance methodology can be utilised to superimpose the cooling 
geometries, damping geometries and fuel injector impedances to estimate the total 
acoustic loss of a combustion system. Ultimately the linear acoustic absorption model 
should be used within acoustic network models to improve the accuracy of the full 
annular combustion system stability predictions. 
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9.4 Recommendations 
The used linear acoustic model has shown increasing discrepancies with the 
experimental data for aperture geometries longer than L/D of five. For long apertures 
with orifice length larger L/D of two the flow field reattaches within the orifice leading 
to the formation of a boundary layer inside the orifice. Hence the associated loss 
coefficients are a representation of inflow losses, viscous losses due to the boundary 
layer and outflow losses. Two possible short term solutions have been shown within the 
work: (i) only use the measured mean flow discharge coefficient without the unsteady 
viscosity model or (ii) use the mean flow discharge coefficient for an L/D of two orifice 
together with the unsteady viscosity model. The latter option showed the better 
agreement with the experiment. However, this behaviour should be further investigated 
by utilising flow field simulations (e.g. Mendez and Eldredge (2009) or Gunasekaran 
and McGuirk (2011)) or measurements inside a long L/D aperture to develop 
representative unsteady viscosity models as well as getting a better understanding of the 
inflow and outflow loss coefficient. The developed unsteady flow field methodology 
could be used to identify the relevant flow field phenomena. 
In this study all the apertures where investigated during inflow conditions without the 
influence of cross flow. It is known that the mean flow discharge coefficient is 
significantly affected by cross flow conditions on the inflow side to the aperture. In gas 
turbine combustors this has technical relevance as many apertures are fed from the 
surrounding annulus with cross-flow streams across the aperture on the inflow side. 
Hence the linear analytical modelling technique and its validity should be assessed 
against experiments with cross flow on the upstream side of the orifice. 
The non-linear modelling technique as well as the transition from linear to non-linear 
acoustic absorption remains challenging. In this case vortex ring structures interact with 
the unsteady flow field which therefore affect the acoustic absorption characteristic. 
More detailed unsteady flow simulations using CFD or measurements in conjunction 
with the developed unsteady flow field methodology should be utilised to improve the 
simplified analytical non-linear modelling techniques. 
Similar analytical modelling techniques applied to circular orifices should also be 
applied to fuel injector geometries. Accurate impedance models of the fuel injectors are 
Conclusions and Recommendations 307 
 
important for an accurate application of acoustic network models for the stability 
prediction of a gas turbine combustion system. Moreover the acoustic impedance of the 
fuel injector could also be studied with the aim of reducing the unsteady velocity field 
through the fuel injector relative to an incident pressure amplitude. This may help to 
reduce the onset of thermo-acoustic instabilities at source. 
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Appendix 
A. Orifice Geometry Definition 
A.1 Orifice Geometries for Absorption Measurements 
The orifice plates investigated for the absorption experiments described in section 
3.2.1 are specified in Table  A.1. In the majority of cases the plates contain only one 
aperture. However the plate with 3.3 mm orifice diameter contains multiple apertures to 
increase the absorption of the orifice geometry which improved the measurement 
accuracy. The diameters of the orifice were scaled to the relevant gas turbine engine 
conditions (section 3.1). Where applicable the porosity and pitch-to-diameter ratio was 
chosen to similar arrangements of gas turbine cooling geometries. For these values it is 
assumed that the apertures within the gas turbine combustor cooling geometry are not 
interacting (i.e. so allowing their absorption characteristic to be investigated in 
isolation). 
In total 17 orifice geometries have been investigated and their linear and non-linear 
absorption has been measured. The length-to-diameter ratios L/D ranged from 0.5-10, 
this range being relevant for the geometries found within gas turbine combustors. In 
addition to cylindrical orifice plates various alternative orifice geometries where 
investigated to enable an assessment on the effect of aperture geometry on linear and 
non-linear absorption. Table  A.2 shows schematics of the orifice shapes investigated in 
this work. In general the shapes have been designed with the aim of showing significant 
differences to cylindrical apertures. The conical shapes where used to investigate the 
effect of sharp edged geometries on the linear and non-linear absorption as some 
beneficial effects in the non-linear regime have been noted within tapered necks on 
Helmholtz resonators (Tang (2005)). A stepped geometry was designed to utilise 
multiple edges over which vorticity can be shed and the effect of this geometry upon its 
acoustic absorption can be investigated. As a comparison a shallow angled effusion hole 
was also investigated. However, this was done without the effects of cross-flow upon 
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the orifice flow field. Finally a Bellmouth geometry was investigated. The Bellmouth 
geometries were included based on the observations from Keller and Zauner (1995) 
who noted improvements in acoustic absorption if the aerodynamic loss coefficients 
associated with the resonator neck were small. 
Plate 
No 
Aperture 
diameter 
D in mm 
Aperture 
length L in 
mm 
L/D Amount 
of holes 
Porosity 
s in % 
Pa/D Shape 
1 12.7 6 0.47 1 0.88 4.7 cylindrical 
2 3.3 4.95 1.5 5 0.3 10 cylindrical 
3 9.1 4.55 0.5 1 0.45 6.6 cylindrical 
4 9.1 9.1 1 1 0.45 6.6 cylindrical 
5 9.1 13.65 1.5 1 0.45 6.6 cylindrical 
6 9.1 18 1.98 1 0.45 6.6 cylindrical 
7 9.1 21.84 2.4 1 0.45 6.6 cylindrical 
8 9.1 27.3 3 1 0.45 6.6 cylindrical 
9 9.1 45.5 5 1 0.45 6.6 cylindrical 
10 9.1 61.88 6.8 1 0.45 6.6 cylindrical 
11 9.1 91 10 1 0.45 6.6 cylindrical 
12 9.1 18 1.98 1 0.45 6.6 Conical, 
α=30° 
13 9.1 18 1.98 1 0.45 6.6 Conical, 
α=45° 
14 9.1 18 1.98 1 0.45 6.6 Conical, 
α=60° 
15 9.1 18 1.98 1 0.45 6.6 Sharp edged, 
α=45° 
 
16 
 
9.1 
 
18 
 
1.98 
 
1 
 
0.45 
 
6.6 
Stepped 
Sx = 1mm 
Sy = 4.5mm 
17 9.1 18 1.98 1 0.45 6.6 Bellmouth 
rB=18mm 
Table  A.1: Orifice plate specification for absorption measurements 
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Orifice shape Schematic, not to scale 
Cylindrical 
D
L
 
Conical 
α
L
D  
Sharp edged 
α
L
α
D
 
Stepped 
L
D
sy
sx
 
Bellmouth 
L
D  
Table  A.2: Definition of orifice shapes 
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A.2 Orifice Geometries for Rayleigh Conductivity measurement 
The orifice geometries investigated for Rayleigh Conductivity measurements are 
shown in Table  A.3. The orifice length-to-diameter ratio was ranging from 0.14 < L/D < 
10. In this case additional thinner orifice plates were investigated to simulate orifice 
plates with negligible thickness as it is assumed in the analytical model described in 
Howe (1979b). However, some thickness was needed to avoid structural vibration 
affecting the measurement. Moreover to improve the accuracy of the measurement over 
the large frequency range the porosity of the orifice plates has been increased. 
Plate 
No 
Aperture 
diameter 
D in mm 
Aperture 
length L 
in mm 
L/D Amount 
of holes 
Porosity 
s in % 
Pa/D Shape 
18 9.1 1.3 0.14 9 4.1 4.4 Cylindrical 
19 12 3 0.25 9 7.1 3.33 Cylindrical 
20 12 6 0.5 9 7.1 3.33 Cylindrical 
21 10.5 8 0.76 9 5.4 3.8 Cylindrical 
22 9.1 9.1 1 9 4.1 4.4 Cylindrical 
23 9.1 13.65 1.5 9 4.1 4.4 Cylindrical 
24 9.1 18 1.98 9 4.1 4.4 Cylindrical 
25 9.1 21.84 2.4 9 4.1 4.4 Cylindrical 
26 9.1 27.3 3 9 4.1 4.4 Cylindrical 
27 9.1 45.5 5 9 4.1 4.4 Cylindrical 
28 9.1 61.88 6.8 9 4.1 4.4 Cylindrical 
29 9.1 91 10 9 4.1 4.4 Cylindrical 
30 6.5 3.3 0.51 9 2.1 6.15 Cylindrical 
31 12 6 0.5 9 7.1 3.33 Bellmouth 
rB = 3 mm 
32 10.5 8 0.76 9 5.4 3.8 Bellmouth 
rB = 3 mm 
33 9.1 18 1.98 9 4.1 4.4 Bellmouth 
rB = 9mm 
Table  A.3: Orifice plate definition for Rayleigh Conductivity measurements 
 
Orifice Geometry Definition 326 
 
A.3 Test Specimen for Combustion System Representative Acous-
tic Liners Without The Influence of the Fuel Injector Flow Field 
The investigated damper geometries are specified in Table  A.4. In this case the 
damping skin consisted of a multi aperture perforated liner. The metering skin (Plate 37) 
was designed to have a high inertia. Hence the long holes with a large length-to-
diameter ratio. Thus it is assumed that the aperture acts as a solid wall which transmits 
negligible noise out of the cavity into the surrounding test cell. This assumption has also 
been investigated within the results section for the experiments undertaken on this test 
facility. 
Plate Aperture 
diameter 
D in mm 
Aperture 
length L 
in mm 
L/D Amount 
of holes 
Porosity 
s in % 
Pa/D Liner 
function 
34 1.1 6 5.45 192 3.9 4.5 Damping 
35 1.1 8 7.27 184 3.7 4.5 Damping 
36 1.1 12 10.9 192 3.9 4.5 Damping 
37 1.2 20 16.67 59 1 10 Metering 
Table  A.4: Definition of passive damper with resonant cavity 
The described combinations of damper liners and metering liners are then combined 
with each other to form a resonating cavity tuned to the relevant frequencies. Table  A.5 
shows the various combinations. Most of the combinations were undertaken at constant 
volume with liner separation SD = 64.7 mm. However as a further variation the distance 
has been increased to 104.7 mm for configuration 4. 
Configuration Damper 
plate 
Metering 
plate 
Spacing S in 
mm 
1 34 37 64.7 
2 35 37 64.7 
3 36 37 64.7 
4 34 37 104.7 
Table  A.5: Resonating damper configuration 
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A.4 Damper Test Geometry for Acoustic Dampers Exposed to Fuel 
Injector Flow Field 
The damper geometries exposed to a representative fuel injector flow field are 
discussed in this section; the fuel injector geometry will not be presented as its 
geometry is confidential. Table  A.6 specifies the geometric definition for the 
investigated passive damping system. All the orifices within the damping skin and 
metering skin were cylindrical and drilled normal to the liner surface. The damping skin 
was optimised so that a high porosity for a minimised pressure drop could be achieved. 
However a minimum pressure drop is required so there is no steady inflow of hot gases 
from the combustor into the damper cavity. Moreover, the amount of air for such a 
system is specified by the wall cooling budget of the gas turbine combustor. Hence the 
maximum porosity available cannot exceed the wall cooling budget of the system. 
The damping skin and the metering skin were separated to form a rectangular cavity. 
This cavity was not tuned to resonate at the frequencies investigated. A sensitivity of the 
distance between the damping skin and metering skin was conducted. Therefore the 
separation was varied throughout the experiments from 4611250 .. ≤≤ HS , where H is 
the height of the duct as shown in Figure 3.9. 
Liner Aperture 
diameter 
D in mm 
Aperture 
length L 
in mm 
L/D Amount 
of holes 
Porosity 
s in % 
Pa/D Shape 
Damping 
liner 
0.7 2 2.86 1490 3.56 4.3 Cylindrical 
Metering 
liner 
1 2 2 252 1.23 7.2 Cylindrical 
Table  A.6: Definition of passive damper for non-resonant cavity experiments 
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B. Effective Flow Area Experiments 
A variation of orifice plates are investigated in terms of their acoustic absorption 
characteristic. As already discussed in the previous chapters the acoustic absorption of 
an aperture is dependent on the mean flow Strouhal number across the orifice equation 
(1.16). This Strouhal number definition uses the velocity in the plane of the aperture. 
Thus the discharge coefficient of the orifice geometry has to be known for the 
calculation of the mean velocity in the plane of the aperture based on the measured 
mean velocity at the end of the vena contracta: 
dDD UCU = . ( A.1) 
The discharge coefficient can be calculated from a known mass flow and pressure 
difference across the orifice as defined in equation (2.5). Thus a test rig has been used to 
measure the discharge coefficient for steady state flow conditions. The test rig consisted 
of a plenum chamber of 3763 mm3. All the investigated orifice plates (Table  A.1 -  A.3) 
were connected to this volume. A Cole Parmer 0-250 SLPM (standard liters per minute) 
air mass flow meter was used to accurately measure the air flow rate into the plenum 
chamber. Moreover the static pressure inside the plenum was measured using a tapping 
connected to Furnace FC0510 Micro-Manometer. And finally the air temperature was 
measured using a K-Type thermo-couple within the plenum chamber connected to a 
TME Model 6000 Thermocouple thermometer. The accuracy of the mass flow meter 
was %.80±  of reading +0.2% of full scale (Cole-Parmer (2009)). Moreover the 
accuracy of the Micro-Manometer was ± 0.1% and the temperature measurement is of 
the order of ± 0.6 C as indicated on the TME data sheet. This can therefore lead to an 
accuracy of the discharge coefficient measurement of ± 1%. 
The steady state discharge coefficients have been measured for mean pressure drops 
across the orifice of dp/p = 0.1%-1.0%. This results in Reynolds numbers larger than 
7000 which is sufficient for the measured discharge coefficients to remain constant with 
changing pressure drop as indicated in Lichtarowicz et. al. (1965). 
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C. Validation of the Methodology to Identify the 
Acoustically Related Flow Field 
In this section the validation of the developed methodology to identify the 
acoustically related flow field will be described as in Rupp et. al. (2010b). Initially the 
acoustically related flow field relevant to the non-linear acoustic absorption will be 
validated and subsequently the linear acoustic absorption regime. The validation will be 
based on the acoustic absorption measurements discussed in chapter 5 and 6. 
C.1 Kinetic Energy Balance - Non-Linear Absorption Regime 
To validate the methodology, and its ability to identify the flow structures associated 
with acoustic absorption, the energy content of the flow field can be considered. Energy 
to drive the total velocity field can originate either from (i) the centrifugal fan used to 
draw air through the test section or (ii) or the loudspeakers generating a pressure wave 
which controls the unsteady pressure drop across the aperture. The energy derived from 
the centrifugal fan can be determined by the mean pressure drop across the orifice and 
the volume flow rate i.e.  
Vp ∆Π = . ( C.1) 
The acoustic energy loss was calculated from the difference in the flux of acoustic 
energy going towards (in), and away from (out) the orifice for each side of the orifice. 
The acoustic energy flux was calculated as 
( )
22 pˆM1
c2
A ±± ±=
ρ
Π  ( C.2) 
and hence the loss of acoustic energy is defined as 
±± −= outin ΠΠΠ . ( C.3) 
For non-linear absorption only a small amount of air was drawn through the test section. 
Hence for the total velocity field typically 5% of the energy originated from the 
centrifugal fan with 95% being absorbed from the acoustic field. The kinetic energy in 
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the flow field was calculated using a similar method as described in Tam and Kurbatskii 
(2000). The flow field was assumed to be axis-symmetric as indicated in the schematic 
in Figure  C.1. The kinetic energy is defined as: 
2
2
1 umEkin

= . ( C.4) 
In this case the mass is defined as: 
Vm ρ= . 
( C.5) 
Thus the kinetic energy within the flow field has to be integrated over the total 
cylindrical volume: 
( ) ( )( )∫ ∫ +=
L R
kin dydrrtrvtruE
0 0
22 ,,ρπ . ( C.6) 
The radius is then replaced by the coordinate x and the integrals is replaced by a 
numerical summation: 
( ) .max max∑ ∑ +=
Y X
kin dydxxvuE
0 0
22ρπ . ( C.7) 
This, of course, is calculated from the acoustically related reconstructed flow field for 
every recorded time step. 
A further point that needs to be considered is, for the non-linear absorption case, 
whether the mean flow should be included in the reconstructed flow field from which 
the kinetic energy is calculated. Intuitively one might suspect that the mean flow field 
should not be included. However, as already indicated the acoustic field is responsible 
for generating vortex ring type structures which induces a mean velocity field. This 
mean flow field is responsible for the convection of each ring structure away from the 
orifice. This is further suggested by the change in the mean velocity field that was 
observed for the case with and without excitation (Figure  C.2). Hence some of the 
energy absorbed from the acoustic field must be present in the mean flow field. Thus the 
reconstructed flow field consists of the mean flow field (with excitation) together with 
all the ‘acoustic related’ modes. The kinetic energy loss associated with the centrifugal 
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fan (equation ( C.1)) must then be subtracted from the kinetic energy of the 
reconstructed ‘acoustically related’ flow field. 
An example of the total kinetic energy calculated from the upstream and downstream 
reconstructed flow fields can be seen in Figure  C.3 at various time steps during the 
acoustic cycle. Note that the frequency at which the PIV measurements were obtained 
(1100 Hz) was not a multiple of the acoustic excitation frequency (125 Hz). This was 
done to ensure data was obtained at all phases of the excitation cycle during the period 
of data capture and accounts for the slight variations in the kinetic energy maxima 
observed between acoustic cycles. It can be seen that the energy shows a maximum in 
the upstream and downstream field exactly once per cycle. In reality the fluctuating 
pressure drop across the orifice caused by the acoustic waves generates a pulsatile flow 
within the orifice and, as flow is discharged from the orifice, a ring vortex structure is 
generated. As this structure grows so the kinetic energy associated with this structure 
increases. Eventually the structure is swept away from the orifice and the kinetic energy 
within the field of view decreases. This phenomenon happens once per cycle either side 
of the orifice and is reflected in the observed variations in kinetic energy (Figure  C.3). 
Note that the small mean flow through the orifice is responsible for the greater energy 
observed within the downstream vortex structures. The maxima of the kinetic energy 
have been averaged and divided by the time period of one acoustic cycle: 
T
Ekin=Π . ( C.8) 
The maximum energy loss as well as the averaged energy loss was then compared to 
the acoustic loss as shown in Figure  C.4. The maximum acoustic energy loss was 
calculated using the maximum measured energy in the upstream and downstream flow 
field (e.g. 6.5x10-4 J downstream and 4.1x10-4 J upstream in Figure  C.3). The mean 
energy loss was calculated by ensemble averaging the energy maxima in the upstream 
and downstream flow field. It can be seen that the energy calculated using the 
reconstructed flow fields agree with the energy that is being absorbed from the acoustic 
field. The discrepancies are caused if the maximum kinetic energy within the vortex 
ring structure is not captured within the measured flow fields. Hence the maximum 
kinetic energy shows the better agreement with the method. Moreover some of the 
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kinetic energy might have already been lost due to viscous dissipation. This is already a 
very good indication that the reconstructed acoustically related flow field is 
representative of the flow field associated with the acoustic absorption. More evidence 
for this conclusion can be found in the following section where the energy flux balance 
is used within the non-linear and linear regime. 
C.2 Energy Flux Balance – Non-Linear and Linear absorption Re-
gime 
The fluid dynamics of the linear absorption process makes it difficult to apply the 
same method used previously for validating the methodology. This is due to the 
continuous shedding of coherent structures which gives rise to issues associated with 
identifying which structures are related to a given acoustic cycle, are all the structures 
captured in the field of view etc. In addition, the scale of these structures means that the 
transfer of energy into the random turbulent flow field will occur relatively quickly i.e. 
so some of the absorbed energy will be present in the random turbulent POD modes 
rather than the ‘acoustic related’ modes. Hence an alternative method has to be adopted, 
which can be used within the linear and non-linear absorption regime.  
The kinetic energy flux of the flow, normal to the x-z-plane (Figure  C.5), was 
calculated for various downstream locations and instances in time. This was done using 
the flow field reconstructed from the ‘acoustic related’ modes. The acoustic energy flux 
is defined as 
2
2
1 vmE  = . ( C.9) 
Moreover the mass flow through the aperture can be defined using the v-velocity 
component and an integration across the circular aperture area. Hence the kinetic energy 
flux at a given radius r and time t can be defined as: 
( ) ( ) dAtrvtrvEd 2
2
1 ,,  ρ= . ( C.10) 
Using a circular area just downstream the orifice and integrating over the radial 
coordinate results in (e.g. Pope (2000)) 
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( ) ( ) ( )∫ +=
R
drrtrvtrutrvE
0
22 ),,(,ρπ . ( C.11) 
Thus the kinetic energy flux of the flow field through the aperture was expressed using 
the x-coordinate in radial direction: 
( ) ( ) ( )∑ ∆+=
max
),,(,
X
xxtxvtxutxvE
0
22ρπ . ( C.12) 
C.2.1 Non-Linear Absorption Regime 
The kinetic energy flux, as defined in equation ( C.12), was applied immediately 
upstream and downstream of the orifice as indicated in Figure  C.6. The actual 
coordinate in the upstream and downstream flow field for the integration of the kinetic 
energy flux is defined in Table  C.1. 
 y/D 
 Upstream Downstream 
131 dB 0.03 -0.07 
137 dB 0.03 -0.07 
142 dB 0.06 -0.07 
Table  C.1: Coordinates for energy flux calculation for flow field associated with 
the non-linear acoustic absorption regime 
The result of this integration for some instances in time is shown in Figure  C.7. The 
change in sign is due to the change in flow direction. The PIV measurement was 
triggered and thus synchronised with the function generator input to the loudspeakers. 
Therefore the phase relationship between the velocities in the upstream and downstream 
flow fields remained constant. Hence the maximum energy flux in the upstream and 
downstream flow field is 180° out of phase. During the low pressure part of the acoustic 
cycle the fluid is accelerated to the downstream side of the orifice and the maximum 
kinetic energy flux occurs on the downstream side, i.e. time step ~3 in Figure  C.7. 
During the maximum pressure part of the acoustic cycle, the fluid is accelerated 
upstream and the maximum kinetic energy flux occurs in the upstream side of the 
aperture, i.e. time step 8 in Figure  C.7. Moreover increases caused by the acceleration of 
the fluid into the aperture can also be seen, e.g. time step 3 in the upstream field and 8 
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in the downstream field. Hence the total kinetic energy flux averaged over the acoustic 
cycle can be calculated by investigating the kinetic energy flux of equal sign on each 
side of the aperture as indicated in Figure  C.8. In this case the absolute of the kinetic 
energy flux in the downstream field was used. The averaged kinetic energy flux per 
acoustic cycle was then calculated by integrating both curves upstream and downstream 
of the aperture relative to the total sampling time of the velocity measurements: 
( ) ( )∫ ′+′=+=
T
0
du21 dtEET
1
AA
T
1
'E  . ( C.13) 
As already discussed both sides of the apertures are important during non-linear 
absorption as reverse flow is occuring. Hence the acoustic loss per cycle is split between 
the upstream and downstream flow fields. Furthermore as already discussed, the kinetic 
energy introduced by the centrifugal fan has to be deducted. In this case the kinetic 
energy flux of the mean flow field without excitation was calculated as shown in Figure 
 C.9. Therefore the mean kinetic energy flux at y/D = -0.07 has been deducted from the 
unsteady kinetic energy flux of the forced case: 
unforcedEE  −=Π ' . ( C.14) 
The comparison between the calculated kinetic energy flux and the measured acoustic 
loss is shown in Figure  C.10. The agreement between the acoustic energy loss and the 
kinetic energy flux within the acoustically related flow field is very good. Hence it can 
be concluded that the developed methodology is capturing the relevant fluid dynamic 
characteristics important to the non-linear acoustic absorption very well. 
C.2.2 Linear Absorption Regime 
Within the linear absorption regime, both the kinetic energy flux for the mean flow 
and the instantaneous flow are important and need to be calculated. The kinetic energy 
flux of the mean flow field E  is presented in Figure  C.11 for an unsteady jet flow of 
0.8% and 0.3% dp/p within the linear absorption regime where, as expected, the 
maximum energy flux occurs close to the orifice. The decreasing nature of the energy 
flux further downstream reflects the transfer of energy into random turbulence. 
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The instantaneous kinetic energy flux 'E of the filtered flow, including the mean flow 
field, is shown in Figure  C.12 at a location close to the orifice exit plane (i.e. so that 
only a small amount of energy has been dissipated into random turbulence). The data is 
presented for several acoustic cycles. The variation in kinetic energy reflects the 
pulsatile nature of the flow through the orifice due to the effect of the oscillating 
pressure drop on the jet flow. The peaks and troughs represent the points where the 
pulsatile flow reaches its maximum and minimum velocities. Note also that the case of 
0.8% dp/p shows a larger modulation, relative to 0.3% dp/p, due to the larger excitation 
amplitude (137dB and 128dB respectively). For the current experimental configurations 
the acoustic energy transmitted through the orifice is several orders of magnitude less 
than the acoustic energy absorbed by the orifice. In other words all the energy 
associated with this pulsatile flow is being absorbed from the acoustic field. This 
pulsatile flow then generates the turbulent structures observed in the reconstructed flow 
field and which eventually decay into random turbulence. 
This can be confirmed by comparing the acoustic energy being absorbed with the 
kinetic energy flux of the pulsatile flow. The instantaneous energy flux is therefore 
integrated over a complete cycle from which the mean energy flux has to be subtracted 
i.e. 
EE  −=Π ' . ( C.15) 
As already mentioned the mean energy flux is generated by the mean pressure drop due 
to the work input by the centrifugal fan. Figure  C.13 shows, in contrast with the non-
linear absorption the mean flow field with and without excitation is nearly identical. 
Hence it can be assumed that all the kinetic energy contained in the mean flow field is 
related to the work of the centrifugal fan. Thus the mean kinetic energy flux has to be 
deducted from the acoustically related kinetic energy flux (equation ( C.15)). 
The resulting energy flux is then compared to the acoustic energy loss. The loss of 
acoustic energy and the acoustic absorption coefficient has been measured 
simultaneously while measuring the velocity field using PIV. PIV experiments for the 
9.1 mm diameter orifice plate with length-to-diameter ratios of 0.5, 1, 2, 3 and 5 have 
been conducted with excitation amplitudes as indicated in Figure  C.14 and 62.5 Hz 
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excitation frequency. All of this data has then been compared to the measured acoustic 
energy loss in Figure  C.15. It can be seen that the agreement between the acoustic 
energy loss and the measured acoustic energy flux is excellent for all the considered test 
cases. Moreover the filtering of the acoustically related modes is necessary to be able to 
identify the relevant flow properties carrying the relevant kinetic energy flux. As it can 
be seen the kinetic energy calculated by the total velocity field, i.e. the raw velocity 
field, would show far more energy than the measured acoustic energy loss. The PIV 
methodology of the acoustically related flow field was within 20% of the acoustic loss 
measurement, which is most likely the resolution of this challenging PIV application. 
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Figures 
 
Figure  C.1: Schematic of control volume of kinetic energy calculation in the non-
linear absorption regime 
 
Figure  C.2: Example of forced and unforced mean flow field, non-linear acoustic 
absorption, L/D = 0.47, f = 125 Hz, plate number 1. 
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Figure  C.3: Kinetic energy contained in the upstream and downstream flow field, 
non-linear acoustic absorption, plate number 1. 
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Figure  C.4: Energy loss comparison (non-linear absorption), plate number 1. 
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Figure  C.5: Schematic of control surface for energy flux calculation 
 
Figure  C.6: Schematic of integral location upstream and downstream of the aper-
ture, non-linear absorption regime, L/D = 0.47, 137 dB, 125 Hz, plate number 1 
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Figure  C.7: Instantaneous kinetic energy flux of the aperture, non-linear absorp-
tion regime, L/D = 0.47, 137 dB, 125 Hz, plate number 1. 
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Figure  C.8: Absolute instantaneous kinetic energy flux upstream and downstream 
of the aperture, non-linear absorption regime, L/D = 0.47, 137 dB, 125 Hz, plate 
number 1. 
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Figure  C.9: Schematic of mean energy flux, no excitation, L/D = 0.47, dp = 8 Pa, 
plate number 1 
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Figure  C.10: Averaged kinetic energy flux per acoustic cycle compared to acoustic 
energy loss, non-linear absorption regime, L/D = 0.47, plate number 1. 
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Figure  C.11: Kinetic energy flux of the mean flow field for 0.8 and 0.3% dp/p, L/D 
= 0.5, plate number 2. 
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Figure  C.12: Instantaneous kinetic energy flux at the orifice exit 
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Figure  C.13: Example of forced and unforced mean flow field, linear acoustic ab-
sorption, L/D = 1, f = 62.5 Hz, 0.8% dp/p, plate number 3. 
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Figure  C.14: PIV data points relative to measured absorption coefficients 
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Figure  C.15: PIV flow field kinetic energy comparison with acoustic loss 
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D. Phase Averaging of Acoustically Related Velocity 
Field 
To get a more meaningful characterisation of the velocity field the filtered 
acoustically related flow field has been phase averaged. However, as the excitation 
frequency is 125 Hz and the PIV sampling frequency is 1100 Hz this is not 
straightforward. Hence the temporal coefficient of each acoustically related POD mode 
has been interpolated using the Fast Fourier interpolation technique in MATLAB. 
Therefore the sampling frequency has been increased by factor 5 leading to 44 phases 
for one acoustic cycle at 125 Hz forcing frequency. Moreover 70 instances for each 
phase along the acoustic cycle have then been averaged. An example of the statistical 
accuracy of this data can be found in Figure  D.1 for the best case and Figure  D.2 for the 
worst case. The data shows a deviation of the true mean (at 0%) to the actual mean 
velocity calculated by the amount of samples. This deviation, and the standard error, has 
been normalised relative to the mean velocity over half an acoustic cycle: 
( )∫=
2
0
2
T
bulk dttUT
U . ( D.1) 
The standard errors have been calculated as in Montgomery and Runger (1994): 
N
zu
1
σε =
, 
( D.2) 
where z represents the confidence band, which is defined as 2.576 for a 99% band and 
1.96 for a 95% band. Moreover the parameter σ represents the standard deviation of the 
sample and N denotes the amount of samples. In the worst case scenario of t/T = 0.45 
where the velocity at x/D = 0 and y/D = -0.07 is close to zero the error estimated for the 
statistical accuracy of the phase average velocity is no worse than 4% for a 95% 
confidence band. Hence the estimate for the phase averaged acoustically related flow 
field was seen as sufficient in terms of its statistical accuracy. 
Furthermore the acoustically related flow field during linear acoustic absorption was 
also phase averaged. The only difference to the non-linear acoustic absorption flow field 
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is that in the linear regime the forcing frequency was set to 62.5 Hz. Hence the data was 
interpolated using the MATLAB Fourier spectrum interpolation based on 7680 samples 
and an interpolated sampling frequency of 2750 Hz. This has also led to 70 samples per 
phase average. Figure  D.3 shows the statistical accuracy of the phase average at t/T = 
0.5 which is the velocity minimum for the considered orifice geometry. In this case the 
deviation from the true mean has been normalised relative to the mean v-velocity 
component at the exit of the aperture for the test case. As it can be seen the statistical 
accuracy is within 3% for a 99% confidence band. 
 
 
 
Figure  D.1: Example of best case statistical analysis of phase average data, 137 dB 
excitation amplitude, t/T = 0.3, L/D = 0.47, plate number 1. 
 
Phase Averaging of Acoustically Related Velocity Field 347 
 
 
 
 
Figure  D.2: Example of worst case statistical analysis of phase average data, 137 
dB excitation amplitude, t/T = 0.45, L/D = 0.47, plate number 1. 
 
 
Figure  D.3: Example of worst case statistical analysis of phase average data, dp/p = 
0.8%, t/T = 0.5, L/D = 0.5, plate number 3. 
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E. Circumferential wave considerations 
As already discussed the damper test facility, described in chapter 3.3.2, used for the 
non-resonant acoustic damper investigation (section 8.2) was simulating one sector of a 
full annular combustor. Plane axial acoustic waves were used to measure the acoustic 
performance of the damper system exposed to a realistic flow field generated by a fuel 
injector. This resulted in an axial acoustic standing wave with its anti-node being at the 
fuel injector exit extending over the face of the damping skin. Figure  E.1 shows a 
schematic of an axial cut through a full annular combustor rotated around the centreline 
(CL). Moreover a front view along the line (A-A’) of a schematic full annular combustor 
is shown on the right hand side of Figure  E.1. In this case a passive damping system is 
applied to the outer combustor wall. In practice full annular combustion systems are 
prone to combustion instabilities coupling with circumferential pressure waves 
travelling in the azimuthal direction. For the experiments and modelling conducted in 
the previous section it was assumed that the azimuthal change in pressure amplitude 
was small. Hence the pressure amplitude would remain constant along the 
circumferential coordinate as long as the damper length in circumferential direction is 
much smaller than the wave length, i.e. long wave length assumption in circumferential 
direction. However the designer of an acoustic damping system might want to extend 
the damper volume over more than one sector or ultimately would like to assess if the 
total annulus between the metering skin and damping skin can be used for the passive 
damper. If no separating walls between the damper cavity is used, i.e. full annular cavity 
between metering and damping skin, the azimuthal modelling developed by Eldredge 
(2004) can be applied. However very little is known using separated cavities within the 
annulus between the damping and metering skin. Hence a design tool is proposed for 
the acoustic absorption assessment of the circumferential length of the damper cavity. 
E.1 Definition of Circumferential Wave Model 
A model was developed to simulate a travelling wave along the surface of the damper 
with the emphasis of the assessment of the cavity acoustics between damping and 
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metering skin. This model is described in this section. Therefore the circumferential 
combustor as shown in Figure  E.1 was modelled as an axial duct where the axial length 
is representing the circumferential length of the damper segments as indicated in Figure 
 E.2. Hence the circumferential coordinate in the full annular system was replaced by the 
axial coordinate x. Moreover the circumferential length of the damping segments is 
represented by the parameter LD. In this case waves perpendicular to the axial 
coordinate x, i.e. axial waves and radial waves within the full annular combustion 
system are neglected, as they are below the cut-off frequency for the considered 
frequency range (below 1000 Hz at full engine operating conditions). Another 
simplification has been incorporated by assuming the metring skin of the damping 
system is fed by a plenum, i.e. the pressure amplitude upstream of the metering skin is 
set to zero. In reality the metering panel will be fed by a thin annulus between the 
metering skin and the engine casing. However, the model is used as a preliminary 
design tool for the damper geometry and so this detail is initially neglected. 
Nevertheless this should be incorporated in more detailed network representations for 
the linear stability analysis of a fully representative combustion system. 
The input to the developed model is an axial travelling wave with a given amplitude 
0pˆ  which is introduced to simulate a travelling wave within the combustion system. 
Therefore the travelling wave is defined as 
( ) ( )ikxpxp exc −= expˆˆ0 . ( E.1) 
In the previously developed model the long wave length assumption was used 
assuming there is no change in pressure amplitude along the coordinate x. However in 
this case this needs to be incorporated to assess the acoustic mode shapes within the 
cavity between damping and metering skin. According to Eldredge and Dowling (2003) 
the change in stagnation enthalpy relative to the axial coordinate can be described in 
non-dimensional form as 
C
C uikL
dx
Bd ˆ
ˆ
−= . 
( E.2) 
Moreover the change in acoustic velocity amplitude within the cavity with respect to 
the axial coordinate was defined as 
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BikL
dx
ud
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C
C ˆˆˆ
ˆ
+−−= . 
( E.3) 
For the purpose of this work mean velocity is only present across the metering and 
damping skin. Within the duct representing the combustion chamber there will be no 
mean flow in the axial direction, i.e. no mean flow component in circumferential 
direction for the full annular combustion system. Moreover the damping skin and 
metering skin forms a rectangular cavity of length LD, width WD and height S. Hence 
reintroducing the dimensions into equations ( E.2) and ( E.3) and changing the geometric 
parameters for the circumference (C1 and C2) and cross-sectional area (AC) of the 
tubular damper cavity into a rectangular cavity leads to the change in cavity pressure 
amplitude in axial direction 
( ) ( )xui
dx
xpd
Cˆ
ˆ
ρR−=1  
( E.4) 
and change in axial acoustic velocity amplitude in axial direction 
( ) ( ) ( ) ( )xv
S
xv
S
xp
p
i
dx
ud xC
211
1
111 ˆˆˆ
ˆ
+−−=
γ
R  
( E.5) 
with respect to time and space. In this case the velocity amplitude over the damping 
skin can be defined as in Eldredge and Dowling (2003) or Rupp et. al. (2012): 
( ) ( ) ( )





−=
0
0
1
1
2
1
1 p
pˆ
p
pˆ
L
c
ωj
η
vˆ
γγ
xx
x . 
( E.6) 
Moreover the metering skin velocity amplitude is defined in the same way 
( )






−=
1
1
2
2
2 p
pˆ
L
c
ωj
η
vˆ
γ
x
. 
( E.7) 
The parameter η  represents the compliance of the perforated liner. According to 
Eldredge and Dowling (2003) the compliance is defined as 
DDD L
L
KL
R
σσ
π
η
+=
11 2 . 
( E.8) 
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In this case the compliance is representing the modified Howe model as discussed in 
section 2.5.2 or 5.8 with the Rayleigh Conductivity defined as in Howe (1979b) 
( ) ( )StiSt
p
vRiKD δ
Rρπ
+Γ=
−
=
ˆ
ˆ
2
. 
( E.9) 
As discussed in section 5.9 the model utilising the linear solution of the unsteady 
momentum balance is a more intuitive and accurate representation of the linear acoustic 
absorption characteristics for acoustic dampers within gas turbine combustors. Hence 
the Conductivity terms used by Eldredge and Dowling (2003) have been modified so 
that they are calculated form the liner impedance of the damping and metering skin 
( ) ( )
Z
RiStiSt 1
2
Rρπ
δ
−
=+Γ . 
( E.10) 
The liner impedance Z was defined as in chapter 5.9: 
1112
11
01
1
1 LiU
Cv
pp
Z visD
DD
ρRρζρ ++=
−
= ,ˆ
ˆˆ
, 
( E.11) 
2222
22
1
2
1 LiU
Cv
p
Z visD
DD
ρRρζρ ++=
−
= ,ˆ
ˆ
. 
( E.12) 
Thus the compliance used in travelling wave model in this section is then based on 
the Conductivities of the damping and metering skin using the impedance of the liners 
derived from the unsteady momentum balance as defined in equations ( E.11) and 
( E.12): 
( )
R
iLD
π
δσ
η
+Γ
=
2
. 
( E.13) 
The compliance is then used in equations ( E.6) and ( E.7) to define the unsteady 
velocity amplitudes across the damping skin and metering skin. Thereafter the velocities 
are substituted into equation ( E.5) 
( ) ( ) ( )
0
0
2
1
1
1
2
2
2
1 111
p
xp
L
c
iSp
xp
L
c
iSL
c
iS
i
dx
xud
DDD
C
γR
η
γR
η
R
η
R
ˆˆˆ
+







−−−= . 
( E.14) 
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This equation can then be differentiated with respect to the axial coordinate and 
equation ( E.4) can be substituted for the differential of pressure amplitude in the cavity 
with respect to the axial coordinate. Hence an inhomogeneous ordinary differential 
equation of second order can be derived 
( ) ( ) ( )ikxxu
dx
xud
C
C −=− expˆ
ˆ
βα2
2
. 
( E.15) 
The time and space independent constant α  is therefore defined as 
( )ρR
γR
η
γR
η
γ
Rα i
pL
c
iSpL
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iSp
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DD 
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

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2
2
1
2
1
1
11111 . 
( E.16) 
and the constant β  is defined as 
exc
D
p
pL
c
iS
ik ˆ
0
2
1 11
γR
η
β −= . 
( E.17) 
This differential equation can be solved analytically as a superposition of the general 
solution for a homogenous differential equation and the particular solution of the 
inhomogeneous equation. The particular solution was derived based on the right hand 
solution of the differential equation ( E.15). Hence the acoustic velocity amplitude in the 
damper cavity with respect to time and axial coordinate x can be defined as 
( ) ( ) ( )
( )
( )ikx
ik
xConstxConsttxuC −
−−
+−+= expexpexp,ˆ
α
β
αα 221 . 
( E.18) 
The time dependent constant Const1 and Const2 can be derived using the boundary 
conditions for the systems. As the volume is enclosed by rigid walls the boundary 
conditions can be defined so that the acoustic velocity amplitude vanishes at the walls 
of the cavity volume, i.e. 
( ) ( ) 00 ==== DCC Lxuxu ˆˆ . ( E.19) 
Thus the time dependent constants can be defined as 
( ) 221
Const
ik
Const −
−−
−=
α
β  
( E.20) 
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and 
( )
( ) ( )
( ) ( )DD
DD
LL
LikL
ik
Const
αα
α
α
β
expexp
expexp
−−
+−−
−−
= 22 . 
( E.21) 
The cavity pressure amplitude mode shape can then be calculated by differentiating 
the cavity velocity amplitude (equation ( E.18)) with respect to the axial coordinate x 
and substituting it into equation ( E.14). Thereafter the velocity amplitudes can be 
calculated using the incident pressure amplitude and the cavity pressure amplitudes in 
equations ( E.6) and ( E.7). 
Finally the acoustic energy loss is derived as proposed by Eldredge and Dowling 
(2003) in non-dimensionalised form for tubular damping and metering skin with 
circumference C1 and C2 
( ) ( ) ( ) ( ) 
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
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( E.22) 
This equation was dimensionalised and the velocity amplitudes have been numerically 
integrated along the axial coordinate of the damper surface: 
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( E.23) 
Finally the calculated energy loss along the acoustic damper was normalised with the 
incident pressure amplitude 
2
exc
L
P
pˆ
Π
=Π . 
( E.24) 
E.2  Circumferential Modelling Results for the Example of a Reso-
nating Liner 
The developed circumferential acoustic absorption model was used to assess the 
acoustic characteristics of resonant liners exposed to travelling waves. One aspect of 
this investigation is to assess at which point the resonance behaviour in the cavity 
between metering and damping skin is breaking down and thus reduces the generated 
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acoustic energy loss. During the design process it is cost effective to validate and 
optimise acoustic damper designs exposed to axial acoustic waves in impedance test 
facilities. Nevertheless if the damper is applied to full annular gas turbine combustors 
suffering from circumferential travelling waves it is important to analyse if the damper 
cavity is able to resonate and the long wave length assumption within the damper cavity 
is still valid. Hence the circumferential model has been applied to the resonant damper 
configuration 1 (details of the test specimen can be found in section  A.3). In this case 
the resonant liner is mounted as shown in Figure  E.1 and Figure  E.2 (unlike the 
experimental results shown in section 8.3.1 where the damper was mounted 
perpendicular to the axial wave). The initial analytical model describing the cavity 
pressure amplitude with a single point (i.e. incident pressure amplitude if the damper is 
mounted perpendicular to an incident axial wave), assuming the long wave length 
assumption as used in chapter 8. Hence for an initial validation of the circumferential 
modelling behaviour the resonant liner configuration using the “single point model” was 
compared to the circumferential travelling wave model. The length of the damper LD 
was set to the circumferential width of one sector of a reference full annular test facility. 
Figure  E.3 shows a comparison between the calculated acoustic energy loss by the 
single point model and the travelling wave model for the resonant damper configuration 
1. In general the two models are nearly identical for the chosen sector length. Both 
models show the same amount of acoustic absorption and predict the resonance 
frequency to 500 Hz. In general the effects of a travelling wave upon the absorption of 
the investigated single sector damper configuration seem to be negligible within the 
investigated frequency band. Discrepancies between the two models occur for 
frequencies larger than 600 Hz and this deviation seems to increase with frequency. 
Hence it is expected that the long wave length assumption used in the single point 
method is starting to break down at higher frequencies than 600 Hz for the considered 
damper. 
This can be confirmed by considering the ratio of cavity pressure amplitude with 
excitation pressure amplitude along the face of the damper as shown in Figure  E.4. In 
this case it can be seen that the pressure amplitude ratios are virtually constant along the 
axial coordinate up to 600 Hz. As expected, small deviations away from the constant 
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pressure amplitude ratio occur for increasing frequencies, as indicated by the pressure 
amplitude ratio along the axial coordinate for 800 Hz excitation frequency. Figure  E.5 
shows the phase difference between the cavity amplitude and the excitation pressure 
amplitude. The gradient in phase difference is caused by the travelling wave along the 
damper surface. Within the cavity the phase remains constant up to the resonance 
frequency of 600 Hz as Figure  E.6 shows. 
An important design task, where this model can be used, is the assessment of the 
trade-offs between the amount of dampers and the size of the volume. For example 
using multiple small volume dampers compared to a small amount of large volume 
dampers. Hence an acoustic energy loss study was undertaken using the travelling wave 
model to assess the damper cavity volume size. In this case the size of the cavity 
volume has been doubled by doubling the length of the damper. Moreover the amount 
of holes has been doubled to keep the porosity of the acoustic damper constant (and 
ultimately the resonance frequency). In other words this would simulate a resonant liner 
stretching over the width of two sectors of a full annular combustor. The outcome of this 
simulation can be compared to two single sector dampers by doubling the acoustic 
energy loss of the single sector calculation. This comparison is shown in Figure  E.7. 
Initially and not surprisingly, at 300 Hz, the acoustic energy loss is identical to the 
acoustic loss generated by two separated volumes. However the loss for the larger 
volume damper is less with increasing frequency compared to the two separated 
dampers. Moreover the discrepancy between the two test cases is increasing with 
increasing frequency. Furthermore the maximum acoustic energy loss is occurring at 
lower excitation frequency for the resonant liner with a volume covering two sectors of 
a full annular combustor. There should not be a shift in resonance frequency as the 
porosity, has been increased by the same amount as the volume with constant effective 
length of the apertures (equation (8.28)). Hence this change in frequency for the 
maximum acoustic energy loss must be caused by the behaviour of the cavity amplitude 
mode shape. 
Furthermore the damper performance deteriorates further for a damper with a cavity 
volume equivalent to three sectors of a full annular test rig (compared to three acoustic 
dampers utilising a volume the size of one sector of a full annular combustor). In this 
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case two maxima appear at 370 and 700 Hz occur. Moreover the resonance frequency of 
the single sector dampers, i.e. 500 Hz, is now a minimum of acoustic energy loss for the 
three sector volume. Again the porosity for the damper using the three sector volume 
has been tripled and the orifice geometries have been kept constant to ensure a constant 
resonance parameter or cavity resonance frequency. However the multi-sector damper 
behaviour does not show the maximum in energy loss at the cavity pressure amplitude. 
This shows that the unsteady pressure amplitude is largest for the single sector volumes. 
Hence multiples single sectors will generate a larger acoustic energy loss than a small 
amount of dampers with larger volumes. 
Another interesting aspect of the cavity volume size is indicated by an acoustic energy 
loss maximum at an excitation frequency of 700 Hz for a cavity volume size equivalent 
to three full annular combustor sectors shown in Figure  E.7. This maximum is caused 
by a half wave resonance mode within the cavity volume as the pressure mode shape 
and the phase angle of the cavity pressure wave show for this frequency in Figure  E.8 
and Figure  E.9. Hence the cavity acoustics can be also utilised to form standing waves 
insight the volume generating larger unsteady pressure drops for the relevant standing 
wave frequencies. This could be utilised for off design conditions away from the 
resonant liner frequencies. However the performance of such a damping device needs to 
be assessed against multiple resonating damping devices at various frequencies to 
investigate the benefits. Thus the reasons for the change in absorption characteristic 
with varying volume size (shown in Figure  E.7) is caused by the changes in the cavity 
acoustics. In this case the long wavelength assumption within the damper cavity is no 
longer valid and the pressure amplitude and phase inside the damper cavity is no longer 
constant along the length of the damper. This destroys the resonance effect of the 
damper cavity and axial mode shapes within the cavity occur which influence the 
acoustic absorption of the damper.  
The developed analytical model simulating a circumferential travelling wave along 
the damper showed advantageous for assessing acoustic damping geometries for full 
annular combustion systems. Moreover it highlighted opportunities for the damping 
performance enhancement as well as damper performance shortfalls due to occurring 
circumferential mode shapes within the damper cavity. Hence the model can be used as 
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a preliminary design tool for the acoustic damper optimisation prior to the damper 
geometry application in a more detailed acoustic network model. 
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Figure  E.1: Schematic of full annular combustion system and circumferential 
acoustic wave. 
dx
( )txv ,1ˆ
( )txv ,ˆ2( )txp ,1ˆ
( )txuC ,ˆ
( )txp ,ˆ0
LD
Metering skin
Damping skin
02 =pˆ
…
Combustion chamber
 
Figure  E.2: Schematic of modelling geometry simulating a circumferential travel-
ling wave. 
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Figure  E.3: Comparison of normalised acoustic energy loss using single point and 
travelling wave model calculating resonating damper configuration 1. 
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Figure  E.4: Comparison of amplitude ratios for single point and travelling wave 
model for resonating damper configuration 1. 
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Figure  E.5: Comparison of phase difference between excitation amplitude and cav-
ity amplitude for single point and travelling wave model calculating resonating 
damper configuration 1. 
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Figure  E.6: Comparison of phase angle of cavity pressure wave calculated by trav-
elling wave model for resonating damper configuration 1. 
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Figure  E.7: Variation of damper length compared to multiple single sector damper 
configurations. 
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Figure  E.8: Half wave mode shape in damper cavity volume at 720 Hz for three 
sector calculation. 
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Figure  E.9: Phase of half wave mode shape in damper cavity volume at 720 Hz for 
three sector calculation. 
 
 
