In this paper, we derived a new conjugacy coefficient of conjugate gradient method which is based on non-linear function using inexact line searches. This method satisfied sufficient descent condition and the converges globally is provided. The numerical results indicate that the new approach yields very effective depending on number of iterations and number of functions evaluation . Keywords: unconstrained optimization, conjugate gradient method, inexact line search, global convergence, and strong wolf condition.
Introduction
The history of conjugate gradient method began with seminar paper of Hestenes and Stiefele in [10] who presented an algorithm for solving symmetric, positive definite linear algebraic systems. In [8] Fletcher and Reeves extended the domain of application of CG method to non-linear problems, thus starting the non-linear conjugate gradient research direction.
The conjugate gradient method represents a major contribution to the panoply of methods for solving large-scale unconstrained optimization problems. They are characterized by low memory requirements and have strong global convergence properties. The popularity of these methods is remarkable partially due to their simplicity both in their algebraic expression and in their implementation in computer codes, and partially due to their efficiency in solving large-scale unconstrained optimization problems. [4] Let function R R f n → : be continuously differentiable, Consider the unconstrained optimization problem } : ) ( min{ 
and . stands for the Euclidean norm. There are numerous research on convergence properties of these methods. The corresponding conjugate gradient methods can be abbreviated as HS, FR, PR, CD, LS, and DY methods. Although these methods are identical when f is a strong convex quadratic function and line search is exact, they have different performances when applied to minimizing general nonlinear functions with inexact line searches.
The most studied properties of CG are its global convergence properties. Zoutendijk [19] proved the global convergence of FR method. Al-Baali [1] , TouatiAhmed and Storey [17] , Gilbert and Nocedal [9] has further analyzed the global convergence of algorithms related to the FR method with strong Wolfe condition. Powell [15] also proved that FR is a superior method compared to others.
There are several line search rules for choosing step-length k  , (see [16] ) for example, exact minimization rule, Armijo rule, Goldstein rule, Wolfe rule, etc. In this paper we analyze the general results on convergence of line search methods with the following two line search rules:
The weak Wolfe-conditions: 
Taking the positivity of
Therefore, if condition (11) is satisfied for all k, the conjugate gradient method with (9) produces a descent search direction at every iteration. From (9), we can get various kinds of conjugate gradient methods by choosing various and that
 formula (9) reduces to this DY method:
It follows from (3) and (9) ) (
The above relation can be rewritten as
, this method reduces to the DY method
New Conjugacy Coefficient for Conjugate Gradient Method:
In this section, we are going to study the development of a new CG-method based on non-linear function taking the idea of inexact line searches. (see [3] ). letting k  be a positive parameter we define:
In [14] suggested the following Perry's conjugacy condition:
where,
Submit every k y by * k y , we get:
where, k  is a positive parameter.
since any k  must be positive for this reason, we suppose the formula such as:
The New Algorithm :
Step 1: For the initial point 0
Step 2: Set
Step 3: Find 0  k  satisfying the wolf conditions.
Step 4: Let
Step 5: Compute k  by the formula (15), then generate 
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Step 6 : If 2 . 0
,then go to step 1.
Step 7: Set k: = k+1, go to Step 2.
Global Convergence Properties of New Methods:
In this section, the convergence properties of new algorithm with the inexact line search analyze and in order to ensure the sufficient descent condition, using wolf condition line search.
In the global convergence analysis of many iterative methods, the following assumption is often needed:
Under these assumptions on f there exists a constant
Lemma (1) :
Suppose the assumption (A) hold , let the sequence { k x } generated by new algorithm and the step length k  satisfies wolf conditions, then
where,  is a positive constant.
Proof:
We prove the theorem with Wolfe conditions, by induction, For initial direction
multiply both sides of the above relation by 
we get : 
 By using strong Wolfe condition, we get: where, 1
The following lemma, called the Zoutendijk condition, which is often used to prove global convergence of conjugate gradient methods. It was originally given by Zoutendijk.
Lemma (2) :
Suppose that assumptions (i) and (ii) hold. Consider the methods in the form of (2) and (19), where
for all k, and k  is obtained by (4)- (5) or (6)- (7) then have:
For proof see [19] or [6] .
To ensure that an algorithm converges to a point x where 0 ) (  x g , we need not only a well-chosen step lengths but also, a well-chosen search directions 
For proof see [11] . Theorem (2) (Global convergence for new coefficient conjugacy ):
Consider the iteration method (19) and (15) and suppose the assumption A holds. Then, the new algorithm either stops at stationary point i.e.
, square both sides of the above relation we get: 
Numerical Results:
In this paper, we have proposed a new algorithm for solving over (10) non-linear unconstrained test functions (see appendix(. These computational experiments show that the new approach given in this study is successful. We claim that the new algorithm (1.3) is better than the standard CG-algorithm namely, there is about ( 21.83 %) improvement in number of function evaluations (NOF) , there is about ( 8.32%) improvement in number of iterations (NOI), overall the calculation and for different dimension for ( 5000 100   n ), all the algorithms in this paper use the same ILS strategy.
All the results are obtained by using (Pentium 4 computer). All programs are written in FORTRAN 90 language and for all cases the stopping criterion taken to be:
The comparative performance for all of these algorithms is evaluated by considering a number of function Evaluations NOF and a number of iterations NOI . 
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