In this paper, we prove a result of equivalence in law between a diffusion conditioned with respect to partial observations and an auxiliary process. By partial observations we mean coordinates (or linear transformation) of the process at a finite collection of deterministic times. Apart from the theoritical interest, this result allows to simulate the conditioned diffusion through Monte Carlo's method, using the fact that the auxiliary process is easy to simulate.
Introduction
We are interessed in multidimensional diffusions solutions of stochastic differential equations (SDE's) generated by a Brownian motion. For a n-dimensional diffusion solution on [0, T ] of the following dx t = b t (x t )dt + σ t (x t )dw t , x 0 = u
where w is a n-dimensional Brownian motion, it is known (see e.g. [7] ) that its conditional law L (x|x T = v) is given by the law of a bridge process (as extension of Brownian bridge) y solution of dy t = b t (y t )dt + σ t (y t )dw t + σ t (y t )σ t (y t ) * ∇ z log p t,T (z, v) z=yt dt, y 0 = u wherew is a Brownian motion and p s,t (z, .) is the density of x t knowing x s = z. But in most cases this density is not explicitely known so that we are not able to simulate it easily. For practical purposes, e.g. parameter estimation of diffusion processes, simulation of paths corresponding to the conditional law is needed. In their paper [4] , B.Delyon and Y.Hu studied the following equation on [0, T ] dy t = b t (y t )dt − y t − v T − t dt + σ t (y t )dw t , y 0 = u.
wherew is a n-dimensional Brownian motions. Under adequate assumptions, the process y is unique on [0, T ], lim t→T y t = v, a.s. and for all positive function f in C([0, T ], R n ) we have
where R is a functional of whole path y on [0, T ]. The quantity R(y) is computable knowing parameters b, σ, T and v. The constant C is unknown, but in practice the conditional law is estimated through
where each y i is an independant sample of (2) . In this case, we call the process y a bridge even if y does not have the right targeted law. If b = 0 and σ = I n (identity n-dimensional matrix), the process x is a n-dimensional Brownian motion and process y is a n-dimensional Brownian bridge so that C = R = 1. This theorem applies in the case of more than one observation. The Markov property indeed implies that the conditional law is the tensor product of each bridge.
The aim of this paper is to extend this result to solve this problem with only partial observations. The previous remark does not apply; indeed we have to treat simultaneously all conditionings . To give an idea, let w = ( w Let us define our observations. At each deterministic positive observation time of the sequence 0 < T 1 < · · · < T k < · · · < T N = T , we get a partial information given by a linear transformation of x T k , L k x T k , where L k is a deterministic matrix in M m k ,n (R) whose m k rows form an orthonormal family. So that our aim is to be able to describe the conditional law L (x|(L k x T k = v k ) 1≤k≤N ) where v k is an arbitrary deterministic m k -dimensional vector.
We define process y to be the solution of
where for all time t, all vector z and for all 1 ≤ k ≤ N , the matrix P k t (z) is an oblique projection and u k is any vector satisfying L k u k = v k . The correction term operates only on the interval (T k − ε k , T k ) where T k − ε k < T k for technical reasons. We will show that with a good choice for those projections (see Equation (6)) we have the following equivalence in law
with an explicit density (Theorem 1 below).
In this paper a first part is devoted to the study of general bridges which will provide us the good candidate whose law is absolutely continuous with respect to targeted one. The second one provides the main result. Some properties and proofs are postponed in the appendix to ease the reading.
Notations For the sake of readibility, we choose not to specify arguments when not necessary. For example (1) 
For all z, the matrix a t (z) is defined by
we suppose that there exists a positive number ρ such that for all (t, z)
in the sense of symmetric matrices, where I n is the n-dimensional identity matrix. The function a −1 is defined by
We define the infimum of all the ε k ε 0 = min k {ε k }
Bridges and bridges approximations

Bridges
We recall that a bridge is defined as a solution of (3)
We assume that the deterministic parameters b and σ are C 1,2 b functions (bounded with bounded derivatives). We assume that
function and that for any z
First of all, a lemma to describe the behaviour of process y Lemma 1. The SDE (3) admits a unique solution on [0, T ] in the absolute convergence's sense meaning that
s., where C k is a positive random variable.
Proof. Let us remark that for times in [T
So that we may reduce the proof to the study of (3) with only one observation time, but we here have to consider random initial conditions. If unicity holds it will lead to the result by concatenation. The proof in the case N = 1 is given in the appendix with Lemma 6.
Bridges approximations
We now introduce approximations that will be useful in the proof of the main result in next section. Let 0 < ε < ε 0 , we set
The only difference with the Bridge Equation (3) is that each correction term is stopped from a distance ε from the observation time.
Lemma 2. There exists a constant 0 < κ < 1 such that
where C is a positive constant. The numbers C and κ depend on T , N , the (ε k ) k , the (A k ) k , and the bounds for b and σ.
Proof. Given in the appendix, the proof uses classical techniques and auxiliary processes each defined
Result in the case of partial observation
Case where b is bounded
We aim to obtain a Delyon&Hu-type theorem that gives absolute continuity of process x solution of (1) conditioned on observations (L k x T k = v k ) 1≤k≤N with respect to a bridge process y solution of (3). We now consider a peculiar projection P , for all k and z
and also
where I m k is the identity m k −dimensional matrix. Here are both systems we now consider
The result is the following 
where C is a positive constant.
Proof. This one consists in using approximations y ε solutions of (5) of process y solution of (8) . Thanks to Girsanov's theorem, we are able to obtain an equality for all bounded continuous function f
where G ε /H ε is the density given by Girsanov's theorem. We want to prove that with a good choice for G ε and H ε , the lefthand member of the last inequality converges to the conditional expectation, and the righthand one converges to what appears in the Theorem 1.
We set for all
Then for all bounded continuous function f
We are looking for a different expression of the argument of the exponential function. We use Itô's formula for T k − ε k < t < T k − ε and use (7) to get
The k th term of (h ε t ) * dw t coming from that one in dx t is now isolated
Since we have
2 dt adding the terms given by (10). Finally, it leads us to a new expression for the density given by Girsanov's theorem
In an equivalent way, even if it means changing f
with
and
where
Now using it in the case where f = 1, we get formally
the fact that this quantity is finite is given by Proposition 1. The fact that the righthand term converges to the conditional expectation is given by Lemma 9 in the appendix. The proof relies essentially on the use of Aronson's estimates that provides gaussian bounds for transition probabilities.
The main difficulty of the proof consists in showing almost sure convergence and then uniform one for the ϕ ε . An obvious candidate for the limit is
Thanks to Lemma 10 given in the appendix, ϕ is well defined. As said before, we want to prove the following Lemma 3. There exists a decreasing sequence (ε i ) i∈N tending to 0 such that
Proof. The proof is decomposed into two main parts. First one aims at showing the almost sure convergence of ϕ εi . In second part we prove that
Finally to conclude, we will use Scheffé's lemma.
For almost sure convergence, we first use triangular inequality
The second one converges to 0, this is given by Lemma 10. We now treat the term |ϕ
We can write it respecting the order above
According to Lemma 2 there exists a decreasing sequence (ε i ) i∈N tending to 0 satisfying for all k that y that leads us to convergence for all k of |Ψ εi k | to 0. Now we use Identity (34)
where p, q, and r are all C 1,2 b
functions. Hence using Lemmas 1 and 2 as above we obtain that lim εi→0 |Θ εi k | = 0 up to a subsequence. It remains to treat the term Φ ε k . Still using Identity (34), Lemmas 1 and 2 we show that lim εi→0 |Φ εi k | = 0 even if it means extracting once more a subsequence. We have obtained almost sure convergence of ϕ ε to ϕ. Then we show the convergence of the expectations. For this we set a preliminary result Proposition 1. There exist two positive constants c 1 and c 2 such that for all 0 < ε < ε 0
Proof. We give an explicit expression
where q ε is the density of (x T1−ε , . . . , x TN −ε ). Under theorem's assumptions x is a strong Markov process, with positive transition density. For s, t ∈ [0, T ], we denote p s,t (u, z) the density of x s,u t solution of (1) initialized to be u at time s. Then thanks to Aronson's estimates there exist positive constant µ, λ, M and Λ such that the density p satisfies for s < t
Now using p we are able to write
Then we apply Aronson's estimates and the fact that for all i, j the coordinate A k i,j is bounded by two positive constants. We obtain bounds for C ε E[ψ ε ] of the type
where λ is a positive constant large for the lower bound and small for the upper one. The integral can be interpreted as a gaussian expectation where
is a centered gaussian vector with covariance matrix
where I n is the n-dimensional identity matrix. As a remark, in the sense of symmetric matrices, there exist two positive constants c 1 and c 2 such that
where I N n is the N n-dimensional identity matrix. Thus the gaussian vector
We still keep bounds for the covariance matrix
Now we can get bounds for C ε E[ψ ε ] with expectations of type
where X k is a n-dimensional gaussian variable. Then we use Lemma 11 given in the appendix to obtain the fact that
is a gaussian density of a variable (
where the Y k are m k -dimensional centered normalized gaussian vectors. Moreover the two families (X k ) k and (Y k ) k are independant. Finally using bounds obtained above for Γ ε we get the fact that for all 0 < ε < ε 0
As a first consequence, thanks to identity (11), E[ϕ ε ] is finite so that
is a density. We may also use Fatou's lemma to get
It takes more work to control lim sup ε→0 E[ϕ ε ]. Let J > 0 be a large number, we introduce for all process (z t ) t∈[0,T ] and for all 1 ≤ k ≤ N the stopping time τ
where D is a positive constant such that DI d ≤ A k . We know that such a constant exists according to assumptions on the function a. The t k are chosen to be real numbers contained in (T k−1 , T k − ε). As a convention we set τ ε k = T k if the condition is empty. Let τ ε be the first of the τ ε k such that the condition is non-empty
We recall that
We now consider to be on set {τ
We decompose C ε ψ ε into three parts as a product of three factors
We now use Markov's property to get independance between Past and Future knowing Present (cf [3] see last chapter about conditional expectations)
In order to study the factor E[
we introduce
With respect to these notations, we have
It is also easy to see that
First using definitions of z, β k and A k we get
This leads us to the existence of two bounded adapted processes r (1) and
t dw t In a same way we remark that there exist two bounded adapted processes r (3) and r (4) such that
we get even if it means changing r (3) and r
t dw t Finally, we obtain existence of two bounded adapted processes r and r ′ such that
From this we deduce that quadratic variation
Now we apply Itô's formula to the function θ always for
We deduce from the three last equations after simplification of four terms that there exists a martingale M and a bounded adapted process r ′′ both defined on 
This gives us the existence of a bounded adapted process π defined on [T k−1 , T k − ε] that allows us to write
This leads to the following
and this equation has an explicit solution
We now come back to equation (15), we get a first bound
In order to treat the factor E[F 3 |x T k −ε ] we use Aronson's estimate to get
where G is a positive constant. We just have to use Lemma 11 given in the appendix to obtain an positive constant upper bound. The same Lemma 11 brings us a positive constant upper bound for
Finally the inequation we get from equation (15) is the following
where G is a positive constant. From this we deduce
According to this last result and using the lower bound of C ε E[ψ ε ] given by Proposition 1 we finally have
where G is positive constant. So using inequality (11) we obtain
Moreover the family (ϕ ε 1 T =τ ε ) ε is uniformly integrable. Indeed by definition of τ ε we can get upper bounds depending on J for the different factors in Expression (12) of ϕ ε or (14) of ϕ, for all 0 ≤ ε < 1
We recall that b and σ are bounded so is η. Then on
which is an integrable quantity in T k , and C is a positive constant depending on the choice of b and σ. A same method gives an upper bound for the terms where quadratic variation appears. For the terms in dA k t , we decompose with respect to integrals with respect to dt and dw
where r k and q k are bounded adapted functions. Then for fixed J, there exists a constant K such that
where C is a positive constant. Let us recall the following lemma (cf [6] p.198) Lemma 4 (Novikov). Let (M t ) t∈R be a continuous local martingale, we set for all t
Let us remark that for all p > 0
where C is a positive constant. Thus, we apply Novikov's lemma to get uniform integrability. Then we take the lim inf ε→0 and use Lebesgue's theorem to obtain
Now 1 T =τ ε converges almost surely to 1 as J tends to infinity. We are able to say after making the t k tend to T k that lim sup
We finish the proof by Scheffé's Lemma (cf [3] p.36)
Lemma 5 (Scheffé). Let (f n ) n∈N be a sequence of positive functions converging to f , moreover we suppose that lim
Finally we conclude thanks to Lemmas 9 and 3.
Case where b is unbounded
Suppose now that b is locally Lipschitz with respect to x and is locally bounded. Moreover the SDE (1) admits a strong solution. We use a Girsanov theorem to reduce the problem to the case of a bounded drift. We recall the Girsanov theorem for unbounded drifts introduced in [4] Theorem 2. Let b, h and σ be measurable functions from R + × R n to R n , R d and R n×d locally Lipschitz with respect to x; consider the following SDE's
We assume the existence of strong solution for each equation. We assume in addition that h is bounded on compact sets. Then the Girsanov formula holds: for any non negative Borel function f defined on
Thanks to both Theorems 1 and 2 we obtain Theorem 3. Suppose σ and a −1 to be C
1,2
b -functions. Assume that b is a locally Lipschitz with respect to x and locally bounded function. Let y be the solution of
whereb satisfies the assumptions of Theorem 1. Then for any bounded continuous function f
where C is a positive constant andb = b −b.
Proof. Letx be the solution of
Then from Theorem 2, for any bounded continuous function f and g
It remains to apply Theorem 1.
Appendix
Lemma 6. Let us consider Equation (3) with random initial condition u on [0, T ] with N = 1 which means only one observation time in T .
s., where C is a positive random variable.
Proof. We recall that parameters b and σ are locally Lipschitz functions. So that the equation admits a unique solution on both intervals [0, T − ε 1 ] and (T − ε 1 , T ) and so on [0, T ). Moreover thanks to Itô's formula, on ( 
The law of iterated logarithm allows us to conclude.
Lemma 7. Let us consider Equation (3) with random initial condition u on [0, T ] with N = 1 which means only one observation time in T
where c and C are positive constants depending on T , ε 1 , bounds for b and σ.
Proof. Thanks to Identity (4),
where the function T r gives the sum of all diagonal terms. Finally
, since b and σ are bounded, we get
where C 1 is a positive constant depending on b ∞ and σ ∞ .
≤ 0 thanks to (23). Hence
that can be written
Similarly for t < T − ε 1 , Inequality 22 becomes
where C ′ is a positive constant only depending on T and bounds of b and σ. That gives us (20). By definition for s, t ∈ (T − ε 1 , T ) we have
Since b and σ are bounded functions, using Minkovski's inequality
Thanks to Doob's inequality (see e.g. [5] p.170) we get
is the square of the constant introduced above. In order to treat the last term in (24), we beforehand give a property
Thanks to Proposition 2, assumptions (4) on matrix P and result (20)
this gives the second result (21).
Lemma 8. Let y and z be two bridges, solutions of (3) with N = 1 and different initializations. Then, there exist two constants C > 0 and 0 < α < 1 such that for all t ∈ [0, T ]
Proof. Using their definition, we have on
In a same way, on [0, T − ε 1 ] we obtain
We denote
with a parameter h that will be chosen later. On [0, T − h] with respect to both precedent Inequations (26) and (27) we get by using regularity of b and σ
where C 1 and C 2 are positive constants depending on T , b and σ. We use Gronwall's lemma to obtain
For the other part (T − h, T ], we use (26), (27) and (20) to get
where C 3 and C 4 are positive constants depending on T , b and σ. Then log(E t + 1) − log(E T −h + 1)
where K is a positive constant depending on T and C 5 = C 2 ∨C 4 . We then choose h =
which minimizes the last member above. Hence
where C is a positive constant depending on b, σ, P and T .
Proof of Lemma 2 . We now consider an interval of type [T k−1 , T k ). We introduce a process y k solution on this interval for the Bridge Equation (3) initialized at time T k−1 by the value y Let us recall dx = b t (x t )dt + σ t (x t )dw t (1) dy = b t (y t )dt − P t (y t ) y t − u k T k − t + σ t (y t )dw t
Proof. We reduce the study without loss of generality to that of dy t = b t (y t )dt + σ t (y t )dw t − σ t (y t )β t (y t ) Ly t − v T − t 1 (T −ε1,T ) (t)dt
We then treat integrability for each term. For the first term, since b and β are bounded, we use Lemma 1 to get Ly t − v T − t ≤ C log log (T − t) −1 + e T − t where C is a positive random variable. Now for all positive α, we have log log x ≤ x α . Then for α small enough, we obtain integrability of righthandside.
For the second term in (33), we recall that for all z we have A t (z) = β t (z) * β t (z) = (La t (z)L Lemma 11. Let (Z j ) 1≤j≤K be a family of random m j -dimensional variables and let (g j : R mj → R) 1≤j≤K be a family of densities. Then the function
is the density of the family (V j = W j + Z j ) 1≤j≤K where each of the W j whose law is given by g j is independent with respect to the (Z j ) 1≤j≤K and (W k ) k =j .
Proof. Let f be a bounded continuous function
Then we make the change of variables w j = Z j − v j for all j
where W j admits g j as density.
