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ABSTRACT
The systematic offset of Gaia parallaxes has been widely reported with Gaia’s second
data release, and it is expected to persist in future Gaia data. In order to use Gaia
parallaxes to infer distances to high precision, we develop a hierarchical probabilistic
model to determine the Gaia parallax zero point offset along with the calibration of
an empirical model for luminosity of red clump stars by combining astrometric and
photometric measurements. Using a cross-matched sample of red clump stars from the
Apache Point Observatory Galactic Evolution Experiment (APOGEE) and Gaia Data
Release 2 (DR2), we report the parallax zero point offset in DR2 to be $0 = −48±1 µas.
We infer the red clump absolute magnitude to be −1.622 ± 0.004 in Ks, 0.517 ± 0.004
in G, −1.019 ± 0.004 in J, and −1.516 ± 0.004 in H. The intrinsic scatter of the red
clump is ∼ 0.09 mag in J, H and Ks, or ∼ 0.17 mag in G. We tailor our models
to accommodate more complex analyses such as investigating the variations of the
parallax zero point with each source’s observed magnitude, observed colour, and sky
position. In particular, we find fluctuations of the zero point across the sky to be of
order or less than a few 10s of µas.
Key words: methods: statistical — parallaxes — stars: distances — stars: horizontal-
branch — surveys
1 INTRODUCTION
The Gaia satellite is tasked with performing the world’s
largest simultaneous astrometric, photometric, and spectro-
scopic survey (Gaia Collaboration et al. 2016). With its sec-
ond data release (DR2) in April 2018, the survey accrued as-
trometric and photometric measurements for over one billion
sources down to a magnitude of G . 21 (Gaia Collaboration
et al. 2018). The Gaia satellite measures absolute parallaxes
by comparing positions of stars in two fields of view (FOVs)
widely separated by the “basic” angle Γf = 106.5◦ along the
plane of its scanning motion. For a source passing through
the center of one of the FOVs, its position is described by
φ = ±Γf/2 with respect to the axis bisecting the formal ba-
sic angle in the same plane. An analytical solution shows
that perturbations to such a source’s observed parallax ($)
is degenerate with perturbations to the true basic angle Γ
(Equation 15; Butkevich et al. 2017), repeated here
δΓ = ζ sin(φ)δ$ = ζ sin(Γf/2)δ$, (1)
where ζ is a function of the satellite’s orientation with re-
spect to the Solar System barycenter. In other words, oscil-
lations in the instrument’s basic angle are degenerate with
an absolute perturbation in the observed parallax.
? E-mail: chan@astro.utoronto.ca
Gaia’s astrometric solution relies on the position of
each source’s centroid on the CCD, which is affected by
the brightness of the source. If left uncorrected, this leads
to a parallax zero point offset which is expected to have a
slight dependence on the observed magnitude of each source.
The same effect should also occur because of the two meth-
ods of determining the positions of centroids: dim sources
G & 13 have the positions of their centroids measured as
they cross a fiducial line on the CCD; whereas, bright sources
G > 13 have their positions determined with the entire col-
umn traced out by the centroids as they drift across the de-
tector (Lindegren et al. 2018). In addition, the astrometric
calibration used in DR2 makes use of an effective wavenum-
ber determined using mean integrated blue (GBP) and red
(GRP) photometric magnitudes. The unique observed colour
of each source is expected to contribute to fluctuations to the
astrometric solution, equivalent to a parallax zero point de-
pendence on observed colour. Finally, the parallax zero point
has also been shown to vary on large scales across the sky
by mapping the observed parallaxes of quasars in the DR2
sample (Arenou et al. 2018).
In general, Gaia parallaxes have been reported to be
too small. The parallax zero point offset in DR2 has been
reported by the Gaia collaboration to be $0 = −29 ± 1 µas,
measured using the parallaxes of quasars in the DR2 sam-
ple (Lindegren et al. 2018). Riess et al. (2018) found $0 =
© 2019 The Authors
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−46 ± 13 µas by combining Gaia parallaxes with Hubble
Space Telescope photometry of Milky Way Cepheids. Stas-
sun & Torres (2018) report $0 = −82± 33 µas, and Graczyk
et al. (2019) determine a zero point of $0 = −31 ± 11 µas
from analyses comparing existing measurements of paral-
lax for eclipsing binary stars with Gaia parallaxes. Zinn
et al. (2019) find $0 = 52.8±2.4 (random) ±8.6 (systematic)
µas with significant dependence on the effective wavenumber
and observed magnitude using asteroseismology of red giant
branch stars. Similarly, Sahlholdt & Silva Aguirre (2018) re-
port a parallax zero point of $0 = −35 ± 16 µas using the
asteroseismology of dwarf stars, and Hall et al. (2019) use
the asteroseismology of red clump stars to determine a mean
parallax zero point of $0 = −41± 10 µas, with individual es-
timates of $0 = −38 ± 13 µas in Ks and $0 = −42 ± 13 µas
in G. Using deep learning of spectro-photometric distances,
Leung & Bovy (2019a) determine a modeled constant zero
point of $0 = −52.3 ± 2.0 µas and they present quadratic
parameterizations of the zero point’s dependences on G, ob-
served colour, and effective temperature.
In this paper, we describe hierarchical Bayesian models
inspired by Sesar et al. (2017) and Hawkins et al. (2017) to
simultaneously estimate the Gaia parallax zero point and
constrain an empirical relation for the luminosity of red
clump stars. We outline the red clump sample and the data
used in these analyses in §2. The hierarchical model and sev-
eral add-ons for additional detailed analysis are described in
§3. Results of each model/analysis are presented in §4, with
inferred parameters collected in Table 1. We discuss the in-
ternal consistencies between each model as well as compare
our measurements with other reports in §5. Finally, we con-
clude with a summary in §6.
2 DATA
2.1 Red-clump sample
As a part of SDSS-III/IV (Eisenstein et al. 2011; Blanton
et al. 2017), the Apache Point Observatory Galactic Evo-
lution Experiment (APOGEE; Majewski et al. 2017) is a
spectroscopic survey in the near infrared. Observing in the
infrared is a major advantage for its data, as this allows
for measurements that are less affected by dust extinction
when compared to optical measurements. The survey data
has been pre-processed and is publicly available online as
part of the SDSS Data Release 14 (DR14; Holtzman et al.
2015; Garc´ıa Pe´rez et al. 2016; Abolfathi et al. 2018). This
data set includes detailed measurements of each source’s
chemical abundances (with S/N > 100) as well as the stellar
parameters Teff and log g due to its spectroscopic resolution
of R ≈ 22 500 (?). We make use of the Two Micron All
Sky Survey (2MASS) J , H , and Ks photometry (Skrutskie
et al. 2006). The 2MASS photometry has been previously
corrected for reddening with the Rayleigh-Jeans Colour Ex-
cess method (Equation 1; Majewski et al. 2011), yielding
measured extinction values AJ , AH , and AK for each object.
We also make use of inferred values for Teff , log g, as well
as the chemical abundance data, specifically [Fe/H], [O/Fe],
[Mg/Fe], [Si/Fe], [S/Fe], and [Ca/Fe]. The abundances for
Z = {O, Mg, Si, S, Ca} are used to construct a value of
[α/Fe] by calculating
[α/Fe] =
∑
z∈Z wz [z/Fe]∑
z∈Z wz
, (2)
where w = 1 or w = 0 depending on whether the measure-
ment of [Z/Fe] exists respectively. The abundance measure-
ments upon which [α/Fe] is based are not taken from SDSS
DR14, but they are instead products of an artificial neural
network astroNN trained on APOGEE spectra from DR14
(Leung & Bovy 2019b). Typical sources in astroNN have in-
ferences of chemical abundances to ≈ 0.03 dex, Teff to ≈ 30 K,
and log g to ≈ 0.05 dex.
We use only a sub-sample of the APOGEE data set that
has been classified as red-clump stars by Bovy et al. (2014).
The red-clump stars were identified with strict cuts first in
effective-temperature–surface-gravity–metallicity space fol-
lowed by further cuts in colour–surface-gravity–metallicity
space. This was done to minimize contamination from other
red giant branch stars within the population.
The Bovy et al. (2014) cuts leave a small amount of con-
tamination (. 10%) by non red-clump stars, which could be
identified with better measurements of log g. In order to fur-
ther purify the red-clump sample, we apply cuts to sources in
the sample for which (log g)APOGEE − (log g)astroNN < −0.2.
2.2 Gaia DR2 data
With the advent of DR2, the Gaia mission currently has
measurements of sky position and photometry in its G-band
(330–1050 nm) for nearly 1.7 billion sources (Gaia Collab-
oration et al. 2018). Over 1.3 billion of the sources in DR2
also have measurements of parallax ($) and proper motion.
The current reported limiting magnitude in DR2 is G ≈ 21,
and the data set is reported to be complete over 3 . G . 17.
The Gaia mission only reports the 5-parameter as-
trometric data (position, parallax, and proper motion) for
sources that satisfy three requirements: (1) they must be
brighter than the limiting magnitude (G < 21), (2) each
source must have been observed on at least six occasions
that are separated by at least four days, and (3) the astro-
metric parameters must be measured to within a magnitude-
dependent uncertainty. The full details of the astrometric
solution are discussed by Lindegren et al. (2018).
We cross-match the Gaia DR2 sample with the red-
clump sample to obtain the G magnitudes, GBP (330–680
nm; also referred to as BP) and GRP (630–1050 nm; also
referred to as RP) magnitudes, as well as parallaxes and
their uncertainties. The Gaia data set includes measure-
ments of negative parallaxes, which can still contain useful
information when combined with their uncertainties. An
exception must be made for unphysical measurements of
negative parallaxes that are too confident because these
must be outliers, so we make further cuts on the quality of
the parallax measurements by removing any sources with a
measured $/σ$ < −3, or $ = 0 from our sample. Our final
data set contains 27,934 red clump stars with values for D ={
$, σ$,G,GBP,GRP, J,H,Ks, AJ, AH, AKs ,Teff, [Fe/H], [α/Fe]
}
.
2.3 Gaia Extinction Model
As mentioned previously, the 2MASS photometry from the
red clump catalog (J, H, and Ks bands) have been cor-
MNRAS 000, 1–16 (2019)
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Figure 1. The Gaia parallax offset assuming the distances to
each star in the red clump catalogue are correct. The red line
indicates the median of the sample at −56.2 µas. The dotted black
line is located at G = 13 mag, where the astrometric solution
pipeline is reported to change.
rected for extinction using the Rayleigh-Jeans Colour Ex-
cess method, so each star has associated AJ , AH , and AK
extinction values that have been implicitly included in their
respective apparent magnitudes as m0 = m − Am. The Gaia
G band has not been extinction corrected, so we use the
following procedure to estimate the G band extinction coef-
ficient.
For each star in the red clump sample, we compute syn-
thetic G and Ks band photometry using the pystellibs1,
pyphot2, and pyextinction3 tools, and we determine the
AG/AK extinction ratios with the following steps:
(i) We generate initial synthetic stellar spectra (denoted
F0(λ)) with the Castelli & Kurucz (2003)/Kurucz (2005)
stellar model library in pystellibs for each source using
their respective Teff, log g, and Z.
(ii) The extinction-free Ks band magnitude (denoted K0)
is computed with pyphot for each stellar spectrum F0(λ)
using the 2MASS Ks passband (Cohen et al. 2003).
(iii) Assuming a value of AV , we use the Fitzpatrick
(1999) extinction law A(λ)/AV computed using the pyex-
tinction tool, redden each stellar spectrum with A(λ) =
AV × A(λ)/AV , yielding Fr (λ) = F0(λ) × 10−0.4A(λ). We then
require knowledge of AV for each star in order to apply the
correct extinction to each stellar spectrum.
(iv) The extinguished Ks band magnitude (denoted K)
is computed with pyphot for each reddened spectrum Fr (λ)
using the 2MASS Ks passband.
(v) By repeated application of the previous two steps, we
solve for each AV value that matches the given AK value ob-
tained from the RJCE method. We then redden each stellar
spectrum again using this value of AV , yielding FR(λ).
(vi) The extinction-free G0 magnitude is computed with
1 https://github.com/mfouesneau/pystellibs
2 https://github.com/mfouesneau/pyphot
3 https://github.com/mfouesneau/pyextinction
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Figure 2. The stellar extinction ratios AG/AK for the red clump
sample. Top: The sample of extinction ratios using the steps from
§2.3, along with the polynomial fit described by Equation (3).
Bottom: The residuals from the polynomial fit. Equation (3) de-
scribes the sample of modeled extinction ratios to within a few
percent.
pyphot for each un-reddened stellar spectrum F0(λ) using
the Weiler (2018) revised G passband. Similarly, we compute
each extinguished G from the reddened spectrum FR(λ).
(vii) The extinction ratio for each star is then produced
as AG/AK = (G − G0)/AK .
The G band extinction correction is then simply given by
(AG/AK )AK , the extinction ratio determined using the syn-
thetic photometry multiplied by the AK value obtained from
the RJCE method. We find that our sample of red clump
extinction ratios are well approximated by
AG/AK = 7.09 − 2.16AK + 0.68A2K + 0.18A3K − 0.12A4K
+ 0.49/1000K(Teff − 4835K). (3)
This parameterization is shown along with the sample and
its residuals in Figure 2.
3 JOINT LUMINOSITY AND GAIA
PARALLAX ZERO POINT OFFSET
CALIBRATION METHODOLOGY
3.1 Hierarchical modeling of the red clump in
Gaia DR2
We construct a probabilistic model based on previous anal-
yses of Gaia observations of standard candles. In particu-
lar, our model is inspired by Sesar et al. (2017), in which
RR Lyrae were used to simultaneously validate Gaia DR1
parallaxes and fit a luminosity function for the stars. With
MNRAS 000, 1–16 (2019)
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parallax calibration parameters θ$ , red clump luminosity
function parameters θRC, and distance prior parameters
θr , the posterior probability of all the model parameters
θ = (θ$, θRC, θr ) is then proportional to the likelihood of
the data D, and the prior probability of the model parame-
ters.
p(θ |D) ∝ p(D|θ)p(θ). (4)
The likelihood of the entire red clump data set can be split
into the parallax and magnitude likelihoods for each i-th star
independently:
p(D|θ) =
∏
i
p($i |θ$ )p(mi |θRC) (5)
We model the parallax measurements of each red clump
star in Gaia DR2 as being drawn from a normal distribution.
In other words, the likelihood of the DR2 parallax measure-
ments is
p($i |θ$ ) ∼ N
(
$i
$′i , ς2$i ), where (6)
N (xµx, σ2x ) = 1√
2piσ2x
e
− (x−µx )2
2σ2x , (7)
$′i = 1/ri +$0, and (8)
ς2$i = ( f$σ$i )2 + σ2$,+. (9)
The distribution for each star is centered around its “true
observed parallax” $′i set by Equation (8), which is the in-
verse of its true heliocentric distance ri summed with the
systematic parallax zero point offset $0. This is the paral-
lax that Gaia would observe for a source taking into account
the parallax zero point in the limit of no other measure-
ment uncertainties. We later consider the significance of a
non-constant parallax zero point $0(Teff,G, α, δ) that is de-
pendent on colour, magnitude, and sky position. The uncer-
tainty for each parallax measurement is assumed to be Gaus-
sian, with σ2$i being the reported parallax uncertainty from
Gaia DR2, but we allow for adjustments to the reported un-
certainties to account for mis-estimated uncertainties. Equa-
tion (9) includes two error correction parameters f$ , and
σ2$,+, which were used to inflate the Tycho-Gaia Astromet-
ric Solution (TGAS) parallax uncertainties reported in Gaia
DR1 (Lindegren et al. 2016). The values used in Gaia DR1
were f$ = 1.4, and σ$,+ = 0.2 mas. The reported values for
Gaia DR2 are f$ = 1.08, σ$,+(G < 13) = 0.021 mas, and
σ$,+(G > 13) = 0.043 mas4. We include these parameters
θ$ = {$0, f$, σ$,+} in our model as a validation of the re-
ported parallax uncertainties and corrections in Gaia DR2.
It is also of note that the astrometric solutions for bright
(G < 13) and dim (G ≥ 13) sources are different (Arenou
et al. 2018); thus, we also consider a few models with sep-
arate Gaia systematic parameters θ$ = {$0, f$, σ$,+} for
bright/dim sources.
The red clump requires a model for the luminosity as
a function of intrinsic stellar properties such as metallicity,
and colour. The absolute magnitude M of the i-th red clump
star can be described as
Mi = Mref+α
([J0−K0]i−[J0−K0]ref)+ β ([Fe/H]i−[Fe/H]ref),
4 https://www.cosmos.esa.int/documents/29201/1770596/
Lindegren_GaiaDR2_Astrometry_extended.pdf
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Figure 3. The Student’s t-distribution in comparison with a
Gaussian distribution for different values of ν. The dashed line
shows a standard normal distribution. For large values of ν the
distribution is approximately Gaussian (the ν = 100 distribution
essentially overlaps the Gaussian curve), but for small values of ν
the distribution has much heavier tails than a Gaussian. We use
the Student’s t-distribution as a flexible model for the luminosity
function of the red clump.
(10)
where (J0 − K0) is the extinction corrected colour. Mref is
a reference value parameter which represents the absolute
magnitude of a typical red clump star. Both terms denoted
with a subscript “ref” are fixed representative values of the
red clump population. In every one of our models, we use
the median of each corresponding property in the sample:
(J0 − K0)ref = 0.60 mag, and [Fe/H]ref = −0.12 dex.
We then choose to model the absolute magnitude of
each red clump star as being drawn from a Student’s t-
distribution centered around Mref, or
p
(
Mi
[Fe/H]i, (J0 − K0)i ) ∼ S (Mi Mref, σ2M, ν), where (11)
S(ti |ν) =
Γ
(
ν+1
2
)
√
νpiΓ
(
ν
2
) (1 + t2i
ν
)− ν+12
, and (12)
ti =
Mi − Mref
σM
.
Here, ν is a parameter that controls the shape of the dis-
tribution. The role of ν in the Student’s t-distribution is
illustrated in Figure 3. A lower value of ν introduces a pos-
itive excess kurtosis to the distribution; in other words, the
peak at the central value Mref gets narrower, and the tails
become elevated. This allows the luminosity calibration to
be less susceptible to outliers which still contaminate the red
clump sample after quality cuts. The Student’s t-distribution
converges to a normal distribution as ν →∞. The uncertain-
ties associated with m0, [Fe/H], (J0 − K0), and the luminos-
MNRAS 000, 1–16 (2019)
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ity model chosen in Equation (10) are captured in σ2M as a
model parameter, which then sets the width of the distribu-
tion.
To tie the luminosity and parallax calibration models
together, we unite the observed magnitude of each star with
its observed parallax through the distance to the star, ri .
This was already done for the parallaxes through Equa-
tion (8), and can be done for the magnitudes through the
distance modulus,
µi = m0,i − Mi = 5 log10 ri − 5, (13)
where m0 is the extinction corrected apparent magnitude.
We then model the likelihood of the observed distance mod-
ulus as a Student’s t-distribution centered around the true
distance modulus, or
p
(
µi(mi)
µi(ri), σ2M ) = S (µi(mi)µi(ri), σ2M, ν) . (14)
The approximation from Equation (11) to Equation (14) is
valid only if measurement uncertainties for m0, (J0−K0) and
[Fe/H] are sufficiently small compared to σ2M . We provide a
discussion for this later on.
The true distance to each star is unknown, so we include
each true distance ri as a model parameter under an expo-
nentially decreasing volume density prior with scale distance
L as described by Bailer-Jones (2015):
p(ri |L) =
r2i
2L3
exp(−ri/L). (15)
The likelihood for the entire data set D is then
p(D|θ) =
∏
i
N($i |$′i , ς2$i )S
(
µi(mi)
µi(ri), σ2M, ν)p(ri |L).
(16)
A schematic of our probabilistic model illustrating the
dependencies of each parameter and observed quantity is
shown in Figure 4. Each of the single circled parameters
require prior probabilities. The prior for r is described by
Equation (15). We assign the following broad priors for the
remaining parameters:
• Zero point parallax: Uniform prior between −60 <
$0/µas < −30
• Gaia parallax error scaling: Uniform prior between
0.2 < f$ < 2
• Gaia parallax error offset: Log-uniform prior with 0.1 <
σ$,+/µas and no upper bound
• Distance prior scale length for Equation (15): Uniform
prior between 300 < L/pc < 3000
• Colour (J0−K0) slope for red clump luminosity: Uniform
prior between −1 < α < 1
• Metallicity [Fe/H] slope for red clump luminosity: Uni-
form prior between −1 < β/(mag dex−1) < 1
• Reference absolute magnitude for red clump stars in the
Ks band: Uniform prior between −2 < MK,ref/mag < −1
• Reference absolute magnitude for red clump stars in the
J band: Uniform prior between −2.5 < MJ,ref/mag < −1.5
• Reference absolute magnitude for red clump stars in the
H band: Uniform prior between −2 < MH,ref/mag < −1
• Reference absolute magnitude for red clump stars in the
Gaia G band: Uniform prior between 0 < MG,ref/mag < 1
• Spread in red clump luminosities in each photometric
band: Log-uniform prior between 0.01 < σMm/mag < 0.8
Star
m0
J0-K0
Fe/H
$r
$0
L
α β Mref σM ν
f$
σ$,+
p(r|L)
Figure 4. A probabilistic graphical model illustrating the base
luminosity and parallax calibration for red clump stars. Double
circled nodes indicate observed parameters (or likelihoods), and
single circled nodes indicate fit parameters (which require pri-
ors). Nodes inside the rectangle are different for each star. The
direction of each arrow indicates the conditional dependence of
each parameter. For example, the arrow pointing from r to m0
indicates p(m0 |r).
• Student’s t-distribution degrees of freedom parameter
for each photometric band: Log-uniform prior between 0 <
ν < 1000
3.2 Multivariate Photometry Models
The Gaia parallax validation model described so far uses
only one photometric measurement for each star. In general,
k apparent magnitudes may be included in a single analysis
through the multivariate t-distribution
p
(
®µi( ®mi)
 ®µi(ri),Σm) = S ( ®µi( ®mi) ®µi(ri),ΣM, ν), where (17)
S
(
®x
 ®µ,Σ, ν) = Γ[(ν + k)/2]
Γ(ν/2)
√
νkpik |Σ|
[
1 +
1
ν
(®x − ®µ)TΣ−1(®x − ®µ)
]
.
(18)
Each component of ®µi( ®mi) can be a distance modulus com-
puted with one of the photometric bands using the left-hand
side of Equation (13), and each component of ®µi(ri) is the
true distance modulus computed with the distance using the
right-hand side of Equation (13). As with the single-variable
Student’s t, Σ is related to the width of the distribution like
σM while also taking into account covariances across each
photometric band.
We implement the multivariate t-distribution to create
a model which accepts both Ks and G band photometry si-
multaneously. This model should act as a check for the Gaia
G-band extinction model discussed in §2.3. For any given
star, photometric measurements in different bands are ex-
pected to be highly correlated, meaning that we do not ex-
pect to infer the model parameters to higher precision with
the inclusion of multiple photometric information. Rather,
MNRAS 000, 1–16 (2019)
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102 103
Number of stars
Figure 5. The HEALPIX projection of the sky distribution of the
red clump sample divided into varying resolutions through con-
ditions described in §3.3. We use this to determine the parallax
zero point offset’s variation on the sky.
this multivariate model serves as a method to validate the
extinction estimates for AG described in §2.3, which are ex-
pected to be less accurate than the given AK values. We
specifically choose the Ks information to match with G be-
cause it is expected to be the least extinguished as the red-
dest photometric band available.
We also consider a different model which is more intu-
itively comparable to the single photometry models. While
the luminosity of the red clump in each band is expected to
be highly correlated, the luminosity of each star is not ex-
pected to be as strongly correlated with the intrinsic colour.
We can therefore model photometry in different bands (say,
G and Ks) by modeling the absolute magnitude distribution
of one band (say, Ks) with one Student’s t-distribution and
the colour distribution (say, G − Ks) with another Student’s
t-distribution, with the latter given by
p(G0,i − K0,i |MG,i−MK,i, σ2GK )
= S(G0,i − K0,i |MG,i − MK,i, σ2GK ), (19)
where MK,i and MG,i are still modeled with separate versions
of Equation (10). This version of the multiple photometry
model is implemented by simply including Equation (19) in
the likelihood set by Equation (16).
3.3 Variation of the Gaia Zero Point Parallax
We consider various ways in which the Gaia parallax zero
point may depend on other quantities. To account for the dif-
ferences in astrometric solutions for sources with G < 13 and
G ≥ 13, we first implement a single photometry model with
separate parallax-related parameters θ$ = {$0, f$, σ$,+}
for each of the two cases. This and every other model dis-
cussed in this section uses only the Ks photometric informa-
tion to calibrate the red clump luminosity model.
As mentioned previously, the Gaia parallax zero point
should exhibit continuous and multivariate dependences on
properties such as the observed magnitude G, the observed
colour GBP−GRP , and the position of the source on the sky.
The first two dependencies are easily included in the model
by introducing a functional form for $0:
$0 = z(G,GBP − GRP) = z0 + zG(G) + zc(GBP − GRP). (20)
In particular, we investigate simple quadratic parameteriza-
tions for the dependences on both G, and GBP − GRP . Due
to the change in the astrometric processing at G = 13, we
also consider models with independent zero point functional
parameterizations for sources G < 13 and G ≥ 13.
We further consider models in which the Gaia paral-
lax parameters θ$ = {$0, f$, σ$,+} are not required to fol-
low any specific functional parameterization, but rather we
model them as separate constants in binned G or GBP−GRP
space. In particular, we consider 17 bins of width 0.5 mag
from 9.5 – 18 mag in G space, and we consider 7 bins of width
0.5 mag from 1 – 4.5 mag in GBP −GRP space. Stars outside
of these ranges are discarded for each respective analysis.
For each of these binned models, we also consider separate
L parameters for each bin to account for the distance de-
pendence of G, or any possible 3D position clustering of red
clump stars of similar observed colour. The dependence on
sky position can be probed by projecting the red clump sam-
ple onto HEALPIX maps (Go´rski et al. 2005). The HEALPIX
framework divides the surface of a sphere into 12 diamond-
shaped patches of equal solid angle at lowest order (called
NSIDE, and beginning at 1). Higher resolution patches on the
sphere are obtained by further dividing each patch into 4.
Each division of map patches into 4 increases the NSIDE of
the map by a factor of 2. The zero point dependence on sky
position can then be modelled through unique values of $0,
and L for each HEALPIX patch on a sky map. In particular,
we consider maps of order NSIDE = {1, 2, 4, 8}, correspond-
ing to patches of approximately {3438, 860, 215, 54} square
degrees respectively. The equal-area property of each patch
in a HEALPIX projection is useful for regularly sampling the
variation of $0 across the sky, but the effectiveness of this
method is restricted by the need for a sufficiently large sub-
sample of red clump stars within each patch. Much of the
red clump sample is located within the Galactic disk, so the
most precise measurements of $0 on the sky will come from
the Galactic disk.
In order to retrieve similar quality inferences of the par-
allax zero point across the sky, we have developed a method
for analyzing a single sky map with varying HEALPIX resolu-
tions dependent on the number of stars within each patch.
HEALPIX patches are recursively split into higher resolution
sub-patches if the parent patch contains greater than 200
stars. Each daughter sub-patch is further broken up if it
still contains greater than 200 stars and is of order NSIDE
< 8. If the sub-patch contains between 25 – 200 stars or
has reached NSIDE = 8, then it is kept at that resolution. If
the sub-patch contains fewer than 25 stars, then it is dis-
carded. The resulting star density map across our sample
can be seen in Galactic coordinates in Figure 5. The high-
est resolution patches allow for detailed analysis of the zero
point’s variation along the Galactic plane, while the lower
resolution patches should group enough stars away from the
Galactic plane together to provide reasonable inferences of
the parallax zero point. All parameters remain global with
the exception of $0 and L, which are specific to each patch.
Again, we also consider a model with independent sky vari-
ations of $0 for sources G < 13 and G ≥ 13.
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Figure 6. The distribution of red clump sample stars in chemi-
cal abundance space. The dotted blue line indicates the median
metallicity [Fe/H] of the full sample. The boundaries of the [α/Fe]
bins described in §3.4 are shown as dashed red lines. These bins
are used in the analysis of variations of the red clump luminosity
calibration across sub-populations.
3.4 Red Clump Luminosity Calibration:
Dependence on [α/Fe]
To determine the red-clump luminosity function for sub-
populations within the red clump sample, we separate the
data into bins in [α/Fe] (calculated with Equation (2) using
APOGEE abundance data) space. The sample is split into
7 evenly sized bins from [α/Fe] = −0.05 dex to 0.3 dex that
are 0.05 dex wide. The chemical distribution of the entire
sample can be seen in Figure 6 along with the boundaries of
the [α/Fe] bins described. The low-alpha ([α/Fe] . 0.15 dex)
and high-alpha ([α/Fe] & 0.15 dex) sequences can clearly be
seen in abundance space.
To test possible differences in the luminosity calibra-
tion between red clump stars of varying chemical compo-
sitions, we alter the model described by Figure 4 to in-
clude independent red clump luminosity parameters θRC =
{α, β,Mref, σM, ν} for each [α/Fe] bin while the remaining
parameters are still relevant to the global sample. Keep in
mind that we are still taking into account the red clump
luminosity dependence on (J0 − K0) and [Fe/H] separately
for each [α/Fe] bin through Equation (10). We expect small
changes in the red clump luminosity calibration for each
sub-population, which can be seen as variations of θRC pa-
rameters in [α/Fe] space.
3.5 Tests of red clump stellar evolution models
Bovy et al. (2014) determined distances to the red clump in
our sample using colour and metallicity trends determined
from PARSEC stellar models (Bressan et al. 2012), applying
a constant calibration offset obtained from a Hipparcos red
clump sample. We test the stellar model used in Bovy et al.
(2014) as follows: We adjust Equation (13) to
µi = m0,i − M ′i , (21)
Local patch on sky
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J0-K0
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α β Mref σM ν
f$
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p(r|L)
Figure 7. A probabilistic graphical model illustrating the exten-
sions to the base luminosity and parallax calibration of red clump
stars Figure 4. The colours illustrate an independent add-on to
the existing base model shown in Figure 4. Blue: Adding func-
tional dependencies to the parallax zero point $0, or modeling
the spatial variations of $0 across the sky with HEALPIX patches.
Green: Adding an extinction model for the Gaia G band pho-
tometry. Red : Adding a [α/Fe] dependence of the red clump lu-
minosity calibration set by Equation (10). Purple: Changing the
red clump luminosity calibration to a validation of the distance
moduli reported in the red clump catalogue (Bovy et al. 2014).
Gray fill : Including multiple photometric bands simultaneously in
the analysis. A unique copy of each of these parameters is added
for each corresponding photometric band.
where
M ′i = Mi
([J0 − K0]i, [Fe/H]i ) + m0,i − µ∗i , (22)
and M∗i = m0,i − µ∗i is the absolute magnitude of a red clump
star predicted with the stellar model. The new observed dis-
tance modulus which will replace Equation (13) for this val-
idation model is then
µi = µ
∗
i − Mi . (23)
Here, Mi still represents a red clump luminosity calibrated
with the probabilistic model, but it is not tied to any pho-
tometric band. Instead, it is related to the accuracy of the
stellar models used to determine µ∗i in Bovy et al. (2014). We
expect Mi → 0, with each parameter within Equation (10)
now describing possible residuals of the stellar model; i.e,
the parameters Mref, α, and β are expected to be 0 if the
stellar models used in the catalogue describe the red clump
at least as well as the empirical models in this paper.
3.6 Implementation of Models
A full probabilistic graphical model in Figure 7 illustrates
each extension to the base model in Figure 4. The sheer num-
ber of parameters that need to be sampled for each model
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(especially the distances to ∼ 28000 stars) hinders the use of
traditional Markov chain Monte Carlo (MCMC) techniques.
We choose instead to use Stan, a Hamiltonian Monte Carlo
(HMC) software (Carpenter et al. 2017). Some advantages
of using HMC instead of MCMC include a generally more
efficient sampling of parameter space, especially in the case
of highly correlated parameters. HMC also provides more
accurate and precise sampling of parameter space for both
models with complex distributions and models with many
parameters. The principles and benefits of HMC are further
described in great detail by Neal (2012).
Each of the models described in this paper was imple-
mented in the Python 3 wrapper for Stan, also known as
PyStan5. The posterior distribution space for each model was
sampled with 4 chains for 2500 steps, and the first 1000 steps
of each chain were discarded as warm-up steps. In total, 6000
samples were collected for the posterior distributions of each
model we report. The parameters were intialized randomly
according to their respective priors with the exception of the
distances. The true distance parameter for each star was ini-
tialized using the absolute inverse of its parallax reported in
Gaia DR2.
4 RESULTS
4.1 Basic results
The posterior distributions for all models are summarized
in Table 1. We report the median and ±1σ ranges for each
model parameter. It is worthwhile to note that we also ob-
tain posterior distributions for the distances to each indi-
vidual star in our sample. Individual distances are typically
constrained to ∼ 10%, which may seem insignificant, but the
combined data set allows for the parallax zero point to be
inferred to ∼ 1% across every model.
We find that zero points inferred across each base
model using Ks, J, and H photometry are consistent ($0 =
−48± 1 µas), with an inconsistent result from the zero point
inferred with the base model using G photometry ($0 =
−38.30+0.88−0.80 µas). This inconsistency is alleviated with the
joint photometry model using the multivariate t-distribution
to include Ks and G data simultaneously. The resulting zero
point inferred with joint photometry is $0 = −48.94+0.93−0.96 µas.
We also infer consistent Gaia parallax uncertainty correc-
tion parameters ( f$ and σ$,+) across all base model and
the joint photometry analyses. A representative posterior
distribution is shown in Figure 8 along with the correlations
between each model parameter in the base model using Ks
photometry.
We infer the absolute magnitude of the red clump to be
Mref = −1.622±0.004 in Ks, Mref = 0.447±0.005 in G, Mref =
−1.019±0.004 in J, and Mref = −1.516±0.004 in H. Red clump
luminosity calibrations infer significant colour (J0 − K0) and
metallicity ([Fe/H]) dependences in every photometric band
considered. These dependences are implied again with the
validation of reported APOGEE distances discussed later.
The Student’s t-distribution appears to be able to cap-
ture outliers in the sample by widening the distribution
5 Stan Development Team. 2018. PyStan: the Python interface
to Stan, Version 2.17.1.0. http://mc-stan.org
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Figure 8. The posterior distributions of global parameters with respect to the Ks data for constant $0. All parameters are precisely
constrained by the data, and $0 is strongly correlated with the absolute magnitude MK,ref and is weakly correlated with the distance
prior parameter L. The parallax zero point has close to vanishing correlations with the remaining parameters.
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Table 1. Inferred model parameters for all models discussed in this paper along with ±1σ uncertainties. Adjacent rows from the same model/analysis are indicated with shared
background highlighting.
Photometric band $0 f$ σ$,+ Mref σM α β ν FWHM/2.355 L
and model [µas] – [µas] [mag] [mag] – [mag/dex] – [mag] [pc]
Ks (Base) −47.87+0.79−0.76 1.46+0.01−0.01 0.44+0.90−0.28 −1.622+0.004−0.004 0.097+0.003−0.003 0.24+0.07−0.07 −0.21+0.01−0.01 1.29+0.03−0.03 0.088+0.003−0.003 987+4−4
G (Base) −38.30+0.88−0.80 1.49+0.01−0.01 0.54+1.41−0.37 0.447+0.004−0.005 0.123+0.003−0.003 2.92+0.08−0.08 −0.11+0.02−0.02 1.48+0.03−0.03 0.116+0.004−0.004 1030+4−4
J (Base) −47.91+0.79−0.76 1.46+0.01−0.01 0.41+0.87−0.25 −1.019+0.004−0.004 0.097+0.003−0.003 1.25+0.08−0.07 −0.21+0.01−0.01 1.29+0.03−0.03 0.088+0.003−0.003 987+4−4
H (Base) −49.69+0.82−0.81 1.46+0.01−0.01 0.41+0.85−0.25 −1.516+0.004−0.004 0.098+0.003−0.003 0.50+0.07−0.08 −0.19+0.01−0.01 1.30+0.03−0.03 0.089+0.004−0.004 981+4−4
Ks (Base; Fixed f$ , σ$,+) −50.25+0.86−0.85 1.08 21,G<1343,G>13 −1.613+0.004−0.004 0.093+0.002−0.002 0.28+0.08−0.07 −0.22+0.01−0.01 1.27+0.03−0.02 0.084+0.003−0.003 983+4−4
Ks (Joint Ks & G; Multi-t) −48.94+0.93−0.96 1.45+0.01−0.01 0.41+0.72−0.25 −1.628+0.005−0.005 a0.041+0.001−0.001 −0.02+0.09−0.09 −0.19+0.02−0.02 2.74+0.05−0.05 a0.063+0.001−0.001 984+4−4
G (Joint Ks & G; Multi-t) −48.94+0.93−0.96 1.45+0.01−0.01 0.41+0.72−0.25 0.508+0.005−0.005 a0.049+0.001−0.001 2.73+0.09−0.09 −0.11+0.02−0.02 2.74+0.05−0.05 a0.069+0.001−0.001 984+4−4
Ks (Joint Ks & G; G − Ks) −47.92+0.84−0.81 1.46+0.01−0.01 0.43+0.90−0.28 −1.622+0.004−0.004 0.097+0.003−0.003 0.25+0.07−0.07 −0.21+0.01−0.01 1.29+0.03−0.03 0.088+0.003−0.003 987+4−4
G (Joint Ks & G; G − Ks) −47.92+0.84−0.81 1.46+0.01−0.01 0.43+0.90−0.28 0.517+0.004−0.004 0.159+0.001−0.001 3.03+0.08−0.08 −0.12+0.01−0.01 2.58+0.03−0.03 0.165+0.002−0.002 987+4−4
Ks (Joint Ks & J; J − Ks) −47.89+0.82−0.83 1.46+0.01−0.01 0.42+0.89−0.27 −1.622+0.004−0.004 0.097+0.003−0.003 0.25+0.07−0.08 −0.21+0.01−0.01 1.29+0.03−0.03 0.088+0.003−0.003 987+4−4
J (Joint Ks & J; J − Ks) −47.89+0.82−0.83 1.46+0.01−0.01 0.42+0.89−0.27 −1.020+0.004−0.004 0.098+0.003−0.003 1.25+0.07−0.08 −0.21+0.01−0.01 1.51+0.03−0.03 0.093+0.001−0.001 987+4−4
Ks (G < 13) −35.74+1.55−1.53 1.23+0.03−0.03 0.51+1.16−0.34 −1.665+0.006−0.006 0.103+0.003−0.003 0.34+0.07−0.08 −0.20+0.01−0.01 1.34+0.03−0.03 0.095+0.004−0.004 581+4−4
Ks (G ≥ 13) −42.36+0.84−0.86 1.52+0.01−0.01 0.49+1.12−0.32 −1.665+0.006−0.006 0.103+0.003−0.003 0.34+0.07−0.08 −0.20+0.01−0.01 1.34+0.03−0.03 0.095+0.004−0.004 1262+7−6
Ks (G < 13; Fixed f$ , σ$,+) −35.39+1.57−1.54 1.08 21 −1.666+0.006−0.005 0.094+0.003−0.003 0.32+0.08−0.08 −0.20+0.01−0.01 1.28+0.03−0.03 0.086+0.003−0.003 581+4−4
Ks (G ≥ 13; Fixed f$ , σ$,+) −44.75+0.87−0.86 1.08 43 −1.666+0.006−0.005 0.094+0.003−0.003 0.32+0.08−0.08 −0.20+0.01−0.01 1.28+0.03−0.03 0.086+0.003−0.003 1261+6−6
Ks (G < 13; Fixed Mref) −46.68+0.63−0.63 1.20+0.03−0.02 0.52+1.13−0.35 −1.622 0.104+0.003−0.003 0.33+0.07−0.07 −0.21+0.01−0.01 1.34+0.03−0.03 0.096+0.004−0.004 569+3−3
Ks (G > 13; Fixed Mref) −48.17+0.46−0.44 1.51+0.01−0.01 0.46+1.02−0.30 −1.622 0.104+0.003−0.003 0.33+0.07−0.07 −0.21+0.01−0.01 1.34+0.03−0.03 0.096+0.004−0.004 1236+5−5
Ks (G dep.; All G; Fixed Mref)
b − 60.91 1.42+0.01−0.01 0.41+0.80−0.25 −1.622 0.104+0.003−0.003 0.15+0.07−0.07 −0.21+0.01−0.01 1.31+0.03−0.02 0.095+0.004−0.004 986+3−3
Ks (G dep.; G < 13; Free Mref) b72.51 1.31+0.03−0.02 0.52
+1.21
−0.35 −1.943+0.013−0.013 0.111+0.003−0.003 0.04+0.08−0.08 −0.12+0.02−0.02 1.38+0.03−0.03 0.103+0.004−0.004 660+5−6
Ks (G dep.; G ≥ 13; Free Mref) b − 24.31 1.53+0.01−0.01 0.56+1.54−0.38 −1.943+0.013−0.013 0.111+0.003−0.003 0.04+0.08−0.08 −0.12+0.02−0.02 1.38+0.03−0.03 0.103+0.004−0.004 1433+11−11
Ks (G dep.; G < 13; Fixed Mref) b − 42.93 1.20+0.03−0.03 0.50+1.14−0.33 −1.622 0.106+0.003−0.003 0.30+0.07−0.07 −0.21+0.01−0.01 1.34+0.03−0.03 0.098+0.004−0.004 569+3−3
Ks (G dep.; G ≥ 13; Fixed Mref) b − 60.90 1.49+0.01−0.01 0.46+1.05−0.29 −1.622 0.106+0.003−0.003 0.30+0.07−0.07 −0.21+0.01−0.01 1.34+0.03−0.03 0.098+0.004−0.004 1236+5−6
Ks (G dep.; G < 13; Mref prior) b − 29.20 1.20+0.02−0.03 0.52+1.17−0.34 −1.658+0.003−0.003 0.106+0.003−0.003 0.30+0.08−0.08 −0.21+0.01−0.01 1.34+0.03−0.03 0.098+0.004−0.004 579+4−4
Ks (G dep.; G ≥ 13; Mref prior) b − 56.58 1.50+0.01−0.01 0.48+1.04−0.32 −1.658+0.003−0.003 0.106+0.003−0.003 0.30+0.08−0.08 −0.21+0.01−0.01 1.34+0.03−0.03 0.098+0.004−0.004 1256+6−6
Ks (G dep.; Binned; Fixed Mref)
c − 47.60+0.37−0.37 c1.39+0.01−0.01 c1.56+0.59−0.59 −1.622 0.108+0.003−0.003 0.31+0.07−0.08 −0.21+0.01−0.01 1.35+0.03−0.03 0.100+0.004−0.004 c603+2−2
Ks (BP − RP dep.; All G) b − 100.33 1.43+0.01−0.01 0.44+0.97−0.28 −1.651+0.005−0.004 0.101+0.003−0.003 0.13+0.07−0.07 −0.13+0.01−0.01 1.34+0.03−0.03 0.093+0.004−0.004 998+4−4
Ks (BP − RP dep.; G < 13) b − 204.21 1.26+0.03−0.03 0.48+1.11−0.32 −1.658+0.006−0.006 0.105+0.003−0.003 0.16+0.07−0.08 −0.08+0.02−0.02 1.41+0.03−0.03 0.098+0.004−0.004 574+4−4
Ks (BP − RP dep.; G ≥ 13) b − 106.98 1.50+0.01−0.01 0.51+1.16−0.34 −1.657+0.006−0.006 0.105+0.003−0.003 0.16+0.07−0.08 −0.08+0.02−0.02 1.41+0.03−0.03 0.098+0.004−0.004 1256+7−6
Ks (BP − RP dep.; Binned) c − 49.40+0.58−0.58 c1.31+0.01−0.01 c1.52+0.99−0.99 −1.634+0.004−0.004 0.106+0.003−0.003 0.26+0.07−0.07 −0.19+0.01−0.01 1.37+0.03−0.03 0.098+0.004−0.004 c953+4−4
Ks (Sky dep.; All G)
b − 43.06+0.37−0.37 1.44+0.01−0.01 0.00+0.00−0.00 −1.650+0.004−0.005 0.095+0.003−0.003 −0.08+0.07−0.08 −0.14+0.01−0.01 1.29+0.03−0.03 0.087+0.003−0.003 b891+3−3
Ks (Sky dep.; G < 13) b − 34.92+0.69−0.69 1.23+0.03−0.03 0.00+0.00−0.00 −1.668+0.006−0.005 0.101+0.003−0.003 −0.17+0.07−0.08 −0.09+0.01−0.01 1.37+0.03−0.03 0.093+0.004−0.004 b571+3−3
Ks (Sky dep.; G ≥ 13) b − 42.04+0.46−0.46 1.51+0.01−0.01 0.00+0.00−0.00 −1.668+0.006−0.005 0.101+0.003−0.003 −0.17+0.07−0.08 −0.09+0.01−0.01 1.37+0.03−0.03 0.093+0.004−0.004 b1229+6−6
Ks ([α/Fe] bins) −48.60+0.77−0.80 1.46+0.01−0.01 0.49+1.04−0.32 c − 1.629+0.003−0.003 c0.086+0.003−0.003 c − 0.18+0.08−0.08 c0.01+0.02−0.02 c1.29+0.03−0.03 0.078+0.003−0.003 985+4−4
µ (Stellar model validation) −47.21+0.80−0.85 1.47+0.01−0.01 0.44+0.89−0.28 d − 0.036+0.004−0.004 d0.105+0.003−0.003 d1.48+0.07−0.07 d − 0.39+0.01−0.01 d1.33+0.03−0.03 0.096+0.004−0.004 990+4−4
a Diagonal components of Σ are reported here. G and Ks share a covariance of σGK = 0.042+0.001−0.001. FWHM are computed in one dimension along the zero point of the opposite band.
b Reported values are integrated means of the modeled/inferred functional forms of each dependence, which are further described in §4.2.
c Reported values are computed inverse variance weighted means of each all inferred binned distributions. See Figure 10 and Figure 11 for the binned distributions.
d Parameters reported here are not the same red clump luminosity calibration parameters, and a detailed interpretation is discussed in §4.3.
M
N
R
A
S
0
0
0
,
1
–
1
6
(2
0
1
9
)
Red clump Gaia DR2 11
about µi(mi); the degrees-of-freedom parameter is inferred
to be approximately ν ≈ 1.3 across all models. Consequently,
the scaling parameter σM does not fully describe the disper-
sion of stars about Mref. The Student’s t-distribution has a
formal variance of ∞ for 1 < ν < 2, but we wish to describe
the width of the Student’s t-distribution with a combination
of σM and ν. We are only interested in the dispersion of
stars that have not been considered outliers (which exist in
the heightened tails of the distribution), so we report disper-
sions about the red clump luminosity calibration given by
the full width at half maximum (FHWM) of each inferred
distribution. Table 1 includes the FWHM/2√2 ln(2) for each
red clump luminosity distribution, which is equivalent to 1σ
for a Gaussian distribution.
Note that the spread in the red clump luminosity dis-
tribution describes the spread in distance moduli as in
Equation (14). This includes uncertainties from photometric
(σm . 0.025 mag) and metallicity (σ[Fe/H] . 0.01 dex) mea-
surements; however, these uncertainties are much smaller
than the spread in the distributions (FWHM/2.355 ∼ 0.1
mag). Taking this into account, the dispersion in the red
clump distributions should be dominated by a combination
of intrinsic dispersion and modeling uncertainties.
The inconsistencies in inferred Gaia parallax zero points
between G and 2MASS photometry appears to be resolved
with the implementation of the multiple photometry mod-
els. The inferred absolute magnitude of the red clump in G
changes from MG = 0.447 ± 0.004 to MG = 0.508 ± 0.005
in the multivariate t model, and to MG = 0.517 ± 0.004
in the model with separate single-variable t-distributions
for Ks and G − Ks. As a result, the inferred Gaia parallax
zero point becomes consistent with the previous estimates of
$0 ≈ −49µas. This is likely an indication that our model for
the G band extinction is not accurate enough for an inde-
pendent analysis of the Gaia parallax zero point using only
G photometry. Only by supplementing the model with Ks
photometry are we able to achieve consistent results.
In the case of considering 2 constant zero points for
G < 13 and G ≥ 13, we infer $0 = −35.74 ± 1.55 µas for
sources G < 13 and $0 = −42.36±0.86 µas for sources G ≥ 13.
We also find once again that the Gaia parallax uncertainty
parameters are discrepant from those reported, although we
see a larger f$ inferred for dim sources compared to bright
sources. This is similar to the reported values of σ$,+. In
an identical analysis with the exception of fixing f$ and
σ$,+ to the reported values, we find very similar posterior
distributions, implying that our probabilistic model prefers
inflating Gaia parallax errors with f$ rather than σ$,+ to
similar effect.
Finally, we repeat the above analysis with free f$ and
σ$,+, but we fix Mref = −1.622. Justification for this analy-
sis is presented in the following section. We infer more con-
sistent values of $0 = −46.68 ± 0.63 µas for G < 13 and
$0 = −48.17 ± 0.46 µas for G ≥ 13.
4.2 Variation of the Gaia Zero Point
We begin by reporting the results from inferring a quadratic
form of the zero point dependence on G separately for
sources G < 13 and G ≥ 13 to account for differences in
astrometric solution. This was done using the Ks photome-
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Figure 9. Inferred parallax zero point variations G. Individual
estimates of the zero point for each star are shown by solving
Equation (8) for $0, using the mean of the posterior samples
of the distances to each star as well as its measured parallax.
Red lines show the resulting quadratic parameterization of the
zero point variations in G < 13 and G ≥ 13. The model with a
liberal MK,ref prior appears to infer less inaccurate distances and
parallax zero point offset than the other two models with more
conservative priors on MK,ref. See Figure 1 for a comparison using
distances from the APOGEE red clump catalogue (Bovy et al.
2014).
try to calibrate the red clump luminosity. We find
$0/µas =9.29+0.88−0.91(G − 12)2 − 37.45+1.59−1.57(G − 12)
+ 30.47+2.92−3.00 (G < 13), (24)
$0/µas = − 0.27+0.51−0.49(G − 14.5)2 − 12.04+0.61−0.59(G − 14.5)
− 11.28+1.46−1.49 (G ≥ 13). (25)
This is illustrated in Figure 9 in the panel labeled “Free
Mref”. The inferred G < 13 fit appears to behave very differ-
ently from the constant parallax zero points inferred in the
prevoius models, allowing for relatively large positive values
of the zero point for sources of low G. This appears to be
MNRAS 000, 1–16 (2019)
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Figure 10. The variations in parallax model parameters with G. All results shown are from Ks -based models in which Mref = −1.622 is
fixed. Blue: Inferred model parameters across bins in G. Green: Inferred quadratic dependences for $0 as a function of G. The separate
parameterizations for G < 13 and G ≥ 13 are shown.Red: Inferred distributions of constant parameters for all G. Orange: Inferred
parameters from a model in which parameters are considered constant in G, with these four parameters being considered separately for
G < 13 and G ≥ 13. The parallax zero point offset is approximately constant down to G . 15, where the majority of our sample lives.
an effect of using photometric information to infer the red
clump luminosity calibration, the distances to each star, as
well as the zero point dependence on G all at the same time.
The fact that this model infers Mref = −1.943 ± 0.013 in Ks
(See Table 1) in contrast to the previous model further sug-
gests that this method of modeling the parallax zero point
offset variation with G may be inaccurate to some degree.
To alleviate this possible degeneracy of photometric in-
formation, we implement an identical model with the excep-
tion of applying a strict prior by fixing Mref = −1.622. We
find
$0/µas = − 0.59+0.83−0.80(G − 12)2 − 4.96+1.01−1.03(G − 12)
− 45.66+0.88−0.86 (G < 13), (26)
$0/µas = − 2.68+0.49−0.49(G − 14.5)2 − 4.90+0.55−0.54(G − 14.5)
− 47.62+0.59−0.61 (G ≥ 13), (27)
which appears to agree with previous estimates much better.
This is illustrated in Figure 9 in the panel labeled “Fixed
Mref”.
To demonstrate a model in which the prior on Mref is
slightly more relaxed, we repeat the above analyses. This
time, Mref is given a prior which reflects the inferred value
from the base model. In other words, we implement:
p(Mref) = N(−1.622, (0.004)2), (28)
and we find
$0/µas =0.55+0.81−0.84(G − 12)2 − 8.82+1.09−1.08(G − 12)
− 36.54+1.24−1.26 (G < 13), (29)
$0/µas = − 2.38+0.50−0.49(G − 14.5)2 − 5.77+0.54−0.55(G − 14.5)
− 43.32+0.74−0.76 (G ≥ 13). (30)
We infer Mref = −1.658 ± 0.003 from this model, and the
resulting fit can be seen in Figure 9 in the panel labeled
“Prior Mref”. The inferred parameterization appears similar
to the Fixed Mref model, with a slightly stronger slope in
G < 13. Both models appear to favour a linear solution to the
G dependence of the zero point, with quadratic coefficients
consistent with 0.
We also report results from a model considering a single
quadratic parameterization of the zero point dependence on
G for all G. For this model, we fix Mref = −1.622. We find
$0/µas = − 0.52+0.17−0.16(G − 16)2 − 7.65+0.89−0.87(G − 16)
− 62.50+1.18−1.10. (31)
Finally, we investigate a model in which we do not en-
force a specific functional parameterization of the paral-
lax zero point’s dependence on G. The results are shown
in Figure 10, in which the parallax parameters θ$ =
{$0, f$, σ$,+} and L are modeled as separate constants
along bins in G space. We fix Mref = −1.622 in this model.
The variations of $0 with G appear to be well modeled by
the quadratic parametrization for G ≥ 13, while it appears
to be better parameterized as a constant for G < 13.
The Gaia parallax zero point also appears to exhibit
variations with respect to observed colour. The following
models allow Mref to be free, as the observed colour and
magnitude of the sources should not share the same degen-
eracies as in the G dependent models. In the quadratic pa-
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Figure 11. Variations of the Gaia parallax zero point with ob-
served colour. Red: The quadratic parameterizations of the vari-
ation. Orange: The parallax zero point across colour bins for all
G. A density of individual estimates from each star using Equa-
tion (8) with measured parallax and distance posteriors from the
“All G” quadratic parameterization model is shown in the back-
ground. The G < 13 quadratic parameterization appears to not
be a good model of the parallax zero point variation with colour;
whereas, the remaining models agree with one another.
rameterization for all sources, we find
$0/µas = − 6.21+1.68−1.66([GBP − GRP] − 1)2
− 22.71+3.00−2.96([GBP − GRP] − 1) − 27.35+1.49−1.43. (32)
In considering separate quadratic parameterizations for
sources G < 13 and G ≥ 13, we find
$0/µas = − 8.74+13.18−13.42([GBP − GRP] − 1)2 (G < 13)
− 85.67+13.25−13.05([GBP − GRP] − 1) − 9.72+3.18−3.06, (33)
$0/µas = − 13.58+1.88−1.86([GBP − GRP] − 1)2 (G ≥ 13)
− 5.19+3.35−3.52([GBP − GRP] − 1) − 31.82+1.59−1.58. (34)
All three parameterizations are shown in Figure 11, where
the inferred functional forms are compared to individual es-
timates of $0 for each star using its measured parallax and
the mean of its inferred distance posterior in the original Ks
photometry model in Equation (8). The separate parame-
terization for G < 13 appears not to be a good fit to the
data; whereas, the parameterization for all G appears to
behave better. This is further supported with the analysis
of the variations with observed colour in bins, the results
from which are also shown in Figure 11. We also find signif-
icant variation of the parallax zero point across the sky. Sky
maps of zero points with hierarchical HEALPIX resolutions
are shown in Figure 12. The maps appear to show variations
with respect to Galactic latitude, which we attribute to the
correlation of the characteristic scale length associated with
the distance prior (Equation (15)). The APOGEE data set
reaches much deeper along the Galactic plane, meaning in-
ferred values of L are larger close to the Galactic plane. The
inferred $0 across each patch is then slightly correlated with
L.
It is highly unlikely that the parallax zero point offset
All G
G < 13
G ≥ 13
−90 −80 −70 −60 −50 −40 −30 −20 −10
$0 [µas]
Figure 12. Variations of the Gaia parallax zero point across the
sky, shown here in Galactic coordinates. Patches with $0/σ$0 < 3
have been masked. Top: Inferred zero points for all G. Middle:
Inferred zero points for G < 13. Bottom: Inferred zero points for
G ≥ 13.
would have a pattern that follows Galactic latitude, as the
Gaia satellite does not a priori know about the Galactic
plane. The observed variation with sky position is there-
fore most likely due to intrinsic differences between the red
clump stars at different Galactic latitudes that are not fully
captured by our model. But the observed zero point varia-
tions across the sky still serve as an upper limit on the true
variation of the zero point across the sky, because a large
variation would be picked up by our model. In an analy-
sis of the variations of $0 across the sky for all G, we find
the median parallax zero point (with ±1σ dispersion) across
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Figure 13. The dependence of red clump luminosity calibration parameters with [α/Fe]. Blue: Median and ±1σ error bars for posteriors
in each [α/Fe] bin. Red: Median and ±1σ ranges for posterior distributions from the base Ks model for all G. Orange: Median and ±1σ
ranges for posterior distributions for simply splitting between the low- and high-[α/Fe] sub-populations. Black: Split at [α/Fe] = 0.15 dex
between the low- and high-[α/Fe] sub-populations.
patches to be $˜0 = −42.18+13.10−14.96 µas. Similarly we find the
spreads in patches for each split in G to be $˜0(G < 13) =
−39.92+17.82−24.96 µas and $˜0(G ≥ 0) = −41.03+13.11−14.80 µas. We do
not expect the Gaia parallax zero point to fluctuate by more
than a few 10s of µas for any given observed magnitude and
colour, as such fluctuations would be the ones captured by
the inference rather than those induced by the degeneracies
with L.
4.3 Modeling the Red Clump
The analysis of the red clump luminosity calibration in Ks
as a function of [α/Fe] are shown in Figure 13. The absolute
magnitude exhibits clear trends for the low-alpha ([α/Fe] <
0.15 dex) and high-alpha ([α/Fe] > 0.15 dex) populations.
In addition, the inverse variance averages of the calibration
scatter in each population are FWHM/2.355 = 0.103 ± 0.004
mag for [α/Fe] < 0.15 dex, and FWHM/2.355 = 0.040±0.008
mag for [α/Fe] ≥ 0.15. While the luminosity dependence
on [Fe/H], βK , appears to become stronger with [α/Fe], the
evolution of the (J0−K0) slope αK does not seem to be as well
constrained. This is understandable, as αK has also been less
constrained than βK for every other analysis. Nevertheless,
this is further evidence for different behaviours between at
least two sub-populations of red clump stars, and suggests
that more detailed modeling of these populations may be
necessary for precise use of red clump stars in the future. The
small luminosity scatter for high-[α/Fe] stars means that
highly precise red-clump distances can be obtained for them.
Finally, we discuss the results of the verification of stel-
lar models used in the APOGEE red clump catalogue dis-
cussed in §3.5. We find that the inferred residual Mref =
−0.036 ± 0.004 with a dispersion of FWHM/2.355 = 0.096 ±
0.004 shows the stellar evolution models describe the overall
luminosity of the red clump quite well. However, we infer sig-
nificant non-zero values of α = 1.48±0.07 and β = −0.39±0.01
mag/dex, implying that the stellar evolution models leave
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significant residual luminosity dependencies on stellar tem-
perature and metallicity [Fe/H].
5 DISCUSSION
5.1 Consistency of zero point calibrations
Throughout most of our analyses, the Gaia parallax zero
point is usually inferred to be within the range of $0 ≈ −47
to −49 µas when modeled as a constant. There are two main
exceptions. First, the model using G photometry only infers
$0 ≈ −38 µas. We attribute this to an incomplete under-
standing of interstellar extinction in G, and we resolved the
inconsistency by supplementing the model with Ks photom-
etry. The Ks measurements include robust measurements
of extinction, and shift the inference with G photometry
to match with the other models. The second inconsistency
comes from inferring two constant zero points for sources
dimmer and brighter than G = 13. As similar inconsisten-
cies were seen with the modeling of the zero point variations
with G, this seemed to be caused by a degeneracy associ-
ated with modeling both the zero point dependence and the
red clump luminosity calibration simultaneously with pho-
tometric information. By either fixing the red clump abso-
lute magnitude to a previously inferred value including an
informed prior based on a previous posterior, these models
give inferred zero points consistent with the all other models.
5.2 Comparison to other zero point work
With the resolution of tensions between the models pre-
sented in this paper, we choose to report a constant Gaia
DR2 parallax zero point of $0 = −47.97±0.79 µas as inferred
by our base model with Ks photometry. This measurement
can be seen in Figure 14 in comparison to other values re-
ported in the literature discussed previously. Our inferred
parallax zero point is the most precise to date, and is in good
agreement with most other measurements. Note that the
red clump occupies a specific space in both observed colour
(1 . GBP − GRP . 3.5) and magnitude (9.5 . G . 18),
so the inferred zero point reported in this paper becomes
less accurate outside of this space. This can explain why
the Gaia zero point reported by Lindegren et al. (2018) is
quite discrepant with our own, as quasars typically occupy
a dimmer and bluer part of the Gaia observation space.
Variations of the parallax zero point appear to be best
described using models discussed in this paper with Equa-
tion (26) and Equation (27) for G dependent fluctuations as
well as Equation (32) for observed colour dependent fluctua-
tions. This is in contrast to the functional parameterizations
of the dependences reported by Leung & Bovy (2019a). The
data sets in both studies occupy similar regions of observed
colour and magnitude, yet we infer variations that are much
larger in amplitude. In addition, both quadratic dependences
analyzed in this paper reflect parabolas with negative cur-
vature; whereas, the parameterizations reported in Leung &
Bovy (2019a) exhibit positive curvature. We are uncertain
as to why this may be the case.
Finally the variations of $0 with sky position are in-
ferred here to fluctuate between −80 µas to −10 µas, with a
typical scatter across the sky of approximately 15 µas about
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Figure 14. A comparison of reported Gaia parallax zero point
values associated with Data Release 2. These measurements in-
clude those which make use of asteroseismology, neural networks
applied to other red giants in APOGEE, eclipsing binaries, and
Cepheid variables. The turquoise vertical stripes indicate the 1,
2, and 3σ regions of the Gaia DR2 parallax zero point that we
report. Our measurement of the global Gaia zero point offset is
consistent with all previous determinations using stars, and it is
the most precise so far.
−40 µas. We conclude that the Gaia parallax zero point must
not vary by more than a few 10s of µas across the sky, con-
tradicting the suggestion that it may vary by several 100s of
µas in a map of DR2 quasar parallaxes (Arenou et al. 2018).
5.3 Comparison to previous calibrations of the
RC
We infer the absolute magnitude of the red clump in the
2MASS as well as Gaia photometry bands. The inferred ab-
solute magnitudes in Ks and G appear to be consistent with
those reported by Hall et al. (2019). We remark that, while
the inferred absolute magnitude in Ks are in agreement with
that reported in Hawkins et al. (2017), the absolute magni-
tudes we infer in J, H, and G are not compatible. Of course,
this only applies to the estimate of the peak of the red clump
luminosity distribution or the absolute magnitude of a typ-
ical red clump star. The scatters in absolute magnitude in-
ferred in both this paper and in Hawkins et al. (2017) are
large enough to contain both estimates. It is possible that
incomplete modeling of the red clump sub-populations as
described in §3.4 could contribute to such differences in red
clump calibrations.
6 CONCLUSIONS
The advent of the Gaia mission has provided the astronom-
ical community with an excellent opportunity to use ultra
precision astrometry; however, a lack of understanding of
the parallax zero point has prevented us from unlocking the
full potential of Gaia data. A precise measurement of the
Gaia parallax zero point requires a large data set, as well as
a robust understanding of the methods involved. We have
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presented several hierarchical probabilistic models using red
clump stars to infer the parallax zero point, while simul-
taneously calibrating an empirical parameterization for the
red clump luminosity. In doing so, we infer the Gaia DR2
parallax zero point to be $0 = −48 ± 1 µas using Ks pho-
tometry. Models using other 2MASS or Gaia photometry
allow for consistent estimates of the zero point. The use
of a Student’s t-distribution appears to describe the distri-
bution of luminosities in our red clump sample quite well.
We also report the absolute magnitude of the red clump to
be Mref = −1.622 ± 0.004 in Ks, Mref = 0.517 ± 0.004 in G,
Mref = −1.019 ± 0.004 in J, and Mref = −1.516 ± 0.004 in H.
We find the intrinsic spread of the red clump to be ∼ 0.09
in J, H, and Ks. The scatter in G is ∼ 0.17, and this larger
value can be attributed to an incomplete understanding of
interstellar extinction. Each probabilistic model also infers
the distance to every star used as input, yielding typical
distance estimates of ∼ 10%.
Additions to the base probabilistic model allow for more
detailed investigation into either into the variations of the
Gaia parallax zero point or the red clump luminosity cal-
ibration. We find that the variations in the zero point are
most significant for dim sources G & 16, while the zero point
offset is constant at brighter magnitudes. The dependence of
the zero point on observed colour is can also be parameter-
ized with a quadratic form. Fluctuations of the zero point
across the sky are difficult to infer, but we limit them to
be less than a few 10s of µas. We also find significant vari-
ations of the red-clump luminosity model with [α/Fe] and
in particular with different trends across low- and high-α/Fe
sub-populations.
The sheer size of the red clump sample has allowed us
to estimate the Gaia DR2 parallax zero point to approxi-
mately 1.6%. This is the highest precision estimate of the
parallax zero point to date, and presents the community
with a fantastic outlook for using Gaia for high-precision
distance estimates. Although it is expected to be smaller in
amplitude and better understood, the parallax zero point
will still be present in future Gaia data releases. We also
expect the quality of Gaia data to be better in the future,
implying that these probabilistic methods will eventually al-
low us to infer distances to stars to high enough accuracy
and precision to be impactful in areas of galactic dynamics,
constructing local distance ladders, and much more.
ACKNOWLEDGEMENTS
VCC received support from the Ontario Graduate Schol-
arship/Queen Elizabeth II/ Walter John Helm Graduate
Scholarships In Science And Technology.
VCC and JB received support from the Natural Sciences
and Engineering Research Council of Canada (NSERC;
funding reference number RGPIN-2015-05235) and from an
Ontario Early Researcher Award (ER16-12-061). JB also re-
ceived partial support from an Alfred P. Sloan Fellowship.
This work presents results from the European Space
Agency (ESA) space mission Gaia. Gaia data are being pro-
cessed by the Gaia Data Processing and Analysis Consor-
tium (DPAC). Funding for the DPAC is provided by na-
tional institutions, in particular the institutions participat-
ing in the Gaia MultiLateral Agreement (MLA).
Funding for the Sloan Digital Sky Survey IV has been
provided by the Alfred P. Sloan Foundation, the U.S. De-
partment of Energy Office of Science, and the Participating
Institutions.
REFERENCES
Abolfathi B., et al., 2018, ApJS, 235, 42
Arenou F., et al., 2018, A&A, 616, A17
Bailer-Jones C. A. L., 2015, Publications of the Astronomical So-
ciety of the Pacific, 127, 994
Blanton M. R., et al., 2017, AJ, 154, 28
Bovy J., et al., 2014, ApJ, 790, 127
Bressan A., Marigo P., Girardi L., Salasnich B., Dal Cero C.,
Rubele S., Nanni A., 2012, MNRAS, 427, 127
Butkevich A. G., Klioner S. A., Lindegren L., Hobbs D., van
Leeuwen F., 2017, A&A, 603, A45
Carpenter B., et al., 2017, Journal of Statistical Software, 76, 1
Castelli F., Kurucz R. L., 2003, in Piskunov N., Weiss W. W.,
Gray D. F., eds, IAU Symposium Vol. 210, Modelling of Stel-
lar Atmospheres. p. A20 (arXiv:astro-ph/0405087)
Cohen M., Wheaton W. A., Megeath S. T., 2003, AJ, 126, 1090
Eisenstein D. J., et al., 2011, AJ, 142, 72
Fitzpatrick E. L., 1999, PASP, 111, 63
Gaia Collaboration et al., 2016, A&A, 595, A1
Gaia Collaboration et al., 2018, A&A, 616, A1
Garc´ıa Pe´rez A. E., et al., 2016, AJ, 151, 144
Go´rski K. M., Hivon E., Banday A. J., Wandelt B. D., Hansen
F. K., Reinecke M., Bartelmann M., 2005, ApJ, 622, 759
Graczyk D., et al., 2019, ApJ, 872, 85
Hall O. J., et al., 2019, MNRAS, 486, 3569
Hawkins K., Leistedt B., Bovy J., Hogg D. W., 2017, Monthly
Notices of the Royal Astronomical Society, 471, 722
Holtzman J. A., et al., 2015, AJ, 150, 148
Kurucz R. L., 2005, Memorie della Societa Astronomica Italiana
Supplementi, 8, 14
Leung H. W., Bovy J., 2019a, MNRAS, p. 2167
Leung H. W., Bovy J., 2019b, MNRAS, 483, 3255
Lindegren L., et al., 2016, A&A, 595, A4
Lindegren L., et al., 2018, A&A, 616, A2
Majewski S. R., Zasowski G., Nidever D. L., 2011, ApJ, 739, 25
Majewski S. R., et al., 2017, AJ, 154, 94
Neal R. M., 2012, arXiv e-prints, p. arXiv:1206.1901
Riess A. G., et al., 2018, ApJ, 861, 126
Sahlholdt C. L., Silva Aguirre V., 2018, MNRAS, 481, L125
Sesar B., Fouesneau M., Price-Whelan A. M., Bailer-Jones C.
A. L., Gould A., Rix H.-W., 2017, ApJ, 838, 107
Skrutskie M. F., et al., 2006, AJ, 131, 1163
Stassun K. G., Torres G., 2018, ApJ, 862, 61
Weiler M., 2018, A&A, 617, A138
Zinn J. C., Pinsonneault M. H., Huber D., Stello D., 2019, ApJ,
878, 136
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–16 (2019)
