An optimization principle applied to certain extremal problems for polynomials  by Qazi, M.A
JOURtiAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 164, 116129 (1992) 
An Optimization Principle Applied to 
Certain Extremal Problems for Polynomials 
M. A. QAZI 
736 C6/e Ste-Catherine. Ourremonl, QuPhec, 
Canadu H3T IA3 
Suhmi//ed by R. P. Boav 
Received September 14, 1990 
I. INTRODUCTION 
Let q, denbte the class of all polynomials p(z) := C% =0 ukzk of degree at 
most n. The following result was proved in [ 1, Theorem 73. 
THEOREM A. If the polynomial p(z) := z;1 zO akzk has (I zero on 121 = I 
and i.,,, 2, , . . . . A, are non-negative numbers such that J., > i.k .for k # j, then 
i ik Iak12b(i.,-i.) i lak12, 
k-0 k=O 
where i is the unique root uf‘the equation 
kc,, i., - tk - .x = ’ 
in the interval (0, A :=minOSk,.,,+, (j.,-lk)). 
Choosing %k = k2 (0~ k <n) we conclude that for the polynomial p of 
Theorem A 
J **’ Ip’(e”)(* dO< (n’ -a,) j2’ Ip(e’“)I* & (1) 0 n 
where rn is the unique root of the equation 
(2) 
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in the interval (0, 2n - 1); equivalently 
j:” Ip’(eie)l de < 5, S,:” Ip( de, 
where 5, is the unique root of the equation 
k$o&=o 
(1’) 
(2’) 
in the interval ((n - 1)2, n’). 
It may be mentioned that for an arbitrary polynomial p(z) :=CzSO akzk 
belonging to 9” we have 
I 2R lp’(eie)(2dB=2x i k2 Iak12<n227t i lak12 0 k=O k=O 
=?I 
2 
I 
2n (p(eie)12 de, 
0 
where equality holds if and only if p(z) is a constant multiple of zn. 
We also wish to mention the following consequence of Theorem A. 
COROLLARY A [l, Theorem 81. rf t(0) :=C;= in ckeike is a tri- 
gonometric polynomial of degree n having a real zero, then for -n <k < M 
(3) 
The proof of Theorem A presented in [ 1 ] is ingenious but it is of an ad 
hoc nature. For intance, it does not give any clue as to how one might 
solve the corresponding problem if the polynomial is subject to multiple 
constraints such asp(-l)=p(l)=O orp(l)=p’(l)= ... =p”‘-“(l)=O. 
We observe that the classical principle of Lagrange multipliers embodied in 
Lemma 1 below is of a wider scope. It can be used to obtain all the L2 
inequalities proved in [l] and also applies in the case of multiple 
constraints. 
2. THE PRINCIPLE OF LAGRANGE MULTIPLIERS 
Consider the problem 
minimise f(x) 
subject o &(x) = 0, p = 1, . . . . m, 
XEXGW. 
(4) 
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The following lemma gives a very general condition sufficient for a point 
x E X to be an optimal solution of (4). 
LEMMA 1. Let the global minimum of 
m xl :=f(x) + i n,f,(x) 
jJ=l 
on X occur at x0 when A. = A0 := (A:, . . . . 1:). ZffJx”) = 0 for p = 1, . . . . m, 
then x0 is an optimal solution of (4). 
This lemma is well known and easy to prove. We include the proof for 
sake of completeness. 
Proof. If x0 is not an optimal solution of (4) then there exists a vector 
x1 E X such that fp(xl) = 0 for p = 1, . . . . m and f(x’) < f(x”). But then for 
all IE R” 
L(A, x’) = f(x’) + f Ar fJx’) < f(x”) + f A, fp(xO) = L(I, x0). 
@=I Jl=l 
Taking i = A0 we get a contradiction since the global minimum of L(A”, x) 
on X occurs at x0. 
3. APPLICATIONS OF THE PRINCIPLE 
Successful application of Lemma 1 depends on a judicious choice of the 
underlying set X and a rigorous proof based on this principle can be long 
and tedious. Indeed, it is not always easy to show that the global minimum 
of L(A”, x) on X occurs at x0, where fJx”) = 0 for p = 1, . . . . m. By way of 
illustrating this remark we obtain a generalization of (1). We assume 
\p(l)J =c & 2n Ip(eie)12 de 
( 1 
“’ 
0 > 
instead of p( 1) = 0. If p(z) := C;=, akzk then 
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and so 0 f c <m. As mentioned earlier, equality holds in (1”) if and 
only if p(z) :=a,~“. For such a polynomial c is equal to 1. Hence in the 
case c = 1 the sharp upper bound for 
(1 27z lp’(@y de )M 2a (p(P)(2 d6 0 0 > 
remains n*. Next we note that c = m if and only if p(z) has the form 
a,, Ci=, zk and 
s 
2n (p’(eie)12 de = 2z janI ‘f k2 
0 k=O 
k=O 
n(2n+ 1) 2* = 
s 6 0 
Ip(eie)12 d0. (5) 
For the other admissible values of c the answer is contained in 
THEOREM 1. Let p(z) := C;=, akzk belong to 9fn. Further let 
where 0 6 c < 1 or 1 < c < m. Then 
I ** Ip’(eis)12 d0 d 0 (6) 
where A: is the largest root of the equation 
(7) 
Remark 1. It is clear that the function -xi=, l/(k2 -x) which is 
the logarithmic derivative of na = o (x - k’) has a simple zero tk in each 
of the intervals (k’, (k+ l)*) for k =O, . . . . n - 1. If O<c < 1 then 
lim x+k2 E(X) = -tcO whereas E(<k) < 0 and so E(X) tnUSt have a simple 
zero in each of the intervals (k2, rk) and (<k, (k + 1)2) for k = 0, . . . . n - 1. It 
follows that 2:~ (c,,, n’). If 1 <c<m then lim,,,l E(x)= ----a~, 
whereas 
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X2E(X) 1 zT=zl{(~o+~-c2*fo($2~} 
-+n+l-c2 as x4 +co, 
i.e., E(x) is positive for all sufficiently large x. Hence E(x) has a zero in 
(n*, co). It follows that 1: E (n2, co) if 1 < c < $?I. 
Remark 2. It will be clear from the proof of Theorem 1 that inequality 
(6) is sharp for each c. 
Proof of Theorem 1. Whithout loss of generality we may assume 
p( 1) B 0. Introducing the vector x := (x,, y,, . . . . xk, y,, . . . . x,, y,) E lRZnf2, 
where xk and y, are the real and imaginary parts of ak we see that the 
problem is equivalent to minimising the function 
f(x) := - i k2(x:+ y:) 
k=O 
subject to the constraints 
j-l(X) := f: (x:.+ y:,- 1 =o, 
k=O 
n 
f2(x):= 1 xk-c=o, 
k=O 
n 
j-3(x) := 1 y, =o. 
k=O 
For arbitrary but fixed A:= (A,, A2, A,) E lQ3 we look for the points x in 
R2nf2 where L(A, x) :=f(x) + Es= 1 L,f,(x) has a local minimum and 
fi(x) =f2(x) =f3(x) = 0. For this we have to solve the system of equations 
-2(k*-A,)x,+A,=O, (k = 0, . . . . n), (8) 
-2(k2-A,)y,+&=O, (k = 0, . . . . n), (9) 
=jo(&)2-l=o, 
4 
pk$o&-‘=o> 
A3 kgo25=o. 
1 
(12) 
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Let us first consider the case c > 0. Then (11) can hold only if A, # 0, 
xi!, (l/(k’-A,)) #O. So for (12) to hold 1, must be zero. Equation (10) 
reduces to 
(13) 
which, in conjunction with (1 1 ), implies that A1 must be a root of (7). We 
take for A, the largest root of (7) and call it 2:. From (11) it follows that 
A2 must then have the value 
2c 
n;:= n 
c l 
(14) 
k=oFq 
NOW let 1’ := (A:, Ai, 0) and x0 := (.xz, yi, . . . . x:, yz, . . . . xi, y,“) where 
y;=o (k = 0, . ..) n), 
Then fi(xo) =f2(xo) = fx(xo) = 0 and x0 is the only point of I&!‘~+~ where 
all the partial derivatives of L(A”, x) vanish. In fact, L(I”, x) attains its 
global minimum on R”‘+ 2 at x0. In the case 1 -KC < m, this follows 
from the fact that the coefficients of xi and yz in 
L(iO, x) := - i k2(x:.+ y:)+;“y xE+yi)-1 
k=O 
+A;(k$oxk-C) 
=k~o(+k2)(x:+y;)+i: i x,-+d; 
k=O 
are all positive and so L(A’,x)+ +co as llxll := {Ct=, (xz+ Y;)}~‘~-+ 
+oo. This argument does not apply if 0 < c < 1. But in that case we may 
consider the global minium of ,!,(A’, x) on 
x := x = (x,, y,, ..., xk, yk, . . . . x,, y,): i xk=c, i y,=o 
k=O k=O 
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(rather than on R 2”+Z) and prove that it is attained at x0. Since 
m”, x0) =f(xO) = - ($9’ $, (k2 k2p,’ 
c2 =- 
kgo& 
-1: (15) 
it suffkes to show that for all x E X 
k=O 
i.e. 
n-l 
(n*-q)(X;+y2,)6 1 (q-k2)(xZ,+Y3+ ” c2 1 . (16) 
k=O 
/i=O=; 
c 
But for XEX 
n-1 
Ix,1 G c Jp bkl 
k=O 
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i.e., 
n-l 
(n*-q)x;< c (q-k2)x:+ n c21 . 
k=O 
k=OkZ 
c 
(17) 
Further for x E X 
k=O 
k=O 
since C;=,(l/(A~-k2))<0. Hence 
n-1 
(n’-;1:)yf< c (+k*)y: (18) 
k=O 
which together with (17) proves (16). Thus if 0 < c < 1, then 
yei; L(J”, X) = L(AO, x0). 
Now Theorem 1 follows from Lemma 1 if either 1 CC < m or 
O<c<l. 
Now let c = 0. For & we take (A:, $, 0), where ,4: is the largest root of 
C;=,(l/(k*-x))=O and n~=2/,/~;!o(l/(k2-11~)2). Then L(,?‘,x) is 
easily seen to have a local minimum at x0 = (xt, y:, . . . . xz, yi, ,.., xz, vz) 
where 
(k = 0, . . . . n), 
y;=o (k = 0, . . . . n). 
In addition fi(xo) =f2(xo) =f3(xo) =O. As in the case 0 <CC 1 it can be 
shown that L(J”, x) > L(1’, x0) for all x belonging to the set 
x:= x=(x,,, J’,-J, . .. . xk, yk, . . . . x,, y,): i xk=o, f y,=o 
k=O k=O 
and hence Lemma 1 can be applied again to conclude that (6) holds in the 
case c = 0 as well. 
Next we prove 
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THEOREM 2. Let p(z) :=CiCO akzk have a double zero at 1. Then 
The estimate is sharp for each k. 
Remark 3. If t(e) :=Ci= in ckeike has a double zero at 0 =0 then 
e’“‘t(0) = p(eie), where p is a polynomial of degree 2n having a double zero 
at 1. From Theorem 2 it follows, in particular, that 
Comparing it with (3) we note that the upper bound for lcOl cannot be 
lowered by assuming t to have a real zero of multiplicity 2. 
Proof of Theorem 2. Let k be arbitrary but fixed. We may assume 
ak = xk > 0 and (1/2x) s? 1 p(ei8)12 de = 1. The problem is equivalent to 
minimising 
f(x) = -xk tx := txO, .YO, ...3 xj, Yj, ...1 xn, Yn)) 
subject to the constraints 
f,(x) := i (xi’ + y;, - 1 = 0, 
/=O’ 
n 
fi(X) := c xj=o, 
j=O 
f3(x) := i yj=o, 
.i = 0 
f4(x) := i jxj=O, 
j=O 
n 
f5(x) := C jyj= 0. 
i=O 
For arbitrary but fixed A := (A,, . . . . A,) in R5 we look for the points x in 
R2n+2 where L(I, x) =f(x) +C:=, A,f,(x) has a local minimum and 
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f,(x)=f2(x)=f3(x)=f4(x)=f5(x)=0. For this we have to solve the 
system of equations 
2A,x,+A,+j&=O for j#k, 
- 1 + 2E,, xk + A2 + ki, = 0, 
2Eqy,+i,+jA,=O for O<j<n, 
(&+jA,)‘+ 1 -2&-2k&+ i (A~+j,Ii)‘}=l 
j=O 
i (12+j14)= 1, 
j=O 
i: (~,+$,)=O, 
j=O 
i (jA,+j’&)=k, 
j=O 
i (jA,+j’A,)=O. 
j=O 
From (24) and (25) it follows that 
whereas from (23) and (25) we get 
A =Wn-3k+1)=Eo 
* (n+l)(n+2) ‘2’ 
J = 6(2k-n) =AO, 
4 n(n+l)(n+2) 4 
Then (22) can be satisfied if and only if 
i2=n3-n2+12k(n-k) 
1 4n(n+ l)(n+2) 
If 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
and 
x0 = (xi, y;, . ..) XI”, yp, ... . xf, yf), 
409/164U-9 
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where 
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y;=o for O<j<n, 
then L(I”, x) has a local minimum at x0 and fr(x”) = . . . =fs(xo) =O. 
Since the coeffkients of X’Y and of y,Z in 
are positive, L(AO, x) + +cc as ]JxJI = {~,“=, (xj + yjz)}l’* -+ co and so 
L(,IO, x) has a global minimum at x0, i.e., L(A’, x) B L(,I’, x0) for all 
XE R2n+2. A simple calculation shows that L(1’, x0) = -Uy. Now 
Theorem 2 readily follows from Lemma 1. 
Using Lemma 1 we can also prove 
THEOREM 3. Zfp(z):=C;=, k a zk vanishes at 1 as well as at - 1, then 
(27) 
where ,I(: is the largest root of the equation 
Cd21 
k=O (n-2k)*-x=” c l (28) 
Again it will be clear from its proof that inequality (27) is sharp. 
Proof. Note that the left hand side of (28) is negative for x = (n - 1)2 
but tends to + cc as x approches n* from the left; besides it is negative for 
all x > n*. Hence Ay E ((n - 1 )*, n’). Here we need to minimize 
f(x) := - f: k*(x: + y:), tx= txO, YO, . . . . xk, yk, ..., x,, y,)) 
k=O 
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subject to the constraints 
f,(x):= i (x:.+yi)-l=O, 
k=O 
f2(x) := i xk=o, 
k=O 
k=O 
f4(x) := i ( - 1)k Xk = 0, 
k=O 
n 
j-s(x):= c (-l)kYk=o. 
k=O 
Again for arbitrary but fixed I := (A,, . . . . 1,) E R5 we look for the points x 
in R2” +2 where L(A, x) = f(x) + C: = 1 n,f,(x) has a local minimum and 
f,(x)= ... = fs(x) = 0. This leads us to the system of equations 
-2(k2-4)x,+~,+(-l)k1,=0 (k = 0, . ..) n) (29) 
-2(k2-li~)y,+~~+(-l)k&=o (k = 0, . ..) n) (30) 
In/21 
‘tA2+(-1)n124) k;. (n4;)24 
1 
[(n- 1)/21 
+ {Jb+(-W’ a41 ,so +- 1 -;k)2-1 =O (31) 
1 
[n/21 
{~3+(-lW5~ c l k=O (n-2k)2-~, 
[(n- I)/21 
+{&+w)“-‘~5~ ,;, (n&2-~ =O (32) 
I 
(33) 
Let A, be the largest root of Ci’!$t (l/((n - 2k)’ -x)) = 0 which we denote 
by 27. Then C,& ‘)“l (l/((n - 1 - 2/~)~ - 2:)) < 0 and so (31) can be 
satisfied only if 1, = (-1)” 1,. Similarly, 1, = (- 1)” I+,. In view of (33) we 
must choose &=13:, & =A! so that 
(?a2 + (4)’ = cn,2, 
1 
k,O {(n-2k;2-n32 c 
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If lo = (17, Ai, Ai, (- 1)” At, (- 1)” 1:) and 
xf, yz), where 
x0 = (xg, Y:, . . . . xok, YE, . . . . 
A0 +A 
k2-rly 
(k = n, n - 2, . . . . n - 2[n/2]), 
x:=0 (k = n - 1, n - 3, . ..). 
2: 
’ =,I&~~ : (k = n, n - 2, . . . . n - 2[n/2]), 
y;=o (k = n - 1, n - 3, . ..). 
then L(A”, x) has a local minimum at x0. We note that 
Cd21 
L(Ao, xo) = _ c (n -2k)2 @)‘+ @i)’ 
k=O ((n-2k)2-Ay}2 
[f1(n-2k)*-1:+l: 
= _ k=O c ,2, {(-W2-$‘)2 
&:, ((n-2k;‘-A;j2 
=- q. 
We claim that the global minimum of L(A”, x) on 
x := x= (x0, y,, ...> xk, y,, . . . . x,, y,): 
k~oxk=o~k~o,k=~, i (-l)&Xk=o, i (-I)ip&=o} 
k=O k=O 
occurs at x0. For this it is suffkient to prove that for all x E X 
-&cok2( x:+y;)+& i (x:+ yi)>O 
k=O 
which certainly holds if 
[n/21 
(n2-&)bi+y% 1 {+(a-2k)2}(x;_,k+ yip,,). (34) 
k=O 
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i.e.. 
Similarly 
CGI 
Hence (34) holds and by Lemma 1 so does Theorem 3. 
4. CONCLUSION 
We hope the three problems considered and solved by us clearly indicate 
the scope as well as the limitations of the method. It can be applied to 
many other problems involving the ,,L2 norm” but it may not always be 
easy to solve the resulting system of equations. For example, if we wish to 
generalize Theorem 2 to the case of an m-fold zero at 1, where m is an 
arbitrary positive integer, we can write the system of equations which has 
to be solved but solving it is a formidable job. This is suggested not only 
by the proof of Theorem 2 but also by the form of the answer. 
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