Abstract-In this paper, we propose a new opportunistic multicast protocol to improve multicast throughput in Wireless Mesh Networks (WMN). It builds upon opportunistic routing (OR) strategies that have been designed to improve unicast throughput in wireless networks. The key concept in our multicast protocol is a tree backbone. Our tree backbone protocol represents a tradeoff between traditional structured multicast protocols where a complete multicast tree is constructed and unstructured protocols where multicast is treated as a collection of unicasts. Tree backbone selects multiple nodes as intermediate nodes.
I. INTRODUCTION
Wireless mesh networks (WMN) have emerged as an efficient means to expand the wireless reach of metro-broadband deployments within a community or within a company [1], [2] . For traditional wireless multihop networks, such as MANETs and sensor networks, route discovery and energy efficiency are major research issues. However, these are relatively unimportant in WMNs due to their static topology and rechargeable mesh nodes. On the other hand, how to satisfy the end users is paramount in WMNs, which usually aims to maximize the system throughput under given bandwidth [3] - [5] .
Multicast communication is a critical component of WMNs [6] . Many current or future services in WMNs are bandwidth-sensitive and strongly based on manyto-many interaction, such as Video on Demand. They require efficient underlying multicast mechanisms when throughput and delay are the critical concerns and bandwidth may become a scarce resource.
Most traditional multicast protocols for wireless multihop networks discover the least cost or highest throughput paths to reach the destinations. Compared with their wired counterparts, they build efficient multicast structures based on the wireless communication facts: (i) the local broadcast enables multiple neighbors to receive the packet, (ii) the packet loss ratios cannot be ignored, and (iii) the packet delivery ratios are not the same on different links. Thus, they usually choose one or multiple next-hop destinations for each relay node, and the links between selected one-hop neighbors have good quality in the multicast structure.
However, these protocols do not fully take advantage of the spatial characteristics of wireless communication. It is unpredicted that which neighbors can receive the packet in the current transmission. That is, when a packet is transmitted, it is possible that some neighboring nodes receive the packet while the designated nexthop destination does not. Therefore, some research work [7] , [8] has demonstrated that utilizing the cooperative diversity to send packets through multiple relay nodes concurrently can further improve the system throughput, including the multicast throughput [9] , which is known as opportunistic routing (OR).
In opportunistic routing, any node that overhears the packet transmission is encouraged to forward the packet if it is closer to the destination. More concurrent relay nodes give each transmission more chance to make progress. The multicast extension of OR is discussed in [9] , but it does not build any efficient multicast structure that is able to reduce the packet transmission. As we know, OR brings an increase of the number of transmis-sions because more neighbors participate in forwarding the packets. The increase of the number of transmissions not only consumes more bandwidth resource, but also leads to more local interference among nearby transmissions, which may result in lower throughput. However, increasing throughput is paramount for multicast communication in wireless mesh networks. We have to reduce the number of transmissions when we exploit opportunistic routing for multicast, which helps to improve the system throughput. On the contrary, traditional multicast protocols design the efficient multicast structure that reduces packet transmissions, but they lack of the spatial reuse of wireless communication that also contributes to increasing throughput.
In order to achieve higher multicast throughput, we propose the opportunistic multicast protocol by adopting the OR strategy with an efficient multicast structure. In this protocol, to utilize the spatial diversity, the key step is to design a multicast tree backbone that is different from a traditional multicast tree. Tree backbone specifies the packet transmission direction instead of designating the exact next-hop destinations for the relay nodes. The "adjacent" backbone nodes may be multi-hop away in the network. An efficient backbone structure must minimize the number of transmissions.
In this paper, we prove that computing a backbone that minimizes the expected number of transmission is NP-hard, and we devise one heuristic algorithm that appears to work well for building an efficient backbone in single-rate WMNs. Based on the tree backbone, packets then self route from the upstream backbone node to the downstream backbone nodes by OR until they arrive at the destinations. Therefore, our protocol not only takes advantage of spatial diversity of wireless communication by utilizing OR, but also reduces the unnecessary packet transmissions by building an efficient tree backbone.
The recent trend in wireless communication is to enable devices with multiple transmission rates [10] - [12] . Generally speaking, low-rate communication provides a long transmission range, while high-rate has to occur at a short scope. The variance of transmission range implies the variance of the neighboring node set, which leads to different spatial opportunities. The inherent rate-distance tradeoff for opportunistic unicast routing has had impact on performance [11] . It is intuitive to expect that this trade-off also affects opportunistic multicast. In this paper, we investigate this trade-off and further propose a Euclidean opportunistic multicast protocol by devising a Euclidean backbone structure as well as an efficient rate selection scheme, which minimizes the number of transmissions for multi-rate WMNs .
The rest of this paper is organized as follows. Section II describes the background and the motivation. Section III proposes the opportunistic multicast protocol in single-rate WMNs. We apply the basic idea of opportunistic multicast to multi-rate WMNs in Section IV. Section V presents simulation results. Section VI surveys the related work, and the last section concludes this paper.
II. BACKGROUND AND MOTIVATION
We start from the underlying network model by introducing some terminology and the basic idea of opportunistic routing, which is followed by the motivation.
A. System Model
WMNs consist of three types of nodes: gateways, mesh routers, and mesh clients. Gateways (access points) connect mesh networks with the Internet. Mesh routers form the backbone of a WMN. They typically have minimal mobility, but they are often equipped with a powerful ability to improve the flexibility and capacity of WMNs. Mesh clients are the end users of a mesh network. They are located within one-hop of mesh routers so that they can access the Internet through the mesh backbone. However, mesh clients usually do not participate in transmitting data for other end users. In this paper, we only study how to multicast packets to a group of mesh routers; then packets will be forwarded one more hop to the corresponding mesh clients that desire to receive the packets.
To simplify the system model, we consider the network as a weighted graph G = (V, E) with function w, where V represents the set of gateways and mesh routers, and E represents the physical links among neighboring nodes (the node refers to the mesh router or the gateway in this paper). Individual WMN links may have different qualities for a variety of reasons, thus we use the weight on each edge to denote the packet delivery ratio. Since we only consider multicast among the mesh routes that are usually fixed, the network topology is considered as static.
Each node n i (1 ≤ i ≤ |V |) can transmit a packet at K different rates R 1 , R 2 , ...R K . We assume that each node has the same fixed communication range under the same rate. That is, if nodes u and v use the same rate, and if u can transmit packets directly to node v (and vice versa), there is a link (u, v) in E. In this paper, we first consider the multicast issues in single-rate WMNs, then we apply our idea to multi-rate WMNs. 
B. Basic of Opportunistic Routing
There are different variations of OR. In the following, we describe the basic details common to all OR schemes.
A crucial component of OR is a forwarding set F i j for sending a message from node n i to node n j . This set F i j is carefully selected to minimize the number of forwarding nodes while maximizing the throughput improvement. Furthermore, F i j is an ordered set where typically nodes that are closer to destination node n j have higher priority. In this paper, we define closeness to n j as the number of transmissions to move a packet along the best traditional route to n j [7] , [9] , [13] .
OR begins with the sender n i broadcasting a batch of packets. Its forwarding candidates continue the forwarding based on their relay priority. That is, higher priority forwarding nodes are given the first chance to forward packets. When receiving packets, each forwarding node also determines if the newly received packet it receives should be forwarded, either by explicit coordination or by exploiting network coding properties. The above process repeats until the destination informs the source that enough packets have been received.
C. Motivation
Traditional multicast protocols discover the least cost or highest throughput paths to the destinations. This strategy is effective in wired networks, but not efficient in wireless networks, since it does not exploit the spatial characteristic of wireless communication. For example, building a shared tree is a common way in traditional multicast protocols, where transmissions to different destinations may share some hops in the tree to minimize the bandwidth cost. However, the shared tree designates the next-hop destination for each relay node. As a consequence, there are no spatial opportunities for each transmission. We can safely conclude that the exact shared tree is not suitable for opportunistic multicast.
However, if we utilize OR to realize the multicast application without any structure, we have to face another drawback. For instance, a natural multicast extension from OR is briefly introduced in [9] , which requires the packet self route to all the destinations by OR. Although utilizing the spatial diversities, this extension also brings unnecessary transmissions and results in more interference.
There is an example in Fig. 1 , where s is the source, and nodes d 1 and d 2 are destinations. Under the natural extension, to deliver a packet, two copies may travel along different paths to d 1 and d 2 by OR. Fig. 1(a) shows a case of natural extension, which requires totally 10 hops. However, if we allow the transmissions to distinct destinations share some hops, it can decrease the total number of transmissions. For example, the packet is first desired to self route to node a, then it is split into two copies that would be forwarded to the two destinations by OR respectively. Fig. 1 (b) shows one case (solid line) of this improvement strategy, which only needs 7 hops. Thus, we need to devise an efficient opportunistic multicast protocol that achieves high throughput by building an efficient backbone to reduce transmissions.
III. OPPORTUNISTIC MULTICAST IN SINGLE-RATE WMNS
In this section, we first introduce the definition of tree backbone (TB), and explain the basic idea of our Opportunistic Multicast (OM) protocol. In order to save bandwidth and decrease interference, the tree backbone should minimize the number of transmissions along it. We then prove that computing a TB with the minimum transmissions in single-rate WMNs is NPhard. Afterwards, we present one heuristic algorithm to construct an efficient TB.
A. Basic Idea
Opportunistic multicast builds the tree backbone instead of a multicast tree, which both allows the spatial opportunities given by OR and minimizes the number of transmissions by letting packets transmitted to different destinations share some hops.
Definition 1: Including a source s and a set of destinations D ⊆ V (G), a set of nodes T ⊆ V (G) is selected to be the backbone of multicast structure. The nodes in T are called tree backbone nodes.
Definition 2: Among tree backbone nodes, if we designate that packets need to be delivered from backbone node a to backbone node b by OR, we say that there is a direction a → b. Node a is called the upstream backbone node of b, and b is called the downstream backbone node of a.
The tree backbone nodes and direction not only illustrate the packet's intermediate destinations, but also indicate the packet forwarding direction. How to select tree backbone nodes and decide direction is explained in the following subsections, which helps to minimize the number of total transmissions in the network.
Definition 3: In graph G, given a source node s, a set of destinations D, a set of tree backbone nodes T , and a set of directions R, the multicast backbone TB(s, D, T, R) is called tree backbone.
The tree backbone indicates the multicast structure for a specified multicast session (source s, and destination set D). The packet forwarding is determined by the tree backbone nodes and direction. That is, after the tree backbone (TB) is built, starting from the source node, the packets self route to the source's downstream backbone nodes by opportunistic routing. After the packet arrives at one tree backbone node, say t, it continues routing to t's downstream backbone node, until it reaches the destination. At each tree backbone node, if the backbone node has multiple downstream backbone nodes, the packet is split into multiple copies and routed to the corresponding downstream backbone nodes with different random paths by OR.
For example, in Fig. 1 
So, the packets are desired to be delivered from s to a, then from a to d 1 and d 2 respectively. Node a is the downstream backbone node of s, while d 1 and d 2 are the downstream backbone nodes of a. Note that, since routing from the upstream node to the downstream node uses OR, different packets may travel along different paths. For instance, from s to a, the first packet may route along the solid line, while the second packet may route along the dotted line.
A good metric to evaluate the effectiveness of a TB is the expected number of transmissions for one packet to reach all the destinations through the TB. This is because the less transmissions means less bandwidth cost and less interference, which results in higher throughput and smaller delay. For short, we call this metric the cost weight of TB. In order to improve multicast performance, we need to compute a TB with the minimum cost weight. We refer to this as a Minimum Tree Backbone or MTB. We prove that computing an MTB is NP-hard by proving its corresponding decision problem, TB-D defined below, is NP-hard. 
B. NP-Hardness Proof
Lemma 1: TB-D is NP-hard First, we explain how to calculate the expected number of transmissions Z sd for one packet to be transmitted from source s to destination d in opportunistic routing.
For any two nodes i and j, let i < j represent that i is "closer" to d than j, that is, i has smaller ETX [13] to d than j. Let ε i j denote the packet loss ratio from i to j. Let z sd j be the expected number of transmissions that forwarder j must take to route one packet from s to d. The expected number of packets that j must forward, denoted by L sd j , is [9]
Note that L sd s is 1 since source s generates the packet. From Eq. 1, the authors in [9] deduce that the expected number of transmissions that j must make is:
Suppose there are N nodes in the network. The calculation of z sd j can be achieved in O(N 2 ) [9] . Furthermore, we compute the total expected number of transmissions Z sd in the network by summing up all the nodes' expected number of transmissions, that is, 
Third, we construct a complete graph G c with a weight function w, where V (G c ) = V (G). For any edge (u, v) on G c , the weight w(u, v) = Z uv , which denotes the total expected number of transmissions occurring in the network for one packet transmitted from u to v by OR. It takes O(N 2 ) operations to calculate z sd j for each node j, thus it takes O(N 3 ) operations to compute Z sd , and O(N 5 ) to get graph G c . Graph G c is constructed at the beginning of network, and it will not change as long as the network topology does not change, thus computing G c is a one-time activity regardless how many multicast sessions are generated in the network.
For a given TB, we can find a corresponding Steiner tree S on G c , where V (S) = T . An edge (u, v) appears on S if and only if there is a direction u → v in R. The cost weight of the TB is equal to the weight sum of S. It is well known that computing a Steiner tree with weight sum K in a weighted graph is NP-hard [14] , thus TB-D is also NP-hard.
Corollary 1: Computing an MTB is NP-hard Proof: The decision problem TB-D is NP-hard, so the optimization problem of computing an MTB is also NP-hard.
C. Heuristic Algorithm
We propose one Steiner tree-based heuristic algorithms for MTB. For short, we call it ST-B. For this algorithm, we suppose that the above complete graph G c is constructed at the beginning of the network.
In this algorithm, under the well-known TakahashiMatsuyama (T-M) heuristic [15] , a Steiner tree S is built by an incremental approach to span over source s and destination set D in G c . Initially, the tree contains only s. At each iteration, the nearest unconnected destination to the partially constructed tree S is found and the leastcost path between them is added to the tree. Here, the least-cost path P(u, v) refers to a path that connects u and v, and the weight sum on P(u, v) is the smallest among all paths between u and v.
During constructing S, we can get the backbone nodes of the corresponding TB as follows:
2) At each iteration, when a least-cost path P (u, v) is added to S, T = T ∪ {u} ∪ {v}.
After the backbone nodes are determined, the set of directions for T B is also discovered by this rule: for any two nodes u, v ∈ T , if there is not any other backbone node on path P(u, v) in S, and u is on path
We use a simple example to illustrate the process. There is a complete graph G c in Fig. 2 (For ease of reading, we do not draw the edges on G c ), where s is the source and d 1 , d 2 are destinations. Initially, s is included in the tree. Next, since d 1 is "closer" to s, the least-cost path (s, a, d 1 ) is added to the tree. Afterwards, since a is the closest tree node to d 2 , the least-cost path (a, d 2 ) is added. Based on the Steiner tree, we can build the tree backbone TB with T = {s, a,
The time complexity of T-M heuristic is O(N 2 ), and searching for R also takes O(N 2 ) operations. Therefore, the time complexity of ST-B is O(N 2 ).
IV. EUCLIDEAN OPPORTUNISTIC MULTICAST IN MULTI-RATE WMNS
Multi-rate capacity is a common feature of wireless communication. On one side, a higher data rate can be used to increase throughput, but it also has shorter transmission range and hence more hops to reach the destination. Besides, there are few spatial opportunities due to the low neighbor diversity in one hop. On the other side, lower data rate often has a longer transmission range and hence less hops in the selected path. The higher neighbor diversity brings more spatial opportunities, but the low rate disadvantage may counteract the above benefit. The inherent tradeoff between rate and distance is hereby worthy of a careful study.
A. Design Consideration
A local metric, called Expected Advancement Rate (EAR) [11] , has been proposed to find the best rate for each node:
Here, a ii q is defined as the packet advancement, which is the distance between transmitter n i and destination n d subtracting the distance between candidate n i q and the destination. F i,d is the forwarding candidate set of n i , and the node order in F i,d is based on the relay priority.
The metric addresses the rate-distance tradeoff in opportunistic unicast, hence it achieves good results in simulations [11] . However, this metric requires modification in multicast. When a node selects a rate, it should consider the expected bit advancement per second toward each destination, not just a specific one. Thus, we propose the Multicast Expected Advancement Rate (MEAR), a naive extension of EAR, by summing up the EAR to each destination:
For each node, at each transmission rate R j , we calculate the largest MEAR based on Eq. 6, and then we select the best rate that yields the largest MEAR. However, this naive metric is not suitable for opportunistic multicast. In a tree backbone, the packets have to travel from the source to a series of intermediate backbone nodes by OR until they arrive at the destinations. When a forwarder receives packets, it only cares how to route the packets to their next downstream backbone nodes rather than the destinations, so the routing metric should take the intermediate backbone nodes into considerations. Unfortunately, MEAR ignores the tree backbone nodes, so it does not serve well for opportunistic multicast.
On the other hand, we also need to propose a new tree backbone construction for multi-rate WMNs. Previous TB construction is based on the number of transmissions Z sd on each pair of source s and destination d. Calculating Z sd requires the information of link delivery ratios. However, for each link, the delivery ratio is different under different rates [11] . Before the rate allocation is finished, it is impossible to calculate the number of transmissions and determine the tree backbone.
B. Euclidean Tree Backbone and Rate Selection
We assume that a longer geometric distance requires more transmissions to reach the destination. This assumption is straightforward, but it does not apply to any case, since the number of transmissions depends on Based on the above consideration, we propose the Euclidean Opportunistic Multicast (EOM) in multi-rate WMNs. To distinguish the tree backbone in EOM from the tree backbone we proposed in the previous section, we call it Euclidean tree backbone (ETB). After the ETB is built, we also give a new metric to help the transmitter to choose the rate.
The first step is to build a Euclidean Steiner tree that is rooted at the source and spans over all the destinations. Generating an optimal Euclidean Steiner tree is NP-hard [16] . So we use a simple heuristic: Initially, the tree contains only the source node. At each iteration, the geometrically nearest destination is added to the partially constructed tree with a corresponding edge. This process is repeated until all the destinations join the tree.
The second step is to determine the direction set R. For any edge (u, v) in the Euclidean Steiner tree, if u is added to the tree before v, there is a direction u → v ∈ R.
As an illustration, there is a network in Fig. 3 , where s is the source, and t 1 , t 2 , and t 3 are destinations. For simplicity, we do not label the network topology. Initially, the ETB only contains s. Within the remaining set of destinations, node t 1 is geometrically closest to s, then t 1 is added to the tree as well as the direction s → t 1 , since s is added to the tree before t 1 . In the following steps, node t 2 and direction t 1 → t 2 are added to the ETB, then t 3 and direction t 1 → t 3 are added.
The major difference between ETB and TB is that we use geometric distance instead of ETX as measurement of closeness in ETB, so that ETB can be built independent of rate allocation.
The third step is to allocate rates to nodes. As discussed before, the forwarder cares how to quickly The target set of different nodes is different due to their different locations. For instance, in Fig. 3, t 1 should not be the target of f , while it should be the target of c, since the packet that f usually gets is delivered towards t 2 or t 3 , not t 1 .
Afterwards, we modify MEAR to a new metric: Improved-MEAR (I-MEAR) based on the target set:
Here, Q i is the target set of n i . For each rate R j , we calculate the largest I-MEAR based on Eq. 7, and then we select the best rate that yields the largest I-MEAR.
V. SIMULATIONS
We evaluate our opportunistic multicast algorithms by comparing them with the natural multicast extension of OR [9] and a traditional multicast algorithm through the following metrics.
• Throughput: the average number of packets each destination receives during a time unit.
• Delay: the average time it takes for a packet to reach the destination after it leaves the source. We use an NS2 simulator to simulate a flat area of 1300m by 1300m with varying number of randomly positioned wireless router nodes. We use the default IEEE 802.11 MAC configuration in NS2 that supports multicasting using broadcasting at different base rates. Except for the last subsection, the simulations take place in single-rate WMNs, where the transmission range of each node is 250m. For each scenario, we randomly generate 30 different graphs, where the source and the destinations are also randomly selected. Traffic is generated by constant bit rate (CBR) sessions, and the packet size for all traffic is set to be 512 bytes.
A. Impact of Network Size
We evaluate the throughput of our proposed algorithm (ST-B), the natural multicast extension and the treebased algorithm at different network sizes by assigning the number of nodes with 20, 40, and 60. For each network size, we vary the number of receivers from 5 to 55. The results are shown in Fig. 4 . We can see that building an efficient tree backbone can improve the throughput, since it not only takes advantage of spatial diversity, but also minimizes the number of transmissions. Another interesting result is that, when the number of receivers is not large, the throughput of the large-size network is much more than the small-size because the large-size network has large node density resulting in more spatial opportunities.
The tree-based algorithm shows a low throughput, which is similar with the simulation result in [9] . This is because it does not take any spatial opportunities. This once more demonstrates that the OR technique can virtually take place concurrently on multiple outgoing links of the same transmitter to achieve higher throughput. We do not simulate the tree-based algorithm any more in the following subsections.
B. Delay Comparison
In this simulation, we evaluate the delay of ST-B and the natural extension by comparing the average time each packet takes to reach the destination. Fig. 5 shows that our algorithms have a shorter delay than the natural extension. Our efficient tree backbone is able to minimize the number of transmissions as well as interference, which greatly speeds up the packet delivery. In addition, when the number of receivers increases, the multicast structure becomes bigger, thus the delay of 
C. Impact of Multiple Rates
In this simulation, we compare our proposed Euclidean opportunistic multicast (EOM) algorithm with the single-rate opportunistic multicast (OM) algorithm under different rates in multi-rate WNNs. The rates 18, 11, and 6 Mbps are studied, and their corresponding transmission radii are 183, 304 and 395m [11] , respectively. Different scenarios take place in a 1000m * 1000m flat area, where 20, 40, or 60 nodes are randomly generated. The results are shown in Fig. 6 , where OM (X Mpbs) denotes the single-rate OM algorithm under rate X Mbps (X = 18, 11, 6).
We observe that EOM achieves higher throughput than the others due to its efficient backbone and operating on multiple rates. Another interesting phenomenon is that the OM algorithm with 18 Mbps shows very low throughput. It indicates that 18 Mbps has a short transmission range that greatly deceases the spatial opportunities. The lack of spatial diversity overwhelms the benefit of its high transmission rates and dominates the results.
VI. RELATED WORK
Our work is closely related to the following research: (i) multicast routing in wireless multi-hop networks, (ii) opportunistic routing, and (iii) multi-rate routing
A. Multicast Routing in Wireless Multi-hop Networks
Multicast protocols in multi-hop wireless networks can be categorized into three groups: (i) tree-based, (ii) mesh-based, and (iii) stateless protocols.
Tree-based protocols build an efficient multicast tree, and the packets are forwarded from the source to the destinations along tree paths [17] - [22] . This approach saves the bandwidth, but the static tree structure cannot deal with topology change, which makes multicast unreliable. At the same time, mesh-based protocols build multiple trees among the group members [23] - [25] , such that the packets are delivered to each destination along multiple paths. However, both tree-based and mesh-based protocols have to bear the overhead of creating and maintaining the routing information in the intermediate nodes. To address this drawback, stateless protocols are proposed; these store the destination list in the packet header. The packets then self route to the destinations with geographical information [26] - [28] .
Compared with the first two groups of protocols, we do not build a complete tree or mesh. Instead, we propose an efficient backbone, where even the "closest" backbone nodes may be multiple hops away. Compared with stateless protocols, the backbone we propose is able to minimize transmissions and decrease the overhead resulting from the destination list in the packet header. In addition, unlike traditional multicast protocols, there is no designated next-hop destination for each transmitter in our protocols, thus the throughput is maximized by taking advantage of spatial diversity.
B. Opportunistic Routing
In recent years, opportunistic routing has become an interesting topic that improves the throughput and the transmission reliability in the face of unreliable wireless links [7] . Some variants of opportunistic routing are proposed to improve throughput under different situations. The routing strategies in [9] , [29] aim to combine network coding with opportunistic routing in a natural fashion, so that they can achieve the cooperative spatial diversity. The authors in [30] extend OR to enables devices with only one interface to operate on multiple channels, which reduces interference. The forwarding candidate set and relay priority are defined based on the nodes' geographic information [31] - [33] . For example, GeRaf [31] defines sets of regions with nodes closest to the destination with highest priority. In the ad hoc Figure 6 . Impact of Multiple Rates context, there are relevant works to consider, which takes advantage of diversity offered by multiple users [34] . The authors in [35] pay much attention to solving the "Crying Baby" problem and source rate limiting when taking advantage of opportunistic routing, but they do not use any backbone to decrease the total transmissions. In order to improve throughput, a new efficient OR protocol is proposed in [36] to exploit a novel Cumulative Coded Acknowledgment scheme that allows nodes to acknowledge network coded traffic to their upstream nodes.
Our work inherits the characteristic of opportunistic routing, but differs from the above papers, since it focuses on multicast and builds an efficient backbone.
C. Multi-rate Routing
One of current wireless technical trends is that modern wireless devices are able to utilize multiple transmission rates to accommodate a wide range of conditions. In [10] [12], the authors study the impact of routing metrics on path capacity, investigate the impacts of several factors on the carrier sensing threshold in the multi-rate wireless networks, and propose the bandwidth distance product as a routing metric to improve throughput. In order to utilize multiple channels in multi-rate networks, the Data Rate Adaptive Channel Assignment algorithm is proposed in [37] , which assigns links having the same data rates on the same channel to minimize the wastage of channel resources. The impact of multiple rates, interference, and candidate selection in opportunistic routing is analyzed in [11] , and a rate selection scheme is also proposed.
However, none of the above work considers the multicast application in multi-rate networks. Our work is different from previous approaches in two aspects: (i) we build a backbone structure for multicast routing, and (ii) we assign rates to nodes based on the location of the nearby backbone nodes.
VII. CONCLUSION
In this paper, we apply opportunistic routing to multicast applications in WMNs. The opportunistic multicast protocol in single-rate WMNs is first proposed, where a tree backbone is built to help the packets self route to destinations by OR. An efficient tree backbone should minimize transmissions to increase the throughput. We prove that computing a tree backbone with the minimum transmissions is NP-hard, and devise one heuristic algorithm for it. We also investigate the inherent ratedistance tradeoff in opportunistic multicast and propose the Euclidean opportunistic multicast protocol in multirate WMNs. Simulations show that our opportunistic multicast can achieve higher throughput and shorter delay than the natural multicast extension of OR and the traditional multicast.
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