Introduction
[2] Knowledge of temporal changes of surface temperature and precipitation are important as a representation of global climate variability and their impact on humans. Data sets describing global temperature behavior over land and ocean have been available for many years (e.g., Hansen et al. [2001] and Smith et al. [2008] , to name a few) and have played a vital role in the monitoring and diagnosis of climate variability and change [IPCC, 2007] . Precipitation variations on timescales from seasonal to decadal are significant (among many other examples, see Xie and Arkin [1997] , Dai et al. [1997] , Hoerling and Kumar [2003] , Curtis et al. [2007] ), and long time series of data are important for evaluation of climate variability and change. It is desirable to have near-global gridded data sets of precipitation (called analyses here) for an extended period in order to permit the description and understanding of the global context for observed variations. Analyzed precipitation data sets can be produced for many land regions using local historical rain gauge observations for 50 years or longer, [e.g., Chen et al., 2002] . For the satellite period, since 1979, near-global analyses of precipitation are available [Adler et al., 2003; Xie and Arkin, 1997] . For the pre-satellite period the production of precipitation analyses for oceanic regions are particularly challenging, since oceanic observations scarce. By contrast, analyses of local in situ seasurface temperatures (SST) observations are dense enough to resolve many climate-scale processes [e.g., Smith and Reynolds, 2004] . For analysis of oceanic precipitation in the pre-satellite period a slightly different approach is needed. Oceanic precipitation must be reconstructed using more remote data capable of resolving modes that describe largescale oceanic variations.
[3] Many gauges have observational records extending back in time many decades. For the recent period, satellitebased analyses can be used to evaluate how well these gauges may characterize large-scale oceanic variations and in recent years attempts have been made to reconstruct oceanic variations from land and island stations. These efforts to reconstruct oceanic precipitation from land and island gauge values are similar to the study of Shen et al. [2004] , who reconstructed some large-scale SST variations from land and island measurements. Oceanic precipitation was reconstructed using satellite-based statistics and the land and island gauge network by Xie et al. [2001] and by Efthymiadis et al. [2005] . Both precipitation reconstructions yield similar conclusions. Variations in the tropical Pacific associated with El Nino/Southern Oscillation (ENSO) are resolved best due to their large spatial scales. Both studies also find little skill outside of the tropical Pacific. This study describes an attempt to more efficiently use the available statistical structure to improve oceanic reconstructions in regions outside the tropical Pacific. A new homogeneous satellite-based analysis is used to base reconstruction statistics on, and the reconstruction method is also tuned to yield optimized results.
[4] The extended reconstruction of precipitation described in this article is an advance in our attempt to better understand the coherent features of global climate variability and change. Accurate prediction of climate variations, as well as the detection and attribution of precipitation variations related to climate change, will require more accurate verification of global climate models than has been possible, with a particular emphasis on the global water and energy cycles. For very recent periods, global precipitation analyses based on the combination of gauge observations and inferences from satellite data are essential. However, they cannot be used to describe and diagnose decadal-to centennialscale variability, and so efforts like the reconstruction described here are necessary.
[5] The reconstructions described here use a two step process. First the modern-period base analysis is developed using optimum interpolation (OI) of satellite microwave data and atmospheric reanalysis. This OI base analysis is used to develop statistics used in historical reconstructions. It is described in section 2, along with the historical gauge data used in the reconstructions.
[6] The reconstruction method is described in section 3, including discussion why this type of reconstruction is used, the spatial covariance functions, and tuning to optimize the method. Reconstruction results and comparisons are then discussed.
OI Base Analysis and Gauge Data
[7] In this section we first describe the optimum interpolation (OI, e.g., see Reynolds and Smith [1994] ) base analysis of modern-period precipitation, needed for computing historical-reconstruction statistics. We then describe the historical gauge data. The statistics are used with the gauge data to produce the reconstructions. All data are monthly averages, and most are available on a 2.5°spatial grid. However, the longest gauge record is on a 5°spatial grid (Table 1) , so they are all averaged to the same 5°grid to produce reconstructions on a consistent grid using all gauge inputs.
Optimum Interpolation (OI) Base Analysis
[8] The new precipitation OI analysis is used to form reconstruction statistics, and is described here and by Sapiano et al. [2008] . This new monthly base analysis is from a combination of satellite microwave-based precipitation estimates and precipitation from an atmospheric reanalysis recently completed by the European Center for Medium Range Weather Forecasts (ERA-40, Uppala et al. [2005] ). The microwave-based estimates give a high quality satellite estimate of precipitation except at high latitudes, where the presence of snow and ice contaminates the retrievals. The ERA-40 is inferior at low latitudes where convective precipitation dominates, but appears to provide a highquality estimate at mid and high latitudes where synopticscale precipitation dominates [Uppala et al., 2005] . The new analysis is formed by combining the satellite and ERA-40 precipitation estimates in such a way that at low latitudes the analysis is satellite based, in very high latitudes it is all ERA-40 based, with a combination of the two in between. The result is an analysis with consistent inputs throughout the period over land and oceans, ensuring that changes in the data set are not due to changes in input data types.
[9] Several other high-quality modern-period analyses using satellite data are also available, including the GPCP (Global Precipitation Climatology Project, Adler et al. [2003] ) and CMAP (CPC Merged Analysis of Precipitation, Xie and Arkin [1997] ). The GPCP was not used as a base because of concerns that the mix of different types of satellite estimates, infrared (IR) and microwave, and the merging with gauge data could cause spurious variations that may degrade the large-scale land-sea teleconnections needed for this reconstruction. The OI also incorporates slightly more SSMI data than GPCP. The CMAP analysis was not used as a base since it uses IR-only satellite estimates as an additional input, potentially introducing differences in how precipitation, particularly outside the tropics, is resolved.
[10] Estimates based on passive microwave observations are used because extensive studies have shown that they permit more accurate estimates of instantaneous precipitation over their field of view compared to IR imagery [Ebert et al., 1996; Adler et al., 2001] . Algorithm errors and sampling errors are significant, and thus the OI analysis is based on estimates from a single sensor, the SSMI, that has flown on several satellites during the period with minimal change. Even this consistent data source can be interpreted in more than one way, and several precipitation data sets have been derived from those data. The OI analysis uses a combination of two of these: one called Unified Microwave Ocean Retrieval Algorithm (UMORA, Wentz [1997] , Wentz and Spencer [1998] , and Hilburn and Wentz [2007] ) over ocean areas only and the other, called the Goddard Profiling Algorithm (GPROF, Kummerow and Giglio [1994] , Kummerow et al. [2001], and Ferraro [2003] ), available over most land and ocean areas. Diagnostics show that the most recently processed version of UMORA is superior to the estimates of the most recently reprocessed, complete version of GPROF over the oceans. However, UMORA does not cover the land, so GPROF estimates are used exclusively over land and a blend of the two is used over the oceans to ensure land-ocean continuity.
[11] While estimates from satellite data are useful over much of the globe, there are areas where no current methods provide usable data. Microwave-based estimates rely on one of two methods: detecting liquid water drops over unfrozen The grid size and record length used in this study is also listed.
ocean surface, or detecting large ice particles in precipitation convective clouds. Neither works well (or at all) in regions with snow or ice at the surface, and even nearfreezing land or ocean surfaces introduce errors. Microwave estimates also can overestimate low-latitude rain over dry land where the precipitation may evaporate before reaching the ground [McCollum et al., 2000] , and satellite estimates can have time-of-day bias that is not adjusted for in this analysis. Other data are needed to fill the OI in these regions. ERA-40 precipitation was chosen because an extensive evaluation of the characteristics of that reanalysis showed that its mid-and high-latitude precipitation was more realistic than estimates derived from satellite observations [Serreze et al., 2005; Su et al., 2006] . Since the assimilation of SSMI radiances in ERA-40 clearly led to unrealistic tropical precipitation variability, the OI analysis was constructed to use precipitation estimated from microwave observations in low latitudes with ERA-40 precipitation at higher latitudes. This approach does not necessarily yield the most accurate analysis, but it gives a consistent land-sea analysis over the analysis period, which is our goal.
[12] An OI forms a weighted sum of a set of inputs for the interpolation at a point. The weights given to each input are computed using the spatial covariance between the inputs and between the inputs and the interpolation location, and also using the random noise associated with each input. Since these statistics are only approximately known, the analysis is only approximately optimal [e.g., see Reynolds and Smith, 1994] . Often an OI is applied to data anomalies to produce an anomaly analysis. For an anomaly analysis, the weights are usually allowed to weaken when the only available observations are far from the interpolation point, or when the noise associated with the observations is large. This weakening of the weights causes the anomaly analysis to be damped toward zero in those situations. Here the full precipitation is interpolated using densely-sampled data, and the weights are normalized so that there is no damping of the analysis.
[13] Spatial covariance is estimated using Gaussian functions. To minimize spatial smoothing, the e-folding scale for these functions is isotropic and set to the grid size, 2.5°. Scales smaller than the grid size cannot be resolved, so smaller e-folding scales are not justified. Because of the dense sampling available for the OI, it is not necessary to use larger spatial scales. The noise/signal variance ratios are computed using correlation estimates, similar to the procedure used in the study of Reynolds and Smith [1994] . However, in that study spatial correlation functions were used. Here correlations against the GPCP are used to estimate the relative noise/signal ratio for each input.
[14] For the noise/signal variance ratio estimates, consider a pair of estimates and assume that the noise is concentrated in one of them. Using the definition of correlation and variance in this case, the noise/signal ratio can be estimated using the correlation between the two, r,
Here the comparison data set, GPCP, is not noise-free. In addition, since GPCP incorporates microwave estimates along with other data, its noise is not completely independent of that in the microwave estimates used here. Thus this comparison gives only a rough estimate of the relative noise/signal. The noise/signal variance ratios computed in this way are used in the OI to determine the relative weights of the two inputs, satellite and ERA-40.
[15] Using these estimates the microwave relative error is found to be small in the tropics, increasing in midlatitudes and very high at polar latitudes. The ERA-40 relative error is found to be smaller than the microwave error at high latitudes but larger at low latitudes, as expected. Because these error estimates are rough, we simplify their use in the OI by using zonal averages of the microwave error and a constant for the ERA-40 error. These relative errors are computed separately for land areas and ocean areas and separately for each input type. Figure 1 shows the latitudinal change in the noise/signal standard deviation ratios. As indicated by the figure, this error assignment makes the microwave inputs dominant within roughly 40°latitude of the equator, while the ERA-40 dominates poleward of that.
[16] The OI is performed by first looking spatially for inputs within a 7.5°square centered on the analysis 2.5°s quare. Because of the ERA-40 data there are always enough data for interpolation within this area.
[17] At present, the length of this new analysis is limited by the availability of both inputs. Microwave precipitation estimates are only available since July 1987, when the first SSMI instrument was flown. However, there are problems with the data over land before 1992 that create large and unrealistic variations, and thus we only use the new analysis beginning January 1992. Since ERA-40 terminated in August 2002, the OI analysis used in this study ended during 2002. For this study the monthly analysis for 1992-2001 is used.
[18] Both the satellite data and reanalysis precipitation availability will continue to improve for some time. A number of passive microwave radiometers are currently providing data, supplemented by the precipitation radar on the Tropical Rainfall Measuring Mission (TRMM) satellite [Simpson et al., 1996] . These additional data will permit the extension of the OI analysis through at least 2007 in the near future. Additional atmospheric reanalyses are also continuing to be produced. The ECMWF is in the process of creating an ''Interim'' reanalysis that roughly coincides with the period of best SSMI data availability. The Japan Meteorological Agency has recently completed the JRA-25 reanalysis [Onogi et al., 2007] , which covers the satellite era beginning in 1979 and is continuing through the present. NASA is about to begin the MERRA (Modern Era Reanalysis for Research and Applications, personal communications, Mike Bosilovich, GMAO/NASA), and NOAA expects to initiate a CFSRR (Coupled Forecast System Reanalysis/Reforecast, personal communications, Hua-Lu Pan, NCEP), both of which will begin in 1979 and extend to about 2007. The precipitation from each of them can be used in a longer OI analysis, as could various combinations. In the future we will repeat our analysis using an improved OI precipitation analysis that includes five or more additional recent years in the base period. The longer base period may slightly improve the historical analyses. However, the major conclusions are unlikely to change since scarceness of historical gauge data over most regions will still limit the amount of variance that may be reliably reconstructed, as discussed below.
Gauge Data
[19] Three different sets of gauge data are used to produce and evaluate our reconstructions. From all three the monthly precipitation estimates through 2006 are used in this study. For all, anomalies are computed relative to the 1992 -2001 base period of the new OI analysis. For each its climatology for the common base period is separately computed, thus removing any base-period biases.
[20] The Global Historical Climatology Network (GHCN, Vose et al. [1998] ) gauge data are produced by the National Climatic Data Center, beginning 1900 on a 5°spatial grid. The annual-average percent of global area sampled by the GHCN 5°squares is computed here by assuming that each 5°square with data is perfectly sampled (Figure 2 ). This shows an increase in sampling over most of the 20th century with a maximum of near 30% from 1950 -1990 . After 1990 sampling decreases because of station drop outs and because of time lags in incorporating data.
[21] The Climate Prediction Center (CPC) analysis of Chen et al. [2002] begins in 1948. The available CPC gauge product is extracted from a filled gauge analysis. Only data from 2.5°squares with gauges is used here. The Global Precipitation Climatology Center (GPCC) gauge data are available beginning 1951 [Rudolf, 1993] . Both CPC and GPCC gauge data are on a 2.5°grid and are averaged to a 5°grid to match the GHCN grid. Gauge data differences can occur because of differences in the amount of data available when the product is formed, differences in quality control, and because of gauge adjustments that are sometimes used.
Comparison Analyses
[22] The GPCP, described above, is used to help evaluate reconstructions over its analysis period (1979 -2006) . The GPCP data set uses the GPCC gauge analysis in a final step to reduce the bias in regions with gauge observations [see Huffman et al., 1997 and Adler et al., 2003 for details]. The GPCP multisatellite product is a globally complete precipitation analysis that does not use the gauge observations, like the OI analysis used in this study, and thus serves as a useful comparison.
[23] Another merged gauge-satellite global precipitation analysis is the Climate Anomaly Monitoring System/Outgoing Long-wave Radiation Precipitation Index (CAMS/OPI, Janowiak and Xie [1999] ). This product, available beginning 1979, blends a gauge analysis over land with the OPI estimate [Xie and Arkin, 1998 ] for oceanic precipitation. Blending is done using satellite data to define precipitation gradients, with gauge data used to scale the gradients and remove gauge-satellite biases. This differs from the GPCP analysis in that GPCP only used oceanic OPI in the period before microwave satellites became available, before the mid 1980s. Afterward GPCP uses multiple satellites, both infrared and microwave.
[24] Standard deviations of precipitation anomalies from CAMS/OPI, GPCP, and the new OI base analysis, all months over 1992-2001, show that all have highest variations in the tropics ( Figure 3 ). All three have much higher tropical variations than in the extra tropics. The CAMS/OPI extra-tropical variations are weaker than the others because the OPI was developed to detect convective precipitation which is dominant in the tropics, while the microwave satellites used for the others are better at detecting extratropical rainfall. The GPCP uses multiple satellites and gauge data over land, giving it slightly greater variations than the new OI analysis.
[25] Another analysis used for comparisons is the reconstruction of Xie et al. [2001] . That monthly reconstruction, available for 1948-2005, is an earlier attempt to reconstruct oceanic precipitation variations. The different analyses and data used in this study are summarized in Table 1 .
Reconstruction Methods
[26] A reconstruction is a type of analysis for historical data. Reconstructions discussed here use statistics from the densely-sampled satellite period to analyze the pre-satellite historical data. In the past reconstructions of variables such as SST have been computed, and here we use methods similar to those used by Smith and Reynolds [2004, hereafter SR04] for SST analysis. However, there are some important differences between the reconstruction methods used here and those of SR04.
[27] The statistical reconstruction methods used here are applied to anomalies, and it is assumed that the anomalies are symmetric and approximately normally distributed. Full precipitation values are not normal since there is no negative precipitation. However, anomalies may be more normal. To check the normality of the precipitation anomalies used here, the frequency distribution of both GHCN and the new OI analysis anomalies is plotted (Figure 4 ). For this test, only regions and months sampled by both the GHCN and OI are used for the distribution. Both visual inspection and a chi-square test indicate that these distributions are approximately normal. These distributions are slightly more peaked than a normal distribution and slightly skewed toward positive anomalies. Also, there are more high precipitation anomalies than low anomalies because there is a lower limit on the anomalies. However, the overall symmetry suggests that anomaly reconstruction using modes is reasonable.
[28] Anomaly reconstructions are performed by fitting the available historical anomalies to a set of large-scale spatial modes. The reconstruction is a weighted sum of the spatial modes, described below and in SR04. The set of weights for a reconstruction, w i , for the i = 1, 2, . . ., M spatial covariance modes, C i (x), defined at spatial locations, x, are computed to minimize the error of the reconstruction compared to the available data anomalies, D(x). If d(x) = 1 where data exist, and d(x) = 0 at locations without data, and the relative area of each location is represented by a(x), then the minimum-error weights for that set of modes can be found by solving the system of equations
In SR04 a first-guess anomaly is defined using large-scale and 15-year filtering of the data. However, here data are too sparse and there is no first-guess anomaly and the modes must produce the full anomaly reconstruction. When a first guess can be computed the inter-decadal variations can be better resolved [Smith et al., 1996] . Because precipitation data are not dense enough to define a first guess as in SR04, the reconstruction may not fully resolve inter-decadal variations.
[29] Because data are sparse there may be times when not all of the modes are sufficiently sampled. Reconstructing using poorly sampled modes can increase the reconstruction error. Removal of poorly sampled modes is done as in SR04. The variance sampled by each mode is computed by
Cross-validation testing, described below, is used to determine the critical sampling level for keeping a mode. Modes with less than that critical level of sampling tend to increase the error of the reconstruction, and are excluded from the set of modes used.
[30] This method assumes that the set of reconstruction modes used is stationary throughout the period. However, it does not assume that the relative variance of each of the modes is stationary. At each time the data are used to find the weight for each mode used, without regard to their relative weights in the base period used to compute the modes. For example, there can be variations in ENSO activity over the reconstruction period, but all ENSO episodes will be reconstructed from a linear combination of the same spatial modes.
Reconstruction Modes
[31] Modes used for precipitation reconstructions are the leading empirical orthogonal functions (EOFs) of the monthly new satellite-reanalysis OI described in section 2.1. Modes are based on monthly anomalies over 1992 -2001. An EOF analysis decomposes signals into a set of spatial patterns and time series [e.g., see Davis, 1976] . The spatial pattern multiplied by its associated time series reconstructs the signal associated with that mode. The sum of all such signals from all modes reconstructs the full signal. Here covariance-based EOFs are computed for reconstruction. Modes computed using EOFs provide the most efficient decomposition possible. The leading EOF mode represents the maximum variance that can be represented by one mode. The next leading mode represents the maximum possible variance of the residual signal, and so on.
[32] Typically a set of leading EOF modes is considered. These will usually explain the larger-scale variations and much of the overall variance of the data. Beyond the leading modes, the remaining modes often concentrate on smallerscale variations that may represent events that are less likely to occur over the longer period. If the variations associated with the leading modes are summed then much of the signal can be reconstructed. The precipitation reconstructions are produced by estimating the time series of the leading modes using the incomplete historical data. Since there is little oceanic historical data the EOFs must be for combined land and ocean areas, with the land areas near gauges used to estimate the historical series. Thus only the leading EOFs with large-scale land-sea covariance are useful for the reconstruction. For SST reconstructions SR04 used a large set of localized covariance modes. However, precipitation sampling is too sparse to use this approach, and that caused us to rely on a few very large-scale EOFs for this reconstruction.
[33] Although we cannot use small-scale localized modes, there are advantages to computing modes separately in different regions. The precipitation variance in the tropics is much higher than in extra-tropical latitudes, as shown in Figure 3 . Therefore the leading modes of a global EOF analysis are concentrated on the tropics. Using global modes in a reconstruction would filter out most extratropical variations. To better resolve the extra tropics, reconstructions are done in three regions: 80°S -20°S, 30°S-30°N, and 20°N-80°N. The three reconstructions are combined with smoothing in the overlap regions to form the near-global reconstruction. Smoothing in the overlap region is done using linear weights to transition from one region's reconstruction to the next.
[34] In the tropics the first few modes explain much of the variance due to the large scales of ENSO (Table 2 ). In both the northern and southern extra tropics a similar amount of variance is explained by a similar number of modes. However, as we show later more northern extra tropical modes may be reliably used due to the greater gauge sampling compared to the southern extra tropics. More sampling is always desirable in any analysis. However, in a study of Northern Hemisphere winter atmospheric variations, Quadrelli and Wallace [2004] showed that only two modes could explain much of the climatic variations for the season. Thus even a limited number of modes may be used to reconstruct important precipitation variations. Using an atmospheric model, Li et al. [2006] showed that shifts between the two Northern Hemisphere modes are caused in part by tropical Pacific variations. Because our EOFs are separated by region, such tropical to extra-tropical teleconnections will only be resolved when sampling is sufficient in both regions.
Historical Reconstructions
[35] Reconstructions are computed separately in each of the three sub-regions (80°S -20°S, 30°S -30°N, 20°N-80°N) and then the reconstructions are merged. The best number of modes to use for each sub-region is determined by tuning, described below. In addition to tuning for the best overall set of modes for each sub-region, screening of the modes is done each month of the analysis to ensure that no under-sampled modes are included. Screening uses the fraction of variance sampled, as discussed above. Tuning is also used to define the critical sampling fraction, discussed below.
[36] Reconstruction errors can occur for several reasons, as discussed in detail by SR04. One source of error is data random errors. However, because the data are filtered using a set of spatial modes most random errors will be filtered out. Systematic data bias errors are more serious since they typically will not be filtered out by the set of modes. Bias uncertainties may contribute to differences in the reconstructions discussed below. Much of the reconstruction error occurs because a finite set of modes cannot resolve all possible variations. With sparse data this problem is magnified because the number of modes that can be used is further reduced. This error tends to damp the reconstruction variance, and it is clear in some of the comparisons discussed below. Here cross-validation testing is used to evaluate the reconstruction error for testing and evaluation of the product.
Reconstruction Tuning
[37] Tuning is done to find optimal values for several parameters needed for the reconstruction. One parameter is the number of modes to use in the reconstruction, which we will refer to as mode number. Since reconstructions are computed separately in three regions, the tropics and northern and southern extra tropics, mode number must be found for each region separately. Typically, we may expect regions with better sampling or larger scales to be able to use more modes than other regions. Thus it is reasonable to expect that the tropics and northern extra tropics will support more modes than the southern extra tropics.
[38] Another parameter that needs to be set is the fraction of sampled variance required to include a mode (sampling fraction). If there were no changes in the gauge sampling, then it would not be necessary to consider this. In that case we would only need to determine mode number for each region and use the same set every time. However, since there are occasional changes in the gauge network, screening is required for this sampling fraction.
[39] We use cross-validation testing, described below, to find the best values of these parameters. For a given region, first the mode number is found holding the sampling fraction at a constant 0.05. This initial value for sampling fraction is assigned based on experience with other reconstructions. Cross-validation analyses with different mode numbers are computed, and the mode number that gives the lowest overall mean-squared error (MSE) for the region is chosen. We then hold that mode number constant for the region and compute cross-validation analyses for a range of critical sampling values. The critical sampling value that yields the lowest MSE for the region is chosen. The process is repeated, tuning first the number of modes and then the critical sampling, until stable values are found for both.
[40] Cross-validation testing used for tuning uses a set of reconstructions done to simulate conditions of historical years. The fully sampled OI analysis anomalies are used for this testing. For each year of the base period (1992-2001) a set of EOF modes is computed using all the years except for the one being analyzed. This gives a set of modes independent of the analysis year. Then the historical sampling from GHCN gauge data is used to eliminate OI data from regions that are not sampled in the historical year of interest. This gives a set of data from the base year with the historical sampling. All months of that year are then reconstructed using the independent modes and the historical sampling, and this is repeated for each year. Comparison of this reconstruction to the full OI base data for that year defines the skill of the reconstruction. Here we used cross-validation reconstructions with sampling from three periods to tune the parameters: 1912 -1921, 1952 -1961, and 1992-2001. [41] Testing indicates that for the southern extra tropics the MSE is minimized using a maximum of 6 modes and the critical sampling fraction is 0.15. However, there is modest skill in that region and not much change in skill using critical fractions from 0.05 to 0.15. In the tropics the MSE is minimized using a maximum of 12 modes and a critical sampling fraction of 0.05, while in the northern extra tropics MSE is minimized using a maximum of 11 modes and a critical fraction of 0.05. Because there is little skill in the southern extra tropics, and it changes little with the critical fraction, we use the same critical fraction there as in the other regions, 0.05. Otherwise, we use the optimal parameter settings described here.
[42] In addition to tuning the reconstruction methods, cross-validation testing can also be used with the optimal settings to find the skill of historical reconstructions. In the following section cross-validation tests are used to help identify where a reconstruction may have skill and also those regions where there is unlikely to be skill based on the available gauge network.
Results
[43] Anomaly precipitation reconstructions are evaluated and compared to each other and to satellite-based analyses. Three reconstructions based on the different gauge data sets (80°S -20°S, 30°S-30°N, and 20°N-80°N The number of modes found to be optimum by tuning in the region is indicated by bold type.
are discussed: R(GHCN), R(CPC), and R(GPCC). The R(GHCN) has the longest record and therefore is the main reconstruction. The R(CPC) and R(GPCC) are computed using the exact same methods for comparisons, to evaluate how much differences in the input gauge data can affect the reconstruction. First, R(GHCN) is discussed, followed by inter-comparison of reconstructions and analyses. Comparisons to the reconstruction by Xie et al. [2001] are included to indicate differences in R(GHCN).
[44] The reconstructions are based on land station data, from over all land areas. These yield land-ocean reconstructions. However, since we are most interested in reconstructing oceanic variations some of the comparisons discussed below are done only over ocean regions.
Reconstruction Based on GHCN: R(GHCN)
[45] The longest reconstruction is the one based on GHCN data, here referred to as R(GHCN), which begins January 1900. Here the quality of R(GHCN) is discussed for the recent period and over the extended historical period. To begin, consider the anomaly zonal average mean and standard deviation from three decades: 1991 -2000, 1951 -1960, 1901 -1910 (Figure 5 ). The decadal-mean anomalies are much smaller than anomalies in a typical month, which are in turn small compared to the total precipitation. However, such small shifts are important to climate change and therefore are shown here.
[46] For the most recent decade most north-south changes in the mean are in the tropics, while for the other decades there are extra-tropical changes (Figure 5, top) . The most recent decade is very close to the base period, 1992 -2001, so it is not surprising that at most latitudes the zonal average is small. In both historical decades there are similar northsouth variations, especially in the Southern Hemisphere. That consistency suggests that the reconstruction historical signal may be representative of real interdecadal variations even in the sparsely-sampled Southern Hemisphere. It is also of interest that the tropical positive anomaly maxima are just south of the equator in the earliest and most recent decade, while for the 1950s it is shifted to just north of the equator. This suggests that important interdecadal shifts in mean precipitation may be resolved by the extended reconstruction. Note that these decadal zonal-average anomaly shifts are all small in comparison to typical monthly-mean anomaly variations, as indicated by the standard deviations plots shown below.
[47] The zonal standard deviation ( Figure 5 , bottom) is computed by averaging the decadal variance zonally and taking the square root. It is not the standard deviation of the mean since there is no reduction in variance by the zonal number of degrees of freedom, and it is intended to indicate only latitudes of greater or lesser variations and how variations change in time. The 1951 The -1960 decade has the lowest zonal standard deviation. Along with differences in the mean, this indicates significant differences in the 1950s compared to earlier and later decades. For 1901 -1910 the Northern Hemisphere standard deviation is roughly the same as in the recent decade, while it is weaker in the tropics and stronger in the Southern Hemisphere. In the Northern Hemisphere sampling is much better than in the Southern Hemisphere, as we discuss below. Thus it is more difficult to make conclusions about the significance of changes in the Southern Hemisphere.
[48] Maps of standard deviation for the same three decades help to better show the spatial extent of changes in the reconstruction variations (Figure 6 ). The general spatial patterns are similar in all three decades, both because of the limited number of spatial modes used for reconstruction and because similar processes are analyzed. In the 1901-1910 and 1951-1960 [49] Compared to R(GHCN), the standard deviation by Xie et al. [2001] is comparable in the tropics, but weaker in the extra tropics ( Figure 7 ). This is expected since the base data used by Xie et al. [2001] to form statistics has relatively low variance in the extra tropics (Figure 2 ), giving their analysis weak variations outside of the tropics.
[50] Zonal averages of decadal means, similar to those shown above, are computed for each full decade in the R(GHCN) reconstruction to better show interdecadal variations (Figure 8 ). The Southern Hemisphere means and standard deviations are strongest in the first half of the reconstruction and weaker in the second half. In the tropics the both the mean and standard deviation are strong in early and late in the record, with weaker values in the middle. That is consistent with the study of Xue et al. [2003] , who found less active ENSO variations in mid century based on SST and sea level pressure indices. The slight north-south shift in the tropical mean is also evident between roughly 1940 and 1970. There is less change in the Northern Hemisphere, but the means do show negative midlatitude anomalies in the 1930s, a period of strong drought in the United States. The degree of spatial and temporal variability exhibited by the reconstruction appears to confirm that real interdecadal changes are captured. However, further study is required before we can claim that the reconstructions can be used quantitatively, especially in the Southern Hemisphere [Efthymiadis et al., 2005] .
[51] As discussed above, cross-validation testing can be used to evaluate reconstruction skill in historical periods. The cross-validation test correlation skill for three historical ten-year periods indicates relatively little change over time (Table 3) . That consistency occurs because sampling is almost always sufficient to resolve the limited number of modes used in the reconstruction. Here skill is computed by correlation of the cross-validation test with the unfiltered OI anomalies and by correlation with filtered OI anomalies. The OI anomalies are filtered using the first 15 EOFs in each of the three regions and then combined to form the global filtered anomalies. This filtered OI resolves most climate-scale variations which are of most interest to users of a reconstruction. Since the OI filtered by the EOFs is global, there are no sampling errors introduced by the filtering process.
[52] Maps of the correlation skill for filtered and unfiltered validation data are shown for 1952 -1961 (Figure 9) . The cross-validation tests are done the same way as described in section 3.3, using the OI data sub-sampled to match historical sampling and using independent reconstruction modes. For other decades the skill maps are similar, as suggested by Table 3 . The figure shows that Southern Hemisphere extra tropical reconstruction skill is always low, especially away from land. That is true even when validated against filtered data. Best skill is in the tropics, but there is also skill in the Northern Hemisphere extra tropics. The Northern Hemisphere skill is most apparent when validated against the filtered data, and it indicates that many extra tropical climate-scale variations should be resolved by this reconstruction. Skill of the filtered data is higher because the EOF filtering eliminates all variations not accounted for by the first 15 EOFs, which includes many small-scale features that cannot be resolved by the limited sampling. Errors relative to the filtered data would be zero if 15 modes were used in the reconstruction.
Climate Modes and R(GHCN)
[53] Time series from several climate modes are regressed against the R(GHCN) precipitation anomalies, and also against the GHCN anomalies and the reconstructed SST anomalies by Smith et al. [2008] . The GHCN anomalies are smoothed and slightly expanded for clearer comparisons in the figures. A review of several important climate modes and their influence is given by Trenberth et al. [2007] . Climate mode index time series used here are the SOI [Trenberth, 1984] , the NAO [Hurrell, 1995] , a central U.S. region precipitation index, and a near-global precipitation index. The central U.S. index is the GHCN data averaged over 30°N-45°N and 85°W-110°W. This index area was chosen subjectively to illustrate global patterns associated with precipitation in this important agricultural region. It is used here to help indicate possible linkages between the area and larger-scale variations [e.g., Hoerling and Kumar, 2003] . The near-global mode is the R(GHCN) anomalies averaged 40°S-60°N, which is the region where skill is best for the reconstruction. The indices and global data used for regression are annual averages except for the NAO index. The NAO index and global data are averaged December -March. All indices are normalized before regression. The regression data are not normalized and have For each sampling period, the cross-validation test is validated over ocean areas only, against the full OI anomalies (All) and against anomalies filtered using the first 15 EOFs in each region (E15). Figure 9 . Cross-validation correlation skill for 1952-1961 sampling validated against (top) the anomalies full and (bottom) the filtered anomalies. units of°C for SST anomalies and mm/month for precipitation anomalies.
[54] The SOI SST and precipitation patterns have well known shapes [e.g., Trenberth et al., 2007] , and are shown here for later comparisons and because this is such an important climate mode (Figure 10 ). Important features include the Pacific SST anomalies which are strongest near the equator and significant into the sub-tropics. The associated tropical precipitation anomalies are more confined to near the equator, especially in R(GHCN). The GHCN data regressions are consistent with the reconstruction regressions, but better resolve land variations in regions were gauges are available. However, the reconstruction precipitation features include much more spatial detail and are quite consistent with previous studies [Trenberth et al., 2007; Xie and Arkin, 1997; Huffman et al., 1997] .
[55] A low-frequency mode, the Pacific Decadal Oscillation (PDO), has SST and precipitation anomaly patterns similar to those for SOI [Mantua et al., 1997; Zhang et al., 1997] . The PDO modulates variations in roughly the same region as the SOI variations, but PDO variations are weaker and have a lower frequency. For the east tropical Pacific [56] Another important mode of global climate variability is the North Atlantic Oscillation (NAO, see Hurrell et al. [2003] for a review). The NAO is an irregular oscillation of the wintertime tropospheric circulation in the Northern Hemisphere and its index (Figure 11) is computed from sea level pressure anomalies in the North Atlantic Ocean. It is related to a more comprehensive Northern Hemisphere mode often referred to as the Arctic Oscillation (AO) or the northern annular mode (NAM, Thompson and Wallace [2000] ). The NAO index is largely uncorrelated with the SOI index discussed above. The SST regression pattern is consistent with published studies [e.g., Seager et al., 2000] , and appears to reflect the oceanic response to surface winds anomalies associated with the NAO. The precipitation Figure 11 . (bottom) Normalized NAO index and associated regression patterns from the indicated source. The shading for R(GHCN) and GHCN is the same. The NAO and regression data are averaged from December to March. Units are degree Celsius for SST and millimeter per month for precipitation.
regressions, both from the reconstruction and the GHCN data, exhibit substantial changes away from the North Atlantic. However, the correlations of GHCN data away from the North Atlantic are lower than correlations in the NAO region, and the covariance is high because of the large much larger variance in the tropical Pacific. Thus many of these more remote large GHCN regressions are likely not significant. However, the relationship between the NAO and the NAM is strong, and so the occurrence of anomalies in the North Pacific Ocean may reflect a NAM influence on high latitude precipitation in general. Both the R(GHCN) and the GHCN regression indicate continental precipitation anomalies associated with the NAO. In the R(GHCN) regression the continental anomalies are strongest over North America and Europe. The GHCN regression indicates strong relationships in other regions that appear to be filtered out of the reconstruction.
[57] Links between the tropics and the NAO have been identified in observational [Mariotti and Arkin, 2006] and model studies [Hoerling et al., 2001; Li et al., 2006] . The R(GHCN) regression against the NAO suggests that the continental precipitation anomalies are extensions of com- prehensive meridional variations in Northern Hemisphere circulation and precipitation. The NAO oscillates between extremes of (1) strong zonal flow across the North Atlantic with a normally located but intense storm track, and (2) more blocked flow with a weaker storm track in the North Atlantic and a strong secondary storm track further south extending across the Atlantic and the Iberian Peninsula and into the Mediterranean Sea [Hurrell et al., 2003; Arkin et al., 2007] . The results here clearly show the precipitation anomalies associated with the storm track changes and suggest that a comparable shift in North Pacific Ocean storm tracks may exist. These regressions also suggest precipitation anomalies associated with the NAO in the tropics and perhaps parts of the Southern Hemisphere in the Pacific. Hoerling et al. [2001] and Li et al. [2006] suggest links between the extent of tropical Pacific SST warm anomalies and NAO phase. The results hint at teleconnections between the tropics and the Northern Hemisphere as an influence on the NAO.
[58] Using the precipitation analysis by Xie et al. [2001] , Mariotti and Arkin [2006] found the most important links between the NAO and the tropics to be in the Atlantic. In R(GHCN) there are strong SST links with the tropical Atlantic, but the precipitation links are weaker than in the tropical Pacific. Differences may occur because the R(GHCN) uses more modes in its reconstruction, and because it is roughly twice as long as Xie et al. [2001] .
[59] The central U.S. precipitation mode (Figure 12 ) shows similarities with the SOI in the tropical Pacific SST and precipitation regressions, and the SOI does have a signal in part of the central U.S. in the GHCN regression. In addition, the correlation of the central U.S. time series with the SOI time series is À0.45, which suggest that the SOI controls a part of the precipitation variance in the central U.S. However, the variance explained by this correlation is only about 20%, so other factors must influence the annual-average precipitation in this region. A model study by Hoerling and Kumar [2003] showed that U.S. and south Europe droughts are caused by cool SSTs in the eastern Pacific and warm SSTs in the western Pacific and Indian Oceans. Here the regression in the Pacific is consistent with their findings, suggesting that the ENSOlike Pacific variations are most critical to the U.S.
[60] The NAO also explains some of the precipitation variance in the central U.S. as shown by its regressions in that region (Figure 11 ). However, most of the NAO regression spatial patterns are different from those computed from the central U.S. index, although there are some similarities in high northern latitudes. The correlation between the central U.S. index and the NAO is only 0.21, which implies that the NAO controls about 4% of the central U.S. index annual-average variance.
[61] The near-global mode ( Figure 13 ) indicates highfrequency variations associated with ENSO. This is because ENSO controls so much of the near-global average used to define the mode. Correlation of the index with the SOI is À0.45. In addition, there are inter-decadal variations. Over the period there was a decrease in central tropical Pacific precipitation and increases in the west and southwest Pacific and the West Atlantic. These precipitation inter-decadal changes are associated with decreasing SSTs in the central tropical Pacific and warming almost everywhere else. The inter-decadal precipitation changes are not steady, with most change in the 1930 -1960 period. It is interesting that the patterns associated with the central U.S. and near-global precipitation resemble the SOI patterns, with some modifications. This is a reflection of the importance of the tropical Pacific to global climate variations.
[62] Evaluating changes in 20th century precipitation associated with global warming is an important for a better understanding how climate adjusts to warming [e.g., Trenberth et al., 2007] . However, comparing these nearglobal precipitation changes with those from recent satellite analyses suggests that the reconstruction may not be able to measure global changes. For example, Wentz et al. [2007] discuss increases in precipitation with global warming. In the reconstruction there is an overall decrease in precipitation over the 20th century. The reconstruction decrease is strongest in the tropics as suggested by Figure 13 . However, averaging globally still gives an overall decrease. There is also no inter-decadal variation in the last 30 years of the record, when global warming was strong. Comparison of the global averages from the reconstructions and from GPCP for the overlap period indicates differences, including the tendency for GPCP to have a positive trend compared to the reconstructions. The reconstruction base period may be too short to resolve any global-trend modes. Extending the base period by 50% or longer in our next version of the reconstruction may provide a better match of the global averages. However, if the global tendency cannot be resolved using teleconnections from over land then reconstructions such as this may never be able to resolve it.
[63] Examination of these climate modes shows the potential value of the reconstruction in detecting and helping to explain variations over the 20th century, as well as some limitations of the reconstruction. Major modes of climate variation in the tropics and northern extra tropics are resolved over the century. However, other variations such as changes in the global average may require more sampling than is available. This reconstruction could aid in diagnostic studies of climate modes and their influence on global climate, and also help to improve climate models by more clearly showing climate-scale patterns over an extended period.
Comparisons to Other Analyses
[64] Comparison of R(GHCN) to other precipitation analyses is done here using spatial statistics over the oceans only. The comparisons include two additional reconstructions based on the same modes used here: R(CPC) from 1948-2006 and R(GPCC) from 1951 -2006. In addition, the independent reconstruction of Xie et al. [2001] and the GPCP data are also compared. Comparisons are done over ocean-areas only because we are primarily interested in reconstructing oceanic precipitation, so that is were the comparison statistics are of greatest interest. Also, the comparison reconstruction by Xie et al. [2001] is an ocean only reconstruction.
[65] Comparison statistics used are the spatial correlations with R(GHCN) and the spatial standard deviation of each. The analysis with the most limited global extent is the Xie et al. reconstruction, which is 60°S-75°N over oceans only. All other analyses are masked to the same region and spatial statistics are computed over that region.
[66] The R(GHCN) anomaly spatial standard deviation is roughly consistent over the analysis period, indicating that it is not weakened by too few data in early periods (Figure 14) . However, there are slight change in the standard deviation, with low values around 1950-1980 and higher values earlier and later. In addition, there are higher values associated with ENSO episodes, when tropical anomalies are larger than usual.
[67] The other shorter-period analyses show similar standard deviation changes in the overlap period, but they tend to be offset from the R(GHCN) values. The R(GPCC) and GPCP values are both larger while the R(CPC) and Xie et al. values are both more similar to the R(GHCN). Both R(CPC) and Xie et al. use the same gauge data. Because R(GHCN), R(GPCC), and R(CPC) are all reconstructions using the same methods and the same set of modes, their differences indicate the importance of the input data to reconstructions. The GPCP uses satellite data, so it is expected to have larger standard deviations because the satellites will resolve variations that are filtered out of the reconstructions (see Figure 14) . [68] Spatial correlations of the comparison analyses with R(GHCN) indicate higher values associated with ENSO when they can be 0.8 or higher (Figure 15 ). In non-ENSO periods correlations may drop to 0.2, including correlations with R(CPC) and R(GPCC), which are based on the same modes as R(GHCN). All correlations are similar after about 1980. In earlier years the Xie et al. correlations are lower than later, suggesting that there could be analysis problems in the pre-satellite period. Their analysis uses modes from infra red satellite estimates beginning 1979. These correlations highlight the importance of the input gauge data to reconstructions, especially in non-ENSO periods when the signal is weaker. Correlations are all low after about 2000, when the GHCN data become much sparser (Figure 2) . The influence of the data drop off in recent years could be minimized by including satellite-based data in the reconstruction for recent years. Since the satellite data would be filtered by the EOF modes, its use in the reconstruction should not cause large jumps in the variance compared to earlier periods.
Summary and Future Directions
[69] The new precipitation reconstruction, R(GPCP), reconstructs variations with skill between roughly 40°S and 60°N. Outside of this region there are too few gauge data for reliable reconstructions. As Table 3 shows, the cross-validated anomaly correlation, validated against filtered data, is typically about 0.6 globally. In the 40°S-60°N region where most of the skill is concentrated the correlations are slightly higher, while outside the region correlations are typically about 0.4. If the zonal averages of the cross-validated precipitation anomalies are validated against the zonal average filtered anomalies, we find that the correlation of the zonal average is higher than the zonal average correlation at about 60°S (roughly 0.5 vs. 0.4). Thus even in the Southern Ocean there may be useful skill for the evaluation of zonal averages.
[70] Because the reconstructions rely on only the leading large-scale modes of variation, they cannot represent smallscale processes or variations that are not represented in the base period. In regions with gauge data the reconstructions are broadly consistent with the data. Reconstructions such as this are best for investigating climate-scale processes, which typically have timescales of inter-seasonal or longer and space scales of roughly 20°or larger. This can include interannual or inter-decadal large-scale variations, which are evident in the reconstruction. However, the short base period may limit the reconstruction ability to represent inter-decadal variations, which may need a longer base period to adequately represent them in the reconstruction modes.
[71] Reconstruction users need to keep in mind its limitations. As noted above, gauge sampling limits useful skill to roughly 40°S-60°N. In regions where there is skill, uncertainties in the input gauge data affects the results, although large signals such as ENSO are consistent. Different gauge data sets are broadly consistent, but they have differences which are reflected in reconstructions using them. Besides gauge uncertainties, the reconstruction also filters out small-scale variations and any other variations not spanned by the leading modes used for reconstruction. That mode filtering tends to weaken reconstruction variance compared to the variance of satellite-based analyses.
[72] This reconstruction is successful in the sense that it gives useful skill and better represents large-scale extratropical variations than earlier reconstructions. However, we believe we may be able to improvements the reconstruction and that is our next goal. One limitation on R(GHCN) is the relatively short base period used to compute reconstruction modes. In the near future we plan to extend this base period by roughly 50% or longer, which would yield better reconstruction base modes. With this longer base period the reconstruction methods can be re-evaluated and retuned, and should give better skill. To overcome the problem of the recent decrease in gauge sampling since 1990 (Figure 2 ) the recent period GHCN can be supplemented with data from GPCC or satellites. That will help Figure 14 . Global oceanic spatial standard deviation for R(GHCN), the heavy solid line, and the other indicated analyses. Standard deviations of annual averages are smoothed with a 3-year running mean for clarity . Figure 15 . Global oceanic spatial correlation between R(GHCN) and the other indicated analyses (1948 -2006) . Correlations of annual averages are smoothed with a 3-year running mean for clarity. the skill in recent years. Because the data are filtered by EOF modes these data additions should not cause a jump in the variance. However, there will still be few gauges in the Southern Hemisphere and in polar latitudes, and there may not be much improvement outside of the area 40°S-60°N.
[73] Another way to potentially improve reconstructions is to merge the statistical precipitation reconstruction with output from an extended atmospheric reanalysis [e.g., Compo et al., 2006] . The precipitation from an extended reanalysis may itself have limited skill, but if its skill is obtained from sources independent of the gauges then statistically merging it with the reconstruction should give a superior product.
