Protein-Protein Interaction (PPI) networks have been widely used for the task of predicting proteins involved in cancer. Previous research has shown that functional information about the protein for which a prediction is made, proximity to specific other proteins in the PPI network, as well as local network structure are informative features in this respect. In this work, we introduce two new types of input features, reflecting additional information: (1) Functional Context: the functions of proteins interacting with the target protein (rather than the protein itself); and (2) Structural Context: the relative position of the target protein with respect to specific other proteins selected according to a novel ANOVA (analysis of variance) based measure. We also introduce a selection strategy to pinpoint the most informative features. Results show that the proposed feature types and feature selection strategy yield informative features. A standard machine learning method (Naive Bayes) that uses the features proposed here outperforms the current state-of-the-art methods by more than 5% with respect to F-measure. In addition, manual inspection confirms the biological relevance of the top-ranked features.
Introduction
In recent years, much effort has been invested in the construction of protein-protein interaction (PPI) networks [1] . Much can be learned from the analysis of such networks with respect to the metabolic and signalling processes present in an organism, and the knowledge gained can also be prospectively employed e.g. to the task of protein function prediction [2, 3, 4, 5, 6, 7, 8, 9] , identification of functional modules [10] , interaction prediction [11, 12] , identification of disease candidate genes [13, 14, 15, 16] and drug targets [17, 18] , according to an analysis of the resulting network [19] .
Wu et al. [20] present an excellent overview of multiple methods for detecting proteins involved in cancer or disease. Among the different methods discussed in [20] , "guilt-by-proximity" methods are well known. Methods classified in this category are based on the assumption that proaches mentioned above all do this in some way. In this work, we propose two new types of input features, reflecting additional information that can be extracted from a PPI network: (1) Functional Context: the functions of proteins interacting with the target protein (rather than the protein itself); (2) Structural Context: the relative position of the target protein with respect to specific other proteins selected according to a novel ANOVA (analysis of variance) based measure. We show that these features have good predictive power. It is not our goal to compare different machine learning algorithms; we restrict ourselves to the Naive Bayes classifier. The performance of the method might be optimized by using another learning method, but we expect the difference to be small (see also Li et al. [26] ). Our main claim lies in the usefulness of the new features.
Methods

Formal Definition
We consider a PPI network as an undirected annotated graph (P, E, λ) where P is a set of proteins, E ⊆ P × P is a set of interactions between these proteins, and λ is a so-called annotation function; for each p, λ(p) denotes the additional information we have about p (for instance, its GO annotations). In this work, we assume that λ(p) simply lists all the GO functions that are associated with p; we call it the function set (or function vector) of p, and denote it F S(p). If F = {f 1 , f 2 , . . . , f n } is the set of all the functions in the network, then F S(p) is an |F |-dimensional binary vector; the i'th component of F S(p), denoted F S i (p), is 1 if function f i is associated with p, and 0 otherwise. We will also write f i ∈ F S(p) to denote F S i (p) = 1.
Protein Description Based on Functional Context
Given a protein p, we define the interactor set of p, denoted IS(p), as the set of proteins it interacts with, i.e., IS(p) = {q|(p, q) ∈ E}. Besides the function vector of p itself, we also define the "interacting function counts" vector IF C(p), which indicates for each function how many interacting proteins are annotated with that function:
Note that, while methods for predicting involvement in cancer have considered GO annotations of proteins as predictive features (e.g., [25, 26] ), no methods up till now have considered GO annotations of the neighbors of those proteins at the same time. That is, for predicting involvement in cancer of a protein p, the F S(p) vector has been considered as a predictive feature, but the vector IF C(p) has not. One may wonder what the advantage is of using GO annotations of related proteins, rather than the protein itself. One argument is that GO annotations are often incomplete, and by collecting GO information from the neighbors of a protein p, we may get more information about p itself. This argument is backed up by the fact that GO annotations of proteins can often be predicted well from the GO annotations of their neighbors; see, e.g., [4, 27] . However, as we will show, this is not the only effect; there is also a direct relationship between a protein's involvement in cancer and the GO annotations of the proteins it interacts with.
We will refer to the information in F S(p) and IF C(p) as the functional context of p. We experimentally compare two different versions of this functional context: using F S(p) only as input vector (i.e., ignoring the information in the neighborhood of p), and using the sum of F S(p) and IF C(p) as input vector (thus taking into account functional information about the neighborhood of p, including p itself). We call these two approaches F S and F S + IF C, respectively.
As defined above, the F S(p) and IF C(p) vectors have high dimensionality; the number of components equals the number of functions in the Gene Ontology. A natural way to reduce this dimensionality is using a feature selection method to filter out the least interesting features (functions, in this case). An often used measure for determining the relevance of a binary feature F for a class variable C is the χ 2 score, defined as follows:
where a, b, c and d are defined by the contingency table in Table 1 . 
b+d a+b+c+d a, b, c, and d count the number of times F and C have the corresponding value. The χ 2 value of F w.r.t. C is derived from this.
In our case, the class variable C indicates whether a protein p is involved in cancer or not, and the binary feature F indicates whether a particular component of
Apart from allowing us to reduce the dimensionality of the vectors describing a protein p, the χ 2 measure also ranks functions from highly relevant (for predicting involvement in cancer) to less relevant.
Protein Description Based on Structural Context
Besides the functional context of a protein, defined before, we will also consider its so-called structural context. This structural context relates to the relative position of p in the network.
Several methods discussed in Wu et al. [20] describe each protein p based on the shortest-path distance of p to some previously known cancer/disease proteins. We refer to this category of methods as "distanceToCancer" methods (DisToCancer).
Alternatively, we can describe a protein's position relative to other proteins than only cancerrelated ones. Rahmani et al. [3] proposed a relevance measure for proteins that is inspired by statistical ANOVA (analysis of variance), and showed that shortest-path distance to a relatively small number of proteins (selected according to the ANOVA-based measure) is informative for the task of function prediction in the PPI networks. Since the ANOVA method works well for function prediction, it is natural to check whether it also gives good results for the task of predicting cancer-related proteins, and this is one of the purposes of the current study. We therefore propose the use of similar features for predicting proteins involved in cancer.
The ANOVA-inspired selection measure (briefly, ANOVA) is defined as follows. Let P + be the set of proteins labeled as being involved in cancer, and P − the set of proteins not labeled as such. For each protein q, we introduce a feature d q ; d q (p) denotes the shortest-path distance between p and q (viewed here as a feature of p). We consider for each q the mean and variance of d q (p), taken over all cancer-related and non-cancer-related p:
Seeing P + and P − as two groups of proteins, the following formula compares the variance between groups to the variance within groups (as it is used for relative ranking only, constant factors are dropped):
A high A q means that d q varies little within groups and/or much between groups, which indicates that d q has high predictive power for the group. Features d q can be ranked according to A q , and the top-k features selected as actual features to be included in the description of all proteins. We will call the category of methods that use these features DisToAnova methods, or DisToAnova(k) when referring to a particular setting for the parameter k.
Finally, we can combine the information in the DisToCancer and DisToAnova descriptors; we do this by first filtering the proteins, retaining only those known to be involved in cancer, and ranking these according to the Anova criterion. This combined version is referred to as DisToCancerAnova.
Protein Description Based on Functional and Structural Context
This refers to protein descriptions that include both information from functional and structural context. The input consists of the F S + IF C vector concatenated with any one of the three structural description vectors DisToCancer, DisToAnova and DisToCancerAnova discussed in section 2.3. This will result in three integrated methods (F S + IF C)-DisToCancer, (F S + IF C)-DisToAnova, and (F S + IF C)-DisToCancerAnova. If the dimension size of the new integrated description vector is n + m, then the first n dimensions describe the protein p based on functional information about the neighborhood of p, including p itself. The remaining m dimensions describe p based on its shortest-path distance to some selected proteins according to different structural categories "DisToCancer", "DisToAnova" and "DisToCancerAnova".
The Naive Bayes Classifier
Given a particular set of features, any machine learning method can be used to learn a predictive model. In this paper, we use the Naive Bayes method. We use the standard version; we here describe it for completeness.
The naive Bayes classifier predicts the class that has the highest estimated conditional probability given the feature values. It estimates the conditional probability distribution of the target class C, given the values of features F i , by applying Bayes' theorem and assuming conditional independence among the features. That is, P (C|F 1 , . . . , F n ) is rewritten as follows:
and next, p(F 1 , . . . , F n |C) is approximated by
. This approximation becomes an equality when the features are conditionally independent of each other given the class, that is,
While this strong independence assumption does not always hold in practice, Naive Bayes turns out to work well in practice, for the purpose of classification, even when it is violated.
The p(F i |C) factors are easily estimated from relative frequencies in the dataset, and the denominator p(F 1 , . . . , F n ) is dropped in practice because it is constant in C and hence does not affect which value of C maximizes the conditional probability.
Apart from classification, Naive Bayes can also rank classes from more likely to less likely by ordering them according to their estimated conditional probability.
Predicting Cancer-related Proteins
In our experiments, we will evaluate the quality of the proposed features and feature selection techniques by applying the Naive Bayes classifier to various combinations of features and feature selection methods. More concretely, for each run:
4. We evaluate the predictive performance of naive Bayes using this dataset (based on, e.g., cross-validated F-measure, see later).
Capacity Identification of New Cancer-Related Proteins
Beside the numerical evaluation mentioned above, we also want to evaluate to what extent the proposed methods predict biologically meaningful results. We now describe an approach to find literature evidence for genes predicted to be involved in cancer even when they were not annotated as such in the training data. It consists of the following steps:
1. We build a new training set containing all the proteins annotated as being involved in cancer (positive set) in addition to 500 randomly selected proteins (negative set). Even though we are not sure that all of these random proteins are negative, it is very likely that the majority of them are negative. The remaining positive cases constitute noise in the training set.
2. We build a test set containing all the remaining proteins in the network.
3. We select m functional features based on the F S + IF C method.
4. We select n structural features based on the ANOVA method.
5. We describe train set and test set based on the m + n selected features.
6. We apply the naive Bayes classifier for ranking the proteins in the test set.
7. We use CiteXplore [28] to search for the highest-ranked candidate proteins in the literature.
Results
Dataset
We evaluate our methods on the dataset used by Milenkovic et al. [24] . This dataset is the union of three human PPI datasets: HPRD [29] , BIOGRID [30] and the dataset used by Radivojac et al. [31] . When we say "union", we mean that the new network contains all the nodes and edges (proteins and interactions) found in either of these networks. The aim of merging these three datasets was to obtain as complete a human PPI network as possible, i.e., a network that covers with its edges as many proteins in the human proteome as possible. We denote as "known cancer genes" the set of genes implicated in cancer that is available from the following databases: Cancer Gene Database [32] , Cancer Genome Project-the Cancer Gene Census [33] , GeneCards [34] Kyoto Encyclopedia of Genes and Genomes [35] and Online Mendelian Inheritance in Man [36] . Some statistical information is shown in Table 2 . We have chosen to evaluate our methods on this dataset to make a precise quantitative comparison to their graphlet-based method possible. While the dataset employed here is of high quality, as it is based on large and widely employed datasets, it should be kept in mind that it is not trivial (or in the narrow sense probably even impossible) to define it in a flawless fashion. One of the limitations lies in the role of 'genes involved in cancer' -cancers are different, so while a gene may play a role in one cancer, it might play no role at all in another one. Also, there are spatial and temporal conditions involved in the annotation we do not include here. On the other hand, a limitation lies in the construction of the interactome we define in our dataset. Again, temporal conditions are excluded, and likely many interactions have not been identified in experiment yet; hence our dataset likely contains a substantial number of missing annotations (while likely also false positive interactions are included due to experimental noise and errors). Nonetheless, the dataset employed here is as good as we can do currently both in size and quality; and, in particular, it has been employed in related studies before, which enables us to perform benchmark experiments in a comparative manner by utilizing it.
This dataset determines uniquely the network structure, and therefore the values of all features, used in our experiments. The actual datasets we use differ only with respect to what features are included.
Biological Interpretation of the Most Relevant Functions
The number of different functions occurring in our human dataset is 9833; this is also the dimensionality of F S and IF C if no dimensionality reduction is used. As mentioned before, we can use a χ 2 -based feature selection method to reduce this number; at the same time, this technique ranks functions according to how relevant they are for prediction of cancer involvement. Tables 3, 4 and 5 show the 20 highest ranked functions. As the Gene Ontology actually uses three domains (biological function, molecular function, cellular component), we have separated the functions according to their domain.
Most Relevant Functions in F S
Searching the most relevant functions in the cancer literature proved the usefulness of chisquare for detecting these functions. For example, based on cancer literature, function "GO: 0008284" is involved in various cancers: "Breast Cancer", "Prostate Cancer" and "Lung Cancer". Besides using the statistic to select a limited number of features, we can also use it to inspect the top-ranked functions, which can be used both as a soundness check (are the func- tions that we expect to be relevant indeed highly ranked?) and as a method for discovering potentially new information (when there are unexpected functions among the top-ranked ones).
Many of the biological functions contained in Table 3 are obviously related to cancer, such as GO:0008284, the Positive regulation of cell proliferation, which is a synonym for uncontrolled cell growth, as are positions 3, 5 and 10 in the list (GO:0045944 Positive regulation of transcrip-tion from RNA polymerase, GO:0006355 Regulation of transcription, DNA-dependent and GO:0045941 Positive regulation of transcription). Similarly, position 4 (GO:0008285 Negative regulation of cell proliferation) has an obvious connection to cancer; where positive stimulation of cell growth can stimulate tumor growth, an inhibition of the negative regulatory elements will have the very same effect. Fibroblasts are involved in wound healing, a process not taking place properly in cancerous settings [37] . We can also find biological processes linked to small molecules in the list, at positions 6 and 7, namely GO:0014070 Response to organic cyclic substance and GO:0042493 Response to drug. It is known that many carcinogenic substances such as benzo[a]pyren, or even smaller molecules such as benzene, are linked to cancer risk. Unfortunately, one of the limitations of the GO terms is their low selectivity; hence the term 'response to drug' remains rather vague. Positions 9 and 12, GO:0001658 Branching involved in ureteric bud morphogenesis and GO:0001656 Metanephros development, are both linked to growth factors, and hence in turn to the development of cancers.
Molecular functions returned as significantly enriched among cancer genes, listed in Table 4 , frequently refer to transcription factor (position 1) and kinase activity (positions 2 and 5). On the other hand, the cellular component category was less revealing, only listing one significantly enriched category related to cancer genes -the nucleus (where increased transcription takes place, leading to uncontrolled cell growth). Unfortunately, the GO term employed is too general to draw more detailed conclusions from this analysis.
Most Relevant Functions in F S + IF C
18 out of 20 functions with the highest χ 2 , calculated based on the F S + IF C method, belong to the Biological Process ontology and are listed in Table 6 . As is apparent from Table 6 (when compared to Table 3 , which results from the use of the F S method), very different discriminative GO terms from the Biological Process ontology are retrieved. Many biological processes retrieved by this method seem to be more specific, such as GO:0043491 at position 1, naming the protein kinase B signaling cascade as involved in cancerogenesis (which is known from literature [38] ). It is interesting that now also secondary processes known to be relevant for cancerogenesis and, in particular, cancer growth and the formation of metastases, are captured (which was not the case by purely applying the F S method), such as at position 6 (GO:0001525) for the formation of blood vessels essential for the rapid growth of cancerogenous tissue, and at position 12 (GO:0030335) with respect to cell migration, important for the formation of metastases. Also novel in the list are biological processes related to insulin and the insulin-like growth factor receptor (IGFR), at positions 2 (GO:0048009) and 5 (GO:0032869). This is supported by literature, as insulin has been linked to pancreatic cancer development [39] , while the literature regarding insulin-like growth factor receptor is still inconclusive [40, 41] . Still, due to their apparent role in cell proliferation, it is certainly a possibilty that IGFRs play a role in the development of at least some cancer subtypes.
As shown in Table 6 , chi-square values when calculated based on F S + IF C are greater than the chi-square values when we use the FS method for the calculation, illustrating how our additional annotations add information to the feature selection step; P-values of all the highly ranked functions are < 0.0001 which is very significant.
Overall, from the discussion above, it becomes apparent that the F S + IF C method, as proposed in this work, is able to retrieve significantly different biological processes, compared to using the F S method; thus it adds to the information that can be gained from the same set of data. Hence, we suggest it to be a worthwhile method to be employed in the analysis of signaling networks, as shown in this particular case study. 
Biological Interpretation of the Most Discriminative Proteins
Our dataset contains 10,282 proteins. The DisToAnova method uses the ANOVA measure to select the most relevant among these. More detailed information could be obtained from an ANOVA analysis of the most relevant proteins among the full set of 10,282 proteins. Table 7 shows the 10 proteins with the highest ANOVA measure.
Zinc finger protein (ZNF467) is known to be upregulated in a variety of breast cancers; however usually its close link with BRCA1 has been seen as the reason for its causal relation with cancers [42] . STATIP1 is involved in histone H3 and H4 acetylation and its interactions with STAT3 and JAK1/2 -which are all involved in cell growth and differentiation processes -have been documented in literature [43] . JUNB has been documented as a proto-oncogene and IL22 (along with its subunit IL22RA2) is involved in Stat3 phosphorylation [44] . FGFR4 (fibroblast growth factor receptor 4) is associated with cancer nearly by definition (and in alignment with fibroblasts being identified earlier in the context of biological functions). The chemokine ligand 1 receptor, CCL1, has been implicated in cancer before and also it has been suggested as a therapeutic target in this context [45] . Platelet derived growth factor C (PDGFC) is part of the PDGFR-alpha signalling pathway and the influence of PDGFR expression on metastatic behaviour has been well documented [46] . STAT1 is involved in cell growth processes [47] , hence its appearance in this list is reasonable. C20ORF185 is an interesting case in that it is annotated as possibly being involved in recognizing/binding specific classes of odorants or serving as a defence mechanism by removing pathogenic microorganisms from the mucosa [48] . On the other hand, its recommended name is the "Long palate, lung and nasal epithelium carcinoma-associated protein 3 precursor", rendering its inclusion in the list of proteins most involved in cancer reasonable. 
Comparing Different Contextual Methods
We divided the dataset into a training set containing 90%, and a test set containing the remaining 10%, of the proteins for the selection of contextual method and tuning. For the final evaluation we use 10-fold cross-validation. Features were selected according to the above-mentioned χ 2 and ANOVA methods; in both cases only the training set was used to rank features according to relevance. We have varied the number of features (functions for functional context methods, proteins for structural context methods) from low to high, in order to investigate the effect of this parameter on predictive performance.
With each method, we predict the cancer-relatedness of the nodes in the test set using our various methods, and evaluate the predictions according to Recall, Precision and F-measure:
where proteins involved in cancer are considered as the positive class, and tp, f p and f n denote the number of true positives, false positives, and false negatives, respectively. 300, 400, 500 with respect to F-measure, Precision and Recall. Independent from the function count, the F S+IF C method always outperforms the F S method with respect to F-measure and this proves our assumption about the usefulness of considering the whole functional context of proteins (not just the functions of the protein itself but also those of its neighbors) for predicting the proteins involved in cancer. The best obtained F-measure with F S is 29% while the best obtained F-measure for F S + IF C is 37% in one case and 35% in three cases.
These results show that considering the functional annotation of the neighbors allows for more accurate prediction of which genes are involved in cancer. Since it was already known that the functional annotation of a protein's neighbors can be used to predict the protein's own functions [4, 27] , and that the protein's own functions are relevant for its involvement in cancer [25, 26] , one might wonder to what extent our results are simply a consequence of these two facts. We can test this by enriching proteins in the PPI network with predicted GO annotations (predicted from the GO annotations of their neighbors), and next applying the FS method. We tested this by using a Majority Rule method [4] for enriching the GO annotations of the proteins, in two different ways. In the first approach, we perform function prediction for each protein p which |F S(p)| = 0 (reasoning that if a protein is not annotated with any functions, it is likely that its functions are simply not known), while in the second, less conservative, approach, we extend the function set of each protein p with |F S(p)| < 10 to a total of ten functions. In the notation employed here, the || operator returns the size of the function set of protein p, with 10 being the average function count of proteins in our dataset before applying the Majority Rule method. We call the enriching approaches "Unclassified" and "Extended", respectively. Figure 2 compares the F S and F S + IF C methods with their "Unclassified" and "Extended" versions, and we can see that there is no major difference between the original methods employed, compared to their respective functionally enriched versions. This confirms that the functions of neighboring proteins directly influence disease-relatedness; the influence cannot be explained by the relationship between the functions of neighboring proteins on the one hand, and between a protein's own functions and involvement in disease on the other hand. (As disToCancer has no natural criterion for selecting a subset of cancer-related proteins, proteins were selected randomly in this case, to arrive at comparable counts.) It turns out that, in order to get reasonable F-measure results, selecting less than 30 proteins is enough in the structural context methods. With respect to F-measure, methods using ANOVA for selecting the important proteins almost always outperform the method that selects previously known cancer-related proteins.
In Figure 4 , we show the result of integrating the functional context method F S+IF C with any one of the three structural context methods, disToAnova, disToCancer and disToCancerAnova. We vary the number of analyzed functions from 5 to 30, and the number of analyzed proteins from 1 to 40. The integration of F S + IF C with disToAnova slightly outperforms the other two integrated methods. Although it may seem that applying the ANOVA method results in only small numerical improvements, Figure 4 shows that its integration with the functional annotation of the proteins consistently results in improved results with respect to F-measure values. Compared to functional and structural context methods, the integrated method gives rise to more cases (17 out of 52 in (F S + IF C)-DisToCancerAnova, as opposed to 0 out of 52 in F S + IF C) with F-measure over 35% (and up to 39% in one case). 
Comparing with Previous Methods
Milenkovic et al. [24] have evaluated their method using a leave-one-out cross-validation and report an F-measure of 24%. They compare this result to that of Aragues et al. [22] , who use information from heterogeneous data sources: (i) Protein Protein Interaction networks, (ii) differential expression data, (iii) structural and functional properties of cancer genes; Aragues et al. report an F-measure of 18.15% for their method. Further, we will compare our results to the method of Furney et al. [25] . As Furney et al. reported results on another dataset, to obtain more comparable results we have implemented their method by selecting 100 functions based on the chi-square value, describing each protein based on those selected functions, and using the Weka machine learning system to apply Naive-Bayes for predicting the proteins involved in cancer. Thus, all the methods are compared on exactly the same dataset.
Our method uses as parameters the number of functions and proteins to be selected by the feature selection method. To optimize these parameters, we divided the human dataset into three parts: 80% for training the model with a particular parameter setting; 10% for tuning the different parameters (that is, models trained with particular parameter values are tested on this 10% and the parameter settings that perform optimally here will be used for the final evaluation), and 10% for evaluating the model; note that this last 10% was not involved in the training in any way. Table 8 shows the optimal parameter settings for each method. The method (FS+IFC)-DisToCancerAnova which considers network contextual information outperforms all other proposed methods. Figure 6 compares our best proposed method with previous methods using 10-fold crossvalidation. The method (FS+IFC)-DisToCancerAnova which considers network contextual information outperforms the previous methods (Furney et al. [25] , Aragues et al. [22] and Milenkovic et al. [24] ), by 5%, 13% and 8%, respectively, with respect to F-measure. 
Random Feature Selection
In this section, we compare the proposed feature selection methods with random selection of proteins or functions. We select 100 functional and 10 structural features. We repeat the steps discussed in section 2.6, 1000 times. Figure 7 compares our proposed methods with their corresponding Random versions. It turns out that the feature selection algorithms outperform random selection in all cases, with F-measure improvements from 9% (for disToCancer, which also selects randomly but only among proteins known to be cancer-related) up to 26% (for FS). P-values of all the results are < 10 −6 which is very significant.
There is a remarkable difference between the FS and FS+IFC based methods with respect to the effect of feature selection: the improvement over random feature selection is much greater for FS+IFC than for FS. The reason for this is that the FS vectors contain mostly zeros (a single protein has only few functions), and random selection is therefore likely to end up with all-zero descriptions for many proteins. The FS+IFC vector, however, is much sparse, because it takes more proteins into account; here, random feature selection results in less informative features, but not in a complete loss of information. Table 9 lists the highest-ranked newly identified cancer-related proteins according to the steps discussed in section 2.7. ("Newly identified" here means that the proteins were not indicated as cancer-related in the dataset, yet predicted as such by our method.) We described proteins in the test set based on 100 functional features (m = 100) and 10 structural features (n = 10). Given that, since the compilation of our dataset, novel literature linking genes to diseases (such as, in this case, cancer) have been identified, we attempted to find literature evidence for our novel gene-cancer links. As evident from Table 9 , we found such evidence in a surprising number of at least 18 of the 20 highest-ranking genes that were not annotated in this way in the training dataset.
Capacity Identification of New Cancer-Related Proteins
As can be seen, the majority of genes is now associated with breast cancer (14 out of 20), which is likely due to the fact that genotyping is currently routinely performed in this cancer type due to the different personalized treatment options available. The three genes with the least current literature information linking them to cancer are CORO2A (coronin, actin binding protein, 2A), DAZ1 (deleted in azoospermia 1) and CRSP7 (cofactor required for Sp1 transcriptional activation, subunit 7, 70kDa; now MED26, mediator complex subunit 26). However, CORO2A is involved in cell cycle progression which makes its link to cancer at least plausible. DAZ1 is involved in spermatogenesis, and it is hypothesized to bind to the 3'UTR of mRNAs to regulate their translation. While involvement of this gene in adult cancers is probably not the case, a link to regulation and cell cycle progression is also given here. Likewise, CRSP7/MED26 is a cofactor required for transcriptional activation of RNA polymerase-II dependent genes -hence, while unspecific, the link of the highest ranked genes with respect to their involvement in cancer [25] , Aragues et al. [22] and Milenkovic et al. [24] ), by 5%, 13% and 8%, respectively, with respect to F-measure.
gives a consistent link to transcriptional and, more general, cell cycle regulation events.
Overall, we were able to find literature evidence for most genes predicted to be involved in cancer, but not annotated in this manner in our training dataset. This underlines the quicklyevolving knowledge in the molecular biology field, but it also gives us more confidence that we are prospectively able to identify cancer-related genes with the approach described in the current work. 
Discussion
Previous work on predicting cancer-related proteins based on PPI networks has mostly focused on the functional information about the protein for which a prediction is made, or proximity of known cancer-related genes in the PPI network. Several methods have been described that take into account more general features related to the graph structure, with good results. In this article, we introduced two new types of features, reflecting additional information: (1) the functions of proteins interacting with the target protein; (2) the relative position of the target protein with respect to specific other proteins, as measured by shortest-path distance.
We observed that the functions of proteins interacting with the target protein are informative: they offer additional information over the functions of the target protein itself. We showed that for the task of predicting cancer-related proteins, a relatively small number of GO functions suffices to obtain maximal predictive accuracy. We also observed that shortest-path distances to Anova selected proteins in the network are more relevant for predicting cancer-related proteins comparing to shortest-path distances to other cancer-related proteins. We found that a small number of such fixed proteins (10, in our experiments) is sufficient to obtain good predictive power. Applying a simple and efficient machine learning method (naive Bayes) to the combination of these new types of informative features, we predicted cancer-related proteins with higher accuracy than any previous PPI-based methods on the same dataset. What is particularly remarkable of the current work is that not only our classification results improve upon previous methods, but that also our 'false' positive predictions could in many cases be verified to be linked to cancer in more recent literature. Namely, we analyzed a list of 20 newly found cancer-related proteins that were identified by our method, and we found that virtually all of them (at least 18 out of 20) could be linked to cancer in scientific publications.
To sum up briefly, we have shown that our proposed features are informative for predicting cancer-related proteins, as they increase the accuracy of predictive models and have a biological interpretation.
