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PIS に基づく最長単調部分列の算出アルゴリズム
倪　　　永　茂
はじめに
数列 {bn} に対して、bn ＜ bn+1 を満たすとき、
数列 {bn} は単調増加といい、bn ＞ bn+1 を満たす
とき、数列 {bn} は単調減少という。単調増加も
しくは単調減少な数列を総称して単調数列と呼ぶ
ことにする。
与えられた数列 {an} において、ab1 ＜ ab2 ＜…
＜ abi ＜…＜ abk (1 ≦ i ≦ k) となる部分列 {abi} を
数列 {an} の単調増加部分列といい、ab1 ＞ ab2 ＞
…＞ abi ＞…＞ abk (1 ≦ i ≦ k) となる部分列 {abi}
を数列 {an} の単調減少部分列という。単調増加
部分列もしくは単調減少部分列を本文ではまとめ
て単調部分列と呼ぶ。なお、k は単調部分列の長
さを表す。
最長単調部分列とは、単調数列の中から最も大
きな k となる単調部分列のことを指す。最長単調
増加部分列 (Longest Increasing Subsequence、LIS)、
および最長単調減少部分列 (Longest Decreasing 
Subsequence、LDS) に分けて考えることができる。
与えられた数列 {an} について、
(1) その最長単調部分列の長さ k の算出
(2) その最長単調部分列 {abi} の抽出
(3) 最長単調部分列ではないが、指定された長
さの単調部分数列 {abi} の抽出
等を明からにするのが本文の目的である。そのた
めに使うアルゴリズムを示すと共に、それらの計
算量を明示する。
最単調部分列についての研究は古く（Schensted 
1961:179-191、Hunt 1977:350-353）、 計 算 量 が
O(nlogn) であるアルゴリズムが存在することも広
く知られている。その計算効率性や多くの応用問
題に利用できることで、近年再び注目を集めてい
る。
本文の貢献は最長単調部分列の算出に、数列
{an} の各項に位置情報 PIS に基づくことにある。
PIS から目的の (2),(3) の算出に計算量 O(n) で行
うことができる。
１．PIS の算出アルゴリズム
LIS または LDS の計算に、以下のように少な
くとも異なる３つのアルゴリズムが存在するこ
とが広く知られている。（http://eli.thegreenplace.
net/2006/04/18/longest-increasing-subsequence/）
1. 最 長 共 通 部 分 列 (Longest Common 
Subsequence) を利用するアルゴリズム。元の数列
{an} と、ソートされた {an} との最長共通部分列
に基づいている。計算量は O(n2) である。
2. ダイナミックプログラミングによるアルゴリ
ズム (NI 2006)。計算量は O(n2) であるが、定数分
だけ１. の計算法よりも効率的である。
3．Greedy 法によるアルゴリズム (Thomas H. 
2003)。計算量は O(nlogn) である。知られている
最も効率的なアルゴリズムである。
ここでは、計算量は O(n2) であるが、1. と 2. と
異なる計算アルゴリズムをまず 1.1 に示す。上記
の 1. と 2. と比較して、1.1 に示すアルゴリズムの
利点は理解のしやすさと位置情報 PIS の算出にあ
る。また、その高速版である O(nlogn) のアルゴ
リズムを 1.2 に示す。
PIS とは、数列 {an} の各項 an に対し、その項
を通る LIS（または LDS）が存在するならば、そ
の項が LIS（または LDS）の何番目に位置するか
を表す値である。分かりやすくするため、ここか
らは、LIS に対する PIS を LIS-PIS と書き、LDS
に対する PIS を LDS-PIS と書くことにする。
たとえば、数列 {an} = -7, 9, 2, 3, -6, 8, -2, 1 に対
し、LIS の一つは -7, 2, 3, 8 であり、長さ k = 4 で
ある。また、LDS の一つは 9, 2, -2 であり、長さ
k = 3 である。LIS-PIS は 4, 1, 3, 2, 3, 1, 2, 1 となり、
LDS-PIS は 1, 3, 2, 2, 1, 2, 1, 1 となる。
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1.1 O(n2) 計算法
ここでは、計算量が O(n2) であるアルゴリズム
を示す。実用的な C 言語プログラムは付録につ
ける。
アイデアは、数列 {an} において各項 an の後ろ
に、an よりも値の大きい（LIS-PIS 算出の場合）、
または値の小さい（LDS-PIS 算出の場合）の項の
個数を計算することである。
アルゴリズム 1
（主な変数） 配列は添字 0 からスタートする
N: 数列 {an} の長さ
A[ ]: 数列 {an} が格納されている配列
LIS-PIS[ ]: LIS に対する PIS 情報（配列）
LDS-PIS[ ]: LDS に対する PIS 情報（配列）
(Step 1) 初期化
LIS-PIS[N-1] = 1, LDS-PIS[N-1] = 1
(Step 2) 繰り返し処理
数列 {an} を末尾 2 番目から先頭に見ていく、つ
まり、i は N-2 から 0 に変化させていく。
(Step 2.1) 一時変数の初期化
x = 0, y = 0
(Step 2.2) 繰り返し処理
i の直後から末尾まで比較していく、つまりｊ
は i+1 から N-1 に変化させていく。
(Step 2.2.1) 数列 {an} の項の比較
もし A[I] < A[j] かつ LIS-PIS[j]>x ならば、x
に LIS-PIS[j] の値を代入する。
もし A[I] > A[j] かつ LDS-PIS[j]>y ならば、y
に LDS-PIS[j] の値を代入する。
(Step 2.3) LIS-PIS、LDS-PIS の算出
　LIS-PIS[i] = x+1, LDS-PIS[i] = y+1
以下ではアルゴリズムの正当性および計算量を
示し、最長単調部分列の長さ k の値は LIS-PIS ま
たは LDS-PIS の最大値であることを示す。なお、
最長単調部分列 {abi} の抽出は 2. で扱う。
定理１　アルゴリズム１は正しく LIS-PIS、LDS-
PIS を計算する。
（証明）数学帰納法を用いて証明を行う。
Step 1 に示したように、末尾の項を通す LIS ま
たは LDS が存在するならば、LIS-PIS や LDS-PIS
は 1 であることは自明であるから、数学帰納法で
いうところの N=1 が成り立つ。
N=k が成り立つとすると、項 an を通る LIS ま
たはLDSが存在するならば、後ろの項どれかam (n
＜ m) を必ず通るので、項 an での LIS-PIS の値を
LIS-PIS[n]、LDS-PIS の値を LDS-PIS[n] とし、項
am での LIS-PIS の値を LIS-PIS[m]、LDS-PIS の値
を LDS-PIS[m] とすると、
LIS-PIS[n]=Max(LIS-PIS[m])+1、
LDS-PIS[n]=Max(LDS-PIS[m])+1
になる。それが Step 2.3 で計算されているので、
N=k+1 でも成り立つ。
　
定理 2　アルゴリズム１の時間計算量は O(n2)、
スペース計算量は O(n) である。
（証明）Step 2 では数列 {an } の各項についてちょ
うど 2 重繰り返し処理を行ったので、時間計算量
については、最悪な場合でも、最良な場合でも、
平均計算時間に関しても O(n2) である。
長さ N の配列しか必要としないので、スペー
ス計算量は O(n) である。
定理 3　最長単調部分列の長さ k は LIS-PIS もし
くは LDS-PIS の最大値である。
（証明）数列 {an } に最長単調部分列は必ず存
在するので、最初に通る項の LIS-PIS もしくは
LDS-PIS の値が最長単調部分列の長さ k にほかな
らない。
最長共通部分列の算出が必要なく、また、ダイ
ナミックプログラミングのように、多くのスペー
スを必要とせず、アルゴリズム１は分かりやすさ
や一般性、拡張性の面において、そのメリットが
発揮するところもあろう。
1.2 O(nlogn) 計算法
最も効率的な計算アルゴリズムを示す。1.1 と
同様、実用的なC言語プログラムは付録につける。
バイナリサーチによるアルゴリズムであるが、
LIS-PIS および LDS-PIS の算出に用いたのが本文
の貢献するところである。
アルゴリズム 2
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（主な変数） 配列は添字 0 からスタートする
N: 数列 {an} の長さ
A[ ]: 数列 {an} が格納されている配列
LIS-PIS[ ]: LIS に対する PIS 情報（配列）
LDS-PIS[ ]: LDS に対する PIS 情報（配列）
tmp[ ]: 作業用配列
(Step 1) 初期化
LIS-PIS[N-1] = 1, LDS-PIS[N-1] = 1
作業用配列の先頭に数列 {an} の末尾の項を代入
する。
x = 1, y = 1
(Step 2) 繰り返し処理
数列 {an} を末尾 2 番目から先頭に見ていく、つ
まり、i は N-2 から 0 に変化させていく。
(Step 2.1) 数列 {an} の項の比較
もし A[i] ＜作業用配列の末尾の項ならば、LIS-
PIS[i] に x+1 の値を代入し、x=x+1 にする。
もし A[i] ≧作業用配列の末尾の項ならば、バ
イナリサーチを用いて、A[i] を超えてかつ値が最
小の作業用配列の項を選び出し、A[i] の値で書き
換える。また、その位置を LDS-PIS[i] に代入する。
LDS-PIS[i] についても、同様な処理を行う。
アルゴリズム 2 は計算量が O(nlogn) であるこ
とを証明する。
定理 4　アルゴリズム 2 の時間計算量は O(nlogn)、
スペース計算量は O(n) である。
（証明）Step 2 では数列 {an} の各項について繰
り返し処理を行い、各項についてさらにバイナ
リサーチによって対応する LIS-PIS および LDS-
PIS の値を計算している。バイナリサーチでは
O(logn) の時間計算量、O(n) のスペース計算量を
有するので、全体的に、アルゴリズム 2 は時間計
算量が O(nlogn)、スペース計算量が O(n) となる。
アルゴリズム 1 と同様、最長単調部分列の長さ
k は計算した LIS-PIS もしくは LDS-PIS の最大値
である。
2．最長単調部分列の算出アルゴリズム
最長単調部分列の長さはアルゴリズム 1 または
アルゴリズム 2 によって算出されたので、以下で
は PIS 情報に基づき、与えられた数列 {an} から、
最長単調部分列を抽出するアルゴリズムを示す。
アルゴリズム 3 
（主な変数） 配列は添字 0 からスタートする
N: 数列 {an} の長さ
A[ ]: 数列 {an} が格納されている配列
LIS-PIS[ ]: LIS に対する PIS 情報（配列）
LDS-PIS[ ]: LDS に対する PIS 情報（配列）
LIS[ ]: LIS が格納されている配列
LDS[ ]: LDS が格納されている配列
(Step 1) アルゴリズム 1 またはアルゴリズム 2 を
用いて、LIS-PIS および LDS-PIS を計算する。
(Step 2) 繰り返し処理
数列 {an} を先頭から各項を見ていく
項an の値が出力したLISの i-1項よりも大きく、
その PIS 値が i 番目であれば、an を LIS の i 番目
の項として出力する。
項 an の値が出力した LDS の i-1 項よりも小さ
く、その PIS 値が i 番目であれば、an を LDS の i
番目の項として出力する。
アルゴリズム 3 は計算量が O(n) であることを
証明する。
定理 5　アルゴリズム 3 の時間計算量も、スペー
ス計算量も O(n) である。
（証明）Step 2 では数列 {an} の各項について比較
演算を行っているだけであるので、全体の時間
計算量が O(nlogn) となる。また、配列を長さは n
であるので、スペース計算量が O(n) となる。
アルゴリズム 3 は最長単調部分列 LIS または
LDS の抽出に利用できるだけでなく、指定され
た長さの単調部分数列の抽出にも適用できること
に留意してほしい。つまり、i の最大値を指定し
ておけば、その長さまでの単調部分列を抽出する
ことになる。
おわりに
単調部分列の算出はその計算の効率性から、多
くの関連問題に応用されている。本文では、位置
情報 PIS に注目し、最長単調部分列の長さの計算
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にだけでなく、単調部分列の抽出にも極めて効率
的なアルゴリズムを提案した。
元数列の先頭に位置する単調部分列や最後に位
置する単調部分列の抽出にも提案したアルゴリズ
ムが有効である。
　
付録
参考のために、C 言語ソースプログラムを載せて
おく。
プログラム 1  PIS を O(n2) で算出する
#define SIZE 100000
int N; /* 元データの長さ */
int A[SIZE+1]; /* 元データの各項 */
int LIS_PIS[SIZE+1];
int LDS_PIS[SIZE+1];
void calc(void)
{
 　int i, j;
 　int x, y;
 　LIS_PIS[N-1] = LDS_PIS[N-1] = 1;
 　for (i = N-2; i >= 0; i--) {
　　x = y = 0;
    　for (j = i+1; j < N; j++) {
　　　if (A[i] < A[j] && LIS_PIS[j] > x)
　　　　x = LIS_PIS[j];
　　　if (A[i] > A[j] && LDS_PIS[j] > y)
　　　　y = LDS_PIS[j];
　　}
　　LIS_PIS[i] = x+1;
　　LDS_PIS[i] = y+1;
　}
}
プログラム 2  PIS を O(nlogn) で算出する
#define SIZE 100000
int N; /* 元データの長さ */
int A[SIZE+1]; /* 元データの各項 */
int LIS_PIS[SIZE+1];
int LDS_PIS[SIZE+1];
int LIS_tmp[SIZE+1], LDS_tmp[SIZE+1;
void calc(void)
{
　int i, x, y;
　int lo, hi, mid;
　LIS_PIS[N-1] = LDS_PIS[N-1] = 1;
　LIS_tmp[0] = LDS_tmp[0] = A[N-1];
　x = y = 1;
　for (i = N-2; i >= 0; i--) {
　　if (LIS_tmp[x-1] > A[i]) {
　　　LIS_tmp[x] = A[i];
　　　LIS_PIS[i] = ++x;
　　} else if (LIS_tmp[x-1] == A[i]) { 
　　　LIS_PIS[i] = x;
　　} else {
　　　lo = 0;
　　　hi = x;
　　　while (lo < hi) {
　　　　mid = (lo + hi)/2;
　　　　if (LIS_tmp[mid] > A[i]) lo = mid+1;
　　　　else hi = mid;
　　　}
　　　LIS_tmp[lo] = A[k], LIS_PIS[i] = lo+1;
　　}
　　if (LDS_tmp[y-1] < A[i]) {
　　　LDS_tmp[y] = A[i];
　　　LDS_PIS[i] = ++y;
　　} else if (LDS_tmp[y-1] == A[i]) { 
　　　LDS_PIS[i] = y;
　　} else {
　　　lo = 0;
　　　hi = y;
　　　while (lo < hi) {
　　　　mid = (lo + hi)/2;
　　　　if (LIS_tmp[mid] < A[i]) lo = mid+1;
　　　　else hi = mid;
　　　}
　　　LDS_tmp[lo] = A[k], LDS_PIS[i] = lo+1;
　　}
　}
}
プログラム 3  PIS に基づき最長単調部分列を抽出
する
#define MIN –100000000
#deifne MAX 100000000
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void calc(void)
{
　int i, j, m, t;
　t = MIN, m = k;
　for (i = j = 0; i < N && m > 0; i++) {
　　if (A[i] > t && LIS-PIS[i] >= m) {
　　　LIS[j++] = t = A[i];
　　　m--;
　　}
　}
　t = MAX, m = k;
　for (i = j = 0; i < N && m > 0; i++) {
　　if (A[i] < t && LDS-PIS[i] >= m) {
　　　LDS[j++] = t = A[i];
　　　 m--;
　　}
　}
}
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PIS based Algorithm for finding Longest Increasing/
Decreasing Subsequence
NI Yongmao
The longest increasing/decreasing subsequence problem is to find the longest increasing/decreasing subsequence (LIS/
LDS) of a given sequence. The longest increasing subsequence problem has long been known to be solvable in time 
O(n log n). In this paper, a fast algorithm based on PIS (Position Index Subsequence) was proposed. Using PIS, we 
can pick up the LIS as well as calculating the length of the LIS from a given sequence.
（2008 年 11 月 4 日受理）
