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DIMENSION DEPENDENCE OF FACTORIZATION PROBLEMS:
HARDY SPACES AND SL∞n
RICHARD LECHNER
Abstract. Given 1 ≤ p < ∞, let Wn denote the finite-dimensional dyadic
Hardy space Hpn, its dual or SL
∞
n . We prove the following quantitative result:
The identity operator on Wn factors through any operator T : WN → WN
which has large diagonal with respect to the Haar system, where N depends
linearly on n.
1. Introduction
Local theory of Banach spaces is concerned with the quantitative study of finite
dimensional Banach spaces and their relation to infinite dimensional spaces and
operators. To illustrate, we give the following example.
Suppose that for each n ∈ N, the n-dimensional Banach space Xn has a normal-
ized 1-unconditional basis ej , 1 ≤ j ≤ n, and let e∗j ∈ X
∗
n, 1 ≤ j ≤ n denote the
associated coordinate functionals.
Question 1.1. Given n ∈ N and δ,Γ, η > 0, what is the smallest integer N =
N(n, δ,Γ, η), such that for any operator T : XN → XN satisfying
‖T ‖ ≤ Γ and |〈e∗j , T ej〉| ≥ δ, 1 ≤ j ≤ N, (1.1)
there are there operators E : Xn → XN and F : XN → Xn such that the diagram
Xn
IdXn //
E

Xn
XN
T
// XN
F
OO
‖E‖‖F‖ ≤
1 + η
δ
(1.2)
is commutative?
Note that the diagonal operator D : Xn → Xn given by D = δ IdXn , where IdXn
denotes the identity operator on Xn, shows that for every choice for E and F we
have ‖E‖‖F‖ ≥ 1δ .
Naturally, we are interested in estimates for N = N(n, δ,Γ, η), especially in the
relation betweenN and n. For many Banach spaces, we have quantitative estimates
for N (see e.g. [2, 3, 12, 1, 15, 14, 11, 8, 10]). One would hope to obtain linear
estimates for N in n, which, for example, has been achieved by J. Bourgain and
L. Tzafriri in [3] for Xn = ℓ
p
n, 1 ≤ p ≤ ∞. However, for many other Banach spaces,
the best known estimates are often super-exponential.
For instance, P. F. X. Müller showed that for Xdn = H
1
n, Xdn = (H
1
n)
∗ (see [12])
and Xdn = L
p, 1 < p <∞ (see [14]), where dn = 2n+1 − 1, the estimate for N is a
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nested exponential, e.g.
N ≤ 28
n28
n−128
n−228
n−32
. .
.
.
Another example where N is estimated by a nested exponential in n, is the one
parameter space Xdn = SL
∞
n (see [10]); a similar statement is true for the bi-
parameter mixed norm Hardy spaces Hpn(H
q
n), 1 ≤ p, q < ∞ and their duals
(see [8]).
The cause for the super-exponential growth in the previous three examples can
be pinpointed exactly: the use of combinatorics. In this work, we introduce a new
method, which replaces these combinatorics with an entirely probabilistic approach.
Consequently, we obtain for Xdn = H
p
n, Xdn = (H
p
n)
∗, 1 ≤ p <∞ and Xdn = SL
∞
n
(see Theorem 3.1) the estimate
N ≤ cn, where c = c(δ,Γ, η) > 0.
2. Notation
The collection of dyadic intervals D contained in the unit interval [0, 1) is given by
D = {[(k − 1)2−n, k2−n) : n ∈ N0, 1 ≤ k ≤ 2
n}.
Let | · | denote the Lebesgue measure. For any N ∈ N0 we put
DN = {I ∈ D : |I| = 2
−N} and D≤N =
N⋃
n=0
Dn. (2.1)
Given n ∈ N0 and a dyadic interval I ∈ Dn, we define I−, I+ ∈ Dn+1 by
I+ ∪ I− = I and inf I+ < inf I−. (2.2)
The L∞-normalized Haar system hI , I ∈ D is given by
hI = χI+ − χI− , I ∈ D, (2.3)
where χA denotes the characteristic function of a set A ⊂ [0, 1).
Given 1 ≤ p <∞, the Hardy space Hp is the completion of
span{hI : I ∈ D}
under the square function norm∥∥∥∑
I∈D
aIhI
∥∥∥
Hp
=
(∫ 1
0
(∑
I∈D
a2Ih
2
I(x)
)p/2
dx
)1/p
. (2.4)
For each n ∈ N0, we define the finite dimensional space
Hpn = span{hI : I ∈ D≤n} ⊂ H
p. (2.5)
The non-separable Banach space SL∞ is given by
SL∞ = {f ∈ L2 : ‖f‖SL∞ <∞}, (2.6)
equipped with the norm∥∥∥∑
I∈D
aIhI
∥∥∥
SL∞
=
∥∥∥(∑
I∈D
a2Ih
2
I
)1/2∥∥∥
L∞
. (2.7)
For all n ∈ N0, we define the finite dimensional space
SL∞n = span{hI : I ∈ D≤n} ⊂ SL
∞. (2.8)
We define the duality pairing 〈·, ·〉 : SL∞ ×H1 → R by
〈f, g〉 =
∫ 1
0
f(x)g(x) dx, f ∈ SL∞, g ∈ H1. (2.9)
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An elementary computation (see e.g. [5]) shows that
|〈f, g〉| ≤ ‖f‖SL∞‖g‖H1 , f ∈ SL
∞, g ∈ H1. (2.10)
3. Main result
Let 1 ≤ p < ∞ and recall that we put dn = 2
n+1 − 1, n ∈ N. Our main result
Theorem 3.1 gives a quantitative estimate for N = N(n, δ,Γ, η) in Question 1.1 for
the spaces Wdn = H
p
n, Wdn = (H
p
n)
∗ and Wdn = SL
∞
n .
Theorem 3.1. Let 1 ≤ p < ∞, and let (Wk : k ∈ N) denote one of the following
three sequences of spaces:
(Hpk : k ∈ N), ((H
p
k )
∗ : k ∈ N), (SL∞k : k ∈ N). (3.1)
Let n ∈ N and δ > 0,Γ, η > 0. Define the integer N = N(n, δ,Γ, η) by the formula
N = 19(n+ 2) +
⌊
4 log2(Γ/δ) + 4 log2
(
1 + η−1
)⌋
. (3.2)
Then for any operator T :WN → WN satisfying
‖T ‖ ≤ Γ and |〈ThK , hK〉| ≥ δ|K|, K ∈ D≤N , (3.3)
there exist bounded linear operators E : Wn → WN and F : WN → Wn, such that
the diagram
Wn
IdWn //
E

Wn
WN
T
// WN
F
OO
‖E‖‖F‖ ≤
1 + η
δ
(3.4)
is commutative.
Firstly, we remark that the linear dependence of N on n amounts to a polynomial
dependence of the dimensions of the respective spaces; i.e. dimWN is a polynomial
in dimWn.
Secondly, although very similar in spirit, since the results of [3] concern operators
with large diagonal with respect to the standard unit vector basis in ℓpn, the results
in [3] are not applicable in the context of Theorem 3.1, which is concerned with
operators having large diagonal with respect to the Haar system.
Thirdly, the novelty of Theorem 3.1 is the above formula (3.2) for N , specifically
the linear relation between N and n. Indeed, we point out that for the previous
results
⊲ (Wk : k ∈ N) = (H1k : k ∈ N) and (Wk : k ∈ N) = ((H
1
k)
∗ : k ∈ N) in [12],
⊲ (Wk : k ∈ N) = (H
p
k : k ∈ N), 1 < p <∞ in [14],
⊲ (Wk : k ∈ N) = (SL∞k : k ∈ N) in [10],
the relation between N and n is super-exponential. The cause for this growth is the
use of combinatorics. In a first step, these combinatorial methods are used to almost
diagonalize the operator T , and then, in a second step, probabilistic arguments are
employed to preserve the large diagonal of T .
By contrast, our new and entirely probabilistic approach almost diagonalizes T
and preserves its large diagonal in a single step (see Section 4).
4. Random block bases
Given 1 ≤ p <∞, letWN denote eitherWN = Hp,WN = (Hp)∗ orWN = SL∞N . In
this section, we will show that every operator T :WN →WN is almost diagonalized
by random block bases θ 7→ b
(θ)
I ⊂WN , I ∈ D≤n.
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To this end, let P denote the uniform measure on {±1}D, and let E denote
the expectation with respect to the probability measures P. Given n,N ∈ N and
pairwise disjoint sets BI ⊂ D≤N , I ∈ D≤n, we define the random block basis
b
(θ)
I =
∑
K∈BI
θKhK , I ∈ D≤n, θ ∈ {±1}. (4.1)
Given a linear operator T : WN → WN , we define the random variables YI,I′ , ZI
by putting
YI,I′(θ) = 〈Tb
(θ)
I , b
(θ)
I′ 〉, I, I
′ ∈ D≤n, I 6= I
′, θ ∈ {±1}, (4.2a)
ZI(θ) = 〈Tb
(θ)
I , b
(θ)
I 〉 −
∑
K∈BI
〈ThK , hK〉, I ∈ D≤n, θ ∈ {±1}.
(4.2b)
The following Theorem 4.1 asserts that the matrix-valued random variable θ 7→
(〈Tb
(θ)
I , b
(θ)
I′ 〉)I,I′∈D≤n is for the most part (depending on the collections BI , I ∈
D≤n) centered around the diagonal matrix diag
(∑
K∈BI
〈ThK , hK〉
)
I∈D≤n
.
Theorem 4.1. Let n,N ∈ N, and let BI ⊂ D≤N , I ∈ D≤n denote non-empty
collections of dyadic intervals satisfying
BI ∩BI′ = ∅, I, I
′ ∈ D≤n, I 6= I
′ (4.3a)
K ∩K ′ = ∅, K,K ′ ∈ BI ,K 6= K
′, I ∈ D≤n. (4.3b)
Define α by putting
α = max{|K| : K ∈ BI , I ∈ D≤n}. (4.4)
Given 1 ≤ p <∞, let WN denote either WN = Hp, WN = (Hp)∗ or WN = SL∞N .
Then for any operator T :WN → WN , we have that
EYI,I′ = EZI = 0, I, I
′ ∈ D, I 6= I ′, (4.5)
and the random variables YI,I′ , ZI satisfy the estimates
EY 2I,I′ ≤ ‖T ‖
2α1/2, EZ2I ≤ 2‖T ‖
2α1/2, (4.6)
for all I, I ′ ∈ D, I 6= I ′.
Before we proceed to the proof of Theorem 4.1, we record the following elemen-
tary facts.
Lemma 4.2. Let B be a non-empty, finite collection of pairwise disjoint dyadic
intervals, and define
b(θ) =
∑
K∈B
θKhK , θ ∈ {±1}
D. (4.7)
Then for all 1 ≤ p <∞, 1 < p′ ≤ ∞ with 1p +
1
p′ = 1, we have
‖b(θ)‖Hp =
∣∣∣⋃B∣∣∣1/p, ‖b(θ)‖(Hp)∗ = ∣∣∣⋃B∣∣∣1/p′ and ‖b(θ)‖SL∞ = 1.
(4.8)
Proof of Lemma 4.2. The proof is simple and straightforward, and therefore omit-
ted. 
Proof of Theorem 4.1. Clearly, EYI,I′ = EZI = 0.
Note that for K0,K1,K
′
0,K
′
1 ∈ D, we have E θK0θK1θK′0θK′1 = 1 if and only if
one of the following conditions is satisfied:
(K1) K0 = K1 = K
′
0 = K
′
1;
(K2) K0 = K1 6= K ′0 = K
′
1;
DIMENSION DEPENDENCE OF FACTORIZATION PROBLEMS: HARDY SPACES AND SL∞n 5
(K3) K0 = K
′
0 6= K1 = K
′
1;
(K4) K0 = K
′
1 6= K1 = K
′
0.
Estimates for YI,I′, if WN = H
p
N . Note that
EY 2I,I′(θ) =
∑
K0,K1∈BI
K′0,K
′
1∈BI′
E θK0θK1θK′0θK′1〈ThK0, hK′0〉〈ThK1 , hK′1〉. (4.9)
In view of (4.3) and (K1)–(K4), the cases (K1), (K3), (K4) are eliminated from the
sum in (4.9). Thus, with only (K2) terms left, (4.9) reads as follows:
EY 2I,I′ =
∑
K0∈BI
K′0∈BI′
〈ThK0 , hK′0〉
2. (4.10)
Put aK0,K′0 = 〈ThK0 , hK′0〉 and note that
|aK0,K′0 | ≤ ‖T ‖|K0|
1/p|K ′0|
1/p′ . (4.11)
We will now estimate (4.10) in two different ways.
Firstly, we rewrite (4.10) and then use duality to obtain
EY 2I,I′ =
∑
K0∈BI
〈
ThK0,
∑
K′0∈BI′
aK0,K′0hK′0
〉
≤
∑
K0∈BI
‖T ‖|K0|
1/p
∥∥∥ ∑
K′0∈BI′
aK0,K′0hK′0
∥∥∥
(Hp)∗
.
(4.3), Lemma 4.2 and (4.11) give us
EY 2I,I′ ≤
∑
K0∈BI
‖T ‖|K0|
1/p max
K′0∈BI′
|aK0,K′0 |
∥∥∥ ∑
K′0∈BI′
hK′0
∥∥∥
≤
∑
K0∈BI
‖T ‖2|K0|
2/p max
K′0∈BI′
|K ′0|
1/p′ .
Applying Hölder’s inequality yields
E Y 2I,I′ ≤ ‖T ‖
2 max
K0∈BI
K′0∈BI′
|K0|
2/p−1|K ′0|
1/p′ .
Using (4.4) gives us the estimate
EY 2I,I′ ≤ ‖T ‖
2α1/p. (4.12)
Secondly, we rewrite (4.10) as follows:
E Y 2I,I′ =
∑
K′0∈BI′
〈
T
∑
K0∈BI
aK0,K′0hK0 , hK′0
〉
.
The analogous computation to the one above shows
EY 2I,I′ ≤ ‖T ‖
2α1/p
′
. (4.13)
Finally, combining (4.12) and (4.13) yields:
EY 2I,I′ ≤ ‖T ‖
2α1/2. (4.14)
Estimates for ZI , if WN = H
p
N . In the following sums, the variablesK0,K
′
0,K1,K
′
1
will always be summed over the collection BI . Note that
EZ2I (θ) =
∑
K0 6=K
′
0
K1 6=K
′
1
E θK0θK1θK′0θK′1〈ThK0 , hK′0〉〈ThK1 , hK′1〉. (4.15)
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In view of (4.3) and (K1)–(K4), the cases (K1) and (K3), are eliminated from the
sum in (4.15).
If we restrict the sum in (4.15) to Case (K2), (4.15) reads
EZ2I (θ) =
∑
K0 6=K′0
〈ThK0, hK′0〉
2. (4.16)
Note that the expressions (4.10) and (4.16) are algebraically the same, except for
the conditions I 6= I ′ in (4.10) and I = I ′ in (4.16). Hence, we can repeat the proof
for YI,I′ , which yields
EZ2I ≤ ‖T ‖
2α1/2. (4.17)
Restricting the sum in (4.15) to Case (K4) gives us
EZ2I (θ) =
∑
K0 6=K1
〈ThK0 , hK1〉〈ThK1 , hK0〉. (4.18)
Put aK0,K1 = 〈ThK0 , hK1〉 and note that
|aK0,K1 | ≤ ‖T ‖|K0|
1/p|K1|
1/p′ . (4.19)
We will now estimate (4.18) in two different ways. Firstly, rewriting (4.18) and
then using duality yields
EZ2I =
∑
K0
〈
T
∑
K1
aK0,K1hK1 , hK0
〉
≤
∑
K0
‖T ‖
∥∥∥∑
K1
aK0,K1hK1
∥∥∥
Hp
|K0|
1/p′ .
(4.3), Lemma 4.2 and (4.19) give us
EZ2I ≤
∑
K0
‖T ‖max
K1
|aK0,K1 |
∥∥∥∑
K1
hK1
∥∥∥
Hp
|K0|
1/p′
≤
∑
K0
‖T ‖2|K0|max
K1
|K1|
1/p′ = ‖T ‖2 max
K1
|K1|
1/p′ .
Using (4.4), we obtain the estimate
EZ2I ≤ ‖T ‖
2α1/p
′
. (4.20)
Secondly, we rewrite (4.18) as follows:
EZ2I =
∑
K1
〈
ThK1,
∑
K0
aK0,K1hK0
〉
.
The analogous computation to the one above shows
EZ2I ≤ ‖T ‖
2α1/p. (4.21)
Finally, combining (4.20) with (4.21) gives us
EZ2I ≤ ‖T ‖
2α1/2. (4.22)
in Case (K4).
Adding (4.17) and (4.22) yields
EZ2I ≤ 2‖T ‖
2α1/2. (4.23)

Estimates for WN = (H
p
N )
∗ and WN = SL
∞
N . If WN = (H
p
N )
∗, we repeat the
above proof, but with the roles of HpN and (H
p
N )
∗ reversed.
If WN = SL
∞
N , we only need to repeat half of the above proof (only the parts
where the inner sum is on the SL∞ side of the duality pairing). To be more
precise, we repeat the proof for estimate (4.13) for YI,I′ , and the proof for the
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estimates (4.17) (which is actually repeating the proof for YI,I′ , again) and (4.20)
for ZI . This way, we obtain the estimates
E Y 2I,I′ ≤ ‖T ‖
2α and EZ2I ≤ 2‖T ‖
2α. (4.24)
5. Embeddings, projections and factorization
First, we record essential facts about embeddings and projections in Hp, (Hp)∗,
1 ≤ p <∞ and SL∞, and then we prove the main result Theorem 3.1.
5.1. Jones’ compatibility condition. Given BI ⊂ D, I ∈ D, we put BI =
⋃
BI .
We say that the collections BI , I ∈ D satisfy Jones’ compatibility condition (C)
(see [7]; see also [13]) with constant κ ≥ 1, if the following four conditions are
satisfied:
(C1) For each I ∈ D, the collection BI consists of finitely many pairwise disjoint
dyadic intervals; moreover, BI ∩BI′ = ∅, whenever I, I ′ ∈ D, I 6= I ′.
(C2) For every I ∈ D, we have that BI− ∪BI+ ⊂ BI and BI− ∩BI+ = ∅.
(C3) κ−1|I| ≤ |BI | ≤ κ|I|, for all I ∈ D.
(C4) For all I0, I ∈ D with I0 ⊂ I and K ∈ BI , we have
|K∩BI0 |
|K| ≥ κ
−1 |BI0 |
|BI |
.
Theorem 5.1. Let BI ⊂ D, I ∈ D satisfy Jones’ compatibility condition (C) with
constant κ = 1. Let θ ∈ {±1}D and define
b
(θ)
I =
∑
K∈BI
θKhK , I ∈ D. (5.1)
Given 1 ≤ p < ∞, let W denote either Hp, (Hp)∗ or SL∞. Then the operators
B(θ), A(θ) :W →W given by
B(θ)f =
∑
I∈D
〈f, hI〉
‖hI‖22
b
(θ)
I and A
(θ)f =
∑
I∈D
〈f, b
(θ)
I 〉
‖b
(θ)
I ‖
2
2
hI (5.2)
satisfy the estimates
‖B(θ)f‖W ≤ ‖f‖W , f ∈W,
‖A(θ)f‖W ≤ ‖f‖W , f ∈W.
(5.3)
Moreover, the diagram
W
IdW //
B(θ) !!❇
❇❇
❇❇
❇❇
❇ W
W
A(θ)
==⑤⑤⑤⑤⑤⑤⑤⑤
(5.4)
is commutative and the composition P (θ) = B(θ)A(θ) is the norm 1 projection P (θ) :
W →W given by
P (θ)(f) =
∑
I∈D
〈f, b
(θ)
I 〉
‖bI‖22
b
(θ)
I . (5.5)
Consequently, the range of B(θ) is complemented (by P (θ)), and B(θ) is an isometric
isomorphism onto its range.
Remark 5.2. In [4], Gamlen and Gaudet showed a similar version of Theorem 5.1
for W = Lp, 1 < p < ∞. Let us point out two major aspects of their method:
Firstly, they are using functions (di)
∞
i=1, which are not adapted to any dyadic
filtration, therefore, their method is not applicable in Hp, 1 < p < ∞. Secondly,
condition (C4) is not part of their hypothesis. Instead, the collections BI , I ∈ D
and the sets {b
(θ)
I = ±1}, I ∈ D are linked, so that their projection P can be viewed
as a conditional expectation. Hence, P is bounded in L1 and their result can be
extended to L1.
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In [6, Proposition 9.6], Johnson, Maurey, Schechtman and Tzafriri specify condi-
tions for a block basis of the Haar system, so that the conclusion of Theorem 5.1 is
true for W = Hp, 1 < p <∞. Since the proof relies on Stein’s martingale inequal-
ity, their result does not extend to W = H1 or W = (H1)∗. If Jones’ compatibility
condition (C) is satisfied, the operator B(θ) and the projection P (θ) in Theorem 5.1
are the same as the respective operators occurring in [6, Proposition 9.6].
In [7], Jones showed Theorem 5.1 for W = H1 and W = (H1)∗. In order to
achieve this, it was crucial to have condition (C4) in place.
The case W = SL∞ is proved in [9], even without requiring (C3).
5.2. Proof of the main result Theorem 3.1. For convenience, we repeat The-
orem 3.1 here.
Theorem 5.3 (Main result Theorem 3.1). Let 1 ≤ p < ∞, and let (Wk : k ∈ N)
denote one of the following three sequences of spaces:
(Hpk : k ∈ N), ((H
p
k )
∗ : k ∈ N), (SL∞k : k ∈ N). (5.6)
Let n ∈ N and δ,Γ, η > 0. Define the integer N = N(n, δ,Γ, η) by the formula
N = 19(n+ 2) +
⌊
4 log2(Γ/δ) + 4 log2
(
1 + η−1
)⌋
. (5.7)
Then for any operator T :WN → WN satisfying
‖T ‖ ≤ Γ and |〈ThK , hK〉| ≥ δ|K|, K ∈ D≤N , (5.8)
there exist bounded linear operators E : Wn → WN and F : WN → Wn, such that
the diagram
Wn
IdWn //
E

Wn
WN
T
// WN
F
OO
‖E‖‖F‖ ≤
1 + η
δ
(5.9)
is commutative.
Proof. Define the norm 1 multiplication operator M : WN → WN as the linear
extension of
hK 7→ sign(〈ThK , hK〉)hK , K ∈ D≤N ,
and observe that by (5.8), we obtain
〈TMhK , hK〉 = |〈ThK , hK〉| ≥ δ|K|, K ∈ D≤N .
Thus, we can assume that
〈ThK , hK〉 ≥ δ|K|, K ∈ D≤N . (5.10)
Before we proceed, we define the following two constants: Let m0 ∈ N0 be the
smallest integer for which
2m0 >
26(n+2)Γ4
η40
, where η0 =
ηδ
(1 + η)23(n+2)
. (5.11)
Step 1: Overview. The operators E and F will be defined in terms of a block
basis b
(θ)
I , I ∈ D≤n of the Haar system hK , K ∈ D≤N having the following form:
b
(θ)
I =
∑
K∈BI
θKhK , I ∈ D≤n, θ ∈ {±1}
D. (5.12)
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Our goal is to find collections BI ⊂ D≤N , I ∈ D≤n satisfying Jones’ compatibility
condition (C) with constant κ = 1, and signs θ ∈ {±1}D such that
|〈Tb
(θ)
I , b
(θ)
I′ 〉| ≤ η0, I, I
′ ∈ D≤n, I 6= I
′, (5.13a)
〈Tb
(θ)
I , b
(θ)
I 〉 ≥ (δ − 2
nη0)‖b
(θ)
I ‖
2
2, I ∈ D≤n. (5.13b)
Step 2: constructing the random block basis b
(θ)
I , I ∈ D≤n. First, we
will use a minimalist Gamlen-Gaudet construction to define the collections BI ,
I ∈ D≤n, and then we will rely on Theorem 4.1 to find signs θ ∈ {±1}D such
that (5.13) is satisfied.
We will now inductively define the collections BI , I ∈ D≤n. We begin by putting,
B[0,1) = Dm0 . (5.14)
Let 0 ≤ k ≤ n− 1 and assume that we have already constructed the collections BI ,
I ∈ D≤k. Then, we define
BI+ = {K
+ : K ∈ BI} and BI− = {K
− : K ∈ BI}, I ∈ Dk. (5.15)
One can easily verify that the collections, BI , I ∈ D≤n satisfy Jones’ compatibility
condition (C) with constant κ = 1.
Next, we will use a probabilistic argument to find θ ∈ {±1}D such that (5.13) is
satisfied. To this end, let us now define the off-diagonal events
OI,I′ =
{
θ ∈ {±1}D : |〈Tb
(θ)
I , b
(θ)
I′ 〉| > η0
}
, I, I ′ ∈ D≤n, I 6= I
′ (5.16a)
and the diagonal events
DI =
{
θ ∈ {±1}D :
∣∣∣〈Tb(θ)I , b(θ)I 〉− ∑
K∈BI
〈ThK , hK〉
∣∣∣ > η0
}
, I ∈ D≤n. (5.16b)
By Theorem 4.1 and the definition of the random variables YI,I′ , ZI (see (4.2)), we
obtain
P(OI,I′) ≤
Γ2
2m0/2η20
and P(DI) ≤
2Γ2
2m0/2η20
, I, I ′ ∈ D≤n, I 6= I. (5.17)
Using (5.17) and (5.11) gives us
P
( ⋃
I,I′∈D≤n
I 6=I′
OI,I′∪
⋃
I∈D≤n
DI
)
≤
∑
I,I′∈D≤n
I 6=I′
P(OI,I′)+
∑
I∈D≤n
P(DI) ≤
23(n+2)Γ2
2m0/2η20
< 1.
(5.18)
By (5.18) and the definition of the events OI,I′ , DI (see (5.16)), we can find at least
one θ ∈ {±1}D such that
|〈Tb
(θ)
I , b
(θ)
I′ 〉| ≤ η0, I, I
′ ∈ D≤n, I 6= I
′, (5.19a)∣∣∣〈Tb(θ)I , b(θ)I 〉 − ∑
K∈BI
〈ThK , hK〉
∣∣∣ ≤ η0, I ∈ D≤n. (5.19b)
Using (5.10), (C1), (C3) and that κ = 1 by (5.15), we obtain∑
K∈BI
〈ThK , hK〉 ≥
∑
K∈BI
δ|K| = δ|BI | = δ|I|, I ∈ D≤n.
Combining this estimate with (5.19b) yields
〈Tb
(θ)
I , b
(θ)
I 〉 ≥ δ|I| − η0, I ∈ D≤n. (5.20)
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By Lemma 4.2, we have ‖b
(θ)
I ‖
2
2 = |I|, thus, estimate (5.20) implies
〈Tb
(θ)
I , b
(θ)
I 〉 ≥ (δ − η02
n)‖b
(θ)
I ‖
2
2, I ∈ D≤n. (5.21)
Together, the estimates (5.19a) and (5.21) give us (5.13), that is
|〈Tb
(θ)
I , b
(θ)
I′ 〉| ≤ η0, I, I
′ ∈ D≤n, I 6= I
′, (5.22a)
〈Tb
(θ)
I , b
(θ)
I 〉 ≥ (δ − 2
nη0)‖b
(θ)
I ‖
2
2, I ∈ D≤n. (5.22b)
Step 3: Conclusion of the proof. By Theorem 5.1, the operators B(θ) :
Wn →WN and A(θ) :WN → Wn given by
B(θ)f =
∑
I∈D≤n
〈f, hI〉
‖hI‖22
b
(θ)
I , f ∈ Wn, (5.23a)
A(θ)f =
∑
I∈D≤n
〈f, b
(θ)
I 〉
‖b
(θ)
I ‖
2
2
hI , f ∈ WN (5.23b)
satisfy the estimates
‖B(θ)‖ ≤ 1 and ‖A(θ)‖ ≤ 1. (5.24)
The operator P (θ) : WN → WN defined by P (θ) = B(θ)A(θ) is a norm 1 projection
given by
P (θ)f =
∑
I∈D≤n
〈f, b
(θ)
I 〉
‖b
(θ)
I ‖
2
2
b
(θ)
I , f ∈ WN . (5.25)
Now, we define the subspace Y by Y = P (θ)(WN ), and note that the following
diagram is commutative:
Wn
IdWn //
B(θ)

Wn
Y
IdY
// Y
A
(θ)
|Y
OO
‖B(θ)‖, ‖A
(θ)
|Y ‖ ≤ 1. (5.26)
Next, we define U (θ) :WN → Y by putting
U (θ)f =
∑
I∈D≤n
〈f, b
(θ)
I 〉
〈Tb
(θ)
I , b
(θ)
I 〉
b
(θ)
I , f ∈WN . (5.27)
By the 1-unconditionality of the Haar system, the definition of P (θ) (see (5.25))
and the estimates (5.22), (5.24), we obtain
‖U (θ)‖ ≤
‖P (θ)‖
δ − η02n
≤
1
δ − η02n
. (5.28)
Moreover, for all g =
∑
I∈D≤n
aIb
(θ)
I ∈ Y , we have the following identity:
U (θ)Tg − g =
∑
I,I′∈D≤n
I 6=I′
aI′
〈Tb
(θ)
I′ , b
(θ)
I 〉
〈Tb
(θ)
I , b
(θ)
I 〉
b
(θ)
I . (5.29)
Note that Lemma 4.2 yields |aI′ | ≤
‖g‖WN
‖b
(θ)
I′
‖WN
, thus we obtain from (5.22) that
‖U (θ)Tg − g‖WN ≤
∥∥∥∥ ∑
I,I′∈D≤n
I′ 6=I
aI′
〈Tb
(θ)
I′ , b
(θ)
I 〉
〈Tb
(θ)
I , b
(θ)
I 〉
b
(θ)
I
∥∥∥∥
WN
≤
η02
3(n+1)
δ − η02n
‖g‖WN . (5.30)
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Now, let I : Y → WN denote the operator given by Iy = y. By (5.11), we have
that η02
3(n+1)
δ−η02n
< 1; hence (5.30) yields
‖(U (θ)TI)−1g‖WN ≤
1
1− η02
3(n+1)
δ−η02n
‖g‖WN . (5.31)
By (5.28), (5.31) and (5.11), the operator V (θ) : WN → Y given by V (θ) =
(U (θ)TI)−1U (θ) satisfies the estimate
‖V (θ)‖ ≤
1
δ − η0(2n + 23(n+1))
≤
1 + η
δ
,
and the following diagram is commutative:
Y
IdY
++
I

U(θ)TI !!❈
❈❈
❈❈
❈❈
❈ Y
Y
(U(θ)TI)−1
==④④④④④④④④
WN
T
// WN
U(θ)
aa❈❈❈❈❈❈❈❈
V (θ)
OO
‖I‖‖V (θ)‖ ≤
1 + η
δ
. (5.32)
Merging the diagrams (5.26) and (5.32) yields
Wn
E

IWn //
B(θ)

Wn
Y
IdY
++
I

U(θ)TI !!❈
❈❈
❈❈
❈❈
❈ Y
A
(θ)
|Y
OO
Y
(U(θ)TI)−1
==④④④④④④④④
WN
T
// WN
U(θ)
aa❈❈❈❈❈❈❈❈
V (θ)
OO
F
\\
‖E‖‖F‖ ≤
1 + η
δ
. (5.33)
Finally, reviewing the construction of the block basis b
(θ)
I , I ∈ D≤n (see (5.14)
and (5.15)) and the definitions of the operators involved in diagram (5.33), N must
be at least m0 + n; hence, considering the constants defined in (5.11) makes (5.7)
an appropriate choice for N . 
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