This paper argues that the current way in which the undergraduate introductory econometrics course is taught is neither inline with current empirical practice nor very intuitive. It proposes a shift in focus of the course on causal inference using the Roy-Rubin Causal Model (RRCM).
Introduction
The last 20 years have witness a radical shift of empirical (micro)economics to the identification of causal effects. Economists have been on the forefront of developing econometric methods (i.e. instrumental variables, regression discontinuity design) and exploiting naturally occurring phenomena in search for exogenous variation. Yet in spite of the fact that causal inference has become an integral part of graduate econometrics courses 1 , most undergraduate econometrics textbooks 2 have not adapted this approach and still teach econometrics using the following progression of topics.
First, the linear regression model (Y i = β 0 + β 1 X i + u i ) is taught using the following assumptions.
E(u)=0
2. u i ∼ N ormal 3. X is non-stochastic (fixed regressor)
No Heteroscedasticity

No serial Correlation
After the introduction of multiple regressors the ensuing chapters usually investigate the consequences of the failure of one of the above assumptions. Heteroskedasticity, Multicollinearity and serial correlation are tested for and (apparently) dealt with. By then, a substantial part of the course is over. The argument made in this paper is that the "old" style of teaching econometrics fails the economics student on many levels. Most of this perceived failure arises because the econometrics course has not kept up with the current practice of empirical research in economics which focuses mainly on estimating causal effects using large sample theory. Refocusing the teaching of econometrics on these topics has multiple advantages. For, example, it makes it much less likely that students equipped with the knowledge of running a regression equate statistical significance with causality. In addition this paper argues that the linear regression model should be taught with the assumption of random regressors from the start since it provides a much more intuitive approach to teaching the model and enables the teacher to focus on the correlation between regressors and 1 see for example Angrist and Pischke (2009) and syllabi at department web sites. 2 A non-exhaustive list of examples are Dougherty (2007) , Studenmund (2009) , Wooldridge (2008) , Gurajati (2009), and Murray (2005) . Exceptions include Stock and Watson (2006) and Angrist and Pischke (2009) . However, the former does not emphasize causal inference to the extent that this paper suggests and the latter is not accessible to undergraduate students in an introductory econometrics course the error term as a unifying source of most problems that arise in estimating the causal effect of a variable. I will go as far as to argue that thinking about a confounding correlation between the regressors and the error term is the single most important piece of knowledge that a student can take away from an introductory econometrics course. The paper is structured as follows. Section 2 makes an argument for aligning the introductory econometrics course with current empirical practice by introducing the Roy-Rubin Causal Model. Section 3 lays out the reasons to focus on the correlation between the error term and the regressor(s) in the class room. Section 4 enumerates disadvantages of the proposed approach and outlines solutions. Section 5 concludes.
Teaching Causal Effects
Current empirical research focuses largely on estimating causal effects, a fact that has not found proper emphasis in current undergratuate textbooks. This article proposes the use of the Roy-Rubin Causal Model (RRCM) as a teaching tool. and Y i (0). Let these be wages an individual would earn with and without a college degree. At this point it is worth stressing that outcomes are potential and that a particular individual will only realize one of the two potential outcomes. Here we introduce the notion of a counterfactual which is fundamental in causal analysis.
Definition: Counterfactual
The (unobserved), alternative outcome that the individual has not realized. For example, the wage that an individual would have earned had she NOT gone to college.
After defining the counterfactual one needs to state the obvious -namely that counterfactual outcomes are NOT observed. One never observes a person in multiple states at the same moment in time. Either the person has a college degree or he doesn't. While this is perfectly clear, it is less obvious that the counterfactual is needed to carry out causal inference. For example, we are interested in the causal effect of education. For an individual this amounts to the difference between the wage he currently earns as a college graduate and the (unobserved) wage he would have earned as a high school graduate. More formally, we would need (Y i (1) − Y i (0)) which involves the unobserved counterfactual Y i (0) and is therefore unobtainable. This means we have to settle on a less lofty goal by trying to estimate an average causal effect like E[Y (1) − Y (0)]. At this point a students might ask Why is is possible to estimate the average difference if the individual difference is unobserved? This is a great questions that leads us to a fundamental fact of causal estimation. WE ARE USING OTHER INDIVIDUALS' OUTCOMES AS PROXIES FOR UNOBSERVED COUNTERFACTU-ALS! This implies that the quality of our estimates hinges critically on the quality of the proxies we are using. Below we will ask if the wages of individuals with only a high school degree can be used as counterfactuals for the unobserved wages college graduates would earn had they not completed their college education. The RRCM formalizes this exposition.
The exposition of the Roy-Rubin Causal Model makes the use of conditional population expectation necessary. This is can be done technically by showing large sample convergence results of sample averages or by just telling the students that sample averages can be used to consistently estimate population moments like conditional expectations. In other words, the sample wage of college graduates can be used to consistently estimate the population mean wage for college graduates. We can now turn to the model.
Estimating Causal Treatment Effects
When teaching causal effects it is useful to start out with some measure that is available in the data. Here I start out with the observable difference in mean wages
, 4 the difference in the outcomes for the treated and untreated group. I will use the difference in wages between college and high school graduates in the examples.
where the superscript indicates the college or high school wage. Therefore the unobserved counterfactuals are the high school wage that college graduates would have earned had they not graduated from college E(w H |Col) and the college wage high school graduates would have earned had they graduated from college E(w C |HS).
The Average Causal Treatment Effect of the Treated
We start out with the observable difference E(w C |Col)−E(w H |HS) and ask if this difference equals the causal effect of obtaining a college degree on wages. To show that this is NOT the case, add and subtract the counterfactual E(w H |Col) to obtain
This shows us that the observable difference that the data reveals to the researcher can be decomposed into two components, the causal effect of treatment on those that were treated plus a second term labeled selection bias. It is immediately clear the the observable difference is only equal to the causal effect if there is no selection bias.
Average Treatment Effect on the Treated E(w C − w H |Col) This measures the effect of the treatment on those that were treated. In other words, it measures the causal effect of education for those who actually went to college.
Selection Bias E(w H |Col) − E(w H |HS) In light of the introductory discussion above this term can best be thought of as the degree to which one group can serve as the counterfactual for another.
It tell us that the observed difference is equal to the average treatment effect of the treated if and only if the mean high school wages college graduates would have earned are exactly equal to the mean high school wages of individuals with only a high school degree. Selection bias can also be interpreted as a measure of how different the treatment and non-treatment groups are. To estimate the average treatment effect on those treated we need the observed outcome of the untreated group (wages of high school graduates) to be a perfect counterfactual for the unobserved outcome of the treated group in the untreated case (wages of college graduates had they not graduated from college).
The Average Causal Treatment Effect of the Untreated
We can repeat this exercise by adding and subtracting the other counterfactual E(w C |HS) to get
Average Treatment Effect on Untreated
This shows us that the difference that the data reveals to the researcher can also be decomposed into the effect of treatment on those that were NOT treated plus another selection bias term.
Average Treatment Effect on the Untreated E(w C − w H |HS) This measures the effect of the treatment on those that were not treated. In other words, it measures the (potential) causal effect of education for those who did not go to college.
Selection Bias E(w C |Col) − E(w C |HS) Again, term is best thought of as the degree to which one group can serve as the counterfactual for another. The only difference to (1) is that the groups changed. In this estimation we are using the other counterfactual, the wages that a high school graduate would have earned had he graduated from college. Equation (2) tells us that the observed difference in wages estimates the average causal effect of college graduation on the non-treated if the current mean college wages of college grads are equal to the potential college wages of individuals with only a high school degree.
The Average Causal Treatment Effect
Above it was stated that we are interested in estimating the average causal effect of a college education, namely E(wage C − wage H ). So far we made some strides in that direction but have only been able to estimate conditional versions for either the treatment or non-treatment group that depended on one of the two counterfactuals. Since the average causal effect is more general than the two effects described earlier it should come as no surprise that the generality comes at a cost. Where the estimation of group-specific average treatment effects only required one of the two counterfactuals to work, we now need to rely on both. To show this we define the the average treatment effect (µ) as
Finally, this lets us decompose the observed difference into
This equation tells us that the observable difference is equal to the average causal treatment effect if and only if BOTH counterfactuals can be obtained from the data. Selection bias y is often referred to as the baseline bias because it leads to inconsistent estimates even if the effect of going to college is the same for both groups. Selection bias x is the bias that results if the effect of going to college is greater for the group that went to college. It can be shown that equation 3 reduces to equation 1 in the absence of selection bias y. This is intuitively clear since we observe the college wage for those who went to college, if the high school wage for those who did not go to college can be used as a counterfactual we can estimate the treatment effect on the treated. A similar argument can be made for the absence of selection bias x and the treatment effect on the the non-treated.
Pedagogical note
While it seems worthwhile to cover all three effects in class there is definitely a trade-off between the insights of the material and the ease of exposition. The treatment effect on the untreated is a hypothetical effect of a treatment and students might not have an easy time to grasp it. The average population effect is harder to derive algebraically and and its formula is not as intuitive.
Therefore, (and in the interest of time) it is probably best to fully derive the treatment effect for the treated and to mention the other two effects in less detail.
Selection Bias
This section takes a closer look at selection bias and describes in which cases we can expect it to be equal to zero which is obviously the case when, for example, E(Y (0)|D = 1) = E(Y (0)|D = 0).
There are three possible cases two of which result in the absence of selection bias. The next three sections discuss them in turn.
Randomized Controlled Experiments
In a randomized experiment the assignment to either the treatment or non-treatment group is random. In this case the the treatment (D) and the potential outcomes (Y (1), Y (0)) are independent.
The selection bias vanishes. To show this we make use of the fact that for two independent random variables X and Y we have E(Y |X) = E(Y ). Intuitively this comes about because being in the control or treatment group by design cannot be correlated with any characteristic of the individual (observed or unobserved). In our schooling example this implies that
which implies that selection bias equals zero.
It is clear that this is true for both types of selection bias discussed above. This means that a randomized experiment is able to estimate the population average treatment effect since the average treatment effect on the treated E(w C − w H |Col) reduces to E(w C − w H ). The same is true for the average treatment effect on the non-treated. We arrive at Average Population effect= average effect on treated = average effect on non-treated This shows why randomized experiments are usually considered the gold standard of empirical research. In our schooling example this would imply that college graduation is assigned at random and that individuals do not choose their level of education. This necessitates elaborating on the difference between experimental and observational data.
Experimental Data This kind of data come from a randomized experiment (for example a medical trial) in which the treatment was assigned randomly. At random here means that an individual cannot select treatment or non-treatment.
Observational Data This kind of data is generated by surveys that ask individuals about their choices (i.e. education). For example, we could be faced with a 25 year old female that works in the financial sector and has a bachelor's degree. NONE of the variables we observe is assigned randomly.
Clearly, it is wishful thinking to assume the absence of selection bias when the data are observational! Individuals choose their treatments (i.e. education) which implies that potential outcomes and treatment are not independent and that selection bias will not be zero. The next section shows how conditioning on other, non-treatment variables can potentially help us estimate the causal effect of the treatment.
Selection on Observables
It is clear that in the schooling example section bias will be present since individuals choose the level of education they acquire. How can we get rid of the selection bias in this situation? Two ingredients are needed. First, we need to know which variables the schooling decision is based on. Second, we need to have access to those variables. The individual selects his schooling level (treatment) but his decision is based on variables that are observable. Let's assume the schooling decision is merely a function of the individual's natural ability (A) and residual randomness. Then we can condition on this variable (if it is observable) to estimate the causal effect of college graduation on wages.
For example assume that Hans has a college degree and is of high ability and Franz doesn't have a college degree and is of low ability. Table 1 shows their respective wages. It is clear that using
Franz as a counterfactual for Hans without a college degree and vice versa can be very problematic.
Let's illustrate this. that Franz would not make $50,000 with a college degree. The point here is that individuals with higher ability will most likely obtain more years of education and make more money regardless of the education they obtain. Table 3 shows this. Here we see that the treatment effect on the treated is really equal to $5,000 ( $50,000−$30,000 4
) and bigger than the treatment effect on the non-treated which equals $2,500 ( 
Selection Bias $30, 000 = ($50, 000 − $30, 000) + ($30, 000 − $20, 000) = $20, 000
ATT + $10, 000
Selection Bias
Similar numerical examples can be constructed for the treatment effect on the non-treated (2) and the population average treatment effect (3). We see that the selection bias arises because we are (wrongly) using the high school outcome of Franz as the counterfactual for Hans. This example also shows that not accounting for the ability during the estimation leads to selection bias. This exposition serves as an important illustration for students that any estimation that uses observational data uses the individuals contained in the data set as counterfactual observations.
Controlling/Conditioning
We can now use the same example to illustrate how controlling for (the right) variables can lead to the elimination of selection bias. Assume we have a variable that measures ability and that ability is the only variable causing selection bias. This situation is shown in table 4.
The table contains the following wages:
• Average College Wage (High Ability) =E(w C |Col, Ab = high) $45,000
• Average College Wage (Low Ability) = E(w C |Col, Ab = low)$30,000
• Average High School Wage (High Ability) =E(w H |HS, Ab = high) $30,000
• Average High School Wage (Low Ability) =E(w H |HS, Ab = low) $10,000
We can now "condition" on ability by calculating returns to going to college for low and high ability individuals separately.
• (High ability) treatment effect
, 000 − $10, 000
• Average treatment effect = Conditioning here means taking into account the fact that the educational decision was based on ability and therefore grouping the data (creating cells) by ability. The annual returns for the above example are now $3750 and $5000 respectively. This shows that selection bias can be eliminated if we include all the right variables in our estimation. The selection bias is zero because we can, for example, use Eddie (College, High Ability) as a counterfactual for ALF (High School, High Ability).
We can do this because the college/no college decision is solely based on ability and randomness.
This implies that variations in education within the high ability group are purely random and therefore as good as randomly assigned. This implies that, within the ability group, the results of the randomized experiment applies and the treatment is independent of the potential outcome. (We can estimate the average treatment effect). Formally, this is known as the Conditional Independence Assumption (CIA).
Conditional Independence Assumption (CIA): Let X be an observable set of characteristics that determines selection into treatment. If that the CIA holds treatment and potential outcomes are independent conditional on X.
It is best to illustrate the effect of the CIA with an example. Consider random variable X that has three realizations and, together with some randomness, determines treatment, i.e. D i = α 0 + α 1 X i + i . Then we can again start out with the observable mean difference in the data and add and subtract a counterfactual to get
This equation shows that merely conditioning on a variable does not remove selection bias. However, if the CIA holds then selection bias is zero and the observable difference is equal to
We can now perform the same analysis to obtain
These three effects can now be combined to obtain the population average treatment effect. Let
Naturally this framework can be extended to multiple "control" variables. The link to multiple regression analysis is immediate and illuminating. Consider the regression model
We see that Ordinary Least Squares also combines the three treatment effects into one estimateβ 1 .
This example shows that an OLS estimate is only free from selection bias if the CIA holds which in the case of linear regression analysis amounts to E(u|X) for unbiasedness and the slightly less stringent condition Cov(u, X) = 0 for consistency.
Selection on Unobservables
It is entirely possible and most of the times likely that the decision to select into a treatment is governed by variables that are (at least) partially unobservable to the researcher. In this case selection is (partially) dependent on data that are not available to the researcher and the technique of "conditioning" on variables fails since the CIA doesn't hold. To illustrate this assume that the decision of going to college depends on ability, which we now assume is unobserved, and family income. Also assume that family income is observable by the researcher. It should be clear that conditioning on family income will not solve the selection bias problem. To show this assume that family income is either high or low. Then the researcher can calculate the return to a college degree for individuals from high income families and from low income families separately. However, since the educational decision also depends on ability (unobserved) deviations in education within the income categories are not random and selection bias will still exist.
Summary: Of Apples and Oranges
Using the causal model gives the teacher the opportunity to show that student the "nuts and bolts" of estimation. Central here is the fact that the counterfactual is not available. This implies that others have to serve as counterfactuals. Selection Bias arises when we use Apples as counterfactuals for Oranges and vice versa. When selection arises from observable variables it enables us to group individuals correctly and indeed compare apples with apples (i.e. calculating the return to education for the high and low ability groups separately). Another issue that arises here is that students will see that simple regression analysis combines many estimates (like the different returns to education for high and low ability individuals) into one estimate.
Potential Solutions to Selection on Unobservables
The Roy-Rubin Causal Model does a good job in showing the intuition behind causal estimates and clearly points us to the fact that we would usually not expect to obtain consistent estimates using observational data. Therefore the econometric course should focus on the potential solutions in the presence of endogeneity. This section briefly discusses these solutions.
Difference-in-differences Estimation The difference-in-differences (DiD) estimator makes use of "natural" or "quasi" experiments in its attempt to estimate causal relationships. Students should be made aware not only of the availability of this estimator but also of its potential pitfalls.
Instrumental Variables Estimation
Instrumental variables estimation has become standard in empirical research, yet it is often still confined to a method of estimating systems of simultaneous equations. The last 15-20 years have seem many arguable successful applications of instrumental variables estimation in a reduced form context and the course should reflect that.
Panel Data Estimation
The simple fixed effects estimator or the first-difference estimator should be introduced in an introductory econometrics course because it shows how repeated observations on the same unit can help to identify the causal parameter of interest.
The Covariance between the Error Term and the Regressor(s)
The usual textbook approach is to teach the classical linear regression model using the assumption of fixed regressors (and often normally distributed error terms). This amounts to fixing the values of X (in a bivariate model) and drawing from the distribution of error terms to obtain realizations of Y. It is hard to imagine a less intuitive way of communicating the regression set-up to a novice.
This paper proposes to use stochastic regressors from the start. This approach has, at least, two advantages. First, it enables us to tell the students that the researcher draws a random sample from the population, for example, both the wage and the individual's level of education are random variables. This is easy to relate to. The second, and far more important reason, is that it enables the teacher to talk about a correlation between the regressor and the error term (which is by definition zero in a model with fixed regressors). 6 Almost all problems in consistently estimating the causal effect of X on Y can be boiled down to a non-zero correlation between the regressor(s) and the error term of the regression equation. Therefore this paper argues to let the correlation between the error term and the included variables take center stage in the introductory econometric course.
This correlation comes in two guises. First, in the form of omitted variable bias it is immediately visible. Second, there are other cases where the regression fails because of a non-zero correlation between the error term and the covariates that are less obvious. The main goal of this section is to convince the reader that the covariance between the error term and the regressor(s) can be used as an organizing tool in the discussion of potential pitfalls in consistently estimating causal effects.
The following subsections discuss these potential problems and their relationship with Cov(u, X).
Omitted Variable Bias (OVB)
Consider the true model: wage i = β 0 + β 1 Education i + β 2 Ability i + u i . If the researcher omits the ability variable from the equation the estimate of the effect of education on wages will be inconsistent if ability is part of the error term (it is, since it determines the wage) and if it is correlated with education (it is, if higher ability individuals obtain more education). In other words, we will get omitted variable bias if we estimate wage i = β 0 + β 1 Education i + u i where i = β 2 Ability i + u i
Clearly the error term and the regressor are correlated.
Measurement Error and Simultaneous Equation Bias
Measurement Error
Consider a researcher that wants to estimate the true model wage i = β 0 + β 1 Edu i + u i but the educational variable is mis-measured asẼdu i = Edu i + i with i ∼ i.i.d.(0, σ 2 ), i independent of education and the error term (u i ) in the estimation equation. The researcher estimates
Clearly Cov(Ẽdu; v) = 0 indicating thatβ 1 is inconsistent. Again, the problem can be phrased in a non-zero correlation between the error term and the included (mismeasured) education variable.
Simultaneous Equation Bias
Consider the following system of equations
It is well known that estimating the first equation will not lead to consistent estimates of β 1 due to the simultaneous structure of the model. The covariance between u and X is equal to
Evaluating the correlation between the error term and the regressors therefore provides a unifying method for identifying problems with the estimation. It can easily been seen as the most important thing that a student can get out of his econometrics course.
Summary
The purpose of this section was to demonstrate that organizing these potential regression pitfalls around the covariance of the error term and the regressor(s) can help the student in evaluating a regression. It is likely that a students that is confronted with each topic separately will loose track of the overall goal: Consistent Estimation. When all the above sources of error are presented under the umbrella of Cov(u, X) = 0 this is less likely.
4 What gives?
Less Heteroskedasticity, Multicollinearity and Serial Correlation
It is clear that incorporating new material into the introductory econometrics course also provides the challenge of having to eliminate other material. Fortunately the increased content can at least partially be offset by aligning the course with current empirical practice. A lot of books spend considerable time on issues like heteroskedasticity and multicollinearity. Considering that current research practice does not reflect this, the treatment of those topics has the potential of being shortened. The best example is probably the treatment of heteroscedasticity. Current research papers do usually not test for heteroscedasticity but instead use heteroskedasticity-consistent standard errors.
Yet textbooks often devote a whole chapter to heteroskedasticity. Let's assume a researcher tests for heteroskedasticity and cannot reject it. If she knows the exact source of heteroskedasticity she can use weighted least squares to get efficient estimates of the coefficients' standard errors. However, the exact source of heteroskedasticity is rarely known. Therefore, the researcher has the choice of guessing the source of heteroskedasticity with the consequence of being either right or wrong or alternatively obtaining consistent standard errors in both cases. Table 5 illustrates this point. The absence of tests for heteroskedasticity in journal articles can thus be interpreted as a consensus that one would rather have consistent standard errors in both cases than risk being completely wrong. Once one realizes that, in a lot of cases, heteroskedasticity can easily be dealt with using robust standard errors. Naturally, the researcher needs large data set to use robust standard error but most economic research has a sufficient amount of observations. It therefore seems possible to shorten the treatment of heteroskedasticity. Time can also be saved when discussing multicollinear-ity and serial correlation. Multicollinearity boils down to an insufficient amount of data and the coverage in an introductory econometrics course should reflect that. Serial correlation is a different story and cannot be omitted when the course includes a serious discussion of time series models.
When the course doesn't touch time series except for panel data the treatment can be shortened by introducing clustered standard errors. 
Conclusion
This paper argued that the current way in which the undergraduate introductory econometrics course is taught is neither inline with current empirical practice nor very intuitive. It is argued that the greatest shortcoming of current textbooks is the lack of focus on causal estimation. The paper therefore suggests to teach causal estimation with help of the Roy-Rubin Causal Model (RRCM).
It is shown that the RRCM not only serves as a teaching tool for causal analysis but also gets down to the core of estimation in general by intuitively showing what conditioning on a variable is and what it can and cannot accomplish. A second theme of the paper is the suggestion to use random regressors from the start. First, random regressors provide for a more intuitive interpretation of the model and its underlying assumptions. Second, it enables the teacher to present many regression pitfalls under the umbrella of the non-zero covariance between regressors and the regression error term. Finally, the paper discussed how to make room for the new material.
