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Abstract
We define superfields using a functorial formalism that explains
some paradoxical properties they are supposed to have. We also inves-
tigate some algebraic constraints on them giving rise to superschemes
that, generically, are not regular, that is, they do not define a standard
supermanifold.
1 Introduction
This works arises in the spirit of conciliating two apparently different points
of view to see super objects. Mathematicians understand supervarieties and
super manifolds by means of sheaves of superalgebras that properly general-
ize similar definitions of algebraic geometry. Although consistent and very
successful, this approach seems somewhat removed from the language that
physicists use.
The definition of an ‘even’ or ‘bosonic’ fields offers no difficulty: they
are functions on spacetime valued in a finite dimensional manifold, sections
of a vector bundle, connections over it... All these objects have a precise
geometrical meaning and offer no ambiguity both, in the physics use and in
their mathematical formulation.
An ‘odd’ or ‘fermionic’ field is more difficult to interpret. In physics, it
is stated vaguely that it is an ‘odd function on spacetime’, that is, in the
simplest case, fermionic fields are functions with values in some super vector
space (in its odd part) or superalgebra. However, physicists use properties
of these fields that cannot be reconciled with this simple point of view. For
example, it is assumed without further explanation that the ‘values’ of the
fermionic field in two different points of space time can be multiplied and
the result is, generically, different from zero, which cannot be the case in the
naive approach exposed before. It is enough to consider a one dimensional
odd field to see that this description is not adequate.
There have been several attempts of properly defining what is an odd field
and also a superfield. In one way or another, all of them would make use of
infinite Grassmann variables. Sometimes it has been proposed to attach a
copy of a Grassmann algebra at every point of spacetime, which seems to us
a very artificial way of looking at the problem, mainly because, after all, one
has to be able to take derivatives of the fields and then compare the fibers
at different points. Needless to say, these hyperabundance of odd variables
has to disappear at the end, since they are spurious variables that are called
only to reproduce certain properties of the odd fields.
In a more modern approach to supergeometry ([1, 2, 3, 4]) the paradox
can be solved in an elegant way. There are extra odd variables, but these are
spurious because they have a functorial behavior: we will see in detail how
this works. The only old reference where we were able to find an allusion to
functoriality is Ref. [5].
Moreover, in some supersymmetric theories (we will see examples in sec-
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tions 4 and 5) some constraints are imposed on superfields that defy naive
descriptions: we will see that the use of superschemes is necessary to provide
an adequate mathematical framework for them.
The paper is organized as follows: In Section 2 we describe a theorem
by Deligne and Morgan (following Bernstein), the even rules principle, that
will be the basis of our considerations. In Section 3 we first define what is a
scalar superfield and relate it to the concept of superspace. In sections 4 and
5 we describe in detail some non linear constraints (nilpotent conditions) that
can be imposed on scalar superfields. These are constraints that have been
used in some supergravity inspired cosmological models. We will see how
the use of superschemes clarifies the interpretation of such constraints and
allows to study their behaviour under supersytmmetry. Finally, in Section
6 we comment on the interpretation of fermionic observables in the classical
and quantum realms.
In the text we have tried to introduce the basic notions of algebraic geom-
etry that are required to understand the generalization to the super setting.
Some more basic concepts, as the definition or sheaf, etc are given in the
Appendix A. We have tried to give a consistent account of these concepts as
a guide for the reader, but this paper is not a suitable place to learn in depth
algebraic geometry, for which many good textbooks exist (particularly useful
for us has been Ref. [6]). For the super setting, introductory references are
Refs. [1, 2, 4] and a more detailed monograph is Ref. [3]. Physics conventions
regarding spinor notation and supersymmetry transformations are given in
Appendices B and C.
Some mathematical notation:
1. Let A be an algebra (not necessarily commutative) and let a1, a2, . . . ,
an ∈ A. We denote by 〈 a1, a2, . . . , an 〉 the two sided ideal generated
by those elements:
〈 a1, a2, . . . , an〉 :=
{
n∑
i=1
biaici , bi, ci ∈ A
}
.
2. We denote as k[x, y, . . . , θ, ψ, . . . ] the commutative superalgebra freely
generated by the even (commuting) variables x, y, . . . and the odd (an-
ticommuting) variables θ, ψ, . . . . In general, even variables will be de-
noted with Latin letters and odd variables with Greek ones.
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2 The even rules principle
In this section we give some mathematical definitions and results that will be
needed in order to understand what is a superfield in the functorial approach.
The main result is at the end of the section, the even rules principle, due to
Deligne and Morgan [1].
We set k = R,C. The algebras and superalgebras that we consider here
are k-algebras, unless otherwise stated, and have always unit.
We will denote by (svector spaces) the category of super vector spaces
and by (c salgebras) the category of commutative1 superalgebras with unit,
both over k.
Let A be a commutative superalgebra and MA a left A-module, that is,
MA is a super vector space with a morphism of super vector spaces
A⊗MA −−−→ MA
a⊗m −−−→ a ·m,
satisfying
a · (b ·m) = (ab) ·m, a, b ∈ A, m ∈MA .
Left A-modules for commutative superalgebras are also right A-modules
MA ⊗A −−−→ MA
m⊗ a −−−→ m · a := (−1)p(m)p(a)a ·m,
where p(m) and p(a) are the parities of m and a respectively. This satisfies
(m · b) · a = m · (b · a), a, b ∈ A, m ∈MA ,
We will just call them modules.
Let V be an object in (svector spaces) and B and object in (c salgebras).
We denote as V (B) := B ⊗ V the extension of the scalars of V by B (see
Definition A.1).
Let h : B → B′ be a morphism of commutative superalgebras. Then
V (B′) is also a B-module by further extending the scalars to B′. There is a
morphism of B-modules
V (B)
V (h)
−−−→ V (B′)
b⊗ v −−−→ h(b)⊗ v .
1We stick to the categorical notation [1]. A commutative superalgebra is sometimes
called supercommutative in the physics literature.
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This is well defined since h is a superalgebra morphism.
Let V = V0 + V1 and B = B0 + B1 be the splitting in even and odd parts
of V and B. We denote
V0(B) := (B ⊗ V )0 = B0 ⊗ V0 + B1 ⊗ V1 ,
V1(B) := (B ⊗ V )1 = B0 ⊗ V1 + B0 ⊗ V1 .
V0(B) and V1(B) are B0-modules. Given a morphism of superalgebras h :
B → B′, then V (h) is a morphism of B0-modules
V0,1(B)
V (h)
−−−→ V0,1(B′)
b⊗ v −−−→ h(b)⊗ v .
Remark 2.1. It will be convenient in the following to express the definition
of superalgebra in terms of commutative diagrams.
Let V be a super vector space. An associative superalgebra structure on
V is given by a linear map, the product:
V ⊗ V
π
−−−→ V
such that
p((π(u⊗ v)) = p(u) + p(v)
and satisfying the associativity property, that is, the diagram
V ⊗ V
V ⊗ V ⊗ V
p
⊗
11
✲
V
p
✲
V ⊗ V
p
✲
11⊗
p
✲
is commutative. On the other hand, we say that the superalgebra is commu-
tative if, given the flip map,
V ⊗ V
cV,V
−−−→ V ⊗ V
v ⊗ w −−−→ (−1)pvpww ⊗ v,
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the diagram
V ⊗ V
V ⊗ V
p
✲
c V
,V
✲
V
p
❄
commutes.

If V has a k-superalgebra structure, then V (B) has a B0-algebra structure
naturally: Let p : V ⊗V → V be the product on V , then we have a product2
V (B)× V (B)
πB−−−→ V (B) (1)
given simply by
πB (b1 ⊗ v1, b2 ⊗ v2) = (−1)
p(v1)p(b2)b1b2 π(v1 ⊗ v2) . (2)
It is straightforward to check that the associativity and commutativity prop-
erties are satisfied.
Definition 2.2. Let V and W be two superspaces. We say that a family of
morphisms {
fB : V (B)→W (B), B ∈ (c salgebras)
}
is functorial in B if given a superalgebra morphism
B
h
−−−→ B′
the diagram
V (B)
fB−−−→ W (B)
V (h)
y yW (h)
V (B′)
fB′−−−→ W (B′) .
commutes. 
2We use here the direct product and not the tensor product because the bilinearity is
in B0 and not only in k.
5
In particular, if V has a superalgebra structure, it is not difficult to see
that the family { πB : V (B)⊗V (B)→ V (B) } is functorial in B. The same is
true for the families of maps appearing in the associativity and commutativity
diagrams for the algebras V (B).
The following theorem of Deligne and Morgan (Ref.[1], page 56) will be
key in making connection with the physics notion of superfield.
Theorem 2.3. Even rules principle. Let {Vi}i∈I, I = 1, . . . , n be a family
of super vector spaces, V another super vector space and B = B0 ⊕ B1 a
commutative superalgebra. As before, we denote Vi 0(B) = (B ⊗ Vi)0 and
V0(B) = (B ⊗ V )0.
Any family of B0-multilinear maps
V1 0(B)× · · · × Vn 0(B)
fB−−−→ V0(B)
which is functorial in B comes from a unique morphism
V1 ⊗ · · · ⊗ Vn
f
−−−→ V
as in (1), that is,
fB(b1 ⊗ v1, b2 ⊗ v2, . . . , bn ⊗ vn) = (−1)
pb1 · · · bn f(v1 ⊗ · · · ⊗ vn) ,
where p is the number of pairs (i, j) with i < j and vi, vj odd.
Proof. We will not prove the theorem here (see Ref. [1]), but it is instructive
to see how the map f can be recovered from the family of maps fB. Let us
consider the simple case of a family of maps
V (B)⊗ V (B)
pB−−−→ V (B) ,
then we have three possible cases:
1. v1, v2 even. Then we may take b1 = b2 = 1 (in an arbitrary algebra B)
and
p(v1 ⊗ v2) := pB(v1, v2) .
2. v1 even, v2 odd. Then we take for example B = Λ(ξ), b1 = 1 and
b2 = ξ. The equality
pB(v1, ξv2) = ξp(v1 ⊗ v2)
determines p(v1 ⊗ v2).
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3. v1 odd, v2 odd. It is enough to consider B = Λ(ξ1, ξ2) and the equality
pB(ξ
1v1, ξ
2v2) = −ξ
1ξ2p(v1 ⊗ v2)
determines p(v1 ⊗ v2).
Remark 2.4. One way to give a structure of superalgebra to V is to give
a B0-algebra structure on V0(B) which varies functorially with B. From the
commutative diagrams in Remark 2.1, it is clear that the superalgebra will
be associative or commutative if the algebra structures on the V0(B)’s are so.

Example 2.5. Toy model. Let us consider the vector space over the reals
with basis one even vector e and one odd vector θ.
V
1|1
R
= span{e, θ} ,
and let us consider the functor (2). Then, one element of V
1|1
R,0 (B) will be of
the form
ΦB = b0 ⊗ e + b1 ⊗ θ, b0 ∈ B0, b1 ∈ B1 .
We can define a product on it as
ΨB •B ΦB = b0a0 ⊗ e+ (b0a1 + a1b0)⊗ θ .
It is immediate to check the functorial property (Definition 2.2) of the whole
family of products { •B }: for a morphism h : B → B′, we have the map (2)
V
1|1
R,0 (B)
V
1|1
R
(h)
−−−−→ V 1|1
R,0 (B
′) ,
that, for short and without risk of confusion, we will call simply h
h(ΨB •B ΦB) = h(b0a0)⊗ e+ h(b0a1 + a1b0)⊗ θ =
h(b0)h(a0)⊗ e+ (h(b0)h(a1) + h(a1)h(b0))⊗ θ =
h
(
ΦB
)
•B′ h
(
ΨB
)
.
One can also check the functoriality for the associativity and commutativity
diagrams (Remark 2.1). The algebra structure defined in the superspace V
1|1
R
converts it into the Grassmann algebra in one variable ∧(θ).

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A pair of remarks appearing in Ref. [1] will be of use to us. We state
them here without proof.
Remark 2.6. One can substitute super vector spaces over a field k by mod-
ules M over a fixed, commutative superalgebra, say A. We demand that
B is a commutative A-superalgebra, so it is itself an A-module and one can
define the tensor productM(B) = (B⊗AM) as in Definition A.1. As before,
we have M(B) = (B ⊗AM) =M0(B) +M1(B), which are all B0-modules.

Remark 2.7. One can obtain the same result if, instead of considering arbi-
trary commutative superalgebras, we restrict to consider Grassmann algebras
B = ∧[ξ1, . . . , ξn], for short ∧n, for n arbitrarily large, but finite.
In applications, it will be useful to consider ∧n instead of the full category
(c salgebras). The object (∧n⊗V )0 (with n not specified) is sometimes called
the Grassmann envelope of the vector space V .

3 Superspaces and scalar superfields
In this section we want to progress towards the concept of superfield. We
will consider the simplest case: an unconstrained, scalar superfield. We need
first some mathematic terminology. In Appendix A, we recall the standard
definitions of sheaf over a topological space and of morphism of sheaves (Def-
initions A.2 and A.5), which are used in the following. The reader interested
in a more complete and deep treatment of the subject in the formalism that
we use can consult for example Refs. [1, 2, 3, 4]).
Definition 3.1. A superspace3 S = (|S|,OS) is a topological space |S| en-
dowed with a sheaf of superalgebras OS such that the stalk at each point
x ∈ |S|, denoted as OS,x is a local superalgebra (it has a unique maximal
ideal). The sheaf OS is the structural sheaf of the superspace S.

The elements of OS(U), for U ⊂open |S| are local sections over U . If the
open set is the total space |S|, then the elements of OS(|S|) are called global
3The concept of superspace here is more general than the one used in physicist, that
usually restricts to super spacetime.
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sections. The superalgebra OS(|S|) is also called the coordinate superalgebra
of the superspace S.
Example 3.2. The affine superspace km|n consists of the topological space
km with the sheaf of superalgebras that for any open set U ∈ km attaches
the superalgebra Om|n(U) := C∞(U)⊗ ∧(θ1, . . . , θn) .

Let x1, . . . , xm be global coordinates on km. Then we say that x1, . . . , xm,
θ1, . . . , θn ∈ Om|n(km) are global coordinates on km|n. We recall that, as a
general rule, Latin letters denote even (commuting) quantities and Greek
letters denote odd (antimcommuting) quantities.
It is important to pay attention to the definition of morphisms of super-
spaces. One can define them as morphisms of the corresponding sheaves but
first one has to put them over the same basis. This is done by using the pull
back sheaf.
Definition 3.3. A morphism φ : S → T of superspaces is given by a pair
(|φ|, φ♯ :) where |φ| : |S| → |T | is an homeomorphism and φ♯ : OT → φ∗OS is
a morphism of sheaves that preserves the maximal ideal of the stalks. The
sheaf |φ|∗OS is the pull back by |φ| of the sheaf OS, defined, for any open
U ⊂ T , as
|φ|∗OS(U) = OS(|φ|
−1(U)) .

Remark 3.4. It is not difficult to show that a morphism φ : km|n → kp|q is
determined by the images of the global coordinates of kp|q under φ♯ (for a
proof of this fact, see the Chart Theorem, Theorem 4.1.11, in Ref [3]).

Definition 3.5. A supermanifold of dimension m|n is a superspace that is
locally isomorphic to km|n.

Example 3.6. Toy model. We consider first the simplest model of super-
space having both, even and odd components, the affine superspace R1|1 =
(R,O1|1), with sheaf
O1|1
R
(U) = C∞(U)[θ] = C∞(U)⊗ ∧[θ], U ⊂open R .
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It is important to distinguish between the affine superspace R1,1 and the super
vector space V
1|1
R
of Example 2.5. On V
1|1
R
we defined an algebra structure
via the even rules principle which converts this space into the Grassmann
algebra ∧(θ). Tensoring with C∞(U) one obtains O1|1
R
(U).
We denote as x and θ the global coordinates on R1|1. Generically, an
element of O1|1(R) (a global section) can be written as
Φ˜ = A˜+ G˜ θ , (3)
with A˜, G˜ ∈ C∞(R). Notice that, formally, (3) looks like the superfields that
appear in the physics literature, except for the fact that both, A˜ and G˜, are
ordinary (even) smooth functions on R.
Let us denote AB = C∞(R)⊗ (B ⊗ ∧(θ))0.
Definition 3.7. A scalar superfield on the superspace R1|1 is a functorial
family of elements
{ΦB = A+ χθ ∈ AB, A ∈ C
∞(R)⊗ B0, χ ∈ C
∞(R)⊗ B1} .
Since the family is functorial, it satisfies
Φh(ΦB) = ΦB′ .

A product, inherited for the products on AB, is readily defined in the set
of superfields.
To see how this works explicitly let us consider B = ∧[ξ1, ξ2]. Then
A(x) = A0(x) + A12(x)ξ
1ξ2, χ(x) = χ1(x)ξ
1 + χ2(x)ξ
2 .
We can now compute quantities as (χ˙ = dχ/dx)
χ(x)χ(x′) = (χ1(x)χ2(x
′)− χ2(x)χ1(x
′))ξ1ξ2,
χ(x)χ˙(x) = (χ1(x)χ˙2(x)− χ2(x)χ˙1(x))ξ
1ξ2 ,
which, generically, are different from zero. These properties are used in
classical field theory and have a (deformed, as ~ 6= 0) counterpart in quantum
field theory.
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It is clear now that if one wants to have products of fields in n different
points, or products of n fields and derivatives of fields that are not identically
0, one needs to increase the number of odd generators ξi up to n. In order
to achieve full generality, one is then lead to consider all the Grassmann
algebras, and from Remark 2.7, this is equivalent to the construction of the
functorial family Φ = {ΦB, B ∈ (c salgebras)}.

Remark 3.8. Unlike the odd variable θ (the odd coordinate in the super-
space R1|1), which opens the possibility of the odd component field χ, the
Grassmann variables in ∧(ξ1, . . . ξn) are non physical, in the sense that they
do no generate new fields but are used to reproduce the properties required
for the already existing odd fields. The fact that there is a functorial behav-
ior with respect to B is a reflection of their spurious character. In Section 6
we will come back to this point.

One can easily extend the definition of scalar superfield in (3.7) for affine
superspaces km|n.
Definition 3.9. A scalar superfield in the affine space km|n is a family of
elements
Φ =
{
ΦB ∈ C
∞(km)⊗
(
B ⊗ ∧(θ1, . . . , θn)
)
0
, B ∈ (c salgebras)
}
(4)
which behaves functorially under a morphism f : B → B′.

It should not offer special difficulty to take a local point of view and
replace C∞(km) in (3.9) by C∞(U), with U ⊂open km. In this way one
could associate to each open subset U a family of algebras which behaves
functorially in B. These families are chosen so that they satisfy a gluing
condition in the intersection of two open sets, since they arise from a sheaf
of superalgebras. One could then extend the definition of scalar superfields
to supermanifolds, which are modelled locally as affine superspaces.
It could be also useful to consider, instead of smooth functions, real an-
alytic, complex holomorphic or polynomial functions.
Remark 3.10. Notice that we are not assuming, a priori, that there is an
action of the super Poincare´ group nor any other supergroup in superspace,
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nor an invariance of the field theory under a supergroup. The concept of
superfield, as we understand it here, is previous to any considerations about
supersymmetry, and takes into account only the algebraic properties derived
from the presence of odd coordinates. For example, a superfield could have
only one component field, even or odd. Obviously, the subset of such super-
fields would never be enough to support the action of a supergroup with a
non trivial odd part.
In the physics terminology, on the contrary, the word ‘superfield’ is in-
evitably linked to some supersymmetry transformations of the underlying
superspace. Our definition is then more general. We can, at any moment,
restrict to the subset of superfields that support a representation of some
supergroup, and this set would be the adequate setting for describing su-
persymmetric field theories. But the algebraic properties that we want to
reproduce here are indeed relevant from the very moment in which an odd
field (say, an electron field) appears in the theory, irrespectively of its be-
haviour under supersymmetry transformations.
The adjective ‘scalar’ refers only to the fact that the superfields that we
consider are associated with the structural sheaf (see Definition 3.1). Other
types of superfields could be conveniently defined in terms of modules over
the structural sheaf.

4 How to deal with algebraic constraints.
The examples that we would like to analyze are the result of some algebraic
constraints imposed on a certain set of N = 1, D = 4 chiral superfields. We
are then going to abandon the toy model for a slightly more complicated
one. The superspace in this case is C4|2, the chiral superspace, with global
sections O4|2(C4) = C∞(C4)[θ1, θ2]. A chiral superfield then is a functorial
family Φ = {ΦB, B ∈ (c salgebras)} of elements
ΦB ∈ C
∞(C4)⊗
(
B ⊗ ∧(θ1, θ2)
)
0
. (5)
An element there is written as
ΦB = AB + θ
αχBα + θ
αθαFB, α = 1, 2 ,
where the index notation is the usual in physics (and it is explained in Ap-
pendix B); in particular, sum over repeated indices is understood. Also, the
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dependence on the even coordinates is not written explicitly. A and F are
in C∞(C4)⊗ B0 and χα are in C∞(C4)⊗ B1. From now on we will omit the
subscript B and write
Φ = A+ θαχα + θ
αθαF, α = 1, 2 ,
We can still look at the superfield (3.9) in a slightly different way. We take
the simpler approach where the commutative superalgebra B runs over the
superalgebras B = C∞(C4)[ξ1, . . . , ξn], with arbitrary n (see Remark 2.7).
We recall here also the Definition 3.1 of superspace morphisms φ : S → T .
On the open set U ⊂ |S|, we have to give a superalgebra morphism
φ♯ : OT (V )→ OS(U), φ(U) = V, .
For example, we can consider a morphism of superspaces
C4|n
φ
−−−→ C2|2 . (6)
According to Remark 3.4, this is determined once we provide two even sec-
tions and two odd sections of C4|n, which are the images under φ♯ of the global
coordinates in C2|2. Then, each superfield (5) provides, with its component
fields (A, F, χ1, χ2), a morphism as in (6).
We want now to study algebraic constraints on the set of chiral super-
fields (5) or, equivalently, on the morphisms (6). Spacetime dependence is
untouched by the constraints that we consider, so one can effectively con-
sider that spacetime is reduced to a point: one can recover the full picture
by tensoring with C∞(C4) where needed. What we will obtain are relations
among the coordinates of the superspace C2|2. Since the constraints are not
linear, the restricted space is not an afine superspace. Moreover, in some
cases it can only be understood as a superscheme. In the next subsection we
try to give a summary on the principal results on schemes and superschemes.
In the non super case a complete treatment can be found in any textbook
on algebraic geometry (see for example the first chapter of Ref. [6]). For the
super case there is a thorough treatment in Ref. [3]).
4.1 Schemes and superschemes
Affine algebraic varieties are commonly seen as the zero locus of some polyno-
mials, although this description is not intrinsic, since it depends on a certain
embedding. Modern algebraic geometry gives a different point of view.
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An affine algebra F over an algebraically closed field (for example C) is
a commutative, finitely generated algebra that contains no nilpotents. In
ordinary geometry, given an affine algebra one can construct a topological
space, called the spectrum of F and denoted by |X| = Spec(F ), as the set of
all prime ideals of F endowed with the Zariski topology.
One constructs over the topological space |X| a sheaf of algebras by lo-
calizing F at each prime p ∈ Spec(F ). The algebra
Fp :=
{
f
g
∣∣ f ∈ F, g ∈ F − p}
is the stalk of the sheaf at p and it is a local algebra, that is, it has a
unique maximal ideal. The sheaf is denoted as OX or OF . Then, the pair
X = (|X|,OX) is an affine algebraic variety. The sheaf OX is the structural
sheaf of the affine algebraic variety.
Making contact with the traditional point of view, Spec(F ) consists of
the points of the algebraic variety (which correspond to the maximal ideals)
together with all the irreducible subvarieties.
One recovers the affine algebra F as the set of global sections: OX(X) =
F , and it is said to be the coordinate ring or coordinate algebra of the affine
variety X .
It will be important to distinguish the pair X = (|X|,OX) from the
topological space |X| = Spec(F ), so we will denote
Spec(F ) := (Spec(F ),OF ) = (|X|,OX) .
The procedure that we have described establishes an equivalence of cat-
egories between affine algebras and affine varieties. One can apply the same
procedure to an algebra F that is not affine: Spec(F ) and OF still make
sense. The nilpotent elements of a commutative algebra form an ideal N so
one can define the reduced algebra Fred := F/N . Since N sits inside every
prime ideal, we have that Spec(Fred) ∼= Spec(F ) as topological spaces. Never-
theless, the sheaves OF and OFred will be, in general, diferent. In particular,
Fred may be an affine algebra even if F is not.
Example 4.1. Let us consider the algebra of polynomials in two variables,
C[x, y], and the ideal generated by the element x2. The quotient F =
C[x, y]/〈x2〉 is not an affine algebra, since it contains a nilpotent, namely,
the element x. A generic element of F will be of the form
f0 + x f1, f0, f1 ∈ C[y] .
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The solution of the polynomial equation x2 = 0 over C is just x = 0 and
in fact, Fred ∼= C[y]. Nevertheless, the algebra F keeps track of the double
multiplicity of the solution, so it has more information. The maximal ideals
(that are also prime ideals) in Spec(F ) are of the form 〈y−a, x2〉, a ∈ C and
the stalk of the sheaf at such point is
Fa =
{
f0 + x f1
g0 + x g1
∣∣ fi, gi ∈ C[y], g0(a) 6= 0
}
.
Working with the reduced algebra, the maximal ideals are 〈y − a〉, a ∈ C,
and the stalk is
Fred,a =
{
f
g
∣∣ f, g ∈ C[y], g(a) 6= 0 } .

We are led to the following definition:
Definition 4.2. An affine scheme4 X is a topological space |X| together
with a sheaf of algebras OX which is isomorphic to Spec(F ) for some algebra
F .

Since superalgebras inevitably contain nilpotents, the concept of scheme
seems suitable for extension to superalgebras. A superalgebra A = A0 +A1
is an affine superalgebra if its even part A0 is finitely generated as an algebra,
its odd part A1 is finitely generated as an A0-module and the reduced algebra
defined as Ared = A/J , where J is the ideal of odd nilpotents, is itself affine,
so it contains no further nilpotents. Notice that we quotient here only by the
odd nilpotents, that is, the nilpotents that are present in any superalgebra.
There may remain some even nilpotents as in Example 4.1. Nevertheless it
is customary to call to Ared the reduced algebra of the superalgebra A. So one
can have superalgebras whose reduced algebra is not affine: they are then
non affine superalgebras.
One can also construct the topological space Spec(A) = Spec(Ared), and
equip it with a sheaf of superalgebras obtained by localization. We then
have:
4It may seem odd that the category of affine schemes relates to non affine algebras,
but the adjective ‘affine’ on the noun ‘scheme’ is used to distinguish it from a projective
scheme, a generalization that we will not need in this paper.
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Definition 4.3. An affine superscheme is a superspace S = (|S|,OS) which
is isomorphic to Spec(A) for a superalgebra A not necessarily affine.

Given an affine superscheme S with superalgebra A there is always an
affine scheme Sred associated to the reduced algebra Ared. It is the reduced
scheme of the superscheme, a concept which is similar to the concept of
reduced manifold of a supermanifold or reduced algebraic variety of an alge-
braic supervariety.
4.2 Constraint Φ2 = 0
This first example of constrained superfield bears some resemblance with
Example 4.1.
If one, naively, considers the constraint Φ˜2 = 0 on sections of the struc-
tural sheaf of C2|2 (see (3))
Φ˜ = A˜ + θαG˜α + θ
αθαF˜ , α = 1, 2 ,
where A˜, G˜α and F˜ are all (even) functions in C
∞(C4), then
Φ˜2 = A˜2 + 2A˜θαG˜α + 2A˜F˜ θ
βθβ = 0 .
If we assume that F is invertible, then A˜ = 0 and G˜α is free.
If, instead, we consider the constraint Φ2 = 0 on the superfield
Φ2 = A2 + 2Aθαχα + (2AF −
1
2
χαχα)θ
βθβ = 0 ,
where A, F ∈ B0 and χα ∈ B1, this gives the system of equations
A2 = 0, Aχα = 0, 4AF − χ
αχα = 0 , (7)
which define an affine superscheme denoted as S. The superalgebra of global
sections, O(S) (shorter notation for OS(|S|)) is
O(S) = C∞(C2)[χ1, χ2]
/〈
A2, Aχα, 2AF − χ1χ2
〉
, (A, F ) ∈ C2 .
(Notice that last equation in (7) can be also written as 2AF − χ1χ2 = 0).
The reduced (affine) scheme Sred is obtained by setting the odd variables
to zero, which gives quadratic relations
A2 = 0, AF = 0 , (8)
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so the algebra defining the affine scheme is
O(Sred) = C
∞(C2)
/〈
A2, AF
〉
, (A, F ) ∈ C2 .
Since A is an even nilpotent, the scheme is not an algebraic variety.
There is, however, an open set where the the scheme is isomorphic to
an affine one. This corresponds to the points where F is invertible, that is,
to the prime ideals of O(Sred) that do not contain F . We will denote the
localization of O(Sred) at these points as O(Sred)F 6=0. This essentially means
that we can set A = 0 from the second equation in (8); then, the first one is
satisfied identically:
O(Sred)F 6=0 ≃ C
∞(C×) . (9)
This is the regular or smooth part of the scheme, represented by the object
C× = C− {0}.
Going back to the superscheme, we can do a change of variables for the
coordinates:
A′ = 4AF − χαχα, F
′ = F χ′α = χα , (10)
with Jacobian
J =


4F 4A −2χ2 +2χ1
0 1 0 0
0 0 1 0
0 0 0 1

 ,
which is non singular for F 6= 0. The inverse transformation is
A =
A′ + χαχα
4F
, F = F ′, χα = χ
′
α ,
and the smooth part of the superscheme is just given by the ring
C∞(C2)[χ1, χ2]F 6=0
/
〈A′〉 ≃ C∞(C×)[χ1, χ2], (A
′, F ) ∈ C2 .
This model appeared in its non linear form in Ref. [7], so it is called the
Volkov-Akulov multiplet. In terms of superfields appeared in Refs. [8, 9, 10].
4.3 General constraint f(Φ) = 0
Let f be a polynomial in one variable. We consider now the more general
constraint
f(Φ) = 0 .
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Because of the nilpotency of θα, this reduces to
f(Φ) = f(A) + θαχαf
′(A) + θαθα
(
f ′(A)F −
1
4
f ′′(A)χαχα
)
.
For example, let us take f(Φ) = Φn. Then the constraints that define the
affine superscheme S are:
An = 0, An−1χα = 0, A
n−2 (4AF − (n− 1)χαχα) = 0 . (11)
The reduced affine scheme in this case is defined by the ring
O(Sred) = C
∞(C2)
/〈
An, An−1F
〉
, (A, F ) ∈ C2 .
We can still localize at F invertible and we get
O(Sred)F 6=0 = C
∞(C2)F 6=0
/
〈An−1〉 ≃ C∞(C× C×)
/〈
An−1
〉
.
Differently to (9) this ring still has the nilpotent A everywhere, so it does
not have smooth points.
Remark 4.4. Following what some authors in physics do, one could hand-
impose an extra constraint
A = aχαχα . (12)
Here a is a coefficient that can depend on F but not on χα, because then A
would be identically zero.
For n = 2 this followed from the constraints (7) only assuming that F was
invertible. Then a was determined to be a = 1/4F . The same trick would not
work for n ≥ 3, so (12) is an extra constraint, not coming from (11), which
nevertheless allows to solve trivially (11). Moreover, a is arbitrary, so there
are indeed solutions to Φ3 = 0 that do not solve Φ2 = 0. For n = 3, 4, 5, . . .
the sets of solutions that we obtain in this way are identical.
The constraint (12), when projecting onto the reduced algebra (putting
the fermions to zero), gives A = 0, which leaves us with the affine algebra
C∞(C), something similar to what happened in Example 4.1. The superal-
gebra would be C∞(C)[χ1, χ2], that is, the algebra of the affine superspace
C
1|2.

This type of constraints appear in Ref. [11].
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Remark 4.5. In Appendix C we wrote the infinitesimal supertranslation al-
gebra which acts on the affine superspace C4|2. Actually, the supertranslation
generators (26) act on C4|4, the complexified Minkowski superspace. There is
of course a real version of this superspace and of the supertranslation alge-
bra which is the usual in physics. On the chiral superspace C4|2 only acts the
superalgebra generated by the generators Pµ and Qα.
The sets of equations (7) and (11) are supersymmetric since Φ2 = 0 is a
supersymmetric constraint. While in the n = 2 case the solution obtained
by inverting F is a supersymmetric solution, in the n ≥ 3 case the solution
obtained by imposing (12) is not supersymmetric. This can be checked by
explicit calculation. Nevertheless, being the constraints supersymmetric, the
space of solutions of (11) has an action of the supertranslation algebra. It
is then mandatory to keep the nilpotent A with An = 0 in order to preserve
supersymmetry. Although we do not know yet the physical interpretation
of such fields, it is remarkable that one is lead to maintain genuinely even
nilpotents (that is, nilpotents that survive the projection onto the reduced
scheme) in order to preserve the supersymmetry.

In this situation we do not have enough odd variables for the problem
with n > 3 to be interesting. One can add more odd variables by going
to extended supersymmetry. Physically, though, it is more difficult to give
meaning to superspace and superfields in extended supersymmetry. We could
also consider real superfields, which have four real odd variables. Finally,
what has been done in the literature is to use several superfields.
In the next section we see how we can satisfy cubic constraints with two
superfields.
4.4 Cubic constraint with two superfields
Let us start with two superfields
Φ1 = A1 + θ
αχ1α + θ
αθαF1, Φ2 = A2 + θ
αχ2α + θ
αθαF2 .
The quantities A1, A2, F1, F2 (even) and χ1α, χ2α, α = 1, 2 (odd) are coordi-
nates in the superspace C4|4. On these coordinates we want to impose the
constraint Φ1 · Φ2 = 0:
Φ1 · Φ2 = A1A2 + θ
α(A1χ2α + A2χ
α
1 ) + θ
αθα(A1F2 + A2F1 −
1
2
χα1χ2α) = 0 ,
19
which implies
A1A2 = 0,
A1χ2α + A2χ1α = 0,
A1F2 + A2F1 −
1
2
(χ1χ2) = 0 . (13)
To ease the notation we write (χ1χ2) := χ
α
1χ2α. This defines an affine super-
scheme S with superalgebra
O(S) := C∞(C4)[χ1α, χ2α]/〈A1A2, A1χ2α+A2χ1α, A1F2+A2F1−
1
2
(χ1χ2)〉 .
Let us compute the reduced part of the scheme, Sred. Setting to zero the odd
coordinates in (13) we get
A1A2 = 0, A1F2 + A2F1 = 0 , (14)
so
O(Sred) = C
∞(C4)
/〈
A1A2, A1F2 + A2F1
〉
.
We can now localize at F1 6= 0 and solve for A2. Then (14) becomes
F2A
2
1 = 0, A2 = −F
−1
1 F2A1 .
Restricting also to the points F2 6= 0 we get
A21 = 0, A2 = −F
−1
1 F2A1 ,
so A1 and A2 are even nilpotents. The ring then becomes
O(Sred)F1, F2 6=0 = C
∞(C× × C× × C)
/〈
A21
〉
, A1 ∈ C ,
and the scheme is not regular.
We now reintroduce the odd variables. Localizing at F1 6= 0 we can solve
for A2
A2 = −
F2
F1
A1 +
1
2F1
(χ1χ2) .
Inserting into the first and second equations in (13) we get
F2A
2
1 −
1
2
(χ1χ2)A1 = 0
A1
(
χ2α −
F2
F1
χ1α +
1
2F1
(χ1χ2)χ1α
)
= 0 . (15)
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If F2 6= 0, one can see that A41 = 0, so A1 is nilpotent.
One may consider, as in (12), the extra condition that A1 is an even
function of the odd variables,
A1 = a(χ
2
1) + b(χ
2
2) + c(χ1χ2) , (16)
with a, b and c coefficients that can also be functions of the other fields. As
before, we stress that the meaning is that when projecting onto the reduced
algebra we take A1 = 0.
Inserting now the ansatz in (15), and after some calculations, we get
a =
1
4F1
−
F 22
F 21
b, c = −
2F2
F1
b ,
and b is free. We have made use of the identities
(χ1χ2)χ1α = −
1
2
(χ21)χ2α, (χ1χ2)χ2α = −
1
2
(χ22)χ1α .
So the superfields become
A1 =
(
1
4F1
+
F 22
F 21
b
)
(χ21) + b(χ
2
2)− 2
F2
F1
b(χ1χ2),
A2 =
(
−
F2
4F 21
−
F 32
F 31
b
)
(χ21)−
(
2
F 22
F 21
b−
F2
F1
b(χ22) +
1
2F1
)
(χ1χ2) , (17)
with χ1 and χ2 free, F2 free, and F1 6= 0. Since the equations (13) are
symmetric under the exchange 1 ⇄ 2, one can obtain a similar solution by
inverting F2.
If b = 0, the terms proportional to b in Φ1 vanish and we get Φ
2
1 = 0.
With this choice, also for Φ2 the terms proportional to b disappear but
Φ22 = −
1
8F1
χ21χ
2
2 6= 0 .
It is not difficult to see that the particular set of solutions with b = 0 are
equivalent to the system
Φ21 = 0, Φ1Φ2 = 0 , (18)
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once we have inverted F1. One obtains
A1 =
1
4F1
(χ1)
2, A2 =
(χ1χ2)
2F1
−
F2(χ1)
2
4F 21
,
and the remaining coordinates free (note that F2 is not required to be invert-
ible). This system has supersymmetry.
We check now the cubic constraints for generic b:
Φ21Φ2 = Φ1Φ
2
2 = 0
by virtue of Φ1Φ2 = 0. On the other hand, one gets also
Φ31 = 0, Φ
3
2 = 0 .
From the three equations in (11) with n = 3, the first two ones are trivially
satisfied because they are order greater than four in the fermionic variables
and we only have four of them. The third one is only of order four in the
fermionic variables and the terms must cancel exactly. It is not difficult to
check that this happens for both superfields.
Nevertheless, the system
Φ1Φ2 = 0, Φ
3
1 = 0, Φ
3
2 = 0
gives rise to a superscheme that is not regular. The constraints are
A1A2 = 0, A1ψ2 + A2ψ1 = 0, A1F2 + A2F1 −
1
2
(ψ1ψ2) = 0,
A31 = 0, A
3
2 = 0, A
2
1ψ1α = 0, A
2
2ψ2α = 0,
A1
(
A1F1 −
1
2
(ψ1)
2
)
= 0, A2
(
A2F2 −
1
2
(ψ2)
2
)
= 0 .
The reduced scheme is given by the constraints
A1A2 = 0, A1F2+A2F1 = 0, A
3
1 = 0, A
3
2 = 0, F1A
2
1 = 0, F2A
2
2 = 0 .
Even restricting to F1 6= 0, one obtains
A2 = −
F2
F1
A1, A
2
1 = 0 ,
so a nilpotent remains that cannot be put directly to zero. The solutions
obtained in (17) by imposing the ansatz (16) do not reflect the whole solution
space, and consequently they are not supersymemtric.
These constraints appeared in Refs. [12, 10, 13].
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4.5 Cubic constraint with an arbitrary number of su-
perfields
The system (18) can be generalized by adding more chiral superfields. We
consider the following system :
X = A+ (θχ) + θ2F, X2 = 0
Yi = Ai + (θψi) + θ
2Fi, XYi = 0
for i = 1, . . . , n and n arbitrary. From (7) and (13) the constraints are
equivalent to the system
A2 = 0, Aχα = 0, 4AF − ψ
2 = 0
AAi = 0, Aψi α + Aiχα = 0, AFi + AiF −
1
2
(χψi) = 0 .
Putting the fermions to zero, the constraints on the reduced part become
A2 = 0, AF = 0
AAi = 0, AFi + AiF = 0 .
Localizing at F invertible we can solve
A = 0, Ai = 0 ,
which means that the reduced scheme has a smooth part
C[Sred]F 6=0 = C
∞(C× × Cn) .
Reinserting the fermions we get
A =
ψ2
4F
, Ai = −
χ2Fi
4F 2
+
1
2F
(χψi) ,
and the remaining equations are satisfied trivially.
In this case we can use the same method than in Section 4.2. We perform
a change of variables
A′ = 4AF − χ2, A′i = AFi + A− iF −
1
2
χψi,
F ′ = F, F ′i = Fi, χ
′ = χ, ψ′i = ψi ,
23
whose Jacobian is invertible if F is so. The constraints are then
A′ = 0, A′i = 0 ,
and the superscheme at F invertible becomes
C[N ]F 6=0 ≃ C
∞(C× × Cn)[χα, ψi α] ,
with α = 1, 2, and i = 1, . . . , n. The superfields Yi, i = 1, . . . , n satisfy
YiYjYk = 0, ∀ i, j, k = 1, . . . , n . (19)
In order to prove this we have used the following Fierz identity:
(ψ1ψ2)ψ3 + (ψ3ψ1)ψ2 + (ψ2ψ3)ψ1 = 0 .
We note that this is not the most general solution to (19). For n = 1 the
solution presented in (17) with Φ1 = X and Φ2 = Y is a more general one
(b 6= 0).
The case n = 3 was presented in Ref. [14, 15].
5 A non algebraic constraint
In this section we are going to consider both, chiral and antichiral superfields.
Up to now we were considering only chiral superfields, so the description of
Section 4 was the simplest one. Moreover, the spacetime coordinates would
not appear explicitly in the discussion, so it was as if spacetime was reduced
to a point. In this section we will not be in that case anymore and the
spacetime variables would play a role.
We shall start with a (complexified) super spacetime C4|4, with
xµ, µ = 0, . . . , 3, θα, θ¯α˙, α, α˙ = 1, 2
being its global coordinates. As the notations suggests, θα and θ¯α˙ are related
by an antilinear involution that defines the standard (real) super Minkowski
space and for which the coordinates xµ are real.
In Refs. [16, 4], chiral and antichiral spaces are seen to be related to
certain supergrassmannians, while the superspace having the correct real
form is a superflag manifold. The superspaces C4|2 and C4|4 are only the
bigcells of the above mentioned supermanifolds.
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But we do not need to discuss here this interpretation, so we stick to work
in the big cells which are affine superspaces.
On the superalgebra global sections of C4|4, O4|4(C4) = C∞(C4)⊗∧4, we
can define two derivations
Dα = ∂α + iσ
µ
αα˙θ¯
α˙∂µ, D¯α˙ = −∂α˙ − iθ
ασµαα˙∂µ ,
where
∂α =
∂
∂θα
, ∂α˙ =
∂
∂θ¯α˙
, ∂µ =
∂
∂xµ
,
and the Pauli matrices are given in Appendix B. Dα and D¯α˙ are indeed the
right invariant vector fields of the action of the supertranslation generators
(see Appendix C).
In physics, one defines a chiral superfield as a section of C4|4 such that
D¯α˙X = 0 .
It is an easy calculation to see that, under the change of variables
(xµ, θα, θ¯α˙) −→ (yµ = xµ + i(θσµθ¯), θα, θ¯α˙), (θσµθ¯) := θασµαα˙θ¯
α˙ ,
a chiral superfield can be written as
Xch = Ach(y) +
(
θχch(y)
)
+ θ2F ch(y) .
Instead, and under the change of variables
(xµ, θα, θ¯α˙) −→ (y¯µ = xµ − i(θσµθ¯), θα, θ¯α˙) ,
the antichiral superfield
DαX
ach = 0 ,
is expressed as
Xach = Aach(y¯) +
(
θ¯χach(y¯)
)
+ θ¯2F ach(y¯) .
yµ and y¯µ are related by complex conjugation (as the notation suggests).
Also, the complex conjugate of a chiral superfield is an antichiral superfield.
We also have
y¯µ = yµ − 2i(θσµθ¯) . (20)
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Let us now consider now two chiral superfields
X = A(y) + θχ(y) + θ2F (y), Y = B(y) + θψ(y) + θ2G(y) ,
and assume that X2 = 0 as in Section 4.2. Then, if F is invertible
X =
χ(y)2
4F (y)
+ θχ(y) + θ2F (y) .
We write the complex conjugate of X as
X¯ =
χ¯(y¯)2
4F¯ (y¯)
+ θ¯χ¯(y¯) + θ2F¯ (y¯) ,
where the notation (the usual one in physics) means
A¯(y¯) := A(y), χ¯α˙(y¯) := χα(y), F¯ (y¯) := F (y) .
The constraint that we intend to impose is [10]
X¯Y = antichiral . (21)
In order to do that, one writes the superfield Y in terms of the variable
y¯µ, using (20) and expanding in Taylor series, which is finite because of the
nilpotency of the odd variables. One gets
Y = B + θψ + θ2G) + 2i∂µB(θσ
µθ¯)− iθ2(∂µψσ
µθ¯) ,
where all the component fields are evaluated at y¯µ. In order to impose the
constraint (21), the only components of X¯Y that can survive are the ones
proportional to 1, θ¯α and θ¯2. After some calculations we get (recall that F
is invertible)
χ¯2ψα = 0, χ¯
2G = 0
∂2B
4F¯
χ¯2 +
i
2
(∂µψσ
µχ¯) + F¯G = 0, − i∂µBσ
µ
αα˙χ¯
α˙ + ψαF¯ = 0,
− i(∂µψ
ασµαα˙)
χ¯2
4F¯
+ χ¯α˙G = 0,
i∂µBχ
2
2F¯
σµαα˙ + χ¯α˙ψα = 0 . (22)
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Putting the fermions to zero, we get G = 0 and B undetermined. The
constraints are algebraic and the reduced scheme is
O(Sred) ≃ C
∞(C× × C) .
The full constraints can be considerably simplified using that F is invertible.
For example, one can isolate G and ψα
G = −
∂2B
4F¯ 2
χ¯2 −
i
2F¯
(∂µχσ
µχ¯), ψα = i∂µBσ
µ
αα˙χ¯
α˙ ,
and the remaining constraints are satisfied. Although the constraints involve
derivatives, the superscheme can be given algebraically, in its complex version
as
O(S) ≃ C∞(C× × C)[χα, χ¯α˙] .
This example is also illustrative of the properties of the fermionic fields.
All through the calculations one has to assume that a fermionic field, say χα,
and its spacetime derivative ∂µχα have a product that is different from zero.
Finally, the superscheme has a smooth part, on which the supersymmetry
transformations have a well defined action.
6 Observables and nilpotent variables
Let F be an algebra and consider the scheme Spec(F ). Let p be a prime
ideal in F , so p ∈ |X| = Spec(F ) and consider the quotient F/p. This is an
integral domain (the product of two non zero elements is a non zero element).
Moreover, if we consider the localization of F over p, Fp, and we quotient
with the ideal Fp · p, the result κ(p) := Fp/(Fp · p) is a field, since every non
zero element in κ(p) has an inverse. The field κ(p) is called the residue field
of |X| at p.
Example 6.1.
1. We consider the ring of polynomials in one variable F = C[x]. The
prime ideals of F are of the form pa = 〈x− a〉, a ∈ C or the ideal 〈0〉.
It is not difficult to see that the residue field at pa is κ(pa) ∼= C and
κ(〈0〉) is the field of rational functions.
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2. If the ground field is R, we have that every irreducible polynomial
in R[x] generates a prime ideal. We still have the maximal ideals as
pa = 〈x − a〉 that give all the points of R. At them, the residue field
is κ(pa) ∼= R. But, for example, the irreducible polynomial x2 + 1 also
generates a prime ideal. It is not difficult to realize that the elements
of the residue field are of the form a + xb, with a, b ∈ R and x such
that x2 + 1 = 0, so κ(〈x2 + 1〉) ∼= C.

As we have seen, affine schemes have residue fields that can vary from
point to point. Let F be an algebra, not necessarily affine. For every element
f ∈ F we can define a ‘function’ on Spec(F ) with values in the residue field
via the canonical maps
F −−−→ Fp −−−→ κ(p)
f −−−→ f −−−→ f(p) .
In an affine variety, with affine algebra F , one recovers in this way the original
interpretation of F as the algebra of functions on the algebraic variety. The
same holds in the case of differentiable manifolds and smooth functions.
If F contains a nilpotent element, say n, then n ∈ p for all prime ideals
p, so n(p) = 0. In other words, n is sent to the zero function and one cannot
reproduce the original algebra F starting from an algebra of functions on
Spec(F ). This is something that we already knew (see Example 4.1), but
now we can read it from a physical point of view.
A classical mechanics system is commonly described in terms of an sym-
plectic manifold called phase space, whose points represent the possible states
of the system. Classical observables are smooth functions on phase space.
There is a special observable, the Hamiltonian, which governs the time evolu-
tion of the system: given the initial state in an instant of time t0, the system
evolves in future times t by following the integral curve of the hamiltonian
vector field associated to the Hamiltonian, passing through the initial state.
This picture can be more or less carried over classical field theory by
substituting the phase space for an infinite dimensional space of maps from
spacetime to a target manifold or of sections of some bundle over space-
time, which are the fields. Most of the time one uses variational calculus
to approach classical field theory instead of trying to give some comprehen-
sive study of these infinite dimensional spaces, which can be very involved.
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Nevertheless, the idea of observable is mimicked form classical mechanics:
observables are (a special class of) functionals on the space of fields. The
time evolution of the system is also governed by some partial differential
equations (usually second order) for the fields.
The idea that we want to convey can be already understood at the clas-
sical mechanics level. Suppose that we want to generalize the classical phase
space to some sort of affine scheme whose algebra contains nilpotents. The
usual way to obtain ‘numbers’ (results of a measurement) from the sections
of the scheme is by the evaluation procedure explained above. Nilpotent
elements go to zero by this map, so they do not represent observables.
Now, one could do the same for a superscheme: even a smooth super-
manifold or regular algebraic variety contains nilpotents generated by the
odd elements which can not be seen in any measurement. What we are af-
firming is that, at least in this interpretation of observable, classical, odd
degrees of freedom could not be seen in experiments.
In quantum mechanics things are very different. States are rays in a
Hilbert space and observables are hermitian operators on it. The results of
measurements are eigenvalues of these operators, and they appear with a
probability distribution determined by the Hilbert space state. The algebra
of operators on a Hilbert space is non commutative, so sometimes it is said,
very roughly, that ‘quantizing’ a system corresponds to substitute the com-
mutative algebra of observables by a non commutative one such that when
taking the limit ~→ 0 the original commutative algebra is recovered.
Let us consider the simplest case possible, a two dimensional phase space
R2 with canonical coordinates (q, p) ∈ R2 and symplectic form dq ∧ dp. The
induced Poisson bracket on the coordinates is
{q, p}− = 1 . (23)
As a quantum system, one considers de Hilbert space of square integrable
functions on the variable q, L2(R). One considers the position and momen-
tum operators:
Qf(q) = qf(q), P f(q) = −i~
∂f
∂q
,
whose commutation rule is
[Q,P ]− = i~ id .
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Taking ~ → 0 the commutation relation is reverted to the commutativity
of q and p as ordinary functions on phase space. The fact that the term
of order one in ~ is proportional to the Poisson bracket (changing the con-
stant function ‘1’ by the identity) is not casual, but a requirement of the
quantization.
Let us assume now that the phase space is substituted by a superspace,
for example R2|2, with superalgebra C∞(C2) ⊗ ∧(θ, π). There is also a su-
per Poisson structure on it. The Poisson bracket of two odd quantities is
symmetric
{θ, π}+ = 1, {q, p}− = 1 ,
and the rest zero.
As in the non super case, the superalgebra C∞(C2) ⊗ ∧(θ, π) admits a
deformation with parameter ~. We focuss exclusively on the deformation
of the Grassmann algebra ∧(θ, π). Mimicking the procedure with the even
variables, we get a non commutative superalgebra with generators Θ and Π
satisfying the commutation rules
[Θ,Π]+ = i~ id [Θ,Θ]+ = 0, [Π,Π]+ = 0 ,
which is the algebra of the fermionic quantum oscillator with its creation and
destruction operators. From them, one can construct the Hilbert space and
the quantum observables.
There is a linear change of variables
Γ = Θ + iΠ, Υ = Θ− iΠ ,
which shows that this algebra is isomorphic to the Clifford algebra C(1, 1)
[17, 18, 19]:
[Γ,Γ]+ = ~ id, [Υ,Υ]+ = −~ id, [Γ,Υ]+ = 0 . (24)
The key point here is the symmetry of the super Poisson bracket.
The conclusion is that, in their quantum version, odd variables can give
rise to meaningful observables. The classical limit ~ → 0 leaves the super-
space mathematical structure, but is does not produce classical, fermionic
observables.
30
Acknowledgements
I would like to thank the Department of Physics and Astronomy and the
Department of Mathematics of UCLA for their kind hospitality during the
realization of this work.
I’m indebted to S. Ferrara and V. S. Varadarajan for invaluable dis-
cussions. I also would like to mention an inspirational conversation about
fermions and observables that I maintained many years ago at CERN with
R. Stora.
This work has been supported in part by grants FIS2011-29813-C02-02,
FIS2014-57387-C3-1 and SEV-2014-0398 of the Ministerio de Economı´a y
Competitividad (Spain) and European Funds for Regional Development, Eu-
ropean Union -A way to construct Europe.
A Some basic definitions
Definition A.1. Extension of scalars. Let A and A′ be two commutative
superalgebras over k and let f : A → A′ be a morphism of superalgebras.
Then A′ is an A-module with action
A⊗A′ −−−→ A′
a⊗ a′ −−−→ f(a)a′ .
If MA is an A-module we can define an A′-module as the tensor product
MA′ := A
′ ⊗A MA = A
′ ⊗MA
/〈
a′ ⊗ a ·m− a′f(a)⊗m
〉
with action
A′ ⊗MA′ −−−→ MA′
b′ ⊗ [a′ ⊗m] −−−→ [(b′a′)⊗m] .
We say that MA′ is the extension of scalars of MA to A′.

Definition A.2. Sheaf over a topological space. Let |X| be a topological
space. A presheaf on |X| assigns to each open set U ⊂ |X| a set F(U) (it
can be an abelian group, an algebra, a superalgebra, a module, ...) and to
every pair of open sets U ⊂ V ⊂ |X| a restriction map
F(V )
resV,U
−−−→ F(U)
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satisfying
1. resU,U = id.
2. resV,U ◦ resW,V = resW,U for al U ⊂ V ⊂W ⊂ |X|.
The elements of F(U) are called local sections of F over U and the ele-
ments of F(|X|) are called global sections.
A presheaf is a sheaf if it satisfies the condition that, for each open cov-
ering {Uα}α∈A of an open set U (in particular, of the total space |X|), and
each collection of elements {fα ∈ F(Uα)}α∈A such that
resUα,Uα∩Uβ(fα) = resUβ ,Uα∩Uβ(fβ), ∀α, β ∈ A ,
there exists a unique element f ∈ F(U) such that
resU,Uα(f) = fα, ∀α ∈ A .

Example A.3.
1. Continuous, differentiable, real analytic or complex analytic functions
on a topological space are all sheaves of algebras.
2. Sections of a vector bundle over a topological space are a sheaf of
modules over some algebra of functions.
3. Constant functions over a topological space are, generically, only a
presheaf. If the space is connected, then the sheaf condition is satisfied.
Also, on a not necessarily connected space, one can define the sheaf of
locally constant functions, that is, functions that are constant on an
open neighborhood of each point.

Definition A.4. Stalk of a sheaf over a point. Let F be a sheaf of abelian
groups (all the sheaves that we use are so) over the topological space |X|.
Let x ∈ |X|. The stalk of F at x, denoted as Fx is the direct limit (see
for example Ref. [6]) of the family of abelian groups F(U) running over all
neighborhoods U of x ∈ |X|.

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Definition A.5. A morphism of sheaves ϕ : F → G over the same topolog-
ical space |X| is a collection of maps ϕU : F(U) → G(U), U ⊂open |X| such
that for every pair of open sets V ⊂ U ⊂ |X| the diagram
F(V )
ϕV−−−→ G(V )
resV,U
y yresV,U
F(U)
ϕU−−−→ G(U)
commutes

B Notation for spinors
Let θα with α = 1, 2 odd coordinates in some affine superspace. As custom-
ary, we define
(ǫαβ) :=
(
0 1
−1 0
)
, (ǫαβ) :=
(
0 −1
+1 0
)
, ǫαβǫβγ = δ
α
γ ,
where sum over repeated indices is understood. We also define
θα := ǫαβθ
β, θα = ǫαβθβ .
In general, for any two pairs of odd quantities, θα and ψα, anticommuting
among them
θαθβ = −θβθα, ψαψβ = −ψβψα, θαψβ = −ψβθα ,
one has
θαψα = ψ
αθα, θ
αθα = 2θ
1θ2 ,
and the so called Fierz identities
θαθβ = −ǫαβθ1θ2 = −
1
2
ǫαβθγθγ ,
θαθβ = ǫαβθ1θ2 =
1
2
ǫαβθ
γθγ ,
(ψ1ψ2)ψ3 + (ψ3ψ1)ψ2 + (ψ2ψ3)ψ1 = 0 . (25)
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The Pauli matrices are
σ0 =
(
1 0
0 1
)
= 11, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
and they satisfy the relations
σiσj = δij11 + iǫijkσk , i, j, k = 1, 2, 3 ,
where, as usual, ǫijk is the totally antisymmetric tensor with ǫ123 = 1.
C Supersymmetry transformations.
We give here the relations of the supertranslation algebra acting on the
Minkowski superspace. We follow the conventions of Ref. [20]. A basis
of the supertranslation Lie algebra is given by
Qα, Q¯α˙, α, α˙ = 1, 2 (odd),
Pµ, µ = 0, . . . , 3 (even) . (26)
The standard real form makes Pµ real and Q¯α˙ the complex conjugate of Qα.
The commutation relations among the generators (26) are
{Qα, Q¯β˙} = 2(σµ)αβ˙P
µ ,
and the rest zero (the Pauli matrices are listed in Appendix B). The action
of the supertranslation algebra on chiral superfields is as follows: Let ξα,
ξ¯α˙ denote the odd supertranslation parameters and aµ the even ones. The
infinitesimal transformations on the component fields A, ψα and F
δa( · ) = a
µi∂µ( · ) (applied to A, ψα and F ),
δξA = ξ
αψα,
δξψα = 2(σ
µ)αβ˙ ξ¯
β˙i∂µA+ 2Fξα,
δξF = −i∂µψ
α(σµ)αβ˙ξ
β˙ . (27)
Notice that acting with Q¯α˙ on a chiral superfield gives a non chiral superfield,
so only Pµ and Qα have a well defined action on the set of chiral superfields.
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