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ACK1Abstract In this work, a quantitative structure–activity relationship (QSAR) model was used to
predict the ACK1 inhibitory activities. A data set of 37 compounds with known ACK1 inhibitory
activities was used. The data set was divided into two subsets of training and test sets, based on hier-
archical clustering technique. Genetic algorithm was applied to select the respective variables to
build the model in the next step. Multiple linear regressions (MLR) were employed to give the
QSAR model. The squared cross-validated correlation coefﬁcient for leave-one-out ðQ2LOOÞ of
0.712 and squared correlation coefﬁcient ðR2trainÞ of 0.806 were obtained for the training set com-
pounds by GA–MLR model. The given model performed a good stability and predictability when
it was veriﬁed by internal and external validation. The predicted results from this study can lead to
design of better and potent ACK1 inhibitors.
ª 2014 King Saud University. Production and hosting by Elsevier B.V.D license.1. Introduction
Activated Cdc42-associated kinase 1 is a non-receptor tyrosine
kinase associated and bounded with cdc42 [1]. ACK1 due to
its involvement in cancer diseases attracted so much attention
over study of its biological function and properties [2,3]. Geneampliﬁcation and over expression of ACK1 can be found in dif-
ferent types of cancers in their advanced-stage. ActivatedACK1
can also result in progressing of prostate cancer by phosphory-
lating, and activating the androgen receptor’s function [4,5].
ACK1 inhibitors not only provide a helpful role in cancer treat-
ment by blocking the activities of ACK1 activitation, but also
prevent the activation of Akt (AKT8 virus oncogene cellular
homolog) or protein kinase B (PKB) [2], directly. Inhibiting
the ACK1 would result in suppression of AKT tyrosine phos-
phorylation so that it could lead to cell cycle arrest in G1 phase.
Akt plays a crucial role in cell survival, and it is necessary for
growth of normal cells; however it is highly activated in various
cancers due to its ability for relaying pro-survival signals [6].
ACK1 also provides the survival effects for Ras-transformed
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promoting of human cancer cells [8], however, ACK1 is involved
in the metastasis process in either vitro or vivo [9,10]; MSA [11].
Designing compounds possessing ACK1 inhibitory activities
can be helpful to treat such cases; however we are not always
sure about the biological activities of designed novel com-
pounds. Several experiments should be run to synthesize, and
then tested to illustrate the biological impacts of the newly de-
signed molecules, however we are faced with time limitation
and high-cost of experimental runs. Consequently, it is of inter-
est to develop a model to predict the biological activities before
any experimental works for synthesis [12].
There has been growing interest over computational meth-
ods to predict the biological activity by chemical structure, so
as to decide whether it has objective qualities or not. In this con-
tribution, the well-known method, which is called quantitative
structure–activity relationship (QSAR) [13,14,15,16,17]; has
been developed, and proved to be useful tool for predicting
the biological activities of compounds by utilizing experimental
data and molecular structures [18,19]. Based on the model
derived byQSARmethod, biological properties can be obtained
without any experimental efforts for synthesis and testing the
novel compounds, easily [20,21,22]. These features made this
method to be expanded and used in several ﬁelds, and recently
could have been employed for screening the biological activities
of drugs in drug design [23]. By collecting the experimental data,
and then calculating the theoretical parameters for newdesigned
compounds, QSAR model can be generated. In QSAR model,
the experimental data are associated with the biological proper-
ties such as toxicity, bioavailability or activity which are consid-
ered as dependent variables for creating the model. The
parameters are numerous descriptors that demand molecular
structures. Among these descriptors only some of them which
are relevant variables in correlation with biological activities
should be selected. Hence, employing a technique to select the
respective variables is one of the essential steps in the QSAR
method [24,25]. Progressive of the variable selection tools
resulted in developing of remarkable methods such as stepwise
[26,27], simulated annealing [28] and genetic algorithms (GAs)
[29]. Once the respective descriptors have been obtained, the
model is built by using various modeling methods such as multi-
ple linear regression (MLR) [30,31], support vector machine
(SVM) [32,33] and partial least squares (PLS) [34]. In the present
work, multiple linear regression technique has been used to gen-
erate the QSARmodel based on genetic algorithm as a variable
selection method. The objective of this study is to develop a
QSAR model, and also accurate quantitative relationship
between the molecular structure and ACK1 inhibition activity
of the taken compounds.
2. Materials and methods
2.1. Data set
In this study, a series of 37 ACK1 inhibitors were taken from
the literature [35]. The chemical structure and activity data of
the molecules are listed in Table 1. The activity data (IC50)
of each molecule were converted into logarithmic scale
pIC50 = log (IC50) and used for QSAR analysis as a
response. The data set was divided into two training and test
subsets in which 30 and 7 molecules were obtained for eachsubset respectively. The test sets are used to assess the predic-
tive ability of model which was obtained based on training set.
2.2. Molecular descriptors
All 2D structures were drawn using the Hyperchem 7.0 soft-
ware [36] and then pre-optimized using molecular mechanics
force ﬁeld (MM+) and ﬁnal optimization was obtained by uti-
lizing semi empirical (AM1) method with the root mean square
gradient of 0.01 kcal mol1. Calculation of theoretical descrip-
tors for the taken molecules has been followed using the
DRAGON software [37]. A total of 1497 different molecular
descriptors were calculated. The calculated descriptors ﬁrst
were analyzed to remove the constant and near constant vari-
ables in order to reduce the redundancy existing in descriptor
data matrix. Correlation of remained descriptors and inhibi-
tion activity was examined to omit the collinear descriptors
(i.e. r> 0.90). Finally, 479 molecular descriptors remained.
2.3. Variable selection
The most relevant descriptors are needed to be selected from
the remained descriptors. This is the prominent problem in
QSAR studies to choose the minimum number of descriptors
with high prediction ability of the model [38]. Therefore, using
a proper tool to select the respective variables is the most
important step in QSAR studies. In this work, genetic algo-
rithm (GA) method [31] which is proved to be effective as a
variable selection technique [39] in QSAR studies was used.
The leave-one-out cross-validation coefﬁcient value has been
used as ﬁtness function of genetic algorithm. The genetic algo-
rithm program was written in Matlab 6.5 [40] and used here.
2.4. Hierarchical cluster technique
Splitting the data into training and test sets is considered as one
of the important step in QSAR study due to their use in building
model and also evaluating the ability of given model respec-
tively. In this present work, the clustering method has been
carried out to separate the data set [41]. Hierarchical cluster
technique is a kind of cluster analysis which builds a hierarchy
of clusters [42]. In this technique each data is measured by their
characteristics and based on this analysis is classiﬁed by ﬁnding
the same clusters of cases. In this method, the analysis begins
with each case in its own separated cluster and the identical clus-
ters combine each other, this continues until just one cluster is
left [41,43]. In order to combine the cluster accurately in each
time ameasure of dissimilarity between cases is required and this
can be achieved by using an appropriate metric [44]. The results
of hierarchical clustering are presented as a dendrogram. The
dendrogram of data set is shown in Fig. 1.
3. Results and discussion
First, the data set was divided into two subsets of training and
test [45,46] which respectively include 30 and 7 compounds with
the taken ratio of 80% for training set and 20% for test set in
whole series of compounds based on hierarchical clustering
technique. After clustering of whole data set the test set com-
pounds were randomly selected from all clusters. The selected
Table 1 Chemical structures and the corresponding experimental and predicted pIC50 values by GA–MLR method.
No. General structures X R1 R2 Exp. Pred.
1a
N
N N
O
R1
2 3
4
NH2
– H – 6.72 6.49
2 – 2-F – 7.00 6.56
3 – 2-Me – 6.62 6.76
4a – 2-Cl – 6.13 5.89
5 – 3-F – 6.96 6.43
6 – 3-Me – 6.62 6.55
7a – 3-Cl – 5.50 6.04
8 – 4-F – 5.26 5.52
9 – 4-Me – 6.05 5.94
10 – 4-Cl – 5.73 5.61
11
N
N N
O
N
NH2
– – – 5.72 5.91
12
N
N N
O
NH2 R1
5
2
– 2-OMe – 7.32 7.25
13 – 2-F – 7.06 6.83
14 – 2-Cl – 5.77 5.89
15 – 2-Me – 5.2 5.92
16 – 5-F – 6.66 6.78
17 – 5-Me – 6.43 5.99
18 – 5-Cl – 5.97 6.14
19 a – 5-OMe – 7.12 6.81
20 – 5-OEt – 6.33 6.39
21
N
N N
R1
NH2
– S – 6.48 6.32
22 – NH – 6.42 6.20
23 – CH – 6.24 6.32
24 – C‚O – 7.06 7.19
25 a – CHOH – 6.55 6.83
26 – C(OH)Me – 7.05 7.06
27
N
N N
NH2
NN
– – – 5.47 5.43
(continued on next page)
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Table 1 (continued)
No. General structures X R1 R2 Exp. Pred.
28 a
N
N N
NH2
S – – – 5.39 5.10
29
N
N N
O
NH2
OHH
– – – 6.80 6.69
30
N
N N
X
NH2
OHH
R2
R1
C‚O F H 6.85 6.78
31 C‚O OMe H 6.96 6.97
32 a C‚O H F 7.06 7.19
33 CH2 H H 6.64 6.35
34 CF2 H H 6.35 6.50
35 C(OH)Me H H 6.66 6.95
36 O F F 6.89 7.16
37 O H OMe 6.96 7.03
a Test set.
684 E. Pourbasheer et al.molecules as a test set are shown in Table 1 and marked as bold
in Fig. 1. These chosen molecules were not involved in selecting
respective descriptors to build the QSARmodel. The main pur-
pose of using these molecules is to test the accuracy of the given
QSAR model. For the selection of the best variables, genetic
algorithm (GAs) subset selection method has been used. Final-
ly, the MLR analysis combined with GA to build the model
based on training set. The most statistically meaningful descrip-
tors which were selected by genetic algorithm are MAXDP,
PW5, Mor30e, E1s, H7u and H-047.
Multi-collinearity for the selected descriptors was detected
by calculating the variation inﬂation factors (VIF) [47]. Corre-
lation coefﬁcient and corresponding VIF values for each
descriptor are given in Table 2. As can be seen from this table,
the correlation coefﬁcient value of each pair descriptors was
less than 0.47, which meant that the selected descriptors were
independent; also, all variables have VIF value less than 5,
indicating that the obtained model has obvious statistical sig-
niﬁcance [47].
The GA–MLR model based on training set and by the se-
lected descriptors was developed and the linear equation was
as follows:pIC50 ¼ 14:36ð3:696Þ þ 0:1300ð0:03255ÞMAXDP
 120:4ð31:70ÞPW5þ 1:334ð0:3341ÞMor30e
 4:998ð1:271ÞE1sþ 2:721ð0:8143ÞH7u
þ 0:4190ð0:05601ÞH 047 ð1Þ
Ntrain ¼ 30;R2train ¼ 0:806;R2adj ¼ 0:756;Ftrain ¼ 15:95;
Q2LOO ¼ 0:712;Q2LGO ¼ 0:612;Q2BOOT ¼ 0:701;R2test ¼ 0:787
where N is the number of compounds of training set, Q2LOO,
Q2BOOT and Q
2
LGO are the squared cross-validation coefﬁcients
for leave-one-out, bootstrapping and leave group out respec-
tively. R2 is the squared correlation coefﬁcient, R2adj is the
adjusted R2 and F is Fisher F-statistic. All values in parenthe-
ses are standard deviations.
The prediction results which were obtained by the gener-
ated model to predict the test set compounds are given in Ta-
ble 1. As it can be seen from Table 1, the pIC50 values lie in
good agreement in comparison with the experimental data.
The predicted values of pIC50 have been plotted versus the
experimental values by using Eq. (1). The result is shown in
Figure 1 Dendrogram results of the hierarchical clustering for the training and test sets.
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squared cross-validation coefﬁcients for leave-one-out and
leave-group-out. Q2LOO, and Q
2
LGO used to avoid the over ﬁtting
and over estimate of the model, and also internal predictive
ability of the generated model was veriﬁed by using the boot-
strap Q2BOOT procedure which is highly recommended for
QSAR modeling. The robustness of built model was estab-
lished by high Q2BOOT in which based on bootstrapping re-
peated 5000 times. The value for each parameter of Q2LOO,
Q2LGO and Q
2
BOOT is given in Eq. (1). The high values for these
parameters conﬁrm the high ability of the model in internal
validation. Also, the R2test value of 0.787 for the test set shows
the external predictive ability of the built model.
The predictive ability and robustness of the model were
evaluated using the Y-randomization test [48]. The dependent
variable vector (pIC50) was shufﬂed randomly and the built
model after several replications showed to have less R2 and
Q2LOO values (Table 3). The obtained result of Table 3 conﬁrms
that the good statistical results Eq. (1) are not obtained due to
chance.
The Williams plot for the created model is given in
Fig. 3. The leverage values can be calculated for every com-
pound and plotted vs. standardized residuals, and it allows a
graphical detection of both the outliers and the inﬂuential
chemicals in a model [49]. The inﬂuence of compounds on
model can be given when the leverage value is greater than
warning leverage (in this case h* = 0.7) [50]. This plot shows
that the leverage values are less than the warning value of
0.7. Also, from Fig. 3, it is obvious that there are no outlier
compounds with standard residuals >3d for both the train-
ing and test sets. All results conﬁrm that the build model is
a valid model and can be utilized to predict the ACK1 inhi-
bition activity.3.1. Interpretation of descriptors
By interpreting the descriptors contained in the model, it is
possible to gain some insights into factors which are related
to the ACK1 inhibition activity. Therefore, the interpretation
of QSAR results is required.
MAXDP (maximal electrotopological positive variation) is
the ﬁrst descriptor which is given in model. This descriptor is
one of the topological descriptors. The MAXDP demonstrates
the maximum positive intrinsic state difference and can be
associated with the electrophilicity of the molecules [51].
MAXDP was proposed based on Kier-Hall intrinsic states of
atoms. The intrinsic state of an atom is calculated as the ratio
between Kier-Hall atomic electronegativity and the vertex
degree, so that the number of bonds of the atom, encoding
information related to both partial charges of atoms and their
topological position relative to the whole molecule [52,53].
Since MAXDP has positive sign for the linear Eq. (1), increas-
ing the value of descriptors via electrophilicity behavior of
compounds, will lead to increase in pIC50 values.
The second descriptor is PW5 (path/walk 5 – Randic shape
index). This descriptor is a class of path/walk indices in which
is one of the topological descriptors [54]. Atomic path/walk
indices are described for each atom as the ratio between, atom-
ic path count and atomic walk count for the same length. The
number of paths in a molecule is bounded and determined by
the molecule diameter, whereas the number of walks is
unbounded. Molecular path/walk indices are explained as
the average sum of atomic path/walk indices of equal length
[55]. As the path/walk count ratio is independent of molecular
size, these descriptors can be considered as shape descriptors.
Since the coefﬁcient of this descriptor in Eq. (1) is negative,
it decreases the value of pIC50 by its increasing.
Table 2 The correlation coefﬁcient of selected descriptors and corresponding VIF values.
MAXDP PW5 Mor30e E1s H7u H-047 (VIF) a
MAXDP 1 0 0 0 0 0 1.299
PW5 0.423 1 0 0 0 0 1.733
Mor30e 0.270 0.461 1 0 0 0 1.836
E1s 0.288 0.381 0.327 1 0 0 1.385
H7u 0.027 0.330 0.280 0.132 1 0 1.553
H-047 0.126 0.115 0.436 0.287 0.230 1 1.551
a Variation inﬂation factors.
Table 3 The Q2LOO and R
2
train values after several Y-random-
ization tests.
No. Q2 R2
1 0.362 0.056
2 0.000 0.240
3 0.000 0.267
4 0.001 0.216
5 0.141 0.070
6 0.016 0.205
7 0.049 0.341
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Figure 3 The Williams plot of the training and test sets.
686 E. Pourbasheer et al.The next descriptor is Mor30e (signal 30/weighted by San-
derson electronegativity). This is a kind of 3D-MoRSE
descriptors which are introduced by Gasteiger [56]. This
descriptor is representation of structures which is based on
electron diffraction descriptors in order to prepare the theoret-
ical scatter curves. The Mor30e descriptor is related to electro-
negativity of molecule atoms. As it is clear from equation 1,
the Mor30e plays positive effects on pIC50 value. Therefore,
increasing the value of this descriptor, due to its positive sign
in Eq. (1), will increase the pIC50 value.
The next descriptor is E1s (1st component accessibility
directional WHIM index/weighted by atomic electrotopologi-
cal states). This descriptor is a type of WHIM directional
descriptors which is based on the statistical indices calculated
on the projections of atoms along principal axes [57]. In this
algorithm, principal components analysis performs on the
centered Cartesian coordinates of a molecule by using a
weighted covariance matrix obtained from various weighing
schemes for the atoms. Directional WHIM symmetry descrip-
tors are related to the number of central symmetric atoms
(along the m th component), the number of unsymmetric
atoms and the total number of atoms of the molecule. In this
descriptor (E1s) the atomic electrotopological states are one of
the weighting schemes that are used for computing the
weighted covariance matrix. Since, this descriptor contained
negative coefﬁcient value in the linear equation, it is inversely
related to the pIC50 values.
Another selected descriptor is H7u (H autocorrelation of
lag 7/unweighted). This descriptor is a type of GETAWAY
H-indices descriptors [58]. GETAWAYs descriptors are geo-
metrical descriptors which provide information on positionR² = 0.8063
4.9
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6.4
6.9
7.4
4.9 5.4 5.9 6.4 6.9 7.4
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ic
te
d 
(pI
C 5
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Figure 2 The predicted vs. the experimental pIC50 by GA–MLR.
8 0.001 0.232
9 0.067 0.358
10 0.024 0.202of fragments and substituent in molecular space. GETAWAY
descriptors have been designed for matching the 3D-molecule
geometry. They are obtained through the values of atomic
Cartesian coordinates. The leverages of H (hii) as diagonal ele-
ments are assumed to represent the inﬂuence of each atom on
the shape of molecule. Therefore, the mantle atoms have high-
er hii values in comparison with atoms which are near the mol-
ecule center [59]. H7u has a positive sign for the linear Eq. (1)
which demonstrates that increase in substituent but far from
the center of molecule will increase its value and an increase
in its value will affect the pIC50 value.
The ﬁnal selected descriptor is H-047 (H attached to C1
(sp3)/C0 (sp2)). This is a type of atom-centered fragments.
QSAR study of ACK1 inhibitors by genetic algorithm–multiple linear regression (GA–MLR) 687H-047 has the inﬂuence upon physicochemical properties. This
descriptor is positive in Eq. (1) and indicating that it is directly
related to the pIC50 values. This descriptor demands that car-
bon atoms are classiﬁed by their hybridization state. More-
over, their classiﬁcation is depending on whether their
neighbors are carbon or heteroatoms [60]. H attached count
to C (SP3) or atom centered fragments (H-047) should be min-
imized in terms of structures to increase biological activity of
ACK1 inhibitors.
4. Conclusion
In this work, the quantitative structure–activity relationship
study of a series of ACK1 inhibitors was carried out. Different
kinds of descriptors were calculated to represent the biological
activity through the molecular structure. To select the respec-
tive descriptors, genetic algorithm was used and provided the
six main descriptors available for the presenting biological
activities. For splitting the data into two subsets, hierarchical
cluster technique was used. The appropriate model (GA–
MLR) was generated based on training set. The analysis of
descriptors demanded the effects of each selected descriptor
on ACK1 inhibition activity and provided some information
upon structure characteristics which are associated with inhibi-
tion activity of ACK1 inhibitors.Acknowledgments
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