Three major meta-analytic approaches have been developed and applied to integrate empirical research. A comparison of their statistical formulas suggested that they should yield different answers to the meta-analytic questions of central tendency, variability, and prediction by moderators. These frameworks were used to analyze systematically differing databases and showed that, although the techniques of L. V. Hedges and I. Olkin (1985) and of R. D. Rubin (e.g., 1978, 1988; Rosenthal, 1991) tended to produce reasonable and convergent results, the results of J. E. Hunter, F. L. Schmidt, and G. B. Jackson (1982; Hunter & Schmidt, 1990 ) often diverged from the other 2 frameworks. For example, consistent with the law of large numbers, finding more studies with the same result is less likely to occur because of chance alone; the Hedges and Olkin and the Rosenthal and Rubin approaches confirmed this prediction, but the Hunter et al. approach did not. The distinct tendency of the Hunter et al. framework to produce results that violate conventional expectations suggests that it should be used with caution.
Meta-analysis generally refers to the statistical integration of the results of independent studies. A growing consensus maintains that this quantitative approach tends to be more rigorous and more precise than traditional, or narrative, reviews of research literature. Literally hundreds of meta-analyses have been published in areas ranging from psychotherapy (e.g., Glass, 1976 ) to gender differences (e.g., Eagly & Johnson, 1990 ) to medical research (e.g., Baum et al., 1981) to finance (e.g., Dimson & Marsh, 1984) . Coincident to this burgeoning of meta-analyses (cf. Schmidt, 1992) , several recent books (e.g., Hedges & Olkin, 1985; Hunter & Schmidt, 1990; Mullen, 1989; Rosenthal, 1991; Wachter & Straf, 1990) and even a few meta-analytic software packages (Johnson, 1989; Mullen, 1989 ) also attest to the growth of the meta-analytic enterprise in recent years.
Schools of meta-analytic thought have been identified and contrasted in terms of their history (see BangertDrowns, 1986 ) and their conceptualization (see Rosenthai, 1991) . Three broad approaches have remained popWe acknowledge the helpful comments of Linda Jackson on a draft of this article. The views expressed in this article are those of the authors and do not reflect the official positions of their organizations.
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Correspondence concerning this article should be addressed to Blair T. Johnson ular over the recent burgeoning interest in meta-analysis: the Hedges and Olkin (1985) techniques, the Rubin (1978, 1988) techniques, and the Hunter, Schmidt, and Jackson (1982) techniques. Generally, meta-analysts working with one set of techniques rarely use the other two (however, see Mullen, 1989; Narby, Cutler, & Moran, 1993) . Moreover, although there are specific research domains that have been integrated by different analysts using alternate meta-analytic techniques, the databases in the meta-analyses have substantially differed (e.g., Evans & Dion's, 1991 , vs. Mullen & Cooper's, 1994 , vs. Oliver's, 1990 , integrations of the cohesiveness-performance effect). Thus, it is unclear whether the differences in results are due to fundamental differences in the meta-analytic approaches or to differences in meta-analytic databases.
Discussions between meta-analysts working with different techniques often fall back on the implicit assumption that the different meta-analytic approaches, when applied to the same meta-analytic database, should render equivalent results. The corollary is that the selection of one approach over another is merely a matter of choice (e.g., the Hedges and Olkin approach: Johnson & Eagly, 1989 ; the Rosenthal and Rubin approach: Mullen & Johnson, 1990 ; and the Hunter et al. approach: Hays, Jacobs, Prince, & Salas, 1992) . However, the possibility that this assumption needs to be qualified, or might in fact be invalid, provided the impetus for this article. Therefore, after a brief characterization of meta-analysis in general and of these three general approaches to metaanalysis in particular, we examine the fundamental assumption that these approaches produce equivalent results.
Meta-Analysis in General
As detailed in Mullen (1989) , there are two metrics of study outcomes and three general analytic questions that can be identified in meta-analysis and that will serve as the focus of this article. We will assume that all proper and systematic efforts have been applied (a) to the definition of the variables involved in the hypothesis being tested by the studies included in the meta-analysis, (b) to the identification of relevant tests of the hypothesis, and (c) to the judicious retrieval of those statistical tests and theoretically relevant predictors (cf. Cooper, 1989; Mullen, 1989; Rosenthal, 1991) . The two metrics of study outcomes are significance level and effect size. Effect size refers to the magnitude of the effect. The common metrics for effect size are r, or the Pearson product-moment correlation coefficient; Z Fisher , or Fisher's transformation ofr;d, or Cohen's d (or g); or Hedges's (1981) unbiased estimate of d. Significance level refers to the likelihood of having obtained the observed results if, in fact, the null hypothesis of no difference were true. The common metrics for significance level are Z (standard normal deviates) and p (probability values). Alternatively, significance can be gauged by confidence intervals calculated around the mean effect size.
Scholars have occasionally engaged in debate over whether significance levels or effect sizes are more informative or more appropriate for use in research (e.g., Becker, 1987; Chow, 1988; Royall, 1986) . The demonstration of either point of view has generally taken the form of showing that by holding one of these dimensions of study outcome constant, considerable and meaningful changes in the other study outcome can be demonstrated, thereby proving that the one held constant is less informative. This debate and these types of demonstrations fail to appreciate the elegantly simple mutual dependence of significance level and effect size (see Cohen, 1990; Mullen, 1989; Rosenthal, 1991) . Any test of significance can be expressed as a function of effect size and study size, and any effect size can be expressed as a function of significance level and study size. The point is that these two metrics of study outcomes address two related, but different, questions about the results of a particular hypothesis test. Significance levels indicate the likelihood that the results are due to chance, and effect sizes indicate the magnitude or the strength of the results. Both metrics are informative, although in very different ways, regarding the relation between two variables.
The three general analytic questions that are answered in meta-analysis are central tendency, variability, and prediction. Central tendency refers to the typical result and is gauged meta-analytically by combinations of effect sizes, combinations of significance levels, or confidence intervals drawn around mean effect sizes. Variability refers to the typical difference from the typical result and may be meta-analytically gauged by diffuse comparisons of effect sizes and significance levels or by homogeneity tests of effect sizes. Prediction refers to finding moderator variables that explain and account for variability around the typical result and may be meta-analytically gauged by comparing the study outcomes as a function of their discrete or continuous characteristics.
Three Major Meta-Analytic Approaches

Hedges and Olkin Techniques
The techniques in this approach to meta-analysis have been developed since the early 1980s (e.g., Hedges, 1981 Hedges, , 1982a Hedges, , 1982b Hedges & Olkin, 1985) and thus represent a relatively new entry into the meta-analytic arena. In this approach, study outcomes usually are converted into standard deviation units, or g values, which are then corrected for bias (i.e., #'s overestimate of the population effect size, which occurs especially for small study samples; see Hedges, 1981) . Finally, these transformed values, which are termed d values, are combined, their homogeneity (or consistency) is examined, and their variability is explained by using models with continuous or categorical moderators. For a formal presentation of this approach and its computational formulas, see Hedges and Olkin (1985) .
Rosenthal and Rubin Techniques
This meta-analytic approach is the oldest set of techniques in the meta-analytic arena. Indeed, Rosenthal (1961) was publishing what are (now) called meta-analytic results some 15 years before Glass (1976) coined the term meta-analysis. Moreover, many of the techniques that are used in the Rosenthal and Rubin approach are refinements and extensions of the basic techniques developed by Lush (1931 ), Fisher (1932 , Pearson (1933) , and Thorndike (1933) . The basic logic of this approach is to convert study outcomes to standard normal metrics, which are Z s associated with one-tailed probabilities for significance levels and Fisher's r-to-Z transformation for effect sizes. These indexes are then combined to produce weighted means and are examined in diffuse and focused comparisons. For formal presentations of this approach, including its computational formulas, see Rosenthal (1991) and Rubin (1978,1988) .
Hunter etal. Techniques
Stemming from the validity generalization tradition within industrial-organizational psychology (Hunter & Schmidt, 1990) , this meta-analytic approach differs from the Hedges and Olkin and the Rosenthal and Rubin approaches. It does not attempt to correct the biases in the effect sizes indexes of r or g before deriving mean effect sizes or before applying moderators to these indexes (e.g., without weighting for the sample size of each effect size; Hunter & Schmidt, 1990, p. 408) . However, this approach is more sophisticated than other frameworks in its efforts to correct effect size indexes for potential sources of error (e.g., sampling error, attenuation, and reliability of independent and dependent variables) before meta-analytically integrating the effect sizes across studies. This unique focus of the Hunter et al. approach is seldom fully used, however, because in most literatures, very few studies report sources of error as a matter of course (Hunter & Schmidt, 1990 ). Yet, when information about these sources of error is available, this feature of the Hunter et al. approach may recommend its use. Of course, the use of these corrections is not necessarily wedded only to the Hunter et al. framework; one might apply the corrections to the effect sizes that enter into a meta-analytic database and then use any of the metaanalytic frameworks to analyze them (e.g., Hedges & Olkin, 1985, pp. 131-145) . Other corrections (e.g., for sampling error) would have to be applied after performing analyses (e.g., to examine whether a mean effect size is significant once sampling error is removed). However, in the present context, we will consider the broader, and more common, research literature scenario in which information about the various sources of error is not available. For formal presentations of this approach, including its computational formulas, see Hunter et al. (1982) and Hunter and Schmidt (1990) . Table 1 presents the broad types of meta-analytic statistics provided by each of the three meta-analytic approaches in their distinct efforts to address the analytic questions of central tendency, variability, and prediction. Table 2 provides the actual calculational formulas commonly used to derive the various statistics. Note that an exhaustive listing of equations is beyond the purposes and scope of this article, the goal of which is to compare the results generated by the three approaches. Thus, we focus on the elements of the meta-analytic statistical results that these three approaches share (i.e., their basic answers to the fundamental analytic questions of central tendency, variability, and prediction). Some additional meta-analytic results that are characteristically reported in each of the approaches have no direct analog in the other two approaches. For example, the Hedges and Olkin approach determines whether moderator models can be reasonably described as explaining the variability among effect sizes (i.e., model specification statistics, such as Q E and Q w ). The Rosenthal and Rubin approach can yield a fail-safe number, indicating the number of unretrieved studies whose average results are equal to a null effect of p = .50 that would be needed to reduce the overall combined probability to a just-significant level. The Hunter et al. approach yields estimates of effect size significance with and without corrections for sampling error. Although meta-analysts working within either of the other two approaches could calculate such statistics, the point is that there is no meta-analytic statistic in the alternative approaches that is the direct analog of these indexes, thus precluding an equivalent comparison of results on these dimensions. Therefore, the present effort compares only those meta-analytic statistics that are common to each approach.
Comparison of Statistical Formulas to Answer Analytic Questions
On some of the three meta-analytic tasks, the three general approaches provide an apparently equivalent solution, including especially the consistency of effect sizes. For some other meta-analytic tasks, however, the three different approaches appear to offer contrasting solutions, including the mean effect size, the significance of the mean effect size, and the prediction of effect sizes by a moderator. Particular expectations follow.
1. To derive the mean effect size, all three approaches usually weight each effect size by its sample size. However, the Hedges and Olkin and the Rosenthal and Rubin approaches use transformations of the study effect sizes in their calculations, whereas the Hunter et al. approach uses untransformed r values (see Table 2 , Section 1). Assuming that r values have a nonlinear bias (cf. Fisher, 1932; James, Demaree, & Mulaik, 1986; Mullen, 1989) , then the Hunter Table 2) , it is logical to expect that the other meta-analytic statistics in the Hunter et al. approach might also deviate to some extent from the other two frameworks.
2. As shown in Table 2 , Section 2, to determine the significance of the mean effect size, the Hedges and Olkin approach estimates the variance of the effect sizes, which is based on the individual variance estimates for each effect size (Equation 9 in Table 2 ), which in turn are based on the size of the study's samples (Equation 2 in Table 2 ). Although analysts using the Hedges and Olkin approach tend to use this variance estimate to produce confidence intervals for the mean weighted effect size, unit-normal logic dictates that a continuous metric for significance, Z, will be the mean effect size divided by the standard deviation (Equation 8 in Table 2 ). Similarly, the Rosenthal and Rubin approach's estimate of significance, Z, derives from a weighted average in which each effect size is converted into its one-tailed normal Z value and is weighted by sample size. The Hunter et al. approach also derives a confidence interval for the mean r value, so unit-normal Zs are once again used in our demonstration (see Equation 11 in Table 2 ). In this case, however, the estimate of the variation of the effect sizes is explicitly based on the distribution of the effect sizes around the mean value (see Equation 12 in Table 2 ), whereas the mean effect size does not play a role for either the Hedges and Olkin or the Rosenthal and Rubin approach (see Equations 8-10 in Table 2 ). This fundamental difference leads to the prediction that the Hunter et al. approach's estimates of the significance of the mean effect size should be more conservative than the other two approaches when effect sizes are inconsistent and should 
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be more liberal than the other two approaches when effect sizes are consistent, other factors being equal (cf. Hedges, Cooper, & Bushman, 1992) . 3. The three approaches appear to provide similar computational solutions to the issue of the consistency of effect sizes (see Table 2 , Section 3). All three frameworks yield chi-square values based on the squared deviations of the individual effect sizes from the overall mean, weighted by sample size. Thus, the approaches ought to yield roughly the same solutions to the meta-analytic question of consistency.
4. Although all three approaches use a general linear model strategy for prediction of effect sizes by moderators, they differ somewhat in their computational solutions (see Table 2 , Section 4). In particular, the Hedges and Olkin and the Rosenthal and Rubin approaches weight each effect size for its sample size (or degrees of freedom), but the Hunter et al. approach does not use weighting. Therefore, other factors being equal, the Hedges and Olkin and the Rosenthal and Rubin approaches should find that, as sample sizes (TVs) for the studies in the analyses increase, and as the numbers of studies (ks) increase, the significance of their moderator analyses should increase as well, but results for the Hunter et al. approach should not be sensitive to either factor. Finally, because the latter approach does not weight for study sample sizes in its moderator analyses, these tests should be less able to capitalize on the amount of variance available when the effect sizes tend to be larger or when the effect sizes have a greater range. Thus, the Hedges and Olkin and the Rosenthal and Rubin approaches ought to yield moderators of greater significance than the Hunter et al. approach when the mean effect size is large, when sample sizes are larger, and when effect sizes have greater range. Indeed, as Johnson and Turco (1992) discussed, the Hedges and Olkin approach to moderator testing is explicitly based on having enough variation among effect sizes available to permit a significant moderator to appear. Thus, it will be impossible for a moderator to obtain significance when there is a particularly high degree of homogeneity present among effect sizes.
Initial Comparison of the Three Approaches' Results in One Database
To show more clearly the differences between these three approaches to meta-analysis, we examine the actual results reached by the frameworks on actual databases. We begin with the database presented in Table 3 , which has already been analyzed by using one of these approaches (see Mullen, 1989, Table 6 .1). This first database represents the results of 10 studies examining the effect of Xon Y, where this effect is represented by a Pearson product-moment correlation coefficient. In addition to the basic statistical information of correlation coefficients and sample sizes, Table 3 also includes a predictor labeled magnitude ofX. This meta-analytic database allows an initial examination of the three general analytic questions of central tendency (Does X affect Yl How strong is the effect? Is it significant?), variability (Is the average effect of Xon Atypical? Is there a significant degree of variability in these effects?), and prediction (Does the effect of Xon Fget stronger when greater magnitudes of X are used?). Finally, regardless of the metric on which each approach typically performs its calculations (see Table 2 ), results were converted back to the original metric of product-moment correlation coefficients to facilitate comparisons between the different approaches. (For the Hedges and Olkin calculations of effect size, the sample sizes of the two comparison groups, e.g., in Equation 1 in Table 2 , were assumed to be TV/2.) Included in Table  4 are the meta-analytic statistics obtained for this database by each of the three general approaches.
Although the three approaches do provide more or less convergent results in this data set, the results are not identical. For central tendency, the Rosenthal and Rubin approach renders a very precise gauge of the combined probabilities, which indicates that X has a significant relation with 7. The Hedges and Olkin and the Hunter et al. approaches offer a more dichotomous, on-off index of effect size significance, which for both approaches shows that the mean effect is significantly different from zero, insofar as the derived confidence intervals do not encompass zero, which is the value indicating exactly no effect. Of course, Z values for each of these confidence intervals (see Equations 8 and 11 in Table 2 ) also indicate that the mean effect size is significant. Thus, all three approaches indicate that X is significantly related to Y. Also note that the mean effect size is somewhat smaller for the Hunter et al. approach than for the other two approaches, reflecting this approach's assumption that the nonlinear metric of the correlation is amenable to linear combinations^. Hunter etal., 1982, p. 42; Mullen, 1989, p. 44) . Note. The original data appear in Table 3 . CI = confidence interval.
For variability, all three approaches converge very closely in showing a lack of significant variability among effect sizes in this database. Although there is a convergence in the computation of these tests of variability, the interpretation of these tests differs across the three approaches. In the Hunter et al. approach, nonsignificant variability statistics are usually taken to imply that variation around the mean is due to one or more sources of error. In the Hedges and Olkin (1985) approach, nonsignificant variability statistics are taken to imply that "the studies can reasonably be described as sharing a common effect size" (p. 122). That is, assuming that no variation was expected, a nonsignificant test of homogeneity would normally preclude proceeding to the next analytic question of prediction. Alternatively, in the Rosenthal and Rubin approach, a nonsignificant difference in this test of variability is interpreted to represent only a small amount of variability in effect sizes in the database. In other words, and as we show in this article, a nonsignificant test of variability does not necessarily mean that the small amount of variability is theoretically uninteresting or that the small amount of variability might not be significantly predicted in theoretically illuminating ways. Regardless of the framework used, when analysts have theoretical expectations about moderators, they should fit models to the effect sizes whether or not effect sizes are significantly variable (see Hall & Rosenthal, 1991; Johnson & Turco, 1992) . This difference in assumptions and interpretations is beyond the scope of this comparison between the results of these meta-analytic approaches. The interested reader is directed to the formal presentations of each of these approaches (Hunter & Schmidt, 1990; Rosenthal, 1991) for a complete discussion of this, and other, underlying assumptions and interpretations.
For prediction, the Hunter et al. approach reports the correlation between the predictor and r values and found that this relation is significant on the basis of primary level inferential statistics (e.g., the significance of a correlation of this magnitude with df= 8). The Rosenthai and Rubin approach reports the correlation between the predictor and the Fisher's r-to-z transformation and shows it is significant on the basis of a meta-analytic-focused comparison of effect sizes. The Hedges and Olkin approach reports regressions with each d weighted by the reciprocal of its variance, including a standardized beta weight (b*) between the predictor and d,&Z value for this model, and a significant p value for this Z. To test further our other predictions about the approaches' results, we examined how these approaches responded to changes in the parameters of the underlying database.
Comparison of the Three Approaches' Results Across Databases
By using this strategy, we obtained results for the first database that were used as a baseline from which to judge changes as parameters of the databases changed. Thus, while attempting to hold all other variables constant, we independently varied (a) the size of the metaanalytic database, (b) the magnitude of effect for each study in the database, (c) the sample size for each study in the database, and (d) the range or dispersion of effect sizes in the database. These new databases were created with the explicit criterion that all database parameters were held constant, except for the respective parameter being varied. Table 5 contains the meta-analytic statistics generated by each of the three analytic approaches. Once again, we used the three general analytic questions of central tendency, variability, and prediction to guide our comparisons of these three analytic approaches.
Central Tendency
As Figure 1 shows, the mean effect sizes yielded by the three frameworks tend to remain relatively constant across the database variations. However, the Hunter et al. approach tends to yield slightly smaller estimates, and .N this tendency increases as the mean magnitude of effect sizes increases, and even more so as the range of effect sizes increases. This pattern appears to reflect the Hunter et al. approach's assumption that the nonlinear metric of the correlation coefficient is amenable to linear combinations. Generally, the Hedges and Olkin approach yields values that are in between those reached by the other two frameworks.
The significance of the study outcomes varied even more strongly as a function of the parameters of the databases. As noted earlier, the confidence intervals generated by the Hedges and Olkin and the Hunter et al. approaches were converted to exact unit-normal Z values, so as to be directly comparable with the Z values produced by the Rosenthal and Rubin approach (see Table  2 , Section 2). Even though the different approaches generally provided the same mean effect sizes, as expected, the three frameworks did reach somewhat different conclusions about the significance of study outcomes, as Table 5 and Figure 2 show. Figure 2A shows that, consistent with the law of large numbers, increasing the size of the meta-analytic database produces equivalent increases in the significance estimates for both the Hedges and Olkin techniques and the Rosenthal and Rubin techniques. However, as predicted, the Hunter et al. techniques are not responsive to variations in the size of the meta-analytic database. In other words, whereas the Hedges and Olkin and the Rosenthal and Rubin frameworks indicate that finding even more studies with the same basic effect is even less likely to occur because of chance alone, the Hunter et al. framework indicates that finding even more studies with the same basic effect is no less likely to occur because of chance alone.
Discussions of statistical significance and effect sizes hold that, other things being equal, significance should rise with increases in the effect size. As Figure 2B shows, the likelihood that the mean effect size will be found significant does increase as the magnitude of the mean effect size increases. This pattern is markedly apparent for the Hedges and Olkin and the Rosenthal and Rubin approaches. However, as expected, once again the Hunter et al. approach deviates from this expected pattern and appears substantially less sensitive to variations in mean magnitude of effect. Moreover, the left-most portion of Figure 2B (and the results for the database presented in the fourth row of Table 5 ) highlights a situation in which both the Hedges and Olkin and the Rosenthal and Rubin approaches find the combined results to be unlikely to occur because of chance alone, whereas the Hunter et al. approach finds that these combined results do not indicate a significant effect. Thus, the Hedges and Olkin and the Rosenthal and Rubin approaches appear to have greater statistical power to detect a significant effect than does the Hunter et al. approach.
Once again, consistent with the law of large num- Rosenthal and Rubin (1978; Rosenthal, 1991) ; H, S & J = Hunter, Schmidt, and Jackson (1982; Hunter & Schmidt, 1990) .
bers, the Hedges and Olkin and the Rosenthal and Rubin approaches converge to show that the combined probability is more extreme as the average sample size of each included study increases (see Figure 2C ). However, as expected, the Hunter et al. approach does not reflect this trend. In other words, the Hedges and Olkin and the Rosenthal and Rubin approaches converge in indicating that the same basic effects derived from increasingly larger sample sizes are increasingly less likely to occur because of chance alone, whereas the Hunter et al. approach indicates that the same basic effects derived from increasingly larger sample sizes are not less likely to occur because of chance alone. There is no reason to expect that combined probability varies as a function of the dispersion of effect sizes, with all else held constant. Indeed, Figure 2D shows that the combined probability is not affected by the range or dispersion of effect sizes in the database, according to both the Hedges and Olkin and the Rosenthal and Rubin approaches. However, consistent with expectations, the Hunter et al. approach indicates that the same basic effects are more likely to occur because of chance alone when those effects are spread out and dispersed to a greater degree. This finding reflects the fact that this approach's confidence intervals (i.e., its estimates of mean effect size significance) are weighted by the distribution of effect sizes and do not merely depend on the mean value. As the distribution of effect sizes widens, so does the resultant confidence interval. This difference in conceptualization has the consequence that, with small variability among effect sizes, this approach's significance estimate should be even higher than those yielded by the other two approaches. When there is large variability among effect sizes, its significance estimates will be much lower.
In sum, the results depicted in Figure 2 highlight two broad issues. First, estimates of the combined probability in a meta-analytic database vary in reasonable ways within the Hedges and Olkin and the Rosenthal and Rubin approaches: The likelihood of finding a given set of effects due to chance alone decreases as the size of the database increases, as the mean magnitude of effect increases, and as the average sample size for the included studies increases. Second, estimates of the combined probability in a meta-analytic database within the Hunter et al. approach tend to diverge from these patterns. The use of the Hunter et al. techniques would often Schmidt, and Jackson (1982; Hunter & Schmidt, 1990) .
clearly lead the meta-analyst to very different conclusions about the likelihood of the effect of interest being due to chance alone, compared with the use of the Hedges and Olkin and the Rosenthal and Rubin techniques.
Variability
Figure 3 presents a visual representation of the effects of varying parameters of the meta-analytic database on indices of variability. For the purposes of presentation, we have transformed the resulting chi-square values (whose degrees of freedom vary across the different databases) into p values and then into exact unit-normal Z values, which appear in Figure 3 . (Table 5 contains the original chi-square values.) Figure 3A shows that increasing the size of the meta-analytic database produces negligible changes in the significance of tests for variability for all three techniques. Figure 3B shows that the effect sizes are more likely to be found significantly variable as the mean effect size increases in magnitude. In other words, the same degree of variability is less significant for weak effects than for strong effects. This is an aspect of tests for variabiJity that has never been explicitly delineated before. Figure 3C shows that the odds of a significant variability estimate increases as the average sample size of each included study increases. In other words, the same degree of variability is less significant for databases including small sample studies than for databases including large sample studies. Finally, Figure 3D shows the unsurprising result that the significance of variability increases as the variability (or range) of effect sizes in the database increases.
In sum, the results depicted in Figure 3 highlight three broad issues. First, the significance of variability in a meta-analytic database varies in ways that have not been explicitly documented before: The same degree of variability will be more significant as the mean magnitude of effect for the database increases and as the average sample size for the included studies increases. Second, as predicted, all three of the meta-analytic approaches tend to reflect the same basic variations in the effects of database parameters on this particular meta-analytic result. Finally, the Hedges and Olkin approach tends to yield slightly higher indications of variability compared with the other two approaches. Rosenthal and Rubin (1978; Rosenthal, 1991) ; H, S & J = Jackson (1982-Hunter & Schmidt, 1990 ). Figure 4 shows how the meta-analytic frameworks' tests of a moderator reacted to varying the parameters of the meta-analytic database. To standardize results for this presentation, we transformed each framework's p values associated with prediction into exact unit-normal Z values. Consistent with the law of large numbers, Figure 4 A shows that increasing the size of the meta-analytic database produces roughly equivalent increases in the significance of prediction by all three techniques. In other words, all three techniques agree that the same basic prediction of effects by a moderator is less likely to occur because of chance alone as the number of studies showing that relation increases. Figure 4B shows that as the strength of the mean effect size increases, the predictor is more likely to emerge as significant. However, as expected, this pattern holds for only the Hedges and Olkin and the Rosenthal and Rubin approaches; the Hunter et al. approach shows the same relation regardless of the mean effect size. In other words, whereas the Hedges and Olkin and the Rosenthal and Rubin approaches indicate that predictable variation in stronger effects is even less likely to occur because of chance alone, the Hunter et al. approach indicates that predictable variation in stronger effects is no less likely than predictable variation in weaker effects. Figure 4C shows that as the average sample size of each included study increases, it is more likely to find that the predictor is significant. However, once again, this is only the case for the Hedges and Olkin and the Rosenthai and Rubin approaches; the Hunter et al. approach is not sensitive to sample size variations. In other words, the Hedges and Olkin and the Rosenthal and Rubin approaches converge in indicating that the predictable variation derived from increasingly larger sample sizes is increasingly less likely to occur because of chance alone, whereas the Hunter et al. approach indicates that the same predictable variation derived from increasingly larger sample sizes is not less likely to occur because of chance alone.
Prediction
Finally, Figure 4D shows that, consistent with previous considerations of range restriction and prediction, as the range or dispersion of effect sizes in the database decreases, the likelihood that the predictor is significant Mean subjects (N) per study Hunter, Schmidt, and Jackson (1982; Hunter & Schmidt, 1990 Figure 4 highlight two broad issues. First, the significance of prediction in a meta-analytic database varies in reasonable ways within the Hedges and Olkin and the Rosenthal and Rubin approaches: As expected, the prediction of effects by a moderator is more significant as the size of the database increases, as the mean magnitude of effect increases, as the average sample size for the included studies increases, and as the range or dispersion of effect sizes increases. Second, the significance of prediction in a meta-analytic database within the Hunter et al. approach tends to diverge from these patterns. The use of the Hunter et al. techniques would often clearly lead to very different conclusions about the likelihood of the effect of interest varying as a function of some theoretically interesting predictor, as compared with the use of the Hedges and Olkin and the Rosenthal and Rubin techniques.
Conclusions
In sum, this effort tested the tacit assumption that the three general meta-analytic approaches should generally show equivalent results. Our comparisons of the frameworks demonstrate some respects in which they converge but other respects in which they diverge. All three frameworks converged in their estimates of mean effect size and in the variability of the effect sizes, but they diverged in terms of estimating the significance of the mean effect size and in predicting effect sizes by using a moderator. Across the various meta-analytic outcomes, the Hedges and Olkin and the Rosenthal and Rubin ap-preaches proved to be quite similar to each other, whereas the Hunter et al. approach proved to be the most dissimilar from the others. This latter framework consistently reached (a) more conservative estimates of the significance of effect sizes and (b) widely variant estimates of moderators. One might speculate that the tendency of the Hunter et al. approach to use raw r values instead of the Fisher's r-to-z transformation favored by the Rosenthai and Rubin approach is responsible for these differences. However, Hunter and Schmidt (1990, p. 71) noted that the transformed correlation coefficient is usually less than rounding error away from the original correlation coefficient; therefore, it is unlikely that this difference has much of an impact on general meta-analytic statistics.
Perhaps the simplest way to summarize the degree to which the three meta-analytic frameworks converged is to correlate the derivative standardized statistics that each framework produced across the nine databases. These correlations showed that the Hedges and Olkin and the Rosenthal and Rubin frameworks converged remarkably on all dimensions (rs 2: .98). The Hunter et al. approach converged with the other two frameworks on mean correlation coefficient and consistency (rs > .97) but not on the significance of the mean correlation coefficient (rs < .47) or on prediction (rs < 32). Thus, our analyses found that the assumption of equivalence of frameworks is justified in considering the Hedges and Olkin approach versus the Rosenthal and Rubin approach. However, the Hunter et al. approach often responds differently to variations in the parameters of meta-analytic databases. These results suggest that the Hedges and Olkin and the Rosenthal and Rubin approaches will yield equivalent results under most, if not all, meta-analytic circumstances but that the Hunter et al. approach will frequently yield different results.
However, it should be recognized that the equivalent results rendered by the Hedges and Olkin and the Rosenthai and Rubin approaches are not only consistent with one another but also remarkably consistent with conventional expectations. First, according to the law of large numbers, finding even more studies with the same result is even less likely to occur because chance of alone. The results of the Hedges and Olkin and the Rosenthal and Rubin approaches were consistent with this logic, whereas the results of the Hunter et al. approach were not. Second, again according to the law of large numbers, finding the same results with studies that have larger samples is even less likely to occur because of chance alone. The results of the Hedges and Olkin and the Rosenthal and Rubin approaches confirmed this logic, but the results of the Hunter et al. approach did not. Third, according to conventional considerations of range restriction and prediction, reductions of range reduce prediction. The results of the Hedges and Olkin and the Rosenthal and Rubin approaches were consistent with this logic, whereas the results of the Hunter et al. approach were not. Finally, conventional considerations would expect that variations in some parameters of meta-analytic databases would produce no changes in some specific metaanalytic outcomes (e.g., combined significance of a mean effect should not vary as a function of the range of effect sizes in a database). The results of the Hedges and Olkin and the Rosenthal and Rubin approaches confirmed this logic, whereas the results of the Hunter et al. approach did not. This consistent tendency of the Hunter et al. framework to produce results that violate conventional expectations suggests that it should be used with caution.
The fact that each of the three approaches has different conceptual and analytic foundations (see Table  2 ) might be taken to suggest that each would yield somewhat different results from the others. Thus, the fact that the Hedges and Olkin approach and the Rosenthal and Rubin approach converge suggests that they usually "triangulate" on trustworthy meta-analytic outcomes. Indeed, their computational formulas suggest that they are each sensitive to the same meta-analytic parameters. In this light, the divergences of the Hunter et al. approach from the other two approaches are quite disturbing. As we suggested in the introduction, a corollary of the assumption that different approaches to meta-analysis will yield equivalent results is that the selection of one approach over another is a mere matter of choice. The patterns presented in this article indicate that the choice of either the Hedges and Olkin approach or the Rosenthal and Rubin approach appears to be a reasonable one. However, the divergent results produced by the Hunter et al. approach suggest that, in the future, meta-analysts should be prepared to justify their choice of this approach over the other two approaches.
