Our model presented in this paper is such that, given pairs of observed first test and second test scores, each observed score is expressed by a sum of true score and error score where the relationship between the pairs of true scores are strictly linear. The linear relationship implied under this model is much less strong than the essential r-equivalence relationship. By employing this model and the split-half technique, it is shown that the estimates of the true regression coefficients and the reliability coefficients of the two tests are obtainable from nine equations.
It has been generally recognized that test scores contain errors and that the presence of measurement errors can vitally affect the results of analyses. In view of these generally accepted propositions, it is not surprising to observe that both psychometricians and statisticians have expended considerable effort on the development of methodology for analyzing data attenuated with measurement errors.
Among various models which have been presented by psychometricians to estimate the magnitude of measurement errors, socalled classical test model has enjoyed great popularity (Gulliksen, 1950; Lord & Novick, 1968; Nunnaly, 1978; Thorndike, 1982) . Under the classical test model, a test score is divided into the two components; true score and measurement error. The classical model for an observed score may be written as where X, U and E indicate the observed score, the true score and error score, respectively.
The average of E is assumed to be zero. The true and error score components are assumed to be uncorrelated.
Error score components from different observations are assumed to be uncorrelated. And the true score is defined as the average score on test consisting of infinitely many replications for the same person. Note that the classical test model makes no assumptions regarding the third and higher moments of the observed true and error score distributions. And the theory based on this model is often referred to as reliability theory due to the focus of test theoreticians on the estimation of an index, called the reliability of a test, which is useful in evaluating the precision of the test. Reliability of a test, pxx,, is defined as where V indicates the variance of the variable in parentheses. Now, if a psychologist wishes to investigate the relationship between two psychological traits, he/she may perform a regression analysis between the test scores obtained by two tests which are considered to be the best to measure the traits. These test scores contain measurement errors, however, and the correlation between the test scores is known to be less than the correlation between the traits. As the result, the regression coefficients are also attenuated by the measurement errors and may mislead his/her conclusion on the relationship between the traits. If, however, it can be presumed that the relationship between true scores is linear, then an attenuation formula can be employed to compute the true regression coefficients between the traits provided that the reliability coefficients of the two tests are known. It should be noted, however, that, in many practical situations, psychological researchers are required to estimate not only the true regression coefficients but also the reliability coefficients based on the same data.
In this paper, a split-half technique is employed for estimating the variances of the true scores, the variances of the measurement errors, and the true regression coefficients from the same test score data.
The so-called essentially r-equivalent model, a generalization of the classical test model, may be used to analyze test scores obtained from a pair of tests administered to the same persons (Lord & Novick, 1968) . Under this model, it is assumed that the true scores on the paired tests may differ by as much as an additive constant. This model may be written as where X, U and E indicate the observed score, the true score and error score on the first test, and Y and F indicate the observed score and error score on the second test for the same person. The a is the additive constant which introduces the possibility of the differences between the true scores on the two tests. We will see that this model is a special case of a model developed later.
(For more rigorous discussion of test theory, see Lord and Novick, 1968.) From the statisticians' point of view, measurement errors have been often discussed in terms of problems with regression analysis where measurement errors are assumed to be in both the criterion variable and the predictor variable (Kendall & Stuart, 1979; Zellner, 1971) . Under the socalled functional regression model, n pairs of observations, (xi, ye), i=1, 2, ... , n, are assumed to be generated under the where E, V and C indicate the expectation, variance and covariance, respectively. Under this model, it is known that a maximum likelihood function does not exist in the admissible region of the parameter space (Zellner, 1971) . Furthermore, the obtained maximum likelihood estimate of au2 converges in probability to a wrong value (i.e. l/2au2) even if au2/ae2 is assumed to be known (Kendall & Stuart, 1979) . One interesting generalization of the functional regression model is the so-called structural regression model in which the parameters ei, i=1, 2, ... , n, are assumed to be stochastic. Denoting the parameters as Oi instead of gi, the structural regression model may be written as (Kiefer & Wolfowitz, 1956; Lindely & EI-Sayyad , 1968; Reiersol, 1950; Zellner, 1971) .
In the followings, no assumptions will be made regarding the third and higher moments of the observed , true and error score distributions, but the sampling fluctuations of estimates will not be taken into account.
Hence, the applications should be limited to the cases where large samples are available.
However, the essentials of the problem are common to the structural regression problem, and therefore, the technique employed in this paper should be also applicable to obtain estimates in the structural regression analysis.
Problem
Suppose that a first test and a second test were conducted on a population of examinees. that U =u and Y given that V =v are u and zr, respectively, and hence, the regressions of X on U and Y on V are linear. However, from the results given by Lindley (1947) , we know that the regression functions of U on X and V on Y are generally not linear. As the result, the regression function Y on X and X on Y are generally not linear. Note also that the correlation between the true scores U and V should be unity by the assumption of linearity. By substituting Equation (3) into Equations (1) and (2), we obtain that Based on Equations (4) and (5) where r2 indicates the variance of U, and ?E2 and 6F2 indicate the variances of E and F, respectively. We wish to determine the values of the six unknown quantities (U, a, R, r2, 6E2, 61,2) by equating the observed moments into these six unknown quantities. Unfortunately, however, we have only five Equations (6), (7), (8), (9) and (10) Similar to the model discussed in the previous section, the averages of errors are assumed to be zero; EA=O, EB=O, and F=O. The true and error score components are assumed to be uncorrelated; PEAu4=0, PEBUA=O, and PFUA=O. Error score components from different observations are assumed to be uncorrelated; PEAE'A=0, PEBE'g=0, PEAF=0, PEBF=0, and pFF'=0.
Under this model, the first and second moments of (X A, XB, Y) are found to be that and where rA2 indicates the variance of UA, aEA2 indicates the variance of EA, and aEB2 indicates the variance of EB. Now, we have the nine unknowns (UA, ao, Qo, TA2, (7E42, aEB2, aF2, a, 9) and the nine Equations, (11), (12), (13), (14), (15), (16), (17), (18) 
