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Abstract 
The sustainability of transport systems largely depends on the safety guaranteed by the infrastructures. The first step for 
transportation agencies to improve transportation sustainability is to identify and rank hazardous sites on roadways. By focusing 
on these hazardous sites, funds can be allocated to address critical safety concerns by developing and implementing 
countermeasures to reduce crash frequency and severity. For this reason a system has been built and validated making it possible 
to identify and rank hazardous sites on roadways, establishing terms for infrastructure design to decrease "Black Spot" danger. 
Estimated safety benefits.  
Keywords: Road Network Management, Decision Making, Accident Analysis, Safety benefits; 
1. Introduction 
Human factor plays the most determinant role in traffic accidents. Speeding is a dominant cause of accidents in 
road transport. In order to improve safety, this is not the only element of the road transport system that should be 
considered (Török, 2011). However traffic management on roadway networks is a very complex issue due to the 
number of factors involved. It is always difficult to make decisions in this area as it is necessary to analyze a great 
amount of information (Dell’Acqua et al., 2010). In addition, this information should be in the form appropriate for 
analysis in order to facilitate decision-making (Vlahavas, 2002). Given the large amount of data to manage these 
processes, there is a need for support to simplify the decision-making (Almejalli, 2008). For these reasons, a lot of 
research, particularly in recent years, is promoting the use of systems for processes involving large volumes of data. 
Early Decision Support Systems (DSS) were conceived as simple databases for storing and retrieving information 
deemed useful to decision-makers (Silver, 1991). Over the years, this tool has been improved and has become a real 
support in complex human decision-making processes. The basic task of the DSS is to help decision-makers (DMS) 
to identify possible solutions that can optimize choice (French, 2000). The DSS, therefore, becomes a very 
important tool (Klein, 1995) in areas where human operators have to make operational decisions. For example, in 
management, in the field of hydrology, controlling the reservoir where the manager needs to decide on how much to 
open the bulkhead (Hernández, 2001), or in chemical plants where there is a constant need to operate the valves to 
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adjust the flow of different products (Hernández, 2000), and in  managing computer networks where the 
administrators have to decide on router configurations (Vlahavaset, 2002), and transport systems where managers 
must make decisions about the different variables within their network to maintain and improve the quality of 
service. In relation to this last point, which represents the context for this study, there are many studies where this 
tool has been used to support human decision-makers. Some scholars in the UK have proposed this tool as part of an 
international research aiming to identify strategies for sustainability in local transport system policies (May, 2008). 
Another interesting study in the United States (Lambert, 2003) has highlighted the usefulness of this tool in the 
selection and allocation of resources for the installation of guard-rails with reference to such factors as the severity 
of the crash and traffic conditions. Similarly, in a study conducted in Saudi Arabia, a decision support system has 
been developed enabling the identification of cost-effective solutions to address the critical issues of traffic 
management in the city of Riyadh (Almejalli, 2008). This paper addresses the same issue and proposes a DSS to 
manage the safety of a road network. In particular, the system makes it possible to identify and classify dangerous 
sites ("black spots Typology”, indicated by the acronym BS) on the network, determining how to intervene to reduce 
the danger of  BS, and identifies the benefits to be gained from implementing the actions previously outlined. 
2. System framework 
The system, where the logic structure is represented by the flow-chart reproduced in figure 1, is structured into 
two blocks. The first block is constituted by a file containing the data for the geometry (section 1), road traffic 
(section 2), accidents (section 3) and environmental conditions (section 4). Table 1,2,3 and 4 show the structures of 
these sections. The second block contains a set of analysis programs for accidents using the data from the first block. 
In many cases, to apply these analysis techniques, it is necessary to aggregate the data of two or more sections into a 
single matrix, so that, for example, the “third section” accident is associated with the data for geometry, road traffic 
and rain for the stretch and the time it happened. This matrix, which derives from the users’ system choices is 
therefore defined as the “User matrix”. This could be made up of the original data for the four sections or results of 
processing.  For example, table 5 shows some lines from a “User matrix”.   
Table 1 Section  1 
Road 
code 
Datum 
 
Length 
[km] 
Distance 
[m] 
Road type Alignment Radius 
[m] 
Tunnel/Bridge Intersec. Grade 
[%] 
A3 20/04/09 173.066 100 Motorway Tangent  No No 4 
A3 20/04/09 173.166 100 Motorway Tangent  No No 4 
Table 2 Section 2 
Road 
code 
Name        
rain-gauge 
Distance [km] 
(position rain 
gauge) 
 
Datum 
Vph 
(veic./h) 
Vph 
(veic./h) 
------- Vph 
(veic./h) 
AADT 
(Veic/day) 
0.00-1.00 1.00-2.00 ----- 23.00-0.00 10.000 
A3 CS South 278.800 01/10/08 70 64 ----- 88 10.000 
A3 …… ……. …… ….. …. ----- ….. ….. 
A3 CS South 278.800 13/10/08 65 66 ----- 79 10.000 
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Table 3 Section 3 
Road code Distance 
[km] 
Datum Time Road type Environmental conditions Accident 
type 
Severity 
A3 248.000 04/10/08 00.35 Motorway Rain Skid 0 injured 
A3 286.800 18/01/09 14.15 Motorway Rain skid 1 injured 
A3 292.500 18/04/09 17.10 Motorway Rain skid 2 injured 
A3 292.800 15/01/09 13.10 Motorway Rain skid 0 injured 
 
Table 4 Section 4 
Rain-
gauge 
Road 
code 
Location 
[km] 
Datum Rain (mm/h) Rain  (mm/h) Rain (mm/h) Rain (mm/h) 
0.00-1.00 1.00-2.00 --- 23.00-24.00 
CS A3 148.700 01/10/08 0.0 0.2 --- 0.0 
CS ----- --------- ---------- ------ ------ --- ---- 
CS A3 148.700 13/10/09 0.0 0.4 --- 0.1 
Table 5 Example 
Road 
code 
Distance Datum Time Dir. Alignment Radius  
[m] 
Grade 
[%] 
Tunnel/ 
bridge/al. 
Carriageway  
[m] 
Traffic Volume 
[Vph] 
Rain 
[mm/h] 
Severity 
A3 173.48 18/12/08 13.40 S Tangent  4 No 18.00 538 1.6 1 injured 
A3 173.80 21/12/08 8.05 S Tangent  4 No 18.00 274 0.4 0 injured 
A3 173.80 09/01/09 15.35 S Tangent  4 No 18.00 643 1.6 2 injured 
A3 173.80 10/04/09 10.50 S Curve 650 4 No 18.00 502 0 0 injured 
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Figure 1. DSS flow chart 
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3. Data Processing  
Every operation schematically illustrated in the preceding paragraph can be produced using a data processing 
system. Beginning with the main menu of the “DSS 1.0” software, using the toolbar with the “Start” control (figure 
2), it is possible to perform the following operations: Selecting the “view network/ new road” button, it is possible 
to gain access to a screen where you can select the road in the network and the section and see the whole content of 
the same section.  Selecting “new road” it is possible to insert a new main road into the network. Selecting “section 
structures”, it is possible to gain access to a screen where, selecting a road in the network and the section to work 
on, it is possible to insert new variables. Selecting the “query” button you access a screen that enables specific 
research using the variables present in the section as discriminating for the search.  Finally, selecting the  “data 
fusion” button it is possible to unite the data of two or more sections into a matrix (user matrix) where the contents 
and the form vary depending on the type of analysis that the user of the system wants to carry out. 
 
 
Figure 2. Main Window 
4. Using the system 
This paragraph illustrates analyses carried out on stretches of a road network (in the DSS) located in the south of 
ITALY (figure 3). In particular, the analysis focused on accidents occurring between 31.10.08 and 31.10.09 on the 
A3 motorway and on three stretches of a two-lane highway, the SS18, the SS107 and the SS105 (see table 6). 
Table 6. Road Network 
 
  
Road code Length [km] Accident location  Accidents/year 
A3 119 Km 173.00 ÷ Km 292.00 721 
SS18   83 Km 25.00 ÷  Km 350.00   62 
SS107   25 Km 0.00 ÷  Km  25.00 158 
SS105   10 Km 51.00 ÷ Km  61.00    4 
 
D S S  1.0 
VIEW  NETWORK/ NEW ROADS 
SECTIONS  STRUCTURES 
DATA SECTION REQUEST 
AGGREGATE  DATE 
EXIT 
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5. Data set 
The data necessary to analyze these stretches using the technique illustrated in the next paragraph were selected 
and united using the procedures  described in the previous section. Each accident is marked by date and coordinates 
on the road (distance), with the environmental situations and the geometrical characteristics of the stretch where the 
accident happened. In this way we can obtain a structured matrix as in table 5. Before applying the analysis 
technique to this matrix it was necessary to make some changes to the variables (see Table 7). 
 
 
Figure 3.   DSS Road Network Visualization 
6. Cluster analysis 
The hard c means analysis technique was applied to the user matrix, transformed using the coding in table 7. The 
principles of this technique are as follows. The aim of the group analysis consists in identifying a specific U 
partition, in c groups (2≤ c ≤ n) of the U collection space constituted by n-elements. 
The hypothesis upon which this method is based is the following: the elements of the X space, that belong to a 
group, are characterized by a mathematical affinity and this affinity is greater than the elements of the different 
groups. Each element in the sample can be schematized as a point identified by m-coordinates, and each coordinate 
constitutes an attribute of the same element. One of the simpler measures of affinity is represented by the distance 
measured between two points and these belong to the data-space. We define an appropriate measurement for 
distance and we measure this between each unit of observation and all the units as a whole.  
Of course the distance between points belonging to the same group is smaller than the distance between points 
contained in different groups. Let X = {x1, x2, x3, … xn}, the set of n data to be divided into c groups. Each element 
xi, is defined by m characteristics (xi = {x1, x2, x3, … xim}). For this reason xi (where xi represents the accident "i") 
can be represented by a point on the Rm space. This method is based on the use of a J objective function that tends to 
create “spherical” groups for successive approximations. The objective function follows two results simultaneously: 
firstly it minimizes the Euclidean distance between the points of each group and the center of the same group (which 
generally doesn’t coincide with any of the collection points) and in the second place, it maximizes the Euclidean 
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distance between the centers of all the groups, U indicates the generic partition and U* is the optimum that belongs 
to the Mc space of the possible partition of X. The J = J(U) value, assumed by the objective function for each U 
partition, constitutes a relative measure of how close it is to the optimum.  
 The objective function is to minimize the square addition of the Euclidean distances measured between all points 
and the center of each group. It is difficult to find the U partition because the cardinality of the Mc space of X’s 
possible partitions tends rapidly to infinity. The search for the global optimum in problems of significant dimensions 
is not possible without laborious computation so the problem is resolved using an iterative optimization algorithm. 
Hypothesizing a first attempt with a U (r = 0) partition,  number “c” groups and an  iteration tolerance value ε 
(accuracy required for the solution) the position of the group center can be determined. Starting from these, we 
calculate again the attribution of each point to the different groups, and we obtain a new calculation for the 
Table 7. Variables 
Variable Description Level  Label   
Positions  (Distance) 
 
SS18          1000+Distance  
SS 107       2000+Distance 
A3              3000+Distance 
SS105        4000+Distance 
  Ds 
Light conditions 
 
Day 
Night 
1.0 
2.0 
Lc 
Curving  for  Speed 
(where R is the radius) 
130*(1/R) 
  90*(1/R) 
 
 
Cv 
Grade + Upgrade 
- Downgrade 
 
 
PL 
Tunnel Absence 
Tunnel - tangent 
Tunnel - curve 
Tunnel Entrance  
Tunnel Exit   
1.0 
2.0 
2.5 
3.0 
3.5 
Tn 
Intersections Absence 
Without left turn 
With  traffic light 
With  left turn 
1.0 
1.5 
2.0 
2.5 
In 
State of paving Dry with  good  friction 
Dry  with  poor  friction 
Wet  with  good friction 
Wet  with  poor  friction 
1.0 
1.5 
2.0 
2.5 
Pv 
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matrix U (r = 1). Then we compare the two successive determinations of the U matrix and we repeat the process 
until the difference between the partitions, obtained over two successive cycles exceeds the predefined level of 
tolerance. This technique presupposes that the number of clusters is known beforehand, but as the optimum number 
of clusters with which to make the definitive classification is not known (this is due to the substantial lack of initial 
information on the structure of the clusters within which the units of observation are to be placed), we proceeded at 
random.  
We hypothesized different divisions of the database and then chose a value for an “S” index, defined as the best 
grouping index. The best value for “S” was a division into 34 clusters (see table 8). 
7. BS  identification 
Each of the 34 clusters identified using the technique described in the previous paragraph can be considered as a 
BS.  In fact, if we analyze the first line of table 10 (obtained by calculating the mean value within the cluster) we 
can observe that it has the following characteristics: 
x Two Lane Highway  (SS107); 
x Daylight conditions;  
x Low curving; 
x High down grade;  
x Absence of tunnels; 
x Presence of intersections with left turn;  
x Wet paving. 
The same can be said of other BS  shown in table 8. 
In this way the BS are classified not only by geometrical size and environmental conditions, but by an index 
(observed dangerousness, indicated by the acronym Ido) that makes it possible to establish the danger level of the 
BS. The equation used for calculating the (Ido) is the following: 
ܫௗ௢ = ಿೡ∗ೄ೐ೡ∗ భబఴయలఱ∗ಽ∗ೖభ∗ೖమ∗ಲವ೅                      (1) 
where:  
Nv, is the number of accidents;  
L, is the length of the  BS. It was calculated as follows:  an influence area was assumed for each accident, or 
accidents, that occurred at the same distance. The sum of the influence areas was assumed to be the length of the 
Black spots. (In the event of two or more accidents over the same distance, only the area of influence was 
considered); 
K1, is a coefficient that takes into account the road surface conditions and has a value of 0.75 for a dry road surface, 
and 0.25 for a wet road surface;  
K2, is a coefficient that takes into account light conditions and has a value of 0.67 for daylight and 0.33 for nocturnal 
light;  
Sev, is the severity and the following values: 1 for 0 injured; 1.5 for  2 or 3 injured; 2.5  for more than 3 injured and 
3 for with dead men;  
ADT, is the average daily traffic; 
Finally, to obtain confirmation of the significance of the cluster, in terms of accidents, the determination index was 
calculated for the following variables: 
x Dangerousness index calculated, Idc; 
x Light Conditions (predictor, Var. 1);  
x Curving for speed ((predictor, Var. 2); 
x Grade (predictor, Var. 3); 
x Tunnel (predictor, Var. 4); 
x Intersections (predictor, Var. 5); 
x Pavement conditions (predictor, Var. 6). 
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The determination index (ρ2) resulted equal to 0.72, which amply confirms the significance of the groupings. The 
significance of the variables  was examined using the “t - student” test. In table 9 we report the results of the test 
and the model (2) obtained. 
A comparison was made between the evaluation results of the proposed model’s (2) ability to simulate and the  
values observed (see Table 8 and figure 4). 
8. Safety benefits 
Using the results of the previous chapter, and in particular model (2), it is possible to indicate some 
infrastructural operations useful for improving the safety of the analyzed stretch. Table 10 shows in schematic form, 
two examples of intervention on the two more dangerous BS. 
Table 11 shows the values of the calculated danger of the two “Black spots” before and after the infrastructural 
operation shown in table 9. The last column shows the estimated benefits in terms of safety (reduction of hazard). 
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Table 8. BS Typology 
 
 
 
 
 
BS Label Code BS Length [km] Var. 1 Var. 2 Var. 3 Var. 4 Var. 5 Var. 6 Severity Ido Vehicles involved 
1 SS107 1.3 1.0 0.280 -4.7 1.0 2.5 2 1.30 5783 17 
2 A3 0.6 2.0 0.195 -4.0 3.2 1.0 1.9 1.13 4867 8 
3 A3 0.7 2.0 0.187 3.2 2.8 1.0 2.2 1.06 4380 9 
4 SS107-SS18 1.2 1.0 0.000 5.6 1.3 1.0 2.0 1.38 4150 11 
5 SS107-SS105 0.8 2.0 0.286 -4.7 1.0 2.5 1.0 1.50 3850 5 
6 SS107-SS18 12.3 1.0 0.055 -0.7 1.0 2.5 1.0 1.41 3341 133 
7 SS107-SS105 1.5 2.0 0.544 -4.6 1.0 1.0 1.0 1.25 3271 12 
8 A3 2.1 1.0 0.250 3.3 2.4 1.0 2.0 1.09 3139 37 
9 A3 6.8 1.0 0.209 -3.7 3.2 1.0 1.9 1.14 2957 108 
10 SS18 0.8 1.0 0.210 -2.3 1.0 1.8 2.0 1.33 2907 5 
11 SS107-SS18 2.5 1.0 0.068 0.5 1.0 2.5 2.0 1.31 2566 30 
12 SS18 6.0 1.0 0.137 -2.8 1.0 1.0 2.0 1.44 2272 29 
13 A3 2.3 1.0 0.262 3.7 3.1 1.0 2.0 1.13 2251 28 
14 A3 20.0 1.0 0.219 -3.3 1.0 1.0 2.0 1.21 1925 195 
15 A3 15.0 2.0 0.176 -1.2 1.0 1.0 2.0 1.24 1708 62 
16 SS18 3.0 2.0 0.053 0.1 1.0 2.5 1.2 1.50 1660 30 
17 A3 16.5 1.0 0.175 2.0 1.0 1.0 2.0 1.18 1542 99 
18 SS107-SS18 0.6 1.0 0.200 4.7 2.7 1.0 1.0 1.33 1463 6 
19 SS107-SS18 2.5 2.0 0.000 2.2 1.2 1.0 2.3 1.20 1434 9 
20 A3 0.4 1.9 0.239 -3.9 2.4 1.0 1.0 1.00 1422 5 
21 SS107-SS18 0.8 1.0 0.090 0.3 1.0 2.0 1.0 1.40 1221 12 
22 A3 5.5 1.0 0.090 -0.2 1.0 1.5 2.0 1.19 1011 57 
23 A3 3.0 1.0 0.100 0.1 1.0 1.5 1.0 1.13 920 45 
24 A3 15.0 2.0 0.118 -1.9 1.0 1.1 1.0 1.26 849 62 
25 SS107 2.0 1.0 0.132 -5.8 1.0 1.0 2.0 1.38 674 6 
26 A3 2.5 1.0 0.161 3.5 2.4 1.0 1.0 1.17 628 25 
27 SS107 3.5 1.0 0.123 -2.5 1.0 1.0 1.0 1.19 518 14 
28 A3 23.0 1.0 0.078 1.8 1.0 1.0 1.0 1.19 449 120 
29 A3 1.5 2.0 0.084 4.0 2.2 1.0 1.0 1.00 444 6 
30 A3 5.0 1.0 0.102 -2.7 2.2 1.0 1.0 1.18 384 30 
31 A3 29.5 1.0 0.105 -2.2 1.0 1.0 1.0 1.15 344 162 
32 SS107-SS18 14.5 1.0 0.065 0.6 1.0 1.0 1.0 1.40 341 65 
33 A3 7.0 2.0 0.094 1.3 1.0 1.0 1.0 1.26 314 32 
34 SS107-SS18 14.5 2.0 0.088 1.8 1.0 1.0 1.0 1.09 233 57 
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Table 9. “t- student” Test 
Model Label Coefficient Std. Error t student Significance 
Constant  - 4014 871.90 -4.605 0.0001 
Light Conditions Lc     344 322.65 1.068 0.2950 
Curving for speed Cv   3881 1654.08 2.346 0.0270 
Grade PL2      40      19.05 2.090 0.0460 
Tunnel Tn    420 218.22 1.925 0 .0650 
Intersections In  1460 293.18 4.983 0.0000 
State of paving Pv  1318 303.20 4.346 0.0000 
 
ܫௗ௖ = −4014 + 344ܮܿ + 3881ܥݒ + 40݈ܲଶ + 420ܶ݊ + 1460ܫ݊ + 1318ܲݒ     (2) 
 
 
Figure 4. Model/Observed Values 
Table 10 Road adjustments 
BS Adjustment  Cost  
      1 
(SS 107) 
1)  Use of porous asphalt LOW 
2)  Intersections  without  left  turn HIGH 
      2 
(A3freeway) 
1)  Extension exit tunnel in tangent stretch MEDIUM 
2)  Use of porous asphalt HIGH 
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Table 11 Safety benefits 
BS Before After Idc before Idc after Reduction rate  
1 Pv= 2.0; 
In = 2.5; 
Pv =1.5; 
In =1.5; 
5006 2887 ≈ 60% 
2 Tn = 3.2; 
Pv = 2.0; 
Tn = 2.5; 
Pv = 1.5; 
3379 2598 ≈ 23% 
9. Conclusions  
This system makes it possible to identify and rank hazardous sites (BS) on a road network and establish terms for 
an infrastructure project to decrease the danger of BS. Using system applications we have been able to obtain 
important results: as well as identifying more than 34 BS on the network we studied, the system has provided 
important support for decision-making concerning the infrastructure works aimed at reducing the danger level of the 
most hazardous BS. It also made it possible, using the specially designed procedures, to estimate the benefits of 
infrastructure projects in terms of safety. It is evident that through this system, it is effectively possible to manage 
road safety on similar road networks. However it is believed that the system still has room for improvement by 
extending the standard sample. In this regard new experiments are being carried out on a larger network. The first 
results, although still provisional, on the portability of the system to other kinds of environments seem very 
encouraging.  
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