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The spontaneous symmetry breaking taking place in the direction perpendicular to the energy flux in a dilute
vibrofluidized granular system is investigated, using both a hydrodynamic description and simulation methods.
The latter include molecular dynamics and direct Monte Carlo simulation of the Boltzmann equation. A
marginal stability analysis of the hydrodynamic equations, carried out in the WKB approximation, is shown to
be in good agreement with the simulation results. The shape of the hydrodynamic profiles beyond the bifur-
cation is discussed.











































































Granular materials are assemblies of macroscopic
ticles dissipating their energy through inelastic collisions@1#.
They exhibit a very rich phenomenology that is only partia
understood. One of the most peculiar behaviors of gran
systems, which has attracted a lot of attention in recent ye
is their tendency to spontaneously develop strong spatia
homogeneities. In many different situations, the dens
shows a sharp profile that is not induced by the bound
conditions. This phenomenon is often referred to as a c
tering effect @2#, since high density regions coexist in th
system with regions where the density is very low.
In vibrated granular systems, clustering effects show u
many cases as a spontaneous symmetry breaking in th
rection parallel to the vibrating wall. Consider a gas enclo
in a box that is being supplied energy through a vibrat
wall located atx50. There are no other external forces a
ing on the system. The box is divided into two equal co
partments by a wall along thex axis starting at a certain
distance from the vibrating wall. At sufficiently low averag
density, the hydrodynamic fields are symmetric on both si
of the partition, but above a critical average density, wh
depends on the value of the restitution coefficient, an as
metry in the number of particles at each side of the conta
occurs@3#. This asymmetry has been shown to be associa
with a bifurcation of the solution of the hydrodynamic equ
tions describing the state of the system.
A similar symmetry breaking has been observed in a s
tem in the presence of a gravitational force acting in thx
direction. In this case, the system is unbounded forx.0, and
the partition has a hole at a certain height. Again, an as
metry in the number of particles in the two compartme
develops if a control parameter, dependent on the amplit
of the vibration and the degree of inelasticity, is larger tha
critical value@4,5#.
Symmetry breaking in the direction parallel to the vibra
ing wall has also been observed in systems without any
tition of the container. Sunthar and Kumaran@6# have re-
ported molecular dynamics simulation results showing
presence of convection rolls and phase separation into c
isting dense and dilute regions in a granular system in
presence of gravity. The phase separation takes place o






























direction perpendicular to the energy flux. No theoretical e
planation for this phenomenon is provided in Ref.@6#, al-
though the effect of the different parameters controlling
behavior of the system is discussed in detail, on the basi
the simulation results. For a two-dimensional closed sys
in the absence of gravity, a transversal continuous spont
ous symmetry breaking has also been predicted@7#. Not at all
surprisingly, the gradients are now sharper next to the ela
wall, opposite the energy source. This is consistent with
positions that the holes must have in systems with a sepa
ing wall in order to observe symmetry breaking with a
without a gravitational field acting on the system. The wo
by Livne et al. @7# is restricted to the nearly elastic limit an
it is based on a numerical marginal stability analysis of
hydrodynamic equations. The predictions of this analysis
compared with numerical solutions of the hydrodynam
equations with the appropriate boundary conditions.
In this paper, the bifurcation predicted in Ref.@7# will be
considered again. There are several reasons for that. F
hydrodynamic equations derived from the Boltzmann eq
tion for smooth inelastic hard disks and valid, in princip
for arbitrary inelasticity will be used, thus somewhat exten
ing the previous results. However, it must be pointed
that, in steady states of granular systems such as the
considered here, there is a coupling between gradients
inelasticity. As a consequence, for these states small gr
ents imply in practice also small inelasticity. Secondly,
stead of a numerical analysis of the stability of the solutio
of the hydrodynamic equations, an analytical study, based
the WKB approximation, will be presented here. One of t
main advantages of this approach is that the dimension
control parameter governing the bifurcation phenomenon
clearly identified. A third motivation for the present work
to report simulation results, both from molecular dynam
and also from Monte Carlo simulation of the Boltzman
equation, showing the existence of the predicted transit
Since these simulation techniques do not contain any ex
nally introduced hydrodynamic concept, they provide a
rect proof of the existence of continuous symmetry breaki
and a test of the theoretical predictions. Attention will also
paid to the form of the hydrodynamic profiles beyond t
bifurcation. This leads to a deeper understanding of the
v lopment of the instability. In any case, it is clear that t


























































BREY, RUIZ-MONTERO, MORENO, AND GARCI´A-ROJO PHYSICAL REVIEW E65 061302gations of this instability, such as the one in this paper.
The plan of the paper is as follows. In Sec. II, the hyd
dynamic description of the one-dimensional state of a l
density vibrofluidized granular gas will be briefly summ
rized. The analytical expressions for the hydrodynamic p
files are given. This state is the starting point for the margi
stability analysis developed in Sec. III. Linearization of t
hydrodynamic equations around the one-dimensional s
leads to a second order linear differential equation. T
WKB solution of the closed problem posed by this equat
and the corresponding boundary conditions is built up. T
requires consideration of three different cases, dependin
the values of the parameters characterizing the system. F
the WKB solution, the marginal stability curve follows ea
ily. Simulation results are presented and compared with
theoretical predictions in Sec. IV, where an order param
characterizing the transition is defined. A good agreemen
found. The last section contains some final remarks, as
as a comparison of the results derived here with those in
@7# in the common range of applicability, namely, nea
elastic collisions and very low density.
II. BASIC EQUATIONS AND THE REFERENCE STATE
For a steady state without macroscopic flows, the bala
equations for a two-dimensional gas of smooth inelastic h
disks of massm and diameters have the form
“•P50, ~1!
“•q1nTz50, ~2!
wheren andT are the number density and granular tempe
ture ~with Boltzmann’s constant set equal to unity!, respec-
tively. In the low density limit, for a gas described by th
inelastic Boltzmann equation, and to lowest order in the g
dients~Navier-Stokes order!, the pressure tensorP and heat




I being the unit tensor,p5nT the hydrodynamic pressure,k
the heat conductivity, andm a transport coefficient that ha
no analog in the elastic case. These transport coefficients
proportional to the elastic heat conductivityk0(T),









Finally, the cooling rate in the same approximation is rela



























2s S mTp D
1/2
. ~8!
The functionsk* , m* , andz* depend only on the constan
coefficient of normal restitutiona characterizing the inelas
ticity of collisions. Their explicit expressions are given
Refs.@9# and@10#, and will not be reproduced here. By usin












Next, we specify the boundary conditions. We consider t
the system hasN particles enclosed in a rectangular box wi
dimensionsLx andLy . The wall located atx50 is vibrating
and, therefore, supplies energy to the system. This energ
needed in order to keep and sustain a fluidized steady s
The other three walls, located atx5Lx , y50, andy5Ly ,
respectively, are at rest. For the sake of simplicity, collisio
of particles with all four walls are assumed to be elas









2@k* ~a!2m* ~a!#Fk0~T! ]T]xG
x50
5Q. ~12!
Equations~11! express that the heat flux must vanish at t
immobile walls, while Eq.~12! is the energy balance at th
vibrating wall. The quantityQ is the rate of energy inpu
through this wall per unit of length. Its calculation in term
of the parameters defining the motion of the wall has be
addressed in several works. Here we will consider the s
plest possibility, namely, that the wall moves in a sawtoo
manner with velocityvb @10–12#. This is a good approxima
tion to more realistic motions, as long as the characteri
frequency of vibration of the wall is much larger than th
collision rate of the gas molecules in its vicinity. In additio
it will be assumed that the amplitude of the vibration is mu
smaller than the mean free path of the particles of the
next to it, so collective motions in the system are not be
generated. Under the above conditions, it is@11#
Q5pvb . ~13!
The closed mathematical problem defined by Eqs.~9!–~13!
admits ay-independent solutionT5TR(x) that has been dis
cussed in detail in Ref.@10#. The existence of this one
dimensional solution was previously noticed by Grossm
et al. @13#. In the following, we will refer to this solution as
the reference state and its properties will be character
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coshjx*
G 2, ~14!





















Therefore,jx* is proportional to the number of monolayers
particles perpendicular to thex axis at rest,sN/Ly . Finally,
the uniform pressure of the reference state is
pR5
T0,R~2jx* 1sinh 2jx* !
8A2a~a!sLx cosh2 jx*
, ~19!




D 2, e~a!5S 2amp D 1/2 vbz* . ~20!
The simplicity of the above results is a consequence of
limiting kind of motion of the vibrating wall considered
whose only effect is to transfer energy to the grains, with
inducing any periodic motion in the system. In some pre
ous studies@13,14#, a ‘‘thermal’’ wall, instead of a vibrating
one, was considered atx50. By definition, particles which
collide with a thermal wall leave it with a velocity distribu
tion corresponding to the temperature of the wall. Althou
this kind of wall is far from reality for granular systems, i
consideration might be useful for comparison purposes.
only change to be made in the above discussion in orde
apply it to a system with a thermal wall is to replace t
boundary condition given in Eq.~12! by the requirement tha
the temperatureT0,R has the value determined by the wa
As a consequence, the expressions for the hydrodyna
profiles remain the same, while Eq.~20! does not apply in
this case.
III. MARGINAL STABILITY ANALYSIS
Our aim now is to investigate whether the system









in addition to the reference one. Thus, we introduce a per
bationdT(x,y) by
T~x,y!5TR~x!1dT~x,y!, ~21!
with dT(x,y)!TR(x), and search for a solution of this form
to Eqs.~9! and ~10! with the boundary conditions~11! and


















wheredp has been defined byp5pR1dp, jx is the dimen-










n̄5N/LxLy . Next, we consider factorized solutions of E
~22!,
dT~jx ,jy!5f~jx!w~jy!. ~25!
The conditions at the boundaries to be satisfied by the fu
tions f andw are





5S ]w]jyD jy5jy* 50, ~26!
1











Moreover, Eqs.~11! and ~12! also imply that it must bedp
50, i.e., the pressure is not changed by the small pertu
tion. When Eq.~25! is substituted into Eq.~22!, use of sepa-
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~29! satisfying the corresponding boundary conditions in E
~26! is
w5A coskjy , ~31!
with A an arbitrary constant. Moreover, the values ofk are
restricted tok5pq/jy* , q being an integer. It is important to
realize that the low density limit does not imply eitherjx*
!1 or jy* !1. In fact, both quantities can be large in a ve
dilute system. An additional restriction to be required
dT(x,y) is that the total number of particles in the system,N,










Equation~25! with w(jy) given by Eq.~31! guarantees tha
this equality is satisfied.
An equation having a structure similar to Eq.~30! was
obtained in Ref.@7# for a dense system in the limit of near
elastic collisions, by employing approximate constitutive
lations introduced by Grossmanet al. @13#. While the equa-
tion in @7# was solved using numerical techniques, here
will use a Wentzel-Kramers-Brillouin~WKB! approximation
@15# to investigate the possible solutions@16#. First we use
















which is a monotonically increasing function ofjx in the
whole interval 0<jx<jx* .
To construct the WKB exponential approximation of E
~33! it is necessary to consider three different ranges of
rameters, which will be discussed separately in the follo
ing.
(a) The function f(jx) is positive everywhere in the sy



























wherec1 andc2 are constants, and
g~jx!5Af ~jx!. ~37!







with c another constant. When the boundary condition atjx







follows. The above equation determines the possible va
of the parameters for which a WKB solution of the differe
tial equation~33! exists in the region under study.
If a thermal wall is considered atx50, the boundary con-












whereq is an arbitrary integer.
(b) The function f(jx) is negative everywhere in the sy
tem. This is the case iff (jx* )<0. Therefore, the region o





















h~jx!5A2 f ~jx!, ~44!
and b1 and b2 arbitrary constants. Imposing the bounda
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0
jx* djx h~jx!50, ~46!
and, therefore, there is no WKB solution in this range
parameters.
(c) The function f(jx) changes sign in the interval 0
,jx,jx* . It must be f (0),0 and f (jx* ).0. This corre-







Since f (jx) exhibits in this case a zero in the integratio
range, we have to consider separately the regionsjx,a and
jx.a, where a is the turning point, i.e.,f (a)50. In the
former region, the WKB solution is given by an expressi
of the form ~43!, while in the latter it has the form~36!. A
global solution is constructed by matching both WKB a
proximations through the connection formulas expressing
connection between the oscillatory and exponential beh
iors. Since it is easily seen that the turning point is a sim
~first-order! zero, a standard application of the theory suffic
@15#. Then, imposing the boundary conditions gives the f
lowing equation to be verified by the solutions in this rang















The result for a thermal wall atx50 is given in this case by
tanS u2 p4 D5 12 expF22E0adjxh~jx!G . ~50!
Once we have derived the equations determining the
lutions to the boundary value problem, the strategy to bu
up the marginal stability curve is as follows. Given a value
jx* , the first question is to see whether there is a bifurcat
from the one-dimensional solution, i.e., whether Eq.~30! has
a solution. In case the answer to this question is affirmat
the smallest value ofjy* for which there is a solution give
the point of the marginal stability curve corresponding to t
value of jx* . For larger values ofjy* , the one-dimensiona
solution is not stable. Suppose a solution of Eq.~33! exists
for a given wave numberk. This value is compatible with
many~infinite! values ofjy* , the smallest one correspondin
to the choiceq51 in the relationship between the possib
values ofk andjy* @see below Eq.~31!#. Moreover, the larger
the value ofk, the smaller the value ofjy* associated. The















largest value ofk for which the problem has a solution. From
a practical point of view, we have to start by looking fo
solutions belonging to caseb discussed above. The value
jy* 5p/k obtained from the solutions of Eq.~45! are the
critical values, i.e., they define points on the marginal sta
ity curve. Nevertheless, there is no solution for every va
of jx* belonging to thek interval defining caseb. More pre-
cisely, there is no solution at all for a thermal wall, while it
a simple matter to show that the existence of a solution












Equation ~51! gives jx* .0.555. Therefore, solutions fo
larger values ofjx* must be found, if they exist, in a differen
region of values ofk, namely, in that considered in casec.
With this procedure, it is an easy task to find the largest va
of k ~smallest value ofjy* ) for which the eigenvalue problem
defined by Eq.~30! has a solution for each value ofjx* , in
the WKB approximation. The marginal stability curve for
vibrating wall obtained in this way is given in Fig. 1, whe
we have plotted the critical valuesDc of the asymmetry pa-
rameterD[Ly /Lx5jy* /jx* , as a function ofjx* . The solid
line is the WKB solution corresponding to the so-called ca
b, while the dashed line is from casec. Note that the solu-
tions from both regions of parameters match rather smoo
at jx* .0.555. Moreover, the critical asymmetryDc is a
FIG. 1. Marginal stability curveDc(jx* ). The solid and dashed
lines are the WKB predictions for a system driven by a vibrati
wall, while the dotted line is for a system with an isothermal wa
Also shown are the results from DSMC~filled symbols! and MD
~open symbols! simulations. For a given value ofjx* , the system
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when jx* tends to zero, as expected since the transve
inhomogeneities must disappear in the elastic limit.
For a thermal wall, we have obtained the result that th
is no solution in regionb. Therefore, we must search fo
solutions belonging to the rangec of parameters. Analysis o
Eq. ~50! leads to the result that the equation has no solu
for jx* &1.181. Moreover, Eq.~41! has no solution in tha
region either, implying that, in the WKB approximation, th
transition to the transversally inhomogeneous state requ
in the case of systems driven by a thermal wall, that
inelasticity and the number of monolayers at rest be
small. The dotted line in Fig. 1 shows the marginal stabi
curve for a thermal wall. In the limit of largejx* , the curve
overlaps with the one for a vibrated system.
IV. SIMULATION RESULTS
To test the above theoretical results and also to investi
the nature of the predicted symmetry breaking, two m
fundamental descriptions of the system, via the direct sim
lation Monte Carlo~DSMC! method and molecular dynam
ics ~MD! simulation, respectively, have been considered.
though both are based on a dynamical simulation of
system, their nature is rather different. The DSMC meth
provides an algorithm to obtain numerical solutions of t
Boltzmann equation for given initial and boundary con
tions @17#. Therefore, it relies on the validity of a kineti
theory description, namely, the one given by the Boltzma
equation. On the other hand, no hydrodynamic approxim
tions are introduced into the description, so that the valid
of a hydrodynamic level of description, as provided for i
stance by the Navier-Stokes equations, is not taken
granted in this approach.
The MD simulations follow the motion of the particles o
the system as a sequence of free motions and binary c
sions@18#, i.e., by direct application of Newton’s equation
of motion. Therefore, MD provides the more basic descr
tion of the evolution of the system. In this context, it
important to stress that although the DSMC method also u
‘‘particles’’ at a formal level, they are not real particles, b
fictitious ones, which are employed to mimic the ideal d
namics described by the Boltzmann equation. In fact,
ideal nature of the particles in the DSMC method allows
very high numerical accuracy, since the number of partic
used does not affect at all the physical state being simula
In particular, the above number is not related to the ac
density of the system.
In the following, we will report simulation results ob
tained for the system studied in the previous sections,
stricting ourselves to the vibrating wall. We have used
two methods DSMC and MD because they complement
another. For instance, comparison of the results obtaine
both methods provides a test of the validity of the inelas
Boltzmann equation to describe a system under the phys
conditions used in the MD simulations. Since the on
dimensional state has been discussed in detail elsew
@10,13#, attention will be focused here on the behavior of t

































In the MD simulations, the density of course plays a r
evant role. As the interest here is in the low density lim
small values of the surface fractionn5Nps2/4LxLy, typi-
cally of the order of 1022, have been used. For fixed give
values ofn, a, andLx , a set of simulations have been ru
corresponding to different widthsLy of the system, starting
from a small enough value. This means that each set of si
lations corresponds to the same value ofjx* , as defined in
Eq. ~28!, while they differ in the asymmetry parameterD.
The simulations of the Boltzmann equation have been c
ried out with a similar systematic, the main difference bei
that the density plays no role in them. The other parame
needed to specify the simulations is the velocity of the
brating wallvb . We have verified that, in agreement with th
theory developed in the previous sections, the formation
transversal inhomogeneities is not altered by modifying t
velocity, as long as it is large enough to fluidize the compl
system.
All the simulations started from a spatially homogeneo
configuration, with a Gaussian velocity distribution, corr
sponding to an arbitrary temperature. The simulation is th
followed until the system reaches a steady state, in which
several monitored properties of the system~ ean kinetic en-
ergy, density fluctuations, and hydrodynamic profiles! be-
come time independent. Once the system is in the ste
state, all statistical averages of interest are accumulated.
the purpose here, the density and temperature profiles
vide the relevant information. Let us describe what is o
served in a set of simulations, namely, we are going
present DSMC data from systems witha50.95 and Lx
510l̄. This corresponds tojx* 51.015. In Fig. 2 the steady
two-dimensional density profile forLy520l̄ (D52) is
shown in a three-dimensional plot. It is seen that no gradie
in the y direction are present, i.e., the system is in the o
dimensional reference state. The transversal homogeneity
FIG. 2. Three-dimensional plot of the stationary density pro
obtained by the DSMC method for a system withD52 and jx*
51.015. The density is normalized by its average valuen̄, and the
lengths with the average mean free pathl̄. The system does no
exhibit gradients in they direction, i.e., it is in the reference stat
















































TRANSVERSAL INHOMOGENEITIES IN DILUTE . . . PHYSICAL REVIEW E 65 061302pears even clearer in Fig. 3, where the density is plotted
function of y for several fixed values ofx.
When the widthLy is increased keeping all the other p
rameters fixed, a critical value shows up such that gradie
in the y-direction spontaneously develop in the system
larger widths. An example of this is given in Fig. 4, whe
the density surface for the same parameters as in Fig
except that nowLy526.5l̄, is plotted. A gradient in the di-
rection parallel to the vibrating wall is clearly identified, b
coming more pronounced next to the opposite wall, as ill
trated in Fig. 5. The density gradients in this case
relatively small, the maximum variation of the density in t
y direction being of the order of 5%. In fact, in all the sim
lations, both by DSMC and MD, it has been found that
increasing Ly a continuous transition from the one
dimensional state to a state with weak inhomogeneities in
FIG. 3. Density profiles as a function ofy for several fixed
values ofx, for the same system as in Fig. 1. The curves correspo
from bottom to top, tox5Lx/4, Lx/2, 3Lx/4, andLx .
FIG. 4. Three-dimensional plot of the density profile obtain
by the DSMC method for the same system as in Fig. 2, with
only difference that nowLy526.5l̄. The system is now above th








transversal direction occurs. Moreover, the transversal d
sity profile near the transition exhibits, as in the case of F
5, a wavelength equal to twice the width of the system. In
language used in Sec. III, what is observed is a perturba
with q51 (k5p/jy* ), consistently with our theoretica
analysis.
If the width of the system is increased further, the tran
versal inhomogeneities grow very fast and, of course,
results from the linear marginal stability analysis do not a
ply. Simulations show that the density becomes very large
one of the corners of the system, away from the vibrat
wall. The rapid increase of the gradients and the large va
of the density in a localized region of the system lead us
conclude that in this regime a cluster of particles is form
@7#. Of course, for such a region of parameters the hydro
namic profiles obtained from DSMC and MD simulations a
quite different, as the former considers the particles as po
while the latter assigns them a finite diameter, implying th
the density is bounded by the close-packing value.
Once the appearance of transversal inhomogeneities
been observed by visual inspection, it is desirable to hav
‘‘quantitative’’ criterion to establish whether the system is
is not transversally homogeneous. This is equivalent to id
tifying an order parameter to characterize the transiti
Since there may be gradients in both directions, the iden
cation of such a parameter is not at all a trivial task. The o










If the system is transversally homogeneous,rx(y) is inde-
pendent of bothx andy, and equal to zero. When transvers
inhomogeneities are present, it depends of course ony but, as




FIG. 5. Density profiles as a function ofy for several fixed
values ofx for the same system as in Fig. 4. The curves correspo

























































BREY, RUIZ-MONTERO, MORENO, AND GARCI´A-ROJO PHYSICAL REVIEW E65 061302Nevertheless, the simulation data indicate that this dep
dence is rather weak, at least near the transition. As an
ample, in Fig. 6 the functionrx(y) has been plotted for the
same system as in Figs. 4 and 5. The different lines co
spond to four different values ofx, equally separated, in th
interval @3Lx/4,Lx#. This is the region where the transvers
gradients are larger. From the figure it follows that thex
dependence is essentially scaled out in the definition
rx(y). It must be mentioned, however, that if the who
range of variation ofx is considered, some dependence ox
shows up. In any case, the departure from zero of the ave
value of rx(y), r̄(y), over a certainx interval, next to the
vibrating wall and not too large to avoidx dependence, pro
vides a good criterion to distinguish transversally inhomo
neous systems from homogeneous ones. The results t
discussed in the following have been obtained using the
terval @3Lx/4,Lx#.
The above discussion, the theoretical analysis, and
numerical results, like those illustrated in Fig. 6, suggest t
a good order parameter may be given by the absolute v
of the first Fourier componentu f 1u of r̄(y). In fact, we have
verified that the absolute value of the Fourier transform
this quantity exhibits an abrupt maximum for the first co
ponent when transversal gradients begin to build up in
system. The behavior ofu 1u as a function of the asymmetr
D in the vicinity of the transition point, is shown in Fig. 7 fo
the same parameters considered in Figs. 2–6. First of a
must be noted thatu f 1u varies in a continuous way throug
the transition, although it grows very fast when one goes i
the inhomogeneous region. This is the typical behavior of
order parameter of a nonequilibrium second order phase t
sition @19#. The continuous character ofu f 1u introduces some
arbitrariness in the determination of the transition pointDc .
We have made the choice, somewhat arbitrarily but con
tently, that the transition takes place whenu f 1u becomes an
FIG. 6. DSMC results for the dimensionless functionrx(y),
defined by Eq.~53!, for the same system as in Figs. 4 and 5. T





















order of magnitude larger than its typical value in the ref
ence state, which is determined by the noise level. For
systems used in the DSMC method, this latter value is of
order of 1023, so that a system has been considered as tr
versally inhomogeneous whenu f 1u;1022, which implies de-
viations from homogeneity of the order of 1%. This leads
the case of Fig. 6 to an estimationDc52.560.1 for the criti-
cal asymmetry.
By changing the initial parameters of the system and
peating the above procedure,Dc has been computed for dif
ferent values ofjx* . The results from the DSMC simulatio
are represented by the filled symbols in Fig. 1. The agr
ment between the theoretical predictions and the simula
data is rather good, although a systematic deviation appe
larger for smallerjx* . When evaluating the comparison,
must be taken into account that the simulations only prov
an upper bound forDc . When the system is very close to th
transition point, the time required to go from the transv
sally homogeneous state to the inhomogeneous one ma
too large to observe the transition during the simulation tim
In any case, it is fair to say that the hydrodynamic equatio
and the WKB approximation provide an accurate descript
of what is observed in the simulations.
The results discussed up to this point were obtained fr
DSMC simulations. Just to illustrate how MD simulation
lead to an equivalent scenario, we present next some re
for a set of MD simulations witha50.925, n51022, and
Lx5100s. For these values, it isjx* 50.281. In Fig. 8 a
three-dimensional plot of the density profile is shown forD
56.4. The system exhibits gradients in the transversal di
tion, increasing again as we move away from the vibrat
wall. However, the density gradients are very small, t
maximum deviation from homogeneity being of the order
10%. That means that the system is close to the transit
probably in the region where a linear approximation arou
the steady state still provides an accurate description.
FIG. 7. DSMC results for dimensionless order parameteru f 1u as
a function of the asymmetryD for a system withjx* 51.015 ~the
dashed line has been included as a guide for the eye!. A second



















































TRANSVERSAL INHOMOGENEITIES IN DILUTE . . . PHYSICAL REVIEW E 65 061302When the asymmetry is increased further, gradients in
perpendicular direction become sharper, and a state wi
sharply peaked density is observed. This is illustrated in F
9 for D57. In Fig. 10, the quantityr̄ is shown for different
simulations belonging to the set we are considering, i.e., t
differ only in the value ofD. The continuous transition from
the reference state to the transversally asymmetric on
clearly observed, as well as the dramatic increase of
transversal gradients when the system gets well inside
unstable region. In conclusion, MD results are in full qua
tative agreement with the DSMC ones. Even more, the c
cal values of the asymmetry parameters obtained from
are in very good quantitative agreement with those follow
from DSMC calculations, as seen in Fig. 1, where they
represented by the open symbols. This provides a proo
the validity of the kinetic theory description as given by t
Boltzmann equation for dilute inelastic gases.
It is worth emphasizing that points in Fig. 1 were obtain
from DSMC and MD simulations by changing the values
a andsN/Ly to sample different values ofjx* . The fact that
Dc obtained in this way varies smoothly withjx* supports the
theoretical prediction that the dependence on the diffe
parameters ofDc occurs through it. This has also been ra
FIG. 8. Three-dimensional plot of the stationary density pro
obtained by MD simulation. The particles are disks of diameters,
the area fraction isn51022, the coefficient of restitutiona
50.925, Lx5100s, and D56.4. Small transversal gradients a
present, and the system is in the vicinity of the bifurcation.
FIG. 9. The same as in Fig. 8 but withD57. Quite large trans-
versal gradients growing in thex direction are identified. The sys














fied by considering two sets of simulations having differe
values of botha andsN/Ly , but leading to the same valu
of jx* . The same critical asymmetry parameter was fou
supporting the scaling predicted by the theory.
V. DISCUSSION AND CONCLUDING REMARKS
In this paper, the spontaneous transversal symm
breaking in a vibrated granular fluid predicted by Livneet al.
@7# was further investigated for low density systems. It w
shown that the transition takes places both in MD simu
tions and in systems described by the Boltzmann equat
Moreover, there is a reasonably good agreement between
theoretical predictions, following from a marginal stabili
analysis of the hydrodynamic description of the system, a
the results from MD and also from the numerical solution
the Boltzmann equation by the DSMC method. This refers
the values of the critical asymmetry as a function of t
control parameter, and also to the shape of the hydrodyna
profiles in the vicinity of the symmetry breaking.
To characterize the transition, an order parameter qua
fying the initial setup of transversal inhomogeneities h
been introduced. In terms of this parameter, the transi
presents the features of a second order nonequilibrium p
transition. In this context, it is worth mentioning that n
subcritical bifurcations have been observed in the simu
tions. Moreover, for states well inside the instability curv
the density profile exhibits a characteristic nonlinearl/2
shape. On the other hand, in Ref.@7#, nonlinear two-
dimensional states inside the linear stability region w
found at high densities from the numerical solutions of t
hydrodynamic equation. Of course, there is no contradict
in this, since our analysis was restricted to low density ga
In Ref. @7# an analytical expression for the marginal stabil
curve in a certain limit is given. In our notation, the lim
considered isjx* !1, and the expression readsD.1.6/jx*
2 ,
where we have neglected subleading terms in the density
FIG. 10. MD results for the dimensionless functionr̄(y), for
several values of the asymmetryD, as indicated in the figure. All
the other parameters of the system are the same as in Figs. 8 a
























BREY, RUIZ-MONTERO, MORENO, AND GARCI´A-ROJO PHYSICAL REVIEW E65 061302asymptotic analysis of the WKB results in this pap
namely, of Eq.~45!, leads toDc.1.63/jx* , i.e., a qualita-
tively different behavior. Given the asymptotic character
the region where these expressions are derived, it is har
discriminate between the two results from the simulat
data.
The work reported here shows once again the gener
of spontaneous symmetry breaking phenomena in gran
fluids. They occur in isolated as well as in driven granu
systems, in dense and dilute flows, with and without gra
tational field acting on the particles, i.e., they appear as q
a ubiquitous effect. Interestingly, all the indications are t
they always have a collective origin, which is fully captur
by a hydrodynamic description.
Although it may be thought that the spontaneous symm
try breaking discussed in this paper must be closely rela
















granular gas@2#, we believe this relationship deserves mo
work. The information we have up to now about each of t
two phenomena is not the same. We know the mechan
responsible for the clustering instability~the growth of the
shear mode relative to the granular temperature!, but not the
final state attracting the system. On the other hand, the e
tence of a transversally inhomogeneous steady state has
established for vibrated systems, but the detailed mechan
responsible for the development of instabilities from the r
erence state is not known.
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