Molecular small animal imaging with pinhole single-photon emission computed tomography (Pieneläinten molekulaarinen kuvantaminen neulanreikätomografian avulla) by Sohlberg, Antti




























3.3 ML-EM algorithm 29
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
    
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  












         
         
         
         
         
         
         
         
         
         
         
         











   
   
   
             
             
             
             
             
             
             
             
             
             
             
             
             
             
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				
				

 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 


 
 













        
        
        
        
        
        
        
        
        
        
        
        
   
   
   











              
              
              
              
              
              
              
              
              
              
              
              
              
              
          
          
          
          
          
          
          
          
          
          
         
         
         
         
         
         
         
         
         
         
Figure 3.5: The OS-EM algorithm. Eight projections are organised into 4 sub-
sets. Projections that include into the same subsets are presented with the same
shading. In this case, one full iteration of the OS-EM includes 4 subiterations,
where the ML estimate is calculated using only the projections in that particular
subset. The image given by previous subiteration is used as a starting point for
a new subiteration with a different subset of projections. Subiterations continue
until all of the subsets are used.
methods have been developed to reduce the effects of ML-EM’s noise propagation.
These methods can be divided into three groups: stopping rules, post-filtering and
Bayesian reconstruction methods.
The ML-EM algorithm can be stopped before the noise artefacts appear [102,
39], but this leads to a noise/bias trade-off: The high iteration number images are
quantitatively accurate but noisy, whereas the low iteration number images are
less noisy but they are biased towards the initial estimate of the algorithm. In
the clinical environment, it has become customary to allow the ML-EM (or OS-
EM) algorithm to converge rather far in order to gain better resolution of small
details and then to use post-filters to remove the noise [93, 46]. However, despite
their clinical popularity, post-filters have many undesirable features. The low-pass
filters, which are the most commonly used class of post-filters in SPECT, reduce
spatial resolution and easily produce over-smoothed images. On the other hand,
filters based on a collimator’s point-spread-function, such as Gaussian filters, are
30 3. Pinhole SPECT reconstruction
Figure 3.6: Rat myocardial perfusion images reconstructed using pinhole OS-
EM algorithm with 8 subsets and 1, 2, 4 and 12 iterations.
difficult to implement in pinhole SPECT due to pinhole SPECT’s spatially varying
resolution. In addition, the parameters of post-filters almost invariably depend on
the study and are therefore difficult to fine-tune.
3.4 Bayesian reconstruction methods
In Bayesian estimation, extra information is added to the reconstruction problem
to constrain the solution to the images, which have more desirable features than
others e.g. low noise level. The additional information is introduced in terms of
a priori probability density function P (λ), which describes the properties that
the reconstructed image is thought to have prior to reconstruction. A common
method to formulate the prior P (λ) is to utilise the Gibbs distribution [27]:
P (λ) = Ce−βU(λ) = Ce−β
∑
i U(λ(i)), (3.14)
where C is a normalising constant, U(λ) an energy function and β the Bayesian
weight of the prior, which presents the confidence on the prior so that with high β
values, the image is thought to resemble the prior assumptions closely. The energy
function can be defined as
U(λ(i)) =
∑
i′∈Ni
w(i, i′)v(λ(i)− λ(i′)), (3.15)
where w(i, i′) is the weight of voxel i′ in the neighbourhood Ni of voxel i and v is
a potential function [55].
3.4.1 One step late algorithm
The goal of Bayesian reconstruction methods is to maximise the a posteriori prob-
ability density function P (λ|n):
P (λ|n) = P (n|λ)P (λ)
P (n)
∝ l(λ)P (λ), (3.16)
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Figure 4.9: Bias and coefficient of variation (CoV) of the striatal phantom as
functions of iterations for FDK (◦), pinhole OS-EM (×), OS accelerated pinhole
smoothing prior (O) and OS accelerated pinhole MRP (+). The results for the
FDK are presented as constant for all iteration numbers. Upper left: Bias for the
high activity ROI (left striatum of the phantom). Upper right: Bias for the low
activity ROI (right striatum of the phantom). Lower left: Coefficient of variation
for the high activity ROI. Lower right: Coefficient of variation for the low activity
ROI.
Figure 4.10: Representative transversal slices of the striatal phantom recon-
structed with different reconstruction algorithms. From left to right: the phan-
tom, FDK, pinhole OS-EM (one iteration), pinhole OS-EM (12 iterations), OS
accelerated pinhole smoothing prior (12 iterations) and OS accelerated pinhole
MRP (12 iterations).
46 4. Pinhole median root prior
Figure 4.11: Four representative consecutive transversal slices of rat heart re-
constructed with different reconstruction algorithms. From top to bottom: FDK,
pinhole OS-EM (one iteration), pinhole OS-EM (12 iterations) and OS accelerated
pinhole MRP (12 iterations).
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Figure 5.1: The rotating device.
fit accurately inside the animal holding cylinder. After filling the capillary tube
with 301 MBq of 99mTc, the phantom was imaged with the rotating device. All of
the projection images were summed and the full width at half maximum (FWHM)
was calculated by fitting a Gaussian curve to a profile through the line source.
The FWHM of the summed projection image was compared to the FWHM of a
single projection image. The line source study was then reconstructed in order to
determine the reconstructed resolution. The reconstructed FWHM was calculated
by fitting a Gaussian curve to a line profile drawn on the transversal slices.
The sensitivity of the imaging system was measured with a 6.9 MBq 99mTc
point source, which was positioned in front of the pinhole collimator at 54 mm
from the pinhole aperture. A one minute static scan with 128×128 matrix and 3.2
mm pixel size was performed.
The multiple line source phantom was used to test the transversal symmetry of
the reconstructed images. The phantom consists of 7 glass capillary tubes (0.5 mm
diameter) held between two plastic disks. After filling the tubes with 135±1 MBq
(mean±standard deviation) of 99mTc, the phantom was imaged using the rotating
device and transversal slices were reconstructed. FWHM was also calculated for
all of the 7 line sources at different axial positions.
50 5. The small animal imaging system
Table 5.1: Acquisition and reconstruction parameters for the imaging device
studies.
Parameter Value
Aperture diameter 1 mm and 2 mm
Projection matrix 128×128
Projection pixel 3.2 mm
Projection angles 108
Extent of rotation 360◦
Time per projection 20 s (phantom), 35 s (animal)
Reconstruction matrix 128×128×128
Reconstruction voxel 0.61 mm
Reconstruction method pinhole MRP (β=0.3, 6 subsets, 12 iterations)
The third phantom that was used was a 32 mm high and 36 mm diameter
cylindrical uniformity phantom. This phantom was filled with 31 MBq/cm3 of
99mTc and imaged with the rotating device. The uniformity was calculated on a
sum transversal slice (four slices summed into one) as
U =
Imax − Imin
Imax + Imin
, (5.1)
where Imax and Imin are the maximum and minimum voxel values inside 14 mm
radius from the centre of the phantom.
5.2.2 Animal studies
Eight adult male Han-Wistar rats from National Laboratory Animal Centre (Kuo-
pio, Finland) were utilised for imaging studies in order to investigate the perfor-
mance of the new imaging system in detecting lesions in a common small animal
model [10, 47, 78]. Four of the rats were unilaterally lesioned with quinolinic acid
as described in IV and the other four served as a control group. The animals were
injected with approximately 100-200 MBq of [123I]epidepride into the femoral vein
and imaged 2 hours after injection.
The purpose of original publication IV was to demonstrate the feasibility of the
developed imaging system in studying striatal dopamine D2 receptors in the quino-
linic acid lesion model and also to compare the FDK and PH-MRP reconstruction
methods in vivo. Two of the control rats were used first in a count rate study to
determine suitable acquisition parameters. These rats were sacrificed two hours
after injection of the tracer and imaged first using a 1 mm pinhole aperture and
after that with a 2 mm aperture to test the effect of the improved count density on
the reconstructed image quality. The projection count statistics obtainable with
the 1 mm pinhole aperture were observed to be too low for the FDK algorithm.
Therefore all of the subsequent studies in original publication IV were performed
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with the 2 mm pinhole aperture in order to compare the two reconstruction algo-
rithms fairly. Transversal slices were reconstructed and striatal and background
ROIs were drawn on the slices.
The 2 control 4 lesioned animals were killed immediately after the SPECT
study. The left and right striatum of the all the animals were removed, weighted
and measured with a gamma counter (1480 Wizard 3”, Wallac, Turku, Finland).
The weight-normalised right/left-activity ratios were recorded and used as a ref-
erence for the pinhole SPECT studies.
5.3 Results
5.3.1 Phantom studies
The sensitivity of the imaging device was 21 cts/s/MBq, whereas the reconstructed
spatial resolution and uniformity were 1.8 mm and 15.2% at the middle of the re-
construction matrix. The planar resolution obtained from a single projection image
was 1.73 mm in comparison to the value of 1.74 mm from a summed projection
image. The difference between these two values is very small, which indicates that
the cylinder rotates accurately around its axis. The same conclusion can also be
drawn from figure 5.2, which shows representative transversal slices of the mul-
tiple line source phantom. The slices show no ring-type artefacts and the shape
of the phantom is well preserved. The average FWHM of the seven line sources
ranged from 2.0±0.1 mm at the midplane to 2.2±0.3 mm at the plane 20 mm from
the midplane. This result indicates that the resolution is position dependent and
worsens with increasing distance from the centre of the reconstruction grid.
Figure 5.2: Three transversal slices of the multiple line source phantom.
5.3.2 Animal studies
Figure 5.3 shows a representative transversal slice at the level of the rat striatum
for one control and one quinolinic acid lesioned animal. The quality of these images
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is very high. The left and right striatum are clearly separable and the lesion can
be readily visualised. The mean striatal right/left-ratios for the control animals
were 1.0±0.1 and 0.7±0.2 for the lesioned animals, which agreed well with the
corresponding ex vivo results 1.0± 0.3 and 0.7± 0.3.
Left RightLeftRight
Figure 5.3: A sum transversal slice (two slices summed into one) at the level of
striatum for a control rat (left) and a quinolinic acid lesioned rat (right).










