The basic robot control technique is the model based computed-torque control which is known to su er performance degradation due to model uncertainties. Adding a neural network (NN) controller in the control system is one e ective way to compensate for the ill e ects of these uncertainties. In this paper a systematic study of NN controller for a robot manipulator under a uni ed computed-torque control frame work is presented. Both feedforward and feedback NN control schemes are studied and compared using a common back-propagation training algorithm. E ects on system performance for di erent choices of NN input types, hidden neurons, weight update rates, and initial weight values are also investigated. Extensive simulation studies for trajectory tracking are carried out and compared with other established robot control schemes.
I Introduction
For the past several years, there have been a lot of interests in applying arti cial neural networks (NNs) to solve the problems of identi cation and control of complex nonlinear systems by exploiting the nonlinear mapping abilities of the NN. These e orts have produced substantial successes 1?10 At the same time, extensive investigations have been carried out to design NN controllers for robot manipulators as well 11?19 Accordingly, various design schemes have been proposed. The di erences in these schemes are largely in the role that NN is playing in the control system and the way it is trained for achieving desired trajectory tracking performance. The most popular control scheme is one which uses NN to generate auxiliary joint control torques to compensate for the uncertainties in the computed-torque based primary robot controller that is designed based on a nominal robot dynamic model. This is accomplished by implementing the NN controller in either a feedforward or a feedback con guration, and the NN is trained on-line. Satisfactory results of this approach have been reported in the literature. 12;14;15 Thus, depending on the amount of a priori knowledge of the robot model that is available, the NN controller would be required to compensate for a wide range of model uncertainties. Another approach that has been tried is to use the NN as the computed-torque controller where it is trained to follow an accurate estimate of the robot model. 2;16 Implementation of this approach requires o -line training of the NN based on a nominal robot model, and then followed by on-line training to match the actual robot dynamics. 16;17 One major obstacle in carrying out on-line training is the requirement of knowing the robot Jacobian by the error back-propagation algorithm. Such Jacobian is di cult to determine and compute in practice, and various solutions have been proposed. 2;5;20;21 The success of this control approach is yet to be demonstrated.
The objective of this paper is to present a comprehensive study of the design of NN controller when used as an auxiliary controller. Based on the computed-torque control concept, a uni ed training signal is derived for a NN controller with a two-layer architecture. Comparison studies based on a three joint robot have been made for the NN controller implemented in both feedfor-2 ward and feedback con gurations. Furthermore, the proposed NN controllers are compared in terms of accuracy and convergence rate with one existing NN control scheme 12 and one adaptive control scheme. 22 Since the NN controller performance is also e ected by the NN input types, the number of hidden neurons, the back-propagation algorithm update rate, and the initial weight values, these factors are also examined by extensive simulation studies.
II Robot Dynamic Model
The dynamic equation of an n degrees-of-freedom manipulator in joint space coordinates are given by :
where the vectors q; _ q; q are the joint angle, the joint angular velocity, and the joint angular acceleration, respectively; D(q) is the n x n symmetric positive de nite inertia matrix; C(q; _ q) is the n x 1 vector of Coriolis and centripetal torques; G(q) is the n x 1 gravitational torques; is the n x 1 vector of actuator joint torques; F( _ q) is an n x 1 vector representing Coulomb friction and viscous friction forces : F( _ q) = K 1 sgn( _ q) + K 2 _ q; U(q; _ q) is the backlash and other unmodeled uncertainties. For simplicity, let us denote H(q; _ q) = C(q; _ q) _ q + G(q) so that (1) can be rewritten as
The robot dynamic equation (2) represents a highly nonlinear, coupled, and multi-input multioutput system. In most practical cases, the model is not exactly known. Thus only nominal estimates of the model are available for controller design.
III Computed Torque Control
Computed torque method is the basic approach for robot motion control when nominal robot dynamic model is available. In this case the control law can be written as
whereD(q) andĤ(q; _ q) are estimates of D(q) and H(q; _ q), respectively, and u(t) is given by
where K P and K D are n x n symmetric positive de nite gain matrices, and q d is the desired joint trajectory. The control system is depicted in Figure 1 . Combining (2) 
Since there are always uncertainties in the robot dynamic model, the ideal error response (6) can not be achieved in general. The actual system performance is governed by (5) which is degraded and unpredictable. Thus the computed-torque based control is not robust in practice. To improve robustness, NN controller can be introduced to generate additional joint torques to compensate for the disturbances due to model uncertainties.
In this section, we present NN controller designs to achieve disturbance rejection for a computedtorque control system. For completeness two NN control schemes, feedforward and feedback, are examined, and they are depicted in Figures 2 and 3 
Feedback scheme :
For the sake of simplicity, let us use the following torque equation to represent both schemes (7) (8):
The corresponding closed loop error system is (under the assumption q = q d in the feedforward case) v = e + K D _ e + K P e =D ?1 ( D q + H + F + U) ? (10) Since the control objective is to generate to reduce v to zero in (6), we therefore propose here to use v v = e + K D _ e + K P e (11) as the new error signal for training the NN in both schemes. The ideal value of at v = 0 then is =D ?1 ( D q + H + F + U) (12) Clearly minimizing the error signal v allows us to achieve ideal computed torque control directly. We note that in an existing result 12 which is closely related to the feedback scheme of Figure 3 , it used an error signal equivalent to v 0 = ? (D(q) q +Ĥ(q; _ q)) ?D(q) (13) This provides the relationship of v =D ?1 (q)v 0 , so the ideal system performances for both cases are identical. However, the use of error signal v 0 as suggested in 12] requires on-line computation of the nominal robot model m =D(q) q+Ĥ(q; _ q) which is far more time consuming than computing v in (11) as proposed.
V Neural Network Compensator Design
The two-layer feedforward neural network shown in Figure 4 is used as the compensator. It is composed of an input bu er, a non-linear hidden layer, and a linear output layer. The inputs X = x(t) T x(t?1) T x(t?2) T ] T are multiplied by weights(w 1 ij ) and summed at each hidden node.
Then the summed signal at a node activates a nonlinear function f( ), called a sigmoid function, which is bounded in magnitude between 0 and 1:
The outputs from all f( ) are weighted(w 2 jk ) and summed at each output node. Thus, the output k at a linear output node can be calculated from its inputs as follows:
where n I is the number of inputs, n H is the number of hidden neurons, x i is the ith element of input of X, w 1 ij is the rst layer weight between ith input and jth hidden neurons, w 2 jk is the second layer weight between jth hidden neuron and kth output neuron, b 1 j is a biased weight for jth hidden neuron and b 2 k is a biased weight for kth output neuron. If n is the number of output neurons, the total number of weights(w T ) is w T = (n I + 1)n H + (n H + 1)n. The total number of neurons is n T = n H + n. Thus, our typical structure shown in Figure 4 has n I = 9; n = 3; n T = 6 and w T = 81.
The weight updating law minimizes the objective function J which is a quadratic function of the training signal v.
Di erentiating equation (16) and making use of (10) 
where s j is the output of jth hidden neuron.
VI NN Controller Performance
The performance of the proposed NN control schemes is extensively investigated in this section. A comprehensive simulation study has been carried out using a three link elbow robot manipulator whose parameters are taken from the rst three links of Puma 560 arm. The nominal system parameters are used as the basis in forming the robot modelD(q) andĤ(q; _ q). System performance is measured by the following saves of tracking error-squares over one training cycle of a trajectory as follows:
where E p is the position error; E v is the velocity error; P is one training cycle elapse time, where P = 8; 4; and 16 seconds for rectangular, circular, and composite trajectory respectively; and T is the sampling period of T = 5ms. Table 1 summarizes the converged performance results of both feedforward and feedback schemes. We see that both schemes performed extremely well with feedback scheme doing slightly better in composite trajectory tracking and with feedforward scheme doing slightly better in rectangular trajectory tracking (see also Figure 9 ). Sample tracking results are plotted in Figures 5-7 . The simulation data showed that the rate of convergence for all trajectories are very fast with a convergence time less than one second. Thus on-line trajectory control of the proposed NN schemes is completely acceptable in practice. We note that the joint angle responses of the feedback scheme to a step command shown in Figure 5 follow very closely to the ideal response (critically damped) according to (6) as expected. As a base line comparison, we also listed the performance of the uncompensated computedtorque control system in Table 1 . It is seen that the tracking errors are very large. Figure 8 shows the end point trajectories of the circular command signal for the uncompensated controller and the feedforward NN controller. The improvement achieved by the NN controller is clearly demonstrated. For further comparison, we also listed in Table 1 the results of the closely related NN control method of Ishiguro et al:. 12 In that method, the system performance is a ected by the bound of NN compensator output. Thus the bound can be chosen appropriately in accordance with the bounds of uncertainties and the type of trajectory. We found the optimal bound(BR) experimentally for each trajectory for the same = 0:01 and = 0:9. The performance is not as good as the proposed schemes in general. The convergence rate is comparable however. Another important comparison is with the well known adaptive controller by Craig et al: 22 under the same control environment. For this method we have chosen the lter parameter = 10 and the adaptive gain is optimized for each trajectory. We see from Table 1 that Craig's method is comparable over all in tracking accuracy, but it is much slower in convergence rate (a factor of 5 to 14 times). This comparative study shows that the proposed NN control schemes are far more practical and e ective than adaptive controllers for robot manipulator control.
VII E ects of Input Types, Hidden Neurons, Update Rate and Initial Weights on NN controller performance
In designing the NN controller, there are a number of parameters that should be judiciously selected. They are, among others, the composition of NN inputs, the number of hidden neurons, the weight update rate and the initial weight values. We decided to evaluate via simulation for the three-link robot case the e ects of these parameters to the controller performance. The results are discussed below.
(a) Input types : As a general case, we have proposed in Figure 2 and 3 to set the NN inputs as X(t) = x(t) T ; x(t ? 1) T ; x(t ? 2) T ] T where x is either q d or q. Shown in Table 2 are the tracking performances for three di erent compositions of X(t) where we used n H = 6; = 0:9; and = 0:01 in the simulation. When X(t) = q(t) T ; _ q(t) T ; q(t) T ] T is used, we found that the control system can easily become unstable. This is largely due to the fact that approximation of q(t) by nite di erence is too noisy which inadvertently causes large uctuations on the weights. The abbreviated input X(t) = q(t) T ; _ q(t) T ] T has no stability problem however, the results are shown in Table 2 . In view of the overall results it appears that the input can be reduced to simply q(t) or q d (t) without appreciable loss of performance. This fact is important in that it allows us to reduce the complexity and computation time of the NN controller in practical applications. Table 2 . Performances with di erent inputs and trajectories ( = 0:01; = 0:9; n H = 6; w k ij (0) = 0) 11
Trajectory Error x(t); x(t ? 1); x(t ? 2) x(t); x(t ? 1) The e ects of the number of hidden neurons have also been investigated experimentally for the proposed schemes, and the results are displayed in Figure 9 . The E P data show that the optimal number of hidden neurons is di erent for each trajectory type. However a range of n H ; 6 n H 9; is quite acceptable. In order to reduce the NN complexity, the number of hidden neurons can be selected as n H = 6. This choice has been used for all of our simulations.
(c) Update rate : Along with momentum coe cient , weight update rate in the back-propagation algorithm also e ects the performance (convergence rate and tracking accuracy) including stability. Optimal solutions of and are generally complicated issues yet to be dealt with theoretically, although some fundamental results have been obtained recently. Here we x at the commonly used value of = 0:9, and evaluate tracking errors with varying values of . The results are displayed in Figure 10 . The data show that = 0:01 is a good choice for all cases. We note that a larger provides better tracking accuracy, but a value slightly greater than 0.01(i:g: 0:02) would quickly destabilize the system. 
VIII Conclusions
A comprehensive study of neural network robot control is presented in this paper. The NN compensator serves as an auxiliary control for the computed-torque controller to counteract the uncertainties in the robot dynamics and disturbances occuring during application. A new teaching signal is developed in this paper for the back-propagation algorithm, and delayed joint variables are proposed as inputs to the NN. In addition several NN design parameters such as number of inputs, number of hidden neurons, weight update rate, and initial weight values have been investigated in an extensive simulation on a three-link puma 560 like robot arm. Judging from the training and tracking performances of three di erent trajectory types, it is reasonable to conclude that a good and practical set of choice of the NN controller parameters is X(t) = x(t)]; n H = 6; = 0:01; and w k ij (0) = 0. The system performances under these conditions are excellent and the convergence rates are under one second. Thus the proposed NN controllers are feasible for on-line robot control. Comparisons with Ishiguro's NN control scheme as well as Craig's adaptive control scheme show that the proposed control technique is superior in either tracking accuracy or convergence rate. 
