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Abstract
We consider singular SDEs like
dXt = b(t,Xt)dt+AXtdt+ σ(t)dLt, t ∈ [0, T ], X0 = x ∈ R
n, (1)
where A is a real n × n matrix, i.e., A ∈ Rn ⊗ Rn, b is bounded and Ho¨lder
continuous, σ : [0,∞)→Rn ⊗Rd is a locally bounded function and L = (Lt) is an
Rd-valued Le´vy process, 1 ≤ d ≤ n. We show that strong existence and uniqueness
together with Lp-Lipschitz dependence on the initial condition x imply Davie’s
uniqueness or path by path uniqueness. This extends a result of [E. Priola, AIHP,
2018] proved for (1) when n = d, A = 0 and σ(t) ≡ I. We apply the result to some
singular degenerate SDEs associated to the kinetic transport operator 12△vf+
v · ∂xf +F (x, v) · ∂vf when n = 2d and L is an R
d-valued Wiener process. For
such equations strong existence and uniqueness are known under Ho¨lder type
conditions on b. We show that in addition also Davie’s uniqueness holds.
Keywords: degenerate stochastic differential equations - path-by-path uniqueness
- Ho¨lder continuous drift.
Mathematics Subject Classification (2010): 60H10, 60J75, 34F05.
1 Introduction
Davie’s type uniqueness or path-by path uniqueness for stochastic differential
equations (SDEs) has recently received a lot of attention (cf. [6], [8], [2], [17], [4],
[13], [22], [3] and see the references therein).
This type of uniqueness has been introduced in [6] where A.M. Davie considered
a SDE like dXt = b(t,Xt) dt+ dWt, X0 = x ∈ R
n, driven by an Rn-valued Wiener
process W and having a bounded and measurable drift coefficient b. For such
equations pathwise (or strong) uniqueness in the sense of K. Itoˆ had already been
established by A.J. Veretennikov in [18] even with a multiplicative noise. The paper
[6] improves [18] by showing that the previous equation has a unique solution for
almost all choices of the driving Brownian path. In other words, adding a single
Brownian path regularizes a singular ODE (cf. [8] and [4]).
Here we study Davie’s type uniqueness for singular SDEs like
dZt = b(t, Zt)dt+AZtdt+ σ(t)dLt, t ∈ [s, T ], Zs= x ∈ R
n, (2)
T > 0, s∈ [0, T ). Here A ∈ Rn ⊗ Rn, σ : [0,∞) →Rn ⊗ Rd is a Borel and locally
bounded function, 1 ≤ d ≤ n, and L = (Lt) is a d-dimensional Le´vy process
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defined on a complete probability space (Ω, F ,P); Rn ⊗ Rd indicates the space of
all n× d real matrices.
The drift coefficients b : [0, T ]×Rn →Rn is Borel measurable, bounded and β-
Ho¨lder continuous in the x-variable, uniformly in t, i.e., b ∈ L∞(0, T ;C0,βb (R
n;Rn)).
We concentrate on the singular case β ∈ (0, 1) but the results can be extended to
the Lipschitz case β = 1.
We generalize a theorem proved in [13] for equations (2) when n = d, A = 0 and
σ(t) ≡ I. In [13] it is shown in particular that if strong existence and uniqueness
hold for the SDE and further there is Lipschitz dependence in Lp-norm on the
initial condition x (cf. Hypothesis 1 below) then we have Davie’s uniqueness for
the SDE (cf. Theorem 1.1).
Setting Mt =
∫ t
0
σ(s)dLs, equation (2) can be written as
Zt(ω) = x+
∫ t
s
[b(v, Zv(ω)) +AZv(ω)]dv + Mt(ω)−Ms(ω), (3)
ω ∈ Ω (we are considering the stochastic integral Mt as in Section 4.3 of [1]).
Note that M = (Mt) is an example of additive process with values in R
n (see,
for instance, Chapter 2 in [14]). Additive processes generalize Le´vy processes by
relaxing the stationarity condition on the increments (cf. [15], [10], [16] and the
references therein). Note that in [13] one considers M = L.
Since in general M does not have stationary increments, in order to prove the
uniqueness result we have to show that the proofs in [13] can be carried out without
using the stationarity of increments of the driving process. On the other hand, (3)
is not covered by [13] even if σ(t) is a constant matrix. Indeed the coefficient Ax
is not bounded and in general one cannot truncate such term and localize as in
the end of Section 5 of [13]. Truncating x 7→Ax, when d < n, can make difficult to
obtain strong uniqueness and Lipschitz dependence on x (cf. [5], [19], [9] and see
Remark 5.3).
Before stating our theorem on Davie’s uniqueness we make assumptions on
the terms appearing in (2): b(t, x), A, σ(t) and the d-dimensional Le´vy process
L defined on a complete probability space (Ω,F ,P). Recall that the law of L is
characterized by the Le´vy-Khintchine formula (8).
Hypothesis 1. (i) For any s∈ [0, T ] and x ∈ Rn on (Ω,F ,P) there exists a strong
solution (Zs,xt )t∈[0,T ] to (3).
(ii) Let us fix s ∈ [0, T ]. Given any two strong solutions (Zs,xt )t∈[0,T ] and
(Zs,yt )t∈[0,T ] defined on (Ω,F ,P) which both solve (3) with respect to A, σ(t), L
and b (starting at x and y ∈ Rn, respectively, at time s) we have, for any p ≥ 2,
sup
s∈[0,T ]
E
[
sup
s≤t≤T
|Zs,xt − Z
s,y
t |
p
]
≤ CT |x− y|
p, x, y ∈ Rn, (4)
with CT = C
(
Law(L), A, σ, b , β, n, p, T
)
> 0 independent of s, x, y.
Theorem 1.1. Let us consider (3) with A ∈ Rn⊗Rn, b ∈ L∞(0, T ;C0,βb (R
n;Rn)),
β ∈ (0, 1), and σ : [0,∞) →Rn ⊗ Rd locally bounded. Assume Hypothesis 1 and
suppose E[|L1|
θ] <∞, for some θ ∈ (0, 1).
Setting b˜(t, x) = b(t, x) +Ax, there exists an event Ω′ ∈ F with P(Ω′) = 1 such
that for any ω ∈ Ω′, x ∈ Rn, the integral equation
g(t) = x+
∫ t
0
b˜(v, g(v) +Mv(ω))dv, t ∈ [0, T ], (5)
has exactly one solution g in C([0, T ]; Rn).
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The previous result will be deduced from Theorem 3.1 which extends Theorem 5.1
in [13]. We remark that in Corollary 3.2 we will show Davie’s uniqueness for SDE
(3) when b is locally Ho¨lder continuous by a standard localization procedure.
A special case of (3) is the following SDE
dZt = AZtdt+ b(t, Zt)dt+ CdLt, Zs= x ∈ R
n. (6)
Here A ∈ Rn ⊗ Rn and C ∈ Rn ⊗ Rd are given matrices. When L = W is a d-
dimensional Wiener process, d < n, pathwise uniqueness, flow and differentiability
properties of the solutions to (6) have been recently investigated also under Ho¨lder
type conditions on b (see, for instance, [5], [19], [7], [9], [20] which consider more
general degenerate SDEs as well).
As an example of degenerate SDE of the form (6) we consider{
dXt = Vtdt, dVt = F (Xt) dt+ dWt
X0 = x0 ∈ R
d, V0 = v0 ∈ R
d,
(7)
(see Section 5 for the case in which F possibly depends also on Vt; see also
Remark 5.3 for more general SDEs). Equation (7) involves the velocity-position
of a particle that moves according to the Newton second law in a force-field F
and under the action of noise (see [21] and the references therein). It is associated
to the well-studied kinetic transport operator 12△vf+ v · ∂xf +F (x) · ∂vf . An
application of (7) to the study of singular kinetic transport SPDEs is given in [7].
In this case n = 2d, d ≥ 1, andW is a d-dimensional Wiener process. Moreover
b(z) = b(x, v) =
(
0
F (x)
)
: R2d →R2d. When F : Rd →Rd has at most a linear
growth and it is locally β-Ho¨lder continuous with β ∈ (2/3, 1) it is known that
there exists a unique strong solution (the value 2/3 is the critical Ho¨lder index
for strong uniqueness, cf. [5], [19] and [9]). Under these assumptions applying
Corollary 3.2 we can show that also Davie’s type uniqueness holds for (7).
We mention [4] where in particular path-by-path uniqueness for SDEs with
additive fractional Brownian noise is investigated. Finally, remark that path-by-
path uniqueness has been also studied in infinite dimensions for some SPDEs. We
refer to [22] and [3].
2 Notation and preliminary results
The Euclidean norm in Rk, k ≥ 1, and the inner product are indicated by | · | and
〈·, ·〉 respectively. Moreover, B(A) indicates the Borel σ-algebra of a Borel set
A ⊂ Rk.
We denote by C0,βb (R
n;Rk), β ∈ (0, 1), the space of all β-Ho¨lder continuous
functions f , i.e., f verifies
[f ]C0,βb
= [f ]β := supx 6=x′∈Rn (|f(x)− f(x
′)| |x− x′|−β) <∞
Note that C0,βb (R)
n;Rk) is a Banach space with the norm ‖ · ‖β = ‖ · ‖0 + [·]β .
To study (2) we require that b belongs to L∞(0, T ;C0,βb (R
n;Rn)). Hence b :
[0, T ] × Rn → Rn is Borel and bounded, b(t, ·) ∈ C0,βb (R
n;Rn), t ∈ [0, T ], and
[b]β,T = supt∈[0,T ][b(t, ·)]C0,βb
< ∞. We also set ‖b‖β,T = [b]β,T +‖b‖0,T ; ‖b‖0,T
= supt∈[0,T ],x∈Rd |b(t, x)|, β ∈ (0, 1). Finally, a function g ∈ C
∞
0 (R
n) if g belongs
to C∞(Rn) and has compact support.
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Let L = (Lt) be a Le´vy process with values in R
d defined on a complete
probability space (Ω,F ,P) (see [15], [11] and [1]). Thus L has independent and
stationary increments, ca`dla`g trajectories and L0 = 0, P-a.s.. We will denote by
Ls−(ω) the left-limit in s > 0, ω ∈ Ω.
For 0 ≤ s< t <∞ we denote by FLs,t the completion of the σ-algebra generated
by Lr−Ls, s≤ r≤ t. We also define F
L
0,t = F
L
t . Since L has independent increments
we have that Lq − Lp is independent of F
L
p when 0 ≤ p < q.
We say that Ω˜ ⊂ Ω is an almost sure event if Ω˜ ∈ F and P(Ω˜) = 1. As in [13]
we write Ω˜µ to stress that Ω˜ possibly depends also on the parameter µ (Ω˜µ may
change from one proposition to another). For instance, we write Ω˜s,x or Ω
′
s,x.
Recall the exponent φ of L. This is a function φ : Rd →C such that E[ei〈Lt,k〉] =
e−tφ(k), k ∈ Rd, t ≥ 0. The Le´vy-Khintchine formula says that
φ(k) =
1
2
〈Qk, k〉 − i〈a, k〉 −
∫
Rd
(
ei〈k,y〉 − 1− i〈k, y〉 1{|y|≤1} (y)
)
ν(dy), (8)
k ∈ Rd, where Q is a symmetric non-negative definite d×d-matrix, a ∈ Rd and ν is
a σ-finite (Borel) measure on B(Rd), such that
∫
Rd
(1∧ |v|2) ν(dv) <∞, ν({0}) = 0;
ν is the Le´vy measure (or intensity measure) of L; (Q, a, ν) is called the generating
triplet (or characteristics) of L; it uniquely identifies the law of L.
To study (2) we may assume that a= 0 because eventually we can replace the
drift b(t, x) with b(t, x) +
∫ t
0
σ(s) ads.
The Poisson random measure N associated to L is defined by N((0, t] × A)
=
∑
0<s≤t 1A(△Ls), for any Borel set A ⊂ R
d \{0} with △Ls = Ls− Ls−.
According to (8) with a = 0 we have the following Le´vy-Itoˆ path decomposition:
There exists a Q-Wiener process B = (Bt) on (Ω,F ,P) independent of N with
d× d covariance matrix Q such that on some almost sure event Ω′ we have
Lt = At +Bt + Ct, t ≥ 0, with components (9)
Ajt =
∫ t
0
∫
{|x|≤1}
xjN˜(dr, dx), C
j
t =
∫ t
0
∫
{|x|>1}
xjN(dr, dx), j = 1, . . . , d;
here N˜ is the compensated Poisson measure (i.e., N˜(dt, dx) = N(dt, dx)−dtν(dx)).
Let us fix a deterministic Borel and locally bounded function σ˜ : [0,∞) →
Rn ⊗ Rd. The stochastic integral process M˜ = (M˜t),
M˜t =
∫ t
0
σ˜(s)dLs, t ≥ 0, (10)
is well defined; M˜t is a limit in probability of suitable Riemann-Stieltjes sums,
see for instance Chapter 2 in [14] (we are considering the ca`dla`g version of such
stochastic integral). Equivalently, one can define
∫ t
0
σ˜(s)dLs= It + Jt +Kt, (11)
Iit=
d∑
j=1
∫ t
0
σ˜ij(s)dA
j
s, J
i
t =
d∑
j=1
∫ t
0
σ˜ij(s)dB
j
s , K
i
t =
d∑
j=1
∫ t
0
σ˜ij(s)dC
j
s ,
i = 1, . . . , n. The components of I and J are L2-martingales and Kt is a Lebesgue-
Stieltjes integral defined pathwise (recall that (Cjt ) is a compound Poisson process).
The following result will be useful.
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Proposition 2.1. Assume that E|L1|
θ <∞ for some θ ∈ (0, 1). Let T > 0. Then
we have (cf. (11))
E[|It − Is|
2] + E[|Jt − Js|
2] ≤ CT |t− s|, t, s∈ [0, T ], (12)
E[|Kt −Ks|
θ] ≤ CT |t− s|, s, t ∈ [0, T ],
E[sup
t≤T
|M˜t|
θ] <∞.
Proof. The fist estimate E[|It − Is|
2] ≤ CT |t− s| is clear by the Itoˆ isometry and
the fact that σ˜ is bounded on [0, T ]. Similarly we have, using also Corollary 2.10
in [12], for 0 ≤ s< t ≤ T ,
E[|Jt − Js|
2] =
n∑
i=1
d∑
j,k=1
E
[ ∫ t
s
∫
{|x|≤1}
σ˜ij(r)xj σ˜ik(r)xk drν(dx)
]
=
∫ t
s
∫
{|x|≤1}
|σ˜(r)x|2drν(dx) ≤ CT (t− s)
∫
{|x|≤1}
|x|2ν(dx).
Moreover, applying the Doob theorem we get
E[sup
t≤T
|It|
2] <∞, E[sup
t≤T
|Jt|
2] <∞.
It remains to consider (Kt). We find (see also pag. 231 in [1])
|Kt −Ks|
θ =
∣∣∣ ∫ t
s
∫
{|x|>1}
σ˜(r)xN(dr, dx)
∣∣∣θ = ∣∣∣ ∑
s<u≤t
σ˜(u)△Lu 1{|△Lu|>1}
∣∣∣θ
≤
∑
s<u≤t
|σ˜(u)△Lu|
θ 1{|△Lu|>1} ≤ ‖σ˜‖
θ
0,T
∑
s<u≤t
|△Lu|
θ 1{|△Lu|>1}
since the random sum is finite for any ω ∈ Ω and θ ≤ 1; ‖σ˜‖0,T = supt∈[0,T ] ‖σ˜(t)‖.
On the other hand (cf. Section 2.3.2 in [1]) we know that
E
[∑
s<u≤t |△Lu|
θ 1{|△Lu|>1}
]
= E
[ ∫ t
s
∫
{|x|>1}
|x|θN(dr, dx)
]
= (t− s)
∫
{|x|>1} |x|
θν(dx) = Cθ(t− s).
In the last passage we have used Theorem 25.3 in [15]: E[|L1|
θ] <∞ is equivalent
to
∫
{|x|>1}
|x|θν(dx) <∞. Thus we arrive at
E[|Kt −Ks|
θ] ≤ CT |t− s|.
Finally, arguing as before,
E[sup
t≤T
|Kt|
θ] ≤ E
[
sup
t≤T
∑
s<u≤t
|σ˜(u)△Lu|
θ 1{|△Lu|>1}
]
≤ C˜TE[
∑
0<u≤T
|△Lu|
θ 1{|△Lu|>1}]
= C˜TE
[ ∫ T
0
∫
{|x|>1}
|x|θN(ds, dx)
]
= C˜T T
∫
{|x|>1}
|x|θν(dx)
]
<∞.
The proof is complete.
5
Let us fix a metric space (Λ, d). Given two stochastic processes U = (Ut)t∈[0,T ]
and V = (Vt)t∈[0,T ] defined on (Ω,F ,P) and with values in (Λ, d), we say that U is
a modification or version of V if Ut = Vt, P-a.s., for any t ∈ [0, T ].
As before L = (Lt) is a d-dimensional Le´vy process defined on (Ω,F ,P). Let
b : [0, T ] × Rn → Rn and σ : [0,∞) → Rn ⊗ Rd be Borel and locally bounded
functions and A ∈ Rn ⊗ Rn. Let s∈ [0, T ), x ∈ Rn and consider the SDE (3).
We say that an Rn-valued stochastic process V s,x = (V s,xt ) = (V
s,x
t )t∈[s,T ]
defined on (Ω,F ,P) is a strong solution starting from x at time s (cf. [12] and [1])
if, for any t ∈ [s, T ], V s,xt : Ω →R
n is FLs,t-measurable; further one requires that
there exists Ωs,x (an almost sure event, possibly depending also on s and x but
independent of t) such that the next conditions hold for any ω ∈ Ωs,x:
(i) the map: t 7→V s,xt (ω) is ca`dla`g on [s, T ];
(ii) we have, for t ∈ [s, T ], withMt =
∫ t
0
σ(r)dLr , and b˜(t, x) = b(t, x) +Ax,
V s,xt (ω) = x+
∫ t
s
b˜(r, V s,xr (ω))dr+Mt(ω)−Ms(ω), (13)
(iii) the path t 7→Lt(ω) is ca`dla`g and L0(ω) = 0.
Given a strong solution V s,x we set for any 0 ≤ t ≤ s, V s,xt = x on Ω.
We finish the section with a simple lemma about the possibly degenerate SDE
(cf. (6))
dXt = AXtdt+ b(Xt)dt+ CdLt, Xs= x. (14)
with b : Rn →Rn locally bounded, A ∈ Rn⊗Rn and C ∈ Rn⊗Rd, 1 ≤ d ≤ n. This
result can be useful to check the validity of Hypothesis 1 for SDEs like (14) (we will
use this lemma in Section 5). It says that from existence of strong solutions and
corresponding Lp-estimates when s = 0 one can deduce existence and Lp-estimates
when s∈ (0, T ). The proof is similar to the one of Theorem 6.6 in [13].
Lemma 2.2. Let us consider SDE (14) and fix T > 0. Suppose that for a given
Levy process L with generating triplet (Q, 0, ν) (cf. (8)) defined on some probability
space (Ω,F ,P), for given b and A and C, for any x ∈ Rn there exists a unique
strong solution (Xxt ) = (X
0,x
t ) to (14) on [0, T ] when s = 0.
Suppose that given two strong solutions (Xxt )t∈[0,T ] and (X
y
t )t∈[0,T ] of (14)
defined on (Ω,F ,P), starting at x and y ∈ Rn respectively, we have, for p ≥ 2,
E
[
sup0≤r≤T |X
x
r −X
y
r |
p
]
≤ CT |x− y|
p, (15)
with CT = C
(
(Q, 0, ν), A, C, b, n, p, T
)
> 0.
Then for any x ∈ Rn, s∈ [0, T ), there exists a unique strong solution Xˆs,x =
(Xˆs,xt )t∈[0,T ] to (14) on (Ω,F ,P) (recall that Xˆ
s,x
t = x for t ≤ s). Moreover, if
V s,x and V s,y are two strong solutions defined (Ω,F ,P) one has:
sup
s∈[0,T ]
E[ sup
s≤t≤T
|V s,xt − V
s,y
t |
p] ≤ CT |x− y|
p, x, y ∈ Rn, p ≥ 2. (16)
Proof. Define b˜(x) = b(x) +Ax, x ∈ Rn.
Existence. Let us fix s∈ [0, T ] and consider the process L(s) = (L
(s)
t ) on (Ω,F ,P),
with L
(s)
t = Ls+t − Ls, t ≥ 0. This is a Le´vy process with the same generatig
triplet of L and it is independent of FLs (cf. Proposition 10.7 in [15]). We know
that there exists a unique strong solution on (Ω,F ,P) to
Xt = x+
∫ t
0
b˜(Xl)dl + CL
(s)
t , t ∈ [0, T ], (17)
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which we indicate by (Xx
t,L(s)
) to remark its dependence on L(s). For any t ∈ [0, T ],
Xx
t,L(s)
is measurable with respect to FL
(s)
t = F
L
s,t+s. Introduce a new process
with ca`dla`g trajectories (Xˆs,xt )t∈[0,T ],
Xˆs,xt = X
x
t−s,L(s) , for s≤ t ≤ T ; Xˆ
s,x
t = x, 0 ≤ t ≤ s. (18)
Setting Vt = Xˆ
s,x
t , t ∈ [0, T ], we have that Vt is F
L
s,t-measurable, t ≥ s. Further it
solves SDE (14); indeed, for t ∈ [s, T ],
Vt = X
x
t−s,L(s) = x+
∫ t−s
0
b˜(Xxr,L(s))dr+C[Lt−Ls] = x+
∫ t
s
b˜(Vr)dr+C[Lt−Ls].
Uniqueness. Let (V s,xt ) be another strong solution. We have, P-a.s., for s≤ t ≤ T ,
V s,xt−s+s = x+
∫ t
s
b˜(V s,xp )dp + C[Lt − Ls]
= x+
∫ t−s
0
b˜(V s,xp+s)dp + C[Lt − Ls] = x+
∫ t−s
0
b˜(V s,xp+s)dp + CL
(s)
t−s.
Hence (V s,xr+s)r∈[0,T−s] solves (17) on [0, T − s]. By (15) we get
P(V s,xr+s = X
x
r,L(s) , r∈ [0, T − s]) = P(V
s,x
r+s = X˜
s,x
r+s, r∈ [0, T − s]) = 1.
This gives the assertion.
Lp-estimates. We have for any fixed s ∈ [0, T ], E[sups≤t≤T |V
s,x
t − V
s,y
t |
p] =
E[sups≤t≤T |X
x
t−s, L(s)
−Xy
t−s,L(s)
|p], p ≥ 2, by uniqueness. Using (15) we get
sup
s∈[0,T ]
E[ sup
s≤r≤T
|V s,xr − V
s,y
r |
p] = sup
s∈[0,T ]
E[ sup
s≤r≤T
|Xxr−s, L(s) −X
y
r−s,L(s)
|p]
≤ sup
s∈[0,T ]
E[ sup
r ∈[0,T ]
|Xxr , L(s) −X
y
r, L(s)
|p] ≤ CT |x− y|
p.
3 The main results
We prove an extension of Theorem 5.1 in [13] which allows to treat SDEs of the
form (3). This result implies Theorem 1.1. Recall that in [13] we have considered
(3) only when n = d, A = 0 and σ = I.
We point out that the next statements (i)-(v) hold when ω belongs to Ω′ (an
almost sure event) which is independent of x ∈ Rn, s, s0, and t ∈ [0, T ].
Theorem 3.1. We consider SDE (3). Suppose that b ∈ L∞(0, T ;C0,βb (R
n;Rn)),
β ∈ (0, 1), σ : [0,∞) →Rn ⊗ Rd Borel and locally bounded, A ∈ Rn ⊗ Rn and L
with generating triplet (Q, 0, ν) (cf. (8)) verify Hypothesis 1. Let L be defined on
(Ω,F ,P) such that E[|L1|
θ] <∞, for some θ ∈ (0, 1).
Then there exists a mapping ψ(s, t, x, ω),
ψ : [0, T ]× [0, T ]× Rn × Ω→Rn, (19)
which is B([0, T ] × [0, T ] ×Rn) × F-measurable and such that (ψ(s, t, x, ·))t∈[0,T ]
is a strong solution of (3) starting from x at time s. Moreover, there exists Ω′
(almost sure event) such that the following statements are satisfied for any ω ∈ Ω′.
7
(i) For x ∈ Rn, the mapping: s 7→ ψ(s, t, x, ω) is ca`dla`g on [0, T ] (uniformly in
t and x), i.e., let s ∈ (0, T ) and take sequences (sj) and (rm) with sj → s
− and
rm →s
+; we have, for any R > 0,
lim
m→∞
sup
|x|≤R
sup
t∈[0,T ]
|ψ(rm, t, x, ω)− ψ(s, t, x, ω)| = 0, (20)
lim
j→∞
sup
|x|≤R
sup
t∈[0,T ]
|ψ(sj , t, x, ω)− ψ(s−, t, x, ω)| = 0
(similar assertions hold also for s= 0 and s = T ).
(ii) For any x ∈ Rn, s∈ [0, T ], ψ(s, t, x, ω) = x if 0 ≤ t ≤ s, and if t ∈ [s, T ],
ψ(s, t, x, ω) = x+
∫ t
s
[b (r, ψ(s, r, x, ω)) +Aψ(s, r, x, ω)]dr +Mt(ω)−Ms(ω). (21)
(iii) For any s∈ [0, T ], the function x 7→ψ(s, t, x, ω) is continuous in x (uniformly
in t). Moreover, for any integer m > 2n, there exists a B([0, T ]) ×F-measurable
function Vm : [0, T ]× Ω → [0,∞] such that
∫ T
0
Vm(s, ω)ds<∞ and
sup
t∈[0,T ]
|ψ(s, t, x, ω)− ψ(s, t, y, ω)| (22)
≤ Vm(s, ω) |x− y|
m−2n
m [(|x| ∨ |y|)
2n+1
m ∨ 1], x, y ∈ Rn, m > 2n, s∈ [0, T ].
(iv) For any 0 ≤ s< r≤ t ≤ T , x ∈ Rn, it holds:
ψ(s, t, x, ω) = ψ(r, t, ψ(s, r, x, ω), ω). (23)
(v) Let s0 ∈ [0, T ), τ = τ(ω) ∈ (s0, T ] and x ∈ R
n. If a ca`dla`g function g : [s0, τ)→
Rn is a solution to the following integral equation
g(t) = x+
∫ t
s0
[b (r, g(r)) +Ag(r)]dr+Mt(ω)−Ms0(ω), t ∈ [s0, τ), (24)
then g(r) = ψ(s0, r, x, ω), for r∈ [s0, τ).
Once we have proved Theorem 3.1, one can easily obtain an analogous of Corol-
laries 5.4 and 5.5 in [13] for equation (3) when b is possibly unbounded. The proofs
remain the same and are based on a standard localization procedure. Let us first
state a result analogous to Corollary 5.4.
Corollary 3.2. (i) Let us consider (3) with a measurable mapping b : [0, T ]×Rn →
Rn such that, for any function ρ∈ C∞0 (R
n), one has
b · ρ∈ L∞(0, T ;C0,βb (R
n;Rn)), β ∈ (0, 1).
(ii) Let L be an Rd-valued Le´vy process such that E|L1|
θ <∞ for some θ ∈ (0, 1).
(iii) Let A ∈ Rn ⊗ Rn and σ : [0,∞)→Rn ⊗ Rd be locally bounded. Suppose that,
for any η ∈ C∞0 (R
n), the SDE
dZt = (η · b)(t, Zt)dt+AZtdt+ σ(t)dLt, t ∈ [s, T ], Zs= x ∈ R
n,
satisfies Hypothesis 1.
Then there exists Ω˜ (almost sure event) such that, for any x ∈ Rn, ω′′ ∈ Ω˜,
s0 ∈ [0, T ) and τ = τ(ω
′′) ∈ (s0, T ], if f1, f2 : [s0, τ) →R
n are ca`dla`g solutions of
(24) when ω = ω′′, then f1(r) = f2(r), r∈ [s0, τ).
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One can also construct “path by path” strong solutions to (3) even when b is
possibly unbounded. To simplify we only consider s = 0. The next result is the
analogous of Corollary 5.5 in [13] (it can be proved with the same proof of [13]).
Corollary 3.3. Let us consider (3). Suppose that assumptions (i), (ii) and (iii)
of Corollary 3.2 hold. Moreover assume that there exists C0 > 0 such that
|b(t, x)| ≤ C0(1 + |x|), x ∈ R
n, t ∈ [0, T ],
Let x ∈ Rn, s = 0. Then there exists a (unique) strong solution to (3) starting
at x. This strong solution can be constructed in a deterministic way, arguing for
each ω ∈ Ω, P-a.s.
In order to prove Theorem 3.1 we start with a lemma which gives an integration-
by-parts formula. We use etA =
∑∞
k=0
tkAk
k! .
Lemma 3.4. Let σ(t), A and L as in Theorem 3.1. Recall that Mt =
∫ t
0
σ(u)dLu.
We have, P-a.s.,
∫ t
s
e(t−r)AAMrdr = −
∫ t
s
d
dr
[e(t−r)A]Mrdr (25)
=
∫ t
s
e(t−r)Aσ(r)dLr+ e
[t−s]AMs − Mt, 0 ≤ s≤ t.
Proof. We use a stochastic Fubini theorem (see Theorem 4.7 in [16] or Proposition
2.7 in [14]). We find, P-a.s.,∫ s
0
e(t−r)AA
( ∫ r
0
σ(u)dLu
)
dr=
∫ s
0
( ∫ s
u
e(t−r)AAdr
)
σ(u)dLu
= −
∫ s
0
( ∫ s
u
d
dr
[e(t−r)A]dr
)
σ(u)dLu
=
∫ s
0
[e(t−u)A − e(t−s)A]σ(u)dLu, t > 0, 0 ≤ s≤ t.
and so
∫ t
s
e(t−r)AA
( ∫ r
0
σ(u)dLu
)
dr =
∫ t
s
e(t−u)Aσ(u)dLu + e
(t−s)AMs−Mt.
In order to prove Theorem 3.1 with the approach of [13] it is useful to pass
from SDE (3) to the following modified SDE with bounded coefficients in which A
is not present
Ut(ω) = x+
∫ t
s
b˜(v, Uv(ω))dv + M˜t(ω)− M˜s(ω), (26)
with
b˜(r, x) = e−rAb(r, erAx), r∈ [0, T ], x ∈ Rn. (27)
M˜t =
∫ t
0
e−rAσ(r)dLr , t ≥ 0.
Lemma 3.5. Let us fix s ∈ [0, T ) and x ∈ Rn. If Z(t) = Zs,e
sAx
t is a strong
solution to (3) then
U(t) = e−tAZ(t) (28)
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is a strong solution to (26) starting from x at time s. Viceversa, If U(t) = Us,e
−sAx
t
is a strong solution to (26) then Z(t) = etAU(t) is a strong solution to (3) starting
from x at time s.
In particular SDE (3) verifies Hypothesis 1 if and only if SDE (26) (with b˜,
A = 0, σ˜(u) = e−uAσ(u)) verifies Hypothesis 1.
Proof. Assume that Z(t) = Zs,xt is a strong solution to (3). Hence, P-a.s.,
Z(t) = esAx+
∫ t
s
b(r, Z(r))dr+
∫ t
s
AZ(r)dr+Mt −Ms, t ≥ s. (29)
Now define H(t) = Z(t)−Mt. We find
H(t) = esAx+
∫ t
s
b(r,H(r) +Mr)dr+
∫ t
s
AH(r)dr+
∫ t
s
AMrdr−Ms.
Hence
H ′(t) =
d
dt
H(t) = b(t,H(t) +Mt) +AH(t) +AMt, t ∈]s, T ],
H(s) = esAx−Ms.
It follows that
H(t) = e[t−s]AesAx+
∫ t
s
e(t−r)Ab(r,H(r) +Mr)dr+
∫ t
s
e(t−r)AAMrdr
− e[t−s]AMs.
Using Lemma 3.4 we get∫ t
s
e(t−r)AAMrdr =
∫ t
s
e(t−r)Aσ(r)dLr+ e
[t−s]AMs − Mt;
we obtain
Z(t) = etAx+
∫ t
s
e(t−r)Ab(r, Z(r))dr+
∫ t
s
e(t−r)Aσ(r)dLr,
and so
e−tAZ(t) = x+
∫ t
s
e−rAb(r, erA[e−rAZ(r)])dr+
∫ t
s
e−rAσ(r)dLr.
Hence
U(t) = x+
∫ t
s
e−rAb(r, erAU(r))dr+ M˜t − M˜s.
Viceversa, if we start with a strong solution U(t) = Us,e
−sAx
t then
U(t) = e−sAx+
∫ t
s
e−rAb(r, erAU(r))dr+
∫ t
s
e−rAσ(r)dLr , t ≥ s.
Applying etA to both sides we get that Z(t) = etAU(t) is a strong solution to
dZt = b(t, Zt)dt+AZtdt+ σ(t)dLt, t ∈ [s, T ], Zs= x.
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It is not difficult to check the second assertion about Hypothesis 1. We only note
that when Hypothesis 1 holds for (3) then concerning equation (26) we have, for
T > 0,
E[ sup
s≤t≤T
|Us,xt − U
s,y
t |
p] = E[ sup
s≤t≤T
|e−tA[Zs,e
sAx
t − Z
s,esAy
t ]|
p]
≤ CT |e
sAx− esAy|p ≤ C˜T |x− y|
p,
where C˜T is independent of s, x and y. Thus one can easily prove that Hypothesis
1 holds for equation (26) as well.
According to the previous lemma in order to prove Theorem 3.1 it is enough
to establish the next result.
Theorem 3.6. Assume b ∈ L∞(0, T ;C0,βb (R
n;Rn)), σ(t), A, L and θ as in The-
orem 3.1 (hence Hypothesis 1 concerning equation (3) is verified). Consider the
modified SDE (26) with corresponding coefficients b˜ and σ˜ given in (27) and with
the same Le´vy process L.
Then all the assertions (i)-(v) listed in Theorem 3.1 hold for equation (26). For
instance, there exists an almost sure event Ω′ such that for ω ∈ Ω′ we have the
following property: let s0 ∈ [0, T ), τ = τ(ω) ∈ (s0, T ] and x ∈ R
n; there exists a
unique ca`dla`g function g : [s0, τ)→R
n which solves the integral equation
g(t) = x+
∫ t
s0
b˜ (r, g(r)) dr+ M˜t(ω)− M˜s0(ω), t ∈ [s0, τ),
We stress that under the assumptions of Theorem 3.6 we know that Hypothesis
1 holds for the modified equation (26) with coefficients b˜ and σ˜ (see Lemma 3.5).
In Section 4 we concentrate on the proof of Theorem 3.6. The main problem
with respect to [13] is that M˜ ,
M˜t =
∫ t
0
e−rAσ(r)dLr , t ≥ 0, has not stationary increments in general (30)
(in Theorem 5.1 of [13] a SDE like (26) is considered assuming that M˜ is a Le´vy
process).
4 The proof of Theorem 3.6
We will consider the steps of the proof of the corresponding Theorem 5.1 in [13]
(see in particular Sections 3 and 4 in [13]) showing that they still work without
the stationarity of increments of the driving process. To this purpose we have to
modify the proofs of Lemma 4.3 and Theorem 4.4 in [13] using Proposition 2.1.
We start with a strong solution (V s,xt )t∈[0,T ] to (26) defined on (Ω,F ,P) and
introduce the n-dimensional process Y¯ s,x = (Y¯ s,xt )t∈[0,T ],
Y¯ s,xt = V
x,s
t − (M˜t − M˜s). (31)
Note that on Ωs,x (an almost sure event independent of t) we have (cf. (27))
Y¯ s,xt = x+
∫ t
s
b˜(r, Y¯ s,xr + (M˜r− M˜s))dr, t ≥ s, (32)
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and Y¯ s,xt = x on Ω if t ≤ s. It follows that (Y¯
s,x
t )t∈[0,T ] have continuous trajectories.
Let us fix s∈ [0, T ] and x ∈ Rn. Setting Y¯ s,xt (ω) = 0, for t ∈ [0, T ], if ω 6∈ Ωs,x,
we find that Y¯ s,x· (ω) ∈ G0 = C([0, T ];R
n), for any ω ∈ Ω. Moreover
Y¯ s,x = Y¯ s,x· is a random variable with values in G0 = C([0, T ];R
n); (33)
G0 is the Banach space of all continuous functions from [0, T ] into R
n endowed
with the supremum norm ‖·‖G0. Now, for each fixed s∈ [0, T ], we obtain a suitable
version of the random field (Y¯ s,x)x∈Rn which takes values in G0.
The next result can be proved as Lemma 3.2 in [13] (in the corresponding proof
in [13] the stationarity of increments of the driving Le´vy process was not used).
Lemma 4.1. Consider (26). Let us fix s∈ [0, T ] and consider Y¯ s = (Y¯ s,x)x∈Rn
which takes values in G0 (cf. (33)). We have:
(i) There exists a continuous G0-valued modification Y
s= (Y s,x)x∈Rn (i.e., for
any x ∈ Rn, Y¯ s,x = Y s,x in G0 on some almost sure event).
(ii) For any p > 2n there exists a r.v. Us,p with values in [0,∞] such that, for
any ω ∈ Ω, x, y ∈ Rn,
‖Y s,x(ω)− Y s,y(ω)‖G0 ≤ Us,p(ω) [(|x| ∨ |y|)
2n+1
p ∨ 1] |x− y|1−2n/p. (34)
Moreover,
sup
s∈[0,T ]
E[Ups,p] <∞. (35)
(iii) On some almost sure event Ω′s (which is independent of t and x) one has:
Y s,xt = x+
∫ t
s
b˜(r, Y s,xr + (M˜r− M˜s))dr, t ≥ s, x ∈ R
n (36)
(where Y s,xt (ω) = (Y
s,x
· (ω))(t), t ∈ [0, T ]); this implies that, for any ω ∈ Ω
′
s,
x ∈ Rn, the map: t 7→Y s,xt (ω) is continuous on [0, T ].
Let s∈ [0, T ]. According to the previous result starting from Y s= (Y s,x)x∈Rn
we can define random variables Xs,xt : Ω→R
n as follows: Xs,xt = x if t ≤ s and
Xs,xt = Y
x,s
t + (M˜t − M˜s), s, t ∈ [0, T ], x ∈ R
n, s≤ t. (37)
By the properties of Y s,x we get P(X˜s,xt = X
s,x
t , t ∈ [0, T ]) = 1, for any x ∈ R
n.
Moreover, using also (36), we find that for some almost sure event Ω′s (indepen-
dent of x and t) the map: t 7→Xs,xt (ω) is ca`dla`g on [0, T ], for any ω ∈ Ω
′
s, x ∈ R
n,
and on Ω′s we have
Xs,xt = x+
∫ t
s
b˜(r,Xs,xr )dr+ M˜t − M˜s, s≤ t ≤ T, x ∈ R
n. (38)
Hence (Xs,xt )t∈[0,T ] is a particular strong solution to (26). By Lemma 4.1 we also
have, for any s∈ [0, T ], x ∈ Rn, limy→x supt∈[0,T ] |X
s,x
t (ω)−X
s,y
t (ω)| = 0, ω ∈ Ω.
The following flow property can be proved as Lemma 3.3 in [13] (indeed the
corresponding proof in [13] does not use the stationarity of increments of the driving
Le´vy process).
Lemma 4.2. Consider the strong solution (Xs,xt )t∈[0,T ] of (26) defined in (37).
Let 0 ≤ s< u ≤ T . There exists Ωs,u (an almost sure event independent of x ∈ R
n
and t ∈ [0, T ]) such that for any ω ∈ Ωs,u, x ∈ R
n, we have
Xs,xt (ω) = X
u,Xs,xu (ω)
t (ω), t ∈ [u, T ], x ∈ R
n. (39)
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Now as in [13] we introduce C(Rn;G0) the space of all functions from R
n into
G0 = C([0, T ];R
n) endowed with the compact-open topology. This is a complete
separable metric space endowed with the metric
d0(f, g) =
∑
k≥1
1
2k
sup|y|≤k ‖f(y)− g(y)‖G0
1 + sup|y|≤k ‖f(y)− g(y)‖G0
, f, g ∈ C(Rn;G0). (40)
We will also use the continuous projections:
pix : C(R
n;G0)→G0, pix(l) = l(x) ∈ G0, x ∈ R
n, l ∈ C(Rn;G0). (41)
By Lemma 4.1 for any s ∈ [0, T ] the random field (Y s,x)x∈Rn has continuous
trajectories. It is straightforward to prove that, for any s∈ [0, T ], the mapping:
ω 7→Y s(ω) = Y s, · (ω) (42)
is measurable from (Ω,F ,P) with values in C(Rn;G0) (cf. page 702 in [13]).
We will set Y = (Y s)s∈[0,T ] to denote the previous stochastic process with
values in C(Rn;G0) and defined on (Ω,F ,P).
The next two results correspond to Lemma 4.3 and Theorem 4.4 in [13]
respectively. In their proofs the stationarity of increments of the driving Le´vy
process has been used. To overcome this difficulty we will use Proposition 2.1.
Lemma 4.3. The process Y = (Y s) with values in C(Rn;G0) (see (42)) is
continuous in probability.
Proof. To perform the proof of Lemma 4.3 in [13] replacing the Le´vy process L
of [13] with the additive process M˜ (and, moreover, b with b˜ and the dimension d
with n), we start to choose β small enough such that
β(2n+ 1) < 2nθ (43)
(cf. (4.5) in [13] and recall that C0,βb (R
n;Rn) ⊂ C0,γb (R
n;Rn) for 0 < γ≤ β ≤ 1).
Then we replace the estimate after (4.12) in [13] as follows (cf. (30) and see
Proposition 2.1):
E[|M˜sn − M˜s|
β(2n+1)
2n ] ≤ E
[∣∣ ∫ sn
s
e−rAσ(r)dLr
∣∣β(2n+1)2n ]
≤ E[ sup
s∈[0,T ]
|M˜s|
β(2n+1)
2n ] <∞.
The remaining part of the proof of Lemma 4.3 in [13] can be easily adapted to the
present setting and we obtain the assertion.
Theorem 4.4. Consider the process Y = (Y s) with values in C(Rn;G0) (see
(42)). There exists a modification Z = (Zs) of Y with ca`dla`g paths.
Proof. We follow the proof of the corresponding Theorem 4.4 in [13] replacing L in
[13] with M˜ , the dimension d with n and b with b˜. In the sequel we only indicate
some changes.
The main changes are in Step IV of the proof of Theorem 4.4 in [13]. We fix
p ≥ 32n (i.e., 1− 2np ≥ 15/16) such that
8(2n+1)
p <
θ
4 and consider the r.v.
Z = 1 + sup
r∈[0,T ]
|M˜r|
8(2n+1)
p .
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One has |M˜s′ − M˜s|
8(2n+1)
p ≤ 2Z, for 0 ≤ s< s′ ≤ T . By Proposition 2.1 we know
that E[Z4] <∞.
Following the proof in Step IV, replacing L with M˜ we arrive at the problem of
estimating Γi, i = 1, . . .4.
The term Γ4 can be treated as in [13]. Let us deal with the other terms; setting
ρ= s3 − s1 (recall that 0 ≤ s1 < s2 < s3 ≤ T ) and using the r.v. Us,p of Lemma
4.1, we consider
Γ1 = E[1{|M˜s2−M˜s1 |>|s2−s1|1/8}
· 1{|M˜s3−M˜s2 |>|s3−s2|1/8}
],
Γ2 = ρ
1− 2np [P(|M˜s3 − M˜s2 | > |s3 − s2|
1/8 + P(|M˜s2 − M˜s1 | > |s2 − s1|
1/8)],
Γ3 = ρ
1− 2np E[1{|M˜s3−M˜s2 |>|s3−s2|1/8}
Z U8s2,p + 1{|M˜s2−M˜s1 |>|s2−s1|1/8}
Z U8s3,p].
We need to estimate, for r≤ s, r, s∈ [0, T ],
P(|M˜s − M˜r| > |r − s|
1/8). (44)
We use Proposition 2.1 with its notation. We have
P(|M˜s − M˜r| > |r − s|
1/8) ≤ P(|Is − Ir | > |r − s|
1/8/3)
+P(|Js − Jr| > |r − s|
1/8/3) + P(|Ks −Kr| > |r − s|
1/8/3).
Applying the Chebychev inequality we get
P(|M˜s − M˜r| > |r − s|
1/8) ≤
9
|r − s|1/4
E[|Is − Ir|
2 + |Js − Jr|
2] (45)
+
3θ
|r − s|θ/8
E[||Ks −Kr||
θ] ≤ c3(|r − s|
3/4 + |r − s|1−
θ
8 ).
By (45) we estimate Γ2 and Γ3 as follows
Γ2 ≤ ρ
1− 2np [P(|M˜s3 − M˜s2 | > |s3 − s2|
1/8) + P(|M˜s2 − M˜s1 | > |s2 − s1|
1/8)]
≤ 2c3ρ
1− 2np (ρ3/4 + ρ1−
θ
8 ).
Γ3 ≤ ρ
1− 2np (E[Z4])1/4( sup
s∈[0,T ]
E[U32s,p])
1/4
[
(P(|M˜s3 − M˜s2 | > |s3 − s2|
1/8)1/2
+(P(|M˜s2 − M˜s1 | > |s2 − s1|
1/8))1/2
]
≤ C8ρ
1− 2np (ρ3/8 + ρ
1
2 (1−
θ
8 )).
Since (1− 2np ) + 3/8 > 1 and (1−
2n
p ) +
1
2 (1−
θ
8 ) > 1, we arrive at
Γ2 + Γ3 ≤ C9ρ
5
4 = C9|s3 − s1|
5/4.
Finally, by the independence of increments and using (45), we find
Γ1 ≤ (P(|M˜s3 − M˜s2 | > |s3 − s2|
1/8) · (P(|M˜s2 − M˜s1 | > |s2 − s1|
1/8)
≤ 2c23 (ρ
3/2 + ρ2(1−
θ
8 )) ≤ c4|s3 − s1|
3/2.
Collecting the previous estimates we finish the proof as in [13] obtaining
E
[(
d0(Y
s1 , Y s2) · d0(Y
s2 , Y s3)
)8/β]
≤ C0|s3 − s1|
5/4.
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By Theorem 4.4 and using the projections pix (cf. (41)), we write, for s∈ [0, T ],
x ∈ Rn,
Zs= (Zs,x)x∈Rn , with pix(Z
s) = Zs,x ∈ G0.
Recall that on some Ωs (almost sure event) Y
s,x = Zs,x, s∈ [0, T ], x ∈ Rn (cf. (42)).
The next result can be proved in the same way as Lemma 4.5 in [13] replacing b, d
and L with b˜, n and M˜ respectively.
Lemma 4.5. Consider the ca`dla`g process Z which takes values in C(Rn;G0) (see
Theorem 4.4). The following assertions hold:
(i) There exists Ω1 (an almost sure event independent of s, t and x) such that
for any ω ∈ Ω1, we have that t 7→M˜t(ω) is ca`dla`g, M˜0(ω) = 0 and s 7→Z
s(ω) is
ca`dla`g; further, for any ω ∈ Ω1,
Zs,xt (ω) = x+
∫ t
s
b˜(r, Zs,xr (ω) + M˜r(ω)− M˜s(ω))dr, 0 ≤ s≤ t ≤ T, x ∈ R
n.
Moreover, for s≤ t, the r.v. Zs,xt is F
L
s,t-measurable (if t ≤ s, Z
s,x
t = x).
(ii) There exists an almost sure event Ω2 and a B([0, T ])×F-measurable function
Vm : [0, T ]×Ω→ [0,∞], with
∫ T
0
Vm(s, ω)ds<∞, for any integer m > 2n, ω ∈ Ω2,
and, further, the following inequality holds on Ω2
sup
t∈[0,T ]
|Zs,xt − Z
s,y
t | ≤ |x− y|
m−2n
m [(|x| ∨ |y|)
2n+1
m ∨ 1]Vm(s, ·), x, y ∈ R
n, s∈ [0, T ].
(iii) There exists an almost sure event Ω3 such that for any ω ∈ Ω3 we have
Zs,xt (ω) + Lu(ω)− Ls(ω) = Z
u, Zs,xu (ω)+Lu(ω)−Ls(ω)
t (ω), (46)
for any x ∈ Rn, s, u, t ∈ [0, T ], with 0 ≤ s< u ≤ T .
Proof of Theorem 3.6 . The proof follows the same lines of the one of Theo-
rem 5.1 in [13], using the previous lemmas, replacing b, d and L with b˜, n and M˜
respectively.
5 An example of degenerate SDE
Let us consider{
dXt = Vtdt, X0 = x ∈ R
d
dVt = F (Xt, Vt) dt+ dWt, V0 = v ∈ R
d, t ∈ [0, T ].
(47)
where W = (Wt) is a standard Wiener process with values in R
d defined on
(Ω,F ,P). One can write equation (47) in the form (6) with n = 2d and L =W by
defining C ∈ R2d ⊗ Rd, A ∈ R2d ⊗ R2d and the drift b : R2d →R2d as follows
C =
(
0
I
)
, A =
(
0 I
0 0
)
, b(x, v) =
(
0
F (x, v)
)
, (x, v) ∈ R2d; (48)
here I denotes the d× d identity matrix. First we assume:
(H) F : R2d →Rd is a bounded function and there exist β′ ∈ (0, 1), γ ∈ (2/3, 1)
and C > 0 such that
|F (x, v)− F (x′, v′)| ≤ C(|x− x′|γ + |v − v′|β
′
), (x, v), (x′, v′) ∈ R2d. (49)
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Note that (H) implies assumption (H1) of [5] for equation (47) (see also [19]
for more general assumptions on (47)). Thus under (H) strong existence and
uniqueness hold on each [0, T ] by Theorem 1.1 in [5].
Adapting the argument of Section 1.6 in [5] from the case p = 2 to the case
p > 2 (or applying formula (1.19) of Theorem 1.7 of [19]) we obtain the following
result.
Proposition 5.1. Let us assume (H). Let (Z
(x,v)
t ) be the unique strong solution
to (47) starting from (x, v) ∈ R2d at time s = 0. Then, for any T > 0, p ≥ 2, there
exists CT,p > 0 such that
E
[
sup
t∈[0,T ]
∣∣Z(x,v)t − Z(x′,v′)t ∣∣p] ≤ CT,p(|x− x′|p + |v − v′|p), (x, v), (x′, v′) ∈ R2d.
We can prove Davie’s uniqueness for (47) applying Corollaries 3.2 and 3.3.
Theorem 5.2. Let us consider SDE (47) where W = (Wt) is a standard R
d-valued
Wiener process defined on a probability space (Ω,F ,P).
(i) Assume that F : R2d →Rd is continuous and has at most a linear growth
(i.e., there exists c > 0 such that |F (x, v)| ≤ c(1 + |x|+ |v|), x, v ∈ Rd).
(ii) Assume that there exist β′ ∈ (0, 1) and γ ∈ (2/3, 1) such that for any
η ∈ C∞0 (R
2d) the function η · F : R2d →Rd verifies (H) when F is replaced by
η · F .
Then, there exists an almost sure event Ω′ ∈ F such that for ω ∈ Ω′, (x, v) ∈
R2d, the following integral equation in the unknown function z(t) = (x(t), v(t)) ∈ R2d{
x(t) = x+ tv +
∫ t
0 (t− s)F (x(s), v(s)) ds+
∫ t
0 Ws(ω) ds
v(t) = v +
∫ t
0
F (x(s), v(s)) ds+Wt(ω),
has exactly one solution z(t) in C([0, T ]; R2d).
Proof. With the notations in (48) one can check all the assumptions of Corollary
3.2 about SDE (47). Indeed hypothesis (i) of Corollary 3.3 holds with β = β′ ∧ γ.
The integrability condition (ii) is clearly satisfied by the Wiener process W . Let
us check condition (iii).
For any ρ∈ C∞0 (R
2d), we know that F · ρ verifies (H). By Proposition 5.1 and
Lemma 2.2 we find that the SDE{
dXt = Vtdt, X0 = x ∈ R
d
dVt = (F · ρ) (Xt, Vt) dt+ dWt, V0 = v ∈ R
d.
verifies Hypothesis 1. This shows that condition (iii) holds. By Corollaries 3.2
and 3.3 we obtain the assertion.
Remark 5.3. One could write (47) as dZt =
(
Vt
F (Zt)
)
dt + dLt with Zt =
(
Xt
Vt
)
and Lt =
(
0
Wt
)
in order to try to apply directly the results in [13] to get
Davie’s uniqueness. However, a difficulty appears. Assume that F verifies (H).
Since the drift b(x, v) =
(
v
F (x, v)
)
is not bounded one should truncate such drift
and localize according to Corollary 5.4 in [13]. A possible strategy would be to
look for approximating bounded drifts like bn(x, v) =
(
ηn(v)
F (x, v)
)
, (x, v) ∈ R2d,
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n ≥ 1. However since ηn is bounded it cannot satisfy assumption (H3-b) in [5];
this hypothesis is needed to prove strong uniqueness for the approximating SDE
dZnt = bn(Z
n
t )dt+ dLt.
Remark 5.4. One can obtain Davie’s type uniqueness results for degenerate
SDEs more general than (47), starting from known pathwise uniqueness results
available in the literature (cf. [5], [19], [9] and see the references therein). For
instance, one could consider SDEs in R3d like

dXt = F (Xt, Yt, Zt)dt+ dWt,
dYt = Xtdt+G(Yt, Zt)dt,
dZt = Ytdt+H(Zt)dt. X0 = x ∈ R
d, Y0 = y ∈ R
d, Z0 = z ∈ R
d.
(50)
Such equations are a special case of singular degenerate SDEs considered in [9].
In [9] there are conditions on F,G and H such that strong uniqueness holds for
(50).
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