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ABSTRACT
Seasonal decomposition analyses were applied to the statistical evaluation of an
oscillating activity for a plasma membrane NADH oxidase activity with a temperature compensated period of 24 min. The decomposition fits were used to validate
the cyclic oscillatory pattern. Three measured values, average percentage error
(MAPE), a measure of the periodic oscillation, mean average deviation (MAD), a
measure of the absolute average deviations from the fitted values, and mean stant l a ~tl deviation (MSD), the measure of standard deviation from the fitted values plus
K-squared and the Henriksson-Merton p value were used to evaluate accuracy.
Decoinposition was carried o u t by fitting a trend line to the data, then detrending
the data if necessary, by subtracting the trend component. The data, with o r without
detrending, were then smoothed by subtracting a centered moving average of
length equal to the period length determined by Fourier analysis. Finally, the time
series were decomposed into cyclic and error components. The findings not only
validate the periodic nature of the major oscillations but suggest, as well, that the
minor intervening fluctuations also recur within each period with a reproducible
pattern of recurrence.
Key Words: biological clock, decomposition analyses, ultradian rhythm, temperature
compensation, circadian rhythm, cultured cells
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INTRODUCTION
A growth factor- and hormone- or drug-responsive oxidation of NADH catalyzed
by a family of NOX proteins has been associated with plant and animal plasma
membranes (ECTO-NOX proteins) (Brightman et al. 1988,1992). In rat hepatomas
(Bruno e t a l . 1992) and in cancer cells in culture (Morri et al. 1995a),a constitutively
activated component of NADH oxidation is observed that is n o longer dependent
on hormone activation. This constitutively activated component is responsive to
certain drugs such as the antitumor sulfonylurea, LY181984 (Morri et al. 1995b),
and the capsaicinoid quinone site inhibitor capsaicin (Morri et al. 1995a, 1996).
Both the constitutive and the constitutively activated oxidation of NADH exhibit
properties of a NADH protein disulfide reductase (Chueh et al. 1997) and are
differentially responsive to thiol reagents (Morri and Morri 1995; Morrk et al.
1 9 9 5 ~ )Subsequently,
.
the cell surface plasma membrane NADH oxidase was shown
to have properties of a protein disulfide-thiol interchange protein (Morri et a l .
1997). These proteins are now referred to as ECTO-NOX proteins because of their
cell surface location and to distinguish them from the phox-NOX proteins of host
defense (Lambeth et al. 2000).
An unusual property of both the oxidation of NADH and of the protein disulfidethiol interchange activity catalyzed by the ECTO-NOX proteins is that both activities
oscillate with a period length of 24 min (Morri and Morre 1998). Similar oscillations were observed with the NADH oxidase activity of the ECTO-NOX protein from
CHO (Pogue et a l . 2001) and HeLa (Wang et al. 2001) cells. With all three examples,
the period length of the oscillations observed with whole cells or tissues, plasma
membranes and the protein purified from these sources or even the bacterially
expressed form of the cloned HeLa NOX protein (Morri 1998) was temperature
compensated (period length independent of temperature) such that a function as
an ultradian (less than 24 h) driver of circadian timekeeping was postulated (Morri
and Morri 1998; Pogue e t al. 2001; Wang et al. 2001; Morri 1998).
To determine if ECTO-NOX proteins might represent the ultradian time keepers
(pacemakers) of the biological clock, COS cells were transfected with cDNAs encoding tNOX proteins having a period length of 22 min or with ECTO-NOX proteins
containing cysteine to alanine replacements having period lengths of 36 or 42 min
(Morri e t al. 2002b). Such transfectants exhibited 22,36, or 42 h circadian patterns,
respectively, in the activity of glyceraldehyde-3-phosphate dehydrogenase, a common clock-regulated protein, in addition to the endogenous 24 h circadian period
length. The fact that the expression of a single oscillatory ECTO-NOX protein
determined the period length of a circadian biochemical marker (60 x the ECTONOX period length) provides compelling evidence that ECTO-NOX proteins may
be the biochemical ultradian drivers of the cellular biological clock.
The actual ECTO-NOX cycle is not a simple sine function but a complex series of
major and minor oscillations that repeat every 24 min. A means to statistically demonstrate the fine structure of the oscillatory pattern and to evaluate the overall
reproducibility of the pattern, a means to statistically analyze such complex oscillatory

52

Nonlinearity in Biology, Toxicology, and Medicine. Vol. 1, No. 1, 2003

https://scholarworks.umass.edu/dose_response/vol1/iss1/4

2

Foster et al.: Decomposition Analyses Applied to a Complex Ultradian Biorhythm
Decomposition Analyses o f Complex Biorhythms

patterns was sought. Previously described procedures such as the periodogram (Enright
1965) or inverse periodogram (Gilbert and Joosting 1994) methods were considered.
However, an analysis encompassing a broader range of dynamics was sought and is
provided in the time series analyses of economic forecasting. Any stochastic process
can be decomposed into linear combinations by a deformation that is autoregressive
and has stochastic moving. average terms. All of the previously used methods have
equivalent representations with the decomposition approach. However, in practice we
have found the decomposition approach to be superior. The advantage is that it is
sensitive to the determinate character of the ECTO-NOX oscillations and clearly
separates the rudimentary oscillations from alternative patterns.
In this report, seasonal time series analyses is applied to the oxidation of externally supplied NADH as a convenient means to evaluate statistically the activity of
the NOX protein and to monitor the periodic modulation of the catalytic activity.
The method may have utility to the analysis of other forms of biological data
exhibiting complex periodicities.
Time series methods have been widely applied in social sciences (especially
economics) and have seen growing application in the physical sciences especially
engineering and statistics. These methods do not attempt to replicate the underlying structural data generating process because time series analyses involve an approximation of future values of observable and unobservable components in the
series based on past values of the series itself. Typically, these components are
referred to as trend, seasonal, cycle, and irregular (random) components. Trend
components are those associated with nonstationary components. Such components can be either deterministic (e.g., a simple linear time trend) or stochastic (e.g.,
Brownian motion). The term 'seasonal' are those components that recur at a
seasonal frequency, that is, the familiar example from agriculture where production
is extremely dependent on the seasons. In our analyses, the seasonal component is
that defined by the length of the fundamental period determined by Fourier
analysis. The cycle component is a smooth oscillation typically at some longer
wavelength. A clear cycle component in the ECTO-NOX oscillatory pattern may
exist but has yet to be found. To decoinpose a time series is to estimate these various
components. For example, the additive decomposition of a .time series can be
written compactly (Harvey 1993):
Observed Series = Trend

+ Seasonal + Cycle + Irregular.

Multiplicative decomposition replaces the addition above with multiplication,
but is used only when the length of the seasonal and/or cycle component varies with
the magnitude of the observations. The intuition behind this is fairly direct. In
economics, for example, data are often increasing in magnitude over time due to
inflation, but may fluctuate around that trend in a fairly predictable manner according to the season of the year (e.g., in a series observed quarterly there may be
quarterly specific effects that repeat annually).
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While time series analysts generally portray decomposition in this simple fashion,
the practical identification and specification of these components can be quite
complex. This is especially true when the data contain stochastic trend or random
walk components. Such components appear not to contribute significantly to our
observations. The interested reader is directed to Dickey and Fuller (1979), Fuller
(1985), and Phillips (1986) for details about this subfield of statistics and the
sometimes unusual distributions encountered.
MATERIALS AND METHODS
Growth o f Cells
WI-38 (human epithelia) cells were grown on Dulbecco's Modified Eagles Medium (D-MEM) Uoklik modified) (Gibco) with glutamine (244 mg/l) and phosphate (1.3 g/l Na,HPO,) and without CaC1, plus 5% donor horse serum. Gentainicin sulfate (50 pg/l) (Sigma) and sodium bicarbonate (2 g/l) were added.
Isolation of Milk Fat Globule Membranes
Milk fat globules were recovered by centrifugal flotation from fresh ~ I L I I I I A I I01.
cow's (Holstein) milk at 200 x g for 15 min (Keenan e t al. 1974). Fat globules were
washed twice to remove milk serum proteins. For each wash, fat globules were
suspended in 2 volumes (based on original milk volume) of 0.9% NaCl at 37°C with
centrifugal flotation as above. Fat globules were suspended in 5 mM Tris-HC1, pH
7.4,0.45% NaCl at 8°C and the membranes were released by churning in a Waring
blender. The churned mixture was melted at 40°C to release entrained membranes,
and fat globule membranes were collected from the aqueous phase by centrifugation at 120,000 x g for 60 min at 2OC. Preparations were stored at -70°C prior to use
in experiments.
NADH o x i d a s e Activity
The assay for the cell surface NADH oxidase was in 50 mM Tris-Mes buffer (pH
7.0), 150 pM NADH and 1 mM potassium cyanide, the latter to inhibit any mitochondrial NADH oxidases that may have been present. The assay was started by the
addition of cells or membranes (50 pl). The reaction was monitored by the decrease
in the absorbance at 340 nm using paired Hitachi U3210 spectrophotometers with
stirring and at 37°C. The change of absorbance was recorded as a function of time
by a chart recorder. The specific activity of the plasma membrane was calculated
using a millimolar absorption coefficient of 6.21 cm-l.
Proteins were determined by the bicinchoninic acid (BCA) /copper assay (Smith
e t al.1985) obtained from Pierce. Bovine serum albumin was used as the standard.
Time Series (Decomposition Fit) Analyses
Decomposition fits (Box and Jenkins 1976; Pinduck and Rubinfeld 1991) were
used to validate the pattern of periodicity. The procedure for decomposition analy-
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sis of an Ndimensional seasonal or cyclical time series denoted ash, with Sbeing the
number of seasons is described in seven steps [see Gaynor and Kirkpatrick (1994)
for discussion and additional examples].
In step 1, the moving averages of the raw data were computed by averaging Sdata
points at a time. If the data were quarterly and the seasonal effect annual, for
example, one would need to create fourth order moving averages, starting with the
first four data points, then shifting to observations two through five to calculate
another average, and continuing by shifting the four-observation window down by
one observation at a time, recalculating the average each time until the last four
observations were reached. If the number of seasons were odd, then the computed
moving averages would be centered on the median observation in the group and
would be called "centered moving averages". However, if Swas even then two period
moving averages of the initial moving averages would be calculated to generate the
centered moving averages.
In step 2, the centered moving averages are used as an approximation of the
combined trend and cycle components. The analysis relies on the assumption that
the random components have an expected value of zero. Consequently, the moving
average calculation for an ergodic time series averages out those irregular terms.
The centered moving averages are then subtracted from the original data to obtain
an approximation of the combined seasonal and irregular components. That is, if
y, = Trend, + Seasonal, + Cycle, + E,,

then it follows that

,

Seasonal, + E = y, - (Trend, + Cycle,).
In this case, the subscript t denotes the thobservation in the sample and E denotes
the random component.
In step 3, the irregular component is removed by averaging the results of step 2
over each of the seasons. As a result, S seasonal averages are obtained, one for each
season. In the quarterly example, this would entail calculating successive averages of
all first quarter, second quarter, third quarter, and fourth quarter seasonal plus
irregular components. These averages are the estimates of the seasonal components, and no matter where one examines in the sample if it is the first quarter then
the decomposition estimate of the seasonal component is the first quarter average
generated in step 3.
If the seasonal estimates above do not sum to zero, then the mean of the S
seasonal estimates is subtracted from each as step 4. Failure to normalize the
seasonal components may result in biased forecasts.
For step 5, the appropriate seasonal components are subtracted from the raw
data to deseasonalize the raw data. This leaves only the trend and cycle components.
It is at this point, that trend components become apparent if they exist.
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Step 6 is to estimate the trend component. This is done by linear regression of
the deseasonalized data against a constant and a time trend. That is, by ordinary
least squares the following equation is estimated:

where dl is the deseasonalized observation obtained in step 4 for time period t, a and
are parameters to be estimated, u, is a random error, and t is a time index. The
fitted values from this regression are the estimates of the trend and cycle components. Further decomposition to remove the cycle component would ordinarily be
taken. This entails another moving average step on a cyclical frequency analogous
to that described for the seasonal frequency. However, these data do not contain any
such overlapping oscillations (i.e., there is no smooth oscillation obvious of longer
frequency typical of a cycle).
Step 7, the final step, is to reintegrate the trend, cycle, and seasonal component
estimates to obtain a forecast. The final forecasts are obtained by adding the fitted
values obtained in step 6 to the normalized seasonal components obtained froin
step 4. The actual time series analysis carried out used MINITAB@for Windows
Release 12.23.
Holt-Winters Exponential Smoothing
Decomposition analysis is appropriately used only when the seasonal and trend
components are stable over time. When they have time varying properties, the
exponential smoothing technique attributable to Winters (1960) is more appropriate. When the trend component from the decomposition analysis is included, this
approach is often called Holt-Winters exponential smoothing. In general, both the
Winters or the Holt-Winters approaches are simply applications of exponential
smoothing to the decomposition model discussed above. The major advantage of
the Winters or Holt-Winters applications is to include error corrections in forecasting future values of the time series. That is, one incorporates past error in forecasting into future forecasts. This is done by continually revising forecasts by weighting
some data points more than others according to appropriate "smoothing paraineters". As in the decomposition case, there are two versions of the model: additive
and multiplicative. We will focus only on the additive technique as being the one
most appropriate to the analyses at hand.
In exponential smoothing, the new parameter estimate is a convex linear combination of the current estimate and the current observation. That is,

where the hats imply estimates and a is the smoothing parameter usually confined
to the unit interval.
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The Holt-Winters approach applies this technique to the decomposition estimates of the trend intercept, the slope of the trend, and the seasonal components.
Given the decomposition value for the intercept, a, we used the following relationships to derive the smoothed updates for each time period.
a,= ad, + (1 - a ) (a,, + b,.,)
where subscripts index data observations and a is the smoothing parameter for the
level of the time series.
In like manner, using a smoothing parameter, P, the slope of the trend was
smoothed by employing the following

The smoothed seasonal component estimates given by
Seasonal, = 81y, - a, )

+ (1 - 6 ) Seasonalbs

with a smoothing parameter of 6. The Holt-Winters approach was used to develop
a new forecast based on the updated or smoothed parameter values given by

The presubscript on the seasonal component means that this is the updated seasonal component based on information from S periods before.
To implement the Holt-Winters method, the procedure outlined above for
observation 1 was followed. Then given the forecast for observation 1, a smoothed
forecast was obtained for observation 2. This sequential updating procedure was
continued through to the end of the data.
In the MINITAW analyses, the parameters for Holt-Winters smoothiilg were kept
at the default settings for the program and the variable and season length were
chose11 using the same method as with the decomposition analysis. The model type
was additive. W E (mean of the absolute percentage error), MAD (mean absolute
deviation) and MSD (mean standard deviations) were recalculated for comparison
with those from the simple decomposition fits (Table 1).
W E is calculated by averaging the absolute values of residuals called by associated predicted values for the NADH oxidase. The test due to Henriksson and
Merton (1981) [see Foster and Havenner (1999) for an application in an economic
framework] provides a statistical evaluation of this qualitative accuracy. That is, it
tests whether or not the forecasts predict the correct direction of change. By
eliminating the magnitudes of changes and using a nonparametric framework,
Henriksson and Merton (1981) show that it is possible to obtain a test with known
finite sample distribution under plausible and weak assumptions. The null hypothesis of the test is
Nonlinearity in Biology, Toxicology, and Medicine. Vol. 1, No. 1, 2003
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Table 1. Measures o f forecast accuracy.
Decomposition

Figure 4A

Holt-WintersSmoothing

Figure 4B

Figure 4A

Figure 4B

MAPE

13.0

12.4

13.4

12.4

MAD

0.34

0.27

0.34

0.27

MSD

0.20

0.1 1

0.20

0.10

R-squared

0.63

0.65

0.71

0.74

0

0

0.0003

0

H-M p-value *

-

-

H-M denotes the H e ~ k s s o n
and Merton test for forecast direction.

where the y's without hats are the actual observations, the y's with hats are forecasts,
and the subscripts denote the time based observation intervals. Similarly, MAD
averages the absolute values of the residuals. In both MAPE and MAD, smaller values
imply a closer fit, but MAD is not dependent on the scale of the data while MAD is
independent of data scaling due to the division by predictions. MSD is the average
of squared residuals. Again, a smaller value implies more accurate forecasts. However, MSD penalized large errors more than small ones.
RESULTS
The oscillatory component under investigation is the oxidation of NADH measured as the decrease in A,,. When represented as rate of NADH oxidation (rate of
decrease in A,,), a dominant period length of ca 24 niin was seen clearly as
illustrated in Figure 1A for milk fat globule membranes (a derivative of the human
or bovine mammary gland epithelium) that had been stored for several months at
-70°C. Activity maxima and minima alternated with a period length of 24 min.
Means at maxima and minima were different statistically from four parallel determinations ( p < 0.001). These data were fitted by a sine wave (Figure 2A) and the
corresponding Fourier analysis (Figure 2B) of the oscillations of Figure 2A verified
that the oscillations were periodic (Bloomfield 1976). The determined frequency
was 0.042 cycles min-I or a period of 23.8 min.
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TIME, MIN
Figure 1.

Periodicity of NADH oxidase activity as a function of time over 90 rnin. (A)
Intact globule membranes from human ~nilkwith maxima in rate of NADH
oxidation at ca 24min intervals beginning at 13.5 min (maxima at 13.5, 37.5,
61.5, and 85.5 min). (B) WI-38 cells with maxima at ca 24min intervals beginning at 6 ~ n i n(maxima at 6, 30, 54, and 78 min). Asterisks indicate maxima and
minima tested for statistical significance (p < 0.001). Results are from four
parallel determinations of the rate of NADH oxidation with time. Each of two
determinations were carried out simultaneously using two side-by-side Hitachi
U3210 spectrophotometers. Rates of NADH oxidation were measured over 1
min at intervals of 1.5 min. Simultaneous determinations permit direct averaging without need for phasing. A second pair of determinations, phased to be in
synchrony with the first pair of determinations, was then carried out. Results are
means of the 4 determinations f standard deviations.
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Figure 2.

Sine function and Fourier analysis of data of Figure 1A for the human milk fat
globule membranes. (A) A sine function was fitted to the data (dotted curve)
according to the equation t = 0.25 + 0.1 sin (16 IT t/180 + 160 1~/180)where t =
time in mi11 and the value of 0.25 is the mean rate of decrease in A,,,. (B) The
maximum amplitude for Fourier analysis coincided with a frequency of 0.042
cycles/min and corresponded to a period length of 23.8 min.
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For the oscillatory behavior to be observed does not require that the cell surface
NADH oxidase protein be associated with membranes. Oscillations of 24 min were
observed with milk fat globule membranes after the membranes had been solubilized and the integrity of the membrane had been disrupted by treatment with 1%
Triton X-100 (not illustrated).
With the reagents alone (no enzyme source) or the enzyme plus all reactants but
lacking NADH, no periodic fluctuations were observed. Several different spectrophotometers were compared with similar results.
A second example is provided by the oscillatory pattern of NADH oxidation
exhibited by intact WI-38 cells (Figure 1B). The maxima and minima alternate with
a period length of ca 24 min and differences among maxima and minima were
statistically significant ( p < 0.001). The rate of oxidation of NADH for Figure 1A 2
0.25 t 0.1 sin (15.2 n)/180 t 200 n/180) where t = time in min and the value of 0.25
is the mean rate of NADH oxidation determined from the decrease in A,,,, the
absorption maxima of NADH. The sine function described by the equation (dashed
sine function of Figure 3A) approximated the experimentally determined values.
Similarly for Figure lB, the rate of oxidation of NADH was 2 0.25+0.lsin(15.2n t)/
180 +200n/180 where t = the time in min and the value of 0.25 is the mean rate of
NADH oxidation determined from the decrease in A,,,.
The decomposition fit analyses, illustrated in Figure 4, were used to validate the
periodic pattern. Observations were recorded at 90-s intervals. Consequently, the
24min cycle involves repetition every 16 observations. This means that the number of seasons Sin the additive decomposition analysis was set to 16. The resulting
"deseasonalized" data were plotted. Thus, the oscillatory behavior and period
length of about 24 min seen in Figure 1 were confirmed as reproducible. In the
four experiments carried out in parallel with WI-38 cells on different days beginning at the same time, maxima and minima occurred at regularly spaced intervals
of 24 min. Differences between maxima and minima were significant ( p < 0.001).
However, neither the repetitions nor the Fourier analyses of Figures 2 and 3
evaluated clearly the fine details of the oscillatory patterns. For example, visual
examinations of the data of Figure 1A and B reveal a recurrent pattern of five
activity maxima within each 24min period, a statistically significant maximum
followed by four lesser maxima. This pattern is especially evident in Figure 1B.
The lesser maxima are not statistically different from each other or from intervening minima. However, they do occur in each of the three activity periods represented. The reproducibility of these intervening maxima is illustrated by their
recapitulation in the time series analysis of Figure 4.
Classical decomposition decomposes a time series into a trend, cyclic, and error
components. In Figure 4, the trend component has been included. The regression
results for the trend were:
Trend = 0.26 - 0.001 t
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Figure 3.

Sine function and Fourier analysis o f data o f Figure 1B for WI-38 cells. (A) A
sine function was fitted to the data (dotted curve) according to the equation t
= 0.25 + 0.1 sin (16 x t/180 + 160 x/180) where t = time in mill and the value
of 0.25 is the mean rate of decrease in A,,. (B) The maximum amplitude for
Fourier analysis coincided with a frequency of 0.042 cycles/min and corresponded to a period length of 23.8 min.
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Figure 4.

Seasonal decomposition analyses o f data o f Figure 1. Decomposition fits (open
triangles, dotted lines) show the reproducibility of the pattern of periodicity.
The trend component is represented as a continuous solid line. (A) Intact fat
globule membranes from human milk. Maxima were observed at 13.5, 37.5,
61.5, and 85.5 min. (B) WI-38 cells. Maxima were obsemed at 6, 30, 54, and 78
min.
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with t-statistics of 20.8 and -3.80, respectively, for the estimated coefficients such
that the slope is statistically significant. The measured values of Table 1 evaluate the
accuracy of the fitted values and include MAPE (13.0 and 12.4), MAD (0.34 and
0.27), and MSD (0.20 and 0.11). The fitted values by either simple decomposition
or by the Holt-Winters seasonal exponential method using additive models, agreed
closely with the experimental data.
The R-squared values in Table 1 were constructed by computing the squares of
the simple correlation coefficients between the actual and forecasted values. These
are analogous to an R-square in the regression context and demonstrate a measure
of fit. While they are not particularly large, in all cases, there is a strong positive
relationship demonstrated between the actual and predicted values.
The graphs in the figures visually demonstrate that the model generally forecasts
the direction of movement of the actual data over time. However, such visual
appraisal can be deceiving and the ability to discern it depends somewhat on the
scale of the graph.
Table 1 lists the p-values associated with the Henriksson and Merton test for each
data series and the decomposition and Holt-Winters models. By this criterion, the
model performs exceptionally well with the p-values approaching zero for a reasonable level of precision. There appears to be little benefit from the smoothing
procedure based on this test. Finally, Figure 6 displays the deterministic seasonal
components from the smooth decomposition analyses. Note that they repeat every
16 obselvations or every 24 min.

DISCUSSION
Despite knowledge of a biological clock for many years, there have been no
candidate molecules for biochemical oscillators capable of functioning as ultradian
timekeepers (EdmundsJr. 1998). The period length of the oscillations of the NOX
protein is an essential feature of any biochemical oscillator suggested to function as
an ultradian time keeper (EdmundsJr. 1998) and is largely unaffected by changes
in temperature (temperature compensated) (Kippert and Lloyd 1995).
The oscillations in activity are inherent in the cell surface NADH oxidase protein
itself and are not dependent on a more complex environment (Morri and Morri
1998). NOX proteins released from the milk fat globule membrane by detergent
exhibited an oscillating NOX activity essentially unchanged from that of the isolated
milk fat globule membranes (Morri et al. 2002a). A cloned and expressed NOX
from HeLa also exhibited a periodicity unchanged from that of the HeLa plasma
membrane (Chueh et al. 2002).
Machine variation and/or cycling of reagent (Morre and Morri 1998) do not
explain the periodicity. Blanks lacking NADH or lacking an enzyme source did not
exhibit periodicity. Additionally, when solubilized and partially purified preparations from different batches of milk fat globules exhibiting periods displaced by
several min were mixed, the mixtures displayed both periods (Morri et al. 2002a).
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Figure 5.

As In Figure 4, except that the Holt-Winters method o f smoothing was used. No
trend component was estimated for the Holt-Winters model.
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OBSERVATION NUMBER
Figure 6.

Estimated seasonal pattern from decomposition analysis.

This phenomenon would not be expected if the periodicity were the result of
interactions among chemical reactants rather than inherent in the protein molecule itself. Similarly, the 24 min periodic oscillations have been observed with
solubilized and extensively purified preparations of the plasma membrane NADH
oxidase from a plant source (Morri and Morre 1998) and from whole cells and
plasma membranes of CHO (Pogue et al. 2001) and HeLa (Wang et al. 2001) cells
and by a cloned form of the activity expressed in bacteria (Chueh et al. 2002). We
have measured oxygen consumption in parallel to NADH oxidation and it also
oscillates with a 24min period similar to NADH oxidation.
While the data do not appear to contain a trend component, such a conclusion
simply from visual appraisal can be misleading. One of the advantages of decomposition is the uncovering of hidden components such as trends, secondary maxima
and cycles. A nonconstant amplitude of the seasonal and/or cyclical components
may mask the trend and/or other component.
Decomposition was developed to analyze data collected on observable seasonal
and/or cyclical frequencies, e.g., monthly or quarterly, or following other cycles. In
our analysis, there was no calendar to track the cyclical component. At the same
time, the analyses clearly demonstrated that an oscillatory conlponent existed.
While the amplitude of this component may vary, the period length was relatively
constant.
Fourier analysis was employed to obtain a precise estimate of the duration of the
period. The Fourier model posits a linear relationship between NADH oxidase
activity and the sine and cosine of time. This allows a smooth oscillatory function to
be superimposed on the data. The period length estimated for the function provides an estimate of the period length for the application of the decolnposition
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method. Clearly, however, the Fourier model is not a precise predictor of NADH
oxidase. It fails to allow for discrete shifts according to the position in the period that
the observation occupies nor does it embody an error correction feedback to update
future forecasts based on past forecast errors. The superposition of a simple sine
function on the data may be inappropriate due to the possibility of more complex
recurring oscillatory components. That is, there are clearly nonsinnsoidal dynamics
represented in the data. Thus, our attention turned toward finding a more suitable
alternative to analyses of these data by decomposition and exponential smoothing.
In the time series analysis, the deviation from the mean showed a recurrent
pattern where values were positively correlated over time (autocorrelated or serially
correlated). Decomposition fit analyses and Holt-Winters seasonal exponential
smoothing using the additive model also were applied to validate both trend
(normally constant, i.e., no slope) and the periodic pattern. The additive method
was regarded as more appropriate than the multiplicative method since the periodic
pattern was independent of data size (Pinduck and Rubinfeld 1991, Box and Jenkins
1976).
The decomposition fits were very similar to those obtained by the Holt-Winters
method (Figures 5 and 6, Table 1). What the analyses revealed was the virtual
absence of a trend, that is, the oscillatory behavior did not dampen or fluctuate
markedly from one major period to the next. Also revealed was a pattern, with both
the milk fat globule membranes and the WI-38 cells, of an activity maximum
followed by four minor oscillations all within the 24min period. The potential
validity of the minor oscillations including a pattern of three stronger oscillations,
followed by two weaker oscillations with the milk fat globule membrane, become
evident oilly with the decomposition fits. The major source of error when determinations made at different times are phased and averaged of the method may be the
result of the necessity of averaging rates over 1 min at 1.5-min intervals such that
rates from one determination to the next are not made precisely at maxima or
minima, especially since the four minor oscillations appear unequally spaced within
the 24min major period.
While the potential complexity of the oscillatory pattern revealed by decomposition was unexpected, the principal value rests in the validation of the oscillatory
nature of the response with a period length of about 24 min. From that standpoint,
seasonal decomposition analysis emerges as a tool with potentially useful applications to the evaluation of complex biological rhythms.
Current clock models suggests the operation of feedback loops. Time delays in
protein translation and transcriptional transport back to the nucleus are thought to
cause activities to fluctuate as a function of the lightdark cycle (Konopka and
Benzer 1971; Young 2000). While feedback loops may seem essential to the construction of a true 2411 time-keeping system capable of coordination of the many
aspects of cell function under circadian control gin et al. 1999; Kume et al. 1999;
Toh et al. 2001; Lee et al. 2001; Dunlap 1999; Panda et al. 2002), they may not be the
actual clock drivers. Organisms that carry mutations in the postulated time-keeping
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genes retain aspects of circadian control. The operation of feedback loop genes at
all times in all cells of all organisms that exhibit circadian rhythms remains to be
established (Jin etal. 1999; Kume etal. 1999; Toh etal. 2001). In contrast, the ECTONOX proteins appear as universal cell constituents that keep time over widely
varying conditions and without interruption.
There is a growing body of evidence to relate redox properties to circadian
rhythms. The clock-related transcription factors, NPASl and Clock, are intracellular
redox sensors (Konopka and Benzer 1971). DNA binding activities of NPAS2 and
Clock are influenced by the redox status of NAD(H) and/or NADP(H) (Rutter et
al. 2001). Because NOX proteins function as terminal electron acceptors of plasma
membrane electron transport (I), their activities provide a significant mechanism
for regeneration of cytosolic NAD (P)+from NAD(P)H (Larm et al. 1994). Additionally, respiratory oscillations in continuous yeast cultures are dictated by the demands
of a temperaturecompensated ultradian clock with a period of about 50 min (Lloyd
et al. 2002). However, electron transport components (NADH and cytochromes c
and c oxidase) that show redox state changes as the organisms oscillate between
their energized and deenergized phases may not be part of the clock mechanism
per se but a response to an energetic requirement.
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