We present a data structure that allows to preprocess a rectilinear polygon with n vertices such that, for any two query points, the shortest path in the rectilinear link or L 1 -metric can be reported in time O(log n + k) where k is the link length of the shortest path. If only the distance is of interest, the query time reduces to O(log n). Furthermore, if the query points are two vertices, the distance can be reported in time O(1) and a shortest path can be constructed in time O(1 + k). The data structure can be computed in time O(n) and needs O(n) storage. As an application we present a linear time algorithm to compute the diameter of a simple rectilinear polygon w.r.t. the L 1 -metric.
Introduction
In many applications such as VLSI-design 1] rectilinear paths play an important role. Usually one is interested in minimizing the length of a path between two points and numerous results have been obtained in this area 2, 3, 4] . A natural metric to measure the length of a rectilinear path is the L 1 -metric but sometimes it is also useful to take the number of turns on the path into account. This gives rise to the so called (rectilinear) link metric which is de ned as the number of line segments a path consists of.
A variety of problems have been considered in this context. Das and Narasimhman 5] give an O(n log n) algorithm to compute the shortest 1 rectilinear link path among a set of disjoint rectilinear polygons. As a byproduct they also obtain a linear space data structure to answer shortest rectilinear link path queries in time O(log n) if one of the query points is xed. Since it is often desirable to take also the L 1 -distance into account, Yang et al. 6 ] construct a graph among the obstacles that preserves shortest rectilinear link and L 1 -paths and that can be used to compute the L 1 -shortest path between two points with the least number of links or vice versa. de Berg et al. 7 ] consider a linear combination of the rectilinear link and the L 1 -metric and construct a data structure that answers shortest path queries according to this combined metric among rectilinear line segments that are allowed to intersect. Again one of the query points is xed. The time needed for the construction of the data structure is O(n 2 ) while queries can be answered in O(log n) time. The storage requirement is O(n log n). If the L 1 -metric alone is considered, two types of data structures have been developed for distance queries among rectangular obstacles given two arbitrary points. The rst one by Atallah and Chen 8] answers queries in time O(log n) and needs O(n 2 log n) preprocessing time and O(n 2 ) space while the second one by ElGindy and Mitra 9] answers queries in time O( p n) and needs O(n p n) preprocessing time and space. If we restrict ourselves to simple rectilinear polygons, the situation gets considerably simpler since it can be shown that there is always a rectilinear path between two points that is shortest w.r.t. both the rectilinear link and the L 1 -metric 10, 11] . We call such a path a smallest path 12, 13] . In this setting de Berg 10] presents a data structure that allows to answer the following types of queries. If we are given two arbitrary points inside a polygon, the rectilinear link distance and the L 1 -distance between the two points can be reported in time O(log n). If we are given two vertices of the polygon, both distances can be reported in constant time. Furthermore, a smallest path, i.e., a path that is optimal w.r.t. both metrics can be constructed in an additional number of steps proportional to its link length. His data structure needs O(n log n) space and preprocessing. We summarize the results in the following table (k is used to denote the link length of the shortest path).
In this paper we present a data structure that achieves the same time complexities as shown in Table 1 but improves both the space and preprocessing requirements to linear in the number of vertices of the polygon. 2 This should also be contrasted with the Euclidean world where there exists a data structure to answer shortest L 2 -path queries in a simple polygon in O(log n) time with linear time preprocessing and space requirements 14] but to achieve the same query time for the link distance O(n 3 ) preprocessing time and space are needed 15]. The paper is organized as follows. After introducing some of the denitions and notations that are needed in the rest of the paper in Section 2, we invesitgate in Section 3 the structure of shortest paths in the L 1 -and the rectilinear link metric. Section 4 deals with a data structure to answer e ciently which points on the boundary of a histogram H can be reached from a query point p with a xed number of links and how to compute a smallest path from p to H. In Section 5 we show how to connect two given smallest paths inside a histogram. In Section 6 we put the various results together and present the complete query algorithm. Finally, Section 7 deals with an application of our data structure where we show that it can be applied to compute the diameter of a polygon w.r.t. the L 1 -metric.
De nitions
Let C be a simple, closed curve consisting of n axes-parallel line segments such that no two consecutive segments are collinear. We de ne a simple rectilinear polygon P to be the union of C and the set of points that are enclosed by C. A (rectilinear) path P is a curve that consists of axes-parallel line segments inside P. From now on, whenever we talk of polygons, we mean simple rectilinear polygons and whenever we talk of paths, we mean rectilinear paths in P.
3 Let e and e 0 be two axes-parallel line segments in P. We say a polygonal path P from line segment e to line segment e 0 is admissible if it is rectilinear and the rst link of P is orthogonal to e and the last link is orthogonal to e 0 . The (rectilinear) link length of P, denoted by rl-length(P), is de ned as the number of links P consists of. A rl-shortest path is an admissible path P from any point of e to any point of e 0 such that there is no other admissible path from e to e 0 with fewer links. We de ne rl(e; e 0 ) to be the number of links of an rl-shortest path from e to e 0 . A point p is considered a degenerate line segment and, hence, if P starts (or ends) at p and P is admissible, then all axes-parallel directions are allowed for the rst (or last) link of P.
If p and q are two points in P and P is a rectilinear path between them, we de ne the L 1 -length of P as the sum of the Euclidean lengths of its links and denote it by L 1 -length(P). A path P from p to q is called a L 1 -shortest path if there is no other path from p to q with lesser L 1 -length. The L 1 -distance between p and q, denoted by L 1 (p; q), is de ned as the L 1 -length of a L 1 -shortest path from p to q. As mentioned before it can be shown that there always exists a path P from p to q that is L 1 -shortest and rl-shortest. Following McDonalds and Peters 13] we call such a path a smallest path.
A very important concept in the context of rectilinear link distance is that of a d-interval. If e is an axis-parallel line segment in P and p is a point in P, we de ne the d-interval of p on e to be the set of points on e that p can reach with an admissible path of length d or less and denote it by e(p; d). It is easy to show that e(p; d) is either empty or a connected subsegment of e (see Figure 1a) . Note that if rl(p; e) = d, then e(p; d + 1) may properly contain e(p; d) as illustrated in the gure.
A histogram is a monotone rectilinear polygon with one of the monotone chains forming a single line segment called the base of the histogram. A horizontal (vertical) histogram is a histogram with a horizontal (vertical) base. An upper histogram is a horizontal histogram with its interior above the base. Similarly, lower, left, and right histograms are de ned. We say H is a maximal histogram of b if b is the base of H and there is no other histogram in P with the same base that properly contains H (see Figure 1b ). Note that a line segment may have two maximal histograms, one on each side. A window is a maximal segment on the boundary of a histogram that is completely contained in the interior of P with the exception of its end points. A vertical window is called a west (east) window if the interior of the histogram is to the right (left) of it. Note that every window splits P into two parts.
Since we will be dealing with trees quite a bit, we give short de nitions of the standard terminology in connection with trees. A rooted tree T is a connected, planar, acyclic graph with one designated node, called the root r of T. The depth of a node v is the length of the path from r to v in T. We denote it by depth(v). 3 Smallest Paths in a Simple Rectilinear Polygon
The main structure that allows us to answer smallest path queries eciently is given by the histogram tree which is de ned below. There is a natural tree structure associated to the histogram partition.
We call it the histogram tree of P and e and denote it by T (P; e) (see Figure 2b 
Shortest Paths in the L 1 -Metric
In order to construct a smallest path that goes through H lca we need to nd a way to show that it indeed minimizes the distance. Since smallest paths are shortest w.r.t. both the L 1 -and the rectilinear link metric, two 7 separate investigations have to be carried out. We start with the following observation about L 1 -shortest paths.
Lemma 3.1 If p is a point in P and c a line segment that splits P into two parts, then there is one point q on c such that L 1 (p; q) = L 1 (p; c) and L 1 (p; p 0 ) = L 1 (p; q) + L 1 (q; p 0 ), for all points p 0 on c.
Proof: If rl(p; c) = 1, then the claim is obvious. So assume that rl(p; c) > 1 and let p 0 be some point on c. The line segment c divides P into two parts P 1 and P 2 . Let P 1 be the subpolygon that contains p and H the maximal histogram of c that is contained in P 1 . Furthermore, let P be a L 1 -shortest path from p to p 0 . There is one window w of H that is intersected by P. Note that w is independent of p 0 . Let p w be the intersection point of P and w and let q be the orthogonal projection of p w onto c. Hence, we obtain
This immediately implies that L 1 (p; c) = L 1 (p; q) and that q is unique since q is independent of the position of p w on w. Proof: Let P be a L 1 -shortest path between p 1 and p 2 . Let r 1 (r 2 ) be the rst intersection point of P with w 1 (w 2 ).
which completes the proof.
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The above lemma suggests to rst compute q 1 and q 2 and two L 1 -shortest paths from p i to q i and then to connect them in H lca . Since we are interested in smallest paths, we will not follow this idea directly. We rst have to consider shortest paths in the rectilinear link metric.
Shortest Paths in the Rectilinear Link Metric
We The intuitive meaning behind this de nition is that we have to consider the possibility that it might pay o to spend one more link on the path from p 1 to w 1 or from p 2 to w 2 than necessary if it is then easier to connect the two paths. This can be seen if we expand the de nition of k(p 1 ; p 2 ). k(p 1 ; p 2 ) is de ned as the minimum of the four values (i) rl(I 1 ( 1 ); I 2 ( 2 )), (ii) rl(I 1 ( 1 + 1); I 2 ( 2 )) + 1, (iii) rl(I 1 ( 1 ); I 2 ( 2 + 1)) + 1, and (iv) rl(I 1 ( 1 + 1); I 2 ( 2 + 1)) + 2. Each link we spend more than necessary on the path from p 1 to w 1 and p 2 to w 2 is taken into account by adding it to the distance between the two intervals that can be reached with the given number of links. As an example consider Figure 3 . Here 1 = 2 = 2 and k(p 1 ; p 2 ) is the minimum of f5; 4; 4; 3g and, hence, k(p 1 ; p 2 ) = rl(I 1 (3); I 2 (3)) + 2. As it is shown in the following lemma this implies that rl(p 1 ; p 2 
A Data Structure for Interval Queries
In this section we are concerned with a query problem of the following type. Given a point p and an ancestor H of H p such that window w of H cuts o the subpolygon containing H p report w(p; rl(p; w)) and w(p; rl(p; w) + 1). We will reduce this problem to a tree problem. The rst observation we need is that though there are a quadratic number of possible intervals on all windows of H(P; e), there are only a linear number of interval end points. In the next lemma we show that, indeed, the interval end points are given by the orthogonal projection of the vertices of the histograms onto their bases. Recall from the proof of Lemma 3.1 that the L 1 -projection of p onto b is the projection of w onto b where w is the window of H that cuts o the subpolygon containing b. From this the second claim easily follows. 2
Since the total complexity of the histogram decomposition is linear as shown by Levcopoulos 16] , there is only a linear number of possible interval end points in P. We denote this set by I.
The second observation that allows for the e cient computation of intervals is that, for each interval, there is one end point that \dominates" all other points in the interval. This is stated more precisely in the next lemma. 
Note that (p) is only de ned if the parent of H p exists, that is, if rl(p; e) > 1.
The parent relation immediately induces a tree structure on the points in I and we can now talk of the depth of point in I etc. Of course, we do not obtain one tree but a forest of rooted trees. The roots of the trees are the points in I that are on the windows of the root histogram of T (P; e).
In order to compute this forest in linear time we proceed as follows. Let H be a horizontal histogram with windows w 1 ; . . There is one fundamental di erence between De nition 4.1 and De nition 4.2 which can best be seen if we consider a point p in I. The parent of p is a point on the base of H p while the entry point of p is a point on the base of the parent of H p . The reason for this di erence is that the parent relationship is designed to construct admissible paths from p to its ancestors while for the entry point it is not important whether the rst link is orthogonal to the window p belongs to or not.
The following lemma shows how the tree structure of I can be employed to nd one non-trivial interval of point p in I on window w if rl(p; w) is known. In order to do so we de ne k (p) = ( k?1 (p)), for k > 0, and 0 (p) = p. To see the reverse inclusion just note that there is an admissible path Proof: Let " p be the entry point of p. Since rl(" p ; w) = ?2, Lemma 4.3 implies that w(" p ; ? 1) = w( ?3 (" p ); 2). Therefore, it su ces to show that w(" p ; ?1) = w(p; ). To see this, rst note that w(" p ; ?1) w(p; ) since there is a path of two links from p to " p that is orthogonal to the window w 0 which " p belongs to and the rst link of a path of ? 1 links from " p to w is also orthogonal to w 0 .
To see the reverse inclusion consider the base b of H " p . By the de nition of " p there is an admissible path of three links from p to any point of b(p; 3) such that the middle link contains " p . This implies that any point that can be reached with links from p can be reached with ? 1 links from " p which proves the claim.
2
In order to compute the + 1-interval we just have to consider a di erent entry point (see Figure 4a) . by the remark before the lemma.
Above we always assumed that rl(p; w) is already known. Hence, we also have to address the question how to compute rl(p; w) e ciently which is dealt with in the following lemma. 2
We now put together the various considerations of this section. So let p be point in P and w the window of the ancestor H of H p that cuts o the subpolygon that contains H p . We assume that the rl-distance from p to w is at least three links. The following algorithm outputs the -interval and ( + 1)-interval of p on w.
Algorithm Interval Query
Input: A query point p and the window w of a histogram H which cuts o the subpolygon containing p.
Output: the two non-trivial intervals of p on w.
1. let H p be the histogram containing p.
let := depth(H p ) ? depth(H);
( compute w(p; ) ); 3. compute the ancestor of the entry point " p of p at depth depth(" p ) ? ( ? 3); 4. output w( ; 2) which is w(p; );
( compute w(p; + 1) ); 5. compute the ancestor of the second entry point p of p at depth depth( p ) ? ( ? 2); 6. output w( ; 2) which is w(p; + 1).
Since the algorithm works only for 3, the case = 2 remains to be considered. If = 2, then the 2-interval of p on w either is alreadyprecomputed for vertices or can be found by point location for points. The 3-interval of p on w can be computed as in the second part of Algorithm Interval Query.
In order to analyse the time needed to execute the above algorithm note that if p is an arbitrary point in P, then the histogram H p of p, the parent (p) of p, b p (p,2), and the entry and second entry point of p can be easily computed in logarithmic time with the help of the point location data structure of Edelsbrunner et al. 18]; if p is vertex of P or belongs to I, then we can assume that H p , (p), b p (p,2), and the entry and second entry point of p are precomputed as mentioned before. This yields the time bounds for Steps 1, 4, 6, and the entry point computation in Steps 3 and 5. For Step 2 note that the distance from p to w can be computed in constant time since we can assume the depth of a histogram is precomputed. Steps 3 and 5 can also be carried out in constant time by a result of Berkman and Vishkin on computing level ancestors in trees 21] if I is preprocessed appropriately in linear time.
Computing a Smallest Path to a Histogram
In the previous subsection we showed how to compute a data structure that allows e cient computation of the non-trivial intervals of a point p on a window w. In this subsection we show how to compute a smallest path from p to w. As before let = rl(p; w). It is easy to see that an admissible rl-shortest path from p to any point p w on w(p; ) can be obtained by connecting p to the entry point " p of p, the i th parent of " p to the i + 1 st parent of " p with an admissible path of two links, for 0 i ? 3 and, nally, by connecting ?3 (" p ) to p w with two links. Let the path constructed in this way be called P. We claim that P is also a L 1 -shortest path.
Lemma 4.7 If P is de ned as above, then L 1 -length(P) = L 1 (p; p w ). Proof: We prove the claim by induction. Observe that the path from p to the entry point " p of p is a L 1 -shortest path. Now let be rl(p; w). We prove the induction basis = 3 and the induction step for > 3 simultaneously. Consider ?3 (" p ) and let w 0 be the window it belongs to. Let q be the L 1 -projection of p onto w and q 0 be the L 1 -projection 17 of p onto w 0 . In order to compute the L 1 -distance from p 2 I to some point p w we proceed as follows. If r is the root of the tree containing p, we de ne the L 1 -depth of a point p 2 I to be the length of a L 1 -shortest path P from p to r and denote it by L 1 -depth(p). As we have proved in Lemma 4.7, L 1 -length(P) is equal to the sum of the L 1 -distances between the nodes on the path in the tree between p and r and, hence, can be precomputed for all nodes in one traversal of the tree. So in order to compute the L 1 -distance between p and a point p w on window w we have the following algorithm. Clearly, all steps but the rst one can be carried out in constant time while for the rst step point location is needed if p is not a vertex. If p is a vertex, the entry point of p can be precomputed as mentioned before. 
Connecting the Paths
As a last step we have to show how to compute the L 1 -and rl-distance between two given intervals in an upper histogram H and how to connect the two intervals we choose by a subpath of a smallest path. In order to do so we subdivide H by extending the horizontal edges to the left or right until they meet another edge of H. Thus, H is divided into a number of rectangles or cells. We denote this cell decomposition of H by S H . There is a natural tree structure T H associated to S H . The nodes of T H are the cells of S H . There is an edge between two nodes if the two cells are adjacent in the subdivision. The root of the tree is the cell adjacent to the base of H (see Figure 5) . For a point p in H, we denote the cell of S H (= node of T H ) p belongs to by C p . If R is a rectangle, we denote its projection onto the base b of H by b(R). Clearly, S H and T H can be computed in time proportional to the size of H.
With the help of the above de ned subdivision we can now give a characterization of the rl-distance between two intervals. 
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Proof: We rst note that an admissible path between two intervals that are both vertical always consists of an odd number of links since the rst and last link have to be horizontal.
Let the lower end of I 1 (I 2 ) be l 1 (l 2 ) and h 1 (h 2 ) the maximal horizontal line segment incident to l 1 (l 2 ).
To see the rst claim note that rl(I 1 ; I 2 ) = 1 if there is a horizontal line that connects I 1 and I 2 in H. This implies that either h 1 intersects I 2 or vice versa which in turn implies the conditions of the claim. If the conditions are met and, say, R 1 intersects I 2 , then either h 1 or h 2 connect I 1 to I 2 .
To see the second claim we rst observe that rectangle R is an ancestor of rectangle R We nally note that we can connect any two points in a histogram with three links and we need at most two more to make the path admissible. Hence, any admissible path between two intervals in H has length at most ve which completes the proof.
2 Now assume we are given two query points p 1 and p 2 in P such that the smallest path P from p 1 to p 2 passes through H. Let the windows that cut o the subpolygons that contain p 1 and p 2 , respectively, be denoted by w 1 and w 2 . Furthermore, let I 1 be the smallest non-trivial interval of p 1 on w 1 such that P passes through I 1 and I 2 the smallest non-trivial interval of p 2 on w 2 such that P passes through I 2 . We now describe an algorithm to connect the two intervals with a smallest path which is part of a smallest path from p 1 to p 2 . Let I 1 = l 1 ; u 1 ] and I 2 = l 2 ; u 2 ] where u 1 (u 2 ) is the upper and l 1 (l 2 ) the lower end point of I 1 (I 2 ). W.l.o.g. we assume that l 1 is below l 2 . connect q 2 to h with one vertical link; Figure 6 illustrates the di erent cases that can occur. Note that a path from a point p on I 1 to a point q on I 2 induces a path in T H from C p to C q and, hence, always passes through lca(C p ; C q ). Note also that the path constructed for rl(I 1 ; I 2 ) = 3 and = 5 is not admissible and actually a path of length 2 and 3, respectively. But it is easy to see that we can construct an admissible path of length 3 and 5 by moving the vertical links a small enough amount to the left and right, respectively, and by adding a horizontal link to each vertical link.
In the following let P I 1 I 2 be the path constructed by Algorithm Connecting the Intervals. In order to show that Algorithm Connecting the Intervals is correct we rst note that there is a rl-shortest path that contains P I 1 I 2 by our choice of I 1 and I 2 . So we only have to show that there is also a L 1 -shortest path that contains P I 1 I 2 .
Let r 1 be the end point of P I 1 I 2 on I 1 and r 2 the end point of P I 1 I 2 on I 2 . Let P 0 I 1 I 2 be the path P I 1 I 2 augmented with the two vertical line segments from r i to the L 1 -projection of p i onto w i which we denote by q i . With this notation we can show the following result.
Lemma 5.2 P 0 I 1 I 2 is a L 1 -shortest path from q 1 to q 2 .
Proof: Let l 1 be below l 2 , R = lca(C u 1 ; C u 2 ), and h as in the algorithm.
Furthermore, let p int be the intersection point of h and I 1 if it exists. We distinguish three cases according to the algorithm.
Case 1 rl(I 1 ; I 2 ) = 1.
If h 1 connects I 1 to I 2 , then P 0 I 1 I 2 is a two link path and, hence, the L 1 -length of P 0 I 1 I 2 is L 1 (q 1 ; q 2 ) as claimed; a similar statement holds, if h 2 connects I 2 to I 1 . If neither of this is true, then q 2 = u 2 since l 1 is below l 2 . If q 1 = l 1 , then P 0 I 1 I 2 is a monotone path from q 1 to q 2 , hence L 1 -shortest. Otherwise, q 1 = u 1 and any path from u 1 to u 2 passes through h. Since h directly connects I 1 to I 2 , P 0 I 1 I 2 has length L 1 (q 1 ; q 2 ).
Case 2 rl(I 1 ; I 2 ) = 3.
If C q 1 = C q 2 , then q 1 is connected to q 2 by a monotone three link path of length L 1 (q 1 ; q 2 ). Otherwise, R intersects I 1 since l 1 is below l 2 . If q 1 = l 1 , then the path from l 1 to p int to q 2 is monotone and, therefore, has length L 1 (q 1 ; q 2 ). If q 1 = u 1 , then any path from u 1 to a point in I 2 intersects h and L 1 -length(P 0 I 1 I 2 ) = L 1 (q 1 ; q 2 ) as in Case 1.
Case 3 rl(I 1 ; I 2 ) = 5.
There is an edge e of H incident to two re ex vertices that intersect h = h R between q 1 and q 2 . Let v be one vertex of e. Clearly, L 1 -length(P 0 I 1 I 2 ) = 22 L 1 (q 1 ; v) + L 1 (v; q 2 ). Since every path P from q 1 to q 2 has to intersect the vertical line segment starting in v downwards, L 1 (q 1 ; v) + L 1 (v; q 2 ) is a lower bound on the length of a path from q 1 to q 2 and, hence, P 0 With the above result the task of nding the distance between two intervals essentially reduces to computing a number of interval intersection and containment queries and lowest common ancestor queries. A query can be carried out in constant time if the rectangle of the subdivision of H the lower end point of an interval belongs to is precomputed; otherwise it takes O(log n) time to locate the rectangles of the interval end points.
The correctness of the algorithm can now be easily shown. Proof: Clearly, P is a rl-shortest path by Lemma 3.4 since it has rllength 1 + 2 + k(p 1 ; p 2 ) ? 2. We now turn to proving that P is also a L 1 -shortest path. Let q i again be de ned as the L 1 -projection of p i onto w i . Observe that L 1 -length(P i ) = L 1 (p i ; q i ) + L 1 (q i ; r i ) and L 1 -length(P I 1 I 2 ) + L 1 (q 1 ; r 1 ) + L 1 (q 2 ; r 2 ) = L 1 (q 1 ; q 2 ) by Lemma 5.2; hence, we immediately obtain that L 1 (p 1 ; p 2 ) = L 1 (p 1 ; r 1 ) + L 1 (r 1 ; r 2 ) + L 1 (r 2 ; p 2 ) which equals L 1 -length(P 1 )+L 1 -length(P I 1 I 2 )+L 1 -length(P 2 ) by Lemmata 4.7 and 5.2. 2
If we are only interested in the distance between the two points, then we can also use the above algorithm if we replace the last two steps as follows.
Algorithm Distance Query The analysis of the Algorithm Smallest Path Query can be summarized as follows. Steps 2, 3, 5, 6, 7, 8, and 10 take constant time. In Steps 1 and 4 point location has to be done if we are given two arbitrary points. In order to do so we can preprocess P in linear time such that point location queries can be answered in time O(log n) 18]. Clearly, Step 9 can be carried out in time proportional to the link length k of the path and, thus, a smallest path query between two arbitrary points takes O(log n + k) time.
If, on the other hand, we take two vertices, point location can be avoided in Steps 1 and 4 by a linear time preprocessing phase as we pointed out before which implies that the query time is O(1 + k).
Finally, since Step 9 0 can be carried out in constant time by the Algorithms L 1 -Distance to Histogram and Connecting the Intervals and Steps 10 0 a and 10 0 b clearly need only constant time, Algorithm Distance Query can be executed in time O(log n) for arbitrary points and O(1) for vertices.
We have shown the following theorem. 24 
Applications
Though the data structure presented above has many potential applications, it is in particular interesting to look at the problem of computing the diameter of a simple rectilinear polygon. The diameter of a polygon P w.r.t. metric d is de ned as the maximum value d(p 1 ; p 2 ) of two points p 1 and p 2 in P. The diameter problem w.r.t. the rl-metric has been investigated before and a linear time algorithm was given. 22] There is also a linear time algorithm to compute the diameter w.r.t. the L 1 -metric 23].
In the following we are concerned with the problem of computing the diameter of P w.r.t. the L 1 -metric. Furthermore, we show how to compute a L 1 -furthest neighbour for each vertex of P where a L 1 -furthest neighbour of a point p is a point that has the maximal L 1 -distance in P to p. In (Ref. 23] ) it is shown that a L 1 -furthest neigbour of a point p is a convex vertex. This implies in particular that the diameter of P is spanned by two convex vertices.
Computing L 1 -furthest neighbours is equivalent to computing the maximum of each row of the n n matrix D = (d ij ) with d ij = L 1 (v i ; v j ) if v 1 ; . . .; v n are the vertices of P ordered counterclockwise around the boundary of P. We have the following lemma. 24] , it is possible to compute the row-wise maxima of D 0 in time O(ne(n)) if it takes e(n) time to evaluate one entry of the matrix. Since e(n) = O(1) with the above data structure, the matrix-searching technique yields a linear time algorithm to compute a L 1 -furthest neighbours for all vertices of P. We summarize our considerations in the following theorem. Theorem 7.2 If P is a simple rectilinear polygon, then the L 1 -diameter of P and a L 1 -furthest neighbour for each vertex of P can be computed in time linear in the number of vertices of P.
Conclusions
In this paper we presented a data structure for answering rectilinear link and L 1 -distance queries between two points in a simple rectilinear polygon. The achieved query time as well as the preprocessing time and the space requirements are optimal. The computed path is shortest w.r.t. both metrics. If we leave the setting of a simple polygon, the query problem becomes considerably harder. There is no known subquadratic algorithm to solve even the one shot problem for a metric that is a linear combination of the rectiliner link and the L 1 -metric among polygonal obstacles.
As an application we were able to show that the L 1 -diameter of a polygon as well as a L 1 -furthest neighbour of each vertex can be computed in linear time.
26
A natural generalization of the considered problem is to allow the paths to follow more than two orientations. It is not clear whether the presented technique can be extended to handle this problem as well. Very little is known about shortest paths with a xed number of orientations.
