Concern about police use of excessive force in the United States has increased over the last several years, due in part to the highly publicized videotaped beating of Rodney King by police in 1991 and the subsequent Los Angeles riot. Consequently, there has been a resurgence
death"; at the level of the police profession, assault victimization "hamper[s] the ability of agencies to recruit new officers; it can undermine police-community relations and it can threaten the professional image of practitioners". Other research has shown that the threat of "physical attack on one's person" and "situations requiring the use of force" are major job-related stressors in law enforcement work (Ellison and Genz, 1983; Speilberger et al., 1981) . Furthermore, officers who have been attacked experience stress that can negatively affect their job performance in a variety of important ways (McMurray, 1990) . Given such findings, it is not suprising that assaults on law enforcement officers are a major concern of government, police administrators and officers themselves (Hirschel et al., 1994: 115) .
Rather than focussing on the etiology of police assaults per se, the current analysis examines factors that are associated with the likelihood of officer injury once an assault has taken place. While certain individual, situational, or environmental factors may increase or diminish the probability of police assaults, they do not necessarily correspond with those factors that increase or diminish the likelihood of injury. Enhanced knowledge regarding those factors associated with officer injury would thus prove useful for recruit training, and ultimately to departmental decision making. This study improves on much previous research by analyzing a broader spectrum of contributory factors, and by doing so within an appropriate multivariate context.
PREVIOUS RESEARCH ON POLICE ASSAULT INJURIES
Prior research on police assault injuries can be divided into three methodological types, each representing an evolutionary improvement on the former. Many early studies employed simple cross-tabulations to identify relationships between variables and the likelihood of officer injury. Later research utilized "calls for service" base rates to control for exposure to harm. More recent and statistically sophisticated research has applied multiple regression techniques to the analysis of police assault injuries.
After a simple cross-tabular analysis of police injury rates by type of call, Bard (1970) influenced national policy by declaring domestic disturbances to be the most dangerous police assignment. While Bard's conclusions have been questioned on a number of bases since, 2 much of the research on police assault injuries has continued to focus on the probability of injury by type of call. Margarita (1980) cross-classified her assault data by injury and type of incident and found that injuries were most likely in the following circumstances: officer as victim (69.4%); other crimes (68.4%); public disturbances (64.9%); domestic disturbances (57.7%); mentally deranged persons (48.9%); and routine (47.5%) ( Table 5 -9, p. 133). Margarita also found that 97 percent of the officers seriously assaulted by assailants using personal weapons (i.e. hands, fist, feet) were injured p. 130) . Using bivariate analyses, Grennan (1987) examined the likelihood of injury in mixedgender patrol teams and found no significant difference in the probability of injury among assaulted male and female officers. used contingency tables to analyze the relationship between the type of weapon used by assailants and officer injury. They found that in general assaults officers were more likely to be injured when suspects used bodily force rather than a firearm. Employing chi-square and t-tests, Uchida and Brooks (1988) explored the relationship between injury and a large number of variables. Although too numerous to review here, some of the salient findings were that officer attributes were unrelated to injury, as were suspect gender, race and type of weapon used by the officer. However, suspect age and weapon usage were associated with the likelihood of injury and, like Margarita (1980) and , they found that officers were more likely to be injured when suspects used physical force. Other significant effects included presence of drugs at the scene, the number of officers present, type of offense, and location of the incident.
Realizing the advantages of using police activity base rates to control for exposure to harm associated with different police calls for service, a second genre of research began ranking police calls for service on the basis of "danger ratios." Danger ratios for a particular type of call are based on the number of call-specific injuries divided by the number of calls for that activity. Garner and Clemmer (1986) initiated this technique in their study of six calls-for-service categories. However, while clearly determining that robbery calls represented the greatest threat to police in terms of homicide, their results regarding the probability of injury were inconclusive. Garner and Clemmer (1986) nonetheless concluded that the "available evidence strongly suggests that researchers and police managers abandon the notion that domestic disturbance calls result in a large number of police deaths" (Garner and Clemmer, 1986:5) .
Utilizing similar base-rate strategies, Uchida et al. (1987) , Ellis et al. (1993) , and Hirschel et al. (1994) calculated danger ratios and rankings for various police activities. Uchida et al. (1987) incorporated the most comprehensive list of distinct calls for service. After disaggregating their "other" category, Uchida et al. found that legal intervention was the most dangerous police activity in terms of risk of injury, followed by alcohol problems, domestic disturbances, and other disturbances. While domestic disturbance calls were not the most dangerous police activity, the authors concluded that domestic situations do in fact "present a high risk of danger to police" (Uchida et al., 1987: 364) . Stanford and Mowry (1990) found that although officers were more likely to be assaulted responding to general disturbances, they were more likely to be injured responding to domestic disputes. Hirschel et al. (1994) , however, reported results in direct opposition to Stanford and Mowry (1990) . They found officers attending to domestic disturbances more likely to be assaulted, but less likely to be injured than when attending to general disturbances. Ellis et al. (1993) concluded that robbery calls and arresting/controlling suspects were more dangerous than either domestic or general disturbances, but that domestic calls were more dangerous than general disturbances in terms of officer injury. Clearly, little consensus exists regarding the relative danger of general versus domestic disturbances.
While many previous studies allowed controls only on exposure to different calls for service or on one or two variables through contingency table analyses, some of the most recent and statistically sophisticated research has utilized multiple regression techniques. Regens et al. (1974) made early use of OLS stepwise multiple regression to explore the relative contribution of community socio-economic, police organizational, and police activity variables in explaining variation in injurious assaults across 46 south-central US cities. The authors found that narcotics arrests and residential stability explained the largest amount of variation in police assault injuries. Grennan (1987) also used OLS stepwise regression to select the best predictors of police officer injury. Statistically significant positive associations were found between injury and whether:
• the incident was an assault vs. a firearms discharge;
• the incident was less overtly threatening (e.g. family dispute, disorderly person) vs. more overtly threatening (e.g. assault in progress, shots fired);
• officers had been involved in fewer vs. more prior firearms discharge incidents; and
• the encounter was an assault only incident vs. a combined assault and firearms discharge incident. used linear regression to examine the effect of patrol unit size, assailant race, number of officers present, and the number of civilians present on the probability of officer injury. Their analysis showed that injury was more likely in single-officer patrol units, when suspects were nonwhite, when one to four officers were present, and when four or more civilians were present.
Using logistic regression, Hirschel et al. (1994) regressed different types of calls for service on officer/suspect attributes and risk of injury. They found that compared with domestic disturbance calls, general disturbances were almost twice as likely to result in an injury to officers. Furthermore, officers were significantly more likely to be injured during calls other than domestic incidents. 3 Finally, Ellis et al. (1993) conducted the most extensive regression analysis of individual and situational correlates of police assault injuries. Utilizing both OLS and logistic regression techniques, the authors estimated the effects of six officer attributes (in one model) and nine situational characteristics (in a separate model) on the likelihood of injury to officers responding to domestic disturbance calls. None of the officer attributes (officer rank, years of service, sex, height, weight, and age) were statistically significant in their first model. In the situational characteristics model, however, five of the nine variables were significant. Specifically, in their OLS regression model, they found that injury was less likely when officers responded to domestic disturbances in detached housing, when civilian victims had not been assaulted, when civilian victims had not been injured, when suspects were not hostile toward officers, and when suspects were not arrested. Their results also suggest that unaccompanied officers and those unprepared for the assault were more likely to be injured than accompanied and prepared officers (Table 4 , p. 161). Clearly insignificant variables were alcohol use (i.e. persons were known alcohol abusers and/or had been drinking at the time of contact), and whether a weapon was involved.
The present analysis advances previous research in two ways. First, the current study examines a broader range of factors potentially related to the likelihood of police assault injury. Much of the previous research has tended to focus narrowly on situational factors, in particular the relative dangerous of the domestic disturbance assault. Second, the current study utilizes logistic regression to analyze factors affecting the likelihood of officer injury. While some prior research has used regression analysis, it has often been done so in seemingly inappropriate ways. 4
DATA AND METHOD
This paper utilizes Baltimore County Police Department (BCPD) assault data originally collected by Uchida and Brooks (1990) . Information on 1,550 nonlethal police assaults occurring from January 1984, through December 1986, was obtained from BCPD official records. The unit of analysis is the individual assault, defined as "any overt physical act that the officer perceives or has reason to believe was intended to cause him harm" (Uchida et al., 1987: 360) .
Although the data included information about assaults on all BCPD police officers, we excluded several categories for our analysis. First, since patrol officers account for the largest proportion of personnel in any police department and comprise the vast majority of victim-officers, 5 it was decided to include only patrol officers in this study. Second, because most assaulted officers were uniformed and on patrol duty 6 at the time of the assault, and since assaults against other types of officers (e.g. plain-clothes, members of SWAT) and off-duty officers may be qualitatively different, nonuniformed, off-duty officers were excluded. Third, as there were few assault incidents involving more than one assailant, 7 we excluded multiple-assailant encounters. Fourth, because our interest is in the likelihood of officer injury, 56 cases were eliminated because the reported "assaults" did not involve a physical attack (i.e. cases in which offenders used words, gestures, spit, etc.). These exclusions left 1,187 assaults for analysis. (Bannon, 1976:70) , and many line and administrative personnel still feel that female officers are unable to handle the physical aspects of police work (Charles, 1982; Grennan, 1987) . Although research has generally found that individual attributes are not very important in explaining the etiology of assaults on law enforcement officers (Bannon, 1976; Uchida et al., 1989) or the use of force more generally (Croft, 1985; Friedrich, 1980) , it would be premature to assume they are unrelated to the likelihood of officer injury. For example, one would expect that officers who are taller (COPHEIGHT) 8 and heavier (COPWEIGHT) (assuming weight is proportionate to height) have an advantage over shorter and lighter officers in protecting themselves from attack and subduing assaultive suspects. 9 Similarly, because males generally possess greater physical strength and are socialized more aggressively than females (Charles, 1982:19; Newman, 1979:126-36) , female officers (COPSEX) may be less able than male officers to subdue assailants and more susceptible to injury when attacked. 10 We also expect that assailants who are taller (SUSPHEIGHT), heavier (SUSPWEIGHT) and male (SUSPSEX), will possess a greater ability to injure victim officers than their shorter, lighter and female counterparts, other things being equal. Officer age (COPAGE) also may play a role in the probability of being injured. 11 Since, on average, younger officers are likely to be stronger, faster and more agile than their older counterparts, they should be better able to avoid injury when attacked. Also, we anticipate that younger assailants (SUSPAGE) will have a greater ability to injure officers than older assailants, controlling for other factors in the model.
Variables
Educational level is thought to be positively associated with police performance (Adler et al., 1994:231) , but it is not clear how it might affect police assault outcomes. One correlational study, however, did find a statistically significant inverse relationship between officer education and the number of assault-related injuries (Cascio, 1977: Table  1 ). In view of this result, we expect to find a negative relationship between officer educational level (COPEDUC) and likelihood of injury. Wilson et al. (1990:268) found that officer injury was more likely in interracial assault incidents. A potential explanation for this finding is that the level of hostility, and thus the intensity of physical aggression, is greater in racially mixed confrontations. Therefore, we include both the race of the officer (COPRACE) and the race of the assailant (SUSPRACE) in the analysis. 12 Officer years of service on the force (YEARSERV) and the number of times officers reported being assaulted during the study period (ASSLTEXP) are expected to have inverse relationships with the likelihood of injury. For instance, whether through direct or indirect experience (e.g. actually being assaulted, witnessing assaults on other officers, listening to "war stories"), police may learn more effective tactics and to be more cautious when confronting assaultive suspects, thereby reducing their chances of being injured when attacked. 13 Several situational variables were also selected for analysis. Wilson and Meyer (1990:43) and Grennan (1987:80-81) found that officer injury was less likely when encountering an armed versus an unarmed suspect, and Margarita's (1980) research showed that high rates of injury can occur when assailants use only bodily force p. 130) . This is probably because, unlike during less overtly threatening encounters, police had some prior warning about the nature of armed situations and were more prepared (e.g. Ellis et al., 1993; Grennan, 1987) . Therefore, we include the type of weapon used by the suspect (SUSPWEAP) and officer (COPWEAP), 14 and expect to find higher rates of officer injury when suspects use physical force to attack police. Regarding officer weapon use, a firearm or other weapon (e.g. baton, mace) should be more effective than unarmed tactics in stopping an assailant and, therefore, we anticipate armed weapon usage to be associated with a reduction in the chance of injury. 15 Wilson et al. (1990:268) found that the number of officers present during an assault incident was positively associated with officer injury. While the number of nonassaulted officers present was not available in the data, we use a variable indicating whether more than one officer was assaulted at the scene (#COPSASSLTD). 16 Based on Wilson et al.'s (1990) results we anticipate finding a positive association between officer injury and the number of officers assaulted. 17 In her police use-of-force study, Croft (1985:104) found that 17 percent of the civilian witnesses assisted assailants, suggesting that bystanders can have an effect on use-of-force outcomes. Wilson et al. (1990:269) found that the presence of four or more civilians was associated with an increase in the likelihood of injury for unaccompanied officers. Although we do not include the number of bystanders present during police assaults, an indicator of whether other, nonassaultive suspects were present at the scene (SUSPALONE) was available. We speculate that the presence of other suspects will cause assailants to resist or fight more aggressively (because their reputation is involved) than when they confront an officer alone, thereby increasing the probability of officer injury. For instance, Toch (1980:50) writes that reasons for attacking a police officer are sometimes related to a "person's self-image and with his appraisal of his social role". He continues:
Even a relatively innocent inquiry by a polite officer can prompt a violent response from a person who views his manhood as challenged or his reputation as at stake. An individual contacted in public, for instance, may use the occasion to give a "benefit performance" to his potential admirers…(p. 55).
The variable DRUGPRES (whether drugs were present at the scene) was included in the model because it is conceivable that the possession of drugs may motivate assailants to attack officers more forcefully to escape and avoid a potentially more severe punishment. It is also possible that possession of drugs may be an indirect indicator of whether the suspect was under the influence of drugs, which might also affect the likelihood of officer injury (McLaughlin, 1992) . 18 Another variable available in the data is whether the assailant was perceived by the officer to be under the influence of alcohol (SUSPDRUNK). Alcohol use has been implicated as an instigating factor in assaults on officers (Curran et al., 1987; McLaughlin, 1992; Meyer et al., 1979; Meyer et al., 1981; Uchida and Brooks, 1988) , but very few studies have examined its association with officer injury. 19 However, it is reasonable to assume that assaultive suspects who are intoxicated or have been drinking have less physical control and coordination than assailants who are sober, suggesting that sober assailants will be better able to injure officers.
The offense category associated with the type of offense committed by the suspect (OFFENSE CAT) was recoded into five categories (legal intervention, 20 domestic disturbances, other disturbances, traffic violations, and other). Because several studies have reached different conclusions regarding the dangerousness of domestic disturbances (Garner and Clemmer, 1986; Hirschel et al. 1994; Stanford and Mowry, 1990; Uchida et al., 1987) , we maintained domestic and other disturbances as distinct categories. This allows us to examine the level of risk involved in the handling of domestic disputes compared to other police activities, controlling for the effects of other variables in the model.
A final variable included here is the action taken by suspects (SUSPACT) prior to the assault (approach officer, converse/yell, flee, fighting, under arrest, and other). There is little prior research to suggest how assailant actions affect the probability of officer injury, but it is arguable that situations where overt conflict is already occurring are particularly dangerous for police because it is likely they too will become a target of the suspect's aggression (Kieselhorst, 1974:53) . Therefore, we expect that suspects already involved in volatile situations (i.e. fighting/arguing) will behave more aggressively, and thus will be more likely to injure officers, than suspects engaged in less hostile actions (e.g. approaching an officer, conversing or yelling, under arrest).
Five "ecological" or environmental variables from the data set were also included in our models. First is the precinct in which the assault took place (PRECINCT). Since there was substantial variation in several socio-economic indicators across precincts in Baltimore County, 21 we examine whether these conditions somehow manifested themselves in the probability of officer injury. Wolfgang and Ferracuti (1982:267) relate that "within a portion of the lower class . . . there is a 'life style,' a culturally transmitted and shared willingness to express . . . hostile feelings in personal interaction by using physical force." They continue, "violence . . . has been incorporated into the personality structure through childhood discipline, reinforced in juvenile peer groups, [and] confirmed in the strategies of the street." Therefore, police assaulters from particularly violent neighborhoods may be more capable, and/or more willing, to injure officers than assailants from areas where violence is less prevalent.
We also include whether an attack took place indoors or outdoors (LOCATION). While there is no precedent to suggest how location affects the likelihood of injury during an assault, an officer's ability to defend himself or herself may in part depend on the kind of environment in which the attack takes place. For instance, in small enclosed areas (such as a small apartment, lavatory, bar, vehicle) officers may not be able to maintain a zone of safety, 22 and therefore will have less time and space available for avoiding or neutralizing an attack. Confined places also may preclude the effective application of some academy-taught self-defense techniques (McLaughlin, 1992:71; Stobart, 1972:123) . Therefore, we anticipate that officers assaulted indoors will be more likely to receive an injury.
Although there may be no strong theoretical rationale for including the remaining environmental variables in our model (i.e. MONTH, DAY, TIME), 23 these variables have been examined for their association with police assaults in prior research (e.g. Bannon, 1976; McLaughlin, 1992; Meyer et al., 1981) , and are therefore included here. 24 
Method
Because our dependent variable is binary, coded one if an officer was injured and zero otherwise, logistic regression is used to estimate the likelihood of officer injury. 25 The multivariate logistic regression model predicts the log-odds (the logit coefficient) of an observation being in one category of the dependent variable versus another (the reference category), given a set of explanatory variables. Continuous variables are interpreted much as in OLS regression; the logit coefficient estimates the change in the log odds of the dependent variable (i.e. officer injury) given a unit increase or decrease in an independent variable, holding constant the effects of other variables in the model. The effects of ordinal and nominal categorical variables are interpreted as the change in the logodds of the dependent variable given a specific category of the explanatory variable. 26 Note, however, that a more intuitive result is obtained by exponentiating the logit coefficients to produce odds ratios. The results are then interpreted as how much the odds of an outcome change given a specific category of a categorical independent variable (or a unit increment or decrement of a continuous variable), controlling for other variables in the model (Demaris, 1992; Hosmer and Lemeshow, 1989) .
On estimating our initial logistic regression models, it became apparent that the pattern of missing values exhibited in the data was problematic. 27 One solution was to simply proceed with the analysis using the remaining cases. However, this results in a loss of efficiency, and if the remaining cases do not comprise a random subsample of the original cases the obtained regression estimates may be biased or inconsistent (Blackhurst and Schluchter, 1989) .
Estimating the missing values themselves through the use of imputation methods provides another potential solution to missing data problems. Several imputation techniques have been proposed, including mean substitution, regression estimates of the missing data (with and without a stochastic component added), maximum likelihood estimation, and principal component analysis, to name a few (Bello, 1993; Blackhurst and Schluchter, 1989) . The potential benefits of imputation techniques are that they "create complete data that retains as many of the available data as possible, allow straight-forward use of standard complete-data methods, and may give consistent results and sometimes reduce bias of parameter estimates" (Bello, 1993:855) .
However, imputation methods do not perform well under all conditions (for examples, see Bello, 1993) . Two such methods -mean substitution for missing data and simple replacement of missing values using regression estimates -have been shown to produce biased results and generally should be avoided (Blackhurst and Schluchter, 1989:164, 172) . However, Blackhurst and Schluchter demonstrate that replacing missing values with logistic regression estimates plus a random error term performed fairly well under a number of conditions. We therefore adopt a similar strategy for the present analysis.
It was desirable to obtain estimates for missing values for three continuous variables: officer weight (9.4% missing), officer years on the force (7.1% missing), and officer height (6.5% missing). Unfortunately, to obtain reasonable estimates of officer weight, we needed to include officer height as a predictor. Since information on officer height was missing for 77 cases, this procedure was not productive in reducing the number of missing values in the data. Therefore, prior to obtaining regression estimates of officer weight, we determined the age and sex of those officers whose values for height and weight were missing. 28 We then selected all officers in the complete data set that matched these cases on age and gender, calculated the mean for officer height for each group stratified by age and sex, and substituted these values for the missing data on officer height. The means, standard deviations, and other statistics for the imputed and nonimputed officer height variables were virtually identical.
Next, we regressed officer weight on officer age, height, sex and education using linear regression, 29 replaced the missing values for officer weight with the predicted values obtained from the regression, and then added to these values a random error term generated from a normal distribution with a mean of zero and a standard deviation equal to that obtained in the regression. The same procedure was followed for the number of years officers were on the police force (YEARSERV), which was regressed on officer age, sex, education, race, and the number of times officers were assaulted within the study period (ASSLTEXP). 30 Another variable with a substantial number of missing values was the officer's perception of whether the assailant was under the influence of alcohol at the time of the assault (SUSPDRUNK) (10.0%). Since we wanted to reduce further the listwise deletion of cases due to missing data, and because SUSPDRUNK is a categorical variable, we used a CHAID analysis to suggest how to recode the missing values. CHAID uses an imputation-like technique to merge categories of nominal or ordinal predictor variables (including missing values) that do not differ significantly from each other in terms of their relationship to the dependent variable. In other words, CHAID will merge a missing-value (or other) category with "the category with which it shares the most similar distribution of the dependent variable" (Magidson, 1993:11) . The results showed that the missing values were most similar to the sober category, and the two categories were combined. 31 Using the above imputed variables in a logistic regression model with all predictors reduced the number of missing cases from 371 (31.3%) to 171 (14.4%). 32 The findings are discussed in the following section. Table 2 presents the results of three logistic regressions predicting officer injury: Model 1 is comprised of officer and suspect characteristics, Model 2 consists of situational variables, and Model 3 includes environmental variables only. To conserve space at this exploratory stage, only log odds and indicators of variable significance are reported. Also note that since it is not uncommon during exploratory stages of model building to use significance levels greater than the standard 0.05 level (Hosmer and Lemeshow, 1989) , we highlight those variables significant at the 0.10 level to indicate their potential importance in explaining the outcome variable. (The traditional 0.05 alpha level is used in subsequent models.) After examining each model separately, we estimate a combined model containing all independent variables (presented in Appendix A). This model is then refined (Table 3) , and the implications of the findings discussed.
RESULTS
In examining Table 2 one sees that the situational model (Model 2) has the greatest number of predictor variables significantly related to officer injury. Specifically, Model 2 suggests that the log odds of injury increased when:
• more than one officer was assaulted (#COPASSLTD);
• suspects assaulted officers using bodily force as opposed to a weapon (SUSPWEAP); Success Index = 0.010, 0.003 * = Significant at the 0.10 level; ** = Significant at the 0.05 level; *** = Significant at the 0.01 level a It is not uncommon during exploratory stages of model building to use significance levels higher than the standard 0.05 level (Hosmer and Lemeshow, 1989 Model 1 (officer/suspect attributes) produced only two predictors significantly related to the dependent variable. Here we find an increase in the log odds of injury when officers had less than a four-year college degree (COPEDUC), and when assailants were nonwhite (SUSPRACE).
Model 3 suggests that, compared to Cockeysville, the risk of injury is significantly greater for patrol officers assaulted in five of the other precincts (PRECINCT), and when officers were assaulted in the summer versus the spring months (SEASON). Note, however, the model chi-square value indicates that none of the coefficients in this model are significantly different from zero. 33 McFadden's Rho-squared and the other statistics 34 reported at the bottom of each model also indicate that the environmental model performs the worst while the situational model performs best in explaining officer injury.
Since regression estimates may be biased when relevant predictor variables are excluded from a model (Pedhazur, 1982: 226-228) , the variables from Models 1, 2 and 3 in Table 2 are combined to form a new model. This represents a linear model of officer injury; however, if nonlinear relationships exist between the criterion and predictor variables, assuming linearity in the logits and estimating a linear model results in specification error (Pedhazur, 1982: 229) . Therefore, we examined the scale of the logits for the continuous variables using a procedure suggested by Hosmer and Lemeshow (1989:89-97 ; see also Demaris, 1992:49-51) . 35 Significant nonlinear effects were found for two predictors; specifically, significant quadratic and cubic effects were obtained for officer height (COPHEIGHT) and years of service (YEARSERV), respectively.
We also wanted to examine more closely the effect of ASSLTEXP, the number of times officers were assaulted within the threeyear study period. If one suspects that a continuous explanatory variable is related to the criterion nonlinearly, one option is to group the variable into categories and proceed with the analysis (Hosmer and Lemeshow, 1989:57; Pedhazur, 1982:404) . Therefore, because ASSLTEXP was fairly limited in range 36 we decided it should be recoded and treated as a categorical variable (as opposed to attempting to model it nonlinearly with power polynomials or transformations). 37 Given that we found statistically significant nonlinear effects, we limit our discussion to the results displayed in Table 3 (for those interested, however, the combined linear model appears in Appendix A).
As shown in Table 3 , the variables that were statistically significant in the individual attributes model (Model 1, Table 2 ) remain significant and relatively unchanged in magnitude. In addition, however, significant nonlinear effects were obtained for officer height (COPHEIGHT) and years of service (YEARSERV). For COPHEIGHT we find that for each inch increase in officer height there is a large and statistically significant decrease in the odds of officer injury. However, while taller officers have a lower associated risk of injury, the statistically significant second-order term indicates that height has a diminishing impact on the odds of injury with greater increases in officer height. For each additional year of service (YEARSERV) the odds of an officer receiving an assault-related injury also decrease significantly and substantially. Examination of the quadratic and cubic terms, however, suggest that the odds of injury increase, and then decline again with additional years of service. (We clarify the nature of these nonlinear relationships in the discussion section.)
The effect of the number of times officers were assaulted within the study period (ASSLTEXP) was insignificant when modeled continuously and linearly. However, when recoded into five categories (Table 3) , we find that officers assaulted one to three times, five to eight times, and nine to ten times were significantly less likely to be injured than officers assaulted four times. 38 As in Model 1 (Table 2) , patrol officers were significantly less likely to be injured when attacked by white assailants (SUSPRACE), and when they had four or more years of college (COPEDUC). Statistically insignificant effects for officer/suspect attributes in Table 3 include officer race (COPRACE), officer sex (COPSEX), suspect sex (SUSPSEX), officer age (COPAGE), suspect age (SUSPAGE), officer weight (COPWEIGHT), suspect weight (SUSPWEIGHT), and suspect height (SUSPHEIGHT).
Examining parameter estimates for the situational characteristics in Table 3 , we find significant effects for the same variables that were significant at the 0.05 level in Model 2 (Table 2) . Consistent with Wilson et al.'s (1990:268) finding, there was an increase in the odds of injury when multiple officers were assaulted as opposed to when only one officer was assaulted (#COPASSLTD). An unanticipated finding is that officers were less likely to be injured when other, nonassaultive suspects were present (SUSPALONE), a result somewhat in opposition to Wilson et al.'s (1990:269) finding of a positive association between the number of bystanders present and officer injury. Patrol officers were more likely to be injured when assailants used bodily force as opposed to when they used a gun or other weapon (SUSPWEAP), which is congruent with findings by Margarita (1980:130) , Wilson and Meyer (1990:93) , and Grennan (1987:80-81) . Contrary to most other research (Ellis at al., 1993; Stanford and Mowry, 1990; Uchida et al., 1987) , but consistent with Hirschel et al.'s (1994: 108) results, we found that domestic disturbances posed less risk of injury to officers than other disturbances (OFFENSE CAT). Additionally, domestic disturbance assaults were no more injurious than traffic stops, legal interventions, or "other" police activities. Regarding the assailants' initial actions (SUSPACT), there was a reduction in the odds of injury when officers were approached by suspects, and when suspects were conversing or yelling compared to when they were fighting/arguing with another officer. The odds of injury when suspects attempted to flee, were under arrest, or took some other action, were not significantly different from the fighting category, indicating that the risk of injury to officers was similar in these circumstances. The results for SUSPDRUNK (officers' perception of whether the suspect was under the influence of alcohol) suggest that the odds of officer injury were greater when police were assaulted by suspects who appeared to be sober. Although the Wald statistic (i.e. t-ratio squared) shows that the effect is not statistically significant at the 0.05 level (p = 0.066), the 95 percent confidence interval for the odds ratio (0.978 -2.010) just barely includes 1, suggesting that suspect alcohol use likely has an effect on the odds of officer injury (Hosmer and Lemeshow, 1989:93) . Situational factors not associated with the likelihood of officer injury include type of weapon used by the officer (COPWEAP) and the presence of drugs (DRUGPRES).
Among the environmental factors in the combined model, the time, day, season and location of the assault were unrelated to officer injury. Note that the statistically significant difference between the spring and summer categories for SEASON in Model 3 (Table 2 ) became nonsignificant once additional variables were controlled for. The effect of neighborhood or community context (PRECINCT), however, appears to be important in terms of risk of injury, with the estimates increasing substantially in magnitude and statistical significance in the combined model. One sees that, compared to officers assaulted in Cockeysville, the odds of injury were much greater among officers assaulted in five other precincts.
A comparison of the values for McFadden's Rho-squared and the Success Index obtained in the combined model in Table 3 indicates substantial improvement over each of the three individual models shown in Table 2 . However, the magnitude of McFadden's Rho-squared for the combined model (0.12) suggests only a modest result. The prediction success table results also are not terribly optimistic; the combined model correctly predicted only 86 (35%) of the observed 248 injured officers. 39 Moreover, the combined model showed only a moderate increase over the individual models in the proportion injured correctly predicted (about a 10 percent increase over Models 1 and 3, but only a five percent increase over Model 2). Nevertheless, the results do suggest which variables are important in their own right in explaining officer injury.
DISCUSSION
In addition to situational and environmental factors, this research examined several individual-level characteristics of police officers traditionally thought to affect police performance (Riksheim and Chermak, 1993; Sherman, 1980) . For instance, Bannon (1976:70) has noted that "[t]raditionally police administrators held fast to the notion that the height of an officer had a direct bearing on his ability to perform police service". Grennan (1987:77-78) relates that most police executives believe women should not be on patrol because they lack the physical strength of males and thus "create a danger to other officers and the public when they get involved in a violent situation." More highly educated officers are thought to be more sympathetic toward minorities, have better communication skills, and show more initiative on the job (Adler, et al., 1994:231) .
However, contrary to our expectations, most officer and suspect characteristics were unrelated to officer injury in our analysis. For example, we found (as did Grennan, 1987:80-81 ) that female officers were no more likely to be injured when assaulted than male officers, indicating that line and administrative concerns about female officers being unable to handle violent encounters may be unjustified. 40 The sex of the assailant was not a factor in causing officer injury either, implying that assaultive women should be considered no less dangerous than assaultive men.
Other physical characteristics commonly believed to be associated with injury were insignificant as well. For example, the weight 41 and age of officers and assailants were statistically unrelated to officer injury. However, officer height (but not assailant height) was significant. 42 It is unclear whether this finding is due to the characteristics of the officers (e.g. shorter officers being less able to defend themselves) and/or to the motivations and strategies of assailants (e.g. launching particularly forceful attacks on very tall officers to ensure victory), or both.
The odds of injury decreased as officers gained more experience on the job, but as with officer height the relationship is complex. Figure 2 shows that the odds of injury decline rather sharply as officers gain experience during their first six years on the job. However, further reductions in the odds of injury occur only at much greater levels of experience -starting at about the 13th year. 43 Officer race was unrelated to injury, but patrol officers were more likely to be injured when assaulted by nonwhite suspects than when attacked by white suspects. It is difficult to develop an adequate explanation for this finding without additional information. However, because of the historically antagonistic relationship between the police and minority communities (Hochstedler and Conley, 1986; Murty et al., 1990) , many minorities hold less favorable attitudes toward the police than do whites (Bouma, 1973; Decker, 1985; Smith et al., 1991) . Therefore, attacks on police by nonwhite assailants may tend to be particularly contentious. 44 Officers with four or more years of college education were less likely to be injured when attacked than officers with less than four years of college experience or only a high school education, results congruent with Cascio's (1977) finding of an inverse relationship between officer injury and officer education in Dade County, Florida. Although speculation, education may somehow be positively associated with cautionary behaviors on the part of officers, thereby reducing their chances of being injured when assaulted.
We also expected to find a reduction in the odds of injury with increases in the number of times officers were assaulted within the study period. Here we assumed that officers would be better prepared to handle such attacks as their experience with them increased. We did find that compared to officers assaulted four times, those assaulted five to eight times and nine to ten times were significantly less likely to be injured, providing partial support for our hypothesis. However, we also found that officers assaulted one to three times were less likely to be injured than officers assaulted four times, a relationship counter to our hypothesis. 45 The only environmental variable that appears to contribute to our understanding of police assault-related injuries is the officer's precinct. The findings suggest that different communities do pose greater or lesser risks to patrol officers in terms of assault outcomes, although we found mixed support for a subculture of violence explanation. Compared with Cockeysville, officers were much more likely to be injured in the Essex and Dundalk-Edgemere precincts, which had the highest violent crime rates, lowest median incomes, highest percentages unemployed, and lowest educational levels (Uchida et al., 1989: Table 2 ). However, similar effects also were found for Parkville and Fullerton, which ranked much more positively on the same socio-economic indicators, thus detracting from a subculture of violence argument. 46 Woodlawn, the remaining precinct exhibiting significant effects, had mid-level rankings on the indicators. There is no evidence that the other environmental variables (i.e. season, day, time, and inside/outside location) had any effects on officer injury once situational and individual characteristics were controlled for.
Several situational characteristics were associated with the likelihood of officer injury, and based on the model statistics (Models 1-3 in Table 2 ) they performed best overall in explaining injury. We found that injury was positively associated with multiple-victim assault incidents, indicating that single-victim officers were less likely to be injured. Perhaps unaccompanied officers interviewing and confronting suspects take more precautions than when other officers are present, or maybe assailants brazen enough to attack multiple police officers represent particularly dangerous threats. This variable does, however, suffer from measurement problems and should be viewed cautiously. 47 Officers were more likely to be injured when assailants used bodily force as opposed to a firearm or other weapon. There may be a couple of reasons for this. First, although gunshot wounds pose a serious threat to police, only two (5.4%) out of 37 gun assault victims were injured, and of these only one was hospitalized. However, none of the officers shot at were hit (Uchida and Brooks, 1988:31) . The high failure rate of the gun assaults (and to a lesser degree other weapon assaults) 48 suggests that officers had prior warning that they might be facing armed situations and took appropriate defensive measures.
Second, the high injury rate from unarmed attacks may reflect partially the less predictable nature of such events. For example, McMurray (1990:57) found that 74 percent of a sample of assaulted officers in Washington, DC, and Newark, NJ, were disturbed most about the unpredictable nature of their assaults, suggesting that the officers had not anticipated being attacked. Meyer (1992:10) characterizes many police use-of-force situations as "sudden, close-contact situations requiring immediate, instinctive response," indicating there is often little warning that an attack is imminent. We also suspect that there is an "habituation effect," i.e. where officers so frequently encounter situations in which the potential for use of force exists, but where force (beyond a firm grip) is not used that they come to expect most routine situations will be resolved without physical conflict, and therefore become less cautious over time. Thus, taking greater precautions during more routine encounters may do much to reduce the number of successful assaults.
Contrary to our expectations, officers were less likely to be injured when other nonassaultive suspects were present. Although this result appears counterintuitive, the idea that more threatening situations cause officers to be more cautious may explain this result. In other words, patrol officers may be more careful when confronting multiple suspects than when confronting unaccompanied suspects. However, an adequate explanation requires more specific information about the actions (if any) taken by other suspects or anyone else present at the scene (e.g. bystanders, family members). Ellis et al. (1993) , Stanford and Mowry (1990) , and Uchida et al. (1987) found that domestic disturbances were more injurious than other disturbances; however, we found just the opposite. Furthermore, our research showed that domestic disturbance assaults were no more injurious than assaults occurring during legal interventions or when officers responded to traffic violations. Although the Stanford and Mowry (1990) and Uchida et al. (1987) studies are noteworthy, their estimates of danger rates for various police activities fail to control for the effects of other variables that may be important in explaining the likelihood of officer injury. Similarly, although Ellis et al. (1993) used multivariate techniques, they examined the effects of officer attributes and situational characteristics on injury in separate models, and did not include offender characteristics or environmental factors. 49 Thus, our risk estimates may be the most accurate to date.
The actions taken by suspects prior to assaulting officers also seem to be important in explaining the likelihood of officer injury. For instance, officers were less likely to be injured when approached by suspects, and when suspects were conversing/yelling as compared to when they were already fighting with or arguing with another officer. Other actions, such as when offenders were trying to escape or were under arrest, were about as dangerous to officers as when offenders were fighting. Thus, apprehended offenders, escape attempts, and policecitizen conflicts appear to represent more volatile, fight-or-flight situations, suggesting that law enforcement officers should be particularly cautious when dealing with suspects in these circumstances.
The estimate of the effect of suspect alcohol use on injury, although technically only near statistical significance, nevertheless supports our notion that assailants under the influence of alcohol are less able than sober assailants to carry out successful assaults (see note 42). However, since only one other study has examined the relationship between suspect alcohol use and officer injury and found no effect (Ellis et al., 1993) , further study on the role alcohol plays in assault outcomes is needed.
As with alcohol use, it was desirable to know whether suspects under the influence of drugs were more or less likely to injure officers. Unfortunately, such an indicator was not available in the data set, and our proxy variable -whether drugs were present at the scene of the assaultproved to be statistically unrelated to the outcome variable.
The sign of the coefficient for the remaining situational variablethe type of weapon used by the officer (bodily force or other weapon) -was negative and in a direction opposite of that anticipated. Though insignificant (p = 0.098), the direction of the effect suggests that officers were less likely to be injured when they used physical force compared to when they used a firearm or other weapon. It is important that future research examine the relationship between type of officer weapon use and the probability of injury to determine which weapons provide the most safety for police, especially as new nonlethal weapons (e.g. oleoresin capsicum sprays, side-handle batons) are developed and issued to police on a wider basis.
Policy Implications
The results of this study suggest several implications for policy. 50 First, the data show that the majority of assault incidents involved unarmed attacks against the police, and that such attacks were more likely to result in officer injury than armed attacks. Moreover, most officers responded to assailants with physical force. Batons, firearms, or other weapons were rarely used. Thus, greater officer proficiency 51 in unarmed defensive tactics may help reduce the number of police assault-related injuries.
Second, since fewer years of service was associated with increases in risk of injury, police departments might consider providing additional in-service training for patrol officers with less than five or six years of experience to ensure adequate skill acquisition and retention in use-of-force prevention strategies and unarmed defensive tactics. Inservice training for more experienced patrol officers might still be desirable, but could be conducted less frequently. The reductions in work time lost and medical costs due to injuries may well offset the costs of instituting such a program.
Third, although prior research has dismissed officer height as an indicator of police performance (White and Bloch, 1975) , we discovered that very short and very tall officers were more likely to be injured when assaulted than officers of average height. To the extent that this stems from a self-defense deficit related to the physicality of the officers, it suggests that defensive tactics instructors may need to tailor additional strategies to increase these officers' effectiveness during use-of-force encounters.
Fourth, substantial numbers of assaulted officers reported being victims multiple times within the study period. Therefore, it may be beneficial for police administrators to identify such officers, as well as those repeatedly involved in use-of-force conflicts more generally. Departments could then work with them to reduce their involvement in use-of-force encounters. Toch and Grant (1982) implemented this type of program in the Oakland Police Department in California.
Fifth, the actions taken by assailants prior to assaulting officers indicate that the risk of injury is, to some degree, associated with suspect motivation. Specifically, the data suggest that suspects already involved in hostile conflicts with other officers, escape attempts, and arrest situations represent increased risks to police, calling for greater caution from officers facing these kinds of situations.
Sixth, officers assaulted by nonwhite suspects were more likely to be injured than officers assaulted by white suspects, suggesting that these incidents were characterized by greater hostility. Although instruction in violence-reduction strategies in general is important for recruits and patrol officers, additional attention should be paid to police and minority community relations and awareness programs to reduce tensions and hostilities.
Seventh, officers graduating college were less likely to be injured than officers without a degree. Lower injury rates among better educated officers, possibly due to greater caution and/or foresight, suggest one more reason for law enforcement to continue the trend toward higher education.
Eighth, our research indicated that domestic disturbances were no more dangerous than traffic stops, legal interventions, or "other" calls for service, and were in fact less dangerous than general disturbances. Nonetheless, we feel that it may be too early to dismiss the dangers associated with the domestic disturbance category. As others have noted (Garner and Clemmer, 1986:5; Uchida et al., 1987:365-366) , extraordinary precautions prompted by a belief in the risks associated with domestic disturbances may have acted to conceal their dangerousness by reducing officer injury. Thus, dispelling the "myths" surrounding domestic disturbance calls could lead to some undesirable consequences, such as reductions in cautionary behaviors and subsequent increases in injury rates among officers attending them.
NOTES
An earlier version of this paper was presented at the annual meeting of the American Society of Criminology, Miami, November 9-12, 1994 . The data utilized in this analysis, originally collected by Craig D. Uchida and Laure W. Brooks, were obtained from the Inter-university Consortium for Political and Social Research. We thank David McDowall and the anonymous reviewers for their helpful comments. Of course, we bear full responsibility for the analyses, interpretations and any errors presented herein.
1.
For instance, Stobart (1972:111) reported 10,935 work days lost in one year alone due to injurious assaults on officers in one large municipal agency.
2.
At the time of Bard's analysis, the UCR defined "disturbance calls" as "family quarrels, man with gun, etc." While the disturbance call category in fact represented an aggregation of different types of disturbances, it was often perceived by laymen and researchers alike as referring solely or mostly to domestic disturbances. This aggregation and associated misconception inflated the apparent "dangerousness" of the domestic disturbance call (Garner and Clemmer, 1986 :2).
3.
Other calls for service examined by Hirschel et al. (1994) were burglaries, robberies, other arrests, suspicious persons/ circumstances, mentally deranged, handling prisoners, traffic stops, and other (p. 109).
4.
For example, the use of OLS regression with a dichotomized dependent variable violates certain OLS assumptions, such as normally distributed errors. Thus, estimates of the magnitude of the effects of the independent variables may be seriously in error, and standard statistical inferences (e.g. hypothesis tests and confidence intervals) may be inappropriate (Aldrich and Nelson, 1984:9-10) . The use of OLS stepwise regression can also lead to biased parameter estimates (Finkelstein and Levin, 1990:357; Pedhazur, 1982:226) , leading Kennedy (1992:52) to state that the method should be avoided. While Ellis et al. (1993) used logistic regression to examine situational factors associated with the likelihood of officer injury, they excluded many potentially relevant variables from their model, such as officer and assailant characteristics. Omitting relevant variables also can result in model misspecification (Pedhazur, 1982:225-230) .
5.
Ninety-three percent of the BCPD law enforcement officers assaulted were patrol officers.
6. Ninety-seven percent of the BCPD officers were in uniform, and 98.6 percent were on patrol duty at the time they were assaulted.
7.
After making the other selections, only 4.1 percent (54) of the assaults involved more than one assailant.
8.
Note, though, that after an extensive review of the literature and an examination of data from five law enforcement agencies, White and Bloch (1975:6) concluded that there were no "important difference [s] in the performance of tall and short officers with similar seniority and assignments," including the likelihood of officer injury. However, the statistical methods used were rather simple -specifically, the Kolmogorov-Smirnov TwoSample Test and chi-square tests of significance (p. 93) -and the data were often so inadequate that no firm conclusions could be reached (pp. 6,14).
9.
Of course, physical size and strength are not likely to be important determinants of officer and assailant accuracy with a firearm. Thus, this and related arguments assume that assailants typically use "personal" weapons to attack officers (i.e. fists, feet, or other bodily force), and that officers typically respond to these attacks with personal weapons themselves. This is certainly true in this study (91.2 percent of the suspects and 95.3 percent of the officers used only physical force), and nationally as well (for example, see Flanagan and MaGuire, 1992:420; Meyer et al., 1979; McEwen and Leahy, 1993:2; Pate and Fridell, 1993b:9) .
10.
A study of 1,620 police assaults occurring between November 1980 and October 1984 by the Orlando, Florida, police department found that female officers were slightly more likely to have been moderately injured than male officers during use-offorce situations, and that suspects were slightly more likely to be moderately injured by male officers (Hurlburt, et. al, 1985 , cited in McLaughlin, 1992 .
11.
The effect of officer age may become more salient if police departments eliminate current age requirements for applicants, as the LAPD did recently.
12.
All of the nonwhite officers in the analysis were AfricanAmerican, and all but three of the nonwhite assailants were African-American.
13.
It is also important to include this variable in the model because it controls for the fact that the observations may not be fully independent, i.e. that there are multiple victimizations of some officers.
14.
It was necessary to combine the firearm and other weapon categories as there were too few cases for analysis after taking into consideration missing values; for officers, 3.6 percent (42) used a firearm, and 1.2 percent (14) some other weapon; for suspects, 3.1 percent (37) used a firearm and 5.7 percent (68) some other weapon.
15. This, of course, assumes that officers did not draw their weapon subsequent to being attacked and injured.
16.
Note that officers were assigned to single-unit patrols at the time of the study.
17.
It is probable that the same process is at work for both the number of assaulted and unassaulted officers present at the scene, i.e. that other officers respond to or are dispatched to more volatile situations.
18.
The direction of the effect of a specific drug is difficult to determine, however, as it can vary depending on the physical, mental and emotional characteristics of an individual. Certain drugs, though, have been known to increase physical strength and insensitivity to pain, e.g. anabolic steroids and PCP (McLaughlin, 1992:79-80) .
19. Ellis et al. (1993) examined the relationship of assailant alcohol use and the probability of officer injury and found that the effect of alcohol was statistically insignificant. However, it is unknown what proportion of their sample was perceived by police to actually be under the influence of alcohol at the time of the assault. As the authors note, this variable represents assailants who "have a drinking problem and/or have been drinking" (p.159).
20.
Legal intervention refers to "executing search and arrest warrants, transporting prisoners, conducting jail searches, and backing up officers" (Uchida and Brooks, 1988:28) .
21
. Uchida et al. (1989) used census data to describe the socioeconomic context of each of the nine precincts in Baltimore County. Essex and Dundalk-Edgemere had the highest violent crime rate, lowest median income, lowest average years of education, highest percent unemployment, highest number of assaults per officer, and a 93 percent white population. Cockeysville had the most positive average ranking based on the socio-economic indicators, and had a population that was 96 percent white. Woodlawn and Garrison had the largest AfricanAmerican populations (28 percent and 13 percent, respectively), and had moderate rankings based on the socio-economic indicators. Fullarton and Parkville were 95 percent white and generally had high rankings, although not as high as Cockeysville (Table 2) .
22.
When interviewing suspects, law enforcement officers often are taught to maintain a certain distance between themselves and the persons they are interviewing. This gives the officer more time to react to an assault, and increases his or her chances of evading or countering a suspect's kick, punch, or other offensive movement (Clede and Parsons, 1987:31) .
23.
However, lighting and weather conditions could conceivably have some effect on use-of-force outcomes.
24.
Although the inclusion of variables with no theoretical expectations in a regression model (sometimes referred to as "kitchen sink models") may be objectionable, the inclusion of irrelevant variables does not lead to bias in the estimates of regression coefficients (Pedhazur, 1982:228-229) .
25.
As mentioned in note 4, the use of OLS multiple regression with a dichotomized dependent variable violates certain OLS assumptions. Although discriminant analysis might be used, it assumes multivariate normality of the independent variables (Demaris, 1992) , which may not be reasonable, especially when qualitative explanatory variables are included in a model (Kennedy, 1992:236) .
26.
For categorical variables in this analysis we use an indicatorvariable coding scheme, which estimates the effect of a particular category of an explanatory variable on the dependent variable compared to a specific reference category. One alternative is to compare the effect of each category of an independent variable to the average effect of all the categories of that variable (see Norusis, 1993 for an example).
27.
In a model containing all the variables, 371 cases (31.3%) were eliminated listwise due to missing data.
28.
We selected cases where officer height and weight were missing (n = 64) to keep at a minimum the number of cases for which we would have to estimate values for height; thus, we estimated height values for 64 officers instead of all 77.
29.
All predictors were significant at or less than p = 0.0001; the R Squared value was 0.46.
30.
All predictors were significant at or less than p = 0.0002; the R Squared value was 0.61.
31.
It is possible that officers assaulted by suspects who were perceived not to be under the influence of alcohol were more likely to omit that information from their reports than in those situations where suspects were believed to be under the influence of alcohol. This may explain why the distributions of the missing and sober categories were similar in relation to the dependent variable.
32.
Although there were no major differences between the final models using the imputed and nonimputed data, the standard errors were larger, significance levels were lower, and several categories of the precinct variable and one category of the officer education variable were insignificant when the nonimputed data were used. These results are available from the authors on request.
33.
The interpretation of the model chi-square value in logistic regression is analogous to the overall F test in linear regression, and if significant indicates that one or more coefficients in the model are different from zero (Hosmer and Lemeshow, 1989:31 37. ASSLTEXP was recoded into five categories, which were arrived at by successively treating each category as the reference and merging adjacent categories that were not significantly different from it, but keeping separate those categories that were found to be statistically significant from at least one other category (e.g. this is why category 2 -those assaulted four times -was not merged with category 1 -those assaulted one to three times).
38. An explanation for these observed effects presently eludes us.
Comparing the personal attributes of officers and suspects, the situational characteristics of the assault incidents, and precinct revealed no major differences between the officers assaulted four times and the rest of the sample.
39.
There were 248 injured officers in the logistic regression analysis after deletion of cases with missing values.
40.
However, we feel that before firm conclusions regarding female officer safety can be made, a closer examination of the dynamics of assault incidents is warranted. For instance, male officers may tend to take command of potentially violent situations (Grennan, 1987:79) , thereby reducing the risk of injury to female officers. Additionally, the majority of injuries in this study were minor, and significant gender differences might be found if injury seriousness was the focus of a study.
41.
We also computed bodymass variables that took into account the weight and height of officers and suspects, but they failed to achieve statistical significance.
42.
Computing odds ratios, we find that the odds of injury for an officer 80 inches tall are about 3.7 times those for an officer 70 inches tall, while the odds of injury for an officer 61 inches tall are about 2.8 times those for an officer 70 inches tall. Although the tallest officers have the highest risk of injury, the odds of injury for an officer 81 inches tall are only 1.30 times those for an officer 61 inches tall.
43.
Calculating odds ratios, we find that an officer with less than one year of service is 13.5 times as likely to be injured as an officer with 28 years of service; an officer with six years of service is 6.8 times as likely to be injured as is an officer with 28 years of service.
44.
One of the anonymous reviewers also suggested a "victim precipitation" explanation, i.e. that officers using greater force against nonwhite suspects may be increasing their own risk of injury. On the other hand, one could argue that officer use of greater force during physical encounters might reduce their risk of injury.
45.
The obtained results should be viewed cautiously because this variable possibly suffers from substantial measurement error. First, information on the number of times officers were assaulted prior to the study period was unavailable. Second, Bannon (1976:7) indicates "police officers have recognized the disadvantage they incur in not having alleged an attack upon themselves in which they were required to use force in order to overcome . . . resistance". Therefore, some number of alleged assaults probably did not occur. Although both problems threaten the validity and reliability of the data, the truncation problem is probably the more serious of the two.
46.
A potential problem in relating police injury rates to sociodemographic characteristics of precincts in regression is that the residuals may be spatially autocorrelated. Precinct boundaries are artificially created, likely causing some socially, demographically, and culturally homogenous neighborhoods to be intersected by these boundaries. Therefore, socio-demographic measures in one precinct are unlikely to be independent of the same measures in adjacent precincts resulting in spatial autocorrelation. This can cause the standard errors of the regression coefficients to be biased, thus affecting the tests of significance of the regression estimates (Odland, 1988) .
47.
We are unable to tell from the data if in fact single-victim assault incidents are less dangerous than incidents where multiple officers are assaulted. To answer this question appropriately requires information about:
• whether other officers were present at the initiation of an assault incident and immediately assisted a victim-officer;
• whether other officers assisted a victim-officer subsequent to the initiation of the assault; and
• the number of assisting officers assaulted and their injury status.
48.
Of 68 attacks where assailants used some other weapon, only 13 (19.0%) of the officers were injured, and of these five were hospitalized; of the 1,070 officers attacked by unarmed suspects, 282 (26.4 %) were injured and 43 hospitalized.
49.
The exclusion of variables related to both the criterion and other explanatory factors in a model leads to model misspecification and biased parameter estimates (Pedhazur, 1982:226) .
50.
One must be cautious in making policy recommendations regarding assault-related injuries when not taking into account the probability of being assaulted in the first place. For instance, we found that very tall officers were more likely to be injured when assaulted than officers of average height. However, if taller officers are much less likely to be assaulted in the first place, their overall likelihood of injury would be low. Thus, the inferences one can make from the given data are more limited than if the sample were comprised of assaulted and unassaulted officers.
51. It appears that most police recruits receive relatively few hours of unarmed defensive tactics training. For example, the minimum number of hours of instruction mandated by New York State, Massachusetts, Michigan, and Washington range from 35 to 48 hours, with no in-service training required (Bruining, 1994; Hodges, 1994; Large, 1994; Wayne, 1994) . Most large city and county police departments (i.e. those with 500 or more sworn personnel) conduct their own training, with some providing more hours of instruction than mandated by the state. For instance, the SFPD provides their recruits with 148 hours of instruction, and the Honolulu PD provides about 100 hours. However, on average, most large agencies provide about 62 hours of unarmed defensive tactics training; the Washington, DC Metropolitan Police Department provides only 10 hours (Strawbridge and Strawbridge, 1990) . Thus, even among large agencies it is doubtful that many patrol officers will develop and retain appropriate skill levels without more hours of academy instruction and regular in-service training (McLaughlin, 1992:119 Total Correct = 0.674 Success Index = 0.087, 0.028 *** = Significant at the 0.05 level *** = Significant at the 0.01 level *** = Significant at the 0.001 level
