Abstract -We have developed a refinement to existing methods to increase the capacity efficiency of span-restorable mesh networks on sparse facility graphs. The new approach views the network as a "meta-mesh of chain sub-networks." This makes the prospect of WDM mesh networking more economically viable than with previous mesh-based design where the average nodal degree is low. The meta-mesh graph is a homeomorphism of the complete network in which edges are either direct spans or chains of degree-2 nodes. The main advantage is that loop-back type spare capacity is provided only for the working demands that originate or terminate in a chain, and not for the entire flow that crosses a chain. The transiting ("express") flows are entirely meshprotected within the meta-mesh graph which is of higher average degree and hence efficiency for mesh restoration, than the network as a whole. Nodal equipment savings also arise from the grooming of express lightpaths onto the logical chain-bypass span. Only the meta-mesh nodes need optical cross-connect functionality. Other sites use OADMs and/or glassthroughs. The resultant designs comprise a special class of restorable network that is intermediate between pure span restoration and path restoration. Most of the efficiency of path restoration is achieved, but with a span restoration mechanism which is more localized and potentially faster and simpler than path restoration. The concept lends itself to implementation with OADMs having a passive waveband pass-through feature to support the logical chain bypass spans for express lightpaths. 
I. Introduction
Developments in WDM-based switching technology are giving rise to networking elements that are capable of manipulating individual lightwave carriers or wavebands in ways that are logically similar to SONET-era add-drop multiplexers and cross-connects in terms of the agility they provide for reconfiguration of the transport layer. Like SONET elements that add-drop or crossconnect individual STS-1 or STS-n tributaries, Optical ADMs (OADMs) and Optical cross-connects (OCXs) can add/drop or cross-connect wavelengths (or wavebands) [1] . One advantage of these WDM networking elements is that they provide the reconfigurability to adapt the logical wavelength connectivity layer to match changing demand patterns in the service layers, enabling the concept of an "automatically switched" (a.k.a. "self-organizing") transport network (ASTN) [2] - [3] . But another advantage, and the topic of our present interest, is that OADM and OCX elements enable mesh restoration schemes for the optical networking layer.
One driver for optical layer mesh restoration over the ring protection schemes of SONET is the greater capacity efficiency that can be achieved [11] - [24] . Mesh networking allows routing of the working demands over shortest paths of the facilities graph and greater efficiency in the sharing of spare capacity for restoration. In practice, however, some real networks are so sparse in their facilityroute topology that it may still be hard for mesh-based restoration to prove-in over a ring-based solution which is less capacity efficient but is based on less-costly OADMs rather than OCX. Our present emphasis on "low-connectivity" graphs 1 is to reflect the reality of several North American
Inter-exchange carrier (IXC) networks. While European networks often have d > 4 (see for example the networks in [11] - [12] ), North American IXC networks can be extremely sparse, with d as low as 2.2 (see for example [6] ).
In a bi-connected network with d only slightly above two there will be a preponderance of degree-2 locations that will tend to form chain sub-networks, like beads on a string. Figure 1 is a conceptual example of such a sparse facility topology. The example is illustrative only, but to varying extents is characteristic of the North American portions of the networks described at [4] through [10] . At least empirically it is well recognized that North American networks, especially in Canada and over large parts of the mid-USA, tend to be of lower degree than European networks. 1 Formally, low average nodal degree, d , the average number of separate facility routes leaving each node. This is perhaps because, per-unit of geographical area, there have been fewer revenue producing source/sink centers in these regions to justify the historical development of a richer fabric of direct facility routes at the continental scale. And more recently, advances in transmission capacity, and related economy-of-scale in capacity-cost effects, only serve to reinforce the tendency towards sparse facility graphs [25] . With large amounts of capacity and economy-of-scale effects it can often be economic to route longer distances over sparser graphs, rather than seek additional facility routes, at least as a short-term recourse to meeting demand. There is thus a practical reason to be interested in transport network research that is especially focussed on sparse transport graphs. The extent to which ring-based networks have been deployed at the IXC level in North America compared to
Europe is in a sense also a recognition of this sparseness in that rings are easily mapped onto these natural chains. However, rings have to be closed to operate, whereas a set of chain sub-networks could conceivably be operated at a higher level (a meta-level) as a form of mesh-restorable network.
However, a very sparse graph can make the economic advantage of mesh-based networking questionable. For a few years now, informal appraisals have often judged that a network as sparse as that in Figure 1 would be simply too low-degree to benefit enough from mesh restoration (relative to a ring-based status quo). After all, mesh efficiencies can only possibly occur at nodes with d = 3 or higher: a d = 1 node is not restorable and a d = 2 node is already as well served by a sharedprotection (BLSR-type) ring as it can be. And increasing d by simply acquiring more rights-of-way is generally a most long-term and expensive proposition. Right-of-way costs can be one of the single largest investments the network operator faces, involving years of legal work to piece together individual purchases, leases, municipal approvals, permits, and so on, to establish one new edge in the facilities graph. Our specific aim, therefore, is to enhance the efficiency of span-restorable mesh networks on low-degree topologies.
Section II provides background on protection and restoration schemes needed to appreciate where the new (meta-mesh) design method fits in and how it compares to other schemes. Section III gives the design formulation for a jointly optimized span restorable mesh network which serves as the basis for later developing the meta-mesh design formulation and as a benchmark for initial capacity and equipment comparisons. Section IV develops the central new idea of a "meta-mesh of chain sub-networks" qualitatively illustrating the source of expected improvements, and explaining how the real-time phase of restoration is changed. Section V shows how the routing and capacity design model for a span restorable mesh network is extended to effect the meta-mesh design. Section VI details the study method used to validate the main ideas and quantitatively characterize meta-mesh designs against other types of both span and path-oriented survivability schemes. Section VII presents and interprets the test case results. Section VIII is a concluding discussion that gives some further insights on the meta-mesh scheme including its intermediate stature between span restoration and path restoration schemes, its scalability, and optical networking implementation.
II. Background on Protection and Restoration

A. Terminology and Assumptions
The most common practical aim in the design of survivable transport networks is to achieve 100% restorability against any single span failure either through network protection or restoration using a designed-in allocation of spare capacity. We use the term spare to denote any such designedin reserve capacity whether technically for protection or restoration. Generally protection is used for schemes where the spare capacity is reserved and dedicated to cover a specific set of failure scenarios such as in 1+1 diverse-routed protection, or path-or line-switched rings. Restoration refers to arrangements where a network-wide allocation of spare capacity is not dedicated to any specific failure but is configured as needed to restore affected carrier signals as failures arise. Restoration schemes can generally achieve higher sharing of spare capacity than a corresponding protection scheme, but may require a more complex real-time process for the failure recovery.
Designing for 100% restorability means that all of the failed working demand units, in this case traffic-bearing lightwave links forming parts of end-to-end lightpaths, can be restored by replacement paths either end-to-end across the network or through detour-like path segments formed between the end-nodes of the failed span itself. The required replacement paths must be feasible for every single-failure scenario within the environment of spare wavelengths surviving after the failure.
An obvious aim in designing any survivable mesh network is therefore to assure that all such restoration path-sets are feasible within a globally minimized total amount of spare capacity. Every span in a mesh-restorable network has a number of working capacity units and a designed-in number of spare-capacity units. In WDM networking the units of both working and spare capacity are individual WDM carrier wavelengths. The spare capacity on a span is not, however, for restoration of demands crossing the same span, but is for shared use in restoration routing for other span failures. Spare capacity is in every way identical to working capacity but it bears no actual traffic (or The term span as used here has its origin in the transmission networking community to refer to a grouping of physical layer carrier signals between adjacent cross-connecting nodes that can undergo a common-cause failure. As Bhandari [13] explains, "...spans are the set of physical transmission fibers / cables in the physical facility graph. Links of the logical connectivity graph are built from spans. A given span can thus be common to a number of links." A span is further defined by us as constituting the set of all physical working and spare channels that terminate on adjacent cross-connecting nodes and share a common exposure to a single physical cut of their infrastructure, such as a duct or cable. Each working capacity unit on a span is thus part of a logical link in a client service-layer network, all such links being destined to fail together if the corresponding physical span fails. A span is thus like the more recent concept of a shared link risk group (SLRG). One physical entity failure may also produce one or more simultaneous span cuts if more than one crossconnect adjacency is involved 2 .
Reversion is the process of returning affected demand flows back to their pre-failure routes from their restoration routes after physical repair of the failed span. In all cases which follow, other than with dedicated 1+1 APS protection, we are designing capacity for networks in which reversion is assumed to occur following a failure and its subsequent repair before there is any significant probability of a second failure onset. Mesh-restorable networks can be designed to sustain a second span failure while repair of the first failure is ongoing but the spare capacity penalty can be very high [14] and this is not generally the aim in the practical design of transport networks. It is, however, assumed that in networks where spare capacity is available for either restoration or new service provisioning, ongoing provisioning of new service paths during the restored state will have to be cognizant of the spare capacity used by the restoration process and provision new service paths
accordingly. An alternative, however, is to operate a transport network with an envelope of working capacity, within which self-organizing ASTN-type service provisioning is conducted with a separate allocation of spare capacity for assured restoration of any single span failure within the working 2 Notwithstanding the specific meaning of span here, readers are advised that the more generic term link is often also used in this context. The intended meaning of link as either a service-layer or physical-layer entity should be construed appropriately in each case. 
B. Rings, Chains and Loop-back
The simplest form of network protection is diverse-routed 1+1 automatic protection switching (APS) with a dedicated span-(or node-) disjoint protection (DP) path. 1+1 DP APS uses simple terminals but requires over 100% redundancy in terms of total wavelength-kms required. By the redundancy of a span or a network as a whole, we mean the ratio of total spare to total working capacity. Optical path protection rings (OPPR) and optical shared protection rings (OSPR) [16] are the WDM-based counterparts to SONET UPSR and BLSR, respectively. The OPPR structure is a logical collection of tributary-level 1+1 DP setups that is no more architecturally efficient than 1+1
APS, but is economically efficient because of the economy of scale in sharing of the optical line transmission capacity, and because of the relative simplicity of the OADM terminals. The OSPR structure is more efficient than 1+1 DP APS or OPPR because it uses a line-level loop-back mechanism, allowing the sharing of protection capacity over all spans of the same ring. However, the best a BLSR/OSPR ring can do is achieve 100% redundancy because the protection capacity around the entire ring must meet the largest cross-section of working capacity anywhere in the ring.
This 100% matching of spare capacity to largest-working capacity is a general property of any degree-2 sub-network such as a ring or, as will be relevant to us, a chain of degree-2 nodes. A ring is just a sub-network of degree-2 nodal elements arranged in a cycle on the graph, while a chain is a connected segment of degree-2 nodes that does not close on itself. Loop-back refers to the mechanism and the spare capacity requirements required for restoration routing in either a OSPR ring, or in a chain under span restoration. The main point to observe is that at any degree-2 site the spare capacity on the "East" side of the node must meet or exceed the working capacity on the "West" side of the same node, and vice-versa. The topology of a ring or chain dictates that to escape from a cut on one side of a node, the spare capacity on the other side must be sufficient to support loop-back of the failed working capacity on the cut side. The notion of loop-back as an inescapable requirement in span restoration where chains are present and the 100% matching of working and spare capacity to support loop-back are important concepts in the development of meta-mesh networks in Section IV.
C. Mesh Restoration and Protection Schemes
Span restoration is the mesh technology equivalent to OSPR in that restoration occurs by rerouting between the immediate end nodes of the break. Span restoration is like deploying a set of detours around the specific break in a road that disrupts working paths. Unlike rings, however, mesh span restoration need not be via a single route, nor via simple two-hop routes only. By analogy, if a highway has several lanes, there may be an independent detour path deployed for each lane limited by a hop or distance limit, H, which can be considerably more than two hops. This is the basic type of re-routing that we consider in the meta-mesh design scheme. The basic re-routing and capacity design methods for span restoration can incorporate a hop or distance limit and/or an optical path loss limit. Setting the hop or distance limit allows a trade-off between the maximum length of restoration paths and the total spare capacity. As H is increased, more sharing-efficient patterns of re-routing are permitted until at a threshold hop limit H * , the theoretical minimum of spare capacity is reached [20] .
For comparisons of the meta-mesh designs to existing schemes, we consider two variants of the span restoration capacity design problem. In the Spare Capacity Assignment (SCA) problem we consider span-restorable networks in which demands are first shortest-path routed followed by optimal spare capacity assignment for 100% restorability. The total spare capacity is minimized independently of working capacity. In Joint Capacity Assignment (JCA) we consider span-restorable networks where the routing of working paths (and hence working capacity) is jointly optimized with spare capacity assignment to minimize total capacity. SCA, JCA, and the meta-mesh designs all employ the same basic real-time mechanism (span restoration) to assemble a replacement path-set between the end-nodes of a failure span. Self-organizing methods for this type of restoration, including distributed self-planning, are well developed from work in the 1990s [17] , [18] , and [32] .
Although phrased in the language of the times (i.e., SONET), these schemes are fairly easily mapped Shared backup path-protection and path-restorable networks are also considered here. In Shared Backup Path Protection (SBPP) we assume the shortest route is used for the working path and a single fully span-disjoint route is selected for the backup path under optimization to permit sharing of spare capacity over all backup paths whose working paths are failure-disjoint. Demands on working paths that follow physically disjoint routes over the network will not need the restoration capacity simultaneously, hence restoration capacity sharing is permitted. This is logically the same scheme as was proposed for ATM Backup VP restoration [30] in the special case where the maximum permissible over-subscription factor [23] is limited to 1.0. The SBPP approach is receiving much attention in recent IETF deliberations [31] so it is timely to characterize it relative to the meta-mesh scheme. SBPP is sometimes called failure-independent path protection because the route of the backup path is the same regardless of where a failure arises on the corresponding working path. This is argued to simplify activation and speed up cross-connection of the backup path. But it foregoes the opportunity in capacity planning to re-use the surviving "stub" portions of the failed path either for the same working demand or for restoration of any other demands that underwent simultaneous failure in the corresponding span cut.
In a path-restorable mesh network [21] - [22] demands affected by a span failure are restored simultaneously on an end-to-end basis for each O-D pair affected. This is done in a globally optimized manner that considers the specific failure and in its most capacity-efficient form, can exploit surviving stub capacity from failed working paths using stub release [22] (the surviving stub capacity is considered available as spare capacity for the particular restoration event). In a pathrestorable network the total spare capacity is strictly sufficient only to support a multi-commodity maximum-flow (MCMF) type of simultaneous re-routing of all affected O-D pairs [32] . The automatic propagation of an Alarm Indication Signal (AIS) in a digital wrapper is a simple and fast means to effect stub release. The main difference relative to SBPP is that there is no single predetermined restoration route for each working path. Rather a collectively optimized re-routing of all failed paths will occur end-to-end in the presence of the specific failure, the surviving spare capacity following that failure, and the environment of stub release capacity. The path restorable designs we consider are non-joint in the same sense as above in that demands are first routed via 
III. Conventional Design of Span-Restorable Mesh Networks
We now give special attention to the capacity design of span-restorable mesh networks.
Meta-mesh networks employ the same basic restoration mechanism and the meta-mesh design method is rooted in the corresponding formulation for span-restorable networks. We therefore need to look at this already-known model and its properties as the starting point for meta-mesh. The design of span-restorable mesh networks is most often approached using an arc-path Integer Linear
Programming (IP) formulation introduced for SCA [20] . As our benchmark here we will use an extension of the model in [20] to include joint optimization of the working path routing (i.e. JCA) [25] . The JCA model will be adapted to effect the meta-mesh designs. We define JCA as follows: Working capacity assigned to the q th eligible working route for demand pair r w j
Number of working capacity units on span j JCA:
Subject to: 
The objective function minimizes the total cost of capacity placed on all spans in the network. Constraints (2) ensure that all working demands are routed. Constraints (3) generate the required working capacity on each span j to satisfy the sum of all (pre-failure) working demands routed over it. Constraints (4) ensure that restoration for failure of span i meets the target level of 100%. Constraint set (5) forces sufficient spare capacity on each span j such that the sum of the restoration paths routed over that span is met for failure of any span i. The largest simultaneously imposed set of restoration paths effectively sets the s j value on each span in the solution. To implement this type of formulation, one needs a pre-processing step to enumerate the sets of eligible working and restoration routes. These aspects are discussed in Section V.
The related problem of optimizing the facility graph topology itself is studied in [36] - [37] .
The present work assumes the physical facilities topology is given and fixed.
IV. Concept of a Meta-Mesh of Chain Sub-Networks
We now focus on some properties of the conventional (JCA) design model, especially with respect to the spare capacity implications of degree-2 nodes and chains. We then explain what we call a meta-mesh and the treatment of the chain sub-networks that form edges of the meta-mesh graph. It will become apparent why we can have a reduction in total capacity relative to a conventional design by changing the way we treat capacity allocation and restoration in chains.
A. How Chains are Capacitated in the Conventional Model
We will now return to the conceptual example of a very sparse network in Figure 1 and use it to develop the meta-mesh idea and motivation. The example has 55 nodes and 62 spans for d = 2.25
and contains 14 chain sub-networks and seven direct spans. By definition, chains are bounded on each end by a node with 3 d ³ which we will refer to as the anchor nodes of the chain. Now focus on how the conventional mesh design model will handle these chains. accumulation of demands crossing the span from shortest-path routing, or the corresponding totals from a joint capacity design which does not necessarily route demands on shortest paths. Now consider the minimum spare capacity requirements of this chain. Under span restoration the entire chain must have spare capacity sufficient to support the loop-back re-routing of the span of the chain that has the largest working capacity cross-section.
In other words the conventional model will capacitate chains essentially as if they were sections of OSPR-type rings. Thus, in the example, the worst-case cut is of span 2-3 at 440 working units and so the spare capacity allocation within the chain would be as shown in Figure 3 .
B. Meta-Mesh View of an Aggregation of Chains
Now hold that observation of the local conditions inside a chain, and move up for the moment from the level of one chain to view the chain as a constituent part of a meta-mesh network.
The meta-mesh is not a higher-layer network per-se, nor is it a sub-network. Rather it is the topology that arises when all direct spans and chain sub-networks are viewed equivalently as edges of another graph; the meta-mesh graph. Equivalently, the meta-mesh is the topology obtained when nodes of only degree 3 or higher are considered and no further distinction is made (for now) between direct spans and chain sub-networks. Both are just logical spans of the meta-mesh. In graph theoretic terms, the meta-mesh topology is a homeomorphism of the full graph. To illustrate, the meta-mesh graph for the network of Figure 1 is as shown in Figure 4 .
The significance of the meta-mesh is that it is only at this level of abstraction that true mesh spare capacity sharing efficiencies can arise. While the complete network has 55 nodes, 62 spans and d = 2.25, the meta-mesh graph example has only 15 nodes and 23 spans with d = 3.07. By its nature, the meta-mesh graph is always at least of degree 3. The potential difference in efficiency of a span-restorable mesh on the full network versus the meta-mesh can be seen by application of the 1/( d -1) lower bound on redundancy (see [18] , [24] , or [27] ). The conventional JCA formulation, would thus be limited to a redundancy no lower than 1/(2.25-1) = 80%. On the other hand, as an abstract proposition only at this stage, a span-restorable design on the meta-mesh graph could potentially be only 1/(3.07-1) = 48% redundant. These are both lower bounds, not fully achievable in general, but they give a demonstration of significant potential for efficiency increases if we could somehow achieve restoration with the efficiency of the meta-mesh graph, not the full network graph. 
C. Logical Chain-Bypass Spans
Recapping the argument to this point, we have: (i) an intra-chain view of the capacity implications of loop-back and, (ii) a separate observation of the potentially greater efficiency of the meta-mesh graph abstraction for restoration. We will now link these apparently unrelated preliminaries into the key concept behind meta-mesh networks.
Let us now re-consider the w Tot values in Figure 2 . In general, such accumulations of working flows will contain some demands originating or terminating within the chain, and others that pass 
V. Design Method to Effect the Meta-Mesh Concept
A. Augmented Logical Topology
To effect the meta-mesh idea, we make several changes to the conventional model. First, the network topology file is augmented to include a logical bypass span in parallel with each chain subnetwork. If a chain composition is (by nodes) A-B-C-D-E-F, with total length X, then the associated bypass span added to the topology is a new span with end-nodes A-F and length X. The idea of the logical bypass span is to represent the possibility of routing working flows over an express route through the chain. If a demand originates or terminates at a node within a chain, the solver will be forced to route it into the chain (implying its participation in the loop-back spare capacity of the chain). But when a demand is routed over the chain but is not terminating in the chain, the logical bypass represents an equidistant routing option that does not have the side effect of contributing to the loop-back spare capacity. The revised formulation will not explicitly require the solver to use the bypass spans. Rather, the idea is simply that under global minimization of total capacity, the solver will be further enabled to reduce total cost by the option to treat express flows in this separate way.
In such a case the express flow will follow the physical route of the chain using the same fibers, cables, etc. but will not be implicitly handled at each OADM site en-route over the chain. Rather, express flows may go through splices or optical amplification, but are accessed only by the OCXs at the anchor nodes.
A side effect of routing express flows on the bypass spans is an implicit grooming benefit.
Grooming is the long established technique of selecting and grouping demands that share a common destination (or next-hub en-route) onto the same carriers to reduce the nodal equipment needed. In this sense the implicit action of the solver in the presence of the bypass spans is a special instance of grooming in WDM networks [28] which further reduces equipment counts. Here, the nodal equipment reductions arise because express demands do not consume interfaces or core bandwidth in the OADMs along the chain. The grooming effect is separate from the benefit of spare capacity reduction through the loop-back argument but is automatically captured by the aspect of jointness in the formulation.
B. Chain-Wise Dual-Failure Scenarios
Secondly, the JCA model is extended to convert single physical cuts on spans of each chain into the corresponding logical dual-failure scenarios of failure of a physical chain span between its Constraint sets (2), (3), and (4) from the JCA formulation (which perform working routing, working capacity placement, and restoration routing, respectively) remain unchanged in form in the meta-mesh model. However, the prior sets of eligible working routes Q r and restoration routes P i are regenerated within the augmented logical topology with the added structuring to P i to recognize the logical dual-failure combinations that now arise. The new Q r includes the additional routes utilizing bypass spans. The P i for all direct spans remain unchanged from JCA but the route-sets P i for chain or bypass span restoration are restricted so that no chain span can be allowed to presume restoration over its associated (but co-failed) bypass span. The eligible routes for restoration of all physical (direct and chain) spans from the JCA formulation inherently already have the property of not using any bypass spans (because the latter were not present in the JCA problem) and so can be used directly from the JCA problem if available. In addition, new sets of eligible routes for restoration of each logical bypass span are generated within the augmented logical topology with a prohibition against routes using the associated physical chain spans.
Constraint set (5) from the JCA formulation is also be modified to capture the dual-failure scenarios when a chain span is cut causing its bypass span to simultaneously fail:
, , 
VI. Experimental Study Method
To validate these ideas and to characterize the capacity and equipment savings relative to JCA and the path-oriented schemes, we conducted a suite of comparative (off-line) capacity design trials using a variety of test-case network topologies and demand patterns. This section explains the design of the trials.
A. Network Topology Models
There were three groups of test networks employed. The first is a set of nine independent random network instances with differing network degrees. They ranged from 30 nodes and 37 spans to 44 nodes and 52 spans. For these random graphs (and subsequent networks) the length of each span is the Euclidean distance on the plane between the end nodes the span connects. Each of the Group 1 test cases was supplied with a gravity-type demand pattern, discussed below. The idea with these random networks was that they would produce a scatter-plot in the space of capacity versus nodal degree to obtain an initial indication of potential for the meta-mesh idea.
Following initial trials with the random networks, two further groups of test networks were produced having a systematic progression from high to low nodal degree to better facilitate inspection and understanding of the meta-mesh designs as nodal degree varies. The latter networks were obtained by applying a succession of individual span removals to an initially high-degree master network while keeping all nodal positions and the end-to-end demand patterns fixed. The master network for the Group 2 family of networks, denoted 32n51s, is shown in Figure 6 (a). It has 32 nodes and 51 spans and no degree-2 nodes. Seventeen progressively sparser test networks were derived from this master by random removal of one span at a time, subject to rejecting a removal if it would violate bi-connectivity. The number and size of resultant chain sub-networks were allowed to arise spontaneously as the average nodal degree was lowered through these span removals. Figure 6 illustrates a sampling of the successively lower degree networks in Group 2. A set of 39 Group 3 network graphs was produced by the same method to provide a further corroboration of the basic results. The Group 3 test networks, which are not illustrated for brevity, were similarly derived from a 40 node, 80 span master network (40n80s), yielding 39 sub-networks with d varying from 4 down to 2.1. The Group 2 networks were tested under all four of the demand patterns, which follow, while Group 3 networks were tested under uniform random demand only. 
B. Demand Patterns
The treatment of express flows versus local flows in chains is at the heart of the new method. We therefore worked with a variety of demand patterns to make sure that we would see any strong dependency that might arise. For instance, the propensity to have express flows over chains may be lower if demands tend to be very localized than if demands are as likely to cross the continent as go to an adjacent node. We therefore defined and used the following models, following fairly common practice for generating instances of demand patterns for use in research studies [11] , [33] - [34] .
Summary properties of the four demand data sets, as used here, are given in Table 1 .
Type 1: Inverse-distance "Gravity" Model: In this model, demands are generated from a mutual attraction effect proportional to node importance, but with an inverse distance dependency: (6) In real networks, the population of a city or other regional measure of importance can be the basis of a node importance factor. Here, as a surrogate for measures such as population size or node importance, we used the degree of the node in each network (or in its master network). In the results that follow, the constant was set to 50 while the average length of spans was approximately 114 km, implying that there was about a halving of the expected demand at one average span length. This can be interpreted as a strongly localizing model of demand that may not be representative of some virtually distance-independent demands such as one might expect in a New York to Los Angeles (NY-LA) relation.
Type 2: Non-distance-weighted Attraction Model: This is the same mutual-attraction model but with no inverse-distance effect ("distance" in the Type 1 model is set to 1.0). This allows generation of strong distance-independent demands such the notional NY-LA example. It may also be more characteristic of a metropolitan-scale network where there is virtually no distance-based attenuation of demand, and of Internet-driven demand patterns where any given session or transaction is as likely to be half-way around the world as it is to be in the same city. The constant used here was 0.6, found through adjustment so that the mean and total demand of the test cases would be quite close to that of the Type 1 demand patterns.
Type 3: Uniform Random Model:
In this model every O-D pair is assigned a demand intensity from a discrete uniform random distribution in {1...10}. This model was included to avoid any possible coupling between the tendency for high degree nodes (which get large demands under the attraction models) to also be anchor nodes of chains. The uniform random model has no bias to this effect and is as likely to generate a large demand to/from a degree-2 chain node as an anchor node.
Type 3: Bi-modal Uniform Random Model: This demand pattern was intended to check for possible dependence on the variance of the uniform demand distribution. The notion is that for the same uniform mean demand level, the opportunities for express flow optimizations may be relatively greater with high variance. This demand pattern was generated so that demand values wound up being bi-modal uniform random on the gapped range {1...3} {8...10}, with roughly the same mean as the uniform random model.
C. Mesh Network Design and Solution Methods
The meta-mesh designs and the five other types of design against which it is compared (1+1 APS, SCA, JCA, SBPP, and path restoration) were implemented in AMPL Mathematical Programming Language and solved with the Parallel CPLEX 7.1 MIP Solver on a 4-processor Ultrasparc Sun Server at 450 MHz with 4 GB of RAM running the Sun Solaris Operating System 2.6. None of the meta-mesh designs took more than two minutes to solve 3 . Most details of the other design formulations are available in published sources and so are only referenced here. The SCA design uses the formulation and solution method detailed in [25] except that for this study the modularity was one capacity unit, while JCA is given above. The path-restorable designs were based on the nonmodular path restoration model with stub release but without joint optimization of working path routes in [22] . The meta-mesh design method was also detailed above. The 1+1 APS dedicated path protection designs do not strictly require an optimization model. They can be generated by first finding the shortest route and then the next shortest disjoint route by temporary removal of all spans on the first route from the graph. For SBPP we are not yet aware of other published sources for the SBPP model, so the formulation we used for SBPP is given here:
Subject to: 3 Our primary emphasis is on the network-architectural comparisons of the meta-mesh designs to the other mesh schemes. Needed designs for the comparisons were in general easily solved on the platform stated. SCA, JCA, metamesh and path restoration designs on even the largest (80 span) test cases all solved in a few minutes. The SBPP problems were much more difficult, however, sometimes taking an hour in solution time on the platform stated. This is attributed to the numerous pure 1/0 decision variables in SBPP. Î´¹ S S (9) The objective function (7) 
D. Computational Aspects
A number of other aspects were common to all design types and their solutions. All working and spare capacity allocations were integer, corresponding to capacity design and restoration mechanisms at the wavelength level. For comparative studies we avoid any specific modularity assumptions which could obscure the general underlying comparison of methods that is intended.
However, any of the models can be converted to a modular formulation as shown in [25] . Results are based on a full CPLEX termination or a MIPGAP under 10 -4 (i.e. within 0.01% of optimal) with the exception of the Group 2 path restorable designs (within 0.1% of optimal), Group 2 SBPP designs (strictly 5%, nearly all within 2%), and Group 3 SBPP designs (within 1% or better). All designs were also based on an arc-path approach. This requires pre-processing steps to enumerate sets of eligible routes for restoration and, in the joint formulations, eligible routes for working flow assignment as well. By eligible routes we are referring back to the nature of the Herzberg [20] approach where the basic spare capacity design problem is cast as an assignment of restoration flows to eligible distinct routes over the network graph. In practice this approach is desirable so that restoration route properties can be under engineering control for length, loss, or any other eligibility criteria.
For span-restorable designs in general, the ideal is to represent all distinct routes between the end nodes of each span failure, excluding the failed span, up to the threshold hop limit, H * . A practical problem comes when the network contains long chains because a high hop limit is required to represent the restoration re-routings that will be required. Say a chain of 8 hops exists in a network whose meta-mesh topology itself has H * = 5. Restoration may require an overall hop limit of 12 or more, implying a huge set of eligible routes if H ³12 was used in attempting to represent eligible routes for all failure scenarios. The number of distinct eligible routes will quickly be above memory limits. We therefore use the following strategy, which is both effective and practical for representing and solving the required design models, and also greatly improves the scalability of this form of design solution method. The idea is not to presume a specific hop limit and attempt to generate all distinct routes up to the limit. Rather, we use a procedure that results in a specified number of the shortest distinct eligible routes at whatever hop limit is required to realize the specified number for each failure scenario independently of one another. All the results here are based on this procedure to represent at least 20 distinct routes for every span restoration scenario and at least 10 distinct eligible route choices for the routing of every working demand in the "joint" design cases, which includes meta-mesh. Essentially similar route-enumeration methods were used to populate the SBPP and path-restoration design models for comparison, except that the restoration route options are end-to-end on each O-D pair. Prior tests with this approach suggest that any remaining gap to absolute optimality due to limitation of the route-sets is @ 1% or less. Certainly the comparative conclusions of the study are not affected by any remaining gap against absolute optimality.
VII. Results and Discussion
We now present and discuss the quantitative results of the three groups of trial network designs. The closest cousins of the meta-mesh networks are the joint span-restorable (JCA) designs so we first consider the capacity and equipment comparisons relative to JCA under all four demand models. We then expand the scope of results to reveal how the meta-mesh designs compare in totality to the five other mesh schemes. The latter comparisons are based on the Group 2 networks with Type 2 demand and Group 3 networks under the Type 3 demand model. Comparing across all four demand models in Figure 7 we see that aside from the strongly localizing Type 1 (inverse-distance) test cases, there is hardly any other noticeable differences between demand models. And even under the strongly localizing Type 1 gravity model there is at most only about 1.6% less capacity savings. This is a fairly small effect, but one which was predicted, and serves to validate our understanding of how and when this design strategy works. Figure 8 gives a corresponding breakdown of the Group 2 designs under the Type 2 demand pattern in terms of the constituent savings in working, spare, and total logical channel counts respectively. While costs for ducts, fibers, amplifiers, regenerators, etc., scale with total distancecapacity, certain nodal termination costs on OXCs and OADMs scale with logical channel counts (each logical channel is terminated on each end, regardless of distance, by either an OXC or OADM). In the vicinity of the peak in Figure 8 there is up to 30% reduction in spare channel counts and 21% in working channel counts. Overlaid on Figure 8 is a corresponding analysis of the average fraction of working flow through chains that is express flow in the meta-mesh designs. This diagnostic partly confirms the understanding that the meta-mesh benefit scales in proportion to the relative amount of express demands crossing chains. Indeed, in the logical limit of a Hamiltonian cycle, all demands are "intra-chain" and there can be no express-flow related spare capacity savings in the sense pursued here. The relative benefit is also zero at the high d range because those networks contain few, if any, chains and the meta-mesh and conventional designs are then identical.
A. Results Comparing Meta-Mesh Designs to Joint Span-Restorable Designs
B. Comparison of Meta-Mesh Designs Against Other Mesh Protection and Restoration Schemes
Having seen that for some networks meta-mesh could provide a significant benefit over spanrestorable designs, it is natural to ask further: How does meta-mesh then compare against pathoriented schemes? To address this question in available space we restrict ourselves to the Group 2 and 3 network families, each under a different demand model. Figure 9 presents results for the Group 2 networks under Type 2 demands, in terms of total network redundancy. This framework allows us to include the well known 1/( d -1) bound on redundancy [18] , [24] , [27] for spanrestorable networks as a further basis for comparison. Figure 10 then presents the absolute working and spare capacity requirements of each design in Figure 9 and Figure 11 shows the same form of representation for the Group 3 family of test networks under Type 3 demands. In all three figures, redundancy and capacity are distance-weighted measures.
A striking effect in Figure 9 is that 1+1 APS is never less than 140% redundant and surpasses 200% on the sparser graphs. This is consistent with the fact that 1+1 APS is really a form of ringbased protection. The gap in the 1+1 APS curve (and SBPP curves) is due to routing infeasibilities discussed below. We will give no further attention to the 1+1 APS scheme. In Figures 9, 10 , and 11, the observed ranking of SCA, JCA, and path restoration is consistent with expectations from theory and with results for prior single-network solutions to these problems. JCA improves considerably over SCA by finding slight changes to the routing of working paths that have the effect of a relative leveling out of nodal working capacity quantities, improving the overall capacity efficiency. Also notable in Figure 9 is how well SCA and JCA parallel the 1/( d -1) lower bound curve. The bound is obviously lower on the scale but the similarity in shape suggests that the arguments underlying the bound are accurate for span-restorable networks. By comparison, the path-restoration curve is not only lower than the 1/( d -1) bound for span restoration but it also drops at a steeper rate initially as connectivity increases and is then almost flat as the network becomes more richly connected. Note the actual redundancy levels of the path restoration designs. Anywhere above d @ 2.6 or so, they are in the 45% to 50% range. This is three to four times more efficient than 1+1 APS and almost twice as efficient as SCA. This also substantiates the widespread general appreciation that path-restoration with stub release is the most efficient scheme known.
The remaining curves in Figures 9 -11 are for SBPP and, of course, meta-mesh. The SBPP (and 1+1 APS) curve is punctuated by cases where the problem had one or more routing infeasibilities on the given graph. The general issue arises from the process of taking the shortest route first for the working path. It can then be impossible to find a disjoint second route. This is covered further in [27] . The problem can be overcome by instead finding the shortest cycle containing the two O-D nodes or iteratively altering the first route choice upon discovery of the infeasibility until a disjoint route exists. In the present work, however, we modeled the simpler provisioning model (i.e. not overcoming infeasibilities) as it appears to be considered that SBPP would work this way in current standards deliberations. We would, however, point out the issue of such routing infeasibilities and note that they can be particularly frequent in sparse graphs. Setting aside the missing data points The slightly rising slope on segments of the redundancy curves in Figure 9 is only a reflection of the fact that working capacity keeps decreasing slowly as d rises. The result is that the ratio of spare to working increases slightly. The total capacity cost is nonetheless dropping.
Figures 10 and 11 show the absolute totals of working and spare capacity in the mesh designs.
The plots show fairly clearly that amongst competing mesh-restorable design types, the significant differences are essentially all in the spare capacity. All schemes use virtually the same amount of working capacity which is very close to that required for simple shortest path routing. Even where JCA and meta-mesh employ joint optimization, the working paths still deviate only very slightly from shortest paths. A related interpretation is that in considering evolution from rings to mesh, the benefit in working path routing is essentially all obtained by going to any kind of mesh scheme. The exact type of mesh scheme essentially matters only to the further savings obtainable through spare capacity efficiency.
VIII. Concluding Comments
We have proposed and tested a refinement to the mesh network architecture which targets chains in a low-degree span-restorable network and increases the capacity efficiency of the overall design and reduces the amount of nodal equipment required in chains We see the application specifically to WDM networks as follows. First, only the meta-mesh nodes require full optical-cross-connect functionality. These are the only nodes with a degree of 3 or higher and the only ones that need to function as mesh-restoration-capable nodes. Chain node sites can use simpler OADM equipment, which is topologically matched to the degree-2 sites and is only required to support a BLSR/OSPR-like loop-back reaction upon failure. The logical bypass flows on chains are also an ideal application for a waveband pass-through feature on the OADMs. If the express flows are conveyed through chains via OADMs with passive waveband pass-through filters, chain span failures will propagate a Loss of Signal alarm to the optical cross-connects in the anchor nodes. This triggers an otherwise normal mesh restoration reaction that proceeds for both express and looped-back working capacity within the meta-mesh graph.
On average, the meta-mesh designs took twice as long to solve as the corresponding JCA designs with the present methods. Although architectural concepts, not run-times, were the primary point of this work, it is practical to consider how this approach scales for larger networks with many more chains. In this regard it is important that the meta-mesh scheme remains essentially a special form of span restoration, not path restoration. The point is that in both real-time for restoration and compute-time in design, the span-restorable approach is not as sensitive to the complete network size because every failure and restoration response is treated relatively locally. In contrast the real-time speed and design-time requirements in path-oriented schemes both respond directly to total network size. Interestingly, the longest-running formulations here (by far) were those for SBPP, apparently due to its large number of pure 1/0 decision variables. A further point on scalability is that the technique of defining and budgeting eligible routes in the arc-path type of design formulations is useful in comparative planning studies because it allows a trade-off between design solution time and solution quality. For quick comparative studies, fewer eligible routes may be appropriate.
Longer runs for final designs can use more eligible routes. Ultimately, however, if run-times on the largest networks become intolerable, there is a large body of Operations Research (OR) expertise that can be drawn upon to attack the computational problem (with column generation or lower bounding techniques, for example). Further effort on speeding the related computational problem is only warranted once the magnitude of the achievable benefits are appraised, as they now have been.
In closing it is interesting to return to two particular observations in the results. In Figure 9 the overall redundancy of the chain optimized designs can actually be better than the 1/( d -1) bound for a span-restorable mesh network. And in Figures 10 and 11 the spare (and total) capacity of the meta-mesh designs is approaching that of shared-backup path protection. How is this explained? The answer is that the chain-optimized designs represent a specific kind of step towards path restoration, one that happens to be especially effective for sparse graphs. Express flows are restored between the anchor nodes, which serve as a kind of pseudo-origin-destination node pair, while local flows are treated in a span restoration like manner. But for local flows within a chain, there is no difference between path and span restoration within the chain itself. Moreover, it can be reasoned that for express flows between the anchor nodes themselves, and for all local flows between an anchor node and a respective chain node, the resultant meta-mesh restoration is identical to path restoration for the stipulated demands. Therefore, to the extent that chains are a significant consideration in sparse networks, the meta-mesh method effectively moves the network design towards the efficiency of a path-restorable design on the same topology, even though it continues to use or require only a span restoration mechanism. Thus, we offer the following principle or hypothesis based on the overall findings and explanations above. It is that span restoration on the meta-mesh abstraction of a sparse graph can approximate path restoration on the full graph. 
