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Exact model reduction of the generalized Lotka-Volterra equations
Rebecca E. Morrison∗
Summary. Sets of differential equations, used to describe interacting systems, can be exactly reduced under
simple conditions.
Abstract. Systems of interacting species, such as biological environments or chemical reactions, are often
described mathematically by sets of coupled ordinary differential equations. While a large number
S of species may be involved in the coupled dynamics, often only s < S species are of interest or of
consequence. In this paper, I explore how to build reduced models that include only those given s
species, but still recreate the dynamics of the original S-species model. This type of model reduction
does not yield a model that is computationally easier to solve. However, under some conditions this
reduction can be completed exactly, such that the information in the reduced model is exactly the
same as the original one, but over fewer equations.
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1. Introduction. Consider an environment in which a large number of species inter-
act. This could be, for example, a chemical reaction (with interacting chemical species)
or an ecological system (with interacting organisms). To model the behavior of interacting
species in many such environments, we, as modelers, often use the generalized Lotka-Volterra
equations—a set of coupled ordinary differential equations (ODEs) [17]. The generalized
Lotka-Volterra (GLV) equations extend 2-species predator-prey models common in under-
graduate differential equations classes to any number of species. They are in fact much
more general than a predator-prey type system: they provide a framework to describe the
time-dynamics of any number S of interacting species, allowing for linear (growth rate) and
quadratic (interaction) terms.
In many applications, a large number of species may play a role in the dynamical commu-
nity behavior. However, from a modeling perspective, the species of interest or of consequence
may be restricted to a much smaller subset of s species, where s < S. This occurs in fields as
diverse as ecology [19], epidemiology [3], and chemical kinetics [20]. For example, the state-of-
the-art model for methane combustion, GRI-Mech [16], includes over 50 interacting species.
But, many simplified methane combustion models include only about four to ten species [9, 4].
As another example, consider that a standard epidimiological model will include humans and
the disease carrier, such as mosquitos. Often these models differentiate “sub-species” of each,
that is, populations of susceptible, exposed, infected, and recovered humans and carriers [10].
Clearly, these models omit many other ecological species (dogs, horses, fruit flies, etc.) that
could be involved in this system.
There are good reasons to omit many species. First, a modeler may not have access to
data about certain species’ concentrations, which would be needed to define initial conditions
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2 R. E. MORRISON
or calibrate other model parameters. Second, the modeler may not actually know what species
should be included. Third, the more species included in the model, then in general the more
computationally expensive the model becomes. Except in very special (and usually unrealistic)
cases, a system of GLV equations will not admit a closed-form solution; instead we solve these
systems with computational models. Therefore, it is common to build reduced models which
include only s < S given species.
One immediate question that arises in this context is the following: Given a system of
S species, suppose only s are known, or of interest. What is the best reduced deterministic
model, in terms of only those given s species? Of course, to answer this question I must define
what I mean by “best.” To do so, let us first consider the landscape of computational models—
one of science, mathematics, and compuation. I will broadly classify this consideration into
three major areas: model validation, model reduction, and computational implementation,
and what the major questions are in each.
I Model validation. Does the mathematical model adequately represent the scientific
system in question?
II Model reduction. How much error is incurred by use of the reduced model compared
to the original, or detailed, model?
III Computational implementation. Is the reduced model less computationally expensive
than the detailed model, and by how much?
(Point III is closely related to model verification, a process which checks that the computa-
tional model solves the mathematical model correctly [13]. In this paper, all computational
implementations are assumed correct and verified.) Returning to the question of the best
reduced model: the best reduced model would address all three areas, i.e., well-represent the
scientific system under study (I); recreate the dynamics of the detailed model (II); and be
computationally easier to solve than the detailed model (III).
The first topic, model validation, is a recently growing and still very open field. For a
general description, see, for example, [14]. For a few specific works, see [2, 11]. In this paper,
I assume that the detailed model of S species does represent the true (physical, chemical,
biological, etc.) system under study.
In many types of model reduction of systems of differential equations, the goal is to
reduce the computational cost (III) while controlling the incurred error (II). This certainly
makes sense as an objective—one would expect a reduced model to offer computational savings
over the original, or detailed, model. In order to gain computationally efficiency, these types
of reductions are not exact but instead offer an approximation of the species behavior. For
example, eigendecompositions may yield an approximation of the static equilibrium state
and not the dynamical behavior. Other techniques reduce the computational complexity
while maintaining time-dynamics, such as volume averaging [12], perturbation theory [5], and
separation of fine and coarse scale variables [18]. For a good overview of more methods, see
[15].
In this paper, my goal is to reduce the number of coupled equations that make up the
model, or equivalently, the number of species involved in the model. In contrast to the works
mentioned above, variables are eliminated in a way that is exact, that is, without loss of
information. I investigate two possibilities for this type of model reduction in the context of
the generalized LV equations, called the memory and algebraic methods. There are two
3defining characteristics of these methods. First, they preserve the correspondence between
the set of s species of interest as they appear in the original model and the resulting set after
the reduction occurs. I call this property species correspondence, or simply correspondence.
Second, they create a reduced model which contains the exact same information as the detailed
one, but with fewer equations. However, the resultant model is not necessarily better in a
computational sense, and, in fact, is probably worse.
In other words, I aim to perform model reduction exactly (II) but without concern for
the computational implementation (III). This may not seem a practical goal. However, the
process provides insight into the coupled and complex nature of these GLV equations, and
may be used to guide further techniques that do both. That is, a desirable method could
reduce both the number of equations and the computational complexity required to solve
them, while still preserving species correspondence.
As an example of this exact type of reduction, consider the coupled first-order differential
equations for the position and velocity of a mass on a spring in one dimension:
dx
dt
(t) = v(t)(1.1a)
m
dv
dt
(t) = −kv(t) + f(t).(1.1b)
where m is the mass, x is position, v velocity, t time, k the spring constant, and f(t) is the
forcing function. Noticing that the variable v = dx/dt, this equation can be converted into a
single second-order differential equation:
(1.2) m
d2x
dt2
(t) = −kdx
dt
(t) + f(t).
As seen here, a second-order system of one equation contains exactly the same information as
two first-order equations.1
More specifically, the memory method investigated in this paper is similar in spirit to
the Mori-Zwanzig approach [21, 6]. The Mori-Zwanzig approach assumes a set of coupled
stochastic differential equations (SDEs), and relies on a projection operator which maps a
function of two variables x, y onto a function that only depends on x. During this process,
approximate memory terms for x are introduced.
The algebraic method here is equivalent to the algebraic reduction of ODEs developed
by Harrington and Van Gorder in [8]. In that paper, the authors show how to, for example,
convert the following Lorenz system of three ODEs:
x˙ = α(y − x)(1.3a)
y˙ = x(β − z)− y(1.3b)
z˙ = xy − γz(1.3c)
to this single third-order system:
(1.4)
(
d
dt
+ γ
)(
β − 1
αx
(x¨+ (1 + α)x˙+ αx)
)
− x
(
x˙
α
+ x
)
= 0.
1Usually this is presented the other way around; that is, the second-order equation is converted to two
coupled first-order equations. Either way, the information is the same in both systems.
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The contribution of this paper is to present a systematic algebraic reduction in this specific
GLV context. However, since the memory method is a more novel contribution, more attention
in this paper will be placed there.
It is important to note that the two methods discussed here do not automatically find
the s species comprising the reduced set, but rather assume them given. Some techniques
do choose this set as a step within the reduction process itself. Doing so may favor species
with high relative concentations, or those with slow dynamics, for example. But consider a
combustion model in which we are concerned about trace amounts of a contaminant, or an
ecological model built to track a species near extinction. The methods presented here allow
the modeler to include these critical species by choice a priori.
2. The generalized Lotka-Volterra equations. Let us briefly review the GLV equations.
Let x be the S-vector of species concentrations. Here, units refer to the number of specimens
per unit area, but I omit specific units for this paper. In the framework of generalized Lotka-
Volterra equations, the system of ODEs is given as
(2.1)
dx
dt
= diag(x)(b+Ax),
where the S-vector b is the intrinsic growth rate vector, and A is the S×S interaction matrix.
Note that there is one differential equation for each species variable. A significant amount
of theoretical ecology is understood about these mathematical systems, and I mention just a
bit of vocabulary and the corresponding literature here. There is coexistence, or a feasible
equilibrium, if, at equilibrium, xi > 0 ∀i ∈ 1, . . . , S. In [7], Grilli et al. explore conditions
for stability under perturbations, asymptotic feasibility, and equilibrium of large systems. In
[1], Baraba´s, Michalska-Smith, and Allesina study the effects of intra- (within a species) and
inter- (among different species) specific competition on coexistence of large systems.
Here I assume all xi(t) > 0, t ≥ 0.
3. Exact model reduction. Recall that the term “reduction” is used to mean a reduction
in the number of species, or equivalently coupled equations, in the model. To begin, I first
examine the memory and algebraic methods for model reduction in the simplest case: S = 2
and s = 1.
3.1. Memory method, S = 2, s = 1. Here, I reduce from a system of two equations to one
by eliminating the variable x2. However, doing so requires that we retain the entire history, or
memory, of the variable x1. Note that x1 only has time history; there is no spatial variation
modeled here. This approach is similar to the Mori-Zwanzig method of model reduction,
which eliminates a variable in exchange for the approximate memory of the retained one.
With S = 2, the detailed model is:
x˙1 = b1x1 + (a11x1 + a12x2)x1(3.1a)
x˙2 = b2x2 + (a21x1 + a22x2)x2.(3.1b)
The goal is to rewrite x2 in terms of x1 in equation 3.1a, specifically in the term a12x2x1.
First, rearranging equation 3.1a gives
x2 =
1
a12
(
1
x1
(x˙1 − b1x1)− a11x1
)
≡ y12.(3.2)
5I denote this quantity y12 because it is a representation of x2 that only depends on x1. With re-
gards to notation, bold type indicates any such introduced variables to more easily distinguish
them from the xis. Also, a subscript indicates which variable the new one is replacing, and
the superscript shows which variables this new one actually depends on. Now, substituting
y12 back into 3.1a yields 0 = 0. Instead, let’s substitute y
1
2 for x2 in 3.1b:
(3.3) x˙2 = b2y
1
2 + (a21x1 + a22y
1
2)y
1
2.
Integrating, we have,
x2 =
∫ t
0
b2y
1
2 + (a21x1 + a22y
1
2)y
1
2 ≡ χ12.(3.4)
Similarly, the symbol χ12 is appropriate as this is a variable that is equivalent to x2 but only
in terms of x1. Finally, 3.1a becomes:
(3.5) x˙1 = b1x1 + (a11x1 + a12χ
1
2)x1.
We now have a system of a single differential equation, in terms of x1 and its memory as
represented by the integral equation 3.4. Note that this process has preserved species cor-
respondence and that there is no loss of information: the variable x1 and its derivative in
equation 3.5 are equivalent to that in 3.1a.
3.2. Algebraic method, S = 2, s = 1. With an alternative method, the model can also
be reduced from a system of two equations to one using only algebraic substitution. In this
case, x2 is again eliminated but in exchange for higher-order derivatives of x1. This process
is equivalent to the algebraic reduction presented in [8].
The first step here is the same as that of the previous subsection, yielding y12. Next,
however, by differentiating y12, we have:
(3.6) y˙12 =
1
a12
(−x˙1
x21
(x˙1 − b1x1) + 1
x1
(x¨1 − b1x˙1)− a11x˙1
)
.
Equations 3.2 and 3.6 express x2 and x˙2, respectively, in terms of x1, x˙1 and x¨1. Finally, we
can rewrite the second equation as
(3.7) y˙12 = b2y
1
2 + (a21x1 + a22y
1
2)y
1
2.
Again, equation 3.7 is a system of a single differential equation, but here in terms of x1 and
its derivatives, x˙1 and x¨1.
Interestingly, both the memory and algebraic forms (manipulated in this way) yield a single
differential equation in terms of x1. Both methods respect species correspondence and are
exact. A major difference between the two methods is revealed by inspection of the structure
of the resulting sole equations. After reduction via the memory method, the structure of the
final equation resembles that of the initial equation 3.1a for x1. The functional form matches
in the placement of the variables x1 and χ
1
2 (in place of x2), and also the remaining constants
b1, a11, and a12 (which do not appear in the second equation of the original system). In
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contrast, after reduction via the algebraic method, the resultant equation has the structure
of 3.1b. This suggests that in an applied setting, one type of reduction may be advantageous,
depending on what information is known about the detailed model, such as various model
parameters.
For the remainder of the paper, I will focus on the memory method. In addition to its being
more novel as a contribution, an advantage of the method here is its notational convenience
(as described in the previous paragraph): the reduced equations preserve the structure of the
original ones. That is, in the example above, the memory method results in a differential
equation for x1 that has the same structure as the original ODE for x1. On the other hand,
the algebraic method results in a differential equation that only involves variable x1, but is
more similar to the original equation for x2. Moreover, the techniques and results between
the two methods are similar enough such that detailing both would be too repetitive.
3.3. Memory method, s = S − 1. In a similar way, we can reduce any generalized LV
system of S species to one of S − 1 species. As an aside, note that this level of reduction,
from S to S − 1 equations, can happen when the ODEs describe the dynamics of fractional
concentrations. In that case, the extra constraint that
∑S
i=1 xi = 1 readily allows for a
reduction to S−1 equations, since, for example, xS can be expressed as xS = 1−
∑S−1
i=1 xi. In
this work, however, there is no such restriction on the concentrations, and yet such a reduction
is always possible. I present it here because reductions from two to one equation and from S
to S − 1 are similar.
The detailed model for S species is:
x˙1 = b1x1 + (a11x1 + a12x2 + · · ·+ a1SxS)x1(3.8a)
x˙2 = b2x2 + (a21x1 + a22x2 + · · ·+ a2SxS)x2(3.8b)
...
x˙S = bSxS + (aS1x1 + aS2x2 + · · ·+ aSSxS)xS .(9S)
At this point, we want to rewrite xS in terms of the remaining S − 1 variables, but we could
use any of the first S − 1 equations to do so. Without loss of generality, we can choose the
first one, 3.8a:
(3.9) xS =
1
a1S
(
1
x1
(x˙1 − b1x1)− a11x1 − a12x2 − · · · − a1,S−1xS−1
)
≡ y1:S−1S .
The colon notation in y1:S−1S signifies that this new variable is in terms of variables x1 through
xS−1.
Now, substituting y1:S−1S into 9S yields
xS =
∫ t
0
(
bSy
1:S−1
S +
(
aS1x1 + aS2x2 + · · ·+ aSSy1:S−1S
)
y1:S−1S
)
≡ χ1:S−1S .(3.10)
7And finally, substituting χ1:S−1S back into the first S − 1 equations:
x˙1 = b1x1 +
(
a11x1 + a12x2 + · · ·+ a1Sχ1:S−1S
)
x1(3.11a)
x˙2 = b2x2 +
(
a21x1 + a22x2 + · · ·+ a2Sχ1:S−1S
)
x2(3.11b)
...
x˙S−1 = bS−1xS−1 +
(
aS−1,1x1 + aS−1,2x2 + · · ·+ aS−1,Sχ1:S−1S
)
xS−1.(3.11c)
Thus the set of S ODEs is reduced to S − 1 without loss of information.
Ideally, the above process would extend to larger systems, i.e., reduce without loss of
information a GLV system of S equations to any s, where s < S. In general, however, this is
not possible because of the coupledness, or “entanglement” that occurs between the species
in the reduced set via the introduced y and/or χ variables. To see this, consider the case of
S = 3, s = 1. With both the memory and algebraic methods, the model cannot be exactly
reduced. I show why here for the memory method.
3.4. Memory method, S = 3, s = 1. In this section, we begin the process to reduce the
system of three equations to one by eliminating the variables x2 and x3. When S = 3, the
detailed model is:
x˙1 = b1x1 + (a11x1 + a12x2 + a13x3)x1(3.12a)
x˙2 = b2x2 + (a21x1 + a22x2 + a23x3)x2(3.12b)
x˙3 = b3x3 + (a31x1 + a32x2 + a33x3)x3.(3.12c)
Repeating the process described in the previous section, we can rewrite either equation 3.12a
or 3.12b for x3. Using equation 3.12a, then
x3 =
1
a13
(
1
x1
(x˙1 − b1x1)− a11x1 − a12x2
)
≡ y1:23 .(3.13)
Next, substituting y1:23 into 3.12c,
x˙3 = b3y
1:2
3 + (a31x1 + a32x2 + a33y
1:2
3 )y
1:2
3 .(3.14)
Integrating,
x3 =
∫ t
0
b3y
1:2
3 + (a31x1 + a32x2 + a33y
1:2
3 )y
1:2
3 ≡ χ1:23 .(3.15)
Now we can substitute χ1:23 into equations 3.12a and 3.12b:
x˙1 = b1x1 + (a11x1 + a12x2 + a13χ
1:2
3 )x1(3.16a)
x˙2 = b2x2 + (a21x1 + a22x2 + a23χ
1:2
3 )x2.(3.16b)
At this point the model has been reduced from three equations to two. Consider if we now
tried to remove another variable, say x2. The first step would be to rewrite equation 3.16a so
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that x2 is alone on the left-hand side (LHS). However, now that χ
1:2
3 has been introduced, we
cannot cleanly separate x2 out of the right-hand side (RHS) since it is embedded nonlinearly
inside the integral term.
A similar problem occurs with the algebraic approach.
However, we could complete this process if one (of the nine) interaction terms is set to
zero. That is, assume a13 = 0. Then we may proceed since equation 3.16a becomes
(3.17) x˙1 = b1x1 + (a11x1 + a12x2)x1
and so, we can now say
x2 =
1
a12
(
1
x1
(x˙1 − b1x1)− a11x1
)
≡ y12.(3.18)
Substituting y12 into equation 3.16b,
x˙2 = b2y
1
2 + (a21x1 + a22y
1
2 + a23χ
1:2
3 )y
1
2(3.19)
= b2y
1
2 + (a21x1 + a22y
1
2 + a23χ
1
3)y
1
2.(3.20)
The second line above appears after replacing χ1:23 with χ
1
3. This variable χ
1
3 is found by
replacing any explicit dependence on x2 with y
1
2. Specifically,
χ13 =
∫ t
0
b3y
1:2
3 + (a31x1 + a32x2 + a33y
1:2
3 )y
1:2
3(3.21)
=
∫ t
0
b3y
1:2
3 + (a31x1 + a32y
1
2 + a33y
1
3)y
1
3,(3.22)
where, to in turn find y13:
y1:23 =
1
a13
(
1
x1
(x˙1 − b1x1)− a11x1 − a12x2
)
(3.23)
=
1
a13
(
1
x1
(x˙1 − b1x1)− a11x1 − a12y12
)
≡ y13.(3.24)
Integrating.
x2 =
∫ t
0
b2y
1
2 + (a21x1 + a22y
1
2 + a23χ
1
3)y
1
2 ≡ χ12,(3.25)
and finally,
(3.26) x˙1 = b1x1 + (a11x1 + a12χ
1
2)x1.
So, we can exactly reduce the system of three ODEs to one differential equation if we
assume a13 = 0. However, note that a nested set of integrals comprises the term χ
1
3. Indeed,
such a system of one differential equation with nested integral terms as 3.26 would likely be
more difficult to solve than the original set of three coupled ODEs shown in 3.12a - 3.12c.
9Still, the result is interesting, at least theoretically, for various reasons. First, multiple
variables can be eliminated if enough information (memory terms, higher derivatives) is known
about the remaining variables. Second, we saw the necessity of the assumption that some
interaction term be zero in order to exactly reduce (in this demonstration, that a13 = 0). This
assumption begins to reveal the limitations of such reductions via substitutions—in particular,
how, after a single substitution, we cannot escape the entanglement of the remaining species.
Third, the methods here give insight into how one might approximate the role of eliminated
variables in terms of the reduced set. For example, in the case of S = 2, s = 1, one could
imagine an approximation χˆ12 in terms of x1 and this extra information:
(3.27) χ12 ≈ χˆ12 (x1, x˙1, x¨1,K(x1), . . . ) ,
where K(x1) represents some memory kernel of x1.
With these reasons in mind, I will complete the exposition of the memory method for
general S and s. Of course, in this setting, a larger collection of interaction terms must be
assumed zero.
3.5. From S to s. The same method can reduce a system from any S to s < S provided
some set of interaction terms are zero. In § 3.3, we completed the reduction from S to S − 1
equations. The next step reduces to S − 2. Let’s start with the S − 1 equations:
x˙1 = b1x1 + (a11x1 + · · ·+ a1Sχ1:S−1S )x1
(3.28a)
x˙2 = b2x2 + (a21x1 + · · ·+ a2Sχ1:S−1S )x2
(3.28b)
...
x˙S−2 = bS−2xS−2 + (aS−2,1x1 + · · ·+ aS−2,S−2xS−2 + aS−2,S−1xS−1 + aS−2,Sχ1:S−1S )xS−2
(3.28c)
x˙S−1 = bS−1xS−1 + (aS−1,1x1 + · · ·+ aS−1,Sχ1:S−1S )xS−1.
(3.28d)
Now let’s rewrite xS−1 in terms of the remaining S − 2 variables; again, we could use any of
the first S − 2 equations to do so. I’ll choose the ODE for xS−2 with the assumption that
aS−2,S = 0:
(3.29)
xS−1 =
1
aS−2,S−1
(
1
xS−2
(x˙S−2 − bS−2xS−2)− aS−2,1x1 − · · · − aS−2,S−3xS−3
)
≡ y1:S−2S−1 .
Substituting y1:S−2S−1 into 3.28d,
xS−1 =
∫ t
0
(
bS−1y1:S−2S−1 + (aS−1,1x1 + · · ·+ aS−1,Sχ1:S−1S )y1:S−2S−1
)
≡ χ1:S−2S−1 .(3.30)
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And finally, substituting χ1:S−2S−1 back into the first S − 2 equations,
x˙1 = b1x1 +
(
a11x1 + a12x2 + · · ·+ a1Sχ1:S−1S
)
x1(3.31a)
x˙2 = b2x2 +
(
a21x1 + a22x2 + · · ·+ a2Sχ1:S−1S
)
x2(3.31b)
...
x˙S−2 = bS−2xS−2 +
(
aS−2,1x1 + aS−2,2x2 + · · ·+ aS−2,Sχ1:S−1S−1
)
xS−2.(3.31c)
This process can be repeated once more, yielding a system of S − 3 equations, if we also
assume aS−3,S = aS−3,S−1 = 0. And we may find the equivalent system in S − 4 equations if
the set of zero interaction terms also includes aS−4,S , aS−4,S−1, and aS−4,S−2. Let’s denote
this set of terms AS,s, so that
(3.32) AS,s = {aij , i = s, . . . , S − 2; j > i+ 1}.
To summarize, the model can be reduced from S to s equations if a = 0 ∀a ∈ AS,s. Note that
this condition is not necessary, but it is sufficient. It is not necessary in the sense that it is
not unique: reordering the variables or making different choices about which substitutions to
make would lead to a different set of zeroed interactions terms. In any case, it is necessary
that at least |AS,s| terms are zero, where |AS,s| is the size of the set defined above.
4. Discussion. Let us examine this set AS,s in more detail to see what fraction of all
interaction terms are assumed zero. As shown above, a model reduction from S to s species
is possible, exactly, when the triangular block of interaction terms in A are zero. We can
now compute the fraction ρ of these “zeroed” terms out of all interaction coefficients. Given
S species in the detailed model, there are S2 interaction terms. To reduced to s equations,
where s = S − k, then |AS,s| = (k−1)k2 terms must be zero. In terms of s, S, then ρ is:
ρ =
(k − 1)k
2S2
(4.1)
=
(S − s− 1)(S − s)
2S2
(4.2)
=
S2 + s2 − 2Ss− S − s
2S2
.(4.3)
Let α = s/S. Then the fraction ρ may be written as
ρ =
1
2
(1 + α2 − 2α)− 1
2S
(1 + α)(4.4)
=
1
2
(1− α)2 − 1
2S
(1 + α).(4.5)
In the limit as S →∞ and for a fixed α, we have
lim
S→∞
ρ =
1
2
(1− α)2.(4.6)
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Figure 1. The fraction of interaction that must be zero decreases nonlinearly as s→ S.
This limiting value is plotted for α ∈ [0, 1] in figure 1. Note that in this limit, when α = 0, i.e.,
there is complete reduction, then half of the interaction terms vanish. At the other extreme,
when α = 1, i.e., s = S so there is no reduction, then of course all interaction terms can be
nonzero.
5. Conclusion. In summary, we can reduce a GLV system exactly by introducing memory
terms of the remaining species, or by introducing their higher derivatives. In a sense, some
variables may be eliminated in exchange for this extra information about the reduced set. A
few interesting results emerge from this work: First, a reduction from S to S − 1 variables
is always possible. Second, a reduction from S to s is possible if the interaction terms in
a specified set are zero. With α = s/S, the fraction of terms in this set is approximately
(1 − α)2/2. Third, we saw that the two different methods in the S = 2 case yielded a single
ODE for x1, but either by maintaining the structure of the original ODE for x1, or for x2.
Fourth, after reducing to S − 1 variables, an entanglement of species prevents further (exact)
reduction without breaking the original model in some other way.
In this paper, this break was achieved by setting interaction terms to zero. Of course,
in some systems, this may be a reasonable assumption. However, in general, I believe the
usefulness of these results will be primarily to serve as motivation or evidence of how to
approximate the role of the eliminated species using only the reduced set. Doing so could lead
to reduced models that are no longer exact, but still preserve species correspondence and are
computationally easier to solve. Specific implementations and their effectiveness is an open
and rich area for future study.
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