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Abstract
Stochastic dynamics and wavelets techniques for
system response analysis and diagnostics: Diverse
applications in structural and biomedical engineering
Ketson Roberto Maximiano dos Santos
In the first part of the dissertation, a novel stochastic averaging technique based on a
Hilbert transform definition of the oscillator response displacement amplitude is devel-
oped. In comparison to standard stochastic averaging, the requirement of “a priori” deter-
mination of an equivalent natural frequency is bypassed, yielding flexibility in the ensuing
analysis and potentially higher accuracy. Further, the herein proposed Hilbert transform
based stochastic averaging is adapted for determining the time-dependent survival prob-
ability and first-passage time probability density function of stochastically excited non-
linear oscillators, even endowed with fractional derivative terms. To this aim, a Galerkin
scheme is utilized to solve approximately the backward Kolmogorov partial differential
equation governing the survival probability of the oscillator response. Next, the potential
of the stochastic averaging technique to be used in conjunction with performance-based
engineering design applications is demonstrated by proposing a stochastic version of the
widely used incremental dynamic analysis (IDA). Specifically, modeling the excitation as
a non-stationary stochastic process possessing an evolutionary power spectrum (EPS), an
approximate closed-form expression is derived for the parameterized oscillator response
amplitude probability density function (PDF). In this regard, IDA surfaces are determined
providing the conditional PDF of the engineering demand parameter (EDP) for a given
intensity measure (IM) value. In contrast to the computationally expensive Monte Carlo
simulation, the methodology developed herein determines the IDA surfaces at minimal
computational cost.
In the second part of the dissertation, a novel multiple-input/single-output (MISO)
system identification technique is developed for parameter identification of nonlinear
and time-variant oscillators with fractional derivative terms subject to incomplete non-
stationary data. The technique utilizes a representation of the nonlinear restoring forces
as a set of parallel linear sub-systems. Next, a recently developed L1-norm minimization
procedure based on compressive sensing theory is applied for determining the wavelet
coefficients of the available incomplete non-stationary input-output (excitation-response)
data. Several numerical examples are considered for assessing the reliability of the tech-
nique, even in the presence of incomplete and corrupted data. These include a 2-DOF
time-variant Duffing oscillator endowed with fractional derivative terms, as well as a 2-
DOF system subject to flow-induced forces where the non-stationary sea state possesses
a recently proposed evolutionary version of the JONSWAP spectrum.
In the third part of this dissertation, a joint time-frequency analysis technique based on
generalized harmonic wavelets (GHWs) is developed for dynamic cerebral autoregulation
(DCA) performance quantification. DCA is the continuous counter-regulation of the
cerebral blood flow by the active response of cerebral blood vessels to the spontaneous or
induced blood pressure fluctuations. Specifically, various metrics of the phase shift and
magnitude of appropriately defined GHW-based transfer functions are determined based
on data points over the joint time-frequency domain. The potential of these metrics
to be used as a diagnostics tool for indicating healthy versus impaired DCA function
is assessed by considering both healthy individuals and patients with unilateral carotid
artery stenosis. Next, another application in biomedical engineering is pursued related to
the Pulse Wave Imaging (PWI) technique. This relies on ultrasonic signals for capturing
the propagation of pressure pulses along the carotid artery, and eventually for prognosis
of focal vascular diseases (e.g., atherosclerosis and abdominal aortic aneurysm). However,
to obtain a high spatio-temporal resolution the data are acquired at a high rate, in the
order of kilohertz, yielding large datasets. To address this challenge, an efficient data
compression technique is developed based on the multiresolution wavelet decomposition
scheme, which exploits the high correlation of adjacent RF-frames generated by the PWI
technique. Further, a sparse matrix decomposition is proposed as an efficient way to
identify the boundaries of the arterial wall in the PWI technique.
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1.1 Motivation and objectives
It is not uncommon for structural systems to be subjected to excitations (e.g. earthquakes,
winds, etc) that can be described realistically as non-stationary stochastic processes (e.g.
[1, 2]). Also, considering the nonlinear behavior exhibited by structures, partly due to
the severity of the aforementioned excitations, there is a need for developing techniques
that can efficiently determine the nonlinear system stochastic response. In this regard,
the stochastic averaging technique [3, 4] emerges as a potential alternative. To reach
this goal the stochatic averaging technique relates to a Markovian approximation of an
appropriately chosen amplitude of the system response, as well as to a dimension reduc-
tion of the original 2n-dimensional problem to an n-dimensional problem. Following the
pioneering contributions by Khasminskii [5, 6] and by Stratonovich [7, 8], stochastic av-
eraging has been generalized to account for systems with multiple fixed points (e.g., [9]),
as well as for various kinds of non-white and non-stationary excitations (e.g. [10, 11]).
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Although there exist various energy amplitude based stochastic averaging formulations
(e.g. [12, 13]), note that the common choice of the response displacement amplitude for
systems with nonlinear stiffness elements poses certain limitations in the application of
stochastic averaging. A critical step in the stochastic averaging treatment involves the
selection of an appropriate period of oscillation over which the temporal averaging can
be performed. Clearly, for oscillators with nonlinear stiffness defining such a period is
not an obvious task. To this aim, an additional step is often introduced relating to the
linearization of the nonlinear stiffness element, i.e., treating it as response amplitude de-
pendent [10, 14]. It can be readily seen that the introduction of this intermediate step
can increase the degree of approximation and potentially decrease the overall accuracy
as compared to applying the approach to oscillators with nonlinear damping terms but
with linear stiffness [3].
Further, randomly excited structural systems necessitate the development of robust and
accurate reliability assessment approaches for ensuring satisfactory performance accord-
ing to design requirements. In this regard, the estimation of the probability that the
system response will reach, and eventually cross, a prescribed level for the first time is
known in the literature as the first-passage problem; it has found diverse applications
in the field of engineering dynamics (e.g., [15–17]). Note that obtaining an analytical
solution for the first-passage problem and the related first-passage time probability den-
sity function (PDF) has been notoriously difficult, even for the case of a single-degree-
of-freedom (SDOF) linear oscillator. In this regard, it is worth mentioning indicative
2
Chapter 1. Introduction
contributions related to obtaining closed-form solutions of the generalized Pontryagin
equations governing the first-passage time statistical moments of various linear oscilla-
tors (e.g., [18–20]). Clearly, the complexity of the problem increases when nonlinearities
and/or fractional derivatives are employed in the dynamical system modeling. Thus,
several research efforts have focused on developing purely numerical Monte Carlo simula-
tion (MCS) based techniques, such as importance sampling, subset simulation, and line
sampling; see [16], [21] and references therein. Further, to address the potential chal-
lenge of excessive computational cost associated with MCS, a number of approximate
semi-analytical techniques for addressing the first-passage problem have been developed
over the past few decades. Indicatively, these include Poisson distribution based ap-
proximations (e.g., [22–24]), probability density evolution schemes (e.g., [2]), discretized
Chapman-Kolmogorov equation methodologies [25–27], Wiener path integral [28–31], as
well as stochastic averaging approaches (e.g., [32–35]). Focusing on the latter, this disser-
tation proposes the use of a Hilbert transform based definition of the response amplitude
[36–38] to circumvent the previously mentioned limitations of stochastic averaging. In
comparison to standard stochastic averaging, the requirement of “a priori” determination
of an equivalent natural frequency is circumvented, affording enhanced flexibility in the
ensuing analysis and, potentially, higher accuracy. It is noted that the formulation in [39]
accounts also for oscillators endowed with fractional derivative elements.
One of the popular methodologies applied in the field of performance-based engineer-
ing for estimating the functional relationship between the intensity measures IMs (e.g.
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wind velocity, peak ground acceleration, spectral acceleration, etc) and the engineering
demand parameters (EDPs) (e.g. interstory drift ratio, deformation damage index, etc)
and, ultimately, for assessing the structural capacity of engineering systems, is the incre-
mental dynamic analysis (IDA) [40]. IDA aims at assessing the performance of structural
systems under a suite of ground motion records, each scaled to several levels of seismic
intensity; thus, by performing a nonlinear dynamic analysis for each and every scaled
record, a set of IDA curves is produced. Each curve corresponds to a specific ground
motion and each point of the curve to a specific ground motion intensity level and re-
spective structural system response magnitude (e.g. maximum displacement, interstory
drift ratio, etc). Clearly, performing IDA within a probabilistic framework, (i.e. consider-
ing a structure with random material/geometric properties modeled as non-homogeneous
stochastic fields or under earthquake excitation modeled as a non-stationary stochastic
process) and depending on what kind of structural response statistical quantity is of inter-
est (i.e. mean, standard deviation, or a complete probabilistic description of the system
response via its PDF), hundreds to thousands of IDA curves are typically required for a
reliable statistical description of the EDP. Obviously, utilizing a standard IDA methodol-
ogy for a Monte Carlo simulation (MCS) based determination of the EDP statistics can
be computationally demanding. Indicatively, in [41] it is noted that the generation of a
single IDA curve can last from thirty seconds to one hour, while in the case of a multi-
record IDA where thousands of curves are generated the processing time can increase to
weeks or even months. In this regard, several research efforts have focused on reducing
the related computational cost by resorting to efficient MCS algorithms (e.g. [42]), or by
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implementing, for instance, parallel computing strategies (e.g. [41]). In this dissertation,
a computationally efficient stochastic version of IDA is developed based on stochastic
averaging for addressing some of the above challenges.
Focusing next on system identification and diagnostics in structural engineering, research
efforts over the past few decades have focused not only on the development of novel nu-
merical techniques [43–45], but also on deriving conditions and assessing the feasibility
of such techniques for effective parameter identification when faced with limited data
[46–48]. In general, several major challenges need to be addressed for efficacious system
parameter identification. First, in real-life situations, the statistics of measured/available
data most often exhibit a time/space-varying behavior. For instance, most environmen-
tal processes/excitations (and subsequently the system responses) can be realistically
described as non-stationary stochastic processes, i.e. their statistics (as well as their fre-
quency content potentially) vary with time. Thus, traditional/standard signal processing
tools, such as Fourier analysis, are not adequately equipped for analyzing the above sig-
nals. In this regard, the short-time Fourier Transform, the Gabor transform, wavelets,
chirplets, and the Wigner-Ville distribution [49–51] constitute some of the most popular
tools for analyzing the non-stationary spectral content of a signal.
Second, most often there are limited, incomplete and/or missing data due to several
reasons, such as cost (e.g. expensive sensor maintenance in harsh conditions/remote
areas), frequency and unpredictability of the effect, data loss or corruption (e.g. sensor
failures, power outages, etc), as well as limited bandwidth/storage capacity. In this
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regard, various existing signal reconstruction techniques (e.g. Lomb-Scargle periodogram,
iterative deconvolution method CLEAN, Auto-Regressive-Moving-Average model based
techniques, etc) can be applied that can handle missing data; see [52] for a review.
Note, however, that most of the above techniques for signal reconstruction under missing
data lack versatility and exhibit certain limitations. Indicatively, relatively strong a
priori assumptions about the signal may be required [53]. Also, the techniques can be
computationally demanding [54], perform well only in cases of few missing data [55], and
may not be applicable for non-stationary signals, at least in a straightforward manner
[56].
Third, the need for more accurate materials/media behavior modeling has led recently
to utilizing advanced mathematical concepts/tools such as fractional calculus [57, 58].
Besides the fact that fractional calculus can be construed as a generalization of classical
calculus (and as such provides with enhanced modeling flexibility), it has been successfully
employed in engineering mechanics for developing “non-local” continuum mechanics mod-
els/theories [59, 60], as well as for viscoelastic material modeling [61]. In this regard, note
that most system identification techniques have been developed and tailored for treat-
ing conventional governing dynamics equations based on traditional/classical continuum
(or discrete) mechanics theories. Their generalization for treating systems following a
fractional calculus modeling is not at all straightforward.
Focusing next on system identification and diagnostics in biomedical engineering, the
signal processing techniques developed in this dissertation in the context of structural
6
Chapter 1. Introduction
engineering, are adapted for biomedical applications. These relate to the interpretation
of physiological phenomena and the manipulation of large datasets generated by modern
techniques acquisition set-ups used in the diagnostics of at-risk patients.
Specifically, the ability of the cerebral vasculature to regulate cerebral blood flow in
response to rapid changes in blood pressure is termed dynamic cerebral autoregulation
(DCA). DCA is impaired in a number of neurological disorders [62, 63] where its loss
is associated with development of vasospasm after subarachnoid hemorrhage [64], with
poor neurological outcomes in patients with traumatic brain injury (TBI) [65], and with
development of dementia in patients with mild cognitive impairment [66]. Loss of DCA
has also been implicated in the pathogenesis of pregnancy-associated stroke, particularly
in women with preeclampsia [67]. Thus, it can be readily seen that devising techniques
for cerebral autoregulation analysis, monitoring and control is of paramount importance
to patient care.
Further, focal vascular disease such as atherosclerosis and abdominal aortic aneurysm
(AAAs) are known to affect the mechanical properties of tissues [68, 69]. However, the
foot-to-foot method, which is typically employed to estimate the PWV, implies distance
measurements errors, time-delay measurement, and incapability to provide localized mea-
surements of focal mechanical change [70, 71]. On the other hand, imaging-based meth-
ods, such as MRI [72, 73], and ultrasound techniques [74, 75], are intended to perform
noninvasive measurements of PWV. However, the aforementioned techniques lack tempo-
ral/spatial resolution in capturing a pulse wave propagation along few millimeters of the
7
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arterial wall. To circumvent these limitations the pulse wave imaging (PWI) techniques
[68, 76, 77] can be adopted. They are noninvasive methods for tracking pulse waves along
the aorta for posterior PWV estimation and consequent stiffness characterization [69].
However, some limitations regarding the data acquisition, transfer, and storage emerges
due to the high frames-per-seconds (fps) (e.g., 8000 fps) [76] adopted in the data ac-
quisition step. Thus, large datasets, in the order of gigabytes, containing only dozen
milliseconds of data are inevitably generated. Therefore, the development of efficient
techniques to compress the data allowing a proper manipulation of large dataset contain-
ing ultrasonic signals is of utmost importance. In this regard, this dissertation introduces
a wavelet-based lossy compression technique which exploits the strong correlation of adja-
cent RF-frames generated by PWI. Further, the robust matrix recovery methodology [78]
is proposed in the wall segmentation step within the PWI framework which is relevant
to the development of a more robust and automatic artery wall segmentation.
1.2 Organization of the thesis
This thesis is divided in seven chapters. Excluding the first chapter (introduction) and
the seventh chapter (concluding remarks), the remaining contain original research related
to stochastic dynamics and wavelets techniques for response analysis and diagnostics of
diverse systems with applications both in structural and biomedical engineering.
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Chapter 1 addresses the main challenges related to the problems exploited in this disser-
tation.
Chapter 2 focuses on the development of the Hilbert transform-based stochastic averaging
technique to circumvent some limitations of the standard stochastic averaging technique.
This novel approach employs an alternative definition of the amplitude process [37] based
on the Hilbert transform [36, 38]. Therefore, it is no longer necessary to determine an
equivalent natural frequency “a priori”. Further, an extension of the Hilbert transform
based stochastic averaging is developed to account for oscillators endowed with fractional
derivative terms as well. The technique is also employed to estimate the first-passage
time PDF, and the corresponding survival probability function, of nonlinear oscillators
subject to broad-band excitation.
Chapter 3 introduces an efficient IDA technique to be employed in performance-based
engineering for estimating the conditional probability of EDPs given IMs. The stochastic
IDA is developed by combining the stochastic averaging with a statistical linearization
procedure to obtain a closed form conditional PDF of the EDPs given an increasing IM.
a similar manner, the conditional system response power spectrum for a given IM is
obtained at a minimal computational cost serving as an alternative indicator of failure in
structural systems.
Chapter 4 focus on the parameter identification of engineering dynamical systems follow-
ing complex nonlinear relationships, considering fractional calculus for more accurate (vis-
coelastic) material behavior modeling, as well as treating excitations as (non-stationary)
9
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stochastic processes. Therefore, a reverse multiple-input/single-output (MISO) system
parameter identification technique is introduced to account for incomplete/missing data
as well as for systems with fractional derivative elements. Several linear and nonlin-
ear time-variant systems, some endowed with fractional derivative elements, are used
as numerical examples to demonstrate the reliability of the technique even in cases of
incomplete data corrupted with noise.
Chapter 5 presents the development of a joint time-frequency analysis technique based
on generalized harmonic wavelets (GHWs) for dynamic cerebral autoregulation (DCA)
performance quantification. Specifically, various metrics such as the mean, median, and
coherence weighted average of the phase shift and of the magnitude of appropriately
defined GHW-based transfer functions are determined based on data points over the joint
time-frequency domain. Next, the potential of these metrics to be used as a diagnostics
tool for indicating healthy versus impaired DCA function is assessed by considering both
healthy individuals and patients with unilateral carotid artery stenosis.
Chapter 6 presents the pulse wave imaging (PWI) technique which captures, using ul-
trasound, the pressure pulses produced by the contraction-relaxation cycle of the heart.
Therefore, it is possible to estimate the velocity of artery wall in vivo aiming at the
detection and monitoring of localized vascular diseases. However, large time-varying RF-
frames in the order of gigabytes containing only a dozen milliseconds of data are inevitably
produced in one single clinical evaluation. To address the storage capacity challenges, a
data compression technique based on a multiresolution 1-D wavelet analysis is proposed
10
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considering the strong correlation of the RF-frames in the time domain. A numerical
example involving real data is considered, while the coefficient of determination R2 of
the 50% upstroke points, and the achieved compression ratio, are adopted as perfor-
mance measures. Further, the robust matrix recovery methodology [78] is employed in
the automation of the wall segmentation step within the PWI framework aiming at the
development of an accurate artery wall identification technique.
Chapter 7 contains the concluding remarks.
11
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Chapter 2
Stochastic averaging in nonlinear
engineering dynamics: A Hilbert
transform perspective
2.1 Preliminary remarks
Stochastic averaging has been a potent mathematical tool for obtaining approximate so-
lutions to problems involving the vibration response of lightly damped systems to broad-
band random excitation [3]. The main features of the technique relate to a Markovian
approximation of an appropriately chosen amplitude of the system response, as well as
to a dimension reduction of the original 2n-dimensional problem to an n-dimensional
problem. Thus, not only the order of the problem is reduced by half, but also the Marko-
vian character of the response enables the use of well-established techniques for solving
the corresponding Fokker-Planck (F-P) equation and for determining system response
statistics [10].
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Regarding the choice of the response amplitude, that of the response displacement is
typically utilized [3, 10], although other alternative choices are available such as that
of total energy [32, 79]. Nevertheless, the choice of the standard response displacement
amplitude for systems with nonlinear stiffness elements poses certain limitations in the
application of the stochastic averaging technique [3]. A critical step in the stochastic av-
eraging treatment involves the selection of an appropriate period of oscillation over which
the temporal averaging can be performed. Clearly, for oscillators with nonlinear stiffness
defining such a period is not an obvious task. To this aim, an additional step is often
introduced relating to the linearization of the nonlinear stiffness element, i.e., treating it
as response amplitude dependent [10, 14]. It can be readily seen that the introduction of
this intermediate step can increase the degree of approximation and potentially decrease
the overall accuracy as compared to applying the approach to oscillators with nonlinear
damping terms but with linear stiffness [3].
To circumvent some of the limitations described above an alternative definition of the
amplitude process [37] is utilized based on the Hilbert transform [36, 38]. In comparison
to a standard amplitude definition of the response displacement, the herein utilized am-
plitude definition does not require the “a priori” determination of an equivalent natural
frequency. Notably, this feature provides enhanced flexibility in the ensuing stochastic
averaging treatment, and can potentially result in higher accuracy. Further, an extension
of the Hilbert transform based stochastic averaging is developed to account for oscilla-
tors endowed with fractional derivative terms as well. The hardening Duffing oscillator
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both with and without fractional derivative terms, as well as a bilinear stiffness oscillator
are considered in the numerical examples section for demonstrating the reliability of the
technique. For all cases, the analytical results are set vis-a-vis pertinent Monte Carlo
simulation (MCS) data.
2.2 Conventional stochastic averaging
Consider a single-degree-of-freedom (SDOF) oscillator with linear damping and a nonlin-
ear stiffness element whose equation of motion is given by
x¨+ βx˙+ g(x) = w (2.1)
where a dot over the variables denotes differentiation with respect to time t; x is the
response displacement; g(x) accounts for the nonlinear restoring force; β = 2ξω0 is the
linear damping coefficient; ω0 is the natural frequency of the corresponding linear oscil-
lator (i.e. g(x) = ω20x); ξ0 is the damping ratio; and w is modeled as a Gaussian white
noise process with a constant power spectrum magnitude S0.
Next, a critical step in the stochastic averaging treatment involves the selection of an ap-
propriate period of oscillation over which temporal averaging can be performed. Clearly,
for oscillators with nonlinear stiffness as in Eq. (2.1), defining such a period (or equiv-
alently, a natural frequency) is not a straightforward task. In this regard, tradition-
ally, research efforts have focused on combining a statistical linearization treatment with
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stochastic averaging. Specifically, during the first step of the process an amplitude-
dependent equivalent natural frequency ω(A) is defined, and thus, the original nonlinear
system of Eq. (2.1) is approximated by its linearized version
x¨+ βx˙+ ω2(A)x = w(t) (2.2)
Once the linearized oscillator is defined, then a conventional stochastic averaging treat-
ment [14] can yield a first-order stochastic differential equation (SDE) governing the
time-dependent response amplitude process A. Typically, the equivalent stiffness element










g[A cos(ψ) ]cos(ψ) dψ (2.3)
In addition to theoretical difficulties associated with the above handling of cases with
nonlinear stiffness [3, 14, 80], it can be readily seen that the introduction of the interme-
diate step of Eq. (2.2) (i.e. g(x) = ω2(A)x) increases the degree of approximation, and
potentially decreases the overall accuracy degree as compared to a standard stochastic
averaging treatment of oscillators with linear stiffness terms [3]. Further, a choice must
normally be made regarding the definition of the amplitude process A(t) [37] with




being, perhaps, the most widely utilized. Note that in cases of oscillators with nonlinear
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damping terms, but with linear stiffness, the intermediate approximation of Eq. (2.2)
and (2.3) is not required, and the amplitude of Eq. (2.4) can be directly defined as
A2 = x2 + x˙2/ω20; see [3] for a discussion. Next, to circumvent some of the limitations
described above and related to a conventional stochastic averaging treatment, a novel
stochastic averaging technique based on a Hilbert transform definition of the oscillator
response displacement amplitude is developed in the following section.
2.3 Stochastic averaging based on a Hilbert trans-
form definition of the amplitude
To circumvent some of the limitations described in the previous section an alternative
definition of the response amplitude process based on the Hilbert transform [36–38] is
utilized. In particular, relying on the standard assumptions of stochastic averaging [3, 79],
and assuming a pseudo-harmonic response behavior, the response displacement process
x is defined as





where AH denotes the response amplitude process and φ denotes the response phase
process. Further, the time-varying function Ψ˙, to be determined in the ensuing analysis,
accounts for the response instantaneous frequency, whereas AH , φ and Ψ˙ are assumed to
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and applied to Eq. (2.5) yields





In Eq. (2.6), the symbol ∗ denotes the convolution operator, whereas combining Eqs.
(2.5) and (2.7) the amplitude AH and response phase φ are given by
A2H = x









Note that in comparison to the standard amplitude definition of Eq. (2.4), the Hilbert
transform based definition of Eq. (2.8) does not require the determination of an “equiva-
lent” natural frequency, at least in an “a priori” manner. This feature provides enhanced
flexibility in the ensuing stochastic averaging treatment. Further, in addition to the am-
plitude definition of Eq. (2.8) that refers to the response displacement process x, an
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amplitude AR for the restoring force g(x) is defined in the following as





The restoring force amplitude AR is also considered to be a slowly varying function with
time, while it can be readily seen from Eqs. (2.5), (2.7) and (2.10) that in general
AR = AR(AH , φ, Ψ˙). The introduction of AR is motivated by alternative amplitude
definitions in the literature such as the energy amplitude [32, 79], and it is suggested that
it serves more naturally than AH to describe the problem at hand where the difficulties
in the mathematical treatment relate to g(x). For comparison purposes, note that based
on the traditional averaging treatment of Eq. (2.2) and according to the approximation
g(x) ≈ ω2(A)x, the amplitude of the restoring force in that case is defined as ω2(A)A.
Next, differentiating Eq. (2.5) with respect to time and combining with Eq. (2.7) yields
the relationships x˜ = −x˙/Ψ˙ and ˙˜x = −x¨/Ψ˙. These are employed in conjunction with Eq.




[w − βx˙+ Ψ˙2x− g(x)] (2.11)
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while averaging over one cycle of oscillation (i.e.
∫ 2pi/Ψ˙
0
























have vanished, while the last term on the right-hand-side of
Eq. (2.12) containing the restoring force amplitude disappeared as well. Next, a similar






















Following a standard stochastic averaging procedure as described in [14], and relying on

























respectively, where η (t) and ξ (t) are white noise processes with unit intensity. Note that








E [w (t)w (t+τ)] dτ =piS0. Further, considering Eqs. (2.1) and (2.10)
the restoring force can be written as g (x) = (AR/AH)x. In other words, the expression
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√
AR/AH can be construed as a form of time-dependent natural frequency for the oscilla-
tor of Eq. (2.1). Thus, based on the assumption of a pseudo-harmonic response behavior
expressed by Eq. (2.5), it is reasonable to adopt the approximation
√
AR/AH = Ψ˙, and


















respectively. The SDE in Eq. (2.17) is related to the F-P equation [81] given by































p (AH , t)
]} (2.19)
to be solved for the response amplitude probability density function (PDF) p (AH , t).
Note that for the linear case, i.e. g (x) =ω20x, considering Eqs. (2.5) and (2.10) yields
AR/AH=ω
2
0. The F-P equation for the response amplitude of a linear oscillator admits the











. In the general nonlinear case an explicit relationship is to be found between AR
and AH of the form AR=AR (AH). In this manner, Eq. (2.19) can be solved for p (AH , t).











, the solution of
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Eq. (2.19) for the stationary case (i.e. ∂p(AH ,t)
∂t













where C is a normalization constant [14].
2.4 Hilbert transform based stochastic averaging ac-
counting for systems endowed with fractional deriva-
tive terms
An extension of the Hilbert transform based stochastic averaging is developed in this
section for oscillators endowed with fractional derivative terms. Besides the fact that
fractional calculus can be construed as a generalization of classical calculus, and as such
provides with enhanced modeling flexibility [82], it has been successfully employed in
engineering mechanics for viscoelastic material modeling (e.g., rubbers, polymers, bitu-
men, etc) [61] as well as for developing “non-local” continuum mechanics models/theories
[59, 60]. In this regard, note that a brute force na¨ıve numerical solution of the result-
ing fractional differential equations governing the dynamics of the oscillator is a highly
demanding task computationally (even for the linear and deterministic cases) due to the
presence of the fractional derivative terms. Thus, there is a need for developing efficient
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solution schemes for determining the stochastic response and assessing the reliability of
such systems [35, 83].
In this regard, consider next the SDOF oscillator of Eq. (2.1) endowed with a fractional
derivative term in the form
x¨+ βDq[x] + g(x) = w (2.21)
where Dq [.] denotes the q-order (0 <q< 1) Caputo fractional derivative given by [57]













































Applying next an averaging treatment to Eq. (2.23) is not a straightforward task given





(see also [35]), x˙ (t−τ) is approximated by
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and, therefore, Dq [x(t)] is expressed as
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Note that in Eq. (2.30) the approximation
√
AR/AH = Ψ˙ has been considered, whereas






























p (AH , t)
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with an analytical solution for the stationary response amplitude PDF p (AH) given by
Eq. (2.20). As anticipated, note that Eqs. (2.30) and (2.31) degenerate to Eq. (2.19) for
a fractional derivative order q= 1.
2.5 Numerical examples
In this section, the hardening Duffing oscillator both with and without fractional deriva-
tive terms, as well as a bilinear stiffness oscillator are considered for demonstrating the
reliability of the technique. In all numerical examples the parameters values used are
ω0 = 2pi rad/s, ξ = 0.01, β = 2ξω0, and S0 = 2ξω
3
0/pi. The stationary response ampli-
tude PDFs obtained via the Hilbert transform based technique are compared both with
corresponding results obtained via a conventional stochastic averaging treatment, and
via pertinent Monte Carlo simulation data (10,000 realizations). To this aim, a stan-
dard 4th order Runge-Kutta numerical integration scheme is utilized in the Monte Carlo
simulations for solving Eq. (2.1), whereas the standard L1-algorithm which utilizes a
discretization of the fractional derivative [85] is utilized for solving Eq. (2.21).
2.5.1 Hardening Duffing oscillator
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where the parameter > 0 accounts for the nonlinearity magnitude. Further, applying the
conventional averaging on Eq. (2.32) yields an amplitude-dependent equivalent stiffness









whereas considering Eq. (2.10) a relationship for the Hilbert based restoring force ampli-









Next, to eliminate the dependence of AR on Ψ˙ and φ in Eq. (2.34), a potential treatment














An alternative treatment relates to accounting for the maximum influence of the non-
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The accuracy of the three approximations of Eqs. (2.33), (2.35), and (2.36) in capturing
the restoring force amplitude is examined in the following example. Specifically, consid-
ering a Duffing oscillator with the nonlinearity parameter equal to  = 1, Fig. 2.1 shows
a typical realization of the restoring force g(x) together with the three approximations
of the restoring force amplitude of Eqs. (2.33), (2.35), and (2.36). It can be readily seen
that only Eq. (2.36) can capture with high accuracy the envelope of the restoring force,
while the alternative two approximations (Eq. (2.33) and Eq. (2.35)) underestimate the
peaks of the restoring force significantly. Thus, it is anticipated that utilizing Eq. (2.36)
in the F-P equation (Eq. (2.19)) will yield a more accurate response amplitude PDF than
the one corresponding to the conventional stochastic averaging scheme (Eq. (2.33)). In
particular, considering the standard approximation of Eq. (2.33), substituting into the
F-P Eq. (2.19), and solving for the stationary response amplitude PDF using Eq. (2.20)
yields [14, 81]
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Figure 2.1: Hardening Duffing oscillator ( = 1) restoring force typical time-history,



















where C is a normalization constant. Next, substituting Eq. (2.36) into the F-P Eq.



















where CH is a normalization constant. For comparison, the analytical exact expression for
the stationary amplitude PDF of a Duffing oscillator derived by [86] following two distinct
pathways (i.e., based on energy considerations, and on peak statistics) is included as well.
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dA, and F (k, pi/2) is the com-
plete elliptic integral of the first kind.
The stationary amplitude PDFs presented in Eqs. (2.37), (2.38), and (2.39) are plotted in
Fig. 2.2 and compared with the Monte Carlo simulation based response amplitude PDF.
In producing the MCS based PDF estimates both the Hilbert transform definition of the
response amplitude (Eq. (2.8)) was applied on the response displacement realizations,
and the solution of the polynomial Eq. (2.4) was utilized. Focusing on Fig. 2.2, it is
seen that both definitions yield approximately the same MCS based amplitude PDF with
very minor differences. Thus, in the ensuing analysis and examples, MCS based PDF
estimates are computed by utilizing the Hilbert transform definition of the amplitude
applied to the response displacement realizations.
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Current Approach
Figure 2.2: Hilbert transform based amplitude stationary PDF, and comparisons with
various approximate amplitude PDFs and with pertinent Monte Carlo simulation data
(10, 000 realizations) for a Duffing oscillator ( = 1).
Regarding the accuracy of the approximate stochastic averaging based amplitude PDFs,
it can be readily seen that the Hilbert transform based amplitude PDF of Eq. (2.38)
derived herein exhibits significantly higher accuracy than the amplitude PDF based on
the conventional stochastic averaging treatment. It can be argued that one of the reasons
for this enhanced accuracy is the ability of the herein introduced restoring force amplitude
AR to capture the envelope of the restoring force g(x) better than ω
2(A)A. In fact, the
Hilbert transform based PDF exhibits practically the same accuracy level as the analytical
exact solution of Eq. (2.39). Note, however, that the analytical nature of the approach by
[86], renders it case-dependent, and clearly, lacks the versatility of a stochastic averaging
treatment.
Next, a hardening Duffing oscillator endowed with a fractional derivative term of the form
of Eq. (2.21) is considered. The nonlinear function of Eq. (2.32) ( = 1), and a fractional
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derivative order equal to q = 0.7 are utilized. Adopting next the conventional definition
of the restoring force amplitude as defined in Eq. (2.33), and substituting in Eq. (2.31)
yields the stationary (∂p(A,t)
∂t

























Adopting next AR as defined in Eq. (2.36), substituting into the F-P Eq. (2.31), and






















It is noted that the linear case cannot be obtained directly by setting = 0 in Eq. (2.41).
Instead, the solution for the linear oscillator is obtained by setting = 0 in the F-P Eq.

















The response amplitude stationary PDFs of Eqs. (2.40) and (2.41) are plotted and
compared with a Monte Carlo simulation based estimated PDF in Fig. 2.3. It can be
readily seen that the Hilbert transform based response amplitude PDF exhibits a higher
accuracy as compared to the PDF obtained using the conventional stochastic averaging
approach.
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Figure 2.3: Hilbert transform based amplitude stationary PDF, and comparisons with
various approximate amplitude PDFs and with pertinent Monte Carlo simulation data
(10, 000 realizations) for a Duffing oscillator with a fractional derivative term ( = 1,
and q = 0.7).
2.5.2 Bilinear stiffness oscillator






0−ω21) sign(x), |x| >x0
(2.43)
and plotted in Fig. 2.4, where ω20, and ω
2
1 denote the primary and secondary stiffness-
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Figure 2.4: Bilinear stiffness restoring force model.
The conventional averaging treatment (Eq. (2.3)) yields an amplitude-dependent equiv-













Next, applying the Hilbert transform based stochastic averaging, and substituting Eq.
(2.5) into Eq. (2.43) yields





0−ω21) sign(AHcos(Ψ˙t+φ)), |AHcos(Ψ˙t+φ)| >x0
(2.45)
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Following a similar treatment as in hardening Duffing example, and considering the upper
bounds of the trigonometric functions of Eq. (2.45) to eliminate the dependence on Ψ˙








In the ensuing example two values for the secondary-to-primary slope ratio s are selected
(s= 0.2 and s= 3) to assess the performance of the technique. In this regard, Fig. 6
shows a typical realization of the restoring force g(x) for s= 0.2 together with the ap-
proximations of the restoring force amplitudes using the conventional stochastic averaging
treatment (Eq. (2.44)) and the Hilbert transform based stochastic averaging technique
(Eq. (2.46)). Clearly, the conventional stochastic averaging based amplitude overesti-
mates significantly the envelope of the restoring force, whereas the Hilbert transform
based stochastic averaging technique exhibits higher accuracy in capturing the envelope
of the restoring force.
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Figure 2.5: Bilinear stiffness (s = 0.2) restoring force typical time-history, and com-
parisons between various approximations of the restoring force amplitude.
The procedure described for s = 0.2 is repeated for s = 3, and the results are shown in Fig.
2.6, where it is seen that the Hilbert transform based stochastic averaging approach (Eq.
(2.46)) can capture with high accuracy the envelope of the restoring force, whereas in this
case the conventional stochastic averaging treatment (Eq. (2.44)) tends to underestimate
the envelope of the restoring force.
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Figure 2.6: Bilinear stiffness (s = 3) restoring force typical time-history, and compar-
isons between various approximations of the restoring force amplitude.
Considering Eq. (2.46) and the general solution of the F-P equation (Eq. (2.20)) one can





























where C1 and C2 are normalization constants. Further, for the case of the conventional
stochastic averaging a numerical evaluation of the integrals involved in Eq. (2.20) is
utilized in conjunction with Eq. (2.44). The response amplitude stationary PDFs for s =
0.2 and s = 3 are presented in Fig. 2.7 and Fig. 2.8, respectively, for both the conventional
37
Chapter 2. Stochastic averaging in nonlinear engineering dynamics: A Hilbert transform
perspective
stochastic averaging treatment and the Hilbert transform based approach. Comparisons
with the estimated response amplitude PDF obtained using a Monte Carlo simulation
treatment are included as well. In both figures it is seen that, the proposed technique
exhibits a higher accuracy as compared to the conventional stochastic averaging.













Figure 2.7: Hilbert transform based amplitude stationary PDF of a bilinear stiff-
ness oscillator (s = 0.2), and comparisons with the conventional stochastic averaging
treatment and with pertinent Monte Carlo simulation data.
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Figure 2.8: Hilbert transform based amplitude stationary PDF of piecewise linear os-
cillator (s = 3), and comparisons with the conventional stochastic averaging treatment
and with pertinent Monte Carlo simulation data.
2.6 A Hilbert transform based stochastic averaging
technique for determining the survival probabil-
ity of nonlinear oscillators
A semi-analytical technique is developed for determining the time-dependent survival
probability and first-passage time PDF of stochastically excited nonlinear oscillators,
even endowed with fractional derivative terms. To this aim, a Galerkin scheme based on
the orthogonality of the confluent hypergeometric functions is utilized to solve approx-
imately the backward Kolmogorov (BK) partial differential equation (PDE) governing
the survival probability of the oscillator response. This is done in conjunction with the
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Hilbert transform based stochastic averaging treatment developed by [39], which is further
enhanced herein by introducing in a systematic manner two definitions/approximations
for the equivalent instantaneous natural frequency. It is shown that this novel aspect
yields increased accuracy with respect to determining oscillator first-passage time statis-
tics by the Galerkin solution scheme. The hardening Duffing oscillator and a bilinear
stiffness oscillator, both with and without fractional derivative terms, are considered in
the numerical examples section to ascertain the reliability of the technique. For all cases,
the semi-analytical results are juxtaposed with pertinent MCS data.
2.6.1 Hilbert transform based stochastic averaging treatment
A novel stochastic averaging technique based on a Hilbert transform definition of the
oscillator response displacement amplitude was developed to circumvents some of the
limitations related to oscillators with nonlinear stiffness [39]. Specifically, relying on the
standard assumptions of stochastic averaging [3, 10] a pseudo-harmonic behavior of the
response displacement is considered in the form Eq. (2.5). It is noted that relying on
the Hilbert transform based amplitude definition of Eq. (2.5) the need for determining
an equivalent natural frequency in an “a priori” manner is circumvented. In this regard,
contrary to the standard implementation of stochastic averaging where the approximation
of Eq. (2.3) is introduced early in the procedure, the formulation proposed in [39] allows
for enhanced flexibility in the ensuing analysis. Next, a SDE similar to Eq. (2.30) is
derived for the case of a nonlinear oscillator endowed with fractional derivative elements
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of the form
x¨+ βDq[x] + g(x) = w(t), (2.48)
where Dq [.] denotes the q-order (0 <q< 1) Caputo fractional derivative. In this regard,
in [39] a Hilbert transform based treatment of the oscillator of Eq. (2.48) yielded the























where η(t) is a delta correlated process with unit intensity (i.e., E[η(t)η(t + τ)] = δ(τ)
with δ(τ) being the Dirac delta function); and AH,n = AH/σ is the normalized amplitude




being the stationary response standard deviation of a linear
oscillator excited by Gaussian white noise. It is noted that for the limiting case q = 1 the
fractional derivative is reduced to Dq[x] = x˙, and the oscillator of Eq. (2.48) degenerates
to the standard Eq. (2.1). Clearly, Eq. (2.49) constitutes a first-order SDE governing
the dynamics of the response amplitude AH . It is seen that the use of the Hilbert
transform based amplitude definition has eliminated the need of defining an equivalent
natural frequency ω(A) via Eq. (2.3) in an “a priori” manner. Nevertheless, the quantity
Ψ˙, which serves as the time-dependent equivalent natural frequency, still needs to be
defined/approximated, potentially as a function of AH . Clearly, a number of definitions
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can be employed for such an approximation with varying degrees of accuracy; see also
[39]. In the ensuing analysis, two definitions are introduced in a systematic manner,
while their accuracy with respect to oscillator first-passage time statistics is assessed in
the numerical examples section.
2.6.2 Equivalent instantaneous natural frequency
In this section, two definitions/approximations of the instantaneous stiffness element
Ψ˙2(AH , t) (or, equivalently, the instantaneous natural frequency Ψ˙(AH , t)) are provided
and interpreted in conjunction with a related displacement-restoring force curve. Specif-
ically, consider in Fig. (2.9) a generic displacement-restoring force curve (x, g(x)) over
a given time interval [0, T ] (e.g., referring to one cycle of oscillation). At a given time
instant t a “local” instantaneous stiffness element Ψ˙2(AH , t) can be defined as
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Figure 2.9: Generic displacement-restoring force curve (x, g(x)) over a given time in-
terval. The “local” instantaneous stiffness element Ψ˙2 and the averaged approximations
Ψ˙2t and Ψ˙
2
s are shown as well.
Next, two alternative averaging approaches are proposed for Ψ˙2. In particular, a first






















Note that referring to Fig. 2.9, Ψ˙2s in Eq. (2.52) can be construed as the amplitude-
dependent “secant” stiffness. Also, it is readily seen that the approximation of Eq. (2.52)
is equivalent to Ψ˙ = AR/AH of section 2.3. Equivalently, by considering x = AHcos(ψ)
and dx
dψ
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A second option is to take the average of Eq. (2.51) over the time domain t = [0, T ],
where t = T
2pi
ψ ⇒ dt = T
2pi


































Equations (2.53) and (2.54) constitute the two alternatives whose accuracy in approxi-
mating the instantaneous natural frequency of the nonlinear oscillator of Eq. (2.48) will
be assessed in the numerical examples section.
2.7 First-passage time problem
In this section the accuracy of a Galerkin projection scheme (e.g., [33, 35]) for solving ap-
proximately the BK equation governing the survival probability of a nonlinear oscillator
response is enhanced. This is done by relying on the Hilbert transform based stochastic
averaging in conjunction with the equivalent instantaneous natural frequency approxima-
tions developed in the previous sections.
2.7.1 Backward-Kolmogorov equation
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with the initial and boundary conditions
P (a, 0) = 1, (2.56)
and
P (B, t) = 0; (2.57)
with P (0, t) being finite. In Eq.(2.55), P (a, t) denotes the probability that the process
AH,n, starting from an initial condition AH,n = a, never crosses the barrier value B during
the time interval [0, t]. Further, the corresponding first-passage time PDF is obtained from
P (a, t) as
p(a, t) = −dP (a, t)
dt
. (2.58)
2.7.2 Galerkin projection solution scheme
Following [87], the BK Eq.(2.55) corresponding to a linear oscillator (Ψ˙2 = ω20) with q = 1
can be cast as standard Sturm-Liouville problem, whose solution is given by





where E = a2/2; Φi,B(E, λi,B) and λi,B denote the i-th eigenfunction and eigenvalue of
the Sturm-Liouville problem, respectively; and Ti,B are appropriately defined coefficients.
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Further,
Φi,B(E, λi,B) = M(−λi,B, 1, E), (2.60)
where M(.) denotes the confluent hypergeometric function, while the orthogonality prop-





−EdE = 0; i 6= j. (2.61)
A more detailed presentation can be found in [87]. Next, motivated by the form of the
solution of Eq. (2.61), and following [35], a solution for Eq. (2.55) is sought next in the
form












































+ λΦ(E) = 0, (2.64)
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Next, multiplying Eq. (2.65) with the term Φi,Be
−E, and considering the orthogonality
conditions of Eq. (2.61) yields the linear system of equations
c˙(t) = Bc(t) (2.66)
governing the evolution of the vector c(t) = [c1(t), c2(t), . . . , cN(t)]
T . In Eq. (2.66) the














































, i = 1, 2, . . . , N (2.68)
Clearly, the preceding technique is general in nature and can be applied for an arbitrary
function g(x), even g(x, x˙), in Eq. (2.48). In the ensuing section representative examples
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In this section, the hardening Duffing and the bilinear stiffness nonlinear oscillators, both
with (q = 0.5) and without (q = 1) fractional derivative elements, are considered for
assessing the accuracy of the developed technique for a given barrier level (B). In the
following examples, the parameter values used are T = 2pi
ω0
= 1s (hardening Duffing)
and T = 2pi
ω0
= 0.5s (bilinear stiffness); β = 2ξω0, with ξ = 0.01; and S0 = 2ξω
3
0/pi.
In all examples the barrier value is set to B = 1, except for the softening case of the
bilinear stiffness oscillator where B = 2.5. Further, N = 11 terms are included in the
expansion presented in Eq. (2.62). It has been shown in various applications (e.g.,
[33, 35]) that a higher value of N yields only a marginal improvement in the accuracy of
the approximation. The survival probability functions and the first-passage time PDFs
are obtained and compared with pertinent MCS data (5, 000 realizations). For this, a
standard 4th order Runge-Kutta numerical integration scheme is used for solving Eq.
(2.48) with q = 1, whereas a standard L1-algorithm, which employs a discretization of
the fractional derivative [85], is utilized for solving Eq. (2.48) with 0 < q < 1.
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2.8.1 Hardening Duffing oscillator
The nonlinear restoring force g(x) in Eq. (2.48) for the case of a hardening Duffing
oscillator is
g(x) = ω20(x+ x
3), (2.69)
where the parameter  > 0 accounts for the nonlinearity magnitude. Next, applying
the conventional stochastic averaging of Eq. (2.3) on Eq. (2.69) yields an amplitude-









Further, utilizing the approximations for the instantaneous stiffness element Ψ˙2(AH , t) of

















To assess the accuracy of the developed technique, Eqs. (2.66-2.68) are solved for the var-
ious stiffness element approximations of Eqs. (2.70-2.72). Thus, the nonlinear oscillator
( = 2, q = 1) response survival probability functions and the first-passage time PDFs
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are obtained via Eqs. (2.63) and (2.59). These are plotted in Fig. 2.10 and Fig. 2.11
for  = 2, respectively. Comparisons with MCS data are included as well, showing that
the instantaneous stiffness element Ψ˙2t yields the highest accuracy among the alternatives
in determining the oscillator first-passage time statistics, and significantly outperforms
the conventional stochastic averaging approximation of Eq. (2.70). Further, the survival
probability and first-passage time PDF of a Duffing oscillator ( = 2) with a fractional
derivative element q = 0.5 are plotted in Fig. 2.12 and Fig. 2.13. Similarly as with
the q = 1 case, comparisons with MCS data demonstrate that the choice of Ψ˙2t yields
the highest accuracy, relatively, and outperforms the conventional choice of Eq. (2.70).
It is worth mentioning that also Ψ˙2s exhibits higher accuracy than Eq. (2.70). Further,
note that the technique in conjunction with the Ψ˙2t approximation exhibits a relatively
high accuracy degree, even for cases of significantly nonlinear behaviors. This is demon-
strated by comparisons to results in Figs. (2.10-2.13) referring to linear oscillator ( = 0)
first-passage time statistics.
















Figure 2.10: Survival probability of the response amplitude of a hardening Duffing
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 1,  = 2, and B = 1 for various equivalent stiffness definitions.
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Figure 2.11: First-passage time PDF of the response amplitude of a hardening Duffing
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 1,  = 2, and B = 1 for various equivalent stiffness definitions.
















Figure 2.12: Survival probability of the response amplitude of a hardening Duffing
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 0.5,  = 2, and B = 1 for various equivalent stiffness definitions.
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Figure 2.13: First-passage time PDF of the response amplitude of a hardening Duffing
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 0.5,  = 2, and B = 1 for various equivalent stiffness definitions.
2.8.2 Bilinear stiffness oscillator






0−ω21) sign(x), |x| >x0
(2.73)
and is plotted in Fig. 2.14, where ω20, and ω
2
1 denote the primary and secondary stiff-
nesses/slopes, respectively, with s = ω21/ω
2
0. The conventional averaging treatment (Eq.
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Figure 2.14: Bilinear stiffness restoring force model.
whereas using the instantaneous stiffness element approximations of Eqs. (2.53) and
















, |AH | >x0
, (2.76)






To assess herein the accuracy of the developed technique, Eqs. (2.66-2.68) are solved
for the various stiffness element approximations of Eqs. (2.74-2.76). The primary to
secondary stiffness ratio values are s = 4 and s = 0.1 representing the hardening and
the softening behaviors of the stiffness element, respectively. In Figs. (2.15-2.22), the
53
Chapter 2. Stochastic averaging in nonlinear engineering dynamics: A Hilbert transform
perspective
survival probabilities and corresponding first-passage time PDFs are plotted for various 
and q values and compared to MCS data. In all cases, the Galerkin scheme based obtained
results exhibit higher accuracy when the time-averaged instantaneous stiffness element Ψ˙t
is employed in the averaging treatment. This is demonstrated for the hardening stiffness
model (s = 4) in Figs. (2.15-2.16) and (2.17-2.18) for q = 1 and q = 0.5, respectively. The
same level of accuracy is observed for the softening stiffness model (s = 0.1) in Figs. (2.19-
2.20) and (2.21-2.22) for q = 1 and q = 0.5, respectively. As in the previous example,
it is noted that the nonlinearity degree exhibited by the bilinear stiffness oscillator is
significant as demonstrated by comparisons to results referring to s = 1.
















Figure 2.15: Survival probability of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 1, s = 4, and B = 1 for various equivalent stiffness definitions.
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Figure 2.16: First-passage time PDF of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 1, s = 4, and B = 1 for various equivalent stiffness definitions.
















Figure 2.17: Survival probability of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 0.5, s = 4, and B = 1 for various equivalent stiffness definitions.
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Figure 2.18: First-passage time PDF of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 0.5, s = 4, and B = 1 for various equivalent stiffness definitions.
















Figure 2.19: Survival probability of the response amplitude of a bilinear stiffness os-
cillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 1, s = 0.1, and B = 2.5 for various equivalent stiffness defini-
tions.
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Figure 2.20: First-passage time PDF of the response amplitude of a bilinear stiff-
ness oscillator under Gaussian white noise; comparisons between MCS data and the
Galerkin solution scheme for q = 1, s = 0.1, and B = 2.5 for various equivalent stiffness
definitions.
















Figure 2.21: Survival probability of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin
solution scheme for q = 0.5, s = 0.1, and B = 2.5 for various equivalent stiffness
definitions.
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Figure 2.22: First-passage time PDF of the response amplitude of a bilinear stiffness
oscillator under Gaussian white noise; comparisons between MCS data and the Galerkin




Stochastic averaging in nonlinear
engineering dynamics: A stochastic
version of incremental dynamic
analysis
3.1 Preliminary remarks
An efficient stochastic IDA methodology for nonlinear/hysteretic oscillators is developed
herein by resorting to nonlinear stochastic dynamics concepts and tools such as stochastic
averaging and statistical linearization [10]. In particular, an IDA surface is determined
providing the EDP PDF for a given IM value at minimal computational cost as com-
pared to an alternative MCS based IDA. Further, an approximate closed-form expression
is derived for the parameterized nonlinear oscillator response EPS ([26]). Thus, a com-
putationally novel IDA surface is determined where the EDP relates to the nonlinear
oscillator response EPS. A bilinear/hysteretic single-degree-of-freedom (SDOF) oscillator
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is considered as a numerical example, whereas comparisons with pertinent MCS data
demonstrate the accuracy and efficiency of the developed stochastic IDA methodology.
3.2 Nonlinear oscillator stochastic averaging/lineariza-
tion treatment
Consider a nonlinear SDOF oscillator whose motion is governed by the stochastic differ-
ential equation (SDE)
x¨+ β0x˙+ z(t, x, x˙) = w(t) (3.1)
where a dot over the variables denotes differentiation with respect to time t; x is the
response displacement; z(t, x, x˙) is the restoring force that depends on the values of x
and x˙; β0 = 2ω0ξ0 is the linear damping coefficient; ω0 is the natural frequency of the
linear oscillator (i.e. z(t, x, x˙) = ω20x); ξ0 is the damping ratio; and w(t) represents a
Gaussian, zero-mean non-stationary stochastic process possessing an evolutionary broad-
band power spectrum Sw(ω, t). Focusing next on a lightly damped system (ξ0  1), a
stochastic averaging/linearization technique is applied for casting the second-order SDE
of Eq. (3.1) into a first-order SDE governing the evolution of the response amplitude
process A(t). Specifically, first, a linearized version of Eq. (3.1) is given in the form
x¨+ βeq(t)x˙+ ω
2
eq(t)x = w(t) (3.2)
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respectively. In Eqs. (3.3-3.4) ω2(A) and β(A) denote the amplitude dependent equivalent
linear stiffness and damping elements, respectively, whereas p(A, t) represents the non-














tuting Eq. (3.5) into the Fokker-Plank partial differential equation associated with the
aforementioned first-order SDE (see [10] for more details) yields the following nonlinear
ordinary differential equation (ODE)
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Eq. (3.6) constitutes a first-order nonlinear ODE for the time-dependent parameter c(t)
(also accounting for the nonlinear oscillator non-stationary response variance; see [10]),
which can be solved by standard numerical schemes such as the Runge-Kutta. Once c(t) is
determined, both the non-stationary response amplitude PDF of Eq. (3.5) and the time-
dependent equivalent elements of Eqs. (3.3-3.4) can be evaluated as well. Note that not
only time-domain response statistics, but also joint time-frequency response information
can be readily provided. Specifically, relying on the theory of locally stationary stochastic
processes and on the orthogonality properties of harmonic wavelets, a formula was derived





(ω2(A)− ω2)2 + (ωβ(A))2p(A, t)dA (3.7)
Clearly, the formula in Eq. (3.7) is a function of the nonlinear oscillator response am-
plitude PDF of Eq. (3.5), whereas its capability of capturing the essential features of
the time-evolving response frequency content of various nonlinear oscillators such as ones
following a Preisach hysteresis formalism or endowed with nonlinear viscous dampers has
been demonstrated in [26] and in [89].
3.3 Stochastic incremental dynamic analysis
In this section a novel stochastic IDA framework based on the nonlinear oscillator stochas-
tic averaging/linearization treatment delineated in the previous section is presented.
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Specifically, considering the ground motion records to be realizations compatible with
an EPS, and exploiting the closed form expressions for the nonlinear oscillator response
amplitude PDF (Eq. (3.5)) and response EPS (Eq. (3.7)), analytical expressions are
derived for the parameterized EDP statistics as functions of the excitation EPS inten-
sity magnitude. In comparison with a standard IDA framework, the complete statistical
characterization (i.e. PDF determination) of the EDP quantity is achieved at minimal
computational cost; thus, circumventing a computationally demanding MCS kind statisti-
cal treatment [41] that requires the, computationally prohibitive in many cases, derivation
of a large number of IDA curves.
3.3.1 Nonlinear oscillator response amplitude PDF based IDA
In general, in the earthquake engineering field several EPS Sw(ω, t) forms have been
proposed for describing the ground motion time-varying intensity and frequency content
(e.g., [90–92]). In the following, a parameterized EPS is introduced in the form
Sw(ω, t;S0) = S0 · S(ω, t) (3.8)
where S0 ∈ (0,∞) represents the EPS S(ω, t) intensity magnitude, and Sw(ω, t;S0) is the
ground acceleration EPS for a given S0. In a performance based engineering context, the
IM can be represented by S0, whereas the EDP considered herein is the maximum, in
time, response displacement amplitude A. Clearly, based on the time-dependent Rayleigh
63
Chapter 3. Stochastic averaging in nonlinear engineering dynamics: A stochastic
version of incremental dynamic analysis
PDF of Eq. (3.5) the maximum response displacement amplitude A occurs also when the
system response variance c(t) attains its maximum value in time. To this aim, based on







where c(t;S0) can be determined via Eq. (3.6) for a given value of S0, and the maximum
in time value cmax = c(t = tmax;S0) is determined for the time instant t = tmax where
c(t;S0) attains its maximum value. Repeating the aforementioned procedure for various
values of S0, a curve of maxima cmax(S0) can be obtained (see Fig. 3.1a) as a function of







Clearly, the complete statistical description of the EDP is provided by the PDF of Eq.
(3.10), whereas the derivation of other EDP related statistical quantities such the mean,
mode, median, and the standard deviation is a trivial task.
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Figure 3.1: a) Curve of system response variance maxima for various excitation inten-
sity levels S0 b) Curve of system response power spectra maxima for various excitation
intensity levels S0.
3.3.2 Nonlinear oscillator response EPS based IDA
In addition to the nonlinear oscillator response amplitude PDF based IDA, it can be
argued that there is merit in constructing its counterpart in the frequency domain. In
this regard, for the time instant t = tmax where the maximum value of the system response
variance is observed, knowledge of the system response frequency content is also of value
for identifying and mitigating resonance phenomena. Using Eq. (3.7) and Eq. (3.10), the





(ω2(A)− ω2)2 + (ωβ(A))2p(A, tmax;S0)dA . (3.11)
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Eq. (3.11) reflects the novel concept of a response EPS based IDA surface. To elab-
orate further on Eq. (3.11) Sx(ω;S0) is essentially a section of the system response
EPS Sx(ω;S0) for t = tmax and a given S0 value. Considering the set of these sections
for various values of S0, a system response EPS based IDA surface can be determined.
For instance, a curve connecting the system response power spectra maxima (i.e. the
power spectra modes) can be provided (see Fig. 3.1b) demonstrating the most probable
frequency present in the system response for t = tmax and a given S0 value.
3.4 Mechanization of the technique
The mechanization of the response amplitude PDF based IDA and of the response EPS
based IDA is presented below. Specifically,
a) Computation of the nonlinear system response variance c(t) via Eq. (3.6) for a
given excitation intensity magnitude S0.
b) Determination of the maximum variance cmax(S0) and the time tmax at which it
occurs.
c) Computation of the response amplitude PDF p(A;S0) via Eq. (3.10), and determi-
nation of the response power spectrum Sx(ω;S0) via Eq. (3.11).
d) Increase of the excitation intensity level S0 and repetition of steps a) to c).
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Overall, it can be readily seen that by resorting to concepts and tools from the field of
nonlinear stochastic dynamics, closed form expressions have been derived in this section
for efficiently performing a stochastic IDA of nonlinear oscillators via Eq. (3.10) and Eq.
(3.11), without resorting to computationally demanding MCS.
3.5 Numerical example
In this section, the widely used in earthquake engineering applications bilinear hysteretic




0x+ (1− α)ω20xyz = w(t) (3.12)
where the internal variable z(t, x, x˙) is governed by the differential equation
xyz˙ = x˙[1−H(x˙)H(z − 1)−H(−x˙)H(−z − 1)] . (3.13)
In Eq. (3.13) H(.) denotes the Heaviside step function defined as H(n) = 0 if n < 0,
and H(n) = 1, otherwise; α is a form of post-yield stiffness ratio, and xy is the yield
displacement. The excitation w(t) is considered to have the non-separable EPS of the
form
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where p1 = 3, p2 = 5 and b = 0.15 (Fig. 3.2a). For this case S0 = 0.05m
2/s3 corresponds
to an ensemble average PGA value equal to 0.36g. As seen in Fig. 3.2a this EPS comprises
some common important characteristics of the seismic shaking such as the decreasing of
the dominant frequency with time.
Figure 3.2: a) Non-separable excitation EPS and b) functional relationship between
the spectral acceleration Sa(T1 = 0.5s, 5%) and S0 for the non-separable excitation
EPS.
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respectively, where Λ = cos−1(1 − 2xy
A
). Thus, the system response variance c(t) can be
obtained by numerically solving Eq. (3.6) via standard integration schemes such as the
Runge-Kutta. In the ensuing example, the values ξ0 = 0.05, T0 =
2pi
ω0
= 0.5s, xy = 0.016m
are used, whereas the oscillator is assumed to be initially at rest. Results obtained by the
developed stochastic IDA are compared against pertinent MCS data (10,000 realizations)
generated via a spectral representation approach (e.g. [93]). Finally, although the EPS
intensity magnitude S0 can be directly used as the chosen IM in the stochastic IDA, the
5% damped spectral acceleration Sa(T1, 5%) is chosen to serve as the IM in the following
examples, since it is one of the most widely used IM in the standard implementation of
the IDA [40]. A relationship between the 5% damped spectral acceleration Sa(T1, 5%)
and the parameter S0 is obtained using MCS (Fig. 3.2b). For convenience purposes,
the approximate functional form Sa(T1, 5%) = P1(S0)
P2 , is fitted to the MCS data (and
plotted in Fig. 3.2b), whereas a least-squares optimization scheme yields P1 = 4.415 and
P2 = 0.5.
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Figure 3.3: Response amplitude PDF (α = 1, T = 0.5s) obtained by a) stochastic
averaging/linearization and by b) Monte Carlo simulation (10,000 realizations). The
solid red line denotes the EDP mode.
Performing the response amplitude stochastic IDA Fig. 3.3a shows the approximately
determined EDP PDF, whereas Fig. 3.3b shows the MCS based EDP PDF for the linear
oscillator (α = 1). Similarly, for the nonlinear oscillator with α = 0.2, in Fig. 3.4a and
Fig. 3.4b the EDP PDFs obtained by the stochastic averaging/linearization approach
and by MCS data are plotted, respectively. It can be readily seen that the accuracy level
is quite satisfactory, given the approximations involved in the proposed approach. This
is demonstrated by considering Fig. 3.5, where response amplitude PDFs obtained via
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the proposed approximate approach are compared with MCS based PDF estimates, for
various values of the spectral acceleration.
Figure 3.4: Response amplitude PDF (α = 0.2, T = 0.5s) obtained by a) stochastic
averaging/linearization and by b) Monte Carlo simulation(10,000 realizations). The
solid red line denotes the EDP mode.
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Figure 3.5: Response amplitude PDF for various excitation/spectral acceleration
levels for (T = 0.5s) a) (α = 1) and b) (α = 0.2); comparisons with pertinent MCS
data (10,000 realizations).
In Fig. 3.6 the medians (50% fractile) of the EDP PDFs are plotted, both for the linear
(α = 1) and the nonlinear (α = 0.2) oscillators. Comparisons with MCS data demon-
strate, in general, a satisfactory degree of accuracy. Moreover, a good agreement exists
between the approximate and the MCS based results for the 16% and 84% fractiles.
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Figure 3.6: Stochastic IDA curves (16%, 50% and 84% fractiles) (T = 0.5s); compar-
isons with MCS data (10,000 realizations).
Next, the response EPS based IDA surface (Fig. 3.7) is readily determined as well. Note
that the critical point for which the corresponding excitation intensity level causes the
system to make a transition from the elastic to the plastic region, and the response EPS
exhibits two distinct peaks with approximately equal power spectrum values, corresponds
to a spectral acceleration value of Sa(T1, 5%) = 1.1g.
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Figure 3.7: Response EPS based stochastic IDA surface (T = 0.5s); a) 3-D plot and
b) view from the top.
Regarding the computational efficiency of the proposed approach, it is worth noting
that using a PC with standard configurations, the stochastic averaging based approach
takes approximately 2 − 3s to generate Fig. 3.4a (or equivalently Fig. 3.7), whereas a
MCS based approach utilizing 10,000 realizations takes approximately 20h. Considering
standard IDAs where 30 to 300 excitation records per scaling level are typically utilized
in the literature (e.g. [94]) the related cost would be approximately 30 min for a SDOF
bilinear oscillator (as compared to 2-3 s via the proposed approach). Note, however, that
a statistical analysis based on this number of records could provide with reliable estimates
only of the mean and the standard deviation of the chosen EPDs. A significantly higher










The development of robust system identification techniques is of paramount importance
to methodologies for fault/damage detection, for monitoring of the structural system
dynamic behavior, and for assessing its reliability. Although numerous and diverse system
identification techniques have been proposed over the past few decades with varying
degrees of success (see for instance the review papers and books [43–45, 95, 96]), there is
still merit in developing novel and enhancing existing techniques given the increasingly
sophisticated modeling of structural systems. Indeed, a more realistic representation of
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engineering dynamical systems necessitates often the utilization of complex nonlinear
relationships, the consideration of fractional calculus for more accurate (viscoelastic)
material behavior modeling, as well as the mathematical treatment of excitations as
(non-stationary) stochastic processes.
Specifically, the response of various structural and mechanical systems can be significantly
nonlinear, and such behaviors typically become more prevalent as the system response
amplitude increases (e.g., [1]). Indicative examples include nonlinear hysteretic behav-
iors of building structures due to severe earthquake excitations (e.g., [97–99]), and strong
(non-smooth) nonlinearities exhibited by offshore systems subject to flow-induced forces
(e.g., [30, 100, 101]). Further, the advanced mathematical tool of generalized calculus
(referred to in the literature as fractional calculus) has been used relatively recently in
engineering mechanics for developing non-local continuum mechanics theories and for en-
hanced modeling of viscoelastic materials (e.g. [59–61]). Furthermore, in many real-life
applications the measured available data may be not only non-stationary (and thus, spe-
cial treatments are required based on joint time-frequency analysis tools such wavelets
[51]), but also incomplete and/or corrupted (due to several reasons such as sensor failures
and limited bandwidth/storage capacity [52]). Therefore, it is readily seen that robust
system identification is required to address simultaneously a variety of challenges. In
fact, most established system response analysis and identification techniques are tailored
for treating conventional governing equations of motion, whereas accounting for general-
ized (fractional) derivative modeling poses significant challenges and is a topic of ongoing
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research (e.g., [102]). In general, various identification techniques have been developed
in the literature for addressing cases of non-stationary data (e.g., [103, 104]), for ac-
counting for incomplete measured time-histories (e.g., [105, 106]), or for treating systems
with fractional derivative terms (e.g., [107–110]). Nevertheless, there are not many (if
any) nonlinear system identification techniques that can address all three aforementioned
challenges simultaneously in a consistent manner.
In this chapter, several linear and nonlinear time-variant systems are used as numerical
examples for demonstrating the reliability of technique, even in cases of noise corrupted
and incomplete data. The first set of systems refers to linear and nonlinear time-variant
system with fractional derivative terms, while a last example addresses a nonlinear off-
shore structural system subjected to flow-induced forces. It is worth noting that for the
offshore system, a novel recently proposed evolutionary version of the standard JON-
SWAP spectrum is employed for modeling the non-stationary free-surface elevation in
cases of time-dependent sea states [111].
4.2 Addressing non-stationary and incomplete data
4.2.1 Non-stationary data: A harmonic wavelets approach
One of the main advantages of generalized harmonic wavelets (GHWs) [112] over alter-
native commonly used wavelet families (e.g., Morlet wavelets) relates to the fact that the
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time-frequency resolution achieved at each scale is essentially decoupled from the value of
the central frequency. This is possible due to the utilization of two parameters (m,n) for
defining the bandwidth at each scale. In passing, note that GHWs have found diverse ap-
plications in engineering dynamics including developing generalized joint time-frequency
input-output (excitation-response) relationships (e.g., [35]), determining approximately
the stochastic response of nonlinear systems (e.g., [83, 113]), as well as identifying the
time-variant parameters of structural systems based on measured available data (e.g.,
[114, 115]). Next, some basic definitions and properties of harmonic wavelets are delin-
eated for completeness. In particular, a wavelet of (m,n) scale and position k in time









, m∆ω ≤ ω < n∆ω
0, otherwise
, (4.1)
where m, n and k are non-negative integers, and ∆ω = 2pi
T0
, where T0 is the total duration
of the signal, and m∆ω ≤ ω < n∆ω is the bandwidth of the box-shaped spectrum. The
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where the bar over an expression denotes complex conjugation. It has been shown recently
that based on Parseval’s theorem, on the theory of locally stationary processes (e.g.,
[116]), and accounting for the GHW non-overlapping box-shaped frequency spectrum,
an estimate can be obtained for the underlying stochastic process evolutionary power
spectrum (EPS) in the form (e.g., [104, 113, 117])






where Sxx(ω, t) = S
xx
(m,n),k is considered constant over the intervals m∆ω ≤ ω < n∆ω,
and kT0
n−m ≤ t < (k+1)T0n−m . Note that the expectation operator in Eq. (4.5) implies that an
ensemble of realizations compatible with the underlying non-stationary stochastic process
is available. In a similar manner, the cross-EPS of two processes x(t) and y(t) can be
estimated as
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4.2.2 Incomplete data: A compressive sampling approach
Compressive sampling is a relatively recently developed technique that has strongly im-
pacted the signal processing field over the past few years. In brief, it allows for signal
reconstruction even if the maximum frequency in the recorded signal is greater than half
the signal’s sampling rate. This is possible primarily due to the assumptions of sparsity
and incoherence. In other words, the signal is considered sparse in some known basis,
while at the same time has a non-sparse representation in the sampling domain. Also,
the restricted isometry property is required for efficient signal reconstruction; see the
pioneering work in [118–120], and the book in [121] for more details.
Compressive sampling is typically employed for determining the sparsest signal repre-
sentation in a given basis subject to available data. Specifically, given a sample record
y ∈ RN0−Nm , where N0 is the original sample length, and Nm is the number of missing
data points, and considering the locations of the missing data to be known, the corre-
sponding sampling matrix B ∈ R(N0−Nm)×N0 can be defined as
y = Bx, (4.7)
where x ∈ RN0 is the coefficients vector of the selected basis assumed to be sparse. Clearly,
Eq. (4.7) represents an underdetermined system of equations with infinite solutions given
that N0 −Nm < N0. The sparsest solution can be determined (at least theoretically) by
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applying an l0-norm minimization approach. However, this yields a non-convex optimiza-
tion problem, which is most often computationally intractable. Instead, the l1-norm can
be minimized, which also promotes sparsity and in many cases yields results comparable
to applying an l0-norm approach. Most importantly, employing an l1-norm minimization
solution framework leads to a convex optimization problem of the form
min ||x||l1 subject to y = Bx, (4.8)
which can be solved via, for instance, basis pursuit [122] or greedy algorithms [123].
Compressive sampling has found a variety of applications in structural dynamics over the
past few years, especially related to efficient data compression and storage at the sensors
level and to fast data transmission. This has proved quite advantageous for real-time
structural health monitoring, not only from a cost efficiency perspective, but also in cases
of reconstructing corrupted signals; see for instance [106, 124–130] for some indicative
references.
Further, compressive sampling based techniques have also been developed within the
context of random processes to address problems in stochastic engineering dynamics
related to spectral analysis and estimation under vastly incomplete data. Specifically,
Kougioumtzoglou and co-workers relied on compressive sampling theory for stationary
and non-stationary stochastic process power spectrum estimation subject to missing data
[54]. This was done in conjunction with an l1-norm optimization algorithm for obtaining
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a sparse representation of the signal in the selected basis (Fourier / wavelets). The tech-
nique has been enhanced by utilizing an adaptive basis re-weighting scheme and/or an
lp-norm (0 < p < 1) optimization algorithm for increasing further the sparseness of the
solution (e.g., [131]). The above developments have found recently diverse applications
in marine engineering. Indicatively, a methodology based on compressive sampling has
been proposed for efficient processing and joint time-frequency analysis of relatively long
water wave records by enabling reconstruction of data recorded at a very low sampling
rate (sub-Nyquist) [132]. Further, a compressive sampling technique has been developed
in [133] for extrapolating in the spatial domain and estimating the space-time charac-
teristics of a sea state based on data collected at very few spatially sparse points (e.g.,
wave buoys). This is of considerable importance to a number of marine engineering ap-
plications involving three-dimensional waves interacting with marine structures, such as
optimizing arrays of wave energy converters.
For the non-stationary processes considered herein, the EPS is estimated by Eq. (4.5)
based on an ensemble of time-histories, whereas an appropriately modified GHW basis
is utilized for the case of missing data; see also [54] for a more detailed presentation on
compressive sampling based EPS estimation under incomplete data.
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4.3 Identification technique
4.3.1 GHW-based excitation-response relationships for linear
time-variant MDOF systems with fractional derivative terms
In this section, a GHW-based input-output (excitation-response) relationship for MDOF
structural systems is derived, which is of paramount importance to the development of the
identification technique in section 4.3.2. Specifically, the celebrated spectral input-output
relationship of random vibration theory, which is valid for stationary processes (e.g., [1]),
is generalized to account for non-stationary processes with arbitrary EPS forms. Thus,
a joint time-frequency response analysis is possible. It is noted that the analysis and
derivations in this section are based on a local stationarity assumption. In particular, it
can be argued that for relatively stiff and heavily damped systems the related impulse
response function is short-lived, and thus, local stationarity can be justified. Nevertheless,
it has been shown recently that an enhanced GHW-based input-output relationship valid
for SDOF oscillators with integer order derivatives can circumvent the above restriction
[35]. Its generalization to account for MDOF systems and for fractional derivative terms
is identified as a topic for future work.
Consider a MDOF linear time-variant (LTV) system with fractional derivative elements,
whose motion is governed by
M(t)x¨ + C(t)Dq[x(t)] + K(t)x = f(t), (4.9)
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where x(t) is the oscillator response displacement; M(t), C(t), and K(t) are the time-
varying mass, damping, and stiffness matrices, respectively; f(t) is a realization compat-
ible with a Gaussian, zero-mean non-stationary stochastic excitation vector process with
a broad-band EPS Sf (ω, t); and D








(t− τ)q dτ, (4.10)
where 0 ≤ q < 1; and Γ(z) is the gamma function.
Next, applying the GHWT of Eq. (4.4) to Eq. (4.9) and assuming that the mass, damp-
ing, and stiffness elements are slowly varying functions in time, and thus, approximately
constant over the compact support of the GHW in the time domain (i.e., M(t) ≈ Mk,











In the following, relationships between the GHWT of derivatives of x and the GHWT of x
are sought for to further manipulate Eq. (4.11). In this regard, it is rather straightforward
to generalize the relationships (referring to scalar functions) developed in [83] to account
for vector-valued functions. Specifically, following closely [83], relying on the time localiza-
tion of the GHW, on the linearity property of the fractional derivative, and assuming that
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Substituting Eqs. (4.12-4.13) into Eq. (4.11) leads to the input-output relationship
WG(m,n),k[x]
(−ω2c,(m,n),kMk + (iωc,(m,n),k)q Ck + Kk) = WG(m,n),k[f ]. (4.15)
Next, applying complex conjugation to Eq. (4.15), taking the expectation operator and










Note that HG(m,n),k Eq. (4.16) denotes the GHW frequency response function (GHW-FRF)
given by
HG(m,n),k =
(−ω2c,(m,n),k + (iωc,(m,n),k)q Ck + Kk)−1 . (4.17)
Clearly, Eq. (4.17) represents a time- and frequency-dependent GHW-FRF, while Eq.
(4.16) can be construed as a generalization of the celebrated Wiener-Khinchin spectral
input-output relationship of the stationary linear random vibration theory [1]. As noted
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earlier, local stationarity has been assumed for the derivation of Eq. (4.17) , whereas
future work towards weakening this assumption relates to generalizing the relationships
developed in [35] to account for fractional derivative operators and vector-valued func-
tions; see also [83] and [35] for more details.
4.3.2 Multiple-input/single-output (MISO) identification tech-
nique
In this section, a novel MISO system parameter identification technique is developed by
relying on and generalizing pioneering work by Bendat and co-workers ([134–136]). The
original development of the MISO technique, valid for stationary processes, has found a
wide range of applications in parameter identification of diverse engineering systems (e.g.,
[137–140]). The technique has been generalized in [114] to account for non-stationary
excitation-response data and for time-varying system parameters, while it has been ex-
tended recently in [115] to address systems endowed with fractional derivative elements
and subject to incomplete measured data. Nevertheless, the previous developments by
[114] and in [115] refer to SDOF oscillators. In this regard, the present work general-
izes further the MISO technique to account for MDOF systems subject to incomplete
non-stationary data, even endowed with fractional derivative elements.
Consider a general multiple-input/multiple-output (MIMO) system, where the GHWT is
applied to the l input and the r + 1 different output time-histories as illustrated by Fig.
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4.1, where H(m,n),k accounts for an arbitrary time- and frequency-dependent GHW-FRF
(see Eq. 4.16). Next, accounting for correlations between the various output records,
the original MIMO system can be equivalently cast as a set of MISO systems, with each
MISO system corresponding to a specific output and to l+ r (possibly correlated) inputs;
see Fig. 4.2, and [136, 141] for more details. Further, to address the possible correlations
between the inputs, a decorrelation scheme based on conditioned spectra, presented in
[136] (see also [142]) and extended herein to account for time- and frequency-dependent
EPS, is outlined next. In particular, taking into account the i−th input xi and the output
y, and based on Eqs.(4.5-4.6), consider the GHW-based auto-spectra Sii(m,n),k = S
xixi
(m,n),k,








(m,n),k, where i, j = 1, 2, . . . , l+r.































(m,n),k , r < i.
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Figure 4.1: MIMO model with l inputs and r + 1 outputs.
Figure 4.2: MISO model with l+r potentially correlated inputs and a specific output.






(m,n),k. Next, utilizing the
conditioned GHW-based EPS the linear operators LGiy,(m,n),k are defined that relate the
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Figure 4.3: MISO model with l + r uncorrelated inputs.





In this regard, GHW-based generalized versions of coherence functions between each of









, i = 1, 2, . . . , l + r. (4.22)











The GHW-CCF in Eq. (4.23) is used as an indicator of the modeling error providing
information about the “goodness-of-fit” of the model subject to the measured data (e.g.,
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[114]) . Note that its value should approach unity in cases where the model provides a
good fit. The interested reader is also directed to [114, 136] for more details on the topic.
Focusing next on structural systems whose governing equation of motion can be cast in
the form of a MIMO system shown in Fig. 4.1, consider a nonlinear version of the MDOF
system of Eq. (4.9), given by
M(t)x¨ + C(t)Dq[x(t)] + K(t)x + g (x, x˙) = f(t), (4.24)
where g (x, x˙) is an arbitrary nonlinear vector function of the response displacement and
velocity. Next, it is assumed that g (x, x˙) can be represented by a superposition of zero-
memory nonlinear transformations and linear sub-systems (e.g., [144]) in the form







In Eq. (4.25), Ai are matrices with functions as entries to be defined in the following, pi
are zero-memory nonlinear transformations; and M is the total number of base functions
in the representation of g (x, x˙). Substituting Eq. (4.25) into Eq. (4.24) leads to






pi(x) = f(t). (4.26)
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where AGi,(m,n),k are unknown time- and frequency-dependent GHW-FRFs, and z(t) ac-
counts for added extraneous noise. Note that the inputs xi relate to x and pi(x) (system
reponses), whereas the outputs f relate to the system excitation. Further, due to its
vector-valued character, each term WG(m,n),k[xi] corresponds to n inputs, where n is the
number of degrees of freedom of the structural system. Thus, the total number of inputs









Ck + Kk. (4.28)
However, WG(m,n),k[xi] represent, in general, mutually correlated inputs. Thus, by employ-
ing the decorrelation scheme described in Eqs. (4.18-4.21) (see also [114, 136, 142, 143])









, i = 1, ...,M +N, (4.29)
where N is the number of degrees-of-freedom (DOFs) of the system. Then AGi,(m,n),k is
computed for the different outputs of the MISO system (y).
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4.4 Mechanization of the technique
The herein developed parameter identification technique is summarized in the following.
In the ensuing analysis, it is assumed that the mass matrix M is known, whereas the
unknowns are, in general, the matrices C(t), K(t), the fractional derivative order q, as
well as nonlinearity parameters related to function g(x, x˙).
1. Provided records of excitation response time histories, apply Eqs. (4.5-4.6) and









input and output processes. In case of incomplete/missing data, apply Eqs. (4.5-
4.6) in conjunction with the compressive sensing technique delineated in Section
4.2.2.




via Eq. (4.23) and select appropriate frequency
ranges to identify the system parameters.
3. Estimate the GHW-FRFs AGi,(m,n),k via Eq. (4.29).
4. Determine the unknown system parameters. Specifically, Kk is determined from
AG1,(m,n),k for ωc,(m,n),k = 0. Further, casting A
G
1,(m,n),k, equivalently, in the form
AG1,(m,n),k =
[
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Finally, based on further consideration of the specific form of the nonlinear func-
tion g(x, x˙) and the related GHW-FRFs AGi,(m,n),k, i = 2, . . . ,M + 1, associated
nonlinearity parameters can be obtained; see section 4.5 for indicative numerical
examples.
It is noted that in the above presented configuration, “excitation” and “response” have the
standard roles of “input” and “output” in the MIMO system modeling, while the struc-
tural system parameters are considered to be the “unknowns” to be identified. Clearly,
these roles can be altered based on the type of measured data available and the identifi-
cation objective. In this regard, Eq. (4.26) can be readily re-arranged so that the herein
developed MISO identification approach is still applicable in a straightforward manner
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4.5 Numerical Examples
In this section, the efficiency and reliability of the system identification technique is
demonstrated via pertinent numerical examples. The excitation is modeled as a non-
stationary stochastic process with a prescribed EPS. In the examples presented in sections
4.5.1-4.5.4 a non-separable EPS given by Eq. (4.33) is used to describe the excitation
process. This EPS comprises some of the main characteristics observed in recorded seismic
motions, such as the decreasing of the dominant frequency with time.















Next, excitation EPS compatible time-histories are produced by utilizing a spectral rep-







2Sw(k∆ω, t)∆ω cos[(k∆ω)t+ ϕk] , (4.34)
where ∆ω refers to the discretization of the frequency domain, and ϕk are uniformly
distributed independent random phase variables in the interval [0, 2pi]. Typical EPS com-
patible realizations are plotted in Fig. 4.4 together with the EPS estimate based on the
realizations ensemble via utilizing Eq. (4.5). For each sample path, the oscillator response
is solved numerically by applying the linear L1-algorithm which utilizes a discretization of
the fractional derivative and a linear piecewise approximation to compute the derivatives.
A detailed presentation of the algorithm can be found in [85].
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Figure 4.4: Typical EPS compatible realizations, and harmonic wavelets based EPS
estimate.
Further, to assess the robustness of the identification technique, two different data sce-
narios are considered: 1) complete excitation-response time histories, and 2) incomplete
excitation-response time histories with added noise. Herein, 20% missing data are im-
posed in uniformly distributed random locations in the signals. Fig. 4.5 shows typical
response realizations for the above four scenarios together with the estimated EPS based
on Eq. (4.5) in conjunction with a compressive sampling treatment (section 4.2.2).
Furthermore, the added noise is modeled as a Gaussian white noise with a signal-to-noise
ratio of 40db. In other words, the standard deviation of the white noise is equivalent to
10% of the standard deviation of the signal. In the following examples, a total number
of 50 time-histories are generated, whereas the value n−m is chosen for the GHWT as a
compromise between the time and frequency resolutions. In particular, n−m = 5 for the
problems presented in sections 4.5.1-4.5.4; and n−m = 72 for the problem presented in
section 4.5.5, to maintain an equivalent frequency bandwidth because longer time-series
present more detailed representations in the frequency domain.
95
Chapter 4. Wavelet-based system identification and diagnostics in structural
engineering: Nonlinear system spectral identification under incomplete data
Figure 4.5: Typical response realizations and estimated EPS for four data scenarios:
(a) complete time histories, and (b) incomplete time histories with added noise.
In the examples presented in sections 4.5.1-4.5.3 the parametersp1 = 5pi, p2 = 25pi,
b = 0.15 and S0 = 1 are used in Eq. (4.33), and the EPS is plotted in Fig. 4.6.
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Figure 4.6: Non-separable excitation evolutionary power spectrum.
4.5.1 Linear time-variant SDOF Mathieu oscillator with frac-
tional derivative terms
In this example Eq. (4.29) is particularized for a SDOF system (N = 1) assuming M = 1,
since no nonlinearity is considered. Therefore, only AGi,(m,n),k = L
G
i,(m,n),k is employed in
the identification procedure. A linear time-variant Mathieu type oscillator with fractional
derivative elements is considered next. In this regard, g(x(t), x˙(t)) = 0, and the damping
parameter C(t) = 10, whereas the time-varying stiffness K(t) in Eq. (4.3.2) is given by
K(t) = 100 + 20 sin(0.1668t) . (4.35)
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Further, q = 0.7, whereas the excitation time duration is T0 = 35s. Note that in this
example x1 = x and x2 = 0, and clearly, A
G
2,(m,n),k = 0. The squared modulus of the esti-
mated GHW-FRF HG(m,n),k and the target GHW-FRF are presented in Fig. 4.7. Fig. 4.8
shows the GHW-CCF for two indicative time instants, t =12.5s and t=31s. This plot sup-
ports the validity of the estimated model as it is quite close to unity over a wide frequency
range. However, it can be readily seen that the presence of noise corrupted/incomplete
data decrease the GHW-CCF values.
Figure 4.7: Comparison between the target and the estimated squared moduli of the
GHW-FRF for the time-variant Mathieu oscillator with q = 0.7 and for four different
data scenarios at various time instants (t = 12.5s and t = 31s).
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Figure 4.8: Estimated GHW-CCF for the time-variant Mathieu oscillator with q = 0.7
and for four data scenarios at various time instants (t = 12.5s and t = 31s).
The identified time-varying stiffness and damping parameters are plotted in Figs. 4.9-4.10,
respectively. It can be readily seen in Fig. 4.9 that the technique captures satisfactorily
the main features of the time-variation of the stiffness element, even in the highly de-
manding case of considering both noise and missing data. The accuracy of the technique
in identifying the damping parameter remains satisfactory in an average sense as can be
seen in Fig. 4.10.
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Figure 4.9: Comparison between the target and the estimated stiffness element for
the time-variant Mathieu oscillator with q = 0.7 and for four different data scenarios.
Figure 4.10: Comparison between the target and the estimated damping element for
the time-variant Mathieu oscillator with q = 0.7 and for four different data scenarios.
Further, the identified order of fractional derivative for the complete case is equal to
q = 0.6740. Considering the signals containing missing data and corrupted with noise
the identified order of the fractional derivative is equal to q = 0.7479. Both cases are
compared with the target value q = 0.7. Therefore, q is reliably identified even in the most
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critical case. Obviously, an LTV system example does not exploit fully the capabilities of
the developed identification technique, which is primarily intended for nonlinear systems.
These are demonstrated in the following example.
4.5.2 SDOF Duffing oscillator with fractional derivative terms
and time-varying parameters
A Duffing hardening oscillator with fractional derivative terms is considered next. In this
example Eq. (4.29) is particularized once again for a SDOF system (N = 1) with cubic
nonlinearity g(x(t)) = εK(t)x(t)3 (M = 1) where
K(t) = 100− 0.0141t2 . (4.36)
and  = 1 is a parameter representing the nonlinearity magnitude. Further, the damping
parameter is C(t) = 10, and q = 0.7, whereas the excitation time duration is T0 =
37.5s. The smoothly varying stiffness can be a reasonable model, for instance, of a
degrading structure during a seismic event. Note that for this numerical example, x1 =
x and x2 = x
3, whereas the nonlinearity parameter  is identified via AG2,(m,n),k . In
particular, AG2,(m,n),k is the GHWT of the term εK(t) which is equal to εKk for a given
k− translation level. Thus, having already identified the value Kk, the value of ε is





) over the frequency range where the GHW-CCF is close to unity according
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to Fig. 4.11. Specifically, in Fig. 4.11 the GHW-CCF is plotted for two indicative
time instants, t=12.5s and t=31s. Next, the estimated GHW-FRFs exhibit satisfactory
accuracy as compared with the target ones in Fig. 4.12 at time instants t=12.5s and
t=31s. The identified time-varying stiffness and damping parameters are plotter in Figs.
4.13 and 4.14, respectively. It is seen in Fig. 4.13 that the technique captures satisfactorily
the time-varying characteristics of the stiffness element in an average sense, with the
exception perhaps of the most challenging case of considering both noise and missing
data. Regarding the accuracy of the technique in estimating the damping parameter, the
fractional derivative order, and the nonlinearity parameter, it can be readily seen that
the mean in time estimated values are very close to the target ones.
Figure 4.11: Estimated GHW-CCF for the time-variant Duffing oscillator with q =
0.7 and for four data scenarios at various time instants (t = 12.5s and t = 31s).
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Figure 4.12: Comparison between the target and the estimated squared moduli of the
GHW-FRF for the time-variant Duffing oscillator with q = 0.7 and for four different
data scenarios at various time instants (t = 12.5s and t = 31s).
Figure 4.13: Comparison between the target and the estimated stiffness element for
the time-variant Duffing oscillator with q = 0.7 and for four different data scenarios.
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Figure 4.14: Comparison between the target and the estimated damping element for
the time-variant Duffing oscillator with q = 0.7 and for four different data scenarios.
Table 4.1 present a comparison of the identified parameters (ε, and q) for both ana-
lyzed scenarios with target values. Therefore, a reliable identification of the nonlinearity
parameter ε and the fractional derivative order q is obtained.
Table 4.1: Identified nonlinearity parameters and fractional derivative order.
Parameter Target Complete Missing/Noise
ε 1 1.004 1.049
q 0.7 0.671 0.753
4.5.3 Time-variant SDOF oscillator with nonlinear damping
A time-variant SDOF (N = 1) oscillator with nonlinear damping is also considered.




)x(t)3 (M = 1), where γ controls the nonlinearity
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100, t ≤ 15s
156.25− 3.75t, 15s < t ≤ 25s
62.5, t > 25s
. (4.37)
Clearly, Eq. (4.37) represents a relatively abrupt loss of stiffness, and can be construed,
for instance, as an approximation of the structure behavior during a blast event. Further,
q = 0.7, whereas the excitation time duration is T0 = 37.5s. Note that for this numerical
example, x1 = x and x2 = x
3, whereas the nonlinearity parameter γ is identified via
AG2,(m,n),k. In particular, A
G





) which is equal to
γC(t)(1
3
)iωc,(m,n),k for a given k− translation level, where i is the imaginary unit. Thus,
having already identified the value Ck, the value of γ is determined by taking the average






) over a proper frequency range where the GHW-
CCF is close to unity according to Fig. 4.15. In Fig. 4.15 the GHW-CCF is plotted
for two different time instants, t=12.5s and t=31s, whereas, as seen in Fig. 4.16, the
identified GHW-FRFs exhibit a satisfactory accuracy as compared to the Target ones for
various time instants (t =12.5s and t=31s).
The time-varying stiffness and damping are identified and plotted in Figs. 4.17 and 4.18,
respectively. It can be readily seen that the proposed technique can capture the relatively
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abrupt variation in time of the stiffness element with satisfactory accuracy, even for the
demanding case of considering both added noise and missing data.
Figure 4.15: Estimated GHW-CCF for the time-variant Duffing oscillator with q =
0.7 and for four data scenarios at various time instants (t = 12.5s and t = 31s).
Figure 4.16: Comparison between the target and the estimated squared moduli of
the GHW-FRF for the nonlinear damping time-variant oscillator with q = 0.7 and for
four different data scenarios at various time instants (t = 12.5s and t = 31s).
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Figure 4.17: Comparison between the target and the estimated stiffness element for
the nonlinear damping time-variant oscillator with q = 0.7 and for four different data
scenarios.
Figure 4.18: Comparison between the target and the estimated damping element for
the nonlinear damping time-variant oscillator with q = 0.7 and for four different data
scenarios.
Table 4.2 present a comparison of the identified parameters (ε, and q) for both analyzed
scenarios with target values.
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Table 4.2: Identified nonlinearity parameters and fractional derivative order.
Parameter Target Complete Missing/Noise
ε 1 1.141 1.240
q 0.7 0.653 0.691
4.5.4 2-DOF Duffing nonlinear time-variant oscillator with frac-
tional derivative elements

































with M1 = M2 = 1, and the time-varying damping and stiffness coefficients modeled as
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The order of the fractional derivative is q = 0.5, while the nonlinearity parameters are
ε1 = 10 and ε2 = 5. Further, the excitation is modeled as a non-stationary stochastic
vector process with a non-separable EPS of Eq. (4.33) with the parameters values: S0 = 5,
p1 = 30, p2 = 10, b = 0.15.
Further, the corresponding to Eq. (4.27) MIMO model is shown in Fig. 4.19, with
x1 = x = [x1, x2]
T ; x2 = x




; and f = [f1, f2]
T . Next, based on input-













is estimated via Eq. (4.23). Indicatively,
GHW-CCFs between the outputs and inputs considering the cases of complete excitation-
response time-histories and the case of both missing and corrupted data are shown in Figs.
4.20 and 4.21, respectively, for two arbitrarily chosen time instants. Clearly, the estimated
GHW-CCFs are useful in identifying time-varying frequency regions with high coherence
values, where the identification technique is anticipated to exhibit better performance.
Figure 4.19: 2-DOF Duffing oscillator recast as a MISO problem.
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(a) GHW-CCF with respect to f1: complete
time histories.







(b) GHW-CCF with respect to f2: complete
time histories.
Figure 4.20: Estimated GHW-CCF at various time instants for a 2-DOF Duffing
time-variant oscillator with q = 0.5, ε1 = 10, and ε2 = 5.







(a) GHW-CCF with respect to f1: incomplete
time histories corrupted with noise.







(b) GHW-CCF with respect to f2: incomplete
time histories corrupted with noise.
Figure 4.21: Estimated GHW-CCF at various time instants for a 2-DOF Duffing
oscillator with q = 0.5, ε1 = 10, and ε2 = 5; at t = 6.2s.
Next, considering Eq. (4.29) the GHW-FRFs AG1,(m,n),k of Eq. (4.30) and A
G
i,(m,n),k, with
i = 2, . . . ,M+1, related to g(x, x˙) are determined. Indicatively, in Fig. 4.22 the estimated
GHW-FRF AG1,(m,n),k is plotted for a given time instant and for various configurations of
available data. Comparisons with the target GHW-FRFs indicate a relatively high degree
of accuracy, in particular for the case of complete time histories. The accuracy remains
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satisfactory even for the challenging case of both incomplete and corrupted data, at
least over the effective frequency domain where the two modes of vibration are prevalent.
Further, in Fig. 4.23 the estimated GHW-FRFs AG1,(m,n),k are shown for various indicative
time instants and input-output data configurations. Comparisons with the target ones
demonstrate the capability of the identification technique to capture the time-evolution
of the GHW-FRFs. As anticipated, the accuracy of the estimates deteriorates in the
presence of incomplete data and noise. Next, following step 4 of section 4.4, the time-
dependent stiffness and damping parameters are identified and shown in Figs. 4.24-4.25,
while the estimated fractional derivative order and nonlinear function parameters are
shown in Table 4.3. In particular, for the identification of the constant q, ε1, and ε2
values, the respective averages over time estimates are considered. Note that once the
stiffness elements (K1,k and K2,k) are identified, the nolinearity parameters ε1 and ε2 can
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(a) GHW-FRF: complete time histories.
0 10 20 30 40 50
10-5
100
(b) GHW-FRF: incomplete time histories cor-
rupted with noise.
Figure 4.22: Comparison between the target and the estimated GHW-FRF for a
2-DOF Duffing oscillator with q = 0.5, ε1 = 10, and ε2 = 5, at time instant t = 12.5s.
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(a) GHW-FRF: complete time histories.




(b) GHW-FRF: incomplete time histories cor-
rupted with noise.
Figure 4.23: Comparison between the target and the estimated GHW-FRF for a 2-
DOF Duffing time-variant oscillator with q = 0.5, ε1 = 10, and ε2 = 5 at various time
instants.




Figure 4.24: Comparison between the target and the estimated stiffness elements for
a 2-DOF Duffing oscillator with q = 0.5, ε1 = 10, and ε2 = 5.
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Figure 4.25: Comparison between the target and the estimated damping elements for
a 2-DOF Duffing oscillator with q = 0.5, ε1 = 10, and ε2 = 5.
Table 4.3: Identified nonlinearity parameters and fractional derivative order.
Parameter Target Complete Missing/Noise
ε1 10 10.675 11.350
ε2 5 5.120 4.875
q 0.5 0.504 0.547
4.5.5 2-DOF nonlinear time-variant offshore structural system
subject to flow-induced forces
In this example, an offshore structural system subject to flow-induced forces is considered.
The Morison model is adopted, which utilizes an inertial term accounting for the influence
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of the fluid mass around the submerged structure, and a drag-type nonlinearity account-
ing for the relative velocity between the structure and the fluid particles (e.g., [100]).
For practical applications, the inertia and drag coefficients are to be determined experi-
mentally and depend on a number of factors, such as the structure geometry, Reynolds
number, surface roughness and the Iversen’s modulus. It is noted, however, that although
in reality these coefficients are both time- and space-dependent (e.g., [146–148]), most
research efforts involving Morison modeling consider them as constants (e.g., [101]). In
the present example, and to address partly the above inconsistency, the coefficients to be
identified are modeled as time-dependent functions.
Further, it is common practice in marine engineering to model the sea state as a stationary
random process. In this regard, classical models such as the Pierson-Moskowitz [149] and
the JONSWAP [150] power spectra are typically employed to define a stationary free-
surface elevation (Hs(t)) for a fully developed sea. Herein, an evolutionary version of
the JONSWAP spectrum, originally proposed in [111], is adopted to account for time-
dependent sea states. This JONSWAP EPS, shown in Fig. 4.26, is given by the expression
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In Eqs. (4.41-4.43) g is the gravitational acceleration, χ = 0.08, γ = 3.3, and Hs(t) is
estimated based on buoy data recorded at the western Gulf of Alaska; see [111] for more
details.
In passing, it is noted that the flow velocity u˙ can be estimated from the sea elevation
by employing the linear wave theory [151].
Figure 4.26: Evolutionary JONSWAP power spectrum.
Next, following [139], the governing equation of a 2-DOF system subject to flow-induced
forces takes the form
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|u˙1 − x˙1| (u˙1 − x˙1)









where M1 = M2 = 50, C1 = 2, C2 = 3, K1 = 50, and K2 = 30. The water particle
velocities u˙1 and u˙2 are generated simultaneously at depths 10 and 15 m from a single
random wave with steady currents of 1.5m/s and 1m/s being added, respectively. In this
example, the time-variant drag coefficients A1i(t) andA2i(t), and the time-variant inertia
coefficients A1d(t) and A2d(t) are designated as the unknowns to be identified. In this
regard, smoothly varying with time generic functions (of a sinusoidal form) are adopted
to describe the behavior of the coefficients based on the analysis and experimental data
presented in [147, 148]. Next, applying the herein developed identification technique, the
corresponding MIMO model takes the form (see also Fig. 4.27)
Aix1 + Adx2 = y (4.45)
where x1 = u¨ = [u¨1, u¨2]
T ; x2 = |u˙−x˙| (u˙− x˙) = [|u˙1 − x˙1| (u˙1 − x˙1) , |u˙2 − x˙2| (u˙2 − x˙2)]T ,
y = Mx¨ + Cx˙ + Kx, and the time-variant matrices Ai and Ad to be identified are given
by
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As mentioned in section 4.3.1, the designation of the inputs and outputs in the MISO
identification technique can be rather arbitrary, and such definitions can change depend-
ing on which parameters are unknown. This is seen in Eq. (4.45) where the relevant
terms have been re-arranged accordingly.
Figure 4.27: 2-DOF system subjected to flow-induced forces recast as a MIMO prob-
lem.













is estimated via Eq. (4.23) and shown for various time
instants in Figs. 4.28-4.29 for the cases of complete and of incomplete and corrupted data,
respectively.
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(a) GHW-CCF with respect to y1: complete
time histories.







(b) GHW-CCF with respect to y2: complete
time histories.
Figure 4.28: Estimated GHW-CCF for a 2-DOF system subject to flow-induced
forces.







(a) GHW-CCF with respect to y1: incomplete
time histories corrupted with noise.







(b) GHW-CCF with respect to y1: incomplete
time histories corrupted with noise.
Figure 4.29: Estimated GHW-CCF for a 2-DOF system subject to flow-induced
forces.
Next, the GHW-FRFs corresponding to the time-dependent coefficient matrices AG1,(m,n),k
and AG2,(m,n),k are determined. In Fig. 4.30, the estimated A
G
1,(m,n),k components are plot-
ted for a given time instant, while in Fig. 4.31 the estimates for component (1, 1) of
AG1,(m,n),k are shown for two arbitrary time instants. Note that based on the definition of
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the inertia and drag coefficients, these are equal to the real parts of the respective GHW-
FRFs. In this regard, in Fig. 4.2, the identified drag coefficients are plotted and compared
with the target ones. It is seen that the technique succeeds in capturing satisfactorily the
salient features of the time-dependent behavior of the parameters. As anticipated, the ac-
curacy degree deteriorates when incomplete and corrupted data are considered, however,
the performance of the technique remains satisfactory. Similar results are shown in Figs.
4.33-4.35 corresponding to the GHW-FRF AG2,(m,n),k. It is worth noting that despite the
relatively poor GHW-FRF estimates in the presence of incomplete and corrupted data,
utilizing frequency intervals corresponding to relatively high coherence values yields sat-
isfactory estimates for the time-dependent inertia and drag coefficients in Figs. 4.32 and
4.35, respectively.






(a) Complete time histories.






(b) Incomplete time histories corrupted with
noise.
Figure 4.30: Estimated GHW-FRF AG1,(m,n),k at t = 50s for a 2-DOF system subject
to flow-induced forces.
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(a) Complete time histories.






(b) Incomplete time histories corrupted with
noise.
Figure 4.31: GHW-TF AG1,(m,n),k component (1, 1) at various time instants corre-
sponding to the inertia coefficient.








Figure 4.32: Comparison between the target and the estimated inertia coefficient
matrix elements for a 2-DOF system subject to flow-induced forces.
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(a) Complete time histories.





(b) Incomplete time histories corrupted with
noise.
Figure 4.33: Estimated GHW-FRF AG2,(m,n),k at t = 50s for a 2-DOF system subject
to flow-induced forces.






(a) Complete time histories.






(b) Incomplete time histories corrupted with
noise.
Figure 4.34: GHW-TF AG2,(m,n),k component (1, 1) at various time instants corre-
sponding to the drag coefficient.
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Figure 4.35: Comparison between the target and the estimated drag coefficient matrix




and diagnostics in biomedical
engineering: Joint time-frequency
analysis of dynamic cerebral
autoregulation
5.1 Preliminary remarks
The ability of the cerebral vasculature to regulate cerebral blood flow in response to
rapid changes in blood pressure is termed dynamic cerebral autoregulation (DCA). DCA
is impaired in a number of neurological disorders [62, 63] where its loss is associated with
development of vasospasm after subarachnoid hemorrhage [64], with poor neurological
outcomes in patients with traumatic brain injury (TBI) [65], and with development of
dementia in patients with mild cognitive impairment [66]. Loss of DCA has also been
implicated in the pathogenesis of pregnancy-associated stroke, particularly in women
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with preeclampsia [67]. Thus, it can be readily seen that devising techniques for cerebral
autoregulation analysis, monitoring and control is of paramount importance to patient
care.
Various techniques have been developed to quantify dynamic cerebral autoregulation
(DCA) [152–154]. These techniques use continuous monitoring of arterial blood pressure
(ABP) and of cerebral blood flow velocity (CBFV) to determine the extent to which
changes in ABP correlate with changes in CBFV and, as a by-product, to deduce po-
tentially impaired DCA function. However, most established techniques for measuring
DCA function, and for analyzing what is an inherently nonlinear and time-varying input
(ABP) - output (CBFV) relationship, exhibit certain limitations.
Indicatively, according to a widely used technique, typically referred to in the literature as
transfer function analysis (TFA) [152, 153], the auto- and cross-spectra of ABP and CBFV
are estimated for determining a linear time-invariant relationship between ABP (input)
and CBFV (output). In this regard, a time-invariant coherence function is estimated as
well for assessing the accuracy of the linear relation assumption between ABP and CBFV.
Concisely, DCA performance quantities such as gain (or magnitude) and phase shift are
obtained for quantifying the increase of CBFV in relation to ABP and for estimating
the time-lag of the output signal compared to the input, respectively. According to the
standard implementation and interpretation of TFA, relatively high values of magnitude
and phase shift indicate, in general, healthy DCA function.
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Further, to account for nonlinear behaviors present in various physiological mechanisms
[155], a number of techniques have been proposed ranging from black-box surrogate type
of models (e.g., nonparametric regression methods such as the project pursuit regression
scheme applied in [154]) to Volterra-Wiener representations of nonlinear systems (e.g.,
[156–158]). Note, however, that in the former case the techniques are purely data-driven
and are not based on any physics-based modeling. Thus, in many cases the interpretation
of the results becomes a challenge, while the tool itself does not support the development
of valuable insights. In the latter case, the success of the methodologies is mostly hindered
by the significant computational cost related to the involved multi-convolution integrals.
Moreover, although a wide range of techniques have been proposed [159, 160] for analyzing
data and developing input-output models, many (such as the aforementioned TFA) rely
on the assumption of a time-invariant system and treat the measured data as stationary.
However, most measured CBF and ABP time-histories are transient, aperiodic, intermit-
tent by nature, and demonstrate a non-stationary behavior. In this regard, traditional
time-independent signal processing techniques, such as Fourier transform (FT), are unable
to capture the frequency-dependent temporal dynamics of the system. Therefore, joint
time-frequency analysis tools, such as wavelets, are required [51]. Several wavelet-based
schemes and applications related to DCA analysis can be found in the review paper by
[161]. Nevertheless, most of the research efforts (e.g., [162–164]) employ wavelet families
(e.g. Morlet wavelet) that require only two parameters for their definition (characterizing
the scale and the translation level). As pointed out in [161], caution must be exercised
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in choosing the wavelet family and its parameters when increased resolution is the ob-
jective, either in the time or in the frequency domains. This is especially important for
monitoring the autoregulation function as its effect is more prevalent at relatively low
frequencies, where enhanced resolution is required.
To address some of the above challenges, the family of generalized harmonic wavelets
(GHWs) (e.g., [115, 165]) is employed in this paper for estimating DCA performance
quantities related to a generalized both time- and frequency-dependent transfer function.
The GHW utilizes two parameters for the definition of the bandwidth at each scale
(frequency) and one parameter associated with the translation level (time). One of the
main advantages of GHWs relates to the fact that these two scale parameters decouple, in
essence, the time-frequency resolution achieved at each scale from the value of the central
frequency. Thus, enhanced localized resolution in the frequency domain is possible (in
particular, at low frequencies where the DCA function is more active). This is not the
case with other alternative wavelet families such as the Morlet [161]. Also, GHWs have
a non-overlapping, box-shaped frequency spectrum, which yields desirable orthogonality
properties in related analytical mathematical derivations [114, 115, 165].
By resorting to the GHW machinery and relying on available CBFV and ABP patient
data, DCA performance quantities are proposed herein for indicating healthy versus im-
paired autoregulation function. Specifically, various metrics such as the mean, median,
and coherence weighted average of the phase shift and of the magnitude of the GHW
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transfer function (GHW-TF) are determined based on data points over the joint time-
frequency domain. Next, the potential of these metrics to be used as a diagnostics tool
for indicating healthy versus impaired DCA function is assessed by considering both
healthy individuals and patients with unilateral carotid artery stenosis. Comparisons
with respective results based on the standard time-invariant TFA are included as well for
demonstrating the advantages of the herein developed approach.
5.2 Measuring the arterial blood pressure and the
cerebral blood flow velocity
Two groups of patients are considered to validate the method. First, a group of 55
healthy patients (h) is considered as the baseline, consisting of 20 young men (age< 60),
29 young women (age< 60), and 6 patients older than 60 years. Next, a group of 35
patients with unilateral carotid artery stenosis. Subjects were monitored for 10 minutes
by using transcranial Doppler to record CBFV in the bilateral middle cerebral arteries and
finger plethysmography to record continuous mean arterial pressure. The pre-processing
of the 10 minutes long ABP and CBFV signals, acquired at 100Hz, includes the temporal
synchronization of the ABP and CBFVs waveforms. Once the data are synchronized and
sanitized, GHW-based joint time-frequency analysis is applied for obtaining the GHW-
TFs and the GHW-based coherence functions (GHW-CFs), for both the left and the
right sides of the brain. GHW-CFs are used in the ensuing analysis for identifying the
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locations in the joint time-frequency domain where the linear relationship assumption
between ABP and CBFV is well-supported.
5.3 Generalized harmonic wavelet
The family of GHWs uses two parameters (m,n) for the definition of the bandwidth at
each scale (frequency), and one parameter k for its position in time [112]. These two scale
parameters decouple the time-frequency resolution achieved at each scale from the value
of the central frequency; see also section 4.2.1 for more details. This is of considerable
importance to the monitoring and analysis of the DCA function, since DCA is particularly
active in the low frequency range (e.g., 0.01 − 0.2Hz) of the CBFV signal. Specifically,
as also demonstrated in Fig. 5.1, in contrast to a dyadic partition of the time-frequency
grid followed in standard wavelet families such as Morlet [51], appropriate selection of
the two GHW parameters (m,n) provides enhanced localized resolution in the frequency
range of interest (e.g., 0.01− 0.2Hz). Thus, a more accurate DCA analysis is possible.
Figure 5.1: Wavelet-based joint time-frequency domain partition; GHW-based en-
hanced localized frequency resolution vis-a-vis standard dyadic wavelet partition.
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5.4 Dynamic cerebral autoregulation analysis
The ABP and CBFV data corresponding to each cerebral hemisphere are interpreted as
the inputs and outputs, respectively, of two independent systems (see Fig. 5.2). Next, the





In Eq. (5.1), SABP,ABP(m,n),k represents the auto-EPS of ABP, and S
CBFV,ABP
(m,n),k denotes the
cross-EPS of CBFV and ABP, see Eqs. (4.5-4.6), while the squared magnitude AG(m,n),k =
|HG(m,n),k|2 and phase φG(m,n),k of HG(m,n),k are given by




















respectively, where atan(·) denotes the arctangent function.
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Figure 5.2: Time- and frequency-dependent transfer functions relating the input
(ABP) to the output (CBFV) in the left and right hemispheres.
Further, the GHW-CF serves as an indicator of the error modeling providing information
about the “goodness-of-fit” of the model subject to the measured data in the intervals
m∆ω ≤ ω < n∆ω and (kT0)/(n − m)t < ((k + 1)T0)/(n − m). In this context, the










Clearly, based on computed GHW-CF values, sub-regions in the joint time-frequency do-
main can be identified corresponding to relatively high GHW-CF values (i.e., γG;ABP,CBFV(m,n),k ≈
1). As a result, DCA performance metrics such the mean and median of the phase shift
and of the magnitude of the GHW-TF transfer function (GHW-TF) can be evaluated
based on data points corresponding only to the specific time-frequency sub-regions with
high coherence values; see also Fig. 5.3. In this regard, three distinct metrics are adopted
herein related to the DCA performance quantities (phase and magnitude): 1) mean and 2)
130
Chapter 5. Wavelet-based system identification and diagnostics in biomedical





>= γ∗, and 3) coherence weighted average (αphase,αmagnitude)
































In the above definitions, γ∗ is an appropriately chosen minimum coherence threshold
value, below which the associated time-frequency sub-regions are neglected in the rele-
vant calculations. Note that in the definition of the parameters (αphase,αmagnitude) the
requirement of estimating such a threshold is removed and the complete time-frequency
domain is used with the corresponding values appropriately weighted.
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Figure 5.3: Indicative point in the joint time-frequency domain that corresponds to
a GHW-based coherence value larger than γ∗.
In comparison to the standard stationary TFA where the coherence factor is frequency-
dependent, but time-invariant, the herein developed technique employs the coherence
measure of Eq. (5.4), which is both time- and frequency-dependent. It is due to this lo-
calization capability that the technique avoids the time-averaging process of the standard
FT-based TFA, and thus, a potentially larger number of data points may be available,
spread across the joint time-frequency domain. Consequently, a more reliable estimation
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of the DCA performance metrics (mean, median and coherence weighted average) is pos-
sible, in particular as compared to a time-invariant TFA. As shown in section 5.6, this
provides enhanced confidence in employing the herein proposed metrics as a diagnostics
tool for indicating healthy versus impaired DCA function.
5.5 Mechanization of the technique
The mechanization of the proposed GHW-based DCA analysis is outlined below:
1. Given the ABP (input) and CBFV (outputs - both left and right sides of the brain)
time-histories, estimate the auto-spectra and cross-spectra SABP,ABP(m,n),k , S
CBFVL,CBFVL
(m,n),k
(left side), SCBFVR,CBFVR(m,n),k (right side), S
CBFVL,ABP
(m,n),k (left side), and S
CBFVR,ABP
(m,n),k (right
side), via Eqs. (4.5-4.6);




of Eq. (5.4) for both sides of the brain
to select sub-regions in the time-frequency domain corresponding to a minimum
coherence value γ∗ to be used in the ensuing analysis;
3. Determine the GHW-TFs HG,L(m,n),k and H
G,R
(m,n),k based on Eq. (5.1) for the left and
right sides, respectively, and compute the corresponding GHW-based amplitude
(Eq. (5.2)) and phase (Eq. (5.3));
4. Estimate the DCA performance metrics, i.e., the mean and median of the phase
shift and magnitude based on time-frequency sub-regions identified in step 2, as
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well as coherence weighted averages by accounting for the complete time-frequency
domain; see Eqs. (5.5-5.6).
As demonstrated in section 5.6, the herein developed methodology and proposed DCA
performance metrics succeed in identifying correctly patients with impaired DCA func-
tion. This is done by comparing the estimated metrics corresponding to the left and right
brain hemispheres. It is shown that the GHW-based technique outperforms the stan-
dard time-invariant TFA, which in some cases appears incapable of correctly identifying
impaired DCA function.
5.6 Results
Data collected from two groups of patients (healthy subjects vs patients with unilateral
carotid artery stenosis) are analyzed in the following. A comparison is performed consid-
ering the group of 55 healthy individuals (h) consisting of 29 young women (age< 60), 20
young men (age< 60), and 6 subjects older than 60 years, and the group of 35 patients
with unilateral carotid artery stenosis.
First, standard time-invariant coherence, phase shift and magnitude functions are eval-
uated, while the mean and median of these DCA performance quantities are calculated
by considering a coherence threshold value of γ∗ = 0.8. The specific value of γ∗ can be
construed as a reasonable compromise between a desirable high coherence degree and
an adequate number points to be used in the statistical estimation of the metrics (e.g.,
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[166–168]). Coherence weighted averages of the phase shift and magnitude are computed
as well. Figure 5.5 corresponds to stationary TFA for an indicative patient with unilat-
eral carotid stenosis, where the phase shift and magnitude values of transfer functions
associated with a coherence value larger than 0.8 are represented by dots.


































































Figure 5.4: Data points corresponding to coherence values γ∗ > 0.8; Time-invariant
(stationary) TFA for an indicative patient.
Considering next a GHW-based analysis and the same threshold value γ∗ = 0.8, Figs. 6-8




, the phase shift φG(m,n),k, and the magnitude
AG(m,n),k, respectively, plotted for both cerebral hemispheres of the same patient as in
Fig. 5.4. Note that in Fig. 5.5 the number of points in the joint time-frequency domain
corresponding to GHW-CF values above γ∗ = 0.8 is significantly larger than the one
corresponding to a time-invariant TFA as shown in Fig. 5.4. This can be advantageous
in the ensuing analysis as it can yield more accurate estimates of the DCA performance
quantity metrics. Further, it is readily seen that the herein developed joint time-frequency
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GHW-TF analysis provides a more detailed and accurate description of the temporal
dynamics and the inherently non-stationary nature of the DCA. In particular, in contrast
to Fig. 5.4 where no clear qualitative differences are observed in the phase shift plots
between left and right sides, the asymmetry between the two sides expected in patients
with unilateral carotid stenosis is evident in both the GHW-based phase shift plots in
Fig. 5.6 and the GHW-based magnitude plots in Fig. 5.7. In this specific example, the
occlusion is correctly identified on the right side of the brain where lower values of phase
shift and magnitude are observed, indicating impaired DCA function.
Figure 5.5: GHW-CFs for the left and the right cerebral hemispheres of an indicative
patient. The plane corresponding to γ∗ = 0.8 is also shown.
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Figure 5.6: GHW-based phase shifts for the left and the right cerebral hemispheres
of an indicative patient. Data points corresponding to γ∗ = 0.8 are also shown.
Figure 5.7: GHW-based magnitudes for the left and the right cerebral hemispheres
of an indicative patient. Data points corresponding to γ∗ = 0.8 are also shown.
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5.6.1 Statistical analysis
To assess the metrics of the DCA performance quantities corresponding to occluded (occ)
and unoccluded (unocc) sides of patients with carotid artery stenosis, and to both cerebral
hemispheres of healthy patients (h), a statistical analysis is provided based on the Kruskal-
Wallis test [169, 170]. This test returns the p-value (probability) for the null hypothesis
that the data being compared belong to the same probability distribution. Figures 5.8-
5.10 show the box plots (sample medians and interquartile ranges) for the mean, median,
and coherence weighted average of the DCA performance quantities under consideration
(i.e., phase shift and magnitude), both for the time-invariant TF and the GHW-TF anal-
yses. For the mean and median calculations corresponding to time-invariant TF analysis,
points in the frequency domain with coherence values above γ∗ = 0.8 are considered (see
for instance Fig. 5.4). The impact of selecting this relatively high coherence threshold in
the time-invariant TF analysis is particularly evident when the occluded and unoccluded
sides of patients with carotid artery stenosis are compared. In particular, the estimated
phase shift values are almost identical for the the occluded and unoccluded sides. This
can be attributed, at least partly, to the limited number of available points (satisfying
the γ∗ = 0.8 criterion) used in the statistical analysis. Clearly, the higher the chosen
coherence threshold, the fewer the points available for the relevant calculations. Thus,
in many cases the accuracy of the DCA quantity estimates is unavoidably rather lim-
ited, and therefore safe conclusions cannot be reached. On the other hand, the coherence
weighted averaging yields more reliable results with relatively lower dispersion as seen in
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Fig. 5.10. This is due to the fact that, unlike the previous cases in Figs. 5.8-5.9, the
complete set of points (appropriately weighted) is utilized in the statistical analysis.
One of the advantages of employing the herein developed GHW-based analysis relates to
the fact that most probably a larger number of data points (than in the time-invariant
TFA) satisfies the prescribed minimum coherence threshold criterion (e.g., compare Figs.
5.4 and 5.5). Indeed, it is due to the application of the GHW-based analysis that an addi-
tional dimension (i.e., time) is considered, and thus, more points satisfying the coherence
threshold can be selected from the joint time-frequency domain. This appears to be true
even for cases of overall incoherent ABP and CBFV signals for which, however, localized
time-frequency regions of high coherence can be identified. It is seen that the GHW-
based analysis is more reliable in capturing the asymmetric behavior between the two
cerebral hemispheres, as indicated by the significantly different DCA metrics values, due
to the larger set of points available in the joint time-frequency domain. This observation
is corroborated further by applying the Kruskal-Wallis test to data corresponding to the
occluded and the unoccluded sides in patients with carotid artery stenosis (see Tables 5.1,
5.2, and 5.3). In particular, the null hypothesis of the Kruskal-Wallis test for the phase
shift is (unsuccessfully) not rejected for most of the cases where the time-invariant TF
analysis is employed. In other words, the TFA appears rather insensitive in identifying
patients with impaired DCA function, at least in the herein considered case of unilateral
carotid artery stenosis. The performance of the time-invariant TFA is improved when
the coherence weighted average is employed, however, TFA is clearly outperformed by
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Figure 5.8: Sample medians and interquartile ranges for the estimated mean of the
transfer function phase shift and magnitude; Comparisons between GHW-based anal-
ysis and time-invariant (stationary) TFA, as applied to both cerebral hemispheres of
healthy patients and patients with unilateral carotid artery stenosis.
Table 5.1: p-value analysis by employing the Kruskal-Wallis test for the estimated
mean of the transfer function phase shift and magnitude; Comparisons between GHW-
based analysis and time-invariant (stationary) TFA.
PROBLEM Phase Magnitude
TFA GHW TFA GHW
occ × unocc 0.4893 0.0339 0.0102 0.0148
occ × h 0.0002 <0.0001 0.0069 0.0001
unocc × h 0.0015 0.0145 0.2172 0.8569
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Figure 5.9: Sample medians and interquartile ranges for the estimated median of
the transfer function phase shift and magnitude; Comparisons between GHW-based
analysis and time-invariant (stationary) TFA, as applied to both cerebral hemispheres
of healthy patients and patients with unilateral carotid artery stenosis.
Table 5.2: p-value analysis by employing the Kruskal-Wallis test for the estimated
median of the transfer function phase shift and magnitude; Comparisons between GHW-
based analysis and time-invariant (stationary) TFA.
PROBLEM Phase Magnitude
TFA GHW TFA GHW
occ × unocc 0.5774 0.0452 0.0108 0.0126
occ × h 0.0003 <0.0001 0.007 <0.0001
unocc × h 0.0028 0.0485 0.1984 0.7082
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Figure 5.10: GHW-TF versus LTI-TF based DCA performance quantities (coherence
weighted average): statistical analysis for a group of healthy patients and a group of
patients with unilateral carotid artery stenosis.
Table 5.3: p-value analysis by employing the Kruskal-Wallis test for the estimated
coherence weighted average of the transfer function phase shift and magnitude; Com-
parisons between GHW-based analysis and time-invariant (stationary) TFA.
PROBLEM Phase Magnitude
TFA GHW TFA GHW
occ × unocc 0.0594 0.0223 0.0330 0.0302
occ × h <0.0001 <0.0001 <0.0001 0.0002




and diagnostics in biomedical
engineering: Data compression and
sparse matrix recovery based wall
segmentation for Pulse Wave
Imaging (PWI)
6.1 Preliminary remarks
The constant increasing of spatial and temporal resolutions in medical imaging techniques
poses some challenges to the manipulation of large datasets [171, 172]. In this regard, data
compression is sought to reduce the data storage and transmission bandwidth in medi-
cal applications such as computed tomography (CT) imaging [173, 174], magnetic reso-
nance imaging (MRI) [175], electrocardiogram data [176, 177], DNA microarray imaging
[178, 179], X-Ray imaging [180, 181], and ultrasound imaging [182–185]. In this context,
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compression techniques such as quasi-lossless fractal coding methods [186, 187], neu-
ral network-based encoding [188–190], region-of-interest encoding [191–193], SVD-based
compression [194], compressive sensing [195], and wavelet based coding[175, 180, 182, 196–
199] have been investigated for applications in several fields. Nonetheless, most of the
aforementioned techniques have been applied to 2D/3D images (pixel data) generated
during medical exams, which are essential for fast data transmission through medical
imaging devices . In this chapter we are interested in compressing the RF frames corre-
sponding to PWI with the following purposes: 1) to perform an efficient data transmission
with reduced bandwidth, 2) to use the computer’s memory efficiently during the motion
estimation phase, and 3) to create a database using minimal storage capacity without
compromising the stored information quality when uncompressed.
Lossless compression is the most common method to compress medical data [200] mainly
due to the resolution scalability and lossless quality, which is important for accurate
medical diagnostics. On the other hand, lossy compression methods [201, 202] can achieve
higher compression ratios; however, lossy compression techniques yield reduced quality
of the uncompressed data. In this regard, wavelets-based methods have emerged due to
the wavelet resolution scalability based on which either lossy or lossless algorithms can
be designed. Further, wavelets also possess good localization properties and eventual
perturbations in the data are locally captured, reducing the scattering of coefficients in
the wavelet domain.
The recovery of structured information in high-dimensional data has been investigated in
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various fields such as video background modeling and robust principal component analysis
(RPCA) [203], photometric stereo [204], face verification [205], and topic modeling [206].
Most of the aforementioned applications are based on the matrix separation problem,
where the data stored in a matrix can be decomposed into a low-rank and a sparse
matrices, both to be recovered solving a convex optimization problem. Assuming that
the RF-frames of a healthy subject obtained using PWI can be viewed as a video composed
by a moving part (artery walls) and by a static background, it is natural to represent this
video as a sum of a low-rank matrix (background) R and a sparse matrix (artery walls) S.
This low-rank and sparse matrix separation can be performed by solving a compressive
principal component pursuit (CPCP) problem [78]; therefore, it is possible to separate
the artery wall from the static background.
In this chapter, we propose a lossy compression method based on a multiresolution 1D
wavelet decomposition for RF-Frames in PWI. The adopted compression scheme takes
advantage of the strong correlation of adjacent frames to compress signals where low
frequency contents are predominant. Further, data acquired from a healthy patient is
employed to verify the performance of the proposed technique where impact of the com-
pression in the estimation of the PWV is assessed using the coefficient of determination
(R2) of the linear fit applied to consecutive 50 upstroke markers. Finally, the compression
ratio (CR), which is given by the size of the original dataset divided by the size of the
compressed dataset, is used as a metric to evaluate the level of compression achieved for
different configurations of the multiresolution wavelet decomposition. Next, the CPCP
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is solved aiming at the identification and segmentation of the artery wall by using a
gradient-magnitude edge detection method [207] within the PWI framework. As the
PWI typically generates large datasets, it is important to solve the CPCP problem us-
ing a fast, reliable, robust, and scalable algorithm. In this regard, the fast iterative soft
thresholding algorithm (FISTA) is employed [78].
6.2 Pulse Wave Imaging (PWI)
During the contraction-relaxation cycle the heart produce pressure pulses, also known as
pulse waves, that travel through the vessel wall [69]. Analogously, in a straight elastic
tube one can observe that disturbances in the flow velocity, pressure, tube diameter,
and wall displacement can propagate as waves with a certain velocity along the tube
walls [71]. In this regard, the corrected Moens-Kortweg equation (Eq.6.1) is employed to
relate the Young’s modulus (E) of the vessel wall to the Pulse Wave Velocity (PWV) as





where E is the Young’s modulus of the elastic tube wall, h is the wall thickness, ρ is the
wall density, R is the inner radius of the tube and ν is the Poisson’s ratio.
Anomalies in the arterial stiffness can be associated to focal vascular diseases such as
atherosclerosis and abdominal aortic aneurysm (AAAs) [68, 69]. However, most of the
clinical studies on arterial stiffness estimate the carotid-femoral PWV, measuring the
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time taken for the arterial pulse to propagate from the carotid to the femoral artery
[208]. However, the lack of localization reduces the applicability of this technique in the
investigation of local changes of the mechanical properties of tissues. Alternatively, the
Pulse Wave Imaging (PWI) can be employed in the investigation of localized mechanical
properties of arteries using the PWV and a surrogate marker of the arterial stiffness [71].
PWI is ultrasound-based noninvasive technique used to estimate the PWV at high space-
temporal resolution aiming at the detection and monitoring of focal vascular diseases
[209]. Futher, the PWV can be estimated at small sections of the artery yielding spatial
maps of PWV useful for the detection and monitoring atherosclerosis and AAAs.
After the data acquisition the following steps are considered: 1) motion estimation, 2)
wall segmentation, 3) spatio-temporal imaging to estimate the PWV for posterior artery
stiffness estimation. A scheme of the PWI technique is presented in Fig. 6.1 (see [71, 209]
for a detailed explanation).
6.2.1 Data acquisition
The ultrasounds acquisitions were performed in the common carotid arteries of a healthy
subject. Verasonics Vantage 256 system (Verasonics, Kirkland, USA) was used to drive
an L4-7 Linear array transducer, at a center frequency of 5 MHz and 50% bandwidth.
A coherent compounding acquisition sequence was employed, involving the transmission
of 5 plane waves, steered at equispaced angles from −2◦ to 2◦, and at a pulse repetition
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frequency of 8333 Hz. Further, the time interval between consecutive frames is equal to
6.15× 10−4s.
6.2.2 Motion Estimation
The RF-frames are employed in the estimation of the axial velocity of aortic and carotid
walls considering the entire cardiac cycle. This process is performed off-line using a time-
efficient 1-D normalized cross-correlation technique [210]. The rigid motion induced by
respiration is eliminated in a process performed line-by-line by subtracting the velocity
of the artery wall from the velocity of the surrounding tissue. It is important to mention
that only the velocity of the anterior wall is considered because it provides a better motion
visualization, and because the posterior wall typically present little motion in vivo due
to its proximity to the spine.
6.2.3 Wall segmentation
A standard technique consists in a semi-automated segmentation algorithm [71]. Initially,
a Gaussian filtering procedure is considered to reduce the noise smoothing the images.
Next, an user defined threshold is considered to select the regions around the artery wall.
Next, a Sobel-based edge detection algorithm is employed followed by the fitting of a
smoothing spline to reduce discard some discrepancies in the artery wall identification
step.
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6.2.4 Spatio-temporal imaging
The PWI axial wall velocity over distance and time of the pulse-wave propagation is
represented in a 2-D image (Fig. 6.1). The length is recovered from the information gen-
erated in the wall segmentation step. In particular, the horizontal axis denotes time and
the vertical axis corresponds to consecutive lateral positions, going from top to bottom.
The 50% upstroke points of the PWI axial velocity versus time are selected to estimate
the PWV. These points are defined as the time-point at which the axial wall velocity
is approximately equal to the average between the foot and the peak of the axial wall
velocities. Next, the slope of the 50% upstroke points obtained using linear regression
yields the regional PWV value, and the corresponding coefficient of determination (R2)
is estimated as a measure of the pulse wave propagation uniformity.
Figure 6.1: Schematic compounding PWI post-processing methodology.
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6.3 Multiresolution wavelet-based compression
The development of the theory of wavelets was initiated by Morlet [211, 212]; Meyer [213];
and Daubechies [214], who constructed a compactly support wavelet basis using a series
of discrete filters. A wavelet can be thought as a bandpass filter where its contraction
(high-frequency) or dilatation (low-frequency) is associated to the frequency localization.
A particular feature of the wavelet analysis is the multiresolution decomposition of signals
which has applications in several areas [215, 216]; including data compression [202, 217],
with special attention given to the JPEG2000 development based on the biorthogonal
(9,7) wavelet.
The concept of multiresolution analysis was introduced by Meyer [213] and Mallat [218]
aiming at the construction of an orthonormal basis of wavelets. In this regard, a hierarchi-
cal sequence of subspaces Vj, with j = . . . ,−2,−1, 0, 1, 2, . . . , of band-limited functions
with frequencies in the interval [−2−jpi, 2−jpi] defines a sequence of multiresolution sub-
spaces, such as
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ . . . (6.2)
Also, a subspace of Wj, with j = . . . ,−1, 0, 1, . . . , of square integrable bandpass functions
with frequencies defined in [−2−j+1pi,−2−jpi] ∪ [2−jpi, 2−j+1pi]. As Wj is the orthogonal
complement in Vj−1 of Vj one can write
Vj = Wj+1 ⊕Wj+2 ⊕Wj+3 ⊕ . . . (6.3)
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Considering the hierarchical relation Vj−1 ⊂ Vj one can construct a set of functions, also
known as scaling functions φ(t), that will span V0 with frequencies in [−pi, pi].
To obtain a coarse half-resolution approximation of a discrete time square summable
sequence x[n], with n ∈ Z, one can filter the input signal with a half-band low-pass FIR
filter downsampling the resulting signal by a factor of 2. Let’s assume that this FIR
filter has an impulse response g[n], that as continuous time g[n] forms a basis to V0.
Consequently, a basis for W0 can be obtained from a pass-band FIR filter with impulse
response h[n], such that h[n] = (−1)ng[M−1−n], where M is the support of g[n]. Thus,
g[n] and h[n] form orthonormal basis for l2(R).
As mentioned before the multiresolution analysis is performed filtering the input signal x
with a series of low-pass and pass-band filters. In this regard, a decimating low-pass filter
(scaling sequence) with impulse response g[n] is used to obtain the signal approximation
coefficients XL at half of the original resolution, such that




Also, a band-pass filter (wavelet sequence) with impulse response h[n] is used to obtain
the signal detail coefficients XH , such as
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where ∗ denotes the convolution operation, and in both cases the filter outcomes are
downsampled by a factor of 2.
The previously described procedure can be applied in the approximation coefficientsXL[n]
repeatedly yielding a filter-bank composed by the different levels of resolutions. Further,
if no lossy compression scheme is adopted a perfect reconstruction is obtained from the
approximation xL[n] and detail xH [n] coefficients at the synthesis step.
Although this concept can be extended to the analysis of n-dimensional signals, herein
we focus on the one-dimensional data corresponding to each line of a 2D matrix obtained
from the 3D structure containing all the RF-frames. It can be readily observed that
increasing the number of levels in the wavelet decomposition a finer representation of
the frequency content is obtained. This property is of particular interest for this present
application because the time evolution of the RF signals is typically concentrated in the
low-frequency range. In this regard, a better compression can be achieved discarding the
detail coefficients and storing the approximation coefficients of the signals describing the
time evolution of the RF frames at each position in space.
Henceforth let’s assume that the RF frames are stored in a 3D array Y ∈ RNx×Ny×Nz
where (Nx × Ny) corresponds to the space dimension, and Nz corresponds to the time
dimension (Fig. 6.2). Moreover, each frame is represented by a 2D array Y’ ∈ RNx×Ny .
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Figure 6.2: RF frames dataset representation.
In this regard, each Nj (j = 1, . . . , Nx) column is a RF signal, and Nz correspond to
the number of time steps. In order to improve the compression ratio one can use the
strong correlation of the frames in Y since the data is recorded at a high frames-per-
second rate. This strong correlation implies that a signal corresponding to a row of the
sub-matrix X’ ∈ RNy×Nz have most of its power concentrated in the low-frequency range
as one can see in Fig. 6.3. Thus, in the present approach rows of a sub-matrix X’,
corresponding to the time evolution of each point in the RF-frames, are decomposed by
a multilevel 1D wavelet analysis for posterior encoding. Thus, higher compression ratios
and low deterioration of the uncompressed data are expected. From the multilevel 1D
wavelet analysis one can observe that the approximation coefficients contain the relevant
information for the reconstruction of the signals to be compressed. In this regard, the
detail coefficients XH are discarded in the compression phase. Further, an additional
step is considered to reduced the amount of information to be stored; first, the difference
of adjacent approximation coefficients (Di[XL] = X
i+1
L − X iL) is computed such that
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long collections of similar coefficients in the signal extremes are set equal to zero in the
quantization step and posteriorly discarded.
Figure 6.3: RF frames dataset representation.
The difference coefficients corresponds to a information core essential to the signal recov-
ery. Therefore, assuming that the quantization creates a discrete domain at which the
signal is represented one can assume that a mapping from the quantized domain to the
index domain is possible. Therefore, one can take advantage of the previously defined
steps in the quantized domain to map the information core to a domain represented by 1
byte integers. In this particular application the quantized domain is defined by 20 steps
limited by the minimum and the maximum values of Di[XL]. Therefore, storing the max-
imum and the minimum values of Di[XL] and their mapped values in the index domain
composed by 1 byte integers can reduce even more the amount of memory required for
154
Chapter 6. Wavelet-based system identification and diagnostics in biomedical
engineering: Data compression and sparse matrix recovery based wall segmentation for
Pulse Wave Imaging (PWI)
efficient storage and transmission.
Next, the mechanization of the compression and reconstruction steps are shown.
Compression:
• A 3D array Y ∈ RNx×Ny×Nz containing the RF frames is acquired;
• Y ∈ RNx×Ny×Nz is transformed into X ∈ RNz×Ny×Nx ;
• For each i = 1, . . . , Nx and j = 1, . . . , Ny a vector xk is obtained as a row of the
sub-matrix X ∈ RNz×Ny ;
• A multiresolution analysis is performed for each xk where the number of levels n
and the order N of the wavelet are selected based on the required reconstruction
quality and compression ratio;
• Once the multiresolution analysis is performed the approximation coefficients XL
are stored and the ones associated to the higher frequencies components are dis-
carded;
• To improve the compression ratio, the difference between consecutive approximation
coefficients Di[XL] = X
i+1
L −X iL are obtained and quantized. Next, the consecutive
difference values equal to zero are discarded, and the remaining (information core)
Di[XL] are stored;
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• Next, the information core Di[XL] is mapped from the quantized domain to the
1 byte integer index domain reducing the memory necessary to store the relevant
information.
Reconstruction:
• To reconstruct the signals xk the compressed coefficients Di[XL] are loaded and
mapped back to the quantized domain. Consequently the approximation coefficients
XL are recovered;
• XL are zero-padded to complete the vector size equal to the original vector of
coefficients;
• A multiresolution synthesis is performed with the vector containing the recovered
coefficients;
• A recovered 3D matrix Xˆ ∈ RNx×Ny×Nz is transformed into Yˆ ∈ RNz×Ny×Nx .
6.4 Results
In this section the performance of the proposed compression technique is evaluated con-
sidering the data acquired from a healthy subject. Initially, a wavelet family is selected
based on the properties that are more sensitive to the data compression performance.
Further, the number of levels in the multiresolution wavelet decomposition is also inves-
tigated to assess the sensitivity of the PWV with the design of the filter bank. Next,
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the joint evaluation of CR and R2provides a broader perspective about the impact of
the parameters of the multiresolution wavelet decomposition on the encoding/decoding
performance.
6.4.1 Wavelet selection
Several wavelet families can be found in the literature (e.g., daubechies, symlet, coiflet,
biorthogonal, etc.) where each one contains a set of properties that are strongly related
to the performance of the proposed application (e.g., denoising, compression, etc). Some
parameters such as symmetry, orthogonality, and number vanishing moments can impact
the compression efficiency. Therefore, selecting a proper wavelet family is essential to en-
hance compression performance. Many authors have published works proposing methods
for this kind of application. In this regard, one can highlight the work by [219] based on a
minimization of the error norm upper bound in approximating the signal up to a defined
scale. Moreover, [220] proposed an entropy-based method assuming an orthonormal ba-
sis, created from a functions library, at which the signal has the lowest information cost.
Furthermore, the selection of an optimal wavelet is also discussed in medical applications
[221, 222]. Following, a brief description of the wavelet properties which are more relevant
for the signal compression performance is presented.
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Orthogonality of wavelets ensures the perfect reconstruction of non-quantized signals by
norm preservation, such as
||x[n]||22 = ||XL[n]||22 + ||XH [n]||22
= ||xL[n]||22 + ||xH [n]||22
(6.6)
However, besides the Haar conjugate mirror filters no other wavelet can be simultaneously
orthogonal and symmetric or antisymmetric. According to Daubechies [214] a filter is
symmetric if it is linear phase, meaning that the frequency components are shifted in
time by the same constant amount. Therefore, as the biorthogonal filters are symmetric
and linear phase they are suitable for data compression since they do not introduce
distortions in the reconstructed data. Another property is related to the number of
vanishing moments N , which is related to the filter length. A wavelet is said to have N
vanishing moments when it is orthogonal to a polynomial of order at most N − 1.
The biorthogonal wavelets presented are considered in the assessment of the relation
between reconstruction quality and compression ratio. Assume that the wavelets are
labeled as biorN.M where N is the number of vanishing moments of the reconstruction
filter (synthesis), and M is the number of vanishing moments of the decomposition filter
(analysis). Considering that for M ≤ N the compression can be negatively affected, in
this chapter it is assumed M = N , although M > N could also be accepted. Next, we
want to compare the compression ratio (CR), which is given by the ratio between the size
of the uncompressed dataset to the compressed one, and the coefficient of determination
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(R2) of the linear regression used to estimate the regional PWV.
6.4.2 Pulse Wave Velocity estimation
Considering the RF-frames of a healthy subject stored as a 3-D matrix Y, with dimen-
sions Nx × Ny × Nz = 128 × 1399 × 1960, corresponding to 2.64GB. Following the data
compression CRs are estimated for a set of wavelets with various numbers of vanishing
moments (N = M = 2, 3, 4, 5) as well as considering various levels in the multiresolution
decomposition (n = 3, 4, 5). Next, the data is uncompressed for estimation of the of the
PWV where the impact of the lossy compression technique is measured using the coef-
ficient of determination R2. For comparison, the PWV=4.17m/s and R2 = 0.98 are the
baseline obtained without compressing the datset. Table 6.1 shows the PWV, R2, and
compression ratios for selected number of vanishing moments and levels in the multires-
olution decomposition. One can easily observe that increasing the number of vanishing
moments the coefficient of determination increases and CR decrease slowly, independently
of the number of levels in the multiresolution decomposition. It can be easily explained
by the relationship between the number of vanishing moments and the length of the
compression and recovery filters. In particular, by increasing the number of vanishing
moments the filters become wider, with more coefficients, making them suitable to pro-
vide a more detailed representation of non-periodic signals; however, using longer filters
mean that more non-zero coefficients must be stored reducing CR. Next, one can also
observe that although a finer decomposition is beneficial in terms of compression ratio, it
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deteriorates the quality of the estimated PWV. This effect can be easily explained by the
fact that adding levels in the filter bank yields less detailed approximation coefficients
due to the filtering sequence. Indicatively, it is recommended to use less than 4 levels in
the multiresolution decomposition as well as to use wavelets with more than 2 vanishing
moments such that a good performance in terms of compression can be achieved.
Table 6.1: PWV assessment (Baseline)
Levels
3 4 5Wavelet
PWV R CR PWV R CR PWV R CR
bior2.2 5.56 0.48 85 16.14 0.01 131 -1.57 0.13 198
bior3.3 4.34 0.91 84 9.6 0.31 131 -1.06 0.18 195
bior4.4 4.77 0.92 84 9.53 0.08 129 -1.76 0.15 192
bior5.5 4.52 0.96 84 3.38 0.17 128 -1.94 0.2 190
A qualitative evaluation can be performed based on Fig. 6.4, where the motion of the
artery walls are estimated, at different time instants, for the best case (bior3.3 with 3
levels/CR = 84) and the worst case (bior.2.2 with 5 levels/CR = 198).
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Figure 6.4: Motion of the anterior and posterior arteries at time instants t =
229.395ms and t = 241.695ms.
Further, from the estimated motion one can obtain the spatio-temporal maps (Fig. 6.5)
from where the PWVs are estimated. From the spatio-temporal maps one can see why
increasing the number of levels in the multiresolution decomposition reduces the accuracy
of the estimated PWV. It happens due to the increasing uncertainty of the 50% upstroke
points, as clearly observed in the spatio-temporal map for the wavelet bior2.2 with 5
levels in the decomposition.
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Figure 6.5: RF frames dataset representation.
6.5 Artery wall segmentation based on sparse matrix
recovery
The objective of this section is to employ the robust matrix recovery methodology [78] in
the automation of the wall segmentation step within the PWI framework. Therefore, in
the spirit of the foreground-background separation method, the automatic identification
and separation of the moving elements in the RF-frames is relevant to the development
of a more robust and automatic artery wall segmentation.
In PWI the RF-frames are stored in a 3-dimensional structure Y ∈ Rm×n×r. Promptly, Y
can be converted into a matrix M0 ∈ RN×r (N = mn). Assuming that M0 ∈ RN×r can
be decomposed as M0 = L0 +S0 +N0, where L0 is a low-rank matrix, S0 is a sparse error
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matrix, and N0 is a dense noise matrix. The main question that arises is: is it possible
to recover L0 and S0 knowing PQ the projection onto a subspace Q. This question can








‖PQ[L + S−M0]‖2F + λLrank(L) + λS‖S‖0 (6.7)
where λL and λS are the regularization parameters, ‖S‖0 is the l0-norm corresponding to
the number of nonzero entries in S, and || · ||F is Frobenius norm. However, the problem
in Eq.(6.7) is NP-hard, consequently it is not computationally tractable. This problem




j=1 |Sij|, and the
rank(L) with the nuclear norm ‖L‖∗, which corresponds to the sum of the singular values








‖PQ[L + S−M0]‖2F + λL‖L‖∗ + λS‖S‖1 (6.8)
where Q corresponds to the orthogonal projection onto the linear space of matrices sup-
ported by Ω ⊆ {1, 2, . . . , N} × {1, 2, . . . , r}, where PΩ[M0] = (M0)ij if (i, j) ∈ Ω and








‖PΩ[L + S−M0]‖2F + λL‖L‖∗ + λS‖S‖1 (6.9)
This minimization problem can be solved using the classical second-order convex opti-
mization algorithms; however, the solution of a linear system of order n for large datasets.
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6.5.1 Proximal Gradient Methods
Using scalable and fast-converging algorithms is necessary when solving Eq. (6.9) using
large datasets. In this regard, one has to find an algorithm to solve a function given by a
sum of a smooth convex term plus a non-smooth convex term, where the smooth convex
term is given by 1
2
‖PΩ[L + S −M0]‖2F and the non-smooth convex terms are given by
λS‖S‖1 and λL‖L‖∗.
A general gradient-descent algorithm is not suitable to solve this kind of problem because
of the non-differentiability of the non-smooth convex term. On the other hand, a sub-
gradient algorithm has a convergence rate in the order O(1/√k) [223]. In this regard,
if the smooth convex function is L-Lipschitz one can construct an upper-bound of the
objective function upper bounding the smooth convex function by a quadratic function
leading to a definition of a proximal operator that minimizes a function corresponding
to the sum of a non-smooth convex function and the quadratic function. Applying the
previous concept to the CPCP one can say that the proximal operator of λS‖S‖1 is a
soft-thresholding operator, which is given by [78]
TλS/2(sij) = sgn(sij) max(|sij| − λS/2, 0) (6.10)
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where sij is an element of S. On the other hand, the proximal operator of λL‖L‖∗ is the
singular value threshold operator, which is given by [78]
DλL/2(L) = UTλL/2(Σ)V∗ (6.11)
where L = UΣV∗ is the singular value decomposition of L, and Σ is a matrix containing
the singular values of L.
Using the subgradient method [223, 224] one can obtain an algorithm with convergence
rate O(1/k), which is better than O(1/√k). In this regard, the iterative soft-thresholding
algorithm (ISTA) [78] is constructed, where the update at each iteration is given by



















∥∥∥∥∥+ λL‖L‖∗ + λS‖S‖1
(6.12)
where l(L,S) = 1
2
‖PΩ[L + S −M0]‖2F , Lf = 2, ∇Ll(Lk,Sk) = ∇Sl(Lk,Sk) = PΩ[Lk +
Sk −M]. Therefore, the updating of L and S are given by






PΩ[Lk + Sk −M]
)∥∥∥∥∥+ λL‖L‖∗ (6.13)
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and






PΩ[Lk + Sk −M]
)∥∥∥∥∥+ λS‖S‖1 (6.14)
Fortunately, the minimization problems above have analytical solutions which are given













PΩ[Lk + Sk −M]
]
(6.16)
The pseudo-code of this algorithm is presented below [78].
Algorithm 1: ISTA
1: Initialization: L0 = 0, S0 = 0
2:for k=0,1,2,. . . do
3: Lk+1 = DλL/2[Lk − 12PΩ[Lk + Sk −M]];
4: Sk+1 = TλS/2[Sk − 12PΩ[Lk + Sk −M]];
5:end for
As stated before, the ISTA has the worst-case convergence rate with orderO(1/k), but one
question has to be answered: Is it possible to improve the convergence rate of a gradient
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method? The answer to this question is supported by the theorem due to Nesterov [225].
The pseudo-code of the fast iterative soft-thresholding algorithm (FISTA) is presented
next [78].
Algorithm 2: FISTA
1: Initialization: L0 = Lˆ
0
= 0, S0 = Sˆ
0
= 0, t0 = 1
2:for k=0,1,2,. . . do
3: Lk+1 = DλL/2[Lˆ
k − 1
2
PΩ[Lˆk + Sˆk −M]];
4: Sk+1 = TλS/2[Sˆ
k − 1
2




















FISTA has the rate of convergence of O(1/k2) [78]. This characteristic is desirable to
reduce the computational cost of the technique when applied to large datasets. Thus,
once the sparse matrix S is recovered from the RF-frames, the wall segmentation can be
easily performed.
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6.6 Wall segmentation technique
The wall segmentation presented in this section uses a gradient-magnitude edge detec-
tion method, more specifically the Sobel edge detection method (SEDM) [226]. As the
matrix S contains the moving parts in the video created with the RF frames, it is useful
in the wall identification because the presence of a noisy background could detune the
accuracy of the edge detection method. The RF frames are stored in a 3-dimensional
structure Y ∈ Rm×n×r, and using the algorithm presented below one can identify the
posterior P posterior and the anterior P anterior arterial walls. Further, edge(S(:,:,k)) is the
edge detection operator, and V contains the values of Sedge associated to the indexes I.
Algorithm 3: Wall segmentation
1: Input: S
2: Output: posterior wall: P posterior; anterior wall: P anterior
3:for k=0,1,2,. . . r do
4: Sedge = edge(S(:,:,k));
5: for j =0,1,2,. . . n do
[V, I] = index(Sedge(:,j) ,S
edge
(:,j) 6= 0);
6: P anteriorj,k = find[I, V (I)− V (I − 1) > 0], I = 1, . . . , |I|;
7: P posteriorj,k = I + 1, I = 1, . . . , |I|;
5: end for
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8:end for
6.7 Results
The presented approach is employed in the identification and segmentation of the artery
walls from the RF-Frame of a healthy subject. As the RF-frames are stored in a 3-
dimensional structure Y ∈ R1617×128×305. A transformation Rm×n×r → Rmn×r is necessary
to perform the matrix recovery. In this case, each RF-frame is stored as a columns of a
transformed matrix Y ∈ R206976×305.
As one can observe in Fig. (6.6) it is highly difficult to obtain an useful visual information
from the RF-frames only. This is expected since the RF-frames are composed by oscillat-
ing signals around zero and consequently the information about the observed structure
is hidden inside the oscillating signals.
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Figure 6.6: RF-frames of the carotid artery of a healthy subject.
The amplitude of the RF-signals composing the RF-frames also plays an important role
in describing the shape of the observed structure. Fig. (6.7) shows their envelope in a
given time instant. For a human eye it is easy to distinguish the arterial wall from the
rest since they appear as two parallel curves in the middle of the image.
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Figure 6.7: Envelope of the RF-frames of the carotid artery of a healthy subject.
Herein, the identification and segmentation of the arterial wall is performed either in
the RF-frames or in their envelopes. From Fig. (6.8) one can readily see that using
raw RF-frames does not yield an informative outcome due to the amount of superfluous
information in the data. The same argument is still valid when the wall segmentation is
performed, not with the RF frames directly but with their envelopes (Fig. (6.9)).
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Figure 6.8: Wall segmentation from the RF-frames.
Figure 6.9: Wall segmentation from the RF-frames envelopes.
To circumvent this limitation one can recover only the useful information, which is the
motion of the arterial wall. Based on this information one can argue that a proper
separation between the moving and the static parts could be useful to improve the wall
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segmentation procedure. In this regard, a matrix recovery solving the CPCP problem is
suggested as an efficient method to perform this task. The FISTA algorithm is adopted
in this process considering a target tolerance equal to 0.0075, where the error is computed
as error = ‖L + S −M0‖F/‖M0‖F . The present case needed 45 iterations to reach the
target tolerance. From Fig. (6.10) one can observe that the sparse matrix separation
is able to capture the information necessary to perform the arterial wall identification,
which is stored in the matrix S. Further, the blood flow can also be observed after the
matrix separation. This is a surprising outcome because the typical procedure based on
the estimation of the envelopes of the RF-frames is not able to show the blood flowing
inside the artery with a high resolution.
Figure 6.10: Sparse matrix recovered from the RF frames.
Applying the wall segmentation algorithm in the sparse matrix S one can obtain the
result presented in Fig. (6.11).
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Figure 6.11: Wall segmentation using the sparse matrix recovered from the RF frames.
where the solid lines represent the interior limits of the arteries. The same procedure can
be applied to the envelope of S. The result is presented in (6.12), where a reliable wall
segmentation is also observed.
Figure 6.12: Wall segmentation using the envelope of the sparse matrix recovered
from the RF-frames.
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Another advantage of the presented approach is related to the fact that either the arterial
walls (6.13) or just the blood flow (6.14) could be stored for data transmission purpose.
For the present case, the useful information about the arterial wall corresponds to 14%
of the whole data, thus, it is not necessary to store 100% of the RF data, but only the
moving parts.
Figure 6.13: Segmented anterior and posterior arterial wall.
175
Chapter 6. Wavelet-based system identification and diagnostics in biomedical
engineering: Data compression and sparse matrix recovery based wall segmentation for
Pulse Wave Imaging (PWI)




In chapter 2, a novel stochastic averaging technique based on a Hilbert transform defini-
tion of the oscillator response displacement amplitude has been developed. It has been
shown that in comparison to a standard amplitude definition of the response displacement,
the herein utilized amplitude definition does not require the “a priori” determination of
an equivalent natural frequency. In fact, this feature has provided enhanced flexibility
in the ensuing analysis, and has enabled the determination of a restoring force ampli-
tude capable of capturing the envelope of the restoring force g(x) more accurately than a
conventional stochastic averaging treatment of the problem. Further, an extension of the
Hilbert transform based stochastic averaging has been developed to account for oscillators
endowed with fractional derivative terms as well. The overall enhanced accuracy of the
technique has been demonstrated via numerical examples considering the hardening Duff-
ing oscillator with and without fractional derivative terms, as well as the bilinear stiffness
oscillator. Comparisons with pertinent MCS data have been included as well. Obviously,
the concept of stochastic averaging on Hilbert transform based amplitudes has its own
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merit and can be supplemented by alternative approximations of relevant quantities not
discussed in this dissertation. Further, a semi-analytical technique has been developed
for determining the survival probability and the corresponding first-passage time PDF
of stochastically excited nonlinear oscillators, even endowed with fractional derivative
terms. This technique relies on the Hilbert transform based stochastic averaging, and
on a Galerkin projection scheme for obtaining an approximate solution of the BK equa-
tion governing the survival probability of the oscillator response. Further, the flexibility
of the Hilbert transform based stochastic averaging in defining an equivalent stiffness
element has been exploited to propose two distinct approximations for the equivalent
instantaneous natural frequency, while their performance with respect to first-passage
time statistics has been assessed as well. It has been observed that a time-averaged
stiffness element Ψ˙2t yields a more accurate estimation of the first-passage time statistics
as compared to a “secant” stiffness element Ψ˙2s. Further, it has been found that both
of the herein proposed approximations outperform, in terms of accuracy, the commonly
employed standard stochastic averaging. The Duffing and the bilinear stiffness nonlinear
oscillators, both with and without fractional derivative elements, have been considered in
the numerical examples, while the analytical results have been validated using pertinent
MCS data. Extension of the technique to account for multi-degree-of-freedom systems
and for oscillators with multiple static equilibrium positions is identified as future work;
see also related work by [227], [228], and [229].
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In the chapter 3 a novel efficient stochastic incremental dynamic analysis (IDA) method-
ology for nonlinear/hysteretic oscillators has been developed, by resorting to nonlinear
stochastic dynamics concepts and tools such as stochastic averaging/linearization. Specif-
ically, considering the ground motion records to be realizations compatible with a stochas-
tic process EPS, and exploiting derived closed form expressions for the nonlinear oscillator
response amplitude PDF and response EPS, the statistical characterization of the chosen
parameterized EDP quantities is achieved at minimal computational cost. In this man-
ner, alternative computationally demanding MCS kind statistical treatments that require
the, prohibitive in many cases, derivation of a large number of IDA curves can be circum-
vented. It is noted that the proposed framework exhibits versatility. In fact, it can handle
a wide range of nonlinear/hysteretic behaviors such as the ones described by the enhanced
Bouc-Wen model (accounting for degradation and/or pinching effects) (e.g. [230]), or by
the sophisticated Preisach formalism [26]. A bilinear/hysteretic SDOF oscillator has been
considered as a numerical example, whereas comparisons with pertinent MCS data have
demonstrated the efficiency of the developed stochastic IDA methodology. Overall, based
on the demonstrated reasonable level of accuracy, the developed stochastic IDA method-
ology can be hopefully used for preliminary structural system design applications within
a performance based engineering framework in various fields such as earthquake and wind
engineering.
In chapter 4 a MISO identification technique proposed by [134] and extended by [114] is
further generalized herein to address non-stationary inputs and time-varying parameters
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as well as highly incomplete/sparse measured data and multi-DOF systems with fractional
derivative terms. This technique utilizes a representation of the nonlinear restoring forces
as a set of parallel linear subsystems, while the MISO system has been transformed in
the generalized harmonic wavelet domain. In case of incomplete excitation-response time-
histories a L1-norm minimization procedure based on compressive sampling theory has
been applied to recover the missing information assuming a generalized harmonic wavelet
basis composing the sampling matrix. Therefore, the auto- and cross-EPSs have been
obtained using the generalized harmonic wavelet transform, and to eliminate the correla-
tion of the inputs of the MISO system a decorrelation is performed based on conditioned
EPSs. Therefore, the time- and frequency-dependent wavelet based FRFs and related
oscillator parameters have been identified. Several linear and nonlinear time-variant sys-
tems are used as numerical examples for demonstrating the reliability of technique, even
in cases of noise corrupted and incomplete data.
In the chapter 5 a joint time-frequency analysis technique has been proposed for quantify-
ing DCA performance. In this regard, by employing the family of GHWs, and relying on
measured CBFV and ABP patient data, DCA performance metrics have been proposed
herein and utilized for identifying impaired DCA function. In comparison to alterna-
tive wavelet-based techniques available in the literature that employ standard dyadic
decompositions, one of the main advantages of GHWs relates to the fact that they utilize
an additional (frequency related) parameter in their definition. This enables targeted
enhanced localized resolution in the frequency domain, in particular at low frequencies
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where the DCA function is more active. Specifically, the mean, median, and coherence
weighted average of the phase shift and of the magnitude of the GHW-TF function have
been determined based on data points over the joint time-frequency domain. Next, the
potential of these metrics to be used as a diagnostics tool for indicating healthy versus
impaired DCA function has been assessed by considering both healthy individuals and
patients with unilateral carotid artery stenosis. In comparison to the widely used sta-
tionary FT-based TFA, it has been shown that the GHW-based analysis appears more
reliable in capturing the anticipated asymmetric DCA behavior between the two cerebral
hemispheres. This observation has been further corroborated by applying the Kruskal-
Wallis test to data corresponding to the left and right cerebral hemispheres of healthy
individuals, and to data corresponding to the occluded and unoccluded sides of patients
with carotid artery stenosis. In particular, regarding the patients with carotid artery
stenosis, the null hypothesis of the Kruskal-Wallis test for the phase shift has (unsuc-
cessfully) not been rejected for most of the cases where the time-invariant TF analysis is
employed.
In chapter 6 a multiresolution wavelet based compression technique, and a artery wall
segmentation technique based on sparse matrix recovering, have been developed and em-
ployed in a problem concerning the application of ultrasound techniques in diagnostics of
cardiovascular deficiencies. It is well known that the Pulse Wave Imaging technique uses
ultrasound signals acquired at ultrafast rate, in the order of kilohertz, to track a pres-
sure pulse propagating along the carotid artery aiming at the identification of mechanical
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anomalies in the tissue typically associated to life-threatening conditions. However, due
to the high data acquisition rate large datasets are generated making the data transmis-
sion and manipulation more difficult. Therefore, a multiresolution wavelet decomposition
based compression technique has been developed taking advantage of the high correlation
of the adjacent frames in the time domain. In particular, the time dependent data are
mainly composed by low frequency components meaning that only a small percentage
of the wavelet coefficients, corresponding to the approximation coefficients, are non-zero.
Therefore, an efficient encoder has been designed using the approximation coefficients
only, in conjunction with a proper quantization procedure, elimination of similar quan-
tized coefficients, and mapping to the index domain. Next, a robust matrix recovery al-
gorithm has been applied to process the RF-frames to perform an automated artery wall
segmentation. In this regard, the principal component compressive pursuit optimization
problem have been solved by using the FISTA. First, the RF-frames are stored as columns
of a matrix (M0) to be decomposed into two structured components, a low-rank matrix
(L) (background) and a sparse (S) matrix (moving arterial walls). A gradient-magnitude
edge detection method has been employed to identify the arterial wall from S.
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