Steiner triple systems are well studied combinatorial designs that have been shown to possess properties desirable for the construction of multiple erasure codes in RAID architectures. The ordering of the columns in the parity check matrices of these codes affects system performance. Combinatorial problems involved in the generation of good and bad column orderings are defined, and examined for small numbers of accesses to consecutive data blocks in the disk array.
Background
A Steiner triple system is an ordered pair´Ë Ì µ where Ë is a finite set of points or symbols and Ì is a set of 3-element subsets of Ë called triples, such that each pair of distinct elements of Ë occurs together in exactly one triple of Ì . The order of a Steiner triple system´Ë Ì µ is the size of the set Ë, denoted Ë . A Steiner triple system of order v is often written as STS(Ú). An STS´Úµ exists if and only if Ú ½ ¿´ÑÓ µ (see [6] , for example). We can relax the requirement that every pair occurs exactly once as follows. Let´Î µ be a set Î of elements together with a collection of 3-element subsets of Î , so that no pair of elements of Î occurs as a subset of more than one ¾ . Such a pair´Î µ is an´Ò µ-configuration when Ò Î and , and every element of Î is in at least one of the sets in .
Let be a configuration´Î µ. We examine the following combinatorial problem. When does there exist a Steiner triple system´Ë Ì µ of order Ú in which the triples can be ordered Ì ¼ Ì ½ , so that every consecutive triples form a configuration isomorphic to ? Such an ordering is aordering of the Steiner triple system. When we treat the first triple as following the last (and hence cyclically order the triples), and then enforce the same condition, the ordering is a -cyclic ordering. The presence of configurations in Steiner triple systems has been studied in much detail; see [6] for an extensive survey. Apparently, the presence or absence of configurations among consecutive triples in a triple ordering of an STS has not been previously examined. Our interest in these problems arises from an application in the design of erasure codes for disk arrays. Prior to examining the combinatorial problems posed, we explore the disk array application. As processor speeds have increased rapidly in recent years, one method of bridging the Input-Output (I/O) performance gap has been to use redundant arrays of independent disks (RAID) [10] . Individual data reads and writes are striped across multiple disks, thereby creating I/O parallelism. Disk striping intercepts each individual I/O request, divides it into a series of Ò smaller striping units and distributes these over Ò disks. The logical and physical location of each I/O request and the size of each individual striping unit are controlled by RAID mapping software. In a simple RAID environment the same sector is used on each of Ò logically consecutive disks [7] .
Encoding redundant information onto additional disks allows reconstruction of lost information in the presence of disk failures. This creates disk arrays with high throughput and good reliability. However, an array of disks has a substantially greater probability of a disk failure than does an individual disk [9, 10] . Indeed, Hellerstein et al. [9] have shown that the reliability of an array of 1000 disks which protects against one error, even with periodic daily or weekly repairs, has a lower reliability than an individual disk. Most systems that are available currently handle only one or two disk failures [16] . As arrays grow in size, the need for greater redundancy without a reduction in performance becomes apparent.
A catastrophic disk failure is an erasure. When a disk fails all of the information is lost or erased. Codes that can correct for Ò erasures are called n-erasure correcting codes. The minimum number of additional disks that must be accessed for each write in an Ò-erasure code, the update penalty, has been shown to be Ò [1, 9] . Chee, Colbourn, and Ling [1] have shown that Steiner triple systems possess properties that make them desirable 3-erasure correcting codes with minimal update penalties. The correspondence between Steiner triple systems and parity check matrices is the one used by Hellerstein et al. [4, 9] . Codewords in a binary linear code are viewed as vectors of information and check bits. The code can then be defined in terms of a ¢´ · µ parity check matrix, À È Á℄ where is the number of information disks, Á is the ¢ identity matrix and È is a ¢ matrix that determines the equations of the check disks. The columns of È are indexed by the information disks. The columns of Á and the rows of À are indexed by the check disks.
A set of disk failures is recoverable if and only if the corresponding set of equations in its parity check matrix is linearly independent [1, 9] . Any set of Ø binary vectors is linearly independent over GF ¾℄ if and only if the vector sum modulo two of those columns, or any non-empty subset of those columns, is not equal to the zero vector [9] . Figure 1 shows a parity check matrix for an STS (13) . Figure 2 shows six elements and four triples , , and
. These form a (6,4)-configuration called a
Pasch configuration or quadrilateral [15] . The points represent the check disks (rows of the parity check matrix). Each triple represents an information disk (column of the parity check matrix). If we convert this diagram to a (portion of a) parity check matrix we find that if all four information disks fail there is an irrecoverable loss of information. The corresponding four columns in the parity check matrix are linearly dependent and therefore cannot be reconstructed. Codes arising from anti-Pasch Steiner triple systems have been shown to correct for all 4-erasures except for bad erasures [1] . A bad erasure is one that involves an information disk and all three of its check disks. Anti-Pasch Steiner triple systems yield codes which avoid this configuration. anti-Pasch STS(Ú) for all Ú 1 or 3 (mod 6) except when Ú = 7 or 13 was recently solved [8, 15] .
Cohen and Colbourn [4] examined some of the issues pertaining to encoding Steiner triple systems in a disk array. They examine the ordering of columns in the parity check matrices. This departs from the standard theory of error correcting codes where the order of columns in a parity check matrix is unimportant [17] . In a multiple erasure correcting disk array, there may be an overlap among the check disks accessed for consecutive information disks in reads and writes. The number of disks needed in an individual write can therefore be minimized by ordering the columns of this matrix. Using the assumption that the most expensive part of reading or writing in a disk array is the physical read or write to the disk, this overlap can have a significant effect on performance. Cohen and Colbourn [4] describe a write to a triple erasure code as follows. First the information disks are read followed by all of their associated check disks. In the case when check disks overlap, the physical read only takes place once. All of the new parity is computed and then this new parity and the new information is written back to the disks. Once again, the shared check disks are only physically written to once. Theoretically, the update penalty is the same for all reads and writes in an array. But when more than one information disk in an array shares a common check disk this saves two disk accesses, one read and one write. This finally leads to the questions posed at the outset. In particular, can one ordering be found that optimizes writes of various sizes in such an array?
In order to derive some preliminary results about ordering we have implemented a computer simulation [3, 4] . RaidSim [10, 13, 14] is a simulation program written at the University of California at Berkeley. Holland [10] extends it to include declustered parity and online reconstruction. The RaidSim program models disk reads and writes and simulates the passage of time. The modified version from [10] is the starting point for our experiments. RaidSim is extended to include mappings for Steiner triple systems, to tolerate multiple disk failures, and to detect the existence of unrecoverable sets of four and five erasures [3] .
The mappings used in these experiments retain the properties that all data is striped consecutively across information disks and that corresponding parity stripes are found on the same sectors on each disk. Therefore when two consecutive information disks are used, either in writing or in reconstruction, if they share the same check disk, they share the parity information. In addition, a parity rotation such as is used in RAID 5 was employed [16] . This shifts the physical location of check disks in the array by each parity stripe. This is intended to reduce contention on the check disks. The performance experiments are run with a simulated user concurrency level of 500. Six Steiner triple systems of order 15 are used in these experiments. These are the systems numbered 1, 2, 20, 38, 67 and 80 in [6] . There are 80 non-isomorphic systems of order 15. The numbers of Pasch configurations in STS(15) range from 105 in STS(15) system one to zero in STS(15) system 80.
Pessimal Ordering
A worst triple ordering is one in which consecutive triples are all disjoint. Indeed, if the reads and writes involve at most consecutive data blocks, a worst triple (or column) ordering is one in which each set of consecutive triples has all triples disjoint. Let be the´¿ µ-configuration consisting of disjoint triples. A pessimal ordering of an STS is a -ordering. It is easily seen that a ·½ -ordering is also a -ordering.
The unique STS (7) has no ¾ -ordering since every two of its triples intersect. The unique STS(9) has no ¾ -ordering, as follows. 
£
The bound on Ú can almost certainly be improved upon. Indeed for ¿, we expect that every STS(Ú) with Ú ½¿ has a ¿ -cyclic ordering.
Optimal Ordering
Optimal orderings pose more challenging problems. We wish to minimize rather than maximize the number of check disks associated with consecutive triples. We begin by considering small values of . When ¾, define the configuration Á ¾ to be the unique (5,2)-configuration, which consists of two intersecting triples. An optimal ordering is an Á ¾ -ordering. Horák and Rosa [11] essentially proved the following:
Theorem 3.1 Every STS´Úµ admits an Á ¾ -cyclic ordering.
Proof: The 1-intersection graph ½ of the STS has a hamiltonian cycle [11] . An optimal ordering when ¿ is a Ì -ordering. The unique STS(7) has a Ì -cyclic ordering: 013, 124, 026, 156, 235, 346, 045. The unique STS(9) also has a Ì -cyclic ordering: 012, 036, 138, 048, 147, 057, 345, 237, 246, 678, 258, 156. We might therefore anticipate that every STS(Ú) has a Ì -cyclic ordering, but this does not happen. To establish this, we require a few definitions.
A proper subsystem of a Steiner triple system´Ë Ì µ is a pair´Ë ¼ Ì ¼ µ with Ë ¼ Ë and Ì ¼ Ì , Then the three elements Ü Ý Þ do not appear together in a triple, and hence generate a proper subsystem. Thus the two triples Ì ½ and Ì ¾ are contained within a proper subsystem. Any triple preceding or following two consecutive triples of a subsystem must also lie in the subsystem. But this forces all triples of Ì to lie in the subsystem, which is a contradiction.
The conditions on Ú reflect the current knowledge about the existence of Steiner spaces (see [6] ). elements, respectively, from these GDDs, we proceed as follows. Adjoin three new elements. On the elements of each group, together with the three new elements, place the triples of an STS (7) or STS(9) (depending on whether the group has four or six elements), omitting a triple on the three new elements. Finally, add once only the triple on the three new elements. The result is an STS, and the triple on the three new elements, together with any other element, occurs in a subsystem of order 7 or 9. Then for each of the exceptions for Steiner spaces, we construct a suitable GDD and apply this construction to prove: Of course, our interest is in producing Steiner triple systems that do admit Ì -orderings. Both STS(13)s admit Ì -orderings but not cyclic Ì -orderings. Of the 80 STS (15) [6] ). However, the six systems numbered 2-7 also do not appear to admit a Ì -ordering. These results have all been obtained with a simple backtracking algorithm.
We expect that for every Ú ½ with Ú ½ ¿´ÑÓ µ, there is a Ì -orderable STS(Ú). In order to support this, we produce numerous small Steiner triple systems which are Ì -orderable. We examine some easily described patterns which generate such STSs. First we consider cases when Ú ½´ÑÓ µ. Write Ú Ø · ½, and suppose that Ø . We employ the elements ¼ Ø . When Ø is even, form a 'base' sequence of blocks by choosing Ü ½ Ü Ø ¾ , and forming:
We write Ë · « to denote the result of adding « to each entry of each triple of Ë, reducing modulo Ú. Now Ë is Ì -ordered, and hence Ë · « is Ì -ordered as well. More importantly, the sequence consisting of Ë followed by Ë · ¿Ø is also Ì -ordered. Hence we can form a sequence of ØÚ Ú´Ú ½µ triples by listing Ë · ¿Ø¬ for ¬ ¼ ½ Ú ½. The resulting set of triples is cyclically Ì -ordered. This ordering is independent of the particular values chosen for Ü ½ Ü Ø ¾ .
However, in order to ensure that the result is a Steiner triple system, we must restrict the choices for these values. To explore the restrictions, for each triple Ô Õ Ö of Ë, calculate the six differences ¦´Ô Õµ ¦´Ô Öµ ¦´Õ Öµ , and form the union of these sets for the Ø blocks of Ë.
If all Ø differences so obtained are distinct and nonzero modulo Ú, then the system produced is an STS. It has the correct number of triples, so it suffices to verify that each pair is in some triple. To find the pair Ý Þ in a triple, select the unique pair in a triple of Ë for which Þ Ý ´ÑÓ Úµµ. Then solve the congruence ¿Ø Þ ´ÑÓ Úµ for ; this can always be done since ¿Ø and Ø · ½ are relatively prime. Then Ý Þ appears in (exactly one) triple of Ë · ¿Ø.
We employed a backtracking strategy to determine one possible valid selection for Ü ½ Ü Ø ¾ for each even Ø satisfying Ø ¿ . These are shown in Table 1 . When Ø is odd, we use a similar pattern:
We proceed as before, catenating Ê · ¾Ø¬ for ¬ ¼ ½ Ú ½. Suitable choices for Ü ½ Ü Ø ¾ are given in Table 2 for all odd Ø satisfying Ø ¿ . When Ú ¿´ÑÓ µ, we cannot use cyclic Steiner triple systems in this manner. Hence we employ Steiner triple systems having an automorphism with three disjoint cycles of length Ú ¿.
The designs produced have elements in Ú ¿ ¢ ¼ ½ ¾ , and the element´Ü Ýµ is written Ü Ý . Table  3 gives, for Ú ¾ ¾½ ¾ ¿¿ ¿ , a set of blocks. When further sets of blocks are appended, obtained by adding the given shift × to the first coordinate modulo Ú ¿, the result is a Steiner triple system which is Ì -ordered. No solution of this type exists when Ú ½ . In this case, we explicitly give the 35 blocks of a Ì -ordered STS (15) When , four triples must involve at least six distinct elements. Indeed, the only (6,4)-configuration is the Pasch configuration. It therefore appears that the best systems from an ordering standpoint (when ) are precisely those which are poor from the standpoint of erasure correction. However, in our performance experiments, ordering plays a larger role than does the erasure correction capability [3, 4] . Hence it is sensible to examine STSs which admit orderings with Pasch configurations placed consecutively. Unfortunately, this does not work in general:
Lemma 3.4 No STS´Úµ for Ú ¿ is Pasch-orderable.
Proof: Any three triples of a Pasch configuration lie in a unique Pasch configuration. Hence four consecutive triples forming a Pasch configuration for some triple ordering can neither be preceded nor followed by a triple which forms a second Pasch configuration.
£
It therefore appears that an optimal ordering has exactly ´´Ú´Ú ½µ µ ¿µ ¾ of the sets of four consecutive triples inducing a Pasch configuration; these alternate with sets of four consecutive triples forming a (7,4)-configuration. We have not explored this possibility.
A general theory for all values of would be worthwhile, but appears to be substantially more difficult than for pessimal orderings. 
Conclusions
It is natural to ask whether the orderings found here have a real impact on disk array performance. Figures 4 -6 show the results of performance experiments using various orderings. The preferred orderings are those which provide the lowest response times. Response time is affected by many parameters. In our experiments we have employed an artificial workload. As a result, the differences in performance reported here may not provide accurate predictions for real workloads. Nevertheless, in this controlled environment we can observe a significant difference in performance based on triple ordering. Notions of good or bad orderings depend on the specific workload and array parameters. In our experiments, the 'good' ordering is a Ì -ordering when one exists, and otherwise is an ordering found in an effort to maximize the number of consecutive Ì configurations; it is labeled A in these figures. The 'bad' ordering is a ¿ -ordering and is labeled B.
The ordering labeled C is obtained from a random triple ordering. The most significant difference in performance arises in a workload of straight writes. This is as expected because this is where decreasing the actual update penalty has the greatest impact. Although the read workload shows no apparent differences during fault-free mode, it does start to differentiate when multiple failures occur. The structure of optimal orderings for is an open and interesting question. Minimizing disk access through ordering means that the update penalty is only an upper bound on the number of accesses in any write. By keeping the number of check disk accesses consistently lower, performance gains can be achieved. An interesting question is the generalization for reads and writes of Should an array be configured specifically for a particular size when optimization is desired? One more issue in optimization of writes in triple erasure codes is that of the large or stripe write [10] . At some point, if we have a large write in an array, all of the check disks are accessed. There is a threshold beyond which it is less expensive to read all of the information disks, compute the new parity and then write out all of the new information disks and all of the check disks. When using an STS(15), a threshold occurs beyond the halfway point. An STS (15) has 35 information and 15 check disks. If 23 disks are to be written they must use at least 14 check disks. In the method of writing described above, 46 information accesses and 28 check disk accesses yield a total of 74 physical disk accesses. A large write instead has 35 reads, followed by ½ · ¾¿ ¾ writes, for a total of 73 physical accesses. This threshold for all STSs determines to some extent how to optimize disk writes.
Steiner triple systems provide an interesting option for redundancy in large disk arrays. They have the unexpected property of lowering the expected update penalty when ordered optimally.
