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Résumé The present work concerns the study of pulsed laser systems containing a fibre amplifier for boosting optical
output power. In this paper, this fibre amplification device is included into a MOPFA laser, a master oscillator coupled
with fibre amplifier, usually a cladding-pumped high-power amplifier often based on an ytterbium-doped fibre. An ex-
perimental study has established that the observed nonlinear effects (such as Kerr effect, four waves mixing, Raman
effect) could behave very differently depending on the characteristics of the optical source emitted by the master laser.
However, it has not been yet possible to determine from the experimental data if the statistics of the photons is alone
responsible for the various nonlinear scenarios observed. Therefore, we have developed a numerical simulation soft-
ware for solving the generalised nonlinear Schrödinger equation with a stochastic source term in order to validate the
hypothesis that the coherence properties of the master laser are mainly liable for the behaviour of the observed nonlinear
effects.
1 Introduction
The MOPFA laser system (Fig. 1) under study aims the ge-
neration of very high power (10 kW) nanosecond pulses at 532
nm with 50 to 500 kHz repetition rate. This high power pulsed
source originates from successive amplification of a master la-
ser source (seeder) emitted at 1064 nm that will be amplified
through a pre-amplification stage and an ytterbium-doped fibre
amplifier pumped with a high power laser diode at 976 nm.
Once amplification is done, the high power pulses cross the
frequency doubling stage to produce nanosecond pulses at 532
nm. However, the frequency doubling stage efficiency can be
drastically reduced if the amplified pulses spectrum full width
at half maximum (FWHM) exceeds a critical value depending
on the physical properties of the doubling stage material. Thus,
it is necessary to identify which parameters related to the seeder
and/or fibre properties mainly affect the spectrum spreading.
An experimental technique presented in [1], offered us the
possibility to measure, throughout temporal slices of the pulse,
the spectral evolution of nonlinear effects such as Kerr effect,
four waves mixing, Raman effect, for 3 different pulsed fibre
laser sources (100 ns of temporal width) generated at 1064 nm
with a repetition rate of 20 kHz and then amplified by an yt-
terbium doped fiber amplifier. Observation of pulse temporal
slices of 10 ns of duration at different temporal position in the
pulse were obtained thanks to an acousto-optical modulator lo-
cated after the amplifier. By using an optical spectrum analyzer
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it has been possible to characterize the evolution of the nonli-
near effects occurring in the fibre amplifier pulse and to discri-
minate between the nonlinear effects associated with each slice
of the pulse.
Whatever was the choice of the source, the initial profile of
the laser pulses were quasi-similar (100 ns of temporal width).
The experimental results show that, for the same intensity
pulse temporal profile (same temporal width and peak power),
there exists very different nonlinear behaviors depending on
whether the source is partially coherent with a narrow spec-
trum or incoherent with a larger spectrum, that is to say from
an experimental viewpoint, depending on the characteristics of
the master laser oscillator. However these experimental obser-
vations do not allow to decide whether the statistics of pho-
tons is the only responsible for the various nonlinear scenarios.
Hence we have developed a numerical simulation software to
study the coherence properties of a fibre amplified pulsed laser
source in order to resolve the question.
Wave propagation into an optical fibre with group index ng
is governed by the generalised nonlinear Schrödinger equation
(GNLSE). This particular form of the Schrödinger equation is
obtained from the general set of Maxwell equations taking ad-
vantage of a certain number of assumptions made possible from
the very specific characteristics of wave propagation in a me-
dium such as a fibre [2]. Among the assumptions that usually
can be done for wave propagation into an optical fibre, one is
that the optical wave is quasi-monochromatic. It means that the
pulse spectrum, centred at pulsation ω0, is assumed to have a
spectral width δω small compared to ω0. Another approxima-
tion consists in assuming that the optical wave propagates on
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a single transverse-electric fibre mode and maintains its polari-
sation along the fibre length so that a scalar model (rather than
a full vectorial one) is valid. This is not really the case most
of the time but however the approximation works quite well in
practice [2]. One of the major assumption, referred to as the
slowly varying envelope approximation, concerns the expres-
sion of the electric field in the optical fibre. It assumes that the
electric field E is linearly polarised along a direction ex trans-
verse to the direction of propagation ez defined by the fibre
axis and can be represented as a function of time T and posi-
tion r = (x, y, z) as
E(r, T ) = A(z, T )F (x, y) e−i(ω0T−kz) ex (1)
where A(z, T ) represents the slowly varying pulse envelope,
F (x, y) is the electric wave transverse representation also ter-
med modal distribution and k is the wavenumber. The expres-
sion of the modal distribution F can most of the time be com-
puted explicitly using the classical method of separation of va-
riables used for partial differential equations (PDE). For ins-
tance, for circular constant transverse section fibres, it can be
expressed in terms of Bessel functions [3]. To compute the
slowly varying pulse envelopeA, it is convenient to introduce a
frame of reference, called the retarded frame, moving with the
pulse at the “group velocity” vg = c/ng . The relation between
the “local time” t in the retarded frame and the absolute time
T is : t = T − z/vg . If we introduce as new unknown func-
tion A(z, t) = A(z, t+ z/vg) then in the situation considered
in this work, the evolution of A is governed by the following
form of the GNLSE [2]
∂
∂z
A(z, t) = −α(z)
2
A(z, t) +
(
nmax∑
n=2
in+1
βn
n!
∂n
∂tn
A(z, t)
)
+ iγ
[
id +
i
ω0
∂
∂t
]
·
(
A(z, t)
(
(1− fR)
∣∣A(z, t)∣∣2
+ fR
∫ ∞
0
hR(τ)|A(z, t− τ)|2dτ
))
,
(2)
where id denotes identity operator. The physical effects for
wave propagation in fibre taken into account in (2) are the fol-
lowing. First, some linear effects are expressed through the li-
near attenuation/gain coefficient α and the linear dispersion co-
efficients βn, 2 ≤ n ≤ nmax where e.g. β2 expressed in units
[ps2 km−1] accounts for chromatic effects. Non-linear effects
are involved in (2) through the nonlinear parameter γ expressed
in units [W−1 km−1] and defined as γ = ω0n2(ω0)/(cAeff(ω0))
where n2 is the nonlinear refractive index for the pulsation ω0
and Aeff known as the effective mode area is defined from the
modal distribution F (x, y) as
Aeff =
(∫∫
R2 |F (x, y)|2 dx dy
)2
∫∫
R2 |F (x, y)|4 dx dy
. (3)
In equation (2) first order partial derivation with respect to time
takes into account the dispersion of the nonlinearity through the
simplified optical shock parameter τshock = 1/ω0. Use of the
simplified optical shock parameter is relevant when the guided
mode is weakly dependant on the effective area Aeff defined
in (3), which is a valid assumption in our study. Instantaneous
Kerr effect manifests itself through the term (1− fR) |A|2. The
delayed Raman contribution in the time domain is taken into
account through the convolution product between the instanta-
neous power |A(z, t)|2 and the Raman time response function
for silica-core fibres hR. For silica fibres, an expression for hR
is proposed in [4]. The constant fR represents the fractional
contribution of the delayed Raman response to nonlinear po-
larisation. It is found to be about 0.2 [5]. As a first step in this
study, we haven’t taken into account in our model physical phe-
nomena such as amplified spontaneous emission and Raman
spontaneous emission.
In order to present our numerical method for solving the
GNLSE (2), the following mathematical framework is introdu-
ced. We denote by D the unbounded linear operator
D : A 7→ −1
2
αA−
nmax∑
n=2
βn
in−1
n!
∂nt A (4)
and we introduce the nonlinear operator
N : A 7−→ iγ Tt
[
(1− fr)A|A|2 + frA (hR ?t |A|2)
]
(5)
where ?t stands for the convolution operator with respect to
the time variable and Tt refers to the differential operator id +
(1/ω0)(∂/∂t). We are then interested in solving the following
PDE problem set over the fibre length [0, L]
∂
∂z
A(z, t) = DA(z, t) +N (A)(z, t) ∀t ∈ R
A(0, t) = a0(t) ∀t ∈ R
(6)
where in the deterministic case the source term a0 is assumed
to belong to the Hilbert space L2(R,C). This PDE problem
is not amenable to analytical solution and the use of numeri-
cal approximation techniques is required. Classical numerical
methods for solving (6) are based on a Split-Step Fourier trans-
form approach and among them the Symmetric Split-Step Fou-
rier method (S3F method) is the most widely used [2], [6], [7].
Recently a “fourth-order Runge-Kutta method in the interac-
tion picture method” (RK4-IP method) has been proposed [8]
as a very promising alternative to Split-Step methods for sol-
ving the GNLSE. Both methods (S3F and IP) exhibit a compu-
tational inner structure very similar and therefore have a com-
putational cost very comparable, although the IP method has an
order 4 convergence rate whereas the S3F method is dependent
on the second order accuracy of Strang splitting formula and
possesses a global quadratic convergence rate [9].
In the present work, the incoherence of the master laser
source is modelled by the way of stochastic processes. Namely,
the source term a0 is assumed to be a complex Gaussian pro-
cess. As a statistical analysis over a large number of samples
is to be achieved once the pulse has propagated along the fibre
to determine the characteristics of the pulse amplitude A at the
fiber end, we have chosen to implement the RK4-IP method ra-
ther than the S3F one to solve the GNLSE in order to decrease
the computation time.
The paper is organised as follows. In section 2 we brie-
fly present the Interaction Picture for solving the GNLSE and
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FIG. 1. Schematic of a MOPFA laser with a frequency doubling stage for the generation of high power nanosecond green pulses at few tens of
kHz repetition frequency.
focus on the way the various terms involved in the GNLSE
are computed. We present the algorithm of the RK4-IP method
used for the purposes of the numerical study of the coherence
properties of a fibre laser and we detail the embedded Runge-
Kutta method used for local error estimation and adaptive step
size control. In section 3 we present the way the existence of
an incoherent optical source is taken into account in the simu-
lation software by introducing complex random processes and
we detail the numerical difficulties to overcome. In section 4
we present numerical results obtained with our simulation soft-
ware and we propose a physical interpretation of the results in
the context of the study of coherence properties of a fibre laser.
2 Solving the GNLSE by RK4-IP method
Recently a “fourth-order Runge-Kutta method in the inter-
action picture method” (RK4-IP method) has been presented
in [8] together with an experimental comparison of the RK4-IP
method to other Split-Step methods based on their numerical
efficiency on benchmark problems in optics. The numerical in-
vestigation undertaken in [8] indicates that the RK4-IP method
exhibits interesting convergence properties and provide more
accurate and efficient numerical results than comparable Split-
Step methods. In [9] we have investigated the numerical pro-
perties of the RK4-IP method from a mathematical point of
view ; we have exhibited the inner computational structure of
the IP method and have compared it to the Symmetric Split-
Step method to confirm the numerical comparison results given
in [8]. We briefly present in this section the RK4-IP method for
solving the GNLSE and we emphasize on the computational
setting of the method.
2.1 Presentation of the RK4-IP method
2.1.1 A splitting behind the IP method
For numerical purposes, the interval [0, L] corresponding
to the fibre length is divided into K sub-intervals where the
spatial grid points are denoted by zk, k = {0, . . . ,K} such that
]0, L] = ∪K−1k=0 ]zk, zk+1] where 0 = z0 < z1 < · · · < zK−1 <
zK = L. The step length between zk and zk+1 is denoted hk
and we have also set zk+ 12 = zk +
hk
2 .
The Interaction Picture method for solving problem (6) consists
in solving over each sub-interval [zk, zk+1] the following 3 nes-
ted problems [9]
∂
∂z
Ak(z, t) = DAk(z, t) ∀z ∈ [zk, zk+ 12 ] ∀t ∈ R
Ak(zk, t) = Ak−1(zk, t) ∀t ∈ R
(7)
where for k ≥ 1 the mapping t ∈ R 7→ Ak−1(zk, t) represents
the solution at grid point zk computed at the previous step
k − 1 and where for k = 0we haveA−1(z0, t) = a0(t) ∀t ∈ R,
∂
∂z
Aipk (z, t) = Gk(z, t, Aipk ) ∀z ∈ [zk, zk+1] ∀t ∈ R
Aipk (zk, t) = Ak(zk+ 12 , t) ∀t ∈ R
(8)
where t ∈ R 7→ Ak(zk+ 12 , t) represents the solution to problem (7)
at point zk+ 12 and
∂
∂z
Ak(z, t) = DAk(z, t) ∀z ∈ [zk+ 12 , zk+1] ∀t ∈ R
Ak(zk, t) = A
ip
k (zk+1, t) ∀t ∈ R
(9)
where t 7→ Aipk (zk+1, t) represents the solution to problem (8)
at grid point zk+1. In problem (8), we have set
Gk(z, t, ·) = exp(−(z − zk+ 12 )D) ◦ N ◦ exp((z − zk+ 12 )D)
where the exponential terms have to be understood in the sense
of the continuous group generated by the unbounded linear
operator D.
Solving the sequence of 3 nested problems (7)–(9) over the
interval [zk, zk+1] can be interpreted as doing a change of unk-
nown to solve problem (6) over [zk, zk+1] taking as new unk-
nown the mapping [9]
Aipk : (z, t) ∈ [zk, zk+1]×R 7→ exp(−(z−zk+ 12 )D) ·Ak(z, t)
This viewpoint has the advantage of showing why the IP me-
thod has better convergence properties than Split-Step based
methods. On the contrary to the latter methods where the Split-
Step scheme introduces an approximation corresponding to a
truncation in the Bakker-Hausdorf formula, with the IP method
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the splitting is exact since it corresponds to a change of unk-
nown.
The major interest in doing such a change of unknown is
that on the contrary to problem (6), problem (8) for the unk-
nown Aipk does not involve explicitly partial derivation with
respect to the time variable t and therefore can be numerically
solved using standard quadrature schemes for ordinary diffe-
rential equations such as Runge-Kutta methods. Partial deri-
vation with respect to time now occurs through the operators
exp(±(z − zk+ 12 )D) that can be computed in a very efficient
way by means of Fourier transforms.
We now detail the way the 3 problems (7), (8) and (9) are
solved numerically.
2.1.2 Solving the nonlinear problem (8)
Problem (8) can be numerically solved by using a standard
quadrature scheme for ordinary differential equations such as
the fourth-order Runge-Kutta (RK4) scheme defined by the
Butcher tableau [10]
0
1
2
1
2
1
2 0
1
2
1 0 0 1
1
6
1
3
1
3
1
6
(10)
This Runge-Kutta method is known to have convergence or-
der 4. One step of the RK4 scheme is used to approach the
solution to problem (8) at grid point zk+1 as follows :
Aipk (zk+1, t) ≈ Aipk (zk, t) +
hk
6
(α1 + 2α2 + 2α3 + α4)
where
α1 = Gk(zk, t, Aipk (zk, t))
= exp(hk2 D) · N (exp(−hk2 D) ·Aipk (zk, t))
α2 = Gk(zk + hk2 , t, Aipk (zk, t) + hk2 α1)
= N (Aipk (zk, t) + hk2 α1)
α3 = Gk(zk + hk2 , t, Aipk (zk, t) + hk2 α2)
= N (Aipk (zk, t) + hk2 α2)
α4 = Gk(zk + hk, t, Aipk (zk, t) + hkα3)
= exp(−hk2 D) · N (exp(hk2 D) ·Aipk (zk, t) + hkα3).
It appears clearly in these formulae that the choice of the point
zk+1/2 in the initial condition of Problem (7) reduces the num-
ber of computations of exponential operators, hence the num-
ber of Fourier transforms.
2.1.3 Solving the linear problems (7) and (9)
The solution to the linear PDE problem (7) in point zk+ 12
can formally be written as [9]
∀t ∈ R Ak(zk+ 12 , t) = exp(
hk
2 D) ·Ak(zk, t)
where the exponential term has to be understood in the sense of
the continuous group generated by the unbounded linear ope-
rator D. The mapping t ∈ R 7→ Ak(zk+ 12 , t) can be computed
very efficiently by means of Fourier transform according to the
formula :
exp(hk2 D) ·Ak(zk, t) = F−1
[
ν 7→ Âk(zk, ν) ebdν hk2 ](t)
where Âk(zk, ·) denotes the Fourier transform of Ak(zk, ·),
d̂ν = − 12α+ i
∑nmax
n=2
βn
n! (2piν)
n and F−1 denotes the inverse
Fourier transform operator. The solution to the linear PDE pro-
blem (9) at grid point zk+1 can also be obtained in a very simi-
lar way.
2.1.4 Computation of the nonlinear terms
In using the RK4method for solving problem (8), one needs
to compute the nonlinear term (see (5))
N (A)(z, t) = iγ [id + 1
ω0
∂
∂t
](
(1− fr)A(z, t)|A(z, t)|2
+ frA(z, t) (hR(t) ?t |A(z, t)|2)
)
.
This can be achieved in a very efficient way by means of the
Fourier transform again since time derivation of functions is
then reduced to multiplying the Fourier transform of the func-
tion by a factor−2ipiν. To compute hR(t) ?t |A(z, t)|2, we use
as well the properties of the Fourier transform with respect to
convolution as follows :
hR(t) ?t |A(z, t)|2 = F−1[ν 7→ ĥR(ν)× ̂|A(z, .)|2(ν)](t).
Finally, computation of N (A)(z, t) for all t ∈ R and z ∈ R+
can be achieved through the following steps :
– compute the Fourier transforms ĥR and ̂|A(z, .)|2 of hR
and t 7→ |A(z, t)|2 respectively
– multiply these 2 mappings and compute the inverse Fou-
rier transform of the result to obtain the mapping
(z, t) 7→ hR(t) ?t |A(z, t)|2
– compute the Fourier transform of the mapping
t 7→ (1− fr)A(z, t)|A(z, t)|2 + frA(z, t) (hR ?t |A(z, t)|2)
– multiply the result by the mapping ν 7→ iγ (1− 2ipiνω0 )
– compute the inverse Fourier transform of this last pro-
duct.
2.1.5 Algorithm of the RK4-IP method
Putting altogether the computational elements given above
and after optimizing the whole computational procedure (in
particular in order to reduce the number of Fourier transforms
to be achieved), we obtain the following algorithm for solving
the PDE problem (6) by the RK4-IP method.
RK4-IP algorithm
Input : Array u contains the sampling of the signal amplitude
at step k
Array [νj ]j=1,...,J contains the frequency sampling points
Array [zk]k=0,...,K contains the spatial grid points
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Array ĥR contains the Fourier transform of the Raman res-
ponse function
{Initialisation}
for j = 1, . . . , J do
d̂[j]← − 12α+ i
∑nmax
n=2
βn
n! (2piνj)
n
tfexpd[j]← exp(h2 d̂[j])
end for
û1 ← FFT(u, forward)
{Loop over the propagation sub-intervals}
for k = 1, . . . ,K do
for j = 1, . . . , J do
ûip[j]← tfexpd[j]× û1[j]
end for
α̂1 ← COMPUTE_TFN(u)
for j = 1, . . . , J do
α̂1[j]← tfexpd[j]× α̂1[j]
û2[j]← ûip[j] + h2 α̂1[j]
end for
u2 ← FFT(û2, backward)
α̂2 ← COMPUTE_TFN(u2)
for j = 1, . . . , J do
û3[j]← ûip[j] + h2 α̂2[j]
end for
u3 ← FFT(û3, backward)
α̂3 ← COMPUTE_TFN(u3)
for j = 1, . . . , J do
û4[j]← tfexpd[j]× (ûip[j] + hα̂3[j])
end for
u4 ← FFT(û4, backward)
α̂4 ← COMPUTE_TFN(u4)
for j = 1, . . . , J do
û1[j] ← tfexpd[j] × (ûip[j] + h6 α̂1[j] + h3 α̂2[j] +
h
3 α̂3[j]) +
h
6 α̂4[j]
end for
u ← FFT(û1, backward) {Array u contains the values
[Ak(zk+1, tj)]j=1,...,J the sampling of the signal ampli-
tude at step zk}
end for
FUNCTION ĝ = COMPUTE_TFN(f)
{Compute the Fourier transform of g : t 7→ N (f)(z, t) for a
given z}
Input : Array f contains the time sampling of function f for
the given z
Array ĥR contains the sampled Fourier transform of the Ra-
man response function
Array [νj ]j=1,...,J contains the frequency sampling points
Output : Array ĝ contains the sampled Fourier transform of g
for j = 1, . . . , J do
op1[j]← |f [j]|2
end for
ôp1 ← FFT(op1, forward)
for j = 1, . . . , J do
ôp2[j]← ôp1[j]× ĥR[j]
end for
op2 ← FFT(ôp2, backward) {Array op2 contains the convo-
lution product hR ?t |f(t)|2}
for j = 1, . . . , J do
op3[j]← f [j]×
(
(1− fR)op1[j] + fRop2[j]
)
end for
ôp3 ← FFT(op3, forward)
for j = 1, . . . , J do
ĝ[j]← iγ(1 + ν[j]ν0 )ht × ôp3[j]
end for
In this algorithm, the computational cost mainly lies in the
computation of the Fourier transforms. Over one spatial step,
the number of Fourier transforms to be computed is 16. The
C program we have developed to solve the GNLSE (2) by the
RK4-IP method according to the above algorithm uses the FFTW
library for computing the Fourier transforms [11]. FFTW, for
"Fastest Fourier Transform in the West", is a software library
for computing discrete Fourier transforms (DFTs) developed
by Matteo Frigo and Steven G. Johnson at the Massachusetts
Institute of Technology. It supports a variety of algorithms and
it can choose the one it estimates or measures to be preferable
in the particular circumstances. FFTW is known as the fas-
test free software implementation of the Fast Fourier transform
(FFT) algorithm at present time. It can compute transforms of
real-valued and complex-valued arrays of arbitrary size n with
a complexity in O(n log(n)).
2.2 Embedded Runge-Kutta method for local error
estimation
Any numerical method for solving the GNLSE will per-
form poorly if the approximate solution is computed on a mesh
grid with a constant step h. Ideally the step size between 2 suc-
cessive grid points should be selected automatically to maintain
the error lower than a given value in order to achieve both re-
liability and efficiency of the computations. There are several
ways to estimate the local error done in each point of the mesh
grid and to select a value for the size of the next step. The most
common and general way to estimate the local error is by a
process known as “step doubling”. To estimate the local error,
this method requires for each step the computation of a coarse
solution and a fine solution obtained by dividing by 2 the step
size used for the coarse solution. This way to estimate the local
error is accountable for an over computational cost of around
50% more than the same method without local error estimate
for the same accuracy of the computations. A cheaper adap-
tive step size method dedicated to the GNLSE is propounded
in [12]. It is based on the conservation of a physical quantity
termed “the optical photon number” during the propagation of
an electromagnetic field along a fibre when linear attenuation
and Raman scattering in the fibre are neglected. It is therefore
possible to calculate the “photon number error”, which is rela-
ted to the local error, at each step of the computation to retrieve
information about the numerical error over one computational
step of the IP method applied to GNLSE. The interest of this
approach is that the computation of the photon number error
can be done at a very cheap numerical cost. However strictly
speaking this method is only valid for lossless fibers or for li-
near losses fibers.
When using Runge-Kutta methods an alternative way to
compute the local error, well documented in the literature on
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RK methods where it is referred as the “embedded Runge-
Kutta methods” exists, see e.g. [10]. This way of estimating
the local error, inherent to the RK methods themselves, do not
require any assumption on the model and is not liable for ex-
tra computational cost. It is this method we have chosen to
implement in our simulation software. A detailed theoretical
and experimental comparison of the three above mentioned ap-
proaches for local error estimation has been achieved and is
presented in [13].
2.2.1 Principle of Embedded Runge-Kutta methods
In this work we have chosen to estimate the local error
by using an embedded Runge-Kutta method [10]. Embedded
Runge-Kutta (ERK) methods are special Runge-Kutta (RK)
methods designed to deliver 2 approximations of the solution
of the initial value problem under consideration corresponding
to 2 RK schemes of different convergence orders. These 2 ap-
proximations of the solution can be considered as an accurate
approximate solution (the one computed with the numerical
scheme of higher order) and a coarse approximate solution (the
one computed with the one of lower order). For efficiency, the
2 RK schemes bear several computational stages in common
in order to reduce the computational cost of the local error es-
timation. Here we have considered the ERK method given in
one hand by the fourth order RK scheme (RK4) defined by
Butcher tableau (10) and on the other hand by the third order
RK scheme (RK3) defined by the following Butcher tableau
0
1
2
1
2
1
2 0
1
2
1 0 0 1
1 16
1
3
1
3
1
6
1
6
1
3
1
3
1
15
1
10
(11)
where the cells highlighted in gray are shared with Butcher ta-
bleau (10) for the standard RK4method. This embedded RK4(3)
method actually coincides with Dormand and Prince Runge-
Kutta 4(3) T method [14].
Assuming that the solution value at grid point zk is regar-
ded as exact (because we are concerned by an estimation of the
local error), we denote by A[3]k+1 (resp. A
[4]
k+1) the approximate
solution computed at the current grid point zk+1 by the third
order (resp. the fourth order) Runge-Kutta method. The local
errors for each of the 2 methods are respectively given by
A(zk+1, t)−A[3]k+1(t) = ψ3(t, zk, A[3]k )h4k +O(h5k)
A(zk+1, t)−A[4]k+1(t) = ψ4(t, zk, A[4]k )h5k +O(h6k)
(12)
where ψ3 (resp. ψ4) is a function of the elementary differen-
tials of order 4 (resp. 5) [10] of the function Gk involved in
problem (7). Therefore by difference of these 2 relations we
obtain
A
[4]
k+1(t)−A[3]k+1(t) = ψ3(t, zk, A[3]k )h4k +O(h5k). (13)
Thus from (12) and (13) the local error for the RK3 method at
grid point zk+1 can be approximated with an error in O(h5k) in
the following way
`k+1(t) ≈ A[4]k+1(t)−A[3]k+1(t). (14)
The advantages of estimating the local error through the
ERK4(3) method defined by Butcher tableau (11) compared to
other embedded RK schemes are the following. The ERK4(3)
method preserves all the nice features of the RK4 scheme when
used with the IP method as described in paragraph 2.1.2. Mo-
reover the computation of both terms A[4]k+1 and A
[3]
k+1 in the
ERK4(3)-IP method can be achieved at no extra cost compare
to the RK4-IP method without local error estimation (namely,
the extra cost for each step is negligible since it is limited to 2
additions and 3 multiplications and the need to keep in memory
2 intermediate results). The implementation of the ERK4(3)-
IP method requires little modification of the RK4-IP algorithm
presented in paragraph 2.1.5 and we refer to [15] for a compre-
hensive presentation of the ERK4(3)-IP algorithm.
Finally, the L2-local error at grid point zk+1 is computed
as follows
‖`k+1‖L2 ≈
(∫
R
∣∣∣A[4]k+1(t)−A[3]k+1(t)∣∣∣2 dt) 12
≈
ht J−1∑
j=0
∣∣∣A[4]k+1(tj)−A[3]k+1(tj)∣∣∣2
 12 (15)
where (tj)j=0,...,J denotes a constant step size sampling ht
of the observed time period and the last approximation results
from the use of the left rectangle quadrature rule. We want to
mention that even though the local error estimation (14) strictly
holds only for the third order method, in practice we use the va-
lue given by the fourth order method as the approximation of
the solution at grid point zk. In general, it slightly overestimates
the actual local error, which is safe but not fully optimal.
2.2.2 Step-size control
For step-size control, a tolerance is given as a bound for the
norm of the local error estimation. One step-size control stra-
tegy [10] consists in rejecting the current step-size if it gives an
estimated local error higher than the specified tolerance and in
accepting the solution computed with this step-size otherwise.
When the current step-size is rejected, a new smaller step-size
has to be chosen to recompute the solution over the current
step. Moreover when the current step-size meets the tolerance
requirement for the local error it has to be scaled up for the
next step computations. In both cases, the new step-size has to
be estimated using the available information on the previous
step computations.
For robustness purposes, the step-size control has to be de-
signed in order to respond as smoothly as possible with real or
apparent abrupt changes in behaviour. This means that the step-
size should not vary from one step to the other by an excessive
ratio. In order to avoid situations where the specified tolerance
is ever exceeded resulting in rejecting too many steps, a safety
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factor is introduced. If h is the value of the step-size estimated
to give a predicted truncation error equal to the tolerance, then
the smaller value 0.9 h is used instead. Following these requi-
rements, the step-size control formula proposed in [10] reads
hnew = max
(
0.5 , min
(
2.0 , 0.9
(
tol
est
) 1
3
))
hold.
where “tol” denotes the tolerance value specified by the user as
a bound of the local error and “est” denotes the estimation of
the local error for the current step computed from (15). The 3
constants with values 0.5, 2.0 and 0.9 are somewhat arbitrary
and have to be regarded as design parameters.
3 Simulation of incoherent laser sources by
random process
In this work we have chosen to model the incoherence be-
haviour of the optical source by using random processes fol-
lowing in this a seminal work of B. Gross and J. T. Manas-
sah [16]. Thus the electric field amplitude A is now considered
as a complex random process Az,t indexed by the space va-
riable z ∈ [0, L] and by the time variable t ∈ R.
3.1 Complex random processes
The electric field amplitudeA is a complex random process
indexed by the set [0, L]× R over a probability space (Ω,F ,P) ;
that is to sayA is now considered as a mapping from the sample
space Ω into a set of functions from [0, L]× R into C,
A : $ ∈ Ω 7→ (A$ : (z, t) ∈ [0, L]× R 7→ A(z, t,$) ∈ C).
The value ofA at time t and position z for one observed “expe-
riment” is a complex number. When the experiment is repeated,
this value is assumed to vary randomly according to the margi-
nal probability distribution of the process. The random process
A involves two types of variables, one “probabilistic” variable
corresponding to an outcome$ in the sample spaceΩ and one
“deterministic” variable (z, t) ∈ [0, L]× R and
– for every fixed outcome $0 ∈ Ω, the function
A$0 : (z, t) ∈ [0, L]× R 7→ A(z, t,$0) ∈ C is a “deter-
ministic” function in the usual sense ;
– for every fixed value (z0, t0) ∈ [0, L]× R the function
Az0,t0 : $ ∈ Ω 7→ A(z0, t0, $) ∈ C is a random variable.
Moreover, for a fixed value zn ∈ [0, L], the mapping
A[zn] : $ ∈ Ω 7→ (A[zn]$ : t ∈ R 7→ A(zn, t,$) ∈ C)
is itself a complex random process.
The mean function of the complex random process A[zn] is
defined as
mA[zn] : t ∈ R 7→ E(Azn,t) ∈ C
where E denotes the expectation function. When it has a sense,
the variance of the complex random processA[zn] is defined by
VarA[zn] : t ∈ R 7→ E
(|Azn,t − E(Azn,t)|2) ∈ R+.
The covariance function of A[zn] is the mapping
CovA[zn] : (t1, t2) ∈ R2 7→
E
(
(Azn,t1 − E(Azn,t1)) (Azn,t2 − E(Azn,t2))
)
.
In this study we have assumed for all zn ∈ [0, L] the complex
random process A[zn] to be weak-sense (or wide-sense) sta-
tionary that is to say its mean function is identically constant
and its covariance function is translation invariant, i.e. ∀τ ∈ R,
∀(t1, t2) ∈ R2
CovA[zn](t1 + τ, t2 + τ) = CovA[zn](t1, t2).
For such random processes the covariance function actually
only depends on the gap between the 2 variables rather than
on the values of these variables themselves and it is usual to call
covariance function of the process the mapping
CA[zn] : t ∈ R 7→ CovA[zn](t, 0) instead of the functionCovA[zn]
itself. The covariance function CA[zn] is positive definite.
3.2 Distribution of the source random process
The source field amplitude A0,t is assumed to be a zero
mean stationary Gaussian complex random process defined by
its covariance function Γ = CA[z0] that is to say we assume
∀n ∈ N∗, ∀(t1, . . . , tn) ∈ Rn the n dimensional complex ran-
dom vector (A0,t1 , . . . , A0,tn) has a zero mean multivariate
Gaussian distribution N (0, Σ) where the covariance matrix Σ
has entries elements Σij = Γ (ti − tj).
3.2.1 Basic ideas of the simulation approach
From a mathematical point of view it is impossible to pre-
dict the law of the random process Az,t at any position z in the
fibre due to the nonlinearities in the propagation equation (2).
We therefore have to restrict ourselves to the computation of
the mean and correlation functions of the random process AL,t
at the fibre end.
The basic idea of the simulation approach is to randomly
draw an outcome A0,t($) for the source electric field ampli-
tude and to use the propagation equation (2) to compute the
electric field amplitude Az,t($) at any position z along the op-
tical fibre and at any time t. If a large number of outcomes
are considered simultaneously, then by statistical averaging it
is possible to compute an approximation of the mean and cor-
relation functions of the random process AL,t.
Once the time interval has been sampled with a constant
time step ht and discrete times tj = j ht, j ∈ {0, . . . , J} have
been introduced, the continuous zero mean circular stationary
Gaussian complex random process A0,t is handled through a
zero mean Gaussian complex random vectorX = (Xt0 , . . . , XtJ )
where the random variableXtj is defined byXtj = A0,tj . The
elements of the covariance matrix Σ of the random vector X
are given byΣij = Γ (tj − ti) and the covariance matrix is her-
mitian positive definite and Toeplitz. To simulate a multivariate
Gaussian distributionN (0, Σ) one can proceed as follows. Let
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Y = (Y0, . . . , YJ) be a random vector where the vector com-
ponents Yj , j ∈ {0, . . . , J} are independent normal random va-
riablesN (0, 1) and let L ∈MJ+1(C) be the unique nonsingu-
lar lower triangular matrix with positive diagonal entries such
that Σ = L LH (such a Cholesky factorisation exists since the
covariance Σ is hermitian positive definite and the matrix L
is referred to as the square root of Σ and denoted Σ
1
2 ). Then
the random vector X = LY has a multivariate Gaussian dis-
tribution with covariance matrix Σ and zero mean. Due to the
intrinsic dynamic of the propagation equation (2) in the experi-
mental situation considered here, it is necessary to have a time
discretisation (or correspondingly a frequency one) with a large
number of grid points. Indeed, the pulse-width of the studied
laser is closed to a nanosecond with a spectral width covering
few THz at fibre output due to strong occurrence of nonlinea-
rities (self-phase modulation, Raman scattering) through pro-
pagation. Hence, for a spectral resolution allowing a spectral
accuracy close to the laser longitudinal modes spacing (≈ 10
MHz), the number of grid points should be as high as 223.
3.2.2 Generation of the source Gaussian complex
random vector
In their work on modelling the propagation of incoherent
laser sources in nonlinear fibres [16], Gross andManassah used
the “factorisation method” for generating Gaussian complex
random vectors based on the Cholesky decomposition of the
covariance matrix presented above. The main drawback of this
numerical method is that the Cholesky decomposition of the
covariance matrixΣ may fail for numerical reasons. Indeed al-
though the covariance matrix Σ is hermitian positive definite,
and the Cholesky decomposition exists, in practise for cova-
riance matrices of large size, their smallest eigenvalues decay
very rapidly toward 0 and the covariance matrix is almost sin-
gular. From a numerical point of view, the covariance matrix
Σ is therefore hermitian positive but not definite and the nu-
merical implementation of the Cholesky method fails to com-
pute the Cholesky decomposition of the covariance matrix Σ.
This kind of behaviour is observed for instance for Gaussian
correlation functions Γ (t) = a e−bt
2
. Moreover this method re-
quiresO(J2) numerical operations to generate one outcome of
a Gaussian vector of size J and hence it is computationally ex-
pensive for large values of J. In the 1990’s alternative numerical
methods to the “factorisation method” have been investigated
for the simulation of large samples according to a multivariate
Gaussian distribution. A method of choice is the “Circular em-
bedding method” (CEM) independently invented by Dietrich
and Newsam [17] and Wood and Chan [18]. The CEM is the
fastest algorithm for unconditional simulation and it is “exact
in principle” which means that it is exact under the assump-
tions that no error in the computer arithmetic occurs and that
truly independent random variables are used.
The idea behind the CEM for simulating a zero mean mul-
tivariate Gaussian random vector is the following. The cova-
riance matrixΣ which has the property of being a Toeplitz ma-
trix is embedded in a hermitian circulant matrix C ∈ MK(C).
Calculation of the square rootC
1
2 of a circulant nonnegative de-
finite matrix may be performed efficiently using the Fast Fou-
rier Transform [17][18]. Moreover if Y = (Y1, . . . , YK) is a
random vector where the components Yk, k ∈ {1, . . . ,K} are
independent normal random variables N (0, 1), then the circu-
lant matrix can be constructed in such a way that a selected
sub-vector X ∈ CJ+1 of Z = C 12Y ∈ CK has a multivariate
Gaussian distribution with covariance matrix Σ and zero mean
[17][18]. The algorithm of the CEM can be found in [19]. In
this work we use the adaptation of the CEM for complex Gaus-
sian random vector [20].
3.3 Statistical analysis of the final complex random
vector
As mentioned before, the distribution law of the random
process AL,t at the fibre end cannot be predicted by the theory
from the distribution law of the source random process A0,t.
We therefore restrict ourselves to statistical estimation of its
mean and correlation functions from a large number M of out-
comes AL,t($). As the mean of a stationary random process
is time invariant, we may estimate the mean of AL,t by the cu-
mulative formula
mL ≈ 1
M
1
J + 1
J∑
j=0
M∑
m=1
AL,tj ($m).
The covariance matrix ΣL of the complex random vector
(AL,tj )j=0··· ,J is hermitian and has upper triangular entries
(j ≥ i) given by
Σij = E(AL,tiAL,tj )−m2L = Γ (tj − ti)−m2L
= Γ ((j − i)ht)−m2L
where for all k ∈ {0, . . . , J}
Γ (k ht) ≈ 1
M
1
J − k
J−k∑
j=0
M∑
m=1
AL,tj ($m)AL,tj+k($m).
4 Numerical results
The numerical simulation results presented in this section
have been not only obtained in a record time through the choice
of an efficient and fast method (RK4-IP) but also thanks to
the kind help of Project team CORDIAL from IRISA (CNRS
UMR 6074), it has been possible to run our simulations on a
multi-core processing unit with 64 physically separated pro-
cessors and 132 Go RAM. Hence it has been likely to optimize
computation time by performing multi-threaded FFT, a rou-
tine for shared-memory parallel hardware handled by FFTW
library [11]. This option was useful to save computation time
since RK4-IP computations involved a time/frequency number
of sampling points exceeding 219. Moreover, as explained in
section 3.3, generation and propagation of a large number of
outcomes (≈ 2000) of the random process is required. Regar-
ding this, an additive gain of time is possible through inde-
pendent generation and simultaneous propagation of multiple
outcomes of the random process, which appears as an alter-
native computation technique. Its features help to drastically
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reduce computing time. For instance, with a number of 219
time sampling points the computing time for the generation
and propagation of 2000 outcomes takes roughly 1 hour and a
half through the parallel computation of 50 parallel outcomes,
including an adaptive step-size control strategy with tolerance
tol = 10−7 but without FFT multi-threading.
Some valuable physical statements can be deduced from
numerical simulation experiments. Namely, important infor-
mations regarding the impact of fibre linearities and nonlineari-
ties on partially coherent (PC) laser source can be obtained. As
well, the design of a PC laser source is made convenient since
some of its physical features such as spectrum width and shape
can be adjusted through the setting of the correlation function
width and shape.
The simulation parameters used in this paper are related to
the propagation and amplification of high power (hundreds of
Watts) PC super Gaussian pulse with Tp = 0.5 ns half-width
into 3 m of Yb3+ doped active fibre (booster) exhibiting an
amplification gain ranging from 10 to 20 dB depending on the
laser diode pump power. As mentioned in the introduction, we
want to investigate the impact of the PC source coherence time
tcoh on its amplification.
Results depicted in Fig. 2 show the outgoing mean power
spectrum density (PSD) [21] after 3 m of propagation and 18.6
dB amplification (Ppump = 35 W) in the booster for different
values of the booster Kerr parameter γ ranging from 0.2 to 0.8
W−1 km−1. The input mean PSD shape is Lorentzian and it
corresponds to a complex Gaussian random process generated
at a carrier frequency λS = 1064 nm with an exponential co-
variance function and a coherence time tcoh = 2.65 ps. As the
Kerr effect is increasing, PSD spreading and Raman shift tend
to grow bigger.
The input field’s covariance function is given by
CA[zn](τ) = exp(− |τ/tcoh|).
By virtue of the Wiener-Khinchin theorem in the very special
case of a wide-sense stationary complex random process, the
covariance function and the PSD form a Fourier transform pair
[21]. Hence, the input PSD (IN) is Lorentzian with a full width
at half maximum (FWHM) ∆νIN depending on tcoh through
the relationship :
∆νIN =
1
pitcoh
With an initial FWHM ∆νIN = 120 GHz, we can appreciate
in Fig. 2 a noticeable behavior through propagation in active
fibre. Our software allows not only to appreciate and quantify
the PSD broadening around λS due to self-phase modulation
(SPM), but also it allows the quantification of the Raman in-
duced frequency shift (RIFS) which is made possible with the
choice of a wide spectral window (200 nm) [2]. The RIFS is
an inelastic phenomenon which appears as a transfer of energy
from high frequency components λS of a pulse to the lower-
frequency components of the same pulse. Regarding our expe-
rimental setup (Fig. 1), Raman shift and SPM represent de-
leterious effects leading to spectrum broadening responsible
for a decreasing efficiency at the frequency doubling stage.
Thus, booster amplifiers and PC laser properties lead to more
or less emphasize those nonlinearities. Regarding the Raman
energy quantity, comparison with previous work [1] shows a
lower quantity of energy. We suspect that numerical computa-
tion of Raman spontaneous energy added to amplified sponta-
neous emission can drastically increase the amount of spectral
energy above 1100 nm.
A closer insight showed in Fig. 3 completes the results pre-
sented in Fig. 2 and certifies that the phenomenon of spectrum
spreading is responsible for a poorer energy confinement as γ is
increasing which is detrimental to an optimum frequency dou-
bling. We can notify that energy confinement decreases pro-
portionally with γ. Indeed, half of the output signal energy is
confined into a 1 nm spectral window for γ = 0.2 W−1 km−1,
this same energy is confined into a 4 nm spectral window when
γ is four times bigger.
FIG. 2. Fibre amplified PSD according to the fibre Kerr parameter
γ ranging from 0.2 to 0.8 W−1 km−1. IN stands for the Lorentzian
input PSD.
FIG. 3. Corresponding integrated DSP energy contained in the area
centered at maximum spectrum power λS = 1064 nm for different
values of fibre Kerr parameter γ ranging from 0.2 to 0.8W−1 km−1.
Interesting behaviors can be quantified by modifying the
coherence time of input complex random process. In Fig. 4, as
input PSD half-width is increased we have measured the out-
put PSD enlargement η = ∆νOUT /∆νIN and the fraction of
Raman energy considered as the total energy located at λ >
1100 nm. Both values increase in a monotonic way, however
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η doesn’t increase linearly at the difference with the Raman
energy fraction. As we can see, Kerr nonlinearities and Raman
induced frequency shift play an appreciable impact on cohe-
rence properties through amplification and propagation. Howe-
ver a close comparison between the modeling and experimental
results show a spectrum spreading and Raman energy which is
far more important in the experimental case [1]. We believe
that adding Raman spontaneous emission in our model should
solve this mismatch.
FIG. 4. Spectral spreading and corresponding integrated Raman
energy at fibre output for a Lorentzian input spectrum shape with
FWHM ranging from 30 to 150 GHz.
Finally, Fig. 5 shows the dependence of the PSD spreading
with the choice of covariance function CA[zn] . PSD enlarge-
ment η has been measured for increasing values of the laser
diode pump power leading to a total linear amplification ran-
ging from 11.9 to 18.6 dB. As the pump power increases, in
both cases η is increasing too in a same way, however η is two
times bigger with an exponential covariance function (Lorent-
zian spectrum). Hence, accurate experimental measurement of
CA[zn] is necessary in order to quantify spectrum enlargement
at booster output.
5 Conclusion
We have presented in this paper a numerical simulation ap-
proach dedicated to the generation of partially coherent laser
source and its propagation into a fibre amplifier. We have de-
monstrated an implementation of the RK4-IP method for sol-
ving the generalized nonlinear Schrödinger equation. The me-
thod exhibits a fourth order convergence and it is implemented
together with an embedded Runge-Kutta method for adaptive
step size control. Partially coherent laser source are modelled
by means of complex Gaussian random processes. The choice
of the circular embedding method for the generation of com-
plex Gaussian random processes allows the simulation of par-
tially coherent laser sources over a sufficiently large number of
time sampling points (up to 223) to ensure high accuracy and
FIG. 5. Spectral spreading at fibre output for a respectively Gaussian
and Lorentzian input spectrum shape with same FWHM of 130 GHz.
The spectral spreading has been measured for an increasing pump po-
wer ranging from 10 to 35 W.
wide span investigation. Besides computing speed has been op-
timized by the use of multi-threading technique for FFT com-
puting and by parallel running of independent Gaussian ran-
dom processes. Our numerical results show the ability of our
numerical simulation software to bring physical statement to a
pragmatic research topic such as high power nanosecond par-
tially coherent pulse amplification in a 3 m Yb3+ doped fibre.
However, this numerical simulation software is for sure multi-
purpose and able to carry out studies in different photonic areas
such as supercontinuum generation, or to deal with telecommu-
nication concerns like data format transmission or optic func-
tions based on four wave mixing.
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