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   With today's peer-to-peer applications, more and more content is 
   available from multiple sources.  In tomorrow's Internet hosts will 
   have multiple paths to reach one destination host with the deployment 
   of dual-stack IPv4/IPv6 hosts, but also with new techniques such as 
   shim6 or other locator/identifier mechanisms being discussed within 
   the IRTF RRG.  All these hosts will need to rank paths in order to 




Bonaventure, et al.      Expires August 21, 2008                [Page 1] 
  
Internet-Draft           Informed path selection           February 2008 
 
 
   draft, we propose an informed path selection service that would be 
   queried by hosts and would rank paths based on policies and 
   performance metrics defined by the network operator to meet his 
   traffic engineering objectives.  A companion document describes a 
   protocol that implements this service. 
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1.  Introduction 
 
   The current Internet is based on several assumptions that have driven 
   the development of most Internet protocols and mechanisms.  A first 
   assumption is that (usually) one address is associated to each host. 
   Also, the forwarding of packets is exclusively based on the 
   destination address.  For this reason, there is usually a single path 
   between one source (or client) and one destination (or server). 
   Finally, the Internet was designed with the client-server model in 
   mind assuming that many clients receive information from (a smaller 
   number of) servers. 
 
   During the last years, these assumptions have been severely 
   challenged : 
 
   o  The client-server model does not correspond to the current 
      operation of many applications.  First, large servers are usually 
      replicated and different types of content distribution networks 
      are used to efficiently distribute content.  Second, the 
      proliferation of peer-to-peer applications implies that most 
      clients also act as server.  This is creating several problems in 
      many ISP networks [1].  The client-server asymmetry does not hold 
      anymore as earlier. 
 
   o  Due to the transition from IPv4 to IPv6 many hosts will be dual- 
      stack for the foreseeable future [2].  Furthermore, measurements 
      show that IPv4 and IPv6 do not provide the same performance [3], 
      even for a single source-destination pair.  This implies that to 
      reach a destination supporting both IPv4 and IPv6, a source will 
      need to select the utilization of IPv4 or IPv6. 
 
   o  Host based Multihoming techniques such as [4] are emerging.  These 
      techniques assume that each host of a multihomed site will have 
      several IPv6 addresses (e.g., one per provider). 
 
   o  Several locator/identifier separation protocols [5] [6] being 
      discussed within the IRTF Routing Research Group allow one 
      identifier to be reachable via multiple locators. 
 
   A consequence of the deployment of these new techniques is that the 
   number of end-to-end paths that are available to reach a given 
   destination/content will grow.  Several studies and practical 
   experience show that resilience of the Internet increases with the 
   number of paths [7][8] since if one path fails, it is likely that the 
   other paths will continue to work provided that they are sufficiently 
   disjoint.  Also, the availability of multiple paths may allow a 
   better use of the Internet infrastructure by providing better paths 
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   current IPv4 paths.  This has been shown by several measurements 
   studies [8][9]. 
 
   However, to obtain these benefits, the hosts (or the routers in some 
   of the proposals being discussed within the IRTF RRG), will need to 
   be able to accurately select the best path to use to reach a given 
   (set of) destination(s).  Several solutions have been proposed to 
   allow P2P applications to rank some paths over others [10] [11] [12]. 
   However, relying on proprietary solutions implies a duplication of 
   efforts (e.g. different peer-to-peer applications may use different 
   techniques and perform their own measurements).  Also, the existing 
   solutions such as the static source address selection mechanism 
   defined in [13] are static. 
 
   In this document, we propose an informed path selection service that 
   is able to rank paths based on policy and performance criteria.  A 
   protocol to implement this service is described in a companion 
   document [14]. 
 
   This document is organized as follows.  First, we provide a high- 
   level description of the proposed service in Section 2.  Then, to 
   illustrate the benefits of such a service, we recall in Section 3 
   three issues for multihomed networks expressed by J. Schiller in 
   [15].  In Section 4 we explain the limitations of existing (i.e., 
   BGP) and proposed techniques (i.e., shim6 and LISP) when solving 
   these case studies.  In Section 5 we discuss several possible 
   applications of the informed path selection service.  Finally, we 
   compare the informed path selection service with related work in 
   Section 6. 
 
 
2.  The informed path selection service 
 
   The informed path selection service is a distributed request-response 
   service that allows to rank paths.  This service is typically 
   supported inside a domain.  It can benefit from cooperation between 
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                                     BGP, OSPF/ISIS    Measurements 
                                       ||                  || 
                                       ||                  || 
                                       \/                  \/ 
                                     +------------------------+ 
                                     |                        | 
                                     |    Informed Path       | 
                                     |      Selection         | 
                                     |       Service          | 
              +--------+   request   |                        | 
              | client | -->----     |                        | 
              |        |   -----<--- |                        | 
              +--------+  response   +------------------------+ 
                                              /\ 
                                              || 
                                           Policies 
 
                      Informed path selection service 
 
                                 Figure 1 
 
   The informed path selection service is used to decide the best 
   path(s) among a set of candidate paths.  It can be queried by a host 
   having multiple addresses, a LISP router or other entities that need 
   to rank paths such as peer-to-peer applications, content distribution 
   networks, dual-stack hosts, ...  The informed path selection service 
   is based on a request/response mechanism and the path ranking may 
   depend on several factors including : 
 
   o  Routing information (e.g., BGP, OSPF/ISIS) that allow the informed 
      path selection service to compare different paths based on routing 
      metrics (e.g.  BGP local preference, BGP AS-Path length, IGP path 
      length, ...). 
 
   o  Active or passive measurements (e.g., delay, bandwidth, loss, ...) 
      that allow the informed path selection to compare different paths 
      based on quantitative performance metrics. 
 
   o  Policies configured by the network administrator that indicate 
      preferences for some paths over others. 
 
   A request will contain the following information : 
 
   o  one or more source addresses (or prefixes), 
 
   o  one or more destination addresses (or prefixes). 
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   builds a list of all the possible paths between the source(s) and the 
   destination(s).  Then, it removes from consideration the paths that 
   are invalid due to routing (e.g., one destination is not reachable 
   from a given source address) or policies.  These remaining paths are 
   ranked and the reply contains the following information : 
 
   o  the best path (source address, destination prefix), 
 
   o  the second best path (source address, destination prefix), 
 
   o  ... 
 
   o  the Nth best path (source address, destination prefix), 
 
   o  the lifetime for the ranked paths. 
 
   As indicated above, the number of paths returned by the path 
   selection service may be lower than the total number of possible 
   paths, e.g., because some paths are not usable due to policy reasons 
   or because some destinations are not reachable by using some source 
   addresses. 
 
   For scalability reasons and based on the experience in developing the 
   NAROS protocol [16], the informed path selection service uses two 
   mechanisms to allow the client to use the same path for several 
   flows.  First, an ordered list of paths is valid for some time and 
   the client is encouraged to cache the ordered list for the lifetime 
   indicated in the response.  Second, the response may contain paths 
   that are composed of a source and a destination prefix instead of 
   addresses.  This choice is motivated by the fact that all the IP 
   addresses that belong to the same prefix are usually covered by the 
   same policies and have similar performance.  Simulations performed 
   earlier showed that these two mechanisms allow to significantly 
   reduce the number of requests sent to an informed path selection 
   service by a given host [8]. 
 
 
3.  Issues with multihoming 
 
   To illustrate the benefits of an informed path selection service and 
   compare it with existing techniques, we first summarize the concerns 
   raised by J. Schiller on multihoming in [15].  We focus on the three 
   main case study described in [15]. 
 
3.1.  Case 1 : Primary/Backup 
 
   The first issue mentioned in [15] is the classical case of a 
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   This case is illustrated in Figure 2 where the multihomed customer is 
   attached to UUNet/MCI and ATT.  In this example, traffic engineering 
   objectives of the multihomed customer are : 
 
   o  All outgoing packets must be sent via UUNet/MCI when this link is 
      active.  Otherwise, the packets must be sent via ATT. 
 
   o  All incoming packets must be received via UUNet/MCI when this link 
      is active.  Otherwise, the packets must be received via ATT. 
 
 
                 +---------------+       +---------------+ 
                 |   UUNET/MCI   +-~-~-~-+      AT&T     | 
                 +------:--------+       +-------:-------+ 
                        \                       // 
                         \                     // 
                          \                   // 
                           \                 // 
                            \               // 
                             \             // 
                              \           // 
                               \         // 
                                \       // 
                                 \     // 
                             +----:----:-----+ 
                             |   Multihomed  | 
                             |    customer   | 
                             | 63.63.62.0/23 | 
                             +---------------+ 
 
                 --- primary link to UUNET 
                 === backup link to AT&T 
                 -~- Internet 
 
                Example of a Primary/Backup implementation 
 
                                 Figure 2 
 
   This problem has been generalized in [15] as follows : "It is 
   required to have the ability to set a link or a set of links as 
   primary and some other as backup links.  Such that all the traffic is 
   carried by the primary links while backup links are used only while 
   primary links become unavailable." 
 
3.2.  Case 2 : Load Sharing 
 
   The second case mentioned in [15] is load sharing across links from 
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   this example, the high-level objectives of the multihomed customer 
   can be specified as : 
 
   o  The same amount of outgoing packets should be sent via the UUNet/ 
      MCI and ATT links. 
 
   o  The same amount of incoming packets should be received via UUNet/ 
      MCI and ATT links. 
 
                               Load sharing 
 
                 +---------------+       +---------------+ 
                 |   UUNET/MCI   +-~-~-~-+      AT&T     | 
                 +------:--------+       +-------:-------+ 
                       \                       // 
                        \                     // 
                         \                   // 
                          \                 // 
                           \               // 
                            \             // 
                             \           // 
                              \         // 
                               \       // 
                                \     // 
                            +----:----:-----+ 
                            |   Multihomed  | 
                            |    customer   | 
                            | 63.63.62.0/23 | 
                            +---------------+ 
 
                 --- link to UUNET 
                 === link to AT&T 
                 -~- Internet 
 
                                 Figure 3 
 
   This problem can, of course, be generalized by considering more than 
   two links/providers and also by requiring unequal load sharing among 
   the different links (e.g. based on link cost, link capacity, ...). 
 
3.3.  Case 3 : Best Path 
 
   The third case mentioned in [15] is that it should be possible for 
   the multihomed customer to have ways to decide whether the paths 
   available via one provider are better than the paths available via 
   the other provider and use the best paths.  The high-level objectives 
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   o  For each destination, send the outgoing packets via the provider 
      that has the best path to reach this destination. 
 
   o  For each source, receive the incoming packets via the provider 
      that is on the best path from this source. 
 
   This problem can be generalized to cover more than two links and 
   providers. 
 
 
4.  Existing multihoming solutions 
 
   In this section, we evaluate how three technical solutions that are 
   used today or are being discussed within the IETF/IRTF are able to 
   meet the objectives mentioned above.  We first start with BGP-based 
   multihoming as described in [15], then discuss shim6 [4] and finally 
   LISP [5]. 
 
4.1.  BGP-based multihoming 
 
   BGP-based multihoming is a common and widely deployed technique that 
   allows a multihomed network to be attached to different providers. 
   It is used by existing IPv4 and IPv6 deployments. 
 
4.1.1.  Case 1 : Primary/Backup 
 
   With BGP-based traffic engineering, the common techniques to 
   implement primary/backup links are the following [15]: 
 
   o  Set a higher MED for backup links from the same AS. 
 
   o  Set a lower local-preference for backups links of different ASes. 
 
   o  Set a higher weight for static default routes on backup links. 
 
   The main issue with these BGP-based solutions is that a prefix must 
   be allocated to each multihomed customer.  Furthermore, this prefix 
   is advertised in the BGP routing tables and thus contributes to the 
   growth of these routing tables [17]. 
 
4.1.2.  Case 2 : Load Sharing 
 
   To solve the load sharing case, several techniques can be used on BGP 
   routers.  The following are presented in [Schiller-TE] [15] 
 
   o  Divide IP space and more specific routes announces over the 
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   o  Modify the MED or local preferences of inbound links. 
 
   o  Modify IGP metrics to move hosts closer to a given exit point. 
 
   o  Manipulate equal cost static default routes. 
 
   Figure 4 from [15] shows how BGP can be used to solve the load 
   sharing problem by dividing the IP space of the multihomed customer 
   and sending more specific routes.  This solution has several 
   drawbacks.  First, it contributes to the growth of the BGP routing 
   tables by requiring each multihomed customer to advertise more than 
   one prefix [17].  Second, the solution is far from perfect and 
   assumes that the two /23 more specific prefixes carry almost the same 
   amount of packets.  If this is not the case or if the amount of 
   packets changes with time, then the more specific prefixes that need 
   to be advertised also need to change with time.  This is not 
   desirable as a multihomed customer willing to move some packets from 
   one link to another would need to send BGP updates that would change 
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              +---------------+          +---------------+ 
              |   UUNET/MCI   +-~-~-~-~-~+      AT&T     | 
              +------:--------+          +-------:-------+ 
                      \                         // 
                       \                       // 
                        \                     // 
                         \                   // 
             advertise 63.63.62.0/23   advertise 63.63.62.0/23 
             advertise 63.63.62.0/24   advertise 63.63.63.0/24 
                            \             // 
                             \           // 
                              \         // 
                               \       // 
                 receive default\     //receive default 
                            +----:----:-----+ 
                            |   Multihomed  | 
                            |    customer   | 
                            | 63.63.62.0/23 | 
                            +---------------+ 
 
             --- primary link to UUNET 
             === primary link to AT&T 
             -~- Internet 
 
                 Example of a load sharing implementation 
 
                                 Figure 4 
 
4.1.3.  Case 3 : Best Path 
 
   With BGP-based multihoming, several techniques can be used to select 
   the best path based on different definitions of best.  They all 
   require the multihomed customer to receive the full BGP routing 
   tables from its providers and run BGP.  A drawback of this solution 
   is that the definition of "best path" either depends on the limited 
   BGP attributes or must be tuned manually.  Measurements have shown 
   that there is not a strong correlation between the length of the AS 
   Path carried in BGP messages and the performance of path measured in 
   terms of delay or bandwidth [18]. 
 
   o  Best path is selected according to the BGP Decision process 
      depicted in [19] section 9.1. 
 
   o  Traffic is controlled by the BGP path selection algorithm of the 
      source of the traffic. 
 
   o  Manual changes can be used to move traffic from over-loaded links 
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4.2.  Shim6 host-based multihoming 
 
   The shim6 host-based multihoming technique is based on the assumption 
   that multihomed hosts will use one IPv6 address per provider.  It is 
   expected that most multihomed customers will use PA addresses.  In 
   this case, the multihomed customer does not need to advertise any 
   prefix with BGP.  The basic network scenario with shim6 is depicted 
   in Figure 5. 
 
 
                +---------------+         +---------------+ 
                |   UUNET/MCI   +-~-~-~-~-+      AT&T     | 
                |               |         |               | 
                |   2001::/48   |         |    2002::/48  | 
                +------:--------+         +-------:-------+ 
                        \                        // 
                         \                      // 
                          \                   // 
                           \                 // 
                            \               // 
                             \             // 
                              \           // 
                               \         // 
                            +---:--------:---+ 
                            |   Multihomed   | 
                            |    customer    | 
                            |                | 
                            |   2001::1:A    | 
                            |   2002::A:1    | 
                            +----------------+ 
 
                --- primary link to UUNET 
                === backup link to AT&T 
                -~- Internet 
 
                Example of a Primary/Backup implementation 
 
                                 Figure 5 
 
4.2.1.  Case 1 : Primary/Backup 
 
   With the current IPv6 and shim6 specifications, a primary/backup 
   implementation can be supported by using the default address 
   selection specified in [13].  This specification defines a table that 
   is used by each host to select the source address that it will use to 
   reach a given destination based on the type of address, the prefix 
   length and preferences that can be defined by the system 
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   address over the other.  However, no protocol has been defined to 
   allow a system administrator to distribute the current preferences to 
   its hosts.  This implies that the preference is rather static. 
 
4.2.2.  Case 2 : Load Sharing 
 
   Concerning load sharing, the current shim6 specification [4] can be 
   configured by using the preferences of the source address selection 
   mechanism to prefer one link over the other.  As with BGP-based 
   multihoming, this solution is static, it is difficult to dynamically 
   change the source address selection preferences of the hosts to 
   follow the evolution of the traffic patterns. 
 
4.2.3.  Case 3 : Best Path 
 
   The current shim6 specification does not expect that the hosts will 
   select the source and destination addresses for a shim6 session based 
   on performance metrics but does not preclude it.  An unrealistic 
   option would be to add a BGP and IGP routing table on each host to 
   allow them to select the best (source address,destination address) 
   pair based on BGP metrics.  Additional information about operator's 
   concerns with shim6 may be found in [20]. 
 
4.3.  Dual stack IPv4/IPv6 
 
   Several mechanisms have been proposed to ease the transition from the 
   current IPv4 Internet towards an IPv6 Internet.  As of today, nobody 
   expects that the IPv6 Internet will completely replace the IPv4 
   Internet quickly and that both Internets will coexist for several 
   years or more.  For the foreseeable future, many networks will be 
   attached to both IPv6 and IPv4 providers.  When considering the three 
   case studies, the dual stack IPv4/IPv6 hosts have several problems as 
   shim6 hosts discussed in the previous section.  The only difference 
   is that a host cannot switch from using IPv4 to using IPv6 for an 
   established flow (i.e., if IPv4 connectivity becomes broken but IPv6 
   connectivity remains active). 
 
4.4.  LISP and multihoming issues 
 
   The Locator/Identifier Separation Protocol (LISP) [5] is currently 
   being discussed within the IRTF Routing Research Group as one of the 
   possible alternatives to achieve a better scaling of the Internet 
   architecture.  LISP distinguishes between identifiers and locators. 
   The identifiers are used to identify endhosts.  The locators are 
   assigned to ingress routers that implement the LISP tunneling scheme. 
   When an endhost needs to contact a remote endhosts, it sends a packet 
   with its own identifier as source address and the identifier of the 
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   by the first LISP router on its path.  This router uses a mapping 
   system to query the locator that allows to reach the (identifier of 
   the) remote host and encapsulates the packet before sending it to the 
   locator associated to the remote host. 
 
 
                +---------------+          +---------------+ 
                |   UUNET/MCI   +-~-~-~-~-~+      AT&T     | 
                | 210.0.0.0/8   |          |   11.0.0.0/8  | 
                +------:--------+          +-------:-------+ 
                        \                         // 
                         \                       // 
                          \                     // 
                           \                   // 
                            \                 // 
                             \               // 
                              \             // 
                               \           // 
                              +----:----:-----+ 
                              |   Multihomed  | 
                              |    customer   | 
                              |    Locators   | 
                              | 210.1.2.0/29  | 
                              | 11.200.2.0/28 | 
                              +---------------+ 
 
               --- primary link to UUNET 
               === backup link to AT&T 
               -~- Internet 
 
                         Example of LISP scenario 
 
                                 Figure 6 
 
4.4.1.  Case 1 : Primary/Backup 
 
   With the current LISP specification, the primary/backup case can be 
   covered by considering the priority that is associated to an EID/ 
   locator mapping.  A LISP router will prefer the locator having the 
   highest priority.  This allows each LISP router to select the best 
   locator to reach a given destination. 
 
4.4.2.  Case 2 : Load Sharing 
 
   In addition to the priority mentioned above, LISP also associates a 
   weight to each locator.  When several locator have the same priority, 
   then load sharing should be performed among the different locators 
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4.4.3.  Case 3 : Best Path 
 
   If the LISP routers of the multihomed site run BGP, they can use the 
   BGP decision process to rank some routes over others.  However, as 
   explained earlier, the correlation between BGP attributes such as the 
   length of the AS Path and the performance of interdomain paths is 
   weak. 
 
 
5.  Application of the informed path selection service 
 
   In this section, we briefly discuss how the informed path selection 
   service could improve the performance of multihomed networks by 
   considering our three case studies.  As an example, we consider that 
   the informed path selection service is queried by hosts, but the same 
   result would apply for LISP routers. 
 
5.1.  Case 1 : Primary/Backup 
 
   By using the informed path selection service, the primary/backup case 
   can be easily solved.  Upon reception of a request, the server simply 
   needs to always place the prefixes that correspond to the primary 
   link at the top of the list and possibly remove the prefixes 
   associated to the backup link from the reply.  When the primary link 
   fails, the server updates its ranking to allow the hosts to use the 
   backup link instead. 
 
5.2.  Case 2 : Load Sharing 
 
   The load sharing case can be naturally solved by using an informed 
   path selection service.  Indeed, the service could easily track the 
   load on the different links and dynamically change its replies based 
   on the link load.  The NAROS protocol [16], proposed in the early 
   days of IPv6 multihoming, was designed to solve this problem and the 
   evaluation showed that it worked well [8]. 
 
5.3.  Case 3 : Best Path 
 
   The informed path selection service brings new benefits for the Best 
   path case as it allows the server to base its ordering on active 
   measurements to assess the performance of paths by considering 
   metrics such as delay or bandwidth.  The informed path selection 
   service is not restricted to the BGP information as in the current 
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5.4.  Other applications of the informed path selection service 
 
   The informed path selection service is not limited to multihomed 
   networks.  It can be used in any environment where several paths need 
   to be ranked based on policies and/or performance. 
 
   The peer to peer applications are clear candidate users for such a 
   service.  Some peer-to-peer applications already rely on heuristics 
   to prefer some sources over others.  A standardized path selection 
   service would allow several peer-to-peer applications to share the 
   same measurements.  Furthermore, an ISP or campus network running the 
   informed path selection service could influence providers used by the 
   packets sent/received by the hosts of its networks. 
 
   The informed path selection service could be associated to a DNS 
   resolver or server.  When a DNS resolver receives a DNS reply 
   containing several addresses for the same name, it could rank them 
   and return a ranked DNS response.  A DNS server implementing [21] 
   could contact the informed path selection service to update 
   dynamically the SRV RR of its local servers. 
 
   The informed path selection service could also be useful for 
   multihomed VoIP gateways that need to select the best VoIP gateway to 
   forward a voice call. 
 
 
6.  Related work 
 
   Several solutions have been proposed to improve the performance of 
   end-to-end paths.  A first approach was proposed with the RSVP 
   signaling protocol [22] and the Integrated Services Architecture 
   [23].  RSVP allows to reserve resources on all routers along and end- 
   to-end path but does not allow a host to prefer one path over 
   another.  Other signaling protocols have been or are being proposed 
   to install and maintain state on some intermediate nodes [24].  Our 
   proposed path selection service follows the end-to-end principle [25] 
   and does not create any state in intermediate nodes. 
 
   Due to scalability concerns, the Integrated Services Architecture has 
   not been widely deployed.  Differentiated Services [26] were 
   introduced as a more scalable solution based on packet marking. 
   Differentiated Services does not by itself allows hosts to prefer 
   some paths over others.  However, recent extensions to link state 
   routing protocols or the utilization of MPLS allow network operators 
   to provision different paths for different classes of services.  Our 
   proposed path selection service allows the client to also indicate a 
   DSCP in the request to support hosts and applications that are using 
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   services, it can easily cooperate with it. 
 
   Several researchers have proposed solutions to similar problems.  For 
   example, [27] proposed a mechanism where the source prefix of shim6 
   data packets is rewritten by the site routers.  The proposed informed 
   path selection service does not require routers to change source 
   prefixes. [12] proposed an oracle service that would be configured by 
   the network operator and queried by peer-to-peer applications.  The 
   oracle could be one of the ways to implement a path selection 
   service.  Other mechanisms have been proposed specifically for peer- 
   to-peer applications [28] [10] [11]. 
 
 
7.  Security Considerations 
 
   By ranking paths, the informed path selection service influences the 
   path that hosts will use to send packets to some destinations.  By 
   controlling the informed path selection service, an attacker diverts 
   packets through a path that he controls to create man-in-the middle 
   attacks or divert packets over an overload path to increase 
   congestion.  These problems are similar to the security issues with 
   DNS resolver since an attacker who controls a DNS resolver could 
   obtain similar results.  To mitigate these risks, it should be 
   possible for the clients that are using the informed path selection 
   service to authenticate the responses received from a server. 
 
 
8.  Conclusion 
 
   In this document, we have proposed an informed path selection service 
   that is able to rank paths based on policies or performance criteria. 
   A companion document [14] proposes a protocol to support this 
   service. 
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