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Kurzfassung
Ein Überschallmolekülstrahl aus hochschwingungsangeregten CO Molekülen wird von
Au(111) und Ag(111) Oberflächen gestreut. Dafür werden die einfallenden CO Moleküle
in dem X1Σ+(v = 17, J = 0) Zustand präpariert. Die gestreuten Moleküle werden
mittels resonanzverstärkter Multiphotonenionisation quantenzustandsspezifisch detek-
tiert. Es werden sowohl Schwingungszustands- und Rotationszustandsverteilungen als
auch Winkel- und Geschwindigkeitsverteilungen der gestreuten Moleküle präsentiert.
Hochrotationsangeregte Streuprodukte, schmale Winkelverteilungen, und finale Trans-
lationsenergien, die in Übereinstimmung mit dem Baule-Grenzwert sind, lassen auf
einen direkten Streumechanismus schließen. Die Wahrscheinlichkeit, dass CO(v = 17)
einen oder mehrere Schwingungsquanten verliert, ist für Kollisionen mit Ag(111) höher
als für Au(111). Für beide Metalle wird eine Zunahme der Relaxationswahrschein-
lichkeit mit erhöhter Translationsenergie der einfallenden Moleküle beobachtet. Diese
Abhängigkeit ist für Au(111) stärker ausgeprägt als für Ag(111). Ein umfassender Ver-
gleich mit Schwingungsrelaxationswahrscheinlichkeiten anderer Molekül-Oberflächen-
Systeme—diese umfassen zwei Moleküle (CO und NO), zwei Oberflächen (Gold und
Silber) und eine Vielzahl unterschiedlicher Schwingungsanregungen der einfallenden
Moleküle (2 ≤ v ≤ 17)—zeigt einen einheitlichen Trend auf, demzufolge die Relax-
ationswahrscheinlichkeit sowohl von der Austrittsarbeit der Oberfläche als auch von
der Elektronenbindungsenergie des Moleküls abhängt. Dies ist ein starker Hinweis da-
rauf, dass die elektronisch nichtadiabatische Wechselwirkung zwischen der Schwingung
des Moleküls und der elektronischen Anregung der Oberfläche durch einen Elektro-
nentransferprozess vermittelt wird. Die Relaxationswahrscheinlichkeit schwingungsan-
geregter Moleküle in einfachen Zusammenstößen mit Festkörperoberflächen kann dem-
nach auf Grundlage der energetischen Eigenschaften des isolierten Moleküls und der
isolierten Oberfläche vorhergesagt werden. Außerdem können durch Betrachtung der
Austrittsarbeit und der Elektronenbindungsenergie des Moleküls jene Molekül-Ober-
flächen-Systeme identifiziert werden, deren elektronisch nichtadiabatische Dynamik an





Supersonic molecular beams of highly vibrationally excited CO are scattered from atom-
ically clean Au(111) and Ag(111) surfaces. Specifically, incident CO is prepared in the
X1Σ+(v = 17, J = 0) state. Scattered molecules are detected quantum state-selectively
by means of resonance-enhanced multi-photon ionization. Final vibrational state distri-
butions and rotational state distributions are presented as well as time-of-flight distribu-
tions and angular distributions. Rotationally hot scattering products, narrow angular
distributions, and final translational energies consistent with the Baule limit indicate
a direct scattering mechanism. The vibrational relaxation probability of CO(v = 17)
at Ag(111) is higher than that at Au(111). For both metals, the vibrational relax-
ation probability increases with incidence translational energy. The incidence transla-
tional energy dependence is more pronounced for Au(111) than for Ag(111). The com-
parison to previously studied molecule-surface systems—including two molecules (CO
and NO), two surfaces (gold and silver), and various incidence vibrational excitations
(2 ≤ v ≤ 17)—reveals a unifying trend, according to which the vibrational relaxation
probability depends on both the work function of the surface and the electron binding en-
ergy of the molecule. This strongly suggests that an electron transfer process is essential
to the electronically non-adiabatic coupling between molecular vibration and electronic
degrees of freedom of the surface. Thus, for a single-bounce collision event with a metal
surface, the vibrational relaxation probability of a diatomic molecule can be predicted
simply by evaluating energetic quantities characterizing the isolated molecule and sur-
face. This allows easy identification of molecule-surface systems in which non-adiabatic
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1 Introduction
Simply put, the present work is about playing squash on the atomic scale. A molec-
ular beam consistent of carbon monoxide molecules is hit against a metallic wall and
the energetic states of the molecules are probed before and after the collision. This
way, energy transfer processes at the gas-solid interface can be investigated experimen-
tally. Accordingly, the present work constitutes a contribution to the field of chemical
dynamics at surfaces.
What is the field of chemical dynamics at surfaces all about? In general, the surface
of an object represents the object’s outermost layer. From a chemist’s point of view,
surfaces occur at the interfaces between different phases. The solid phase, the liquid
phase, and the gaseous phase, for instance, are states of matter that are generally known
from everyday experience. Thus, it is not surprising that surfaces and chemical processes
at surfaces are ubiquitous. A well-known example of such a process is the corrosion of
iron in the presence of water and air, a chemical reaction that nearly everyone has to deal
with at some point. From a microscopic point of view, the formation of rust is a complex
interplay between molecules and atoms that occur as gaseous oxygen, liquid water, and
solid iron. In the field of chemical dynamics at surfaces, chemists and physicists are
aiming at a fundamental understanding of such surface-chemical processes.—Dynamics
means the movement of, the forces acting on, and the energy transferred between atoms
and molecules. Chemical reaction means the cleavage and formation of bonds between
atoms during which reactant molecules are consumed and product molecules are formed.
At an early stage in the history of surface science [1], Johann Wolfgang Döbereiner
reported in 1823 [2] “that finely divided platinum powder has the astonishing ability
to convert hydrogen and oxygen to water by mere contact and without any external
influences.”1 This observation led to the invention of Döbereiner’s lamp, which was a
commercially available lighter that initiates a flame by exposing a sponge of platinum
to a mixture of air and hydrogen gas [3]. Here, the surface of the platinum serves as a
1“[...] daß das rein metallische staubförmige Platin die höchst merkwürdige Eigenschaft hat, das Wasser-
stoffgas durch bloße Berührung und ohne alle Mitwirkung äußerer Potenzen zu bestimmen, daß es
sich mit Sauerstoffgas zu Wasser verbindet [...].” Correspondence between Johann Wolfgang Döbe-
reiner and Johann Wolfgang von Goethe in July 1823 [2].
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catalytic agent that reduces the activation energy of the combustion reaction such that
the gas mixture ignites spontaneously. In 1902, Wilhelm Ostwald defined a catalyst as
“a substance which alters the rate of a chemical reaction without being part of the final
reaction products.”2 [4] Since then, the field of heterogeneous catalysis—the type of
catalysis in which the phase of the reactants differs from that of the catalyst—evolved
rapidly to one of the most important fields in surface science [5].
Nowadays, heterogeneous catalysis is crucial to many industrial applications or pro-
cesses found in everyday life. The catalytic converter in a car, for instance, catalyzes the
oxidation of poisonous CO to CO2 before the gas leaves the exhaust pipe. In large-scale
industrial applications, the majority of chemical reactions involve the use of a hetero-
geneous catalyst, for instance in the production of propargyl alcohol out of acetylene
and formaldehyde, in the hydrogenation of butynediol to form butanediol, in the Haber-
Bosch synthesis of ammonia out of nitrogen and hydrogen, in the steam reforming of
natural gas to produce hydrogen (CH4 + H2O
 CO + 3 H2), or in the water-gas shift
reaction (CO + H2O 
 CO2 + H2), just to mention a few. Even though the dras-
tic reduction of energy needed to run such chemical reactions is a great advantage, one
should not forget that heterogeneous catalysis often involves the use of transition metals
or related compounds that might be harmful to the environment.
In order to improve surface chemical reactions, the effect of pressure, temperature,
or composition on the reaction yield can be studied. However, this approach is limited
when it comes to large-scale applications because small test reactors are needed which
are possibly incapable of reproducing reaction conditions present in large-scale reac-
tors. As early as 1922, a fundamentally different approach was formulated by Irving
Langmuir [6], who was working in Göttingen at one of the first German institutes of
physical chemistry. Langmuir says, “most finely divided catalysts, such as platinum
black, or activated charcoal, etc., must have structures of great complexity [...]. In or-
der to simplify our theoretical consideration of reactions on surfaces, let us confine our
attention mainly to reactions on plain surfaces. If the principles in this case are well un-
derstood, it should then be possible to extend the theory to the case of porous bodies.”3
Langmuir’s approach aims at a fundamental understanding of elementary processes in
surface chemical reactions gained by studying model systems with reduced complexity.
This forms the cornerstone of a large field of fundamental research in surface chemistry
which comes along with the development of new strategies and methods.
The advent of new technologies around the 1960s unleashed the full potential of sur-
2“Ein Katalysator ist jeder Stoff, der, ohne im Endprodukt einer chemischen Reaktion zu erscheinen,
ihre Geschwindigkeit verändert.” Page 316 in Reference [4].
3Page 616 in Reference [6].
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face science as it is known in its present form, still following the approach proposed by
Langmuir. One of the most important pioneers in the field of modern surface science
is Gerhard Ertl [7], who received the Nobel Prize in Chemistry for his studies of chem-
ical processes on solid surfaces [1]. For example, he developed new methods to study
the catalytic synthesis of ammonia from the elements on iron and identified all surface
intermediates and their kinetics. In general, experimental setups designed and built
to study surface chemical reactions on the atomic scale combine a number of different
technologies, such as ultra-high vacuum (UHV) generation, rare gas ion sputtering, su-
personic molecular beam production, metal single crystal growth, and laser based light
sources. A number of surface sensitive methods and spectroscopic tools emerged, for
instance Auger electron spectroscopy (AES), low-energy electron diffraction (LEED),
X-ray and ultraviolet photoelectron spectroscopy (XPS and UPS), scanning tunneling
microscopy (STM), and atomic force microscopy (AFM). Thus, a large number of tools
is available to study elementary processes in surface chemistry. Studies of this kind
address the following questions. Is an atom or molecule that collides with a surface
directly scattered off of the surface or does it stick to the surface? If it sticks, is it
physisorbed or chemisorbed? What is the fate of the projectile’s incident translational
energy if it sticks? Does an adsorbed molecule dissociate on the surface or does it stay
intact? What are the underlying principles of dissociative adsorption and associative
desorption? To which surface site does a molecule bind? Does an adsorbed molecule
react with co-adsorbates preferentially on flat terraces or at atomic steps and kinks?
What are possible dissipation channels for energy released in chemical reactions at sur-
faces? Does a molecule that directly scatters off of the surface gain or lose translational
energy, vibrational energy, or rotational energy? Do molecular degrees of freedom (like
vibration, rotation, and translation) couple to surface degrees of freedom (like phonons
and electron-hole pairs)? By which mechanism is energy transferred between different
degrees of freedom? Which degree of freedom needs to be excited in order to drive a
chemical reaction along a certain reaction coordinate?
Surface chemistry evolved to a versatile field having impact on various applications
and technologies [8]. Current trends in fundamental research in this field are reviewed
in a selection of articles recently published in the journal Chemical Society Reviews,
which dedicated a whole issue to the topic “Surface Reaction Dynamics” [9]. Skimming
over the headlines of these articles reveals the equivalent importance of experimen-
tal and theoretical investigations in this field. It is the fruitful collaboration between
experimentalists and theorists that pushes the limits of our current understanding of
surface-dynamical processes.
Theorists are confronted with the challenge of predicting the outcome of complex
11
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surface-dynamical processes using ab initio methods. In 1931, Henry Eyring and Michael
Polanyi introduced the standard model of chemical reactivity in order to predict the
dynamics of chemical systems [10, 11]. Basically, their approach is twofold. First, a
potential energy surface (PES) is constructed by calculating the potential energy of
a chemical system for different geometric arrangements. Second, the PES is used to
calculate the dynamics of the system, which includes the movement of particles and
the energy exchanged between them. The standard model of chemical reactivity is
based on the Born-Oppenheimer approximation (BOA) [12], which drastically simplifies
the solutions of the Schrödinger equation for many-body problems by parametrically
separating the electronic motion from the nuclear motion. Based on the large mass
mismatch between electrons and nuclei, the Born-Oppenheimer approximation—also
known as the adiabatic approximation—assumes that the electronic configuration of
a system readjusts instantaneously to a change in the nuclear configuration. As a
consequence, dynamics on an adiabatic PES exclude electronic excitations induced by
nuclear motion.
The importance of accurate PES in understanding chemical reactivity cannot be
overstated [13]. For molecule-molecule interactions, theoretical models attain such a
high level of accuracy that the comparison to experiment requires the use of advanced
experimental techniques such as velocity-map imaging (VMI) [14, 15], Rydberg atom
tagging (RAT) [16], or Stark deceleration of molecular beams [17, 18]. For example,
crossed-molecular beam experiments taking advantage of the state selectivity and the
velocity control of Stark-decelerated molecular beams impressively reveal the quantum
nature of molecules by showing diffraction oscillations in the scattering of NO from rare
gas atoms, which is in good agreement with theory [19].
Indeed, many molecule-molecule interactions can be described within the adiabatic
picture. However, there are cases for which transitions between adiabatic potential en-
ergy surfaces—so-called electronically non-adiabatic transitions—need to be taken into
account. For example, this has been recently discussed for the vibrational relaxation of
NO(v = 1) in collisions with argon atoms [20]. In contrast to molecule-atom or molecule-
molecule interactions, electronically non-adiabatic effects may play a more pronounced
role in molecule-surface interactions, especially in the interaction of molecules with
metal surfaces. Due to the continuum of electronic states in the metal’s conduction
band, adiabatic states of a molecule-surface system can be very close in energy, which
facilitates non-adiabatic hops between those states. It is thus reasonable to question
the validity of the Born-Oppenheimer approximation when modeling molecule-surface
interactions [21, 22]. Accordingly, the study of electronically non-adiabatic dynamics at
surfaces evolved to an important field in surface science [23].
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Electronically non-adiabatic dynamics at surfaces are characterized by a coupling of
the nuclear motion of the molecule with electronic degrees of freedom of the surface.
Thus, non-adiabatic effects may occur in a number of processes such as the vibrational
relaxation of adsorbates, the vibrational excitation or relaxation of molecules in direct
surface-scattering events, or the dissipation of energy released during the adsorption or
reaction of molecules at surfaces. For instance, the scattering of H atoms from Au(111)
shows that the translational energy loss needed to make an H atom stick to a metal
surface relies on electron-hole pair (EHP) excitation in the metal [24]. The H/Au(111)
system represents one of the most fundamental atom-metal systems one can possibly
think of. Furthermore, the scattering of highly vibrationally excited NO(v = 15) from
Au(111) indicates that the vibrational relaxation during the molecule-surface encounter
is governed by an electron transfer from the metal to the molecule [25]. The NO/Au(111)
system serves as a benchmark system for non-adiabatic energy transfer at the gas-solid
interface as it is one of the most extensively studied molecule-metal systems.
Theorists put a lot of effort into constructing accurate molecule-metal interaction
potentials in order to model non-adiabatic dynamics at surfaces. Density functional
theory (DFT) is most commonly used in order to deal with the large number of atoms
in molecule-surface systems. Electronic friction (EF) based [26, 27] and independent-
electron surface hopping (IESH) based [28, 29] approaches have been developed to treat
the Born-Oppenheimer approximation breakdown in molecule-surface interactions. The
physical pictures of these approaches are fundamentally different. While EF describes
the motion of nuclei on a single effective PES and accounts for non-adiabatic effects
by means of frictional forces acting on the nuclei, IESH employs a multistate PES and
describes electron-hole pair excitations by hops between electronic adiabats. When it
comes to surface-scattering of vibrationally excited molecules, the comparison to ex-
periment shows that neither approach is yet capable of predicting the correct final
vibrational state distribution or the correct dependence on incidence parameters [30].
Further work by theorists and experimentalists is necessary to understand the mecha-
nistic details relevant to the vibrational relaxation of molecules at surfaces.
The present thesis is an experimental study on the vibrational relaxation of diatomic
molecules during single-bounce collisions with well-defined metal surfaces. The main
part of the present work focuses on the scattering of highly vibrationally excited CO
X1Σ+(v = 17, J = 0) from Au(111) and Ag(111), as sketched in Figure 1.1. Scattering
experiments include the measurement of final vibrational state distributions, final rota-
tional state distributions, angular distributions, and time-of-flight distributions probing
final translational energies. Throughout the experiments, the incidence translational
energy is varied between 0.27 eV and 0.57 eV. Major parts of results presented in this
13
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Figure 1.1: Electron transfer mediated vibrational relaxation of diatomic molecules at
metal surfaces. Three-laser excitation prepares incident CO in a highly
vibrationally excited state. Vibrationally excited CO is scattered from
an atomically flat silver or gold surface. Scattered molecules are laser-
detected by means of resonance-enhanced multi-photon ionization. The
figure is adapted from the front cover published in Physical Chemistry
Chemical Physics, Volume 21, Issue 4 [32].
thesis, primarily on vibrationally inelastic scattering, are published in peer-reviewed
journals [31, 32]. A smaller part of the thesis describes attempts that have been made
to utilize Stark-decelerated molecular beams in beam-surface scattering experiments.
Even though a little exotic, highly vibrationally excited molecules are excellent candi-
dates for the investigation of electronic non-adiabaticity in molecule-surface interactions
because they are likely to exhibit a strong vibration-EHP coupling [25]. So far, surface-
dynamical effects of highly vibrationally excited diatomic molecules have been studied
only for the NO molecule. Thus, results presented for highly vibrationally excited CO
14
represent an important extension to existing benchmark data. Together with previously
reported results, the results obtained for CO(v = 17)/Au(111) and CO(v = 17)/Ag(111)
complete a comprehensive data set which contains surface-dynamical information on var-
ious molecule-surface systems, including two molecules (CO and NO), two surfaces (gold
and silver), and different initial vibrational excitations (2 ≤ v ≤ 17). The comparison
of these systems confirm a unifying trend which has been proposed earlier [33, 34]: The
non-adiabatic propensity of a certain molecule-surface system increases with decreasing
surface work function and with increasing electron binding energy of the molecule. Now,
a sufficient amount of data is available to observe this trend when comparing vibrational
relaxation probabilities in different systems. This observation strongly suggests that the
vibrational relaxation of diatomic molecules at metal surfaces is mediated by an electron
transfer process.
The present work is structured as follows. Chapter 2 provides an introduction to elec-
tronic non-adiabaticity in general and to electronic non-adiabaticity in molecule-surface
interactions. Furthermore, the reader is introduced to the concept of Stark deceleration,
and to the energetic structure of the CO molecule, which is relevant to spectroscopic
methods mentioned in Chapter 3. Chapter 3 describes experimental setups and proce-
dures, including beam-surface scattering apparatuses and spectroscopic methods used
to prepare and detect certain quantum states of CO. Chapter 4 explains the analysis
that is performed on the raw data in order to yield vibrational state distributions, ro-
tational state distributions, angular distributions, and translational energies. Results
obtained for the scattering of CO(v = 17) from Au(111) and Ag(111) are presented
and discussed in Chapter 5. Chapter 6 describes the attempts that have been made to
use Stark-decelerated molecular beams in surface scattering experiments. Concluding






The word adiabatic stems from the Greek word adiabatos (α᾿διάβατος), meaning “not
to be passed” or “impassable”, from α᾿- (alpha privative), διά- (through), and βατός
(passable, accessible) [35]. A thermodynamic system is called adiabatic when it cannot
exchange heat with its surroundings. As heat cannot pass the border between the
system and its surroundings, energy exchange is only possible by means of work. In
the field of chemical reaction dynamics, however, a process is called adiabatic if the
reaction occurs on a single adiabatic potential energy surface (PES), meaning that the
system cannot pass the gap between two close-by PESs. In the adiabatic approximation,
the electronic wave function evolves from the reactant electronic configuration to the
product electronic configuration on a time scale that is fast compared to the movement
of nuclei. If, however, the instantaneous rearrangement of the electronic configuration is
not possible, the system hops from one adiabatic PES to another one and ends up in a
different electronic state. These hops are designated as non-adiabatic transitions. In the
following, the meaning of adiabaticity and non-adiabaticity is elucidated in more detail
by introducing the reader to concepts such as the Born-Oppenheimer approximation
(BOA) and potential energy surfaces. Electronic non-adiabaticity in chemical reaction
dynamics has been reviewed in a number of articles [23, 36–40], which form the basis of
the present section.
In the 1920s, the newly developed quantum theory provided a fundamentally new
understanding of the structure of atoms. For the lightest atom, the hydrogen atom,
quantum theory allows the exact computation of electronic energies and transition fre-
quencies between electronic states. As the complexity increases dramatically with the
number of interacting nuclei and electrons, exact numerical calculations are not possible
for larger systems such as heavier atoms and molecules. Nevertheless, Born and Op-
penheimer realized in 1927 that the lighter electrons move much faster than the heavier
nuclei. They concluded, to a good approximation, that the electronic configuration of
17
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a system readjusts instantaneously to a change in the nuclear configuration [12]. By
separating nuclear and electronic motion, the electronic energy of a system can be cal-
culated for a fixed nuclear configuration. By repeating this calculation for different
nuclear arrangements, a multidimensional map of electronic energies is obtained as a
function of nuclear coordinates, the so-called potential energy surface. Based on the
Born-Oppenheimer approximation, Eyring and Polanyi established the standard model
of chemical reactivity in 1931 by using potential energy surfaces to predict the reac-
tion dynamics of chemical systems [10, 11]. According to this model, a reacting system
evolves from the reactants to the products on a single PES in an electronically adiabatic
way. Since the model makes direct use of the Born-Oppenheimer approximation, it is
worthwhile to discuss the Born-Oppenheimer approximation in more detail in order to
elucidate the meaning of electronic adiabaticity. This requires a short mathematical
digression, which adapts the notation used by Tully [39, 40].
According to the first postulate of quantum mechanics, the properties of a certain
state i of a quantum mechanical system are entirely specified by the wave function
Ψi(r,R). The wave function contains information about the energy of the system as a
function of electronic coordinates r and nuclear coordinates R. Energy eigenvalues Ei
can be determined by solving the time-independent Schrödinger equation, in which the
Hamiltonian operator Hˆ acts on the wave function.
Hˆ |Ψi(r,R)〉 = Ei |Ψi(r,R)〉 (2.1)
Without considering spin-orbit interactions, the full non-relativistic molecular Hamilto-
nian operator can be written as
Hˆ = TˆN + Tˆe + Vˆe + VˆeN + VˆN, (2.2)
where TˆN and Tˆe describe the nuclear and electronic kinetic energy, and Vˆe, VˆeN, and






































|RM −RM ′ | (2.7)
M and k are indices for the nuclei and electrons, and N and l denote the total number
of nuclei and electrons, respectively. µM is the reduced mass, ~ is Planck’s constant, e
is the elementary charge, and zM is the charge associated with nucleus M .
Exploiting the large difference between the electronic and nuclear masses, the elec-
tronic motion can be separated from the nuclear motion by expressing Ψi(r,R) in terms
of an electronic basis function φi(r;R) and a nuclear basis function χi(R).
Ψi(r,R) = φi(r;R)χi(R) (2.8)
Electronic basis functions are chosen to be adiabatic, meaning that they depend para-
metrically on R. The parametric dependence is indicated by the semicolon. The elec-
tronic part of the Schrödinger equation (see Equation 2.10) can be solved for a given set
of stationary nuclear coordinates. The electronic wave functions φi(r;R) need to vary
continuously with R and form an orthonormal set for every value of R. The nuclear
wave functions χi(R) describe the motion of nuclei on the potential energy surface of a
certain electronic state i.
The electronic Hamiltonian Hˆel for fixed values of R is usually defined as
Hˆel = Tˆe + Vˆe + VˆeN + VˆN. (2.9)
In the adiabatic representation, the electronic basis functions are eigenfunctions of Hˆel.
Hˆel |φi(r;R)〉 = Ui(R) |φi(r;R)〉 (2.10)
Ui(R) is the eigenvalue of Hˆel for a certain electronic state i. Plugging Equations 2.8,
2.9, and 2.10 into 2.1 yields
Hˆ |φi(r;R)χi(R)〉 = (TˆN + Hˆel) |φi(r;R)χi(R)〉 (2.11)







φi(r;R) · ∇2M |χi(R)〉 (2.13)
+ 2 · ∇M |φi(r;R)〉︸ ︷︷ ︸
≈0
·∇M |χi(R)〉






According to the Born-Oppenheimer approximation, the electrons adjust instantaneously
to a change in nuclear positions and, thus, adjust to the same optimum configuration
that they would have if the nuclei were stationary. This excludes transitions between
different electronic states induced by nuclear motion. Consequently, terms in which the
nuclear operator ∇M acts on the electronic wave function φi(r;R) are neglected, as
indicated in Equation 2.13. The consequences of the Born-Oppenheimer approximation
become obvious when multiplying the Schrödinger equation from the left by φ∗i (r;R)
and integrating over all electronic coordinates r, which yields an infinite set of coupled
























































TN represents the kinetic energy of the nuclei. Uii(R) is the effective potential energy
surface, which describes the nuclear motion in the potential associated with the elec-
tronic state i. The diagonal elements T ′′ii arise from TˆN acting on the electronic wave
function. T ′′ii are non-adiabatic corrections to the potential energy surface. The off-
diagonal elements T ′ij , T ′′ij , and Uij govern the interaction between different electronic
states. In the adiabatic representation Uij vanishes and only the first and second deriva-
tive matrix elements T ′ij and T ′′ij are non-zero. These non-adiabatic interactions are
neglected in the Born-Oppenheimer approximation. For reasons of simplicity, the diag-
onal elements T ′′ii are also neglected because they are in the same order of magnitude
as the off-diagonal T ′′ij terms. By neglecting the terms governing the non-adiabatic















Figure 2.1: Schematic potential diagram of two adiabatic (solid) and diabatic (dashed)
potential energy surfaces of sodium iodide. Energies are not true to scale.
one and, thus, evolves electronically adiabatically on just one PES. This is why the
Born-Oppenheimer approximation is also referred to as the electronically adiabatic ap-
proximation.
The above mathematical digression can be summarized by
Hˆ |Ψi(r,R)〉 ≈ HˆBO |χi(R)〉 (2.16)







∇2M |χi(R)〉+ Uii(R)χi(R) (2.18)
= Ei |χi(R)〉 , (2.19)
where HˆBO is the Born-Oppenheimer-adapted Hamiltonian operator. The first term
on the right side of Equation 2.18 describes the kinetic energy of the nuclei while the
second term describes the potential energy of nuclei.
Figure 2.1 shows an example of adiabatic potential energy surfaces (solid) representing
two electronic states of NaI. In the ground electronic state, the system has an ionic
character at short bond lengths and a covalent character at long bond lengths. When
ground state NaI dissociates to form a neutral sodium atom and a neutral iodine atom,
the electronic configuration switches from ionic to covalent as the nuclear configuration
changes such that the system always remains in the ground electronic state. The system
evolves adiabatically on the lowest potential energy surface. When, however, ground
state NaI dissociates to Na+ and I−, the electronic configuration does not adjust to the
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optimum configuration and stays ionic. The system follows the diabatic curve (dashed)
and the dissociation products end up in an electronically excited state.
As indicated in Figure 2.1, adiabatic potential energy curves of the same symme-
try do not cross. The Born-Oppenheimer approximation neglects interactions between
these curves. However, in regions where adiabatic potential energy surfaces approach
one another, off-diagonal matrix elements describing the coupling of states contribute
significantly to the total energy of the system and can no longer be neglected. In such
regions, the Born-Oppenheimer approximation breaks down and the nuclear momentum
may induce a hop between adiabatic potential energy surfaces. These hops are called
electronically non-adiabatic transitions. For example, the observation of electronically
non-adiabatic dynamics is demonstrated by Rose et al., who excited NaI by generating
a wave packet oscillating in the potential energy well of the excited adiabat [41]. Each
time the packet passes the region where the diabatic curves cross, a fraction of the
molecules undergo non-adiabatic transitions to the lower potential energy surface and
dissociate by forming neutral Na and I atoms. As a consequence, a periodic increase of
the Na concentration consistent with the wave package oscillation period is observed.
The non-adiabatic transition probability increases not only near avoided crossing
regions where adiabatic potential energy surfaces approach one another, but also when
the nuclear velocity along the reaction coordinate increases. This is obvious from T ′ij
off-diagonal elements, which dominantly govern the non-adiabatic interactions. T ′ij is
velocity dependent as the differential operator ∇M = ∂/∂RM acts on the nuclear wave
function χi(RM). In the two-state model, a measure for the non-adiabatic interaction
strength is given by the Massey parameter ξ [42].
ξ =
∣∣∣∣∣ ~R˙dijUi − Uj
∣∣∣∣∣ (2.20)
R˙ is the classical nuclear velocity, dij = 〈φi|∇Mφj〉 represents non-adiabatic couplings
as they appear in T ′ij , and Ui and Uj are the adiabatic energies of states i and j,
respectively. As a rough guide, electronically non-adiabatic transitions are favorable
when ξ  1, meaning that the nuclear velocity and non-adiabatic couplings are large
and the energy difference between the states is small. Following a similar approach, the
transition probability pLZ can be estimated using the Landau-Zener formula [43].






Ekin is the kinetic energy of nuclei, ∆U = Ui − Uj , and ∆F is the difference in the
slopes of two asymptotes describing the adiabatic potentials in the avoided crossing
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region. Here, ∆F is a measure for the non-adiabatic coupling. Further details on
non-adiabatic transitions in the two-state approximation are reported elsewhere [44].
2.1.2 Electronically Non-Adiabatic Dynamics at Surfaces
As indicated by Equation 2.20, an electronically non-adiabatic event is likely to occur
at nuclear configurations where the spacing between adjacent electronic states is small.
Due to the lack of a band gap, metal surfaces exhibit a large density of electronic states
near the Fermi energy. A system in which a molecule resides in the vicinity of a metal
surface has a large number of closely spaced electronic states.
A molecule may accept an electron from the surface forming an anionic species if
the energy released by attaching an electron to the molecule exceeds the energy that
is needed to elevate a surface electron above the vacuum level. Of course, the electron
transfer (ET) can proceed in an electronically adiabatic manner. However, an elec-
tronically non-adiabatic electron transfer from the surface to the molecule is likely to
occur because of the continuum of occupied electronic states. See Panel (A) of Figure
2.2. Similarly, an anionic molecule that leaves the surface may transfer the electron
back into one of the numerous unoccupied electronic states of the metal, as indicated
in Panel (B). For systems in which the momentum and kinetic energy coupling terms,
T ′ij and T ′′ij , respectively, are significantly large, the Born-Oppenheimer approximation
breaks down and electronically non-adiabatic dynamics dominate the molecule-surface
interaction. This leads researchers to pose questions like, “Can we trust the Born-
Oppenheimer approximation for surface chemistry?” [21] and “How non-adiabatic are
surface dynamical processes?” [22] Consequently, electronically non-adiabatic surface
dynamics has become an important field of research in surface science, which has been
explored by both experimentalists [21–23, 45] and theorists [34, 46–48] for more than
30 years.
A large variety of approaches have been taken to study non-adiabatic surface dy-
namics. Methods such as reflection absorption infrared spectroscopy (RAIRS), surface
enhanced Raman spectroscopy (SERS), and sum frequency generation (SFG) are em-
ployed to investigate the vibrational dynamics of adsorbates [49]. The lifetime of vibra-
tionally excited adsorbates is much shorter on metal surfaces than on insulator surfaces
because of the non-adiabatic coupling between molecular vibration and electron-hole
pairs (EHPs) in the metal [50, 51]. In surface femtochemistry, the vibrational excita-
tion as well as the desorption and chemical conversion of adsorbates are initiated by
photo-excited electron-hole pairs that interact with vibrational degrees of freedom of

















Figure 2.2: Adiabatic potential energy surfaces for a hypothetical molecule A in the
vicinity of a metal surface. Panel (A): The approaching molecule may ac-
cept an electron from a variety of different electronic states in the surface
if electronically non-adiabatic transitions occur. Non-adiabatic transitions
are indicated by the arrows. Panel (B): When the anion A− leaves the sur-
face, the electron is transferred back to the surface and an excited electron-
hole pair is generated if the system suffers non-adiabatic transitions. The
figure is adapted from Figure 1 in Reference [21].
tions can relax in an electronically non-adiabatic way by transferring energy to surface
electrons, which results in chemiluminescence at or exo-electron emission from surfaces
[53, 54]. The detection of exo-electrons provides direct evidence for electronically non-
adiabatic energy dissipation at surfaces. An alternative way to observe non-adiabatic
dynamics directly is the measurement of chemicurrents induced by the adsorption or
chemical reaction of gaseous molecules at the surface of metal-semiconductor [55] (Schot-
tky diode) or metal-insulator-metal detector devices [56, 57]. With the advent of molec-
ular beams in surface science, quantum-state resolved studies on energy transfer [58, 59]
and reaction dynamics [60] in single-bounce molecule-surface collisions has become feasi-
ble. The remainder of this section briefly reviews electronically non-adiabatic dynamics
in direct molecule-surface scattering events [21, 45, 61], providing background knowledge
for experimental results presented and discussed in Chapter 5.
In 1985, Rettner et al. reported the direct vibrational excitation of ground-state
NO in collisions with a Ag(111) surface [62, 63]. The excitation probability of the
NO(v = 0)→ NO(v = 1) process increases with incidence translational energy and de-
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pends strongly on surface temperature. These findings provide evidence for an electroni-
cally non-adiabatic energy transfer in which the nuclear motion of the diatomic molecule
couples to excited electron-hole pairs in the surface. An electron transfer mechanism, in
which an electron jumps from the surface to the molecule forming a short-lived anionic
species, has been proposed in order to explain the experimental observations [64, 65].
See Section 5.3.2 for detailed information about the mechanism. In contrast to non-
adiabatic energy transfer [66], electronically adiabatic vibrational excitation at surfaces
depends only weakly on the surface temperature. The electronically adiabatic energy
transfer—also referred to as mechanical energy transfer—is characterized by a threshold
behavior observed in the translational energy dependence of the vibrational excitation
probability, which strongly suggests direct conversion of translational to vibrational
energy, as reported for the scattering of ammonia at Au(111) [67].
To date, vibrational excitation via coupling to electron-hole pairs has been reported
for a variety of molecule-surface systems, including NO/Cu(110) [68], NO/Au(111) [69–
72], HCl/Au(111) [73, 74], CO/Au(111) [75–77], and N2/Pt(111) [78]. The NO/Au(111)
system is the most thoroughly studied system and serves as a model system for the de-
termination of absolute vibrational excitation probabilities in single- and multi-quantum
vibrational excitation [70]. The Arrhenius-like surface temperature dependence with ac-
tivation energies similar to the energy spacing between vibrational levels indicates that
the excitation energy stems from thermally excited electron-hole pairs [66, 70].
Further insights into non-adiabatic surface dynamics are gained by studies on the vi-
brational relaxation of excited molecules (v > 0) [79–82]. In these studies, the molecule
loses vibrational energy during the collision event by exciting electron-hole pairs in the
metal. In particular, the scattering of highly vibrationally excited molecules (v  0) at-
tracted special attention because the observed surface dynamics are strongly dominated
by electronic non-adiabaticity [25]. NO(v = 15) scattered from Au(111) undergoes
multi-quantum vibrational relaxation, giving rise to a distribution of vibrational energy
loss that peaks at ∆v = −7,−8. The vibrational energy loss is inhibited when high-v
NO is scattered from LiF(001) [83], supporting the hypothesis that vibrational energy
is gained or lost through non-adiabatic coupling to surface electrons. Further studies
investigating the dependence of molecular orientation on the scattering dynamics of
highly vibrationally excited NO are consistent with the non-adiabatic picture [84–87].
Perhaps the most compelling evidence for electronic excitation induced by the nu-
clear motion of a vibrating molecule is the vibrationally promoted emission of electrons
observed when highly vibrationally excited NO is scattered from a low-work function
surface [88–91]. As the vibrational energy of NO(v = 15) exceeds the work function
of a cesium covered Au(111) surface, multi-quantum vibrational relaxation excites a
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surface electron above the vacuum level. Electron emission is observed as soon as the
incident molecule is prepared in a vibrational state that carries along sufficient energy
to overcome the work function. Kinetic energy distributions of the ejected electrons are
consistent with the vibrational energy loss [92, 93].
In order to elucidate the nature and the underlying mechanism of electronically non-
adiabatic dynamics in molecule-surface scattering, it is worth extending the aforemen-
tioned experimental findings with ab initio theoretical investigations. The NO/Au(111)
system serves as a benchmark system for theory because the system exhibits strong
non-adiabaticity and has been extensively studied by experimentalists. Two conceptu-
ally different approaches have been developed by theorists to explain and predict the
scattering outcome. For systems with weak non-adiabatic couplings, electronic fric-
tion based models [26, 27, 94] are commonly used to go beyond the Born-Oppenheimer
approximation [95–97]. The coupling of low-energy electron-hole pair excitations to
the nuclear motion of molecules at surfaces are treated by introducing a friction force
to the classical equations of motion. For systems with strong non-adiabatic interac-
tions, independent-electron surface hopping (IESH) based approaches are used, which
explicitly include transitions between adiabatic electronic states [28, 29]. Combined
theoretical and experimental studies [30, 34, 71, 72, 82] show that, for the scattering of
highly vibrationally excited NO from Au(111), neither the vibrational energy loss nor
the incidence translational energy dependence of the relaxation probability is predicted
correctly [30]. However, the trend in the velocity dependence is accurately described by
a semi-empirical approach assuming anion-mediated vibrational relaxation [98].
2.2 Electronic Spectroscopy of Carbon Monoxide
The quantum-state resolved surface scattering of CO requires extensive knowledge of the
energetic structure and spectroscopy of CO. For example, optical transitions observed
in resonance-enhanced multi-photon ionization (REMPI) spectra need to be correctly
assigned in order to determine final vibrational state and final rotational state distribu-
tions. Both quantum-state selective detection and preparation of CO, as mentioned in
Section 3.4.1, involve multiple electronic states. The present section provides relevant
background about the electronic spectroscopy of CO by briefly introducing the quan-
tum numbers of diatomic molecules, term symbols of diatomic molecules, and selection
rules for electronic transitions. For a more detailed description, the reader is referred
to Reference [99], which forms the basis of the present section.
26
2.2 Electronic Spectroscopy of Carbon Monoxide
Quantum Numbers of Diatomic Molecules The negatively charged electrons hold the
positively charged nuclei of a molecule together. The motion of the electrons determines
the electronic state of the molecule. In other words, the electronic state is defined
by the orbitals which are occupied by the electrons. The energy difference between
electronic states is usually in the range of several eV. In a single atom, electrons move
in a spherically symmetric field force. Their motion is described by the orbital angular
momentum L, as long as the spin of the electrons is neglected. In diatomic molecules,
the symmetry is reduced and the specification of L is impossible. Due to the axial
symmetry, however, the electronic motion can be described by the projection of L on
the internuclear axis, ML = L,L − 1, ...,−L. Note that bold letters indicate a vector
while non-bold letters indicate absolute values of quantum numbers. In the absence of
a magnetic field, ML states with opposite sign are degenerate. Thus, the component
of the electronic orbital angular momentum along the internuclear axis, Λ = |ML| =
0, 1, 2, 3, ..., L, is used to specify the electronic state of a diatomic molecule. States with
Λ = 0, 1, 2, 3, ... are designated as Σ,Π,∆,Φ, ... states. Π,∆,Φ, ... states are doubly-
degenerate, while Σ states are non-degenerate.
Some of these electronic states may exhibit a multiplet structure caused by the inter-
action with the spin of the electrons. The total spin angular momentum S is either an
integer or half integer depending on whether the number of unpaired electrons in the
molecule is even or odd, respectively. For Σ states, the orientation of the spin vector is
fixed in space as long as the molecule is not rotating. In contrast to Σ states, Π,∆,Φ, ...
states with Λ 6= 0 exhibit an internal magnetic field due to the orbital motion of the
electrons. This field induces a precession of the spin vector about the internuclear axis.
The projection of the spin vector onto the internuclear axis is denoted by the quantum
number Σ, which must not be confused with the aforementioned term symbol Σ. The
spin component along the internuclear axis Σ runs in integer steps from −S to S. Ac-
cordingly, the spin multiplicity is 2S + 1. Note that the spin quantum number Σ is not
defined for Σ states with Λ = 0.
The multiplet structure of electronic states results from the coupling between Λ and
Σ. The projection of the total electronic angular momentum onto the molecular axis is
given by Ω = |Λ + Σ|. The number of different Ω states is given by the spin multiplicity
2S + 1.
A certain electronic state of a diatomic molecule is characterized by the term symbol
2S+1ΛΩ. The term symbol may also contain information about the symmetry properties
of the electronic eigenfunction. For heteronuclear diatomic molecules, + and − indicate
whether the sign of the wave function changes upon reflection through a plane that
contains the internuclear axis. For homonuclear diatomic molecules, g and u indicate
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the symmetry with respect to molecule-frame inversion on the wave function. In order to
label electronic states, term symbols are preceded by an alphabetic letter. Usually, small
letters are used when the spin multiplicity differs from that of the ground state. For
example, the ground electronic state—commonly denoted by X—of CO is X1Σ+. The
first electronically excited state is a3Π, which exhibits a multiplet structure according
to 3Π0, 3Π1, and 3Π2.
Rotational Structure of Electronic States So far, the effect of nuclear rotation on
the spin and orbital angular momenta of the electrons has not been considered. In the
following, the coupling between nuclear rotation and electronic angular momentum will
be discussed for electronic states that are relevant to spectroscopic methods applied in
this thesis, namely 1Σ+, 1Π, 3Σ−, and 3Π.
For 1Σ states, both S and Λ are zero and, consequently, the total angular momentum
J is simply given by the momentum of nuclear rotation N . Rotational energies of CO
X1Σ+ are approximately given by
Erot = BvJ(J + 1). (2.22)
The rotational constant Bv takes the effect of nuclear vibration into account and can
be expanded as




+ . . . . (2.23)
Be is the rotational constant Be = h/(8pi2cIe) with Ie being the moment of inertia, αe
describes the rotation-vibration interaction, and v is the vibrational quantum number.









J(J + 1)− Λ2
]l
(2.24)
Expansion coefficients Ykl represent vibrational and rotational constants. Dunham co-
efficients for CO X1Σ+ are available from spectroscopic investigations [102]. The rota-
tional structure of 1Σ+ states is sketched in Figure 2.3.
Dunham coefficients are also available for CO A1Π [103]. However, the situation is
more complicated for 1Π states, where S = 0 and Λ = 1. The two-fold degeneracy of
Λ 6= 0 states is lifted because the nuclear rotation N couples to the orbital angular
momentum Λ of the electrons. The effect is called Λ-type doubling. Usually, the
splitting is very small and can be neglected for low J states. Since the Λ-splitting
increases with increasing nuclear rotation, the effect may become more relevant for high
J states, as indicated in Figure 2.3.
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Figure 2.3: Energy level diagram illustrating the rotational structure of the 1Σ+, 1Π,
3Σ−, and 3Π electronic states of diatomic molecules. Energy spacings
between rotational levels, Λ doublets, or spin triplets are not drawn to
scale.
For 3Σ− states with S = 1 and Λ = 0, the spin is not coupled to the internuclear
axis and the spin quantum number Σ is not defined. In this case, the coupling between
nuclear rotation and electronic angular momentum is described by Hund’s coupling case
(b) [104], in which the nuclear rotation N couples to the orbital angular momentum Λ,
if not zero, forming a total angular momentum apart from spin K = Λ, Λ + 1, Λ + 2,
etc. K is identical to N when Λ = 0. K and S form the total angular momentum J
with J = K + S, K + S − 1, ..., |K − S|. For 3Σ− states, the coupling between K and
S results in a spin tripling of rotational states. See Figure 2.3.
The rotational structure of 3Π states with Λ = 1 and S = 1 can be described by
Hund’s coupling case (a) [104]. Both the orbital angular momentum and the spin
angular momentum couple to the internuclear axis forming the total electronic angular
momentum Ω. Here, possible values of Ω are 0, 1, and 2, representing three electronic
states of the same triplet manifold. See Figure 2.3. Ω couples to the nuclear rotationN
to form the total angular momentum J with J = Ω, Ω + 1, Ω + 2, etc. As in 1Π states,
coupling between the rotation of nuclei and the orbital angular momentum of electrons
results in Λ-type doubling. In contrast to Ω = 1 and 2, Ω = 0 exhibits a relatively
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strong Λ-splitting for small J and the splitting is almost independent of J .
Selection Rules Selection rules tell whether an electric dipole transition between two
quantum states is allowed, but they do not predict the transition strength. Generally,
selection rules are derived by evaluating the transition dipole moment between two
states.
In electric dipole transitions, the selection rule for the total angular momentum is
∆J = 0,±1, with the restriction J = 0 9 J = 0. (2.25)
Furthermore, the following symmetry selection rules hold for rovibronic transitions.
+↔ − + = + −= − (2.26)
For Hund’s case (a) and (b) states, the projection of the orbital angular momentum
can change by
∆Λ = 0,±1, (2.27)
meaning that Σ—Σ, Σ—Π, Π—Π, Π—∆, etc. transitions are allowed, but transitions
such as Σ—∆ are not allowed. In addition, transitions between Σ+ and Σ− states are
not allowed. However, Σ+—Σ+ and Σ−—Σ− as well as Π—Σ+ and Π—Σ− transitions
are allowed. Note that + and − given in the term symbols refer to the parity of the
electronic part of the wave function and that the electronic selection rules should not
be confused with the rovibronic selection rules given in Equation 2.26.
Experiments presented in the present thesis employ the A1Π ← X1Σ+ transition
for quantum-state selective detection of CO molecules. Rotational bands exhibit a
P-branch with ∆J = −1, a Q-branch with ∆J = 0, and an R-branch with ∆J =
+1. Note from Figure 2.3 that the lowest J in 1Π states is J = 1. Thus, the P(1)
and the Q(0) transitions do not occur in the spectrum. When calculating rotational
transition intensities, the magnetic quantum number MJ need to be considered. MJ is
the projection of J in laboratory frame. The number of possible MJ states is 2J + 1. In
general, the selection rule ∆MJ = 0,±1 holds. However, MJ = 0→MJ = 0 transitions
are forbidden for the Q-branch because of the conservation of angular momentum during
the molecule-photon interaction. See Section 4.4 for more details on rotational transition
strengths.
Concerning the spin quantum number S, the spin multiplicity must not change during
electronic transitions.
∆S = 0 (2.28)
30
2.3 Stark Deceleration of Molecular Beams
However, this selection may be lifted if the coupling between S and Λ is strong, which
is the case for heavy nuclei, or if states with different spin multiplicity mix with one
another. As mentioned in Section 3.4.1, the laser preparation of highly vibrationally
excited CO involves the optical excitation of the a3Π1 ← X1Σ+ transition and the
e3Σ− → X1Σ+ transition. The transition strength of the spin-forbidden a3Π—X1Σ+
Cameron band arises from spin-orbit mixing between the a3Π state and the A1Π state
[105]. The transition strength of the e3Σ− → X1Σ+ transition originates from a pertur-
bation that affects only low J states of e3Σ−(v = 12). Due to the mixing of e3Σ−(v = 12)
with A1Π(v = 8), the e3Σ−(v = 12, J = 1) triplet state attains partial singlet character.
In addition, the Σ− = Σ+ selection rule is weakened because of the Π character. As a
result, transitions from e3Σ−(v = 12, J = 1) back into the X1Σ+ manifold are possible.
See Reference [106] for further details on the e3Σ−(v = 12) ∼ A1Π(v = 8) perturbation.
Vibronic Transitions A1Π(v′) ← X1Σ+(v′′) REMPI spectra presented in Section 5.3
show a number of different vibrational bands v′-v′′. Each vibrational band consists of
rotational lines that obey the aforementioned selection rules. Concerning vibrational
bands, there is no restriction for ∆v in electronic transitions. However, the transition
probability of different vibrational bands may vary drastically. The relative transition
probability of vibrational bands in excitation spectra are given by the so-called Franck-
Condon factor ∣∣∣∣∫ ψ′∗v ψ′′vdτv∣∣∣∣2 , (2.29)
which represents the overlap integral of the vibrational wave function of the lower state,
ψ′′v , and that of the upper state, ψ′v.
When, however, considering spontaneous emission from an electronically excited state,
the vibrational population distribution in the lower electronic state is governed by the
Einstein A coefficient, which is proportional to the Franck-Condon factor multiplied
with the cubed transition frequency ν.
A ∝
∣∣∣∣∫ ψ′∗v ψ′′vdτv∣∣∣∣2 ν3 (2.30)
2.3 Stark Deceleration of Molecular Beams
This section provides a brief introduction to the Stark effect and how it can be exploited
to manipulate the velocity of molecular beams. Special emphasis is put on the Stark
effect in CO. For a detailed description of the Stark effect in diatomic molecules, the
reader is referred to References [18, 99]. The use of the Stark effect for the manipulation
of molecular beams is reviewed elsewhere [18, 107, 108].
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The Stark effect describes the force that acts on an electric dipole in the presence of
an electric field. While an electric charge is translationally accelerated in the presence
of a homogeneous electric field, an electric dipole merely feels an orienting force. In
an inhomogeneous electric field, however, the electric dipole experiences translational
acceleration. Depending on its orientation with respect to the electric field lines, the
dipole is attracted to or repelled from areas with increasing field strength. A dipole that
is attracted is called high-field seeking and a dipole that is repelled is called low-field
seeking.
The Stark effect can be observed for molecules that possess a permanent electric
dipole moment and for atoms in which an electric dipole moment is induced by the
external field. In the presence of an electric field, certain quantum states may shift in
energy. High-field seeking states are stabilized in energy while low-field seeking states
are destabilized. This results in a shift or splitting of spectral lines, firstly observed in
1913 by Johannes Stark who investigated the influence of electric fields on the spectral
properties of hydrogen and helium atoms [109].
In order to understand the Stark effect in diatomic molecules, a closer look at the
energetic structure of quantum states is required. As introduced in Section 2.2, the total
angular momentum J includes the orbital motion of electrons, the spin of electrons, and
the nuclear rotation. Each J state is 2J + 1 degenerate. The interaction between the
molecule and the field induces a precession of J about an axis that is parallel to the
direction of the electric field lines. The component of the total angular momentum along
the field direction (space quantization) is then given byMJ = −J, −J + 1, ..., J . Thus,
the presence of an electric field lifts the degeneracy of J states. Since the sense of nuclear
rotation in the electric field has no effect on the energy of the system, MJ states with
opposite sign are equal in energy. Accordingly, the electric field induces a splitting into
J + 1 sets of states which are doubly degenerate except for the non-degenerate MJ = 0
state.
In the ground electronic state, X1Σ+, CO has a small permanent dipole moment
of 0.11D [110]. However, Σ states do not show a linear Stark splitting because the
electric dipole moment of the molecule is oriented perpendicular to the total angular
momentum. Consequently, the mean dipole moment along the electric field direction
is zero. However, due to the interaction with the field, Σ states may have a second
order Stark effect, which is generally much weaker than the first order Stark effect. The
splitting increases with the square of the electric field strength.
In its first electronically excited state, a3Π, CO has a much higher dipole moment
which is 1.37D [111] and exhibits a first order Stark effect. The lifetime of the metastable
a3Π1(v = 0, J = 1) state is 2.63ms [112] which makes it suitable for molecular beam
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Figure 2.4: Panel (A) illustrates the electronic fine structure of CO a3Π(v = 0). Panel
(B) depicts the + and − parity levels of CO a3Π1(v = 0, J = 1). The first
order Stark splitting of the Λ-doublet is shown as a function of electric
field strength.
experiments. The electronic fine structure of CO a3Π is illustrated in Panel (A) of
Figure 2.4. Energy levels are calculated [113] by using effective Hamiltonians [114, 115]
for vibronic excitation, nuclear rotation, spin-orbit coupling, spin-rotation coupling,
and spin-spin coupling [116]. The relevant molecular constants are given in Reference
[111]. Panel (B) illustrates the Stark effect of CO a3Π1(v = 0, J = 1) at low electric
field strength. In the presence of an electric field, the + parity level splits into two
components characterized by MJΩ = 0 and MJΩ = −1. While MJΩ = 0 is not affected
by the field, MJΩ = −1 rises in energy with increasing field strength. Describing
the electronic wave functions of CO a3Π with a Hund’s case (a) basis set |J,MJ ,Ω〉,
the MJΩ = −1 component comprises of the |1, 1,−1〉 state and the |1,−1, 1〉 state.
Since the energy of these states increases with electric field strength, the mean dipole
moment of the rotating molecule is oriented antiparallel with respect to the electric
field vector, which makes these states low-field seeking states. The − parity level of
the a3Π1(v = 0, J = 1) Λ-doublet splits into a MJΩ = 0 component, which is also
unaffected by the electric field, and a MJΩ = 1 component, which comprises of the
high-field seeking |1, 1, 1〉 and |1,−1,−1〉 states.
The first order Stark energy is defined as WSt = −~µ · ~E, where ~µ is the electric
dipole moment vector and ~E is the electric field vector. For a Hund’s coupling case
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(a) molecule, the first order Stark energy shift of Λ-doublet levels with opposite sign is
given by
〈J,MJ ,Ω,±| − ~µ~E|J,MJ ,Ω,∓〉 = − MJΩ
J(J + 1) |~µ||
~E|. (2.31)
|~µ| is the absolute value of the electric dipole moment, and | ~E| is the absolute value of
the electric field strength. J ,MJ , and Ω are quantum numbers specifying the rotational
state, as introduced in Section 2.2. For small electric field strength, the energy of the
mixing Λ-doublet states is approximately given by the effective 2×2 Hamiltonian matrix EΛ2 − MJΩJ(J+1) |~µ|| ~E|
− MJΩJ(J+1) |~µ|| ~E| −EΛ2
 (2.32)













Panel (B) of Figure 2.4 shows a plot of these eigenenergies.
The Stark effect can be exploited in many different ways to manipulate molecular
beams, for example in order to orient molecules in the laboratory frame, to select cer-
tain quantum states, to change the propagation direction of molecular beams, or to alter
their speed. In the present thesis, experiments are described in which a Stark decelerator
is used for precise tuning of the velocity of a CO molecular beam. Prior to Stark decel-
eration, the low-field seeking component of laser-prepared CO a3Π1(v = 0, J = 1,+) is
selected by a hexapole device, which focuses the metastable beam into the decelerator.
The hexapole device comprises of six parallel oriented stainless steel rods which are
positioned equidistantly on a circle. The main molecular beam axis runs through the
center of this circle. The rods are set under high voltage with alternating polarity,
creating an inhomogeneous electric field perpendicular to the propagation direction of
the molecular beam. If the CO a3Π1(v = 0, J = 1,+) beam entering the hexapole
is slightly tilted with respect to the hexapole axis, the low-field seeking MJΩ = −1
component is bent and focused onto the hexapole axis where the electric field strength
is weakest [117]. Thus, the hexapole serves as a state-selecting device [118–120].
Changing the speed of molecular beams requires the use of time-varying inhomoge-
neous electric fields that vary along the propagation direction of the molecular beam.
The principle of Stark deceleration is sketched in Figure 2.5. A heteronuclear diatomic
molecule prepared in a low-field seeking quantum state approaches the inhomogeneous
electric field generated between a pair of rod-shaped high voltage electrodes. When the
molecule enters the electric field, it is slowed down until it arrives at a point where the
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Figure 2.5: Stark deceleration of a low-field seeking diatomic molecule in a time-
varying electric field ~E. Electric dipole moment and velocity of the
molecule are indicated by ~µ and ~v, respectively. The electric field is gen-
erated between two rod-shaped high voltage (HV) electrodes. The trans-
lational energy loss is illustrated in a simplified picture which shows a ball
rolling up a potential energy hill.
electrode-electrode distance is shortest and the electric field is strongest. The molecule
will regain its translational energy when it exits the electric field. If, however, the elec-
tric field is switched off when the molecule is located directly in between the electrodes,
it will keep its reduced velocity. By repeating the process of deceleration with a Stark
decelerator consistent of a large number of electrode pairs that can be switched between
high voltage and ground at appropriate timings, a molecular beam can be slowed down
significantly [18, 108]. Since low-field seeking molecules avoid getting close to the elec-
trodes, the molecular beam is bunched on the main molecular beam axis and, thus,
exhibits low divergence as it traverses through the assembly of high-voltage electrodes.
It should also be mentioned that the decelerator is also capable of accelerating a molec-
ular beam if the high voltage is switched on when the molecules are about to leave the
electrode pair. When the device is operated in this mode, a low-field seeking molecule
moves from an area with high electric field strength to an area with low electric field
strength and, thus, gets accelerated.
Although the working principle of a Stark decelerator was developed in the late 1950s
[121, 122] and some attempts have been made in the 1960s to build a Stark decelerator
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[123, 124], the first molecular Stark decelerator was not successfully operated until 1999
[17]. Bethlem et al. used a 35 cm long Stark decelerator consistent of 63 electric field
stages to slow down a CO molecular beam from 225m/s to 98m/s. Typically, the
a3Π1(v = 0, J = 1,+) low-field seeking state is used for the Stark deceleration of CO
molecular beams [17, 125, 126]. The Stark decelerator described in the present thesis
is made up of 131 synchronously pulsed electric field stages. See Section 3.2 for further
details. Each pair of electrodes can create an electric field strength of 80 kV/cm, which
results in a translational energy loss of up to 1 cm−1 per deceleration stage. Details on




Many of the experiments presented in this thesis, in particular those that involve state-
to-state surface scattering of highly vibrationally excited CO, are performed using a
conventional molecular beam-surface scattering apparatus. See Section 3.1. Experi-
ments that involve the scattering of Stark-decelerated beams of CO are performed in a
newly developed apparatus combining a Stark decelerator-based molecular beam source
with an ultra-high vacuum (UHV) beam-surface scattering chamber. See Section 3.2.
The present chapter introduces the reader to experimental setups, laser systems, and
experimental procedures used throughout the course of this thesis.
3.1 Beam-Surface Scattering Apparatus
Thy dynamics of highly vibrationally excited CO at gold and silver surfaces is investi-
gated using an experimental setup that was formerly used by Bartels et al. to study the
effect of molecular orientation on electron-transfer reactions at surfaces [84, 86, 128].
By removing the orientation electrode and by implementing a new home-built nozzle
and a new multi-channel plate (MCP) detector, Krüger et al. improved significantly
the detection efficiency of surface scattered molecules, paving the way for state-to-state
scattering of highly vibrationally excited CO. In the following, the experimental setup
in its present state is described in detail. A description of the apparatus can also be
found elsewhere [129]. Figure 3.1 shows a schematic drawing of the setup.
A home-built Even-Lavie type [130] nozzle, designed by Prof. Dr. Schwarzer, is used
as the molecular beam source. The nozzle produces supersonic jets at a 10Hz repetition
rate. Molecular beams of CO are generated by co-expanding a gas mixture of CO and
H2 through a 500 μm wide hole. The translational energy of the beam is tuned by
varying the mixing ratio of the gases. The approximate velocity, v, can be estimated
from the average mass of molecules in the mixture, m¯, the average heat capacity at






























Figure 3.1: Schematic drawing of the molecular beam-surface scattering apparatus.
The setup consists of three differentially pumped chambers. Supersonic
molecular beams are generated by co-expanding CO seeded in H2. After
passing a skimmer and an aperture, the beam arrives in the UHV surface
scattering chamber where high v states are prepared by laser excitation.
Surface scattered CO is REMPI ionized and detected by the MCP detector.
Pressures are given for a running molecular beam.
Final translational energies are determined more precisely via time-of-flight experiments.
See Section 4.1. For instance, the expansion of gas mixtures composed of 25%, 10%,
and 8% CO seeded in H2 yields translational energies of 0.26 eV, 0.41 eV, and 0.57 eV,
respectively. The stagnation pressure in front of the nozzle is 7 bar. With the nozzle
turned off, the source chamber is maintained at 10−9 Torr. Turning on the nozzle causes
the pressure to rise to 10−6–10−5 Torr.
The molecular beam enters a differentially pumped chamber by passing through a
2mm electro-formed skimmer (Ni Model 2, Beam Dynamics, Inc.). The differentially
pumped chamber is connected to the surface scattering chamber by a 2mm aperture,
through which the beam arrives in the scattering chamber. The pressure in the scatter-
ing chamber is kept at 10−10 Torr. The pressure rises to 10−9 Torr when the molecular
beam is turned on.
The molecular beam is scattered from gold and silver single crystals cut along the
(111) face (MaTecK, 99.999% purity). The crystals are mounted between two tungsten
wires which can be resistively heated in order to heat the sample. Cooling is also pos-
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Figure 3.2: Panel (A) shows Auger electron spectra of clean (black) and contaminated
(red) Au(111). The shoulder at 272 eV indicates the presence of carbon
at the surface. Peaks at 148, 154, 166, 188, 203, 243, 254, 323, 357, 398,
and 453 eV (gray markers) can be attributed to Au. Panel (B) shows the
Auger electron spectrum of sputtered and annealed Ag(111). Peaks at
271, 310, and 364 eV (gray markers) can be attributed to Ag. Spurious
contamination of carbon (expected at 272 eV) and oxygen (expected at
468, 483, and 503 eV) cannot be found. Auger scans up to 2400 eV (not
shown) also prove the absence of sulfur (expected at 2043, 2117 eV) [132].
sible by cooling down the sample mount with liquid nitrogen. The surface temperature
is probed by a K-type thermocouple. The sample mount is connected to a high pre-
cision manipulator (U.H.V. Instruments, Burlington, Ontario, Canada, model number:
30007651110), capable of 250mm translation along the vertical z-axis, 25mm along the
x- and y-axis, and 360◦ rotation around the z-axis.
Standard cleaning procedures under UHV conditions are used in order to prepare
atomically clean and flat surfaces [133]. The surface is sputtered with Ar+-ions for
20min (LK Technologies, NGI3000-SE, 3 kV beam energy, 20mA emission current,
12 μA surface current, 1.5×10−6 Torr). Subsequent annealing (970K for gold, 870K
for silver) for 20min completes the cleaning process. Afterwards, the surface is kept
in UHV, where it stays clean over several hours. Even after 9 h of exposure to the
molecular beam, no spurious contaminations can be found on the surface. The chemical














Figure 3.3: Side view of the surface scattering chamber interior, showing surface (yel-
low) and multi-channel plate (MCP) detector. The detector is comprised
of ion lenses (turquois), ion repeller (cyan), grid (magenta), two multi-
channel plates (blue), and anode (gray). Incident or scattered CO is ion-
ized by the REMPI laser (purple) and guided to the MCP plates.
Instruments, 4 kV beam energy, 1.5A emission current, 1350V detector voltage). See
Figure 3.2. The structure of the surface has been probed many times in the past by
low energy electron diffraction (LEED), proving that sputtering followed by annealing
creates flat surfaces with a negligible step density [134]. The surface scattering chamber
is equipped with a residual gas analyzer (SRS, RGA 200), which can be used to probe
the composition of residual gas in the UHV chamber. A leak valve (VACGEN Ltd.,
LVM series, ZLVM940R) is mounted on the UHV chamber allowing foreign gases to be
let into the chamber in a controlled manner. The same leak valve is used for argon ion
sputtering.
Two vacuum windows (fused silica, DN 100 CF) provide laser access to the surface
scattering chamber. Laser beams traverse the vacuum chamber perpendicular to the
molecular beam. The large windows allow laser excitation of incident molecules 22mm
in front of the surface and laser detection of scattered molecules as close to the surface
as possible.
Quantum-state specific detection of surface scattered molecules is achieved by re-
sonance-enhanced multi-photon ionization (REMPI) spectroscopy. The absorption of
two photons ionizes CO and creates CO+. A set of electrodes (ion lenses and repeller)
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guide the positively charged molecules to the multi-channel plate (MCP, tectra, chevron
configuration, 25mm diameter) detector. See Figure 3.3. The voltage on the MCP
plates is increased after the REMPI laser is fired in order to prevent saturation of the
detector caused by UV stray light. Inner lens, outer lens, repeller, grid and MCP are
usually operated at −200, −900, +100, −2000, and +1400-1900V, respectively, in order
to detect positively charged ions. Note that laser ionized CO is initially accelerated
parallel to the molecular beam axis, such that the detector is capable of differentiating
between incident molecules, which are moving away from the outer lens, and scattered
molecules, which are moving towards the outer lens, by time-of-flight.
In order to keep the pressure in the surface scattering chamber as low as possible while
the molecular beam is turned on, the whole machine is composed of three differentially
pumped vacuum chambers, as sketched in Figure 3.1. The surface scattering chamber
is pumped by a turbomolecular pump (Osaka Vacuum Ltd., TNP062, 420 l/s), which is
backed by a smaller turbomolecular pump (Pfeiffer Vacuum, TPU 170, 170 l/s). UHV is
generated by baking the surface scattering chamber at 373K for two days. The source
chamber (Osaka Vacuum Ltd., TS443, 400 l/s) and the differential chamber (Leybold,
Turbovac 360CSV, 360 l/s), which is located between the source and the surface scat-
tering chamber, are evacuated by turbomolecular pumps as well. All turbomolecular
pumps are backed by rotary vane pumps (Trivac, W42 and W47). The gas station,
which is used to prepare gas mixtures for molecular beams, can be evacuated by a
rotary vane pump as well (Edwards, E2M30).
3.2 The Stark Machine
In addition to the beam-surface scattering apparatus described in Section 3.1, exper-
iments were also performed using the so-called Stark machine. The Stark machine is
a newly developed experimental setup [113, 127, 135] that combines the technique of
Stark deceleration [17, 18, 107, 136] for precise translational energy control of molecular
beams with a UHV beam-surface scattering chamber. A detailed description of the
apparatus has been published in Reference [126].
A pulsed supersonic molecular beam is produced in the source chamber by expanding
a gas mixture consistent of 20% CO seeded in Xe. A molecular beam with a mean
velocity of 360m/s is produced by cooling the nozzle to 260K (home-built Even-Lavie
type nozzle [130] designed by Prof. Dr. Schwarzer, with a 500 μm diameter aperture).
Nozzle cooling is achieved by exposing the nozzle housing to cool dry N2 gas, which is
pre-cooled by flowing through a copper coil submerged in liquid nitrogen. Note that the





























Figure 3.4: Schematic drawing of the Stark machine. A supersonic molecular beam
is produced by expanding 20% CO seeded in Xe through a pulsed nozzle.
The first pump laser prepares CO in the metastable a3Π state. Having
passed through the hexapole and the Stark decelerator, the metastable
beam arrives in the UHV surface scattering chamber, which houses the
Au(111) surface, an electron MCP detector, and an ion MCP detector.
Laser pulses shown in the drawing refer to the P3D pumping scheme de-
scribed in Section 3.4.1.
Figure 3.4. The source chamber is separated from the hexapole chamber by a flange that
serves as a support for a skimmer (Beam Dynamics, Inc., Model 2, Nickel) of 1.5mm
diameter. The skimmer is located 30mm downstream from the nozzle and allows the
central part of the supersonic beam to arrive in the hexapole chamber.
The hexapole chamber is equipped with laser access windows mounted at Brewster’s
angle. Before the molecular beam enters the hexapole device, metastable CO is gener-
ated by exciting the a3Π1(v = 0, J = 1,+) ← X1Σ+(v = 0, J = 1,−) transition with
a narrow-bandwidth laser at 206.293 nm. The preparation of CO a3Π1 is necessary in
order to exploit the Stark effect for molecular beam manipulation. See Section 2.3.
In contrast to CO in the ground electronic state, metastable CO exhibits a first order
Stark effect and has a sufficiently large dipole moment. The hexapole is used to bend
the trajectories of metastable molecules. This separates CO a3Π1(v = 0, J = 1,+) from
residual ground state CO and Xe carrier gas, both of which are unaffected by the strong
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Figure 3.5: Photographs of the Stark decelerator. Photographs by Georg Heyne, Fritz-
Haber-Institute of the Max-Planck-Society, Berlin.
electric fields of the hexapole. Furthermore, the electric fields of the hexapole act as
a positive lens that precisely couples the metastable beam into the decelerator device.
The hexapole consists of 110mm long highly polished stainless steel rods that are op-
erated at ±14 kV (Spellman SL20P1200/SL20N1200 power supply, 20 kV, 1200W). In
order to prevent discharges, high voltage of the hexapole is turned on 5 μs after the exci-
tation laser has fired using fast high voltage switches (Behlke Power Electronics GmbH,
HTS-201-06-GSM).
The metastable beam enters the decelerator chamber through a 2mm orifice. The
arrival of metastable CO in the decelerator chamber is monitored by a solar blind photo
multiplier tube (Hamamatsu Photonics, R821, 3.6 × 105 gain, 160 nm–320 nm) which
collects UV photons originating from the radiative decay of CO a3Π. The decelerator
chamber houses the 720.5mm long Stark decelerator, which consists of 132 pairs of
highly polished stainless steel electrodes with hemispherical end caps, forming an array
of 131 equidistant electric field stages [127]. Each pair of electrodes consists of two
mutually parallel rod-shaped electrodes that are spatially separated by 2mm. Each
rod is 3mm thick. The surface-to-surface distance to an adjacent pair of electrodes is
2.5mm. Each pair of electrodes is oriented perpendicular to the molecular beam axis.
Adjacent pairs are rotated 90◦ relative to one another. See Figure 3.5.
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All electrodes are mounted to four stainless steel rods, which are held in place by
four rod-shaped ceramic insulators. The ceramic insulators connect the high voltage
electrodes to the grounded stainless steel support frame. The whole decelerator setup is
designed such that the alignment of electrodes survives a bakeout at 100 ◦C for several
hours. This allows the decelerator to be operated under UHV conditions, as is required
for application of the technique to beam-surface scattering experiments.
The decelerator is operated between ±14.0 kV and ±15.5 kV using high voltage power
supplies (Spellman SL20P1200/SL20N1200, 20 kV, 1200W). As the molecular beam
travels through the decelerator, fast switching between ground and high voltage is
achieved by using fast high voltage switches with a rise time of 200 ns (Behlke Power
Electronics GmbH, HTS-201-06-GSM). A burst of triggers is needed to turn on and
off the high voltage at correct timings as the molecular beam traverses the 132 pairs
of electrodes. The respective trigger timings are listed in the so-called burst file. The
burst file is read by the computer program KouDA which feeds the triggers to a delay
generator that is directly connected to the high voltage switches. Burst file timings are
calculated using the libcoldmol software [137].
In order to generate a molecular beam with a certain final velocity, the burst file with
the correct timings must be loaded. The procedure of loading a burst file prior to each
experiment, however, complicates experiments in which the velocity needs to be scanned
over a wide range in small steps. In the course of the present thesis, a method has been
developed that allows automated velocity scans, making velocity scans a convenient
procedure. See Section 6.2.1.
The initial velocity of molecules entering the decelerator is 360m/s, as determined by
the supersonic jet expansion of the cooled CO/Xe gas mixture. The Stark decelerator
can be used to guide (φ0 = 0◦), decelerate (φ0 > 0◦), or accelerate (φ0 < 0◦) the molec-
ular beam (the phase angle φ0 specifies the molecule’s reduced position with respect to
the potential of the electric field of one electrode pair). The maximum velocity change
accompanied with reasonable beam intensities behind the decelerator is obtained for
phase angles of φ0 = 69◦ and φ0 = −90◦, corresponding to beam velocities of 99±7m/s
(1.4meV) and 512±4m/s (38meV), respectively. When guiding the beam at a constant
velocity of 360 ± 14m/s, the decelerator is operated in s = 3 mode, meaning that the
high voltage is switched every third deceleration stage that is passed by the molecular
beam. The s = 3 mode offers a better longitudinal velocity resolution and provides a
more pronounced and homogeneous peak shape (See Reference [127], p. 53 for more
information). However, only every third deceleration stage is effectively used in s = 3
mode. Thus, the decelerator is always operated in s = 1 mode when decelerating or
accelerating the beam, making use of every deceleration stage.
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The end of the Stark decelerator extends into the surface scattering chamber. The end
of the decelerator is shielded by a stainless steel cap, which is mounted inside the vacuum
chamber. The inside of the cap is highly polished to prevent discharges. The cap is
equipped with two fused silica UV windows mounted at Brewster’s angle, providing laser
access to the last six decelerator stages. The laser beam enters the vacuum chamber
through 100mm diameter viewports mounted on the surface scattering chamber.
After leaving the decelerator, the metastable beam enters the surface scattering cham-
ber through a 2mm diameter circular hole in the cap. The molecular beam is scattered
from a Au(111) (Monocrystals Company, Medina, Ohio, USA, 10mm diameter, 2mm
thickness) surface located 4.5 cm downstream from the end of the decelerator. The
region between decelerator and surface can be accessed by lasers through the aforemen-
tioned 100mm viewports. Here, lasers are employed to either transfer metastable CO
back to the ground electronic state prior to surface scattering or to detect CO molecules
by quantum-state specific REMPI spectroscopy. See Figure 3.4.
The arrival of metastable CO in the surface scattering chamber can be probed in two
different manners. First, the de-excitation of CO a3Π at Au(111) causes electron emis-
sion because the excitation energy of metastable CO (6.0 eV) exceeds the work function
of gold (5.3 eV). Ejected electrons are guided to a multi-channel plate (MCP) detec-
tor located above the molecular beam axis (Tectra, MCP 050, chevron configuration,
40mm active diameter). Second, metastable CO and laser prepared highly vibratio-
nally excited CO (see Section 3.4.1) can be probed by REMPI spectroscopy. Positively
charged ions are guided to a second MCP detector (Hamamatsu, type F1094-01, chevron
configuration, 24.8mm diameter, 0.48mm thickness; formerly used: Tectra, MCP 050,
chevron configuration, 40mm active diameter) located below the molecular beam axis.
See Figure 3.4. Various REMPI schemes for CO a3Π detection are summarized in
Section 3.4.2.
The surface temperature can be varied between 28K and the melting point of gold
at 1337K. The gold crystal is mounted between two tungsten wires that can be resis-
tively heated. The wires are connected to the copper sample mount via two sapphire
plates. This way, the surface is electrically insulated from the sample mount, but can ex-
change heat with the sample mount. A so-called coldfinger made from copper connects
the sample mount to a water-cooled helium compressor (Advanced Research Systems,
4HW compressor), which is used to cool the surface. The temperature of the surface
is read by an E-type thermocouple. The coldfinger is connected to a manipulator (VG
Scienta, Omniax MXZ800, MT211B6S, ZRP100H) with two differentially pumped rotat-
able flanges (thermionics vacuum products, RNN-100/MS). The system allows rotation
about two axes pointing along the z direction, 800mm translation along the z-axis, and
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25mm translation along the x- and y-axis.
The surface scattering chamber is equipped with several surface preparation and
analysis tools. A residual gas analyzer (Stanford Research Systems, RGA 200) is used to
monitor UHV vacuum conditions and to perform temperature programmed desorption
(TPD) measurements. The RGA is shielded by a cylindrical copper cap in order to
reduce the background signal in TPD measurements. Molecules desorbing from the
surface are allowed to enter the ionization region through a 1mm aperture on the front
face of the cap. A leak valve connected to a 83mm long dosing tube, which has an inner
diameter of 500 μm, is used for controlled deposition of gaseous molecules on the cooled
surface.
Prior to any TPD or surface scattering experiment, the Au(111) surface is cleaned
by Ne+ sputtering (STAIB Instruments, Ion Source IG-5-C) and subsequent annealing
at 900K, following standard cleaning procedures for well-defined metal surfaces under
UHV conditions [133]. Ne+ sputtering is used rather than Ar+ sputtering in order
to minimize background pressure caused by rare gas atoms desorbing from the liquid
helium cooled coldfinger. The chemical purity of the surface is probed by Auger electron
spectroscopy (STAIB Instruments, Electron Spectrometer ESA 100). See for instance
Panel (A) of Figure 3.2.
The work function of the surface can be probed relative to that of a stainless steel
plate by using a Kelvin probe (KP Technology, UHVKP020).
The whole experimental setup comprises four vacuum chambers. The source, hexapole,
and decelerator chambers are differentially pumped. The decelerator and surface scat-
tering chamber are kept under UHV conditions. The source, decelerator, and surface
scattering chamber are pumped by 685L/s turbomolecular pumps (Pfeiffer Vacuum,
HiPace 700), while the hexapole chamber is pumped by a 355L/s turbomolecular pump
(Pfeiffer Vacuum, HiPace 400). The turbomolecular pump mounted to the surface scat-
tering chamber is backed by a smaller turbomolecular pump (Pfeiffer Vacuum, HiPace
80, 67 L/s). All turbomolecular pumps are backed by three diaphragm pumps (Pfeif-
fer Vacuum, MVP-070-3, 4.3m3/h), maintaining a background pressure of 10−1 Torr.
In order to generate UHV in the surface scattering chamber, the machine is baked at
100 ◦C for several hours. During the experiments, the surface scattering chamber is
maintained at 10−10 Torr.
There is no discernible pressure rise in the surface scattering chamber when the molec-
ular beam is turned on. This strongly indicates that the number of molecules that enter
the surface scattering chamber is extremely small. As a consequence, there was too
little signal to allow laser-preparation of ground state CO [106, 138] followed by sur-
face scattering and REMPI detection of scattered molecules. See Section 6.2.2. Thus,
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Figure 3.6: The frequency doubled output (green) of a seeded Nd:YAG laser pumps
the optical parametric oscillator (OPO). Two potassium titanyl phosphate
(KTP) crystals in the OPO’s resonator produce a signal beam (pink,
917 nm) and an idler beam (yellow) by means of down-conversion. The
OPO is seeded by a continuous-wave (cw) diode laser. The OPO output
is monitored by a photodiode (PD) and a wavelength meter (WS7). A
β-barium borate (BBO) crystal generates a 206 nm laser beam (purple) by
sum frequency generation (SFG) using the OPO output and the fourth
harmonic of the Nd:YAG laser (blue, 266 nm).
the Stark decelerator-based molecular beam source was removed from the experimental
setup in 2018. The Stark decelerator moved back to Prof. Dr. Gerard Meijer’s group
at the Fritz-Haber-Institute in Berlin where it was designed and built.
3.3 Laser Systems
Narrow Bandwidth Nanosecond Laser Pulses in the Deep UV Narrow bandwidth
laser pulses at 206 nm are produced by a home-built laser setup based on the description
published by Velarde et al. [139]. Figure 3.6 shows a sketch of the setup which is briefly
explained in the following. A narrow bandwidth nanosecond laser pulse at 206 nm with
1–2mJ pulse energy is generated by means of sum frequency generation (SFG) in a
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β-barium borate (BBO) crystal using the Fourier-transform limited fourth harmonic
(266 nm, 15mJ) of an injection-seeded (Spectra Physics, Injection Seeder Model 6350)
Nd:YAG laser (Spectra Physics, pulsed Nd:YAG laser, LAB 170-10) and the output
(917 nm, 20mJ) of a home-built injection-seeded optical parametric oscillator (OPO).
The OPO is pumped with 120mJ of the second harmonic (532 nm) produced by the same
Nd:YAG laser. The resonator of the OPO is equipped with two nonlinear potassium
titanyl phosphate (KTP) crystals. Down conversion of the pump beam yields a so-
called signal beam (917 nm, 20mJ) and an idler beam. The idler beam is discarded. In
order to generate Fourier-transform limited nanosecond laser pulses, the OPO is seeded
by a continuous-wave (cw) external cavity diode laser (Toptica Photonics, DL Pro 100,
917 nm, 2-5mW) operated on a single longitudinal mode. The OPO output is monitored
by a photodiode (PD) which measures the intensity of the light leaving the resonator
as a probe of resonator setting. The length of the resonator is precisely adjusted by a
piezoelectric transducer that serves as a mount for one of the four resonator mirrors.
The wavelength of the OPO output is monitored by a wavelength meter (HighFinesse,
WS7).
The light source generates 1–2mJ of 206.293 nm with a spectral width of 300MHz and
excites the spin-forbidden a3Π1(v = 0, J = 1,+)← X1Σ+(v = 0, J = 1,−) transition in
CO. This transition is the first pump step in the P3D pumping scheme [106]. See Section
3.4.1. Even though the transition derives intensity from spin-orbit mixing between a3Π
and A1Π [105], the transition is not saturated.
Spectra Physics Dye Laser A pulsed dye laser (Spectra Physics, Quanta Ray PDL-2
Pulsed Dye laser) is used to produce light for the second pump step in two different
pumping schemes [106, 138]. The dye laser is pumped with the second harmonic of a
pulsed Nd:YAG laser (Continuum, Powerlite 8000, PL 8010). The dye laser is operated
with Rhodamine 6G dissolved in methanol or with Styryl 8 (Exciton, LDS 751) dissolved
in ethanol generating 563–566 nm and 736 nm, respectively, with a spectral linewidth
of 0.2 cm−1. If needed, the frequency of the dye laser output is doubled by a nonlinear
BBO crystal. The laser setup is used to excite the d3∆1(v = 5) ← a3Π1(v = 0)
transition at 563 nm, the b3Σ+(v = 0) ← a3Π1(v = 0) transition at 283 nm, or the
e3Σ−(v = 12)← a3Π1(v = 0) transition at 368 nm.
Sirah Dye Lasers Two pulsed dye lasers (Sirah Laser- und Plasmatechnik GmbH,
Cobra Stretch and Precision Scan) are used to excite the dump transition in the P3D
pumping scheme [106] and to detect CO X1Σ+ and CO a3Π1 by means of REMPI.
The dye lasers are operated with Coumarin C460. Pulsed Nd:YAG lasers (Continuum,
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Powerlite 8000, PL 8010, and Spectra Physics, LAB 230-10) serve as pumping sources.
The frequency of the dye laser output is doubled by a nonlinear BBO crystal. The
setups are used to drive the dump transition at 234.160 nm or to utilize various REMPI
schemes for the detection of CO X1Σ+(v = 0), CO X1Σ+(v ≥ 14), and CO a3Π1(v = 0)
between 228 nm and 245 nm.
Continuum OPO Laser System The commercially available tunable OPO (Contin-
uum, SunliteTM EX OPO FX-1) is capable of producing any wavelength between
225.5 nm and 1750 nm with a linewidth smaller than 0.3 cm−1. The system consists
of an injection-seeded pulsed Nd:YAG laser pump source, an OPO, and a subsequent
FX-1 doubling unit. The setup is used to excite the dump transition in the P3D pumping
scheme [106] at 234.160 nm.
3.4 Experimental Procedures
3.4.1 Preparation and Detection of CO X1Σ+(v = 17)
Stimulated emission pumping (SEP) is the method of choice for preparing molecular
beams consisting of diatomic molecules in high v states [140, 141]. As the preparation by
one-photon excitation is not feasible, SEP populates highly vibrationally excited states
via an excited electronic state. This requires two light sources, namely one pump laser
and one dump laser. However, the preparation of highly vibrationally excited CO is
challenging because high lying electronically excited states require vacuum ultraviolet
(VUV) radiation for the pump step. Thus, a new optical pumping scheme has been
developed recently which omits the use of VUV radiation by employing two UV pump
lasers [106]. This so-called pump-pump-perturb-dump (P3D) scheme is used to prepare
CO X1Σ+(v = 17).
Figure 3.7 shows electronic and vibrational states that are relevant to the P3D op-
tical preparation scheme. The first pump laser excites the a3Π1(v = 0, J = 1,+) ←
X1Σ+(v = 0, J = 1,−) transition. Even though this spin-forbidden transition derives
intensity from spin-orbit mixing of the A1Π state with the a3Π state [105], it can-
not be saturated with a narrow-bandwidth laser (∆ν = 300MHz). The first pump
step is therefore the bottleneck of the P3D pumping scheme. The second pump ex-
cites the e3Σ−(v = 12, J = 1,−) ← a3Π1(v = 0, J = 1,+) transition. Since the
e3Σ−(v = 12, J = 1) state mixes with the A1Π1(v = 8, J = 1) state, high v states
of the ground electronic state can be accessed from e3Σ−(v = 12, J = 1) because of
large Franck-Condon overlap between the A1Π(v = 8) state and high vibrational levels
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of the X1Σ+ state. The population transfer to high v states can be achieved in two
different ways. First, a number of different high v states is populated by radiative decay
of the e3Σ−(v = 12, J = 1) state. The resulting vibrational state population distribu-
tion is then determined by the Einstein A coefficients. As the Einstein A coefficient of
a certain transition is given by the respective Franck-Condon factor multiplied by the
cubed transition frequency, the population of high v states by means of spontaneous
emission is often referred to as Franck-Condon pumping (FCP). Second, the population
































CO internuclear distance / Å
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v = 0
Figure 3.7: Potential energy diagram illustrating electronic states relevant to the P3D
optical pumping scheme. Pump 1 excites the nominally spin-forbidden
a3Π1(v = 0)← X1Σ+(v = 0) transition. Subsequently, pump 2 excites the
e3Σ−(v = 12) ← a3Π1(v = 0) transition. The dump laser stimulates
the e3Σ−(v = 12) → X1Σ+(v = 17) transition, which derives intensity
from the e3Σ−(v = 12, J = 1) ∼ A1Π(v = 8, J = 1) perturbation. Highly
vibrationally excited CO is probed by (1+1) A1Π(v = 8)← X1Σ+(v = 17)
REMPI spectroscopy. The figure is adapted from Fig. 1 in Ref. [106].
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Figure 3.8: Panel (A) and (B) show (1 + 1) A1Π(v′ = 8) ← X1Σ+(v′′ = 17) REMPI
spectra of incident and surface scattered CO(v = 17), respectively. Spectra
are shown for the dump laser turned on (black) and turned off (red). The
red traces indicate the background signal induced by FCP. The spectra of
incoming CO contains four transitions because two rotational states can be
accessed by FCP. The spectrum of surface scattered CO is more complex
because the surface collision results in rotational excitation.
in a single rovibrational state can be selectively increased by stimulated emission, which
requires the use of a so-called dump laser. The frequency of the dump laser is chosen
such that it drives the e3Σ−(v = 12, J = 1,−) → X1Σ+(v = 17, J = 0,+) transi-
tion. Any observation reported in the present thesis concerning the surface scattering
of highly vibrationally excited CO results from the scattering of incident CO prepared
in the X1Σ+(v = 17, J = 0,+) state. The presence of CO(v = 17) in the incom-
ing beam and the presence of different high v states in the scattered beam is probed
by (1 + 1) A1Π(v′, J ′) ← X1Σ+(v′′, J ′′) REMPI spectroscopy. X1Σ+(v = 17) can be
probed via A1Π(v = 7) or A1Π(v = 8). Figure 3.8 shows REMPI spectra of incident
and scattered CO, illustrating the effect of the dump laser.
Figure 3.8 demonstrates that stimulated emission does not suppress FCP. The pres-
ence of high v states other than v = 17 in the incoming beam leads to an undesired
background signal in the detection of surface scattered molecules. Great care is taken
in the analysis to correct for the FCP induced background. This is basically achieved
by repeating the surface scattering measurement for the dump laser turned on and off,
as indicated in Panel (B) of Figure 3.8. See Section 4.3 for more details.
As the first pump laser produces long-lived metastable CO with a lifetime of 2.63ms
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Figure 3.9: Photoionization spectra after the first and second pump lasers have pre-
pared CO e3Σ−(v = 12, J = 1). Spectra are recorded for different time
delays ∆t between the second pump laser and the probe laser. The
dump laser is not used. The band around 238.9 nm is attributed to
(1 + 1) k3Π(v = 0)← a3Π1(v = 0) REMPI. Over the whole spectral range
(238.2–239.8 nm), the probe laser ionizes e3Σ−(v = 12, J = 1), which is
seen as a constant ion signal in the ∆t = 0 μs trace and which should not
be mistaken as noise. Note that the signal decays as the time delay ∆t
is increased. At around 239.5 nm, an extremely broad and intense band
arises, which probes the e3Σ−(v = 12) state presumably via a short-lived
resonance above the CO ionization potential. The inset shows the natural
logarithm of the integrated band (239.2–239.9 nm) as a function of ∆t.
The linear dependence indicates a monoexponential decay, from which the
e3Σ−(v = 12, J = 1,−, F3) state’s lifetime of τ = 1.4± 0.2 μs is deduced.
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Table 3.1: Exact wavelengths and recommended laser settings for the pump-pump-
perturb-dump [106] preparation of CO X1Σ+(v = 17). Transitions marked
with an asterisk are used in this thesis to produce CO(v = 17, J = 0).
Laser Wavelength Polarization Power Diameter Timing
Pump 1 206.293 nm, Q2(1)∗ p; s 1–2mJ 3mm 0 s
Pump 2 368.863 nm, Q32∗ p; s 2–3mJ 3mm 50ns
368.930 nm, Q12
Dump when Q32 is pumped p; s 3mJ 3mm 100 ns
dumping into J = 0:
234.160 nm∗
dumping into J = 2:
234.212 nm
when Q12 is pumped
dumping into J = 0:
234.194 nm
dumping into J = 2:
234.249 nm




[112], residual CO a3Π1(v = 0) approaches the surface along with CO X1Σ+(v = 17).
However, metastable CO does not contribute to the observed background signal because
CO a3Π1(v = 0) does not relax to high v states of the ground electronic state during col-
lisions with gold or silver surfaces. This is obvious as the presence of highly vibrationally
excited CO in the scattered beam disappears when the second pump laser is turned off.
Furthermore, a contribution to the background signal due to CO e3Σ−(v = 12) scatter-
ing is excluded. e3Σ−(v = 12) decays radiatively during the flight time to the surface.
Based on resonant UV ionization spectroscopy, the lifetime of e3Σ−(v = 12, J = 1,−, F3)
is estimated to be 1.4±0.2 μs. See Figure 3.9. This value agrees with 1.8±0.3 μs obtained
from laser-induced fluorescence measurements [106]. The flight time to the surface is at
least 10 μs as highly vibrationally excited CO is prepared 22mm in front of the surface
and the beam with the highest velocity travels at 2000m/s.
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Table 3.1 summarizes wavelengths and laser settings for the P3D optical preparation
of CO X1Σ+(v = 17) in molecular beams. Laser systems that are used to generate the
required transition frequencies are described in Section 3.3.
3.4.2 Detection of CO a3Π1(v = 0)
The a3Π state is the lowest-lying electronically excited state of CO. Due to its long
lifetime of 2.63ms [112] and its large dipole moment of 1.37D [111], the a3Π state is
of great importance in the Stark-manipulation of CO molecular beams and in optical
pumping schemes such as P3D, where it serves as an intermediate state allowing the
excitation to higher states without using VUV light sources. Fortunately, spin-orbit
mixing between the a3Π and A1Π state allows optical access from the singlet ground
electronic state [105]. In the present thesis, metastable CO is produced by exciting
the Q2(1) transition, a3Π1(v = 0, J = 1,+)← X1Σ+(v = 0, J = 1,−), at 206.293 nm.
As the detection of CO a3Π is necessary in order to locate the metastable beam in
the beam-scattering apparatus and to align subsequent excitation lasers, this chapter
briefly summarizes different ways to detect metastable CO. Figure 3.10 shows various
resonance-enhanced multi-photon ionization (REMPI) spectra, including (1+1) REMPI
via the k3Π and the b3Σ+ state, and (1 + 1′) REMPI via the e3Σ− state. Useful
wavelengths are given in Table 3.2.
The positions of k3Π(v′ = 0, 1, 2, 3)← a3Π1(v′′ = 0) vibrational bands are consistent
with spectra reported by Berden et al., who were the first to observe the k3Π(v = 0)
level in 1997 [142]. As indicated in Figure 3.10, the SR32(1) transition excites molecules
to the Ω′ = 2 manifold, the RR22(1) and QQ22(1) transitions in the Ω′ = 1 manifold,
and the QR12(1), PQ12(1) and OP12(1) transitions in the Ω′ = 0 manifold of the k3ΠΩ′
state. Note that the RR22(1) and QQ22(1) branches shown in Figure 3.10 exhibit a
doublet-like structure for k3Π(v = 1, 2, 3), but not for k3Π(v = 0). The splitting is 1.0,
1.6 and 1.2 cm−1 for v′ = 1, 2, 3, respectively, and has not been observed by Berden et
al. The reason for the splitting is not clear.
If the splitting were due to a population transfer from the a3Π1(v = 0, J = 1,+)
parity level to the − parity level, k3Π states with + parity could be accessed. This
would result in a splitting of lines if the lambda doubling of k3Π1 can be resolved. In
this scenario, however, additional lines were also expected to occur close to the Ω′ = 0
lines. Since k3Π0 exhibits a larger lambda doubling than k3Π1, Berden et al. were able
to observe these additional lines because of collisional population transfer between the
+ and − parity levels of the a3Π state. The k3Π1 and k3Π2 lambda splittings, however,
are expected to be too small to be resolved. For experiments presented in the present
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Figure 3.10: Various resonance-enhanced multi-photon ionization (REMPI) schemes
for the detection of CO a3Π1(v′′ = 0, J ′′ = 1,+), which has been gener-
ated in advance from X1Σ+(v = 0, J = 1,−) by laser-exciting the Q2(1)
transition. In (1 + 1′) REMPI via e3Σ−(v′ = 7) and e3Σ−(v′ = 12), the
ionizing laser is operated at 297.0 nm and 234.0 nm, respectively.
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Table 3.2: Wavelengths in nm of REMPI transitions suited for the detection of CO
a3Π1(v′′ = 0, J ′′ = 1,+). Respective transitions are shown in Figure 3.10.
State Transition v’ = 0 v’ = 1 v’ = 2 v’ = 3 v’ = 7 v’ = 12
k3Π SR32(1) 238.719 234.184 229.801 225.533 – –
RR22(1) 238.863 234.327 229.934 225.669 – –
QQ22(1) 238.892 234.354 229.961 225.694 – –
QR12(1) 239.037 234.495 230.095 225.829 – –
PQ12(1) 239.067 234.524 230.123 225.855 – –
OP12(1) 239.077 234.534 230.134 – – –
b3Σ+ R32(1) 282.482 265.958 – – – –
P32(1), R12(1) 282.627 266.069 – – – –
e3Σ− Q32(1) – – – – 444.610 368.863
Q12(1) – – – – 444.740 368.930
thesis, collisional population transfer can be excluded because laser-excitation of the
beam is performed in the collision-free regime of the jet.
If the splitting were due to low-J perturbations of the k3Π1(v = 1, 2, 3) levels, the
splitting should have been also observed by Berden et al., who detected vibrational
states up to k3Π(v = 6).
If the splitting observed for k3Π1 were due to first-order Stark splitting induced by
electric fields of the detector setup, a splitting of k3Π2 would be expected too. However,
the k3Π2 splitting is not observed in the spectra, although the first-order Stark effect
of k3Π2 should be even stronger than for k3Π1 due to the higher Ω′. Furthermore, the
splitting is not observed by Berden et al., who also excite the molecules in the presence
of an electric field. If the observed vibrational state dependent splitting originates from
Stark splitting in the electric field of the detector, which is approximately 500V/cm, the
resultant dipole moment of these states would be in the order of 102 D, which appears
to be unreasonably high for the k3Π valence state. An alternative explanation could be
the AC Stark effect (Autler-Townes effect) as the splitting seems to increase when the
REMPI laser is focused. Further experiments probing the dependence of the splitting
on electric field strength and laser power are clearly needed solve this issue.
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   Clean Ag(111)
   1.4 L chlorine dosed on Ag(111)
   36 L chlorine dosed on Ag(111)
Electron energy / eV
Figure 3.11: Auger electron spectra of an atomically clean (black solid) and a chlori-
nated Ag(111) surface. Spectra are shown for two different Cl2 dosages
(red dashed, blue solid), indicating that the ratio between chlorine and
silver peak intensities does not change for doses between 1.4 L and 36L.
The surface temperature is kept at room temperature while dosing.
3.4.3 Preparation of Chlorinated Ag(111)
In the literature, the controversial structure of chlorinated Ag(111) surfaces is discussed
for different chlorine dosages and adsorption temperatures [143–147]. However, there
is clear evidence that the surface work function increases by 1.5 eV when Ag(111) is
dosed with chlorine at room temperature [144]. Due to the strong increase in the
work function, the chlorination technique is used to passivate the Ag(111) such that
the vibrational relaxation of highly vibrationally excited CO is suppressed in surface
scattering experiments.
Prior to chlorination, the Ag(111) surface is cleaned by argon ion sputtering and
subsequent annealing at 870K, as described in Section 3.1. For chlorination, the surface
is exposed to 5 × 10−8 Torr of molecular chlorine for 5min. This corresponds to a
dose of 15 L. The surface temperature is kept at room temperature while dosing. The
deposition of chlorine on the surface is monitored by Auger electron spectroscopy (AES).
See Figure 3.11. The ratio between the chlorine and silver peak intensities initially
increases with the amount of Cl2 dosed on the surface until it reaches a plateau where
the ratio is invariant to continuing dosing (see Figure 1 in Reference [144]). Figure 3.11
demonstrates that the plateau is reached for doses between 1.4 L and 36L. Thus, the
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work function of the chlorinated Ag(111) surfaces is expected to be 6.2 eV when dosing
15L of molecular chlorine.
Chlorination of Ag(111) inhibits the vibrational relaxation of directly scattered highly
vibrationally excited CO. See Sections 4.3.2 and 5.3.1. Molecular beam-surface scatter-
ing experiments probing the energy transfer between molecule and surface require that
incident CO molecules are not chemically converted at the chlorinated surface. Two ob-
servations indicate that CO is not reacting with chlorinated Ag(111). First, the REMPI
spectra of surface scattered CO do not change with time, indicating that surface scat-
tering conditions and surface composition are not affected by the exposure of the surface
to the molecular beam. Second, AES spectra of the chlorinated surface after being ex-
posed to the molecular beam for several hours confirm the absence of chemisorbed CO
or conceivable reaction products. In contrast, the situation is different when Ag(111) is
covered with oxygen atoms by dosing NO2 at 510K [148–150]. Oxygen covered Ag(111)
also suppresses vibrational relaxation, but the effect attenuates rapidly as the molecular
beam impinges on the surface. Here, temperature programmed desorption experiments
show that CO chemisorbs to the surface and reacts with oxygen by forming CO2.
3.4.4 Surface Scattering Experiments
This section summarizes the experimental conditions used in time-of-flight measure-
ments, angular distribution measurements, and REMPI spectra measurements. All ex-
periments have in common that highly vibrationally excited CO is generated 20-22mm
upstream from the surface. CO(v = 17) is produced by two pump lasers and one dump
laser, as described in Section 3.4.1. Corresponding wavelengths and pulse energies are
given in Table 3.1. The beam diameter of the first pump laser is 3mm. The beam di-
ameter of the second pump laser is narrowed down to 3mm using a telescope consisting
of two lenses with focal lengths f = 500mm and f = −100mm. The spot size of the
dump laser is slightly larger than that of the second pump laser in order to minimize
spurious fluorescence from remaining CO e3Σ−(v = 12).
REMPI ionized molecules are guided to the MCP detector. See for instance Figure 3.3.
The outer lens, the inner lens, the repeller, and the grid are operated at –200V, –900V,
+100V, and –2000V, respectively. The MCP plates are operated between –1450V and
–1950V. Note that the MCP voltage is ramped from –1100V to the operation voltage




REMPI Spectra Measurements REMPI spectra are measured in order to determine
vibrational state distributions and rotational state distributions of surface scattered
molecules. (1+1) A1Π(v′, J ′)← X1Σ+(v′′, J ′′) REMPI spectra covering the wavelength
range between 228 nm and 245 nm probe the vibrational bands (v′-v′′) 8-18, 7-17, 6-
16, 9-18, 5-15, 8-17, 4-14, 7-16, 6-15, and 9-17. REMPI spectra of surface scattered
molecules are probed 1mm away from the surface. The MCP detector is operated at –
1800V or –1850V for the detection of scattered molecules and at –1550V or –1650V for
the detection of incident molecules. The beam diameter of the probe laser is narrowed
down to 2mm using a telescope consisting of two lenses with focal lengths of f = 200mm
and f = −100mm.
Time-of-Flight Measurements Time-of-flight measurements are performed for both
incident and scattered molecules. For the incoming beam, the R(0) branch of the 8-
17 band is probed at 233.91 nm. The probe laser beam is focused by a f = 500mm
lens. The MCP is operated at –1450V or –1550V. Arrival time distributions of incident
CO are measured 3.3mm, 5.3mm, 7.3mm, 9.3mm, 11.3mm, and 13.3mm upstream
from the surface. For the scattered beam, the MCP detector is operated at –1900V.
Scattered molecules are detected at a surface distance of 4.3–5.3mm. The probe laser
beam is focused by a f = 500mm lens. The 4-14, 5-15, 6-16, and 8-17 vibrational
band heads are probed at 233.32 nm, 235.72 nm, 238.23 nm, and 233.86 nm, respectively.
R(15), Q(25), P(36), and Q(37) rotational transitions of the 7-17 band are probed
at 240.91 nm, 241.62 nm, 242.98 nm, and 242.46 nm, respectively. Q(6), P(14), and
P(27) rotational transitions of the 8-17 band are probed at 233.98 nm, 234.39 nm, and
235.22 nm, respectively.
Angular Distribution Measurements In angular distribution measurements, the probe
laser is parked 4.3–5.3mm away from the surface. The probe laser is focused by a
f = 500mm lens. The MCP detector is operated at –1900V. The z position of the
probe laser is varied in total by 7.62mm around the center of the molecular beam in
steps of 0.51mm. Measurements on the incoming beam show that the beam diameter
of the incident molecular beam is 1mm. Due to experimental limitations, the surface
normal of the Au(111) and the Ag(111) surface is tilted by 5◦ and 3◦, respectively, with
respect to the incoming molecular beam axis. Angular distributions are recorded for
CO(v = 17) scattered into vsca = 17 and vsca = 14. Corresponding wavelengths probing




Table 3.3 provides an overview of chemical compounds used in experiments presented
in the present thesis.
Compound CAS Registry Number Manufacturer Purity
Argon 7440-37-1 Linde 99.999%
Carbon monoxide 630-08-0 Air Liquide 99.997%
Chlorine 7782-50-5 Linde 99.8%
Coumarin C460 91-44-1 Exciton
Coumarin C480 41267-76-9 Exciton
DABCO 280-57-9 Sigma-Aldrich ≥99%
Ethanol 64-17-5 Sigma-Aldrich 99.9%
Hydrogen 1333-74-0 Air Liquide 99.999%
Methanol 67-56-1 VWR International 99.9%
Neon 7440-01-9 Westfalen AG 99.99%
Nitrogen 7727-37-9 Air Liquide 99.999%
Nitrogen dioxide 10102-44-0 Air Liquide 98%
Rhodamine 6G 989-38-8 Exciton
Styryl 8 (LDS 751) – Exciton
Xenon 7440-63-3 Air Liquide 99.998%




Molecular beam-surface scattering experiments probing the dynamics of molecules at
surfaces require precise knowledge about the initial and final energetic states of the
molecules involved. This includes the knowledge about the translational energy of the
molecules. The present section deals with the analysis of time-of-flight distributions,
from which velocity distributions and mean translational energies of molecular beams
can be derived. The analysis is described first for incident molecules and then for
scattered molecules.
The velocity of a single molecule is defined by the rate at which the molecule changes
its position with respect to time. In order to determine the incidence translational en-
ergy, the arrival time of the incoming beam is measured for various x positions along the
propagation direction of the molecular beam. The first well-defined point in space and
time is the one at which highly vibrationally excited CO is prepared. It is characterized
by the spacial position xprep of the dump laser beam, which intersects the molecular
beam perpendicularly, and the dump laser timing tprep. The molecular beam can be
considered to be stationary during the interaction time with the dump laser because
the laser pulse duration is in the order of a few ns. Thus, the dump laser only excites
molecules located in the volume of the 1mm wide laser beam centered at xprep. This
corresponds to a fraction of the initial beam produced by the nozzle. The package of
highly vibrationally excited molecules consists of molecules with a certain spatial spread
and velocity spread. Thus, a time-of-flight distribution is measured when probing the
beam further downstream. This is achieved by scanning the probe laser timing tinc for
a certain probe laser focus position xinc which can be arbitrarily varied between the
surface position xsurf and xprep.
The incidence translational energy can be determined in two different ways with sim-
ilar accuracy. The first method requires the measurement of time-of-flight distributions
for different probe laser positions xinc. These distributions are illustrated in Panel (A)
of Figure 4.1. The timing tinc,max at which the most intense part of the molecular beam
appears is calculated by fitting a Gaussian function to each data set. Here, tinc,max as
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Figure 4.1: Panel (A) shows background-corrected time-of-flight distributions of inci-
dent highly vibrationally excited CO for seven different probe laser po-
sitions xinc. Panel (B) shows a plot of xinc versus the position of the
distributions maxima tinc,max. The velocity of the incident beam vinc is
given by the slope of the linear fit (dashed line). In this example, vinc is
1430m/s, which corresponds to a translational energy of 0.30 eV.
well as the amplitude and the width of the distribution are fitting parameters. A plot
of xinc against tinc,max yields a straight line with a slope equal to the velocity of the
incoming beam. See Panel (B) of Figure 4.1.
In an alternative approach, the velocity distribution of the particles in the molecular
beam is extracted from the measured time-of-flight distribution. It will be shown that
the mean velocity of the beam can be derived from this velocity distribution. A floating
three-dimensional Maxwellian velocity distribution of the flux ff(v) is commonly used
to describe the speed distribution of supersonic molecular beams [151].








Here, v is the velocity, v0 is the center of the exponential part of the distribution, wv is
a measure of the distribution’s width, and Nv is the normalization factor. The goal is
to convert Equation 4.1 into a flight time distribution f(t) that can be used to fit the
experimental data.
In general, the flux is defined as the number of molecules passing through a unit area
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per unit time. However, the measured REMPI signal is proportional to the number of
molecules in the volume of the probe laser focus, i.e. the density of molecules in the
molecular beam at the probe laser focus position. Equation 4.1 can be converted into a
density distribution f(v) by dividing the flux of particles by their velocity. Note that the
flux-to-density conversion should be applied twice because both the laser preparation




The transformation from velocity to time space is achieved by multiplying Equation
4.2 with the Jacobian.
f(t) = f(v)dvdt (4.3)




where l is the distance covered by the molecule during the time t, the final expression























In order to determine the mean velocity of the incoming beam, a single time-of-flight
distribution needs to be measured, preferably as far away from xprep as possible. The
molecules then have traveled the distance linc = xprep − xinc. When l is replaced by the
constant linc, Equation 4.6 can be fitted to the experimental time-of-flight trace. Note
that the time t corresponds to the time delay between the dump laser and the probe
laser. t is varied in the experiment by shifting the probe laser timing.
Having determined the fitting parameters Nv, wv, and v0, the mean velocity of the




















Figure 4.2: Schematic drawing of the time-of-flight setup. The molecular beam is
indicated by the black arrow. Laser beam positions (red points) are shown
for the preparation laser (“prep”) and the probe laser, which either crosses
the incoming beam (“inc”) or the scattered beam (“sca”). The surface
position is indicated by the yellow point.
which is needed in order to calculate the mean translational energy as
〈Einc〉 = 12m 〈v
2
inc〉 , (4.9)
where m is the mass of the molecule.
The mean velocity of the scattered beam 〈vsca〉 is derived in a similar fashion. Again,
Equation 4.6 is used for fitting the experimentally measured time-of-flight distribution.
Now, the time t corresponds to the time that is needed for the molecules to travel
from the surface position (xsurf , zsurf) to the point of detection (xsca, zsca). The time at
which the molecules leave the surface is approximately given by the arrival time at the
surface assuming that the interaction time at the surface is several orders of magnitude
shorter than the flight time to the detection zone. The arrival time at the surface can be
calculated since the surface position and the incoming beam velocity are known. Due
to the fact that the surface is slightly tilted, x and z coordinates must be taken into
account for the calculation of the flight distance lsca =
√
(xsurf − xsca)2 + (zsurf − zsca)2.
See Figures 4.2 and 4.3 for clarification.
4.2 Angular Distributions
Angular distributions of scattered molecular beams help to identify the scattering mech-
anism in reactive and non-reactive molecule-surface scattering. In non-reactive scatter-
ing, angular distributions provide valuable information on whether the molecules are













Figure 4.3: Panel (A) shows the surface scattering chamber. The ring-shaped elec-
trodes of the detector, through which the molecular beam approaches the
surface, are located on the left-hand side. The surface holder and the sur-
face itself are shown sideways in the center of the picture. A magnified
image of the surface holder and the surface is shown in Panel (B), in which
the incoming molecular beam axis, the surface normal, and the surface tilt
angle α are sketched.
trapping-desorption, indicated by a broad distribution.
The width of the scattered molecular beam is probed by parking the probe laser at
a certain x position, xsca, and detecting the scattered molecules for various z positions
of the probe laser, zsca. The experimental geometry is described in Section 3.4.4. The
scattering angle θsca is defined as the angle between the propagation direction of scat-
tered molecules and the surface normal. θsca can be calculated from the position at







zsurf equals the z position of the incoming beam zinc. Note that the scattering angle
needs to be corrected by α, the angle about which the surface is tilted with respect to
the incoming molecular beam axis. This surface tilt is illustrated in Figure 4.3. α is 5◦
in experiments with Au(111) and 3◦ in experiments with Ag(111).
The measured REMPI intensity must be corrected for the spatial detection efficiency
of the detector. The correction factor is determined by leaking 1.1 × 10−8 Torr CO
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into the vacuum chamber and measuring the (2 + 1) REMPI signal via the B1Σ+(v′ =
0)← X1Σ+(v′′ = 0) transition for the same probe laser positions as used in the angular
distribution experiment. Since the number of ions should be the same at every posi-
tion, variations in the measured REMPI intensity arise from different spatial detection
efficiencies.
The final angular distribution is characterized by plotting the corrected REMPI in-
tensity I as a function of θsca and by fitting the cosn distribution
I(θsca) = I0 cosn (θsca − θ0) (4.11)
to these data points. Here, I0 is the normalized intensity and θ0 is the maximum of
the distribution. The exponent n describes the width of the distribution. The angular
distribution of trapped molecules desorbing from the surface resembles a cosine distri-
bution with n = 1. Directly scattered molecules show a much narrower distribution
with n > 1. In addition, directly scattered molecules obey the “memory effect”, which
means that the angle of the scattered beam depends on the incidence angle θinc. Note
that θ0 is expected to be slightly larger than |θinc| = |α|, assuming that the molecules
lose momentum parallel to the surface normal whereas their momentum perpendicular
to the surface normal is conserved.
4.3 Vibrational State Distributions
Highly vibrationally excited CO X1Σ+(v′′inc = 17) may lose vibrational quanta during the
collision with a metal surface. The aim of this section is to determine the final vibrational
population distribution in the scattered beam. This can be achieved by analyzing the
(1+1) REMPI spectra via the A1Π(v′)← X1Σ+(v′′) transition, which consist of several
vibrational bands v′-v′′ probing different v′′. First, the quantitative analysis of the
REMPI spectra is described, which yields the relative population of each vibrational
state. Second, the calculation of normalized vibrational populations is described, which
are plotted in final vibrational state distributions. In addition, normalized vibrational
populations are used to determine vibrational relaxation probabilities. The following
analysis is based on the methodology that was developed for the analysis of REMPI
spectra of highly vibrationally excited NO [86] and has been described explicitly for the
scattering of CO(v = 17) in References [31, 32].
4.3.1 Relative Vibrational Populations
The REMPI spectrum of surface scattered CO covers the wavenumber range between
40800 cm−1 and 43800 cm−1 and consists of several vibrational bands probing the vi-
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brational levels v′′ = 14, 15, 16, 17 and 18. The integrated REMPI signal of a certain
vibrational band v′-v′′, which consists of many rotational lines, is related to the popu-














× 〈vinc〉 〈vsca〉wangwvΓ(U)−1. (4.12)
Sdump on(ν˜) and Sdump off(ν˜) are the REMPI signals of surface scattered CO for the
dump laser turned on and turned off, respectively, Pprobe(ν˜) is the probe laser power, β
is the FCP depletion factor, γv′-v′′ is the band-specific detection efficiency, 〈vinc〉 is the
mean velocity of the incoming beam, 〈vsca〉 is the mean velocity of the scattered beam,
wang is the width of the angular distribution, wv is the width of the velocity distribution
of the scattered beam, and Γ(U) is the gain of the MCP detector as a function of the
MCP voltage U .1 In the following, Equation 4.12 is explained in more detail.
Sdump on(ν˜) is the REMPI signal measured when the dump laser is turned on, stim-
ulating emission into X1Σ+(v′′ = 17, J ′′ = 0). Sdump on(ν˜) is divided by the probe
laser power Pprobe(ν˜) to correct for fluctuations in the probe laser power. Pprobe(ν˜) is
measured on-line while scanning the probe laser frequency. As shown in Panel (A) of
Figure 4.4, the REMPI intensity scales linearly with Pprobe(ν˜), indicating that the first
step of the (1 + 1) REMPI process is saturated. The corrected REMPI signal is then
integrated over the v′-v′′ band.
Even though the dump laser populates a single rovibrational state, the population
of v′′ states other than 17 by Frank-Condon pumping (FCP) cannot be avoided. This
causes an undesired background signal because of two reasons. First, vibrational states
lower than v′′ = 17, which are the expected scattering products, are already present
in the incident beam. Second, vibrational states higher than v′′ = 17 are present in
the incoming beam and will also lead to vibrationally relaxed scattering products. In
order to quantify the background signal, the REMPI spectrum Sdump off(ν˜) of surface
scattered CO is measured with the dump laser turned off. The REMPI signal then
originates only from Franck-Condon pumped highly vibrationally excited CO.
Note that the integrated background signal must be corrected by the depletion factor
β because the fluorescence is reduced when the dump laser is turned on. The dump
laser depopulates the upper state from which fluorescence occurs because it drives the
1Note that γv′-v′′ and Γ(U) are reciprocally defined compared to the formula presented in the Sup-
porting Information of Reference [31].
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Figure 4.4: In Panel (A), the REMPI intensity of the A1Π(v′ = 8, J ′ = 1) ←
X1Σ+(v′′ = 17, J ′′ = 0) transition is plotted as a function of the probe
laser pulse energy Pprobe. The red line is a linear fit through the data
points. Panel (B) shows the magnitude of the REMPI ion signal for dif-
ferent voltages of the MCP detector. The fit (red curve) corresponds to
the function Γ(U) used in Equation 4.12.
transition to X1Σ+(v′′ = 17, J ′′ = 0). Panel (A) in Figure 4.5 shows the depletion of the
7-16 band when the dump laser is turned on, and Panel (B) illustrates the population
increase in X1Σ+(v′′ = 17, J ′′ = 0) due to dumping. β can be derived from REMPI
spectra as shown in Panel (A) where v′-v′′ bands are detected prior to surface scattering.
β is obtained by dividing the integrated signal for dump on by the integrated signal for
dump off. β may vary from experiment to experiment and reflects the efficiency of
dumping.
Panel (C) in Figure 4.5 shows the spectra of surface scattered CO for dump on and
dump off. The REMPI signal that only probes the scattering products of incident CO
in the single rovibrational state X1Σ+(v′′ = 17, J ′′ = 0) corresponds to the difference
between the black and the red trace. Its magnitude is given by the term in parentheses
in Equation 4.12.
The signal is then divided by the band-specific detection efficiency γv′-v′′ . γv′-v′′ is
determined experimentally by probing the vibrational bands v′-v′′ prior to surface scat-
tering with the dump laser turned off. High v′′ states are then populated by fluorescence
and their population distribution is determined by the Einstein A coefficients. Dividing
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Figure 4.5: (1+1) A←X REMPI spectra of highly vibrationally excited CO are shown
for dump on (black) and dump off (red). Panel (A) shows the 7-16 band
of incident CO illustrating that the population in v′′ = 16 is depleted
when dumping. Panel (B) shows the 8-17 band of incident CO illustrating
that the population in X1Σ+(v′′ = 17, J ′′ = 0) is significantly increased
when dumping. Panel (C) shows the spectrum of CO scattered from
Au(111) (Einc = 0.57 eV), where the red trace corresponds to the back-
ground signal induced by Franck-Condon pumping. Note that the intense
(2 + 1) B1Σ+(v′ = 0, 1) ← X1Σ+(v′′ = 0, 1) REMPI bands at 43460 cm−1
and 43428 cm−1 are removed from the spectrum.
the integrated spectrum of a certain v′-v′′ band by the corresponding Einstein A coef-
ficient gives γv′-v′′ . Einstein A coefficients of A→ X vibronic transitions are calculated
using the computer programs RKR1 2.0 [152] and LEVEL 8.0 [153]. Since the v′-v′′
REMPI spectra of both incident and scattered CO are measured directly after one an-
other, γv′-v′′ accounts not only for vibronic transition intensities but also corrects for
temporal shifts in the power of the pump lasers.
As described in Section 4.1, the density-to-flux conversion is achieved by multiplying
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the signal by 〈vinc〉 and 〈vsca〉, accounting for both laser preparation and laser detection
of highly vibrationally excited CO.
Since the scattered beam spreads along the x, y, and z direction when it leaves the
surfaces, REMPI signals must in general be corrected for the angular and longitudinal
spread by multiplication with the width at half maximum of the angular distribution
wang and of the time-of-flight distribution wv. However, this correction was found to
be of minor importance because the scattered molecules are detected extremely close to
the surface where the spatial spread of the scattered beam barely deviates from that of
the incoming beam.
When vibrational bands are detected at different voltages of the MCP detector, the
signal must be corrected for the gain of the detector. This is achieved by dividing the
signal by Γ(U). Γ(U) is determined experimentally and reflects the magnitude of the
REMPI signal as a function of MCP voltage. Γ(U) is shown in Panel (B) of Figure 4.4.
4.3.2 Vibrational Relaxation Probabilities
Once N scav′-v′′ is known from Equation 4.12 for each vibrational band v′-v′′, the relative
population of a certain v′′, N scav′′ , is given by the mean value of N scav′-v′′ over all v′ that
probe this particular state. In the following, the determination of normalized vibrational
populations and vibrational relaxation probabilities are described first for gold, then for
silver.
As can be seen in Panel (C) of Figure 4.5, a rather small fraction of molecules populate
v′′ = 14 after CO(v′′ = 17) is scattered from Au(111). The majority of molecules either
scatter vibrationally elastically or relax to v′′ = 15 and 16. Assuming that the molecules
do not relax to states lower than v′′ = 14, the total number of scattered molecules Nsca
is given by summing N scav′′ from v′′ = 14 to 17. The normalized population of v′′, Rscav′′ ,











The vibrational relaxation probability Prelax is given by
Prelax = 1−Rsca17 . (4.14)
In order to test the assumption that the scattered molecules do not occupy vibrational
levels other than 14 ≤ v′′ ≤ 17, the ratio between the total number of scattered molecules
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Figure 4.6: (1+1) A←X REMPI spectra of highly vibrationally excited CO are shown
for dump on (black) and dump off (red). Panel (A) shows the 8-17 and
the 4-14 band for CO scattered from Ag(111). Panel (B) shows spectra
in the same spectral range for CO scattered from a chlorinated Ag(111)
surface. In both cases, Einc = 0.57 eV.
The number of incident molecules equals the number of molecules prepared in v′′ = 17,
N inc17 , which is calculated from REMPI spectra probing the 8-17 band in the incoming
beam for dump on and dump off using Equation 4.12. The ratio is found to be 0.45, 0.34,
and 1.07 for molecular beams with incidence translational energies of 0.26 eV, 0.41 eV,
and 0.57 eV, respectively. The scatter of these values indicates the large error of this
estimation. In addition, the absence of v′′ = 1 and 2 in the scattered beam is confirmed
by (2 + 1) REMPI via the B state, supporting the hypothesis that highly vibrationally
excited CO does not relax to low v′′ states when it scatters from Au(111).
The analysis is different for scattering experiments on Ag(111), in which CO relaxes
to vibrational states lower than v′′ = 14. Panel (A) of Figure 4.6 indicates that v′′ = 14
is significantly populated relative to v′′ = 17 when CO is scattered from Ag(111). Since
the vibrational states v′′ ≤ 13 are not detected, the total number of scattered molecules
Nsca cannot be determined as mentioned in Equation 4.13. In order to determine Nsca,
the silver surface is chlorinated which passivates the surface and suppresses vibrational
relaxation. Panel (B) of Figure 4.6 demonstrates the absence of v′′ = 14 in the beam
scattered from the chlorinated silver surface. Relaxation to v′′ = 15 or 16 is not observed
either. As the molecules are scattered vibrationally elastically, Nsca is derived from the
7-17 and the 8-17 band, following Equation 4.12. Rscav′′ and Prelax are then determined
as described for gold.
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4.4 Rotational State Distributions
The REMPI spectra of scattered CO show a distinct rotational structure. Each vibra-
tional band consists of a P-, Q- and R-branch. The population of individual rotational
states and the mean rotational energy of scattered molecules can be derived from these
spectra. This section describes the underlying analysis, in which a J-dependent popu-
lation factor is determined in a fitting procedure such that the experimental spectrum
can be accurately reproduced.
Fitting rotational spectra requires the knowledge of precise rotational line positions.
In order to assign the observed rotational lines, A1Π(v′, J ′)← X1Σ+(v′′, J ′′) transition
frequencies are calculated using the computer program PGOPHER [154, 155]. Spec-
troscopic constants published by Schneider et al. [102] and Simmons et al. [103] are
used to calculate term energies of the X1Σ+ and A1Π state, respectively. However,
due to experimental limitations, the constants provided by Simmons are only accurate
for rotational excitations up to J ≈ 20. Exact line positions for transitions probing
J ′′ > 20 are calculated from transition frequencies reported by Gerö [156]. Since Gerö
made a careful analysis of perturbations in the A1Π → X1Σ+ system, the list is also
used to identify perturbed levels in the A1Π state and to recalculate their term energies.
Manually replacing transition frequencies from the PGOPHER output with frequencies
calculated from Gerö’s data provides an accurate linelist for the following analysis.
The 7-17 and 7-16 vibrational bands are good candidates for the rotational analysis
of vibrationally elastically and inelastically scattered molecules. v′′ = 16 and v′′ = 17
are probed via the A1Π(v′ = 7) state. Note that in A1Π(v′ = 7), the rotational states
J ′ = 26, 29, 32, 33, 35, 38, 39, 42 and 43 are perturbed [156]. As the mixing of states may
strongly affect transition intensities, rotational transitions involving perturbed states
are omitted from the rotational analysis. A list of rotational transition wavenumbers of
the 7-17 and the 7-16 band, including transitions to perturbed levels, can be found in
Appendix A.1. Figure 4.7 shows assigned rotational transitions for both the 7-16 band
and the 7-17 band of surface-scattered CO.
The population factors PJ ′′ of the rotational states J ′′ are determined by fitting
a Lorentzian line profile to each rotational line in the observed spectrum. A single
rotational line can be labeled by J ′′ and the respective rotational branch. The Lorentzian
line shape is given by
I(ν˜) = I0
γ/2pi
(ν˜ − ν˜0)2 + (γ/2)2
, (4.16)
where the natural linewidth γ is the full width at half maximum, I is the intensity, ν˜ is
the wavenumber, and ν˜0 is the resonant wavenumber of the transition.
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Figure 4.7: (1 + 1) A1Π(v′, J ′) ← X1Σ+(v′′, J ′′) REMPI spectra with assigned rota-
tional transitions for CO scattered from Au(111) at 〈Einc〉 = 0.57 eV. The
R-branch exhibits a band head around R(7)–R(8). Note that transitions
to perturbed states are not marked. Panel (A) shows the 7-16 (v′-v′′) vi-
brational band. Panel (B) shows the 7-17 vibrational band. Panel (C)
shows an enlargement of the spectrum displayed in Panel (B) in order to
illustrate the quality of the assignment.
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The total intensity I0 of a rovibronic transition is proportional to the population
factor PJ ′′ and to the rotational transition strength SbranchJ ′′ for a certain J ′′ and branch.
SbranchJ ′′ corresponds to the Hönl-London factor as long as the transition is not saturated.
In the case of complete saturation, SbranchJ ′′ equals the number of possible transitions per
J ′′. In the absence of external fields, each J ′′ state is 2J ′′ + 1 degenerate. Thus, the
number of possible transitions is 2J ′′ + 1 for the R-branch, 2J ′′ for the Q-branch as
M ′J = 0 ← M ′′J = 0 is forbidden, and 2J ′′ − 1 for the P-branch as transitions from
M ′′J = ±J ′′ do not exist. Since the observed REMPI intensity depends linearly on the
REMPI laser power (see Figure 4.4), saturation plays a significant role in the resonant
excitation step of the two-photon REMPI process. The effect of saturation on the
rotational transition strength is treated as described in the PGOPHER manual [154].
In order to account for saturation, SbranchJ ′′ is expressed in terms of





where Ssat is the saturation factor and ζbranchJ ′′ is the Hönl-London factor for a certain J ′′
and rotational branch. For high Ssat, the transition is saturated and SbranchJ ′′ converges
to the saturation limit. If Ssat approaches 0, SbranchJ ′′ equals the product of the Hönl-
London factor and the saturation factor, which scales with laser power. Hönl-London








(−1)Λ′+M ′J√(2J ′′ + 1)(2J ′ + 1)(J ′′ ω J ′
Λ′′ σ′ −Λ′
)(
J ′′ ω J ′
M ′′J σ −M ′J
)2 .
(4.18)
Here, J is the total angular momentum, Λ is the projection of the electronic orbital
angular momentum on the molecular axis, MJ is the projection of J in the laboratory
frame, ω = 1 is the photon angular momentum, σ′ is the polarization of the light in
the molecular frame, and σ = 0 is the polarization of the light in the laboratory frame.
ζbranchJ ′′ is obtained from Equation 4.18 by summing over M ′′J from −J ′′ + 1 to J ′′ − 1
for the P-branch (∆J = J ′− J ′′ = −1) and from −J ′′ to J ′′ for the Q-branch (∆J = 0)
and R-branch (∆J = 1). Note that ∆MJ = M ′′J −M ′J = 0.
Ssat is determined in an iterative way by fitting the rotational spectrum for various
Ssat and calculating the population factor P branchJ ′′ separately for the P-, Q- and R-
branch. The sum of P branchJ ′′ over all J should give the same value for each branch. Ssat
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is chosen such that the deviation between summed populations of individual branches
is minimized.
Since the A← X transitions are partially saturated, the observed absorption lines are
power broadened. Thus, the natural linewidth γ in Equation 4.16 needs to be replaced
by a linewidth that accounts for power broadening. According to Equation 4.18, the
rotational transition strength decreases with increasing J ′′. Following the description
by Demtröder [157], the power broadened Lorentzian line width γbranchJ ′′ is calculated for
P-, Q- and R-transitions originating from J ′′ as






The degeneracy factor gbranch is 2J ′′ − 1 for the P-branch, 2J ′′ for the Q-branch, and
2J ′′+1 for the R-branch. ∆ν˜0 is limited by the spectral width of the frequency doubled
dye laser and is estimated to be 0.16 cm−1.
Finally, the rotational population factor PJ ′′ is determined by fitting the function
IbranchJ ′′ (ν˜) ∝ PJ ′′SbranchJ ′′
γbranchJ ′′ /2pi(
ν˜ − ν˜branchJ ′′
)2 + (γbranchJ ′′ /2)2 (4.20)
to each rotational line observed in the REMPI spectrum. The only fit parameter PJ ′′
is restrained to be the same for all rotational branches and varies only with J ′′. Line
positions ν˜branchJ ′′ are listed in Appendix A.1.
A Boltzmann plot of rotational states J ′′ is obtained by plotting ln (PJ ′′) as a function
of the rotational energy of the scattered molecule. Note that PJ ′′ need not to be divided
by the degeneracy of rotational states due to the definition of SbranchJ ′′ . The rotational
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J ′′(J ′′ + 1)− Λ′′2
]l
. (4.21)
For CO X1Σ+, Λ′′ = 0. Ykl are the Dunham expansion coefficients, which are listed for
CO X1Σ+ in Table 1 of Reference [102].






(2J ′′ + 1)PJ ′′∑∞
J ′′=0 (2J ′′ + 1)PJ ′′
[
E(v′′, J ′′)− E(v′′, J ′′ = 0)] . (4.22)
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5 Surface Scattering of CO X1Σ+(v = 17)
This chapter presents and discusses the results obtained from state-to-state surface scat-
tering experiments using molecular beams of highly vibrationally excited CO. The exper-
imental data comprises time-of-flight distributions, angular distributions, and REMPI
spectra of surface scattered CO, which are used to extract final vibrational state and ro-
tational state distributions. Final vibrational state distributions of highly vibrationally
excited CO scattered from Au(111) are published in Reference [31]. For the scatter-
ing from Ag(111), final vibrational state distributions and angular distributions are
published in Reference [32].
5.1 Time-of-Flight Distributions
5.1.1 Results
The mean translational energy 〈Esca〉 of surface scattered molecules can be derived from
time-of-flight distributions, as described in Section 4.1. State-to-state time-of-flight
distributions have been measured for different final vibrational (vsca) and rotational
(Jsca) states. Single rovibrational states are probed during the time-of-flight scan by
setting the probe laser to the frequency of a resolved rovibronic transition. Since the
initial energetic state of incident CO is well defined by 〈Einc〉, vinc = 17, and Jinc = 0,
the information extracted from time-of-flight distributions of scattered molecules allow
the investigation of translation-to-rotation coupling (T-R) and vibration-to-translation
coupling (V-T) during the surface scattering event.
The upper panels of Figure 5.1(a) show time-of-flight distributions of CO molecules
that scatter vibrationally elastically from Au(111). The distributions have been mea-
sured for three different incidence translational energies (left, center, right). Each plot
contains the data obtained for three scattering products, Jsca = 6, 14, and 27 (black,
red, blue). The arrival time on the horizontal axis corresponds to the flight time of
scattered molecules from the surface to the point of detection. The point of detection
is located 4.3mm in front of the surface and is chosen such that the scattered beam is
probed at the maximum of the angular distribution. The solid lines represent the best fit
to the time-of-flight data using Equation 4.6. The corresponding velocity distributions
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(a) vinc = 17→ vsca = 17 scattering of CO on Au(111).
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(b) vinc = 17→ vsca = 17 scattering of CO on Ag(111).
Figure 5.1: Normalized arrival time distributions (upper panels) and corresponding
velocity distributions (lower panels) are shown for three incidence transla-
tional energies (columns) and three final rotational states (see color code).




are shown in the lower panels of Figure 5.1(a). Tables 5.1 summarizes the final trans-
lational energies and velocities as well as the fitting parameters for the scattering from
Au(111). Results for the scattering from Ag(111) are given in Figure 5.1(b) and Table
5.2. Note that the detected rotational states differ from those probed in experiments
with gold.
Table 5.1: Fitting parameters Nv, v0, and wv from Equation 4.6, final translational
energies 〈Esca〉, and mean velocities 〈vsca〉 of CO(vinc = 17, Jinc = 0) scat-
tered from Au(111) are given for different incidence translational energies
〈Einc〉 and final scattering products (vsca, Jsca).
〈Einc〉 / Scattering 〈Esca〉 / 〈vsca〉 / Nv/ v0/ wv/
eV product eV m s−1 m−3 ms−1 ms−1
0.57 vsca = 17, Jsca = 6 0.36 1564 1.88 · 1012 1466 315
0.57 vsca = 17, Jsca = 14 0.33 1477 1.85 · 1012 1294 417
0.57 vsca = 17, Jsca = 27 0.28 1343 1.34 · 1012 964 561
0.41 vsca = 17, Jsca = 6 0.21 1186 7.51 · 1011 1051 320
0.41 vsca = 17, Jsca = 14 0.17 1056 4.84 · 1011 924 300
0.41 vsca = 17, Jsca = 27 0.12 876 2.45 · 1011 709 304
0.26 vsca = 17, Jsca = 6 0.12 883 2.46 · 1011 747 276
0.26 vsca = 17, Jsca = 14 0.10 813 1.81 · 1011 659 281
0.26 vsca = 17, Jsca = 27 0.07 692 9.60 · 1010 548 250
Table 5.2: Fitting parameters Nv, v0, and wv from Equation 4.6, final translational
energies 〈Esca〉, and mean velocities 〈vsca〉 of CO(vinc = 17, Jinc = 0) scat-
tered from Ag(111) are given for different incidence translational energies
〈Einc〉 and final scattering products (vsca, Jsca). Note that for vibrationally
elastic scattering, the REMPI signal is integrated over the band head of the
R branch (5 ≤ Jsca ≤ 8).
〈Einc〉 / Scattering 〈Esca〉 / 〈vsca〉 / Nv/ v0/ wv/
eV product eV m s−1 m−3 ms−1 ms−1
Vibrationally inelastic scattering:
0.57 vsca = 17, Jsca = 7 0.21 1165 1.30 · 10−12 915 428
0.57 vsca = 17, Jsca = 15 0.22 1197 1.17 · 10−12 894 474
0.57 vsca = 17, Jsca = 25 0.18 1068 2.00 · 10−12 658 514
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Table 5.2: (continued)
〈Einc〉 / Scattering 〈Esca〉 / 〈vsca〉 / Nv/ v0/ wv/
eV product eV m s−1 m−3 ms−1 ms−1
0.57 vsca = 17, Jsca = 31 0.13 912 3.55 · 10−12 628 399
0.57 vsca = 17, Jsca = 37 0.14 955 3.26 · 10−12 548 484
0.40 vsca = 17, Jsca = 7 0.17 1058 1.92 · 10−12 774 431
0.40 vsca = 17, Jsca = 15 0.15 991 2.56 · 10−12 679 436
0.40 vsca = 17, Jsca = 25 0.11 859 4.41 · 10−12 642 341
0.40 vsca = 17, Jsca = 31 0.12 865 5.00 · 10−12 474 450
0.40 vsca = 17, Jsca = 36 0.09 748 1.12 · 10−11 275 455
0.27 vsca = 17, Jsca = 7 0.07 676 1.21 · 10−11 445 308
0.27 vsca = 17, Jsca = 15 0.08 713 1.01 · 10−11 442 342
0.27 vsca = 17, Jsca = 25 0.06 620 1.74 · 10−11 393 292
0.27 vsca = 17, Jsca = 31 0.05 589 2.45 · 10−11 297 320
0.27 vsca = 17, Jsca = 37 0.04 522 3.77 · 10−11 284 273
Vibrationally elastic scattering:
0.57 vsca = 17, 5 ≤ Jsca ≤ 8 0.22 1199 1.17 · 10−12 978 410
0.57 vsca = 16, 5 ≤ Jsca ≤ 8 0.21 1159 1.37 · 10−12 789 513
0.57 vsca = 15, 5 ≤ Jsca ≤ 8 0.26 1297 9.15 · 10−13 810 619
0.57 vsca = 14, 5 ≤ Jsca ≤ 8 0.26 1303 8.76 · 10−13 853 597
0.40 vsca = 17, 5 ≤ Jsca ≤ 8 0.15 993 2.48 · 10−12 721 409
0.40 vsca = 16, 5 ≤ Jsca ≤ 8 0.15 991 2.50 · 10−12 737 395
0.40 vsca = 15, 5 ≤ Jsca ≤ 8 0.20 1135 1.47 · 10−12 795 488
0.40 vsca = 14, 5 ≤ Jsca ≤ 8 0.21 1167 1.36 · 10−12 762 536
0.30 vsca = 17, 5 ≤ Jsca ≤ 8 0.11 834 6.27 · 10−12 398 464
0.30 vsca = 16, 5 ≤ Jsca ≤ 8 0.11 825 5.28 · 10−12 576 356
0.30 vsca = 15, 5 ≤ Jsca ≤ 8 0.13 922 3.37 · 10−12 653 391
0.30 vsca = 14, 5 ≤ Jsca ≤ 8 0.12 883 4.29 · 10−12 543 427
0.27 vsca = 17, 5 ≤ Jsca ≤ 8 0.08 695 1.12 · 10−11 426 336
0.27 vsca = 16, 5 ≤ Jsca ≤ 8 0.08 735 8.55 · 10−12 493 330
0.27 vsca = 15, 5 ≤ Jsca ≤ 8 0.08 727 8.57 · 10−12 548 284
0.27 vsca = 14, 5 ≤ Jsca ≤ 8 0.08 703 1.73 · 10−11 172 464
The reader may notice that the time-of-flight traces are measured fairly close to the
surface. In order to minimize the relative error of the travel distance, the time-of-flight
traces should be measured as far away from the surface as possible. However, the travel
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distance is limited to 4.3mm because the signal is too weak at larger distances as it gets
diluted due to the temporal and angular spread of the beam. The detection is challeng-
ing because of the small number of highly vibrationally excited CO molecules in the
incident beam. The small number of molecules results from the inefficient preparation
of highly vibrationally excited CO, which involves three laser-driven optical transitions
including weak transitions between the singlet and the triplet manifolds. Furthermore,
the detection is challenging because high v states other than v = 17 are populated
by means of Franck-Condon pumping which results in an undesired background signal.
Figure 5.1 shows the background corrected data. In contrast to CO, the preparation
of high v states is less demanding for NO because the optical pumping scheme involves
only two spin-allowed transitions and Franck-Condon pumping can be suppressed by a
process called sweeping [158], resulting in a much better signal-to-noise ratio.
Two conclusions can be drawn from the velocity distributions shown in Figure 5.1.
First, vibrationally elastically scattered molecules lose translational energy during the
collision. Second, the translational energy loss increases with rotational excitation of
the scattered molecules.
The correlation between final translational energy 〈Esca〉 and final rotational energy
Erot is illustrated in Figure 5.2. The error bars are based on the error in the measurement
of the flight distance, which is the largest source of uncertainty in this experiment. In
order to determine the probe laser position, the surface is moved into the power-reduced
laser beam, whose profile is monitored on a screen. The surface is assumed to be at the
probe laser position when the laser spot is half eclipsed by the surface. The surface is
mounted on a micrometer with 10 μm resolution. Following this procedure, the position
of laser focus can be determined with an accuracy of ∆x = 200 μm. Error propagation
yields the error bars shown for 〈Esca〉 in Figure 5.2.
Time-of-flight traces have been also determined for molecules that undergo vibra-
tionally inelastic scattering and lose vibrational energy during the surface collision.
Inelastic scattering results are only available from Ag(111). The final vibrational states
vsca = 14, 15, 16 and 17 are detected by probing the rotational band head of the R-
branch, which exhibits a strong signal but consists of multiple overlapping transitions
ranging from R(5) to R(8). This means that the detected molecules experience a small
amount of rotational excitation. The measurement of multiple rotational lines and ex-
trapolation to Jsca = 0 is not feasible due to the weak signal of vibrationally relaxed
molecules. Figure 5.3 illustrates the vibration-to-translation (V-T) coupling by plot-
ting the final translational energy as a function of the final vibrational energy. For
〈Einc〉 = 0.57 eV, the final translational energy clearly increases with vibrational energy
loss. However, this effect depends on 〈Einc〉 and almost vanishes for low 〈Einc〉 as shown
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Figure 5.2: Final translational energy versus final rotational energy for vibrationally
elastically scattered CO(vinc = 17, Jinc = 0). Panel (A) shows results
obtained for Au(111), where rotational states between Jsca = 6 and 27
have been detected. Panel (B) shows results obtained for Ag(111), where
rotational states between Jsca = 7 and 37 have been detected. The dashed
lines represent linear fits to the data. Note that the final translational
energy of molecules scattered from silver is in general lower than that of
molecules scattered from gold because of the lower atomic mass of silver.
for 0.27 eV.
5.1.2 Discussion: Translational Inelasticity
Vibrationally and Rotationally Elastic Scattering The velocity distributions in Figure
5.1 indicate that the scattered molecules lose a large fraction of their initial translational
energy during the collision with the surface. For incidence translational energies in the
range of 0.26 eV ≤ 〈Einc〉 ≤ 0.57 eV, final translational energies are found between
0.07 eV and 0.36 eV for gold, and between 0.04 eV and 0.22 eV for silver. What is the
fate of the molecule’s translational energy? Different energy dissipation pathways are
conceivable for the molecule-surface system. The translational energy may either ex-
cite surface degrees of freedom or internal degrees of freedom of the molecule, such as
vibration and rotation. In the case of vibrationally and rotationally elastic scattering,
where (vinc = 17, Jinc = 0) → (vsca = 17, Jsca = 0), excitation of molecular vibration
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Figure 5.3: Final translational energy versus final vibrational energy for CO(vinc = 17,
Jinc = 0) scattered from Ag(111). Results are shown for four incidence
translational energies. The final vibrational states vsca = 14, 15, 16 and 17
have been detected by probing the rotational band heads of the respective
R-branches. The dashed lines show linear fits to the experimental data.
and rotation can be excluded. Thus, the fraction of translational energy lost during the
surface collision is completely transferred to the surface.
The dependence of the final translational energy 〈Esca〉 on the incidence translational
energy 〈Einc〉 is illustrated in Figure 5.4. 〈Esca〉 of vibrationally and rotationally elasti-
cally scattered CO is derived by extrapolating the data shown in Figure 5.2, using the
linear fits. Figure 5.4 shows two trends. First, the translational inelasticity is stronger
for silver than for gold. Second, 〈Esca〉 seems to increase linearly with 〈Einc〉. The mo-
lecules retain ≈ 40% and ≈ 50% of their incidence translational energy when scattered
from silver and gold, respectively.
The transfer of translational energy to the surface is assumed to follow an electroni-
cally adiabatic pathway. In order to test this hypothesis, the experimental results are
compared to 〈Esca〉 predicted by the hard-cube model [159]. The hard-cube model is a
simple model which assumes a purely mechanical energy transfer. In this model, the CO
molecule is represented by a hard sphere with mass m1 = 28.0 amu which impinges on
the surface of a hard cube with the mass m2. Based on the conservation laws of energy
and linear momentum, the hard-cube model predicts 〈Esca〉 for an incident trajectory
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Figure 5.4: Extrapolated final translational energy of CO(vsca = 17, Jsca = 0) versus
incidence translational energy of CO(vinc = 17, Jinc = 0) for the scattering
from Au(111) (orange) and Ag(111) (gray). The dashed lines show the
final translational energy predicted by the Baule model for collision with
a single metal atom.
parallel to the surface normal as




Two limiting cases are conceivable for 〈Esca〉. First, the amount of energy transferred
to the surface is negligible when m2 is considerably larger than m1. This scenario
corresponds to a stiff surface with immobile surface atoms. Second, the upper limit
of translational inelasticity—commonly known as the Baule limit—can be estimated
by assuming the collision with a single metal atom as collision partner (m2 = mAu =
197.0 amu orm2 = mAg = 107.9 amu) [160]. According to the Baule limit, 34% and 56%
of 〈Einc〉 is preserved in collisions with silver and gold, respectively. These values are
remarkably close to the ones found in the experiment and confirm that the momentum
transfer is more efficient for silver than for gold due to the lower atomic mass of silver.
In Figure 5.4, the Baule limit is indicated by the dashed lines. Note that in the
hard-cube model, only momentum parallel to the surface normal can be transferred to
surface atoms, while the momentum perpendicular to the surface normal is conserved.
Accordingly, the Baule limits shown in Figure 5.4 account for the slight tilt of the
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molecular beam axis with respect to the surface normal.
〈Esca〉 = (m1 −m2)
2
(m1 +m2)2





The incidence angle θinc is 3◦ for experiments with gold and 5◦ for experiments with
silver. Within the error bars, the slope of the Baule limit agrees with the observed inci-
dence translational energy dependence. The fact that 〈Esca〉 depends linearly on 〈Einc〉
can be interpreted in terms of a direct scattering mechanism. A characteristic feature
of direct scattering is the preservation of information about the molecule’s initial prop-
erties such as velocity and incidence angle. In contrast, the molecules would lose their
“memory” of incidence velocity and angle when undergoing a trapping-desorption (TD)
scattering mechanism. In the TD mechanism, the molecules equilibrate thermally with
the surface during the residence time on the surface. The velocity distribution of the
desorbing molecules can then be described by the Maxwell-Boltzmann flux distribution,
treating the surface as an effusive beam source. The mean translational energy does
not depend on 〈Einc〉. Rather, it is given by 2kBTs, where Ts is the surface temperature.
Note that this estimation does not account for energy barriers the desorbing molecules
may have to surmount. Based on these assumptions for the trapping-desorption mech-
anism, the final translational energy of desorbing molecules is expected to be 0.052 eV
and 0.068 eV for experiments with gold (Ts = 300K) and silver (Ts = 400K), respec-
tively. This is in stark contrast to the experimental findings, which clearly indicate a
direct scattering channel.
The comparison of the Baule limit with experimental results has been previously re-
ported for different molecule-surface systems. Krüger investigated the translational in-
elasticity of highly vibrationally excited NO scattered from gold [129]. For the NO(vinc =
11)/Au(111) system, the Baule limit is in good agreement with experimentally de-
termined 〈Esca〉 of vibrationally elastically scattered NO. Golibrzuch et al. presented
results on the NO(vinc = 3)/Au(111) system [80, 81]. State-to-state time-of-flight mea-
surements with high resolutions reveal that the Baule limit slightly overestimates the
translational energy loss. This agrees with results published by Rettner et al. who
studied the NO(vinc = 0)/Ag(111) system for an incidence angle of θinc = 30◦ [161].
Here, the Baule limit predicts a translational energy loss of 59%, which again exceeds
the experimental value. The comparison of the results by Golibrzuch et al. and Rettner
et al. confirm that the translational inelasticity is stronger for silver than for gold.
To sum up, the translational energy loss of highly vibrationally excited CO in vibra-
tionally and rotationally elastic surface scattering is in good agreement with predictions
based on the simple Baule model. Even though the physical meaning of the Baule limit
should not be overestimated due to its simplicity, two conclusions can be drawn. First,
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Figure 5.5: ∆ 〈Esca〉 /∆Erot as a function of incidence translational energy 〈Einc〉 for
vibrationally elastic scattering of CO(vinc = 17) from gold (red) and silver
(blue). For comparison, data are also shown for the NO(vinc = 3)/Au(111)
system [134] and the NO(vinc = 11)/Au(111) system [129].
the good agreement with the simple Baule limit suggests that the transfer of transla-
tional energy to the surface proceeds via a mechanical, electronically adiabatic pathway.
Second, the linear dependence of 〈Esca〉 on 〈Einc〉 gives rise to a direct scattering mech-
anism.
Rotationally Inelastic Scattering This subsection discusses the T-R energy transfer
in vibrationally elastic scattering. Figure 5.2 shows the final translational energy 〈Esca〉
of CO(vinc = 17→ vsca = 17) as a function of the final rotational energy Erot for three
different incidence translational energies 〈Einc〉. The reader is reminded of two trends
that are observed. First, 〈Esca〉 decreases with increasing Erot, suggesting that the
rotational energy of the molecule originates from the conversion of translational energy.
Second, the absolute value of the slope of linear fits plotted through the data points,
∆ 〈Esca〉 /∆Erot, increases with 〈Einc〉.
In Figure 5.5, ∆ 〈Esca〉 /∆Erot is plotted as a function of 〈Einc〉 for different molecule-
surface systems. The results obtained for highly vibrationally excited CO scattered
from gold (red) and silver (blue) show a similar trend as data previously reported on
the NO(vinc = 3)/Au(111) system [134] (gray) and the NO(vinc = 11)/Au(111) system
[129] (black). The Figure demonstrates the increasing steepness of the slope with 〈Einc〉.
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In order to understand the physical meaning of ∆ 〈Esca〉 /∆Erot, it is helpful to con-
sider to limiting cases [81, 162]. First, the slope would be −1 if there was pure energy
conservation for the T-R energy transfer, implying that the sum of the final translational
energy and the rotational energy of the molecule is a constant, 〈Esca〉+Erot = constant,
and that the energy transferred to surface phonons, EP, does not change with the rota-
tional excitation of the molecule. Second, ∆ 〈Esca〉 /∆Erot = 0 indicates that the T-R
energy transfer and the translation-to-phonon (T-P) energy transfer are anti-correlated,
meaning that the sum of translational energy transferred to phonons and the rotational
excitation of the molecule is a constant, EP + Erot = constant. In this case, the final
translational energy exhibits no dependence on the rotational excitation.
Figure 5.5 shows that the value of ∆ 〈Esca〉 /∆Erot is clearly larger than −1 at 〈Einc〉 =
0.57 eV for both the scattering from gold and from silver. A slope greater than −1 can be
explained within the picture of pure T-R energy transfer if there is an anti-correlation
between the T-R energy transfer and T-P energy transfer. In this mechanism, the
energy transfer is sensitive on the molecular orientation during the impact [81, 162].
Imagine a head-on collision of a diatomic molecule with a surface atom at zero impact
parameter. The momentum transferred from the molecule to the surface will be large,
but there will be no rotational excitation. On the other hand, a slight tilt of the
internuclear axis with respect to the surface normal will lead to rotational excitation
and the amount of phonon excitation is decreased. The data shown in Figure 5.2 support
this hypothesis. For little rotational excitation, 〈Esca〉 is reproduced correctly by the
hard-cube model, meaning that the translational energy lost is transferred completely
to phonons. For high rotational excitation, the sum of Erot and 〈Esca〉 equals 〈Einc〉,
suggesting that the translational energy only excites the molecular rotation and no
energy is transferred to the surface. See for example CO on Ag(111) at 〈Einc〉 = 0.27 eV,
where Erot ≈ 0.24 eV and 〈Esca〉 = 0.04 eV (see Table 5.2). This excludes rotational
excitation by phonons. However, the question may arise why Erot gets larger than
〈Einc〉 when the fits shown in Figure 5.2 are extrapolated to the intersection with the
x-axis. Does this suggest that phonon-to-rotation energy transfer cannot be completely
neglected? This question is speculative since no data points are available for such high
rotational excitations. For example, the equal importance of incidence translational
energy and surface thermal motion for the rotational excitation has been reported for
the HCl/Au(111) system, which exhibits a surface temperature dependence of Erot [163].
However, for the scattering of CO(v = 17) from gold and silver, rotational excitation
through phonons is of minor importance because of the low kinetic energy of surface
atoms at a surface temperature of 300K and 400K, respectively.
As shown in Figure 5.5, ∆ 〈Esca〉 /∆Erot approaches zero at lower 〈Einc〉. This trend
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may be explained by dynamical steering, which has been shown to be important for
NO scattered from metal surfaces [29, 81]. Slow molecules have a higher probability
to be oriented by the attractive long-range potential in front of the surface during
the scattering event. This may lead to higher values of ∆ 〈Esca〉 /∆Erot given that
the energetically favored orientation leads to less rotational excitation. For example,
the orientation of CO at Ni(111) affects the rotational excitation as the C end down
configuration experiences a stronger attraction than the O end down configuration [164].
Figure 5.5 clearly shows that ∆ 〈Esca〉 /∆Erot is significantly higher for CO(vinc = 17)
scattered from Ag(111) than from Au(111). This observation agrees with the previous
discussion on the hard-cube model. As the transfer of translational energy to the surface
is more efficient for silver due to its lower mass, the rotational excitation will be less
efficient for silver than for gold.
Vibrationally Inelastic Scattering Figure 5.3 shows 〈Esca〉 as a function of final vi-
brational energy for CO(vinc = 17) scattered from silver into vibrational states between
vsca = 14 (Evib = 3.55 eV) and vsca = 17 (Evib = 4.20 eV). The final translational energy
clearly increases with vibrational energy loss. The slope ∆ 〈Esca〉 /∆Evib of linear fits
plotted through the data points gives the translational energy gain per 1 eV vibrational
energy loss and can be regarded as an indicator for the strength of the V-T energy
transfer. The steepness of the fits increases with 〈Einc〉. ∆ 〈Esca〉 /∆Evib is found to
be −0.005 for 〈Einc〉 = 0.27 eV while it is −0.089 for 〈Einc〉 = 0.57 eV. The trend in
the dependence on incidence translational energy is illustrated in Figure 5.6, showing
∆ 〈Esca〉 /∆Evib as a function of 〈Einc〉 (blue). For comparison, results are also shown
for NO(vinc = 11) (green) [129] and NO(vinc = 3) (gray) [134] scattered from gold.
The translational inelasticity of vibrationally inelastically scattered molecules has
been observed previously for various molecule-surface systems [80, 165, 166]. Golibrzuch
et al. investigated both the vibrational relaxation and excitation of NO(vinc = 2, 3) at
gold using state-to-state time-of-flight techniques. The authors observe that 〈Esca〉 is
larger (smaller) for vibrationally relaxed (excited) molecules than for vibrationally elas-
tically scattered molecules. This observation agrees with the results presented for highly
vibrationally excited CO. A similar trend has been observed for highly vibrationally ex-
cited NO(vinc = 11) on gold [129]. Figure 5.6 compares these molecule-surface systems,
indicating that they behave quite similarly.
The mechanistic details that explain the V-T energy transfer are not fully understood
[80, 129]. Several mechanisms have been proposed and discussed yet by Golibrzuch et
al. However, none of them is capable of explaining comprehensively all observations
that are related to the V-T energy transfer. An adiabatic, purely mechanical mech-
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Figure 5.6: ∆ 〈Esca〉 /∆Evib as a function of incidence translational energy 〈Einc〉 for
CO(vinc = 17) scattered from silver (blue). For comparison, data are also
shown for the NO/Au(111) system with different initial vibrational states
[129, 134].
anism can be ruled out because the observed V-T energy transfer is by far less than
the vibrational energy loss during the collision. Complete conversion of vibrational to
translational energy would be expected for an electronically adiabatic energy transfer
according to experiments probing the vibrational excitation of ammonia at Au(111) [67].
Golibrzuch et al. propose a number of further mechanisms such as the acceleration of a
transiently formed anion due to image charge stabilization, different surface site depen-
dent reactivities, and the effect of molecular orientation at the surface. None of these
mechanisms is consistent with the observed change in translational energy. However,
an electronically non-adiabatic mechanism initially proposed by Rahinov et al. agrees
qualitatively with the observed V-T energy transfer [166]. Here, direct coupling between
the electronic degrees of freedom of the surface and the translation of the molecule is
assumed. During vibrational relaxation, vibrational energy is transferred to the surface
and excites an electron-hole pair (EHP), which subsequently decays partially into trans-
lation. However, this mechanism cannot explain the dependence of 〈Esca〉 on the surface
temperature Ts, which exhibits a steeper slope d 〈Esca〉 /dTs for vibrationally inelastic
scattering than for elastic scattering [80]. Thus, certain aspects of the translational
inelasticity remain unclear.
The results presented for highly vibrationally excited CO are consistent with the
electronically non-adiabatic mechanism, which makes sense as the coupling of vibration
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to EHPs is well known for CO and NO at metal surfaces [25, 31, 62, 76, 77, 86]. In the
following, it will be shown that the concept of image charge stabilization (ICS), which
has been rejected earlier [80], is actually consistent with the non-adiabatic picture and
helps to understand the nature of the V-T energy transfer.
The detailed mechanism will be explained in Section 5.3.2, which deals with the
vibrational relaxation of highly vibrationally excited CO at metal surfaces. Briefly, the
mechanism consists of two steps. First, the approaching molecule accepts an electron
from the surface and forms a transient anion. The electron transfer happens when
the affinity level of the molecule is sufficiently lowered in energy by ICS such that it
is resonant with occupied states of the surface. Second, the vibrational state of the
departing molecule may have changed during the scattering event, which results in the
generation of an excited or relaxed EHP as soon as the electron is transferred back to the
surface. Once the anion is formed, the incoming molecule is accelerated in the electric
field induced by the positive image charge in the surface. Consequently, the scattered
molecule is decelerated as it leaves the surface until the neutral species is reformed. The
largest molecule-surface distance at which the electron transfer is energetically possible
is determined by the ICS that is needed to make the affinity level resonant with occupied
surface states. The required ICS depends on the work function of the surface and the
electron binding energy of the molecule. The electron binding energy in turn depends on
the vibrational state of the molecule. At higher electron binding energies, the required
ICS is lower and the maximum molecule-surface distance at which the electron transfer
is energetically feasible becomes larger. For vibrational states considered in the context
of this thesis, the vertical electron binding energy at the outer classical turning point
of the vibrating CO (or NO) molecule increases with vibrational excitation. Based on
these considerations, it is possible to understand the impact of vibrational inelasticity
on the final translational energy. When the vibration is de-excited during the collision
event, the travel distance of the transient anion through the Coulomb potential of the
image charge is shorter for the scattered molecule than for the incoming molecule.
Vibrationally relaxed molecules gain translational energy as they experience a longer
period of acceleration when they approach the surface than of deceleration when they
leave the surface. The opposite scenario holds for the case of vibrational excitation.
The trend that 〈Esca〉 increases with vibrational relaxation and decreases with vi-
brational excitation agrees with the observations for NO(v = 2, 3) scattered from gold
[80]. The proposed mechanism also agrees with the trend that the translational en-
ergy gain increases with the number of relaxed vibrational quanta, as observed for CO
and NO initially prepared in high v states. However, the mechanism is still not capa-
ble of explaining the aforementioned effect of surface temperature on the translational
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Figure 5.7: Panel (A) shows the electronically adiabatic potential energy surface (PES)
of the CO/Ag(111) system as a function of the internuclear distance rC-O
and the molecule-surface distance zAg-CO. The CO approaches the hcp
site of the surface with the C end pointing towards the surface and the
CO bond axis parallel to the surface normal. The energy of the depicted
contours correspond to the vibrational energies of gas-phase CO infinitely
far from the surface ranging from v = 0 to v = 17. Detailed information on
the calculation of the CO/Ag(111) PES will be provided in Section 5.3.3.
Panel (B) shows the vibrationally adiabatic potential energy of CO(v = 5)
and CO(v = 15) as a function of zAg-CO.
inelasticity.
The qualitative understanding of the V-T energy transfer is supported by a closer
look at the potential energy surface (PES) of the molecule-surface system, which is
shown in Figure 5.7. Computational details on the PES are provided in Section 5.3.3.
Panel (A) shows the electronically adiabatic potential energy surface of the CO/Ag(111)
system as a function of the internuclear distance rC-O and the molecule-surface distance
zAg-CO. The isoenergetic contours correspond to the vibrational energies of gas-phase
CO(0 ≤ v ≤ 17) infinitely far from the surface. Panel (B) shows the vibrationally
adiabatic PES of CO(v = 5) (lower panel) and CO(v = 15) (upper panel) as a function of
zAg-CO. Vibrationally adiabatic PESs are obtained by fitting the internuclear potential
for each value of zAg-CO, which corresponds to slices through the PES shown in Panel
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(A) at the respective zAg-CO, and calculating the vibrational energy associated with
this internuclear potential. The curves shown in Panel (B) exhibit a potential energy
well that originates from the anionic character of the PES at small zAg-CO and the
associated ICS. Note that the well depth increases slightly with vibrational excitation,
which agrees with the proposed mechanism. The higher the vibrational excitation, the
further away from the surface the molecule may accept an electron. CO in a high v state
experiences the field of the image charge longer than CO in a low v state, no matter
whether the molecule approaches or leaves the surface. If, however, the vibrational
state changes during the scattering event, the well depth of the departing molecule
differs from the one of the incoming molecule, which directly affects the translational
energy. The potential energy well is deeper for vibrationally excited molecules which,
thus, lose translational energy. On the other hand, the energy well is shallower for
vibrationally relaxed molecules which results in a translational energy gain.
It has been demonstrated that the translational inelasticity in vibrationally inelastic
scattering is likely to obey electronically non-adiabatic dynamics. Concepts of transient
anion formation and image charge stabilization help explain the nature of the EHP-V
and EHP-T interactions. It will be shown in Chapter 5.3 that the proposed mechanism
is fundamentally important for the dynamics of diatomics at metal surfaces because it
helps explain the final vibrational state distributions of surface scattered CO(vinc = 17).
5.2 Angular Distributions
This section presents the angular distributions measured for highly vibrationally excited
CO scattered from Au(111) and Ag(111). Together with time-of-flight measurements,
angular distributions provide valuable information about the scattering mechanism and
help to distinguish between direct scattering and trapping-desorption [167]. Assuming a
smooth surface potential, direct scattering is indicated by a narrow cosn(θ) distribution
with n  1, while trapping-desorption is characterized by a broad distribution with
n ≈ 1 peaking at the surface normal.
Figures 5.8 and 5.9 show angular distributions of CO(vinc = 17) scattered vibration-
ally elastically from gold and silver, respectively. The signal is corrected for background
signal arising from Franck-Condon pumping. Results are shown for incidence transla-
tional energies ranging from 0.26 eV to 0.57 eV. The arrow indicates the incidence angle
of the molecular beam. The cosine distribution given in Equation 4.11 is used to fit the
experimental data (solid lines).
Two observations are striking. First, the comparison of the incidence angle θinc with
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Figure 5.8: Normalized angular distributions of CO(vinc = 17) scattered vibrationally
elastically from Au(111). Results are shown for three different incidence
translational energies. The surface temperature is Ts = 300K. The arrow
marks the incidence angle at θinc = 3◦. A cosn(θ) distribution is fitted
through the data points (solid lines) using Equation 4.11. The exponent












vsca = 17  Einc  = 0.27 eV
 Einc  = 0.30 eV
 Einc  = 0.40 eV
 Einc  = 0.57 eV
 cos(q )
Figure 5.9: Normalized angular distributions of CO(vinc = 17) scattered vibrationally
elastically from Ag(111). Results are shown for four different incidence
translational energies. The surface temperature is Ts = 400K. The arrow
marks the incidence angle at θinc = 5◦. A cosn(θ) distribution is fitted
through the data points (solid lines) using Equation 4.11. The exponent
n varies between 7 and 17.
tering. Second, the fitting procedure yields 23 ≤ n ≤ 30 for gold and 7 ≤ n ≤ 17 for
silver, indicating that the observed angular distributions are rather narrow. For com-
parison, a cos1(θ) distribution (gray dashed) is also shown in the Figures. These two
observations suggest that vibrationally elastically scattered molecules follow a direct
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vsca = 14  Einc  = 0.27 eV
 Einc  = 0.30 eV
 Einc  = 0.40 eV
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 cos(q )
Figure 5.10: Normalized angular distributions of CO(vinc = 17) scattered vibration-
ally inelastically from Ag(111) into vsca = 14. Results are shown for
four different incidence translational energies. The surface temperature
is Ts = 400K. The arrow marks the incidence angle at θinc = 5◦. A
cosn(θ) distribution is fitted through the data points (solid lines) using
Equation 4.11. The exponent n varies between 6 and 20.
scattering mechanism. This conclusion is consistent with the observation that 〈Esca〉 of
vibrationally elastically scattered CO increases linearly with 〈Einc〉 (see Section 5.1.2).
The observation that the angular distribution seems to be broader for silver than for
gold might be a consequence of the more efficient transfer of linear momentum to silver
than to gold (see Section 5.1.2).
Angular distributions for CO(vinc = 17 → vsca = 14) scattering on silver are shown
in Figure 5.10. The angular distributions of vibrationally inelastic scattering are also
consistent with a direct scattering mechanism.
It can be concluded that in both the vibrationally elastic and inelastic channels, highly
vibrationally excited CO with 〈Einc〉 ≥ 0.26 eV scatters directly from both Au(111) and
Ag(111).
5.3 Vibrational State Distributions
This section presents the REMPI spectra of surface scattered CO and discusses the
resulting final vibrational state distributions. In the following, results are shown for the
CO/Au(111) system [31] first and then for the CO/Ag(111) system [32]. These systems
are characterized by different work functions. Scattering results are also presented for a
chlorinated Ag(111) surface, which exhibits a work function 1.5 eV higher than that of
clean Ag(111). The comparison to previously studied molecule-surface systems suggests
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that an electron transfer process is essential to the vibrational relaxation of diatomic
molecules at metal surfaces.
5.3.1 Results
Surface Scattering from Au(111) (1 + 1) REMPI spectra via the A1Π(v′, J ′) ←
X1Σ+(v′′, J ′′) transition ranging from 41000 cm−1 (244 nm) to 43800 cm−1 (228 nm) have
been recorded to probe the vibrational states 14 ≤ vsca ≤ 17 in the surface scattered
beam. Figure 5.11 shows spectra of highly vibrationally excited CO scattered from
Au(111) for three different 〈Einc〉. Vibrational bands are labeled by v′-v′′, where v′′
is the detected vibrational state. Results are shown for the dump laser turned on
(black) and turned off (orange). The reader is reminded that the dump laser selectively
increases the population of CO(vinc = 17, Jinc = 0) in the incoming beam. The signal
obtained after subtracting the orange trace from the black trace corresponds to the
signal that originates only from incident CO prepared in the single rovibrational state
X1Σ+(vinc = 17, Jinc = 0). Thus, the orange trace can be regarded as a background
signal which originates from various rovibrational states present in the incident beam
due to Franck-Condon pumping.
Three conclusions can be drawn from inspection of the spectra shown in Figure 5.11.
First, highly vibrationally excited CO undergoes vibrational relaxation when colliding
with a gold surface because population in vsca < 17 is observed. Second, the population
in relaxed vibrational states increases with 〈Einc〉, suggesting that the vibrational relax-
ation probability increases with 〈Einc〉. Third, a closer look at the rotational structure
of the vibrational bands reveals that the rotational temperature increases with 〈Einc〉.
Together with the linear dependence of 〈Esca〉 on 〈Einc〉 (Section 5.1) and the narrow
angular distribution observed for vibrationally relaxed scattering products (Section 5.2),
the increase in rotational excitation with 〈Einc〉 provides further evidence for a direct
scattering mechanism. Final rotational state distributions are presented in Section 5.4.
Figure 5.12 shows the final vibrational state distributions that are derived from the
REMPI spectra following the analysis described in Section 4.3. The plots demonstrate
that highly vibrationally excited CO molecules scatter mainly vibrationally elastically
from Au(111) and, thus, retain their vibrational energy. For 〈Einc〉 = 0.26 eV, 20%
of the molecules suffer vibrational relaxation. For 〈Einc〉 = 0.57 eV, the fraction of
vibrationally relaxed molecules increases to 40%. However, less than 5% of the molecules
relax down to vsca = 14 for any 〈Einc〉. It is concluded that vibrational relaxation to
the levels vsca < 14 is very unlikely to occur and can be neglected in the determination
of vibrational relaxation probabilities. This hypothesis is supported by a calculation
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that compares the number of incident CO(vinc = 17) with the number of molecules
scattered into 14 ≤ vsca ≤ 17. Following the analysis described in Section 4.3, it can
be shown that the amount of incident CO(vinc = 17) equals the amount of scattered
CO(14 ≤ vsca ≤ 17) for 〈Einc〉 = 0.57 eV. Thus, relaxation to lower vibrational states
is not expected. Note that the relaxation probability decreases as 〈Einc〉 is decreased
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Figure 5.11: (1 + 1) REMPI spectra via A1Π(v′, J ′) ← X1Σ+(v′′, J ′′) are shown for
highly vibrationally excited CO scattered from Au(111) at three inci-
dence translational energies 〈Einc〉. Spectra are shown with the dump
laser turned on (black) and turned off (orange). The dump laser selec-
tively increases the population of CO(vinc = 17, Jinc = 0) in the incoming
beam. The spectra are corrected for fluctuations in the probe laser power.
Vibrational bands are labeled by v′-v′′.
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and that 〈Einc〉 = 0.57 eV is the highest incidence translational energy investigated.
Consequently, the assumption also holds for lower 〈Einc〉. The fact that the relaxation
probability varies with 〈Einc〉 can be seen in Figure 5.12, as the population of vsca = 17
clearly decreases with 〈Einc〉 while the population of vsca = 16 increases. The trend is
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Figure 5.12: Final vibrational state distributions of CO(vinc = 17) scattered from
Au(111) for three different incidence translational energies 〈Einc〉.
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Figure 5.13: Population of vsca = 16 and 17 in % as a function of incidence transla-
tional energy 〈Einc〉.
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Figure 5.14: (1 + 1) REMPI spectra via A1Π(v′, J ′) ← X1Σ+(v′′, J ′′) are shown for
highly vibrationally excited CO scattered from Ag(111) at three inci-
dence translational energies 〈Einc〉. Spectra are shown with the dump
laser turned on (black) and turned off (gray). The dump laser selectively
increases the population of CO(vinc = 17, Jinc = 0) in the incoming beam.
The spectra are corrected for fluctuations in the probe laser power. Vi-
brational bands are labeled by v′-v′′.
illustrated more clearly by Figure 5.13 which shows the population of vsca = 16 and 17
as a function of 〈Einc〉.
Surface Scattering from Ag(111) (1 + 1) REMPI spectra via the A1Π(v′, J ′) ←
X1Σ+(v′′, J ′′) transition are presented in Figure 5.14 for highly vibrationally excited
CO scattered from Ag(111). Similar trends can be observed as for the scattering from
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Figure 5.15: (1 + 1) REMPI spectra via A1Π(v′, J ′)← X1Σ+(v′′, J ′′) of highly vibra-
tionally excited CO scattered from gold, Panel (A), and silver, Panel (B).
The vibrational bands 8-17 and 4-14 are probed. Spectra are shown for
the dump laser turned on (black) and turned off (orange/gray).
gold. However, the spectra indicate that the vibrational relaxation is more efficient for
silver than for gold. This is emphasized in Figure 5.15, which directly compares the
vibrationally elastic channel with the vibrationally inelastic channel by contrasting the
relative intensities of the 8-17 band and the 4-14 band in the scattering distribution
at the two surfaces. Panel (A) and (B) show results obtained for the scattering from
gold and silver, respectively, at similar incidence translational energies. Note that the
intensity of the 4-14 band relative to the 8-17 band is stronger for silver than for gold.
Furthermore, the difference between the “dump on” spectrum and the “dump off” spec-
trum of the 4-14 band is larger for silver than for gold. Both of these observations
indicate that the population in vsca = 14 relative to the population in vsca = 17 is
greater when highly vibrationally excited CO is scattered from silver.
The quantitative analysis of the spectra yields the final vibrational state distributions
shown in Figure 5.16. The strong vibrational inelasticity is indicated by the small
population of vsca = 17. 85% (78%) of the incident molecules experience vibrational
relaxation for 〈Einc〉 = 0.57 eV (0.27 eV). The incidence translational energy dependence
of the relaxation probability is also observed for the scattering from silver but it is not
as strong as that observed for gold.
It is also striking that the vibrational energy loss appears to be larger for silver than
for gold. For scattering from silver, the number of incident CO(vinc = 17) molecules
significantly exceeds the number of scattered molecules detected in the range 14 ≤
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Figure 5.16: Final vibrational state distributions of CO(vinc = 17) scattered from
Ag(111) for three different incidence translational energies 〈Einc〉.
vsca ≤ 17. This suggests that the scattered molecules also populate vibrational states
lower than 14 although vsca < 14 cannot be detected directly due to limitations in the
REMPI scheme.
Surface Scattering from Chlorinated Ag(111) In order to understand the influence
of the work function on the vibrational relaxation probability, a chlorinated Ag(111)
surface was prepared by dosing molecular chlorine onto Ag(111). The chlorinated surface
exhibits a work function which is 1.5 eV higher than that of atomically clean Ag(111)
[144]. Even though the chlorinated surface is not as well characterized as the (111) face
of a metal single crystal, beam-surface scattering experiments reveal that the scattering
of highly vibrationally excited CO from chlorinated silver proceeds via a direct scattering
mechanism. This is demonstrated by the angular distributions shown in Panel (B) of
Figure 5.17, which are as narrow as the ones obtained for clean Ag(111) shown in Figure
5.9. In addition, time-of-flight experiments indicate that the final translational energy
of vibrationally elastically scattered molecules obeys the Baule limit calculated for an
average mass of one silver atom and one chlorine atom.
The REMPI spectra in Panel (A) of Figure 5.17 show the 8-17 band and the 4-14
of highly vibrationally excited CO scattered from chlorinated Ag(111). The spectra
show that a large amount of CO(vinc = 17) survives the collision with the surface, while
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Figure 5.17: Panel (A) shows the (1 + 1) A1Π(v′, J ′)← X1Σ+(v′′, J ′′) REMPI spectra
of highly vibrationally excited CO scattered from a chlorinated Ag(111)
surface for dump on (black) and dump off (red). The spectrum contains
the 8-17 band and the 4-14 band, the latter of which is almost not ex-
istent. The incidence translational energy is 〈Einc〉 = 0.57 eV. Panel (B)
shows the angular distribution of CO(vinc = 17) scattered vibrationally
elastically from a chlorinated Ag(111) surface (red open circles). A cosine
distribution is fitted to the experimental data using Equation 4.11 (black
solid). The exponent is n = 9.9, indicating a direct scattering mecha-
nism. The arrow marks the incidence angle θinc = 5◦. For comparison, a
cosine distribution with n = 1 is plotted, too (gray dashed).
relaxation to vsca = 14 is absent. Investigations of the 6-15 band and the 7-16 band show
that the probability for vibrational relaxation to vsca = 15 and 16 is extremely small.
Figure 5.18 shows the final vibrational state distribution for CO(vinc = 17) scattered
from chlorinated silver and compares the results with those obtained for clean Ag(111)
and Au(111). For 〈Einc〉 = 0.57 eV, the survival probability for highly vibrationally
excited CO is 96% for chlorinated silver, 63% for clean Au(111), and 15% for clean
Ag(111). These results suggest that the vibrational relaxation probability increases
with decreasing work function of the surface. In the following, these findings will be
discussed in terms of a mechanism that involves an electron transfer between surface
and molecule.
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Figure 5.18: Final vibrational state distributions of CO(vinc = 17) scattered from
Ag(111), Au(111), and chlorinated Ag(111) at 〈Einc〉 = 0.57 eV.
5.3.2 Vibrational Relaxation Mechanism
In collisions with metal surfaces, such as Au(111) and Ag(111), the vibrational excitation
or relaxation of diatomic molecules, such as NO and CO, is governed by a charge transfer
process between surface and molecule, which leads to the formation of a short-lived
anionic species in the vicinity of the surface [64, 65]. This section provides a detailed
description of the underlying mechanism, forming the basis for Section 5.3.3, in which
the results presented in Section 5.3.1 are discussed.
Panel (A) of Figure 5.19 show two-dimensional adiabatic potential energy surfaces
(solid lines) of a hypothetical molecule-surface system. Infinitely far away from the
surface, the lower potential energy surface (PES) corresponds to the neutral molecule
in its ground electronic state, while the upper PES represents the respective anion. At
large molecule-surface distances, the anionic state is Φ − EA above the neutral state,
implying that the anion is formed by accepting an electron from the surface. Φ is the
work function of the surface and EA is the electron affinity of the molecule. When the
molecule approaches the surface, the energy decreases due to attractive forces between
the molecule and the surface. The energy of the anionic state decreases much faster than
that of the neutral state because of the attractive Coulomb force between the anion and
its positive image charge in the surface. In the diabatic representation (dashed lines),
102
















Figure 5.19: Schematic drawing of diabatic (dashed) and adiabatic (solid) two-
dimensional potential energy surfaces (PES) of a hypothetical molecule-
surface system. Panel (A) shows the energy of the neutral molecule “A”
and the respective anion “A−” as a function of molecule-surface distance.
Following the electronically adiabatic pathway, the neutral molecule will
accept an electron from the surface when it reaches the region where the
diabats cross. Panel (B) shows adiabatic PESs of the same system, but
includes five different electronic states of the metal. When the molecule-
surface distance changes rapidly, non-adiabatic transitions between the
adiabatic PES may occur in the crossing region.
the large image charge stabilization (ICS) of the anionic state results in a crossing
of the anionic PES with the neutral PES at a certain molecule-surface distance. In
the adiabatic representation (solid lines), however, the curve crossing is avoided, as
indicated in the figure. In the electronically adiabatic picture, the molecule-surface
system remains on a single adiabatic PES during the whole scattering process. Panel
(A) of Figure 5.19 thus illustrates that a neutral molecule, which approaches the surface,
accepts an electron from the surface and forms an anion when following the adiabatic
pathway.
The electronic state of the molecule-surface system depends on both the electronic
configuration of the molecule and that of the surface. The electron that is transferred
from the surface to the molecule stems from a certain electronic level in the solid. Due
to the high density of electronic states in the metal, the molecule-surface system is
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represented by a continuum of adiabatic PESs, as illustrated schematically in Panel (B)
of Figure 5.19. In the curve crossing region, a large number of different PESs couple with
each other. When the molecule-surface distance changes rapidly such that the electronic
configuration of the whole system cannot follow the coordinate change adiabatically, an
electronically non-adiabatic transition from one adiabatic PES to another occurs. These
electronically non-adiabatic transitions play a key role in the coupling of molecular
vibration to electronic degrees of freedom in the surface.
When electronically non-adiabatic transitions occur during the scattering event, the
scattered molecule may leave an excited or relaxed electron-hole pair in the surface. The
electronic state of the molecule, however, does not change. Instead, the molecule loses
or gains vibrational energy. The coupling between large-amplitude molecular vibration
and electrons in the solid is illustrated by Figure 5.20, using the benchmark system
NO/Au(111) as an example. The figure shows potential energy curves of NO (black
solid) and NO− (red dot-dashed) as a function of the N-O distance. Here, the molecule
surface-distance is assumed to be 2Å. The initial vibrational state is vinc = 16. Due to
its different shape and equilibrium distance, the anionic state is energetically favored
at the outer classical turning point of the highly vibrationally excited molecule. On
the other hand, the neutral state is favored with respect to the anionic state at the
inner classical turning point. In the adiabatic picture, the vibrating molecule accepts an
electron from the surface at stretched geometries. The electron is transferred back to the
surface as soon as the bond contracts. When, however, a non-adiabatic transition occurs,
vibrational energy of the molecule can be transferred to the electron. As indicated by the
blue arrows, the molecule may lose vibrational energy during one period of oscillation,
creating an excited electron-hole pair.
As mentioned before, the molecule-surface distance at which the diabats shown in
Panel (A) of Figure 5.19 intersect and at which the electron transfer from the surface
to the molecule becomes feasible depends critically on the work function Φ of the sur-
face and the electron affinity EA of the molecule. With increasing EA and decreasing
Φ, less ICS is needed to make the affinity level of the molecule overlap with occupied
electronic states of the metal. As a consequence, the point of the curve crossing shifts
to larger molecule-surface distances. On the other hand, the point shifts to shorter
molecule-surface distances when Φ increases and EA decreases. If, however, Φ is too
high or EA too low, the molecule reaches the repulsive wall and scatters off the surface
before anion formation becomes possible. Thus, low Φ and high EA favor the electron
transfer process and also the non-adiabatic energy transfer between molecule and sur-
face. Consequently, EA − Φ can be introduced as a parameter that classifies different
molecule-surface systems by their non-adiabatic propensity [33, 34]. The higher EA−Φ,
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Figure 5.20: Anion mediated vibrational relaxation illustrated by potential energy
curves of NO X2Πr and NO− X3Σ− in the vicinity of a Au(111) sur-
face. The potential energy is shown for a system consisting of a neutral
NO molecule and an electron e− in the metal at the Fermi level EF (black
solid), and for neutral NO and an excited electron in the metal 1 eV above
EF (black dashed). The potential energy curve of NO− (red dot-dashed)
has been vertically shifted from its gas-phase position to account for the
energetic penalty Φ of removing an electron from the surface and the
energetic stabilization from ICS. ICS is calculated for a negative point
charge 2.0Å in front of the surface. The initial vibrational state of the
incident molecule is vinc = 16. The blue arrows indicate the vibrating
molecule, which becomes negatively charged at stretched geometries and
turns neutral again as the bond contracts. Here, 1 eV of vibrational en-
ergy is transferred to electronic degrees of freedom of the metal, which
corresponds to a vibrational energy loss of 5 quanta. Potential energy
curves of NO and NO− are reproduced from Reference [25]. The figure
is adapted from Figure 8.1. a) in Reference [129].
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the higher is the chance for a molecule to suffer anion mediated vibrational excitation
or relaxation during a direct scattering event. Accordingly, Golibrzuch et al. rank the
following molecule-surface systems by increasing electron-transfer propensity: CH4/Ni
< H2/Cu < N2/Ru < CO/Cu < HCl/Au < NO/Au < O2/Al [34].
When vibrational relaxation from v > 0 is considered rather than vibrational excita-
tion from v = 0, the situation is more complex because the electron binding energy—that
is, the energy released when attaching an electron to a molecule—varies with the vibra-
tional state of the molecule. So far, the electron affinity EA has been considered, which
is the energy difference between the vibrational ground states of the neutral molecule
and the corresponding anion. Since Figure 5.20 demonstrates that the electron transfer
happens preferentially at elongated bond lengths, it is more reasonable to use the verti-
cal electron binding energy Ev at the outer classical turning point as a measure for the
probability with which a molecule accepts an electron [31]. The meaning of EA and Ev
is illustrated in Panel (A) of Figure 5.21, which shows the potential energy curves of
NO and NO−. Panel (B) shows the dependence of Ev on the internuclear distance rN-O.
Ev is simply calculated by subtracting the potential energy of the anion from that of
the neutral species. For vibrational states discussed in this thesis (v ≤ 16 for NO and
v ≤ 17 for CO), the vertical electron binding energy at the outer classical turning point
rout increases with vibrational excitation. Thus, depending on shape and position of the
neutral and anionic potential energy curves, the probability of the electron transfer and
also the non-adiabatic propensity of a certain molecule-surface system vary with the
initial vibrational state of the molecule. For NO and CO, the non-adiabatic propensity
increases with vibrational excitation as long as v ≤ 17. Therefore, it is more reasonable
to replace EA−Φ by Ev(rout(v))−Φ in order to predict the anion-mediated vibrational
relaxation probability.
Panel (A) of Figure 5.22 shows the two-dimensional adiabatic potential energy surface
of the NO/Au(111) system, providing a more detailed picture than the one-dimensional
PES sketched in Figure 5.19. The effect of molecular vibration is taken into account
by plotting the energy as a function of both the molecule-surface distance and the
internuclear distance of NO. The contours indicate the vibrational energies of NO(0 ≤
v ≤ 17) infinitely far from the surface. The PES exhibits an attractive potential energy
well that originates from the anionic character of the PES at small molecule-surface
distances. The red line indicates the positions at which the adiabatic state is a mixture
of 50% anionic and 50% neutral configuration, which corresponds to the crossing of
the anionic and the neutral diabats. At the crossing, the net charge of the molecule is
−0.5e. The shaded region marks the part of the PES at which the negative charge of
the molecule is greater than −0.5e. Note that the crossing region at the outer turning
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Figure 5.21: Panel (A) shows the potential energy curve of NO X2Πr (solid) and NO−
X3Σ− (dot-dashed). The electron affinity EA is shown as well as the
vertical electron binding energy Ev of NO(v = 16) at both the inner
(rin) and the outer (rout) classical turning point. Panel (B) shows the
vertical electron binding energy Ev of NO as a function of the internuclear
distance rN-O. Ev corresponds to the difference between the NO and the
NO− potential energy curves. The curves shown in Panel (A) and (B)
are reproduced from Reference [25].
point moves to larger molecule-surface distances with increasing vibrational excitation
of the molecule. The two-dimensional adiabatic PES clearly indicates that at higher
vibrational excitation, the electron transfer occurs the further away from the surface.
As a consequence, the probability of observing electronically non-adiabatic scattering
dynamics for a certain molecule-surface system increases with vibrational excitation.
Note that the molecule-surface distance at which the anionic and neutral diabats
cross should not be confused with a strict border defining the largest distance at which
the electron transfer is feasible. As indicated in Panel (B) of Figure 5.22, the anionic
character of the ground state adiabatic PES (red dot-dashed) rather increases gradually
with decreasing surface distance. Due to the strong coupling between the diabats,
anionic contributions set in ≈ 1 Å before the crossing point. At the crossing point itself,
the anionic contribution amounts 50%.
To sum up, the vibrational relaxation (and excitation) of diatomic molecules that are
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Figure 5.22: Panel (A) shows the adiabatic potential energy surface (PES) of
NO/Au(111) as a function of the molecule-surface distance zNO-Au and
the internuclear distance rN-O. The contours (black) indicate vibrational
energies of isolated NO(0 ≤ v ≤ 17). The dashed blue contour highlights
v = 16. The red curve marks the diabatic crossing seam at which the
charge of the molecule is −0.5e. Note that the outer turning point cross-
ing region moves to larger zNO-Au with vibrational excitation. The shaded
region marks the region in which the charge is smaller than −0.5e. Panel
(B) shows one-dimensional diabats of NO (black solid) and NO− (black
dashed) and the corresponding adiabatic curves (red dot-dashed and dot-
ted). The lower adiabatic curve (red dot-dashed) corresponds to a cut
through the PES shown in Panel (A) at rN-O = 1.58 Å, representing the
outer classical turning point of NO(v = 16). Due to the strong coupling,
the lower adiabat exhibits anionic contributions at zNO-Au significantly
larger than the crossing point of the diabats (zNO-Au = 2.54 Å).—All
potential energy curves shown in Panel (A) and (B) are reproduced fol-
lowing the procedure described in Reference [168]. The interaction po-
tential between NO and Au(111) is obtained by constructing a 2 × 2
diabatic Hamiltonian matrix based on ground-state density functional
theory (DFT) calculations. The matrix consists of the neutral and an-
ionic diagonal elements and the off-diagonal couplings. The matrix el-
ements are fitted analytically for various N and O positions combined
with an empirical Au-Au interaction potential.
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scattered from metal surfaces can be explained by a mechanism that involves an electron
transfer from the surface to the molecule. This has been demonstrated with the help of
the well-known benchmark system NO/Au(111). Basically, the mechanism comprises
two steps. First, the approaching molecule accepts an electron from the surface and
forms a transient anion as soon as the anionic state is sufficiently lowered in energy and
overlaps with electronic states in the metal. Second, the electron is transferred back
to the metal as the scattered molecule leaves the surface. Vibrational energy of the
molecule is transferred to electrons in the metal if electronically non-adiabatic transi-
tions occur during the scattering process. The amount of image charge stabilization
that is needed for a certain molecule-surface system to enable the electron transfer de-
pends on the vertical electron binding energy at the outer classical turning point of the
vibrating molecule and the work function of the surface. The parameter Ev (rout (v))−Φ
has been introduced in order to classify different molecule-surface systems by their vi-
brational state dependent non-adiabatic propensity.
5.3.3 Discussion: Vibrational Inelasticity
Table 5.3 summarizes the vibrational relaxation probabilities PR obtained for different
initial conditions and compares them to results previously reported for other molecule-
surface systems. Three conclusions can be drawn by comparing different combinations of
CO and NO with Au(111) and Ag(111). First, NO generally exhibits higher relaxation
probabilities than CO for similar vinc. Second, the relaxation probability observed for
silver is higher than that for gold. Third, the vibrational relaxation probability increases
with the initial vibrational excitation of the incident molecule. In the following, it will
be shown that these observations are consistent with the electron-transfer mediated
relaxation mechanism introduced in Section 5.3.2.
The observed increase of PR with the initial vibrational excitation vinc relies on the
increase of Ev with vinc. When Ev is higher, less ICS is required to enable the electron
transfer, and the electron transfer becomes feasible farther from the surface. Panel (A)
of Figure 5.23 shows Ev at the outer classical turning point rout as a function of the
vibrational state v. For both CO (circles) and NO (squares), Ev increases with v, which
agrees with the observed surface dynamics. For CO and NO, it can be concluded that
electronically non-adiabatic scattering dynamics are expected to be stronger in high v
states than in low v states.
Note that for each of the displayed v states, NO exhibits a higher vertical electron
binding energy than CO. This is consistent with the observation that NO has higher
relaxation probabilities than CO at similar v states. The reason for this can be found in
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Table 5.3: Vibrational relaxation probabilities PR for different molecule-surface sys-
tems, initial vibrational states vinc, and incidence translational energies
〈Einc〉. Ev(rout(vinc)) is the vertical electron binding energy of the inci-
dent molecule at the classical outer turning point. Φ is the work function
of the surface.
Molecule Surface 〈Einc〉 Ev(rout(vinc)) Φ PR Reference
(eV) (eV) (eV) (%)
CO(vinc = 17) Au(111) 0.26 0.54 5.3 16 this work
CO(vinc = 17) Au(111) 0.41 0.54 5.3 22 this work
CO(vinc = 17) Au(111) 0.57 0.54 5.3 37 this work
CO(vinc = 2) Au(111) 0.63 −1.05 5.3 2 [134]
CO(vinc = 17) Ag(111) 0.27 0.54 4.7 78 this work
CO(vinc = 17) Ag(111) 0.40 0.54 4.7 84 this work
CO(vinc = 17) Ag(111) 0.57 0.54 4.7 85 this work
CO(vinc = 2) Ag(111) 0.59 −1.05 4.7 2 [169]
CO(vinc = 17) Cl/Ag(111) 0.57 0.54 6.8 4 this work
NO(vinc = 16) Au(111) 0.66 2.20 5.3 98 [86, 129]
NO(vinc = 11) Au(111) 0.69 1.93 5.3 95 [86, 129]
NO(vinc = 3) Au(111) 0.65 0.94 5.3 57 [86, 129]
NO(vinc = 11) Ag(111) 0.51 1.93 4.7 100 [170]
the nature of the ground state potential energy surfaces of the neutral and the anionic
molecule. Panel (B) of Figure 5.23 shows the potential energy curves of neutral (solid)
and anionic (dot-dashed) CO (lower panel) and NO (upper panel) as a function of the
internuclear distance. Two features are striking when comparing CO with NO. First,
the minimum of the CO− PES lies approximately 1.1 eV higher in energy than that of
the neutral CO PES, while the minima of the NO and NO− PESs are almost at the same
energy. This is reflected in the electron affinity of the molecules, which is EA = −1.14 eV
for CO [171] and EA = −0.02 eV for NO [172]. An increase in EA results inevitably in
an increase of Ev. Second, the equilibrium bond length of NO− is significantly longer
than that of neutral NO, while the equilibrium bond length of CO is nearly unaffected
by the formation of an anion. An increased equilibrium bond length of the anionic state
leads to higher Ev at the outer turning point. In conclusion, both the vertical and the
horizontal shift of the anionic PES with respect to the neutral PES affect the magnitude
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Figure 5.23: Panel (A) shows the vertical electron binding energy Ev for CO (circle)
and NO (square) at the outer classical turning point rout as a function of
the vibrational state v. Ev is calculated based on the gas-phase potential
energy curves of neutral and anionic CO and NO shown in Panel (B).
These curves are reproduced from References [171] and [25], respectively.
of Ev. Furthermore, the steepness of the potential energy curves also has an influence
on Ev. Thus, shape and position of the electronic ground state PES of the gas-phase
molecule and the respective anion provide valuable information about the dynamics at
surfaces. As a first hint, the electron affinity is a useful and easily accessible parameter
to evaluate the non-adiabatic propensity of a molecule-surface system. However, the
change in the equilibrium bond length induced by anion formation and the resulting
dependence of Ev on v need to be considered when discussing non-adiabatic dynamics
of vibrationally excited molecules at surfaces.
The influence of the work function Φ on PR can be explained in a similar way as
the influence of the electron binding energy. The lower Φ, the earlier in the scattering
process the electron transfer can take place. Consequently, PR is higher for Ag(111)
(Φ = 4.7 eV) than for Au(111) (Φ = 5.3 eV), just as observed in the experiment. Note
that depositing Cl atoms on Ag(111) leads to an increase of the work function by 1.5 eV
and, thus, quenches the vibrational relaxation of highly vibrationally excited CO.
The preceding discussion demonstrates that the vibrational relaxation probability
depends critically on the work function of the surface and the vertical electron binding
energy at the outer classical turning point of the vibrating molecule, Ev (rout (vinc)).
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Figure 5.24: Vibrational relaxation probability PR as a function of Ev (rout (vinc))− Φ
for different molecule-surface systems (Einc ≈ 0.6 eV) and different initial
vibrational states. Ev (rout (vinc)) is the vertical electron binding energy
at the outer classical turning point rout of a certain initial vibrational
state vinc. Φ is the work function of the respective surface. References
for data points that do not stem from this work are listed in Table 5.3.
Data points for the scattering from thin films of Ag on Au(111) are taken
from Reference [169].
As proposed in Section 5.3.2, the parameter Ev (rout (vinc)) − Φ serves as an indicator
for the non-adiabatic propensity of a molecule-surface system and the probability of
de-exciting vibrationally excited molecules. Figure 5.24 shows PR as a function of
Ev (rout (vinc)) − Φ for a variety of molecule-surface systems. The figure gathers data
points from several different beam-surface scattering experiments [86, 134, 169, 170].
A clear correlation between PR and Ev (rout (vinc))− Φ is noticeable. As expected, PR
increases with Ev (rout (vinc))−Φ. Note that the data points describe a sigmoidal curve,
which is discussed in the following.
The difference Ev (rout (vinc)) − Φ is an approximate measure of the amount of ICS
that is needed to lower the anionic state in energy until it crosses the neutral state, as
sketched in Panel (A) of Figure 5.19. Since the image charge stabilization varies with
z−1, with z being the molecule-surface distance, Ev (rout (vinc)) − Φ is an indicator for
the molecule-surface distance at which the neutral and the anionic diabats cross and
non-adiabatic transitions are most likely to occur. If Ev (rout (vinc)) − Φ . −6.0 eV,
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the molecules recoil from repulsive wall of the molecule-surface interaction potential
before reaching the crossing region. Thus, anion formation is hampered and vibrational
relaxation is very unlikely. This scenario is observed for CO(vinc = 2) on Au(111) and
Ag(111) because of the small electron binding energy of CO in low v states, and for
CO(vinc = 17) on chlorinated silver because of the high work function. See Figure 5.24.
If Ev (rout (vinc))−Φ & −3.0 eV, the incident molecule enters the crossing region early
in the scattering process. Here, anion formation is energetically feasible at molecule-
surface distances that are far larger than the closest approach to the surface. These
systems, such as NO(vinc = 16)/Ag(111), show complete vibrational relaxation in the
experiment. In the intermediate region, where −6.0 eV . Ev (rout (vinc))−Φ . −3.0 eV,
the neutral and the anionic diabats cross near the molecule-surface distance at which
the molecule encounters the hard repulsive region of the potential. In this case, the
vibrational relaxation probability is very sensitive to variations in Ev (rout (vinc)) or Φ.
This behavior is observed for CO in high v states and NO in low v states on Au(111).
Switching from Au(111) to Ag(111) drastically increases the relaxation probability of
CO(vinc = 17) from 37% to 85%. The influence of the work function is also demonstrated
by NO(vinc = 2) scattering experiments in which the work function has been smoothly
varied between that of gold and silver by dosing different amounts of Ag atoms on
Au(111). See Figure 5.24.
An incidence translational energy dependence of PR is expected for molecule-surface
systems that belong to the intermediate regime. For these systems, the relaxation
probability is very sensitive to the closest approach to the surface. The faster the
incident projectile, the closer it approaches the surface and the higher is the ICS of
the anionic state. Figure 5.25 shows PR as a function of 〈Einc〉 for different molecule-
surface systems. NO(vinc = 3)/Au(111) and CO(vinc = 17)/Au(111) show a pronounced
increase of PR with 〈Einc〉. The impact of 〈Einc〉 is twofold. First, the ICS increases
with 〈Einc〉 as the molecule gets closer to the surface. Second, the velocity along the
reaction coordinate increases with 〈Einc〉, meaning that the probability of electronically
non-adiabatic transitions also increases. The velocity dependence is less pronounced
for CO(vinc = 17)/Ag(111) and vanishes for NO(vinc = 16)/Au(111), where the anion
formation happens at large molecule-surface distances. Thus, the closest approach to the
surface is no longer a critical parameter. Similarly, the velocity dependence is also almost
absent for CO(vinc = 2)/Au(111), for which Ev (rout (vinc))−Φ is extremely small. The
repulsive wall of the molecule-surface interaction potential is so steep that the ICS gained
by increasing 〈Einc〉 will not suffice to compensate for the low electron binding energy
of CO(vinc = 2). The molecule cannot penetrate the repulsive wall far enough to reach
the curve crossing region. Consequently, the dependence of PR on 〈Einc〉 is weak. These
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Figure 5.25: Vibrational relaxation probabilities PR as a function of incidence trans-
lational energy 〈Einc〉 for different molecule-surface systems and differ-
ent initial vibrational excitations vinc. Data for CO(vinc = 2)/Au(111)
and NO(vinc = 3, 11, 16)/Au(111) are taken from Reference [134] and
[86, 129], respectively.
features observed in the incidence translational energy dependence of PR can be regarded
as a fingerprint of electronically non-adiabatic dynamics in molecule-surface scattering
and support the hypothesis of an anion mediated vibrational relaxation mechanism.
In order to estimate the position of the curve crossing, adiabatic potential energy
surfaces describing the molecule-surface interaction have been calculated for different
molecule-surface systems. Panel (A) of Figure 5.26 shows the adiabatic ground-state
PES of the NO/Au(111) system. This PES relies on DFT calculations (GGA-PW91)
that have been fitted by a 2×2 diabatic Hamiltonian, following the procedure by Roy et
al. [168]. See also Figure 5.22. The Hamiltonian contains parameters representing the
work function of the surface, the electron affinity of the molecule, and Morse oscillator
parameters describing the vibration of the molecule. The red curve indicates the crossing
of the neutral and the anionic diabats.
In order to study the effect of the work function, the PES of the NO/Ag(111) system
has been approximated by only adjusting the value of the work function and leav-
ing all other parameters unchanged [129]. See Panel (B). This approach is reasonable
because the work function is the parameter that significantly changes when Au(111)
(Φ = 5.31 eV, [173]) is replaced with Ag(111) (Φ = 4.74 eV, [173]), whereas the elec-
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Figure 5.26: Two-dimensional adiabatic potential energy surfaces for different
molecule-surface systems. The isoenergetic contours indicate vibrational
energies of 0 ≥ v ≥ 17. The curve crossing of the neutral and the an-
ionic diabats is indicated by the red line, at which the net charge of the
molecule is −0.5e.
tronic structure [174] and the lattice constants [173] of Au(111) (4.0786Å) and Ag(111)
(4.0862Å) are quite similar. The comparison to NO/Au(111) shows that the curve
crossing occurs at larger molecule-surface distances for NO/Ag(111). Thus, it is easier
for NO to reach the region where non-adiabatic transitions occur, which leads to an
increased vibrational relaxation probability on Ag(111).
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DFT data that are required to construct a PES for the CO/Au(111) system are
not available. In order to obtain an approximate PES for CO/Au(111), the aforemen-
tioned DFT data computed for NO/Au(111) are fitted with the only difference that
the NO molecular constants are replaced by those of CO such that the PESs match
the gas-phase PESs of CO and CO− at large separation from the surface. This way,
electronic and vibrational properties of CO and CO− are adequately represented. The
approach assumes that the interaction of CO with Au(111) is the same as for NO with
Au(111). This approximation is crude since the interaction is expected to be differ-
ent for open-shell NO and closed-shell CO. However, the interaction with Au(111) has
been shown to be fairly weak in both cases. As a test, the ratio of desorption energies
Edes(CO/Au(111)) : Edes(NO/Au(111)) is extracted from the aforementioned PESs and
compared to experimental results [175]. In both cases, the ratio is 0.7 : 1, demonstrat-
ing that the approximate PES for CO/Au(111) makes reasonable predictions. Panel
(C) in Figure 5.26 shows the crossing seam (red) for the CO/Au(111) system. It can
be seen that highly vibrationally excited CO cannot reach the curve crossing. Conse-
quently, anionic contributions to the adiabatic PES are rather small near the closest
surface approach. Just as NO(v = 3)/Au(111), CO(v = 17)/Au(111) exhibits relaxation
probabilities in the intermediate regime. For CO(v = 2)/Au(111), however, the anionic
character of the adiabatic PES vanishes. Thus the non-adiabatic transition probability
and the vibrational relaxation probability are extremely small and approach zero.
Panel (D) of Figure 5.26 displays the approximate PES as obtained for CO/Ag(111).
Unlike CO on Au(111), highly vibrationally excited CO on Ag(111) reaches the crossing
seam. Thus, the vibrational relaxation probability is drastically increased on Ag(111).
For NO/Ag(111), incident molecules traverse the crossing seam with ease, resulting in
observed relaxation probabilities of 100%.
In summary, vibrational relaxation probabilities and their dependence on incidence
translational energy are presented for CO(v = 17) scattered from Au(111) and Ag(111).
These data complete a set of vibrational relaxation probabilities obtained from different
experiments, including different molecules (CO and NO), different surfaces (gold and
silver), and different initial vibrational excitations (2 ≤ vinc ≤ 17). The comparison of
these systems clearly shows that the vibrational relaxation probability increases with
the electron binding energy of the molecule and decreases with surface work function.
This universal trend strongly suggests that an electron jump from the surface to the
molecule lies at the essence of vibrational energy dissipation of small molecules at metal
surfaces. The vibrational state dependent electron binding energy and the surface work
function define the molecule-surface distance at which the neutral and the anionic di-
abats intersect. This is supported by potential energy surfaces that are derived from
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DFT calculations. The further away from the surface the curve crossing is located the
more easily the incoming molecule can reach the curve-crossing point and the higher
is the probability for electronically non-adiabatic transitions. Molecule-surface systems
for which the crossing of the diabats is located near the closest approach to the surface
show a pronounced velocity dependence of the relaxation probability.
5.4 Rotational State Distributions
When CO(vinc = 17, Jinc = 0) is scattered from Au(111) and Ag(111), rotational ex-
citation of the scattering products up to Jsca = 40 is observed. See Figure 4.7. Final
rotational state distributions are calculated from the rotationally resolved REMPI spec-
tra shown in Figure 5.11 and 5.14. Specifically, the 7-17 and the 7-16 band are analyzed
following the procedure described in Section 4.4.
Figure 5.27 shows the resultant Boltzmann plots for both vibrationally elastic (vsca =
17) and vibrationally inelastic (vsca = 16) scattering at Au(111) and Ag(111). The
plots indicate a linear dependence on the rotational energy Erot, meaning that the
rotational state distribution can be described by a Boltzmann distribution. The mean
rotational energy 〈Erot〉 of the scattering products can be determined from linear slopes
fitted to the experimental data. Mean rotational energies and corresponding rotational
temperatures are given in Tables 5.4 and 5.5. The dependence of 〈Erot〉 on 〈Einc〉 is
plotted in Figure 5.28. Two trends should be noted. First, the rotational temperature
of the scattered beam is higher than the surface temperature in all cases. Second, 〈Erot〉
increases linearly with 〈Einc〉, indicating that the rotational excitation originates from
mechanical translation-to-rotation energy transfer. Together with the narrow angular
distributions presented in Section 5.2 and the linear dependence of 〈Esca〉 on 〈Einc〉
shown in Figure 5.4, these findings can be regarded as a fingerprint for a direct scattering
mechanism.
The Boltzmann plots in Figure 5.27 do not show any evidence of orientation dependent
rotational rainbow scattering [176]. For highly vibrationally excited NO(vinc = 11),
however, rotational rainbows are observed when the molecules scatter vibrationally
elastically from Au(111) [170]. The high-J rainbow at around Jsca ≈ 35 originates
from the repulsive interaction when the molecule collides with the surface with the O-
atom first. The rainbow disappears when the molecule undergoes vibrationally inelastic
scattering and loses 6 vibrational quanta. Vibrational relaxation occurs preferentially
for molecules that are incident with or that are dynamically steered [29] to an N-
atom first orientation. In the N-atom first orientation, the rainbow is absent due to
an attractive molecule-surface interaction for the N-first orientation. The absence of
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Figure 5.27: Boltzmann plots for CO(vinc = 17, Jinc = 0→ vsca = 17) scattering,
Panel (A) and (B), and for CO(vinc = 17, Jinc = 0→ vsca = 16) scat-
tering, Panel (C) and (D). Results are shown for the scattering from
Au(111), Panel (A) and (C), and Ag(111), Panel (B) and (D), and for
different incidence translational energies 〈Einc〉. The vertical scales are
shifted for convenience.
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Table 5.4: Mean rotational energies 〈Erot〉 and rotational temperatures Trot for
CO(vinc = 17, Jinc = 0) scattered from Au(111) at different incidence trans-
lational energies 〈Einc〉. Results are given for the vibrationally inelastic
channel (vsca = 17) and the vibrationally elastic channel (vsca = 16). 〈Erot〉
and Trot are determined from Boltzmann plots shown in Figure 5.27. Note
that values in parentheses are not representative because the REMPI signal
was too weak to detect high Jsca (see red trace in Panel (C) of Figure 5.27).
Au(111)
vsca = 17 vsca = 16
〈Einc〉 / eV 〈Erot〉 / meV Trot / K 〈Erot〉 / meV Trot / K
0.57 100 1170 83 970
0.41 80 930 (30) (320)
0.26 55 640 50 580
Table 5.5: Mean rotational energies 〈Erot〉 and rotational temperatures Trot for
CO(vinc = 17, Jinc = 0) scattered from Ag(111) at different incidence trans-
lational energies 〈Einc〉. Results are given for the vibrationally inelastic
channel (vsca = 17) and the vibrationally elastic channel (vsca = 16). 〈Erot〉
and Trot are determined from Boltzmann plots shown in Figure 5.27.
Ag(111)
vsca = 17 vsca = 16
〈Einc〉 / eV 〈Erot〉 / meV Trot / K 〈Erot〉 / meV Trot / K
0.57 89 1030 74 860
0.40 74 860 87 1010
0.30 69 800 71 830
0.27 67 780 64 740
a high-J rainbow for vibrationally elastically scattered CO(vinc = 17) suggests that
orientation dependent effects are less important for high-v CO than for high-v NO.
However, it remains unclear why high-J rainbows are absent in CO(vinc = 17)/Au(111)
scattering, while strong rainbows are reported for CO(vinc = 0)/Au(111) scattering [75].
119
5 Surface Scattering of CO X1Σ+(v = 17)







 Ag(111), vsca = 17
 Au(111), vsca = 17
 Ag(111), vsca = 16





Einc  / eV
(   )
Figure 5.28: Mean rotational energy 〈Erot〉 of surface scattered CO(vinc = 17, Jinc = 0)
as a function of incidence translational energy 〈Einc〉. Note that the data
point for vibrationally inelastic scattering (vsca = 16) from Au(111) at
〈Einc〉 = 0.41 eV is not representative because the REMPI signal was too
weak to detect high Jsca (see red trace in Panel (C) of Figure 5.27).
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6.1 Motivation
Scattering experiments in which a molecular beam of highly vibrationally excited NO
collides with a low-work function cesium-dosed Au(111) surface demonstrate the impor-
tance of electronic non-adiabaticity in molecule-surface dynamics [45, 88, 91]. As the
vibrational energy of NO(vinc = 18), which is Evib = 3.4 eV, exceeds the work function
of Cs/Au(111), which is Φ = 1.6 eV [90], electron emission from the surface is ob-
served when the vibration is quenched [92, 93]. The direct detection of ejected electrons
provides strong evidence for the fact that the nuclear motion of a large-amplitude vi-
bration can induce electronic excitation, a process that violates the Born-Oppenheimer
approximation [89]. Interestingly, the electron yield increases with decreasing incidence
translational energy 〈Einc〉 [177]. This inverse velocity dependence can be understood
in terms of the window of opportunity model which defines a distinct region in front of
the surface where electron emission is energetically feasible. One edge of the window
is determined by the work function of the surface and the electron binding energy of
the molecule, defining the largest molecule-surface distance at which an electron can
be transferred from the surface to the molecule. Due to non-adiabatic transitions, the
molecule may lose enough vibrational energy to elevate a surface electron above the
vacuum level. The other edge of the window originates from the extremely low work
function, which leads to an energetic situation where—at short distances—the anion is
energetically favored to such an extend that it is more stable than the neutral regardless
of whether the NO bond is stretched or compressed. As a result, electron emission is
suppressed in this region. The existence of the second edge makes the scattering dy-
namics of high-v diatomic molecules at low-work function surfaces different form those
at Au(111) with Φ = 5.31 eV or Ag(111) with Φ = 4.74 eV.
For NO(vinc = 18) scattering at cesium-covered Au(111), the electron yield increases
from 3% to 13% when the molecules are slowed down from v = 2500m/s (Einc = 0.97 eV)
to 430m/s (Einc = 0.03 eV). As the electron yield tends to increase linearly with v−1, a
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significantly higher electron emission efficiency is conceivable for even slower molecular
beams. The Stark decelerator used in the present work is capable of decelerating a
supersonic molecular beam of metastable CO from 360m/s (Einc = 0.02 eV) to 100m/s
(Einc = 0.002 eV), covering a velocity range that is not accessible with conventional
molecular beam techniques such as supersonic jet expansion. Thus, employing Stark-
manipulated molecular beams in state-of-the-art beam-surface scattering setups appears
to be an ideal choice for studying the role of electronically non-adiabatic dynamics in the
interaction of highly vibrationally excited molecules with low-work function surfaces.
This chapter summarizes the attempts that have been made to prepare and scatter
Stark-decelerated molecular beams of CO(vinc = 17). Nevertheless, the planned surface-
scattering experiment could not be accomplished because the molecular beam intensity
produced by the decelerator was too low to apply the required laser preparation and
detection schemes in a practicable way.
6.2 Approaches
6.2.1 Velocity Scans
Prior to any scattering experiment, the velocity with which the molecular beam leaves
the decelerator is adjusted manually by loading the respective high-voltage triggers
in KouDA—the computer program that controls the delay generator. However, this
procedure is time consuming and impractical if the experiment needs to be repeated
for many different velocities. Thus, a procedure has been developed that allows au-
tomated velocity scans, exploiting the full advantages of the Stark decelerator as a
beam-manipulation tool.
Forty burst files—the files that contain the timings of the high-voltage triggers—have
been generated for final velocities between 24m/s (φ0 = 79◦) and 512m/s (φ0 = −90◦)
using the libcoldmol software [137]. Interpolation of the high-voltage triggers allows the
generation of burst files for any desired velocity between 24m/s and 512m/s without
solving the equations of motion again. By defining a start velocity, an end velocity,
and the step size of the velocity scan, an extended burst file can be generated which is
composed of burst segments, each of which consists of a specific burst file representing
a certain velocity. When feeding KouDA with the extended burst file, a new triggering
sequence can be loaded automatically after each cycle of experiment by switching the
segment that is read. In this manner, the velocity can be switched after each cycle of
experiment, enabling velocity scans in which beam-surface scattering experiments with
different beam velocities can be conducted with a 10Hz repetition rate.
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Figure 6.1: Panel (A) shows molecular beam profiles as a function of flight time for
different beam velocities. Beam profiles are measured by collecting elec-
trons emitted from Au(111) due to metastable CO quenching. The x-axis
indicates the flight time from the point at which metastable CO is pre-
pared by laser excitation to the surface. Panel (B) shows the electron yield
measured for the de-excitation of metastable CO at Au(111) as a function
of the velocity v of the incoming beam. Results obtained by perform-
ing a velocity scan (black) are compared to results obtained by manual
adjustment of the velocity (red) [178].
Panel (A) of Figure 6.1 shows molecular beam profiles for different velocities. The
beam profile is monitored by collecting the electrons emitted from Au(111) as soon
as metastable CO collides with the surface and gets de-excited. The horizontal axis
indicates the flight time of the molecular beam. Each beam profile has been measured
separately by repeating the experiment using different segments of a burst file that was
designed for velocity scans between 100m/s and 500m/s. Panel (A) illustrates that the
velocity of a molecular beam incident on a surface can be easily tuned to values between
100m/s and 500m/s. Note that the signal is extremely weak for velocities near or below
100m/s as the amount of metastable CO in the beam decreases with increasing flight
time. The radiative lifetime of metastable CO is 2.63ms [112].
For an incident beam velocity of 360m/s, the absolute electron yield γ observed for
the quenching of metastable CO at Au(111) is 0.13 [179]. Panel (B) of Figure 6.1
shows γ as a function of incidence velocity. The figure compares results obtained from
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a velocity scan (black), conducted from 100m/s to 500m/s with steps of 5m/s, with
results obtained by manual adjustment of the beam velocity (red) [178]. The results
obtained by the two methods are consistent. In both cases, no velocity dependence of
γ is observed. The larger error bars of the black trace are due to a smaller number of
averages.
In summary, the Stark machine has been improved by setting up automated velocity
scans, which serves as an important tool in velocity-controlled beam-surface scattering
experiments.
6.2.2 Preparation of Stark-decelerated CO X1Σ+(v = 17)
Σ states of diatomic molecules with a permanent electric dipole moment do not ex-
hibit a first order Stark splitting because the dipole moment is perpendicular to the
total angular momentum and the resultant electric dipole moment along the electric
field lines is zero. Thus, molecular beams of CO in the ground electronic state X1Σ+
cannot be Stark-decelerated. In order to Stark-decelerate a CO beam, the molecules
are excited to the metastable a3Π1 state, which has a sufficiently large component of
the dipole moment parallel to the total angular momentum. Thus, the production of
Stark-decelerated CO X1Σ+ requires laser preparation schemes that allow the transfer
of metastable CO back to the ground electronic state after the beam has exited the
decelerator. In order to produce CO X1Σ+ in high v states, the pump-pump-perturb-
dump (P3D) scheme is employed [106]. The first pump laser excites the a3Π ← X1Σ+
transition prior to Stark deceleration. After having passed through the decelerator, me-
tastable CO is transferred back to the X1Σ+ manifold by using a second pump laser and
a dump laser. Laser frequencies are chosen such that CO X1Σ+(v = 17) is produced.
See Section 3.4.1.
Figure 6.2 demonstrates that the P3D optical pumping scheme has been successfully
applied to the production of highly vibrationally excited CO starting from metastable
CO that has left the decelerator. The figure shows (1 + 1) REMPI spectra probing the
presence of CO X1Σ+(v = 17, J = 0, 2) in the molecular beam. The temporal beam
profile (blue) of the CO X1Σ+(v = 17) beam is presented in Figure 6.3. Note that the
high-v CO beam has been prepared by laser exciting the most intense part of the CO
a3Π1 beam (black). The ion MCP intensities represent typical intensities that can be
achieved with the experimental apparatus.
Even though Stark-decelerated CO a3Π1 is successfully converted to CO X1Σ+, the
amount of CO X1Σ+ in the beam is extremely low, which results in REMPI intensities
at the limit of detection. See for instance Figure 6.2, in which transitions probing states
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Figure 6.2: (1 + 1) REMPI spectra via A1Π(v′ = 8) ← X1Σ+(v′′ = 17) of highly
vibrationally excited CO prepared by means of P3D. Spectra are recorded
for the dump laser turned on (red) and turned off (black). By tuning the
dump laser’s frequency, population can be transferred selectively either
into X1Σ+(v′′ = 17, J ′′ = 0), Panel (A), or into X1Σ+(v′′ = 17, J ′′ = 2),
Panel (B). The molecular beam is guided through the decelerator (φ0 = 0◦,
s = 3).
prepared by Franck-Condon pumping (dump off) hardly emerge from the background.
See also Figure 6.3 in which the CO X1Σ+ time-of-flight trace exhibits a high level of
noise. The difficulties in the detection of Stark-decelerated CO X1Σ+ are also illustrated
by Figure 6.4, showing a REMPI scan in which both highly vibrationally excited CO
and residual metastable CO in the molecular beam are probed at the same time. Since
the resonant steps in the REMPI schemes are strong transitions in both cases, the weak
signal obtained for CO X1Σ+(v = 17) is due to the small amount of CO X1Σ+(v = 17)
in the beam. This has several reasons. First, the total number of molecules in the Stark-
manipulated beam is reduced with respect to conventional supersonic beams because the
Stark decelerator cuts out a small part of the initial phase-space distribution. However,
this might lead to rather small losses as the most intense part of the distribution is
guided with high efficiency through the decelerator. Note that beam manipulation
by pulsed lasers is also capable of exciting only the most intense part of the initial
distribution. The losses of the decelerator may increase though when the decelerator is
operated in deceleration or acceleration mode rather than guiding mode. Second, the
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 CO a3P1(v = 0)
 CO X 1S+(v = 17)
Figure 6.3: Beam profiles of Stark-manipulated molecular beams. The x-axis shows
the flight time of the molecular beam from the point at which the
first pump laser is fired (metastable production) to the point at which
the beam is REMPI ionized by the probe laser. The beam velocity
is 360m/s. The decelerator is operated in guiding mode (φ0 = 0◦,
s = 3). The beam profile of CO a3Π1 is monitored by (1 + 1) REMPI
via the k3Π1(v′ = 1)← a3Π1(v′′ = 0) transition 32mm downstream from
the end of the decelerator, while CO X1Σ+ is laser-prepared 32mm be-
hind the exit of the decelerator and monitored by (1 + 1) REMPI via the
(1 + 1) A1Π(v′ = 8)← X1Σ+(v′′ = 17) transition 3.6mm further down-
stream from the point of generation.
production of metastable CO prior to Stark-deceleration is challenging as it involves a
spin-forbidden transition. Even though the transition gains intensity due to interaction
with the A1Π state, the narrow-bandwidth laser cannot saturate the transition. Third,
radiative decay decreases the number of metastable CO by nearly 50% during the time
that is needed to travel through the decelerator. Fourth, the preparation of ground
electronic state CO from metastable CO is demanding as it involves a change of the
spin manifold. This requires two more lasers and perturbed levels when employing the
P3D scheme.
In order to compare Stark-manipulated beams with conventional supersonic beams,
Figure 6.5 displays the REMPI spectrum of Stark-decelerated CO X1Σ+(v = 17) next to
a similar spectrum obtained by using a supersonic molecular beam source without Stark
decelerator. The signal-to-noise ratio decreases dramatically when the CO a3Π1 beam
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A1P(v = 8)  X1S+(v = 17)
Figure 6.4: (1 + 1) REMPI spectra of highly vibrationally excited CO (red mark-
ers, left) and metastable CO (blue markers, right). The molec-
ular beam has been guided through the decelerator at 360m/s
(φ0 = 0◦, s = 3). In order of ascending wavelength, the spectrum
shows the R(2), R(0), Q(2), and P(2) (not resolved) transitions
of the (1 + 1) A1Π(v′ = 8)← X1Σ+(v′′ = 17) band, and the SR32(1),
RR22(1), QQ22(1), QR12(1), PQ12(1), and OP12(1) transitions of the
(1 + 1) k3Π1(v′ = 1)← a3Π1(v′′ = 0) band. Note that the RR22(1) and
QQ22(1) transitions are split into doublets (see Section 3.4.2).
has to pass through the extra hexapole and decelerator devices before being converted
to CO X1Σ+(v = 17).
For reasons of completeness, it should be mentioned that an alternative pumping
scheme has been tested with the aim of producing Stark-decelerated CO X1Σ+. Fol-
lowing the approach developed by Blokland et al., CO X1Σ+(v = 0) can be populated
by spontaneous emission from the perturbed d3∆1(v = 5) state, which is laser-prepared
by exciting the d3∆1(v = 5)← a3Π1(v = 0) transition [138]. In the Stark machine, the
d3∆1(v = 5) ← a3Π1(v = 0) transition is successfully monitored by laser-induced fluo-
rescence (LIF). However, the presence of CO X1Σ+(v = 0) in the Stark-decelerated beam
could not be observed by means of (2+1) REMPI via the B1Σ+(v′ = 0)← X1Σ+(v′′ = 0)
transition—the laser detection scheme of choice for quantum state-selective detection
of CO in low v states.
The successful preparation of Stark-decelerated CO X1Σ+(v = 17) is regarded as a
proof of principle. However, the high-v CO beam is not suited for surface scattering
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Figure 6.5: (1 + 1) REMPI spectra via A1Π(v′ = 8) ← X1Σ+(v′′ = 17) of highly
vibrationally excited CO prepared by means of P3D (dump off). Panel
(A) and (B) represent typical REMPI intensities obtained for a Stark-
manipulated beam and a pure supersonic beam. Laser intensities and
nozzle settings are similar in both experiments. Note that the spectrum
in Panel (B) is recorded at a significantly lower MCP voltage.
experiments as the total amount of CO prepared in X1Σ+(v = 17) is too small. The
search for surface scattered molecules using quantum state-selective REMPI was also
unsuccessful, which is plausible because the population of scattered molecules spreads
over several vibrational and rotational states and because the scattered beam is diluted
due to temporal and angular spreading.
6.2.3 Spatial Separation of CO X1Σ+ and CO a3Π1
In addition to REMPI spectroscopy, highly vibrationally excited molecules can also
be detected by monitoring the electron emission current that results from the vibra-
tional de-excitation at low-work function surfaces. However, since a large amount of
residual CO a3Π1(v = 0) (Eel = 6.02 eV) is present in the Stark-decelerated beam of
CO X1Σ+(v = 17) (Evib = 4.20 eV), the detection of high-v CO by means of electron
emission is nearly impossible because both species possess enough internal energy to
overcome the surface work function (Φ = 1.61 eV for cesiated gold [90]). This section













Figure 6.6: Panel (A) shows a photograph of the decelerator chamber and the surface
scattering chamber. The end of the decelerator chamber is equipped with
laser windows mounted at Brewster’s angle. These windows allow laser
access to the molecular beam before the beam has left the decelerator.
Panel (B) shows a sketch illustrating laser excitation of molecules inside
the decelerator.
separating high-v CO from metastable CO, taking advantage of the decelerator’s ability
to alter the metastable beam velocity.
Spatial separation of high-v CO from metastable CO can be achieved by means of
time-of-flight if the velocities of the beams are different. Since CO a3Π1 exhibits a
first-order Stark effect while CO X1Σ+ does not, only the metastable beam velocity will
change when the quickly switched electric fields of the decelerator act on the beam. In
order to make this separation technique work, highly vibrationally excited CO needs to
be prepared inside the Stark decelerator such that the last deceleration stages can be
used to further decelerate or accelerate remaining metastables. The procedure is illus-
trated in Figure 6.6. Panel (A) shows a photograph of the surface scattering chamber
and the decelerator chamber. Note that the decelerator chamber, which extends into
the surface scattering chamber, is equipped with windows offering laser access to the
last stages of the decelerator. Panel (B) schematically illustrates the laser access to the
end part of the decelerator.
The separation scheme comprises three steps. First, the desired beam velocity is
adjusted by using 125 of the overall 131 deceleration stages. Second, the high voltage
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is turned off when the beam is located between electrode pairs 126 and 127 (stage
126) such that the preparation lasers can be fired without causing damaging discharges.
Third, the last five deceleration stages are used to alter the velocity of residual CO a3Π1
by either accelerating or decelerating the beam. The remainder of this section explains
step three in more detail.
Figure 6.7 shows the arrival time of metastable CO at the Au(111) surface for different
operations of the Stark decelerator. In Panel (A), the first 126 of the overall 131 electric
field stages of the decelerator are used to guide the molecular beam at constant velocity.
The black trace indicates the arrival time at the surface when the beam is not further
manipulated while passing through the last five stages. The red (blue) trace indicates
the arrival time of the beam when the last five stages are used to accelerate (decelerate)
the beam. Note that the most intense part of the beam is significantly shifted to earlier
(later) arrival times. Panel (B) and (C) show similar results for initially decelerated
and accelerated beams, respectively.
Since CO in the ground electronic state has no linear Stark effect, the expected arrival
time of CO X1Σ+ generated inside the decelerator is deduced from the arrival time of
metastable CO that has passed the last five stages with the electric fields turned off.
Assuming that the P3D lasers excite the most intense part of the metastable beam, the
center of the black traces shown in Figure 6.7 indicate the expected arrival time of a
hypothetical CO X1Σ+ beam prepared inside the decelerator. However, it should be
noted that only a small fraction of metastable CO can be converted to highly vibra-
tionally excited CO. This is illustrated by molecular beam profiles depicted in Figure
6.3. Thus, a much weaker and narrower electron emission signal is expected for the
quenching of CO(v = 17) at a low-work function surface than for the quenching of CO
a3Π1 as depicted in Figure 6.7.
Concluding, Figure 6.7 demonstrates that the operation mode of the decelerator can
be switched between guiding, deceleration, and acceleration while the molecular beam
is located inside the decelerator and, thus, that the velocity of the CO a3Π1 beam can
be tuned with high precision. Presumably, CO a3Π1 cannot be completely separated
from CO X1Σ+. However, the electron emission signal that might originate from CO
X1Σ+(v = 17) quenching is expected to emerge on top of a well-defined and reproducible
electron emission background signal caused by CO a3Π1 when the last deceleration
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Figure 6.7: CO a3Π1 beam profiles monitored by electron emission induced by meta-
stable quenching at Au(111). Traces are shown for different operations of
the Stark decelerator. In Panel (A), (B), and (C), the metastable beam is
guided (φ0 = 0◦, 360m/s), decelerated (φ0 = 47◦, 204m/s), and acceler-
ated (φ0 = −90◦, 507m/s), respectively, using 126 out of the overall 131
stages of the decelerator (black). The last five stages can be used to either
accelerate (φ0 = −90◦, “acc”, red) or decelerate (φ0 = 78◦, “dec”, blue)
the beam. Solid arrows indicate Stark manipulation of the beam with
the decelerator’s electrodes set under high voltage, while dotted arrows




The scattering of highly vibrationally excited CO X1Σ+(v = 17, J = 0) molecules from
clean gold and silver surfaces is investigated for the first time [31, 32]. Supersonic
molecular beams of CO are scattered from the (111) faces of gold and silver single
crystals which are kept under ultra-high vacuum conditions. Quantum state-selective
preparation and detection of CO is accomplished by laser spectroscopic methods. A
three-laser optical excitation scheme is used to prepare incident CO in a high v state
prior to surface scattering [106]. It has been demonstrated previously that the surface
dynamics of highly vibrationally excited diatomic molecules may be strongly dominated
by electronically non-adiabatic effects [25]. This makes highly vibrationally excited
molecules valuable candidates for surface scattering studies that are aiming at a deeper
and fundamental understanding of non-adiabatic surface dynamics.
The molecule-surface experiments described in the present thesis include the measure-
ment of state-to-state time-of-flight distributions, state-to-state angular distributions,
final rotational state distributions, and final vibrational state distributions. The trans-
lational energy of incident molecules is varied between 0.27 eV and 0.57 eV.
The final translational energy of vibrationally and rotationally elastically scattered
molecules obeys the Baule limit, which agrees with a direct scattering mechanism. Nar-
row angular distributions as well as hyperthermal rotational distributions of both vi-
brationally eleastically and inelastically scattered molecules are also consistent with a
direct scattering channel.
Rotational state distributions do not show any evidence of rotational rainbows similar
to those observed in the scattering of highly vibrationally excited NO at Au(111) [87].
The main part of this surface-scattering study focuses on the dissipation of the
molecule’s vibrational energy. The employed resonance-enhanced multi-photon ion-
ization detection scheme allows the detection of final vibrational states in the range
14 ≥ v ≥ 18. For the scattering from Au(111), scattering products collectively populate
vibrational states in the range 14 ≥ v ≥ 17. For the scattering from Ag(111), however,
CO relaxes to vibrational levels below v = 14, which cannot be detected directly. Yet,
the total number of scattered molecules, which is needed to determine the vibrational
relaxation probability at Ag(111), is derived from scattering experiments employing a
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chlorinated Ag(111) surface, on which vibrational relaxation is suppressed. In general,
vibrational relaxation probabilities are found to be higher for silver than for gold. Vi-
brational relaxation probabilities tend to increase with incidence translational energy
for both metals. The observed incidence translational energy dependence is more pro-
nounced for gold than for silver. Vibrational excitation to v = 18 or higher states is not
observed.
In previous work, the dynamics of highly vibrationally excited diatomic molecules
in collisions with metal surfaces has been studied only for the NO molecule. Together
with results reported for NO and CO prepared in low v states, a large amount of data
is available now, describing vibrational relaxation processes in direct molecule-surface
scattering events. The data presented in the present work completes a set of data
that spans two molecules (CO and NO), two metal surfaces (Au and Ag), and different
incident vibrational states ranging from v = 2 to v = 17.
Key results in the vibrational relaxation of CO and NO at Au(111) and Ag(111) are
as follows. First, vibrational relaxation probabilities are higher for Ag(111) than for
Au(111) due to the lower work function, Φ, of silver. Second, the vibrational relaxation
probability on NO is higher than that on CO for similar incident vibrational states due to
the higher electron affinity of NO. Third, the vibrational relaxation probability increases
with incident vibrational excitation due to an increase of the vertical electron binding
energy at the outer classical turning point, E(rout(vinc)), with vibrational excitation.
The third point demonstrates that the vibrational state dependent vertical electron
binding energy needs to be considered rather than just the electron affinity. The vertical
electron binding energy and the electron affinity are closely related because E(rout(vinc))
depends on the vertical shift of the anionic gas-phase potential energy curve of the di-
atomic molecule with respect to the neutral. Roughly speaking, the higher the electron
affinity, the higher E(rout(vinc)). Apart from the vertical shift, E(rout(vinc)) also de-
pends on the horizontal shift of the potential energy curves. The vertical electron
binding energy at the outer turning point generally increases when the anion’s equi-
librium bond length is shifted to larger internuclear distances than that of the neutral
species. This is the case for NO, in which the anion has a larger bond length than the
neutral species, but not for CO, in which the anionic and neutral species have similar
bond lengths. Furthermore, E(rout(vinc)) varies with shape and slope of the neutral and
anionic potential energy curves.
According to the results mentioned above, the vibrational relaxation dynamics of
molecule-surface systems considered in the present work is characterized by the verti-
cal electron binding energy of the molecule and the work function of the surface. By
comparing different molecule-surface systems, a unifying relationship has been found
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between the vibrational relaxation probability and E(rout(vinc)) − Φ. Plotting the vi-
brational relaxation probability as a function of E(rout(vinc)) − Φ yields a sigmoidal
curve (Figure 5.24). For an incidence translational energy of 0.6 eV, the vibrational re-
laxation probability increases from 0 to 1 in the window −6.0 eV . E(rout(vinc))−Φ .
−3.0 eV. Molecule-surface systems characterized by E(rout(vinc)) − Φ . −6.0 eV
show very little vibrational relaxation, while molecule-surface systems characterized
by E(rout(vinc))− Φ & −3.0 eV show complete vibrational relaxation.
Φ and E(rout(vinc)) are energetic quantities relevant to an electron transfer from the
surface to the molecule. Electron transfer is likely to occur as soon as the electron
binding energy overcomes the work function. Thus, the difference E(rout(vinc)) − Φ
represents the amount of image charge stabilization by which the affinity level of the
molecule needs to be lowered in energy to enable the electron transfer. In other words,
E(rout(vinc)) − Φ is a measure of how close a molecule needs to approach the surface
before it reaches the region where the neutral and anionic diabats cross. As soon as
electronically non-adiabatic transitions occur near this crossing seam, the molecule may
suffer vibrational relaxation.
The dependence of the vibrational relaxation probability on Φ and E(rout(vinc))
strongly suggests that the vibrational relaxation of diatomic molecules at metal sur-
faces proceeds electronically non-adiabatically and that an electron transfer process
from the surface to the molecule, forming a transient anionic species, lies at the heart
of the vibrational relaxation mechanism.
Summarizing, two consequences of the empirically found relationship between the vi-
brational relaxation probability and E(rout(vinc)) − Φ shall be emphasized. First, the
vibrational relaxation probability can be predicted for a certain molecule-surface sys-
tem simply by evaluating easily accessible energetic properties of the isolated molecule
and surface. Second, molecule-surface systems for which electron transfer processes
must be considered explicitly when describing their electronically non-adiabatic sur-
face dynamics can easily be identified based on the work function of the surface and
the vertical electron binding energy of the molecule. This might be of special impor-
tance for theorists when modeling non-adiabatic dynamics of certain molecule-surface
systems. Predicting accurate final vibrational state distributions and correct trends in
the velocity dependence of the relaxation probability is still a challenge to theory [30].
Molecule-surface systems with low work functions and high electron binding energies
may be best described by theoretical approaches based on the strong vibration-electron
coupling limit, such as the independent-electron surface hopping approach. Electronic
friction based models, however, may apply best to molecule-surface systems which ex-
hibit weak non-adiabatic couplings. See for example recent work by Spiering and Meyer,
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who calculate vibrational de-excitation probabilities for H2 in collisions with Cu(111)
(E(rout(vinc)) − Φ ≈ −7.0 eV) [97]. Miao, Dou and Subotnik recently introduced an
approach that interpolates between the weak and the strong coupling cases and demon-
strated that electronic friction alone is not sufficient to accurately predict the dynamics
of highly vibrationally excited NO at gold [94]. Thus, the novel results presented for
the surface-scattering of highly vibrationally excited CO together with the comparison
to a large number of other results that have accumulated for various molecule-surface
systems in the group of Prof. Wodtke over several years hopefully help to improve exist-
ing theoretical models and contribute to a fundamental understanding of electronically
non-adiabatic surface dynamics.
It is in that spirit that experiments were planned to investigate the dynamics of
highly vibrationally excited CO at low-work function surfaces, where electron emission
is expected during the vibrational de-excitation process because the vibrational energy
exceeds the work function [88]. Since similar experiments for NO revealed an inverse
velocity dependence of the electron emission yield, a newly developed Stark decelerator-
based beam-surface scattering setup was intended for these experiments. The setup was
modified in two ways. First, a method was developed that allows surface scattering ex-
periments in which the velocity of the molecular beam can be scanned between 100m/s
and 500m/s by repeating the scattering experiment with any desired scanning inter-
val. Second, decelerator settings were adjusted such that highly vibrationally excited
CO potentially produced inside the decelerator device can be separated from residual
metastable CO. Unfortunately, the number of molecules leaving the Stark decelerator
is too small to apply the P3D pumping scheme for CO(v = 17) production [106] and to




A.1 Rotational Transition Wavenumbers of the A1Π—X1Σ+
System in CO
Table A.1: Rotational transitions of the 7-17 (v′-v′′) band and the 7-16 band in cm−1
experimentally determined via (1+1) A1Π(v′, J ′)← X1Σ+(v′′, J ′′) REMPI
spectroscopy.
7-17
J ′′ P(J ′′) Q(J ′′) R(J ′′)
0 41511.58
1 41508.33 41514.09
2 41501.83 41507.59 41516.22
3 41497.83 41506.47 41517.99
4 41493.47 41504.99 41519.38
5 41488.74 41503.13 41520.40
6 41483.63 41500.90 41521.04
7 41478.15 41498.30 41521.31
8 41472.30 41495.32 41521.21
9 41466.08 41491.97 41520.73
10 41459.49 41488.25 41519.88
11 41452.53 41484.16 41518.65
12 41445.19 41479.69 41517.05
13 41437.48 41474.84 41515.06
14 41429.40 41469.62 41512.70
15 41420.95 41464.03 41509.96
16 41412.12 41458.05 41506.84
17 41402.92 41451.70 41503.34
18 41393.34 41444.97 41499.46




J ′′ P(J ′′) Q(J ′′) R(J ′′)
20 41373.05 41430.38 41490.54
21 41362.34 41422.51 41485.51
22 41351.26 41414.26 41480.08
23 41339.79 41405.62 41474.27
24 41327.95 41396.60 41468.08
25 41315.72 41387.20 41464.56, 41460.81
26 41303.12 41377.41 41454.51
27 41292.81, 41289.24 41367.23 41447.14
28 41277.21 41356.66 41439.37
29 41263.26 41350.54, 41343.33 41431.21
30 41249.05 41334.36 41422.65
31 41234.51 41322.61 41413.69
32 41219.49 41310.48 41404.33
33 41203.62 41297.52 41394.57
34 41188.71 41285.59 41384.40
35 41172.29 41271.90 41373.83
36 41155.11 41258.55 41362.85
37 41140.26 41243.89 41351.46
38 41122.00 41234.40, 41227.85 41339.67
39 41103.67 41217.71, 41209.58 41327.45
40 41088.93 41199.77 41314.82
41 41183.42 41309.69, 41301.00
42 41174.69, 41165.20 41289.67





J ′′ P(J ′′) Q(J ′′) R(J ′′)
0 43239.98
1 43236.69 43242.45
2 43230.12 43235.88 43244.52
3 43226.03 43234.66 43246.18
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Table A.1: (continued)
J ′′ P(J ′′) Q(J ′′) R(J ′′)
4 43221.52 43233.04 43247.43
5 43216.61 43231.00 43248.27
6 43211.30 43228.56 43248.71
7 43205.57 43225.72 43248.74
8 43199.45 43222.46 43248.35
9 43192.91 43218.80 43247.56
10 43185.97 43214.73 43246.36
11 43178.62 43210.25 43244.75
12 43170.87 43205.36 43242.72
13 43162.71 43200.07 43240.29
14 43154.14 43194.36 43237.44
15 43145.16 43188.24 43234.17
16 43135.77 43181.70 43230.49
17 43125.97 43174.76 43226.40
18 43115.76 43167.40 43221.88
19 43105.15 43159.63 43216.95
20 43094.52 43151.44 43211.61
21 43083.04 43142.84 43205.84
22 43071.52 43133.82 43199.65
23 43058.96 43124.38 43193.03
24 43046.26 43114.52 43186.00
25 43033.03 43104.25 43181.61, 43177.86
26 43019.49 43093.83 43170.65
27 43008.00, 43004.43 43082.5 43162.33
28 42991.43 43070.79 43153.59
29 42976.46 43063.74, 43056.53 43144.41
30 42961.20 43047.13 43134.80
31 42945.58 43034.18 43124.76
32 42929.44 43020.71 43114.28
33 42912.42 43006.32 43103.37
34 42896.32 42993.20 43091.54
35 42878.68 42978.29 43081.79




J ′′ P(J ′′) Q(J ′′) R(J ′′)
37 42844.10 42947.73 43055.42
38 42824.51 42936.91, 42930.36 43045.91
39 42804.81 42918.85, 42910.72 43029.46
40 42788.68 42899.52 43015.12
41 42881.73 43008.00, 42999.31
42 42871.53, 42862.04 42986.51








AES Auger electron spectroscopy
AFM atomic force microscopy









et al. et alii or et aliae
etc. et cetera
eV electron volt (unit)
Fig. Figure
GGA generalized gradient approximation
hcp hexagonal close-packed
HV high voltage
ICS image charge stabilization
i.e. id est
IESH independent-electron surface hopping
KDP potassium dideuterium phosphate
KTP potassium titanyl phosphate
LEED low-energy electron diffraction
LIF laser induced fluorescence
LZ Landau-Zener
MCP multi channel plate
Nd:YAG neodymium-doped yttrium aluminum garnet
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List of Abbreviations




PDL pulsed dye laser
PES potential energy surface
PW91 Perdew-Wang 91 functional
RAIRS reflection absorption infrared spectroscopy
RAT Rydberg atom tagging
Ref. Reference
REMPI resonance-enhanced multi-photon ionization
RGA residual gas analyzer
SERS surface enhanced Raman spectroscopy
SFG sum frequency generation
STM scanning tunneling microscopy
TD trapping-desorption
TPD temperature programmed desorption
UHV ultra-high vacuum




XPS X-ray photoelectron spectroscopy
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