Abstract. The problem of calculating the best approximating straight line--in the sense of Chebyshev--to a finite set of points in R" is considered. First-and second-order optimality conditions are derived and analysed. Lipschitz optimization techniques can be used to find a global minimizer.
Introduction and Motivation
In certain technical applications it is essential to calculate a best approximating manifold in the sense of Chebyshev to a given set of points in R", with the requirement that this manifold fulfills certain constraints, e.g., with respect to curvature. An example of such a problem occurring in railway engineering is given in [10] . Other applications where the problem arises are in the fields of CAD/CAM and robotics.
As a first step toward the solution of these general problems we consider the best approximating straight line (one-dimensional manifold with curvature zero). Our approach via optimality conditions is that of classical optimization theory.
The paper is organized as follows: In Section 2 we translate the approximation problem into an optimization problem. In Sections 3 and 4 we derive firstand second-order optimality conditions, following the general framework as developed by Hettich and Jongen [4] and Ben-Tal [1] . The first-and secondorder optimality conditions are both given solely in terms of the given point coordinates, the parameters of the approximating line, and the Lagrange multipliers. In Section 5 we analyse these second-order conditions and give a characterization of point configurations for which they are automatically fulfilled by a best approximant satisfying the first-order conditions. Finally in Section 6 we indicate how a global minimizer can be obtained by Lipschitz optimization techniques.
Approximation by a straight line is a special case of the general problem of approximation by linear manifolds. Work on the extension of our results to this 188 M, Strr and W, Wetterling case is in progress. Gritzmann and Klee consider the problem in a more general framework from the viewpoint of complexity theory in [3] and several other papers announced there. The least-squares approximation of finite sets by linear manifolds has been investigated by Sp~th in [8] .
Statement of the Problem
Let P be a finite nonvoid set of points xl, ..., x,, in R". We want to find a straight line x(t) = a + bt (a, b ~ R", t ~ R) which approximates P in the Chebyshev sense, that means the maximum distance of the points xl to the line is minimized. In other words, the problem is to determine 
i=br(x~-a).
The square of the distance between the point x i and the line x(t)= a + bt is (x i -a)r(I -bbr)(xi -a). Note that I -bb r is the orthogonal projection on the hyperplane orthogonal to b.
Problem (1) can now be written as an optimization problem with m inequality constraints and two equality constraints: minimizef~ a, b) = r subject to
This problem is referred to as the Chebyshev line optimization problem (CLOP).
The notations correspond to those of Ben-Tal [1] , whose results are used to derive the optimality conditions for the CLOP.
First-Order Optimality Conditions
In this and the following section first-and second-order optimality conditions for the CLOP are established. Constraint qualifications are not required for the necessary optimality conditions. The reason is that, in the optimality conditions of Fritz John type, the Lagrange multiplier associated with the objective function can be shown to be nonzero and hence may be taken equal to 1. 
2iti(x i --a --bti) = O.
Proof.
The Fritz John type optimality conditions for the CLOP are
These conditions hold with multipliers 20 _> 0, 21 > 0 (i ~ f), 21 = 0 (i r J w {0)), /~1, #2 ~ R, not all of them being equal to zero. Left multiplication of (4) and (5) by b r gives Now 2o = 0 would imply that all multipliers are zero. Hence 2 o > 0. We may assume 20 = 1 and obtain (3). 9
Consider the homogeneous equations in ( /ff ~ fok to to)and ~h), hence the column rank is_ 2n-2. The row rank is-<lJl-1.
The situation where the row rank is maximal and hence the multipliers :.i are uniquely determined can be viewed as the generic case. Thus generically I Jl -2n -1, generalizing the familiar and well-understood case of generically three active points determining a line of best approximation in R 2.
Second-Order Optimality Conditions
The constraints in (2) are clearly nonconvex. Several local minimizers and saddle points are possible. Therefore we consider second-order optimality conditions too.
Let (r, a, b) be a local minimizer for the CLOP. First we determine D(r, a, b), the cone of critical directions at (r, a, b) as defined in [1] . A point in this cone is
The first-order conditions (3) hold with some, possibly not unique, )-i -> 0 (i e J). Multiplying (6) by 2i, summing over i e J, and using (7) and (3) gives ~ = 0. Furthermore, (6) 
can be simplified to (~ + bti)T(xi --a --bt,) >_ 0 (i E J).
We define the set J + of the indices i e J with )~i > 0 for some choice of the )-i in Theorem 1. Using once more the first-order conditions we get
Next the second partial derivatives of the Lagrangian function L are calculated. We give (in matrix notation) those which are not identically zero:
~ ).i(xi --a)(x i --a) T --2~2I. 9b iEj
The last step is the calculation of drV2Ld. After some algebra we obtain (3) hold and drV2Ld as #iven by (9) is nonnegative.
Note that the complementarity statement in Ben-Tal's theorem is already implied by (8) .
The following sufficient second-order condition for the CLOP follows from 
An Analysis of the Second-Order Conditions
Suppose a set P of points x 1 ..... xm is given and x(t) is a straight line for which the first-order conditions (3) (7) we obtain from (9) by orthogonal decomposition
-_ ~ ;ti[l~l + bti -bT~lb[I 2 -~ 2i[(bTxi) 2 --(bra)2].

i</ i~ :
We consider the two sums on the right-hand side separately. The first sum is equal to
The terms in the second sum can be estimated by Schwarz's inequality: 
Numerical Solution by Lipsehitz Optimization
In this section we show how a global solution of the CLOP can be obtained numerically by Lipschitz optimization. As an overall reference we mention the book by Horst and Tuy [6] . We apply this technique to our original problem:
The number of variables can be conveniently halved by considering a as a function of b in the following way:
where Yi = (I -bbr)xi. We call such a the Chebyshev point of the points {yi}. Note that it automatically satisfies the constraint aTb ----0. In fact, the problem to determine a is to find the smallest enclosing sphere to the points {yi}. This (convex) problem can be solved by (modified) quadratic programming (see [2] ) or by an adapted simplex method (see [9] ). The choice for a is motivated by the fact that if (r, a, b) is a local minimizer to (2) (hence (a, b) is one for (11)), a is the unique minimizer for (12). From now on we write a = a(b). Furthermore, we define
b ). Our aim is thus to find a global minimizer for F(b).
We proceed by the specification of the set M c R" in which we search for a global minimizer, a Lipschitz constant for F, and a strategy for subdivision of M.
The search domain M can be restricted to (e.g.) the northern hemisphere of S"-1, the (n -1)-dimensional sphere in Rn:
where e, is the nth coordinate vector in R ~. Of the several global optimization methods known from recent literature, Lipschitz optimization seems to be especially suited for our problem. The reason is that F has L --max~ [Ixi] [ as a Lipschitz constant, which comes up naturally if we think of a change in b as a rotation and which is sharp as can be seen from easy examples. 
by (12). Now suppose the first maximum is attained at i = io. Then we obtain It should be noted that, for a given point-set P, the smallest possible Lipschitz constant is obtained by translating the points such that the origin becomes the Chebyshev point of P. The iteration is initialized by partitioning the hemisphere M into 2 "-1 orthants. In this way we obtain a list of subsets, called Jr = {Mo, 1, .--, Mo, e--,}-Each of these subsets has n vertices, and is diffeomorphic (by projection from the origin) to the regular simplex T,_ 1 with the same vertices. In the course of the iteration the partition is refined, and at each step k we get a new list J//, = {Mk. 1 .... }. This refinement is carried out via subdivision of the corresponding simplices. If n = 2 the line segment T 1 has the obvious subdivision by equidistant points. If n = 3 the simplex Te can be subdivided into four congruent regular simplices. If n > 3 this is no longer possible but instead we use the standard barycentric subdivision of Zn_ 1 into (n--1)! subsimplices. In all cases the subdivision can be repeated recursively. The triangulations of the simplices can then be transformed to obtain subdivisions of the original subsets of ~/k-The diameter of such a subset is equal to its longest edge (measured on the sphere Sn-2).
We use the following branch and bound algorithm (see also [5] and [6] For low dimensions (n = 2, 3) this algorithm works quite satisfactorily. However, when the dimension increases, it becomes rather time consuming. In practice this algorithm has been used in combination with a local search method: first a number of steps of the above algorithm are performed. The resulting best approximation to the global minimizer is used as a starting point for the SQP method, as implemented by Powell in a subroutine available from the Harwell library (see [7] ). We compared this two-stage method with the SQP method alone. In the test the points x~ are uniformly distributed in the ndimensional block C obtained as the Cartesian product of an (n -1)-dimensional hypercube with an interval of length I. If l is large, a good approximation to a minimizer of the CLOP can easily be obtained, and the SQP method alone performs well However, if l ~ 1, the two-stage method is much better, as is indicated in Table 1 .
