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4Abstract
The thesis uses Malliavin’s Stochastic Calculus of Variations to identify the hedging strate-
gies for Barrier style derived securities. The thesis gives an elementary treatment of this
calculus which should be accessible to the non-specialist. The thesis deals also with ex-
tensions of the calculus to the composition of a Generalized Function and a Stochastic
Variable which makes it applicable to the discontinuous payoffs encountered with Bar-
rier Structures. The thesis makes a mathematical contribution by providing an elementary
calculus for the composition of a Generalized function with a Stochastic Variable in the
presence of a conditional expectation.
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8Introduction
Malliavin calculus, which is also called the stochastic calculus of variations, is named after
Paul Malliavin. It was originally created as a tool for studying the regularity of densities of
solutions of stochastic differential equations. See, for example, [30] and [31]. Essentially,
it is an infinite-dimensional differential calculus on Wiener space. Then in 1984, Ocone
published the paper [37], and then in 1991, the paper [27] was published; subsequently
Malliavin calculus was recognized to have an important role in the field of mathematical
finance. Today, more and more applications in mathematical finance are based onMalliavin
calculus. For example, they include Greeks calculation by simulation in [6], [7], [20],
[21],[22] and [29], hedging portfolio in [4] and [5], and not just for systems driven by
Brownian motion, but for systems driven by the general Le´vy process [14].
In fact, much of the theory of Malliavin calculus is based upon the well known Itoˆ
stochastic calculus [25], named after the Japanese mathematician K. Itoˆ. During the middle
of the 20th century, Itoˆ gave the martingale representation theorem which states that a
random variable G ∈ L2 (Ω) is FT -measurable with respect to the filtration generated by a
Brownian motion Wt, t ∈ [0, T ], can be written in terms of an Itoˆ integral with respect to
this Brownian motion, i.e., there exists a unique square-integrable adapted process ϕ (t, ω)
such that
G (ω) = E [G] +
∫ T
0
ϕ (t, ω) dWt .
This result is important in mathematical finance because it asserts the existence of the
representation, and this leads to the existence of a replicating trading strategy. However, it
does not help with the finding of ϕ (t, ω) explicitly.
It would be quite interesting to see whether there is an explicit expression for ϕ(t, ω)
in the martingale representation. After comprehensive consideration of the fundamental
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theorem of classic calculus, intuitively, people think the ϕ(t, ω) term should be associated
with a differentiation type of operation in a probabilistic setting. Then, in the late 20th
century, mathematicians J.M.C Clark and Daniel Ocone gave the Clark-Ocone theorem
of stochastic analysis [37], which is a generalization of the Itoˆ representation theorem, in
the sense that it gives an explicit expression for the integrand ϕ(t, ω) (under some extra
conditions):
ϕ(t, ω) = E [DtG|Ft] ,
where DtG is the Malliavin derivative of G and is the bridge between Malliavin calculus
and Itoˆ stochastic calculus. In addition, the Clark-Ocone formula can be used to obtain
explicit formula for replicating portfolios of contingent claims in the complete market [27].
There are many ways of introducing the Malliavin derivatives, like the original way,
via Chaos expansion, see [35] and [39] for examples. Another way is via the directional
derivative, see [46] and [47] for examples. In this thesis, we follow the approach in [5] by
using the definition of directional derivative and subsequently extend the classical Malli-
avin Calculus and the Clark-Ocone formula. In [5], H.P. Bermin used the Riesz represen-
tation theorem to give the relationship between the directional derivative and the Malliavin
derivative:
DγF (ω) =
∫ T
0
DtF (ω)
•
γ(t)dt .
Using this definition, we develop a lot of useful propositions for the Malliavin derivative.
However, Bermin [5] does not give a complete treatment in his paper, so in this thesis, we
will give a more detailed treatment.
In this thesis, we follow the result in [37] and present the Clark-Ocone formula in
D1,2. However, the limitation of the Malliavin derivative is demonstrated by giving an
example and we find that the space D1,2 is not large enough for our application. So we
follow [46], [47] and describe the extension of the Clark-Ocone formula such that it is
true for the space D−∞ whose elements are to be interpreted as generalized stochastic
variables, that is, as composites of distributions and stochastic processes. So the extension
will involve the composition of distributions with stochastic variables, say T (St), where
T is a distribution, and St is the usual log-normal variable. This kind of “calculus” has
been developed by Watanabe [47]. If T is infinitely differentiable, then T (St) is a nice
Introduction 10
object and we can do Malliavin Calculus easily. But if T (x) = 1(K,∞) (St), for example,
then there are problems. This occurs in practice because barrier options contain indicator
function, 1{∙>K}, for example, which are discontinuous functions, and the derivative of this
indicator involves the Dirac Delta function δK in the sense of distributions. However, we
also make a mathematical work by providing an elementary calculus for the composition of
a generalized function with stochastic variable in the presence of a conditional expectation.
Subsequently we arrive at a hedging portfolio formula by using the extended Malliavin
calculus and Clark-Ocone formula.
Then we follow the definition of the directional derivative to extend Malliavin calculus
to the two-dimensional case and extend the propositions and proofs in detail. Also, we
derive the hedging portfolio formula in the multi-dimensional case.
Our main application using Malliavin calculus is to two exotic barrier options [12], the
rainbow barrier option and the protected barrier option, which are driven by one Brownian
motion in one asset and two Brownian motions in multi-assets, respectively. According to
[12], the protected barrier option is an up-and-out call option with a protection period for
a fixed period of time, [0, t∗], at the start of the option’s life during which the up-and-out
call cannot be knocked out. At the end of this fixed period, the call is knocked out and a
rebate C1 is paid if the underlying stock price at time t∗, satisfies St∗ ≥ B > K, where
B is the given barrier level and K the strike level. Otherwise, the up-and-out call remains
alive until the first time after the protection period ends that the underlying stock price hits
the barrier, or until expiration, whichever comes first. That is, if after the protection period
has elapsed, the underlying stock price hits the barrier prior to expiration, the up-and-out
call is knocked out and a constant rebate C2 is paid at time τ . We denote by τ the first time
after t∗ that S hits B conditional on St∗ < B. If, on the other hand, the stock price has not
hit the barrier by the expiration date T , the up-and-out call becomes a standard call, and
consequently is exercised if the underlying stock price ST finishes above the strike K, and
becomes worthless otherwise. So the payoff of a protected barrier option at time T is
C1e
r(T−t∗)1{St∗≥B} + C2e
r(T−τ)1{τ<T,St∗<B} + (ST −K)+ 1{τ≥T,St∗<B} .
We couldn’t find any examples of this in the literature to applyMalliavin calculus to find
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the Malliavin derivative of a random time. Although we follow [5] to look at the so-called
protected barrier option or partial barrier option, we find the barrier options described in
[5] are not exactly the same as the protected barrier option in [12]. One way in which they
differ is that the protected barrier option in [12] has a rebate amount C1 which is paid if S is
greater than the barrier at time t∗ and a rebate amount C2 which is paid if the time τ occurs
before time T . However, the barrier options in [5] are still partial or protected, because the
term “τ” appearing in [5] is the length of the monitoring period, like the one t∗ in [12],
but it is different from the random time τ in [12]. So our application of Malliavin Calculus
is an extension of the ones in [5] and include the calculation of Malliavin derivative of a
random time.
The rainbow barrier option in [12] is another extension to a European up-and-out call
option. There are two assets in this option, denoted by S1 and S2. Like a standard European
up-and-out call, this option is knocked out if the value of a “trigger” asset S1 rises to hit
some barrier B > S10 before the option expires at T . In contrast to a European up-and-out
call, if the barrier is not hit prior to T , then the payoff at T is (S2T −K)+, where S2T is the
terminal spot price of some other asset. So the payoff of a rainbow barrier option is
(
S2T −K
)+
1{
max
0≤t≤T
S1t<B
}.
The first objective of the thesis is to calculate the Malliavin derivative of a random time
occurring in the protected barrier option; then the multi-dimensional Malliavin Calculus
is applied to the rainbow barrier option. Finally the replicating portfolios of these two
exotic barrier options are formulated and a comparison of the results between the Malliavin
approach and the traditional delta-hedging approach is made.
This thesis is organized as follows. In Chapter 1, we summarize some preliminar-
ies, like the Black and Scholes framework [9], and state the necessary conditions for the
possibility of hedging different options. In Chapter 2, the concepts of Malliavin calculus
are stated and some propositions and proofs via the definition of directional derivative are
given in detail. In Chapter 3, we describe the extension of the Malliavin derivative and
the Clark-Ocone formula in a bigger space. The hedging procedure is explained by means
of a self-financing portfolio and is thereafter related to the Malliavin Calculus. Then, in
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Chapter 4, we describe the extension of the Malliavin derivative to the multi-dimensional
case, some propositions and proofs are given and the hedging portfolio strategy is derived
in the two-dimensional case. Finally, in Chapter 5, we will apply Malliavin calculus to
show how to hedge three types of barrier options: the digital barrier option with a random
time, and the protected barrier option and the rainbow barrier option as studied in [12].
We find the Malliavin derivative of g (τ), where g is some nice functions and τ is the time
described above. We could not find any examples of this in the literature so we took a
simplistic approach. Nonetheless, our treatment may shed light upon the case of a more
general time when applied to the protected barrier option and by using an extension of
multi-dimensional Malliavin calculus, we find a replicating portfolio of the rainbow barrier
option. At the end, I compare the hedging results of the three exotic barrier options by
using the Malliavin calculus approach with the traditional delta-hedging approach.
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Chapter 1
The Preliminaries
In this chapter, we first recall some basic concepts from functional analysis, stochastic
calculus and review some concepts about market model in finance. All the definitions and
theorems are quoted from text books; for more detail, we refer to [10], [16], [39] and [44].
1.1 Basic Concepts from Functional Analysis
Let us recall some basic concepts from functional analysis, and quote some definitions and
theorems from, see for example, [10], [16], [39] and [44].
Definition 1.1. A map T from a non-empty subsetD(T ) (the domain of T ) of a linear space
X to a linear space Y is linear if for all α, β ∈ R, x, y ∈ D(T ),
αx+ βy ∈ D(T )
and
T (αx+ βy) = αT (x) + βT (y).
Notation 1.2. Let X be a Banach space, that is a complete, normed vector space over R,
and let ‖x‖ denote the norm of the element x ∈ X .
Definition 1.3. A linear functional T is called bounded (or continuous), if
|‖T‖| := sup
‖x‖≤1
|T (x)| <∞.
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Sometimes we write 〈T, x〉 or Tx instead of T (x) and call 〈T, x〉 “the action of T on x”.
Definition 1.4. The set of all bounded linear functionals is called the dual of X and is
denoted by X∗. Equipped with the norm |‖∙‖|, the space X∗ is a Banach space.
Example 1.5. Let X = C0([0, T ]) be the space of continuous real functions ω on [0, T ]
such that ω(0) = 0. Then
‖ω‖∞ := sup
t∈[0,T ]
|ω(t)|
is a norm onX , called the uniform norm. With this norm,X is a Banach space and its dual
X∗ can be identified with the space M([0, T ]) of all signed measures ν on [0, T ], with the
norm
|‖υ‖| = sup
|f |≤1
∫ T
0
f(t)dυ(t) = |υ| ([0, T ]).
Definition 1.6. Let T : X 7→ Y be a continuous map of a Banach space X into a Banach
space Y . X and Y have dual spaces X∗ and Y ∗. Let T ∗ be defined as follows:
T ∗f(x) = f(Tx) for f ∈ Y ∗ and x ∈ X,
and
|T ∗f(x)| ≤ ‖f‖‖T‖‖x‖,
so T ∗f is a bounded linear functional on X , i.e., T ∗f ∈ X∗. So
T ∗ : Y ∗ 7→ X∗,
and T ∗ is called the adjoint of T .
Notation 1.7. For a set, E, in a Banach space, X , we write Eˉ for the closure of E.
Definition 1.8. Let H be a Hilbert space. By an operator in H we mean a linear mapping
T whose domain D(T ) is a subspace of H and whose rangeR(T ) lies in H .
Definition 1.9. The graph G(T ) of an operator T is the subspace of H × H that consists
of the ordered pairs {x, Tx}, where x ranges over D(T ).
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Definition 1.10. An operator S is an extension of T , if D(T ) ⊂ D(S) and Sx = Tx for
x ∈ D(T ).
Remark 1.11. If the operator T is continuous, then T has a continuous extension to the
closure of D(T ), i.e., D(T ), hence to H , since D(T ) is complemented in H .
Definition 1.12. A closed operator inH is one whose graph is closed subspace ofH ×H .
That is, a linear operator T : D(T ) ⊂ H → H is closed, i.e., if ∀{xn} ⊂ D(T ) and
lim
n→∞
xn = x ∈ H
and
lim
n→∞
Txn = y ∈ H,
then one has
x ∈ D(T ) and Tx = y.
Definition 1.13. An operator T is closable, if G(T ), the closure of the graph of T inH×H ,
is the graph of a linear operator, which we call T . Note that T extends T .
Definition 1.14. An operator T in H is densely defined if and only if D(T ) is dense in H ,
i.e.
D(T ) = H.
Notation 1.15. Let D(T ∗) be the domain of the adjoint T ∗ to T . That is, D(T ∗) consists of
all y ∈ H for which the linear functional
x→ (Tx, y) (1.1)
is continuous on D(T ).
If y ∈ D(T ∗), then the Hahn-Banach theorem extends functional (1.1) to a continuous
linear functional on H , and therefore there exists an elements T ∗y ∈ H that satisfies
(Tx, y) = (x, T ∗y), x ∈ D(T ). (1.2)
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Obviously, T ∗y will be uniquely determined by equation (1.2) if and only if T is densely
defined.
Definition 1.16. Let U be an open subset of a Banach spaceX and let f be a function from
U to Rm.
• We say that f has a directional derivative (or Gaˆteaux derivative)Dyf(x) at the point
x ∈ U in the direction y ∈ X if
Dyf(x) :=
d
d
[f(x+ y)] |=0 ∈ Rm
exists.
• We say that f is Fre´chet-differentiable at x ∈ U if there exists a bounded linear map
A : X → Rm, that is, A = (A1, . . . , Am)T , with Ai ∈ X∗ for i = 1, . . . ,m, such
that
lim
h→0
h∈X
|f(x+ h)− f(x)− Ah|
‖h‖ = 0.
We write
f ′(x) =

f ′(x)1
.
.
.
f ′(x)m
 = A ∈ (X∗)m
for the Fre´chet derivative of f at x.
Proposition 1.17. [See Proposition 4.6 of [39]]
• If f is Fre´chet-differentiable at x ∈ U ⊂ X , then f has a directional derivative at x
in all directions y ∈ X and
Dyf(x) = 〈f ′(x), y〉 ∈ Rm,
where 〈f ′(x), y〉 = (〈f ′1(x), y〉 , . . . , 〈f ′m(x), y〉)T is the m-vector whose ith compo-
nent is the action of the ith component f ′i(x) of f ′(x) on y.
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• Conversely, if f has a directional derivative at all x ∈ U in all the directions y ∈ X ,
and the linear map
y → Dyf(x), y ∈ X
is continuous for all x ∈ U , then there exists an element ∇f(x) ∈ (X∗)m such that
Dyf(x) = 〈∇f(x), y〉 .
If this map x→ ∇f(x) ∈ (X∗)m is continuous on U , then f is Fre´chet-differentiable
and
f ′(x) = ∇f(x).
1.2 Distributions
In this section, we review some concepts of distributions, which, also known as generalized
functions, extend the concept of derivative to all integrable functions. See, for example,
[44] and [49].
Definition 1.18. Let S (Rn) denote the Schwartz space, which is the space of all infinitely
differentiable rapidly decreasing functions. We say ϕ ∈ S (Rn), if any derivative of ϕ,
multiplied with any power of |x|, converges towards 0 for |x| → ∞.
Definition 1.19. Let S ′ (Rn) denote the Schwartz distribution space, which is the dual of the
Schwartz space. We say a distribution T ∈ S ′ (Rn), if T is a continuous linear functional
on S (Rn) with values in R.
Remark 1.20. From the above definition, we see T ∈ S ′(Rn) if and only if T : S(Rn)→ R
is linear and fn → f in S(Rn) implies that T (fn)→ T (f) in R.
Definition 1.21. If T is a distribution, we define its derivative T ′ by
〈T ′, f〉 = −〈T, f ′〉 . (1.3)
Remark 1.22. This definition extends the ordinary definition of derivative, every distribu-
tion becomes infinitely differentiable and the usual properties of derivative hold.
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Proposition 1.23. [See Theorem 2.2 of [42]] If ϕ is a continuous and piecewise differen-
tiable, then its distributional derivative is given by
(Tϕ)
′
= Tϕ′ . (1.4)
Definition 1.24. A sequence Tn in S ′(Rn) is said to converge in S ′(Rn), if Tn(f)→ T (f)
for each f ∈ S(Rn).
Remark 1.25. Lebesgue’s Dominated Convergence Theorem implies that if
• gn is measurable for all n,
• gn(x)→ g(x) pointwise,
• |gn(x)| ≤ h(x) for some integrable function h,
then ∫
gn(x)f(x)dx→
∫
g(x)f(x)dx (1.5)
for each f ∈ S(Rn).
Proposition 1.26. [See Theorem 5.19 of [49]] For any T ∈ S ′(Rn), there is a sequence
(ϕn) in S(Rn), such that ϕn → T in S ′(Rn). That is, for every f ∈ S(Rn),
〈T, f〉 = lim
n
∫
ϕn(x)f(x)dx.
Remark 1.27. The above proposition tells us that every distribution can be approximated
by a sequence in S(Rn).
Definition 1.28. The so-called Dirac delta function on R, δx (∙)
• Obeys δx (s) = 0 for all s 6= x,
• Satisfies ∫∞−∞ δx (s) ds = 1.
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Remark 1.29. For f ∈ S(R),
〈
(1{∙>x})
′
, f
〉
= −
〈
1{∙>x}, f
′
〉
= −
∫ ∞
−∞
1{s>x}f
′
(s)ds
= −
∫ ∞
x
f
′
(s)ds
= f(x)− lim
s→∞
f(s)
= f(x).
Notice that lims→∞ f(s) = 0, because f ∈ S(R) and is a rapidly decreasing function.
Remark 1.30. For f ∈ S(R), since (f(s)− f(x)) δx(s) ≡ 0 on R, we have∫ ∞
−∞
δx(s)f(s)ds =
∫ ∞
−∞
(f(s)− f(x)) δx(s)ds+ f(x)
∫ ∞
−∞
δx(s)ds
= f(x).
We cannot interpret
∫∞
−∞ δx(s)f(s)ds as an integral in the usual sense, because there is no
such function δx(s) with these properties. The δx(s) function is thought of as a generalized
function.
Let us recall the following functions which can be used for the construction of some
test functions, see [42]. Now consider the function
h(x) =
{
e−
1
x x > 0,
0 x ≤ 0.
The key property of h(x) is that, at the transition point x = 0, all of its derivatives exist and
are zero. Now consider the function
λa,b(x) = h
(
x− a
b− a
)
h
(
b− x
b− a
)
. (1.6)
This is a test function, i.e., λa,b(x) ∈ S(R), whose graph is a smooth “pulse ” with support
[a, b]. We will often assume our smooth pulse to have integral 1. See Figure 1.1.
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Figure 1.1: A pulse function supported on [a,b]
1.3 Stochastic Calculus
In this section, we review some basic concepts from stochastic calculus, see, for example,
[41].
Definition 1.31. A filtration is a family of σ-algebras (Ft)0≤t≤∞ that is increasing, i.e.,
Fs ⊂ Ft if s ≤ t.
For convenience, we will write F for the filtration (Ft)0≤t≤∞.
Definition 1.32. A filtered complete probability space (Ω,F , P ) is said to satisfy the usual
hypotheses if
• F0 contains all the P -null sets.
• Ft =
⋂
u>tFu, for all t, 0 ≤ t <∞; that is, the filtration F is right continuous.
• F∞ = σ
(⋃
t≥0
Ft
)
.
We always assume that the usual hypotheses hold.
Definition 1.33. A random variable τ : Ω → [0,∞] is a stopping time if the event {τ ≤
t} ∈ Ft, for every t, 0 ≤ t <∞.
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Proposition 1.34 (See [41]). τ is a stopping time if and only if the event {τ < t} ∈ Ft, for
each 0 ≤ t ≤ ∞.
Definition 1.35. A stochastic process X on (Ω,F , P ) is a collection of R-valued or Rd-
valued random variables (Xt)0≤t≤∞. The process X is said to be adapted if Xt ∈ Ft (that
is, is Ft measurable) for each t. The function t 7→ Xt(ω) mapping [0,∞) into R are called
the sample paths of the stochastic process X .
Definition 1.36. Let X be a stochastic process and let Λ be a Borel set in R. Define
τ(ω) = inf {t > 0 : Xt ∈ Λ} .
Then τ is called the hitting time of Λ for X .
Proposition 1.37 (See [41]). Let X be an adapted stochastic process with almost surely
sample paths which are right continuous, with left limits. Then the hitting time of Λ is a
stopping time.
Definition 1.38. Let (Ω,F , P ) be a filtered probability space and Wt be a stochastic pro-
cess. Wt is called aWiener process with respect to Ft, if
• W0 = 0 almost surely,
• Wt is Ft-measurable for every t,
• P (ω ∈ Ω : t 7→ Wt(ω) is continuous function in t) = 1,
• Wt −Ws is independent to Fs for all t > s andWt −Ws ∼ N(0, t− s).
Definition 1.39. The Banach space Ω = C0([0, T ]) is called Wiener space, which is natu-
rally equipped with the Borel σ-algebra generated by the topology of the uniform norm.
Remark 1.40. Because we can regard each path t→ W (t, ω) of the Wiener process start-
ing at 0 as an element ω of C0([0, T ]), so we call it Wiener space. Thus we may identify
W (t, ω) with the value ω(t) at time t of an element ω ∈ C0([0, T ]): W (t, ω) = ω(t).
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Remark 1.41. This measurable space is equipped with the probability measure P , which
is given by the probability law of the Wiener process:
P
{
Wt1 −Wt0 ∈ F1,Wt2 −Wt1 ∈ F2, . . . ,Wtk −Wtk−1 ∈ Fk
}
=
∫
F1×∙∙∙×Fk
ρ (t1, x, x1) ρ (t2 − t1, x1, x2) ∙ ∙ ∙ ρ (tk − tk−1, xk−1, xk) dx1 ∙ ∙ ∙ dxk
where Fi ⊂ R, 0 ≤ t1 < t2 < ∙ ∙ ∙ < tk ≤ T , and
ρ(t, x, y) =
1√
2πt
e−
1
2
|x−y|2
, t ∈ [0, T ], x, y ∈ R.
The measure P is calledWiener measure on Ω.
Definition 1.42. Letm be a real number, and define the first passage time to levelm
τ = min{t ≥ 0;Wt = m}.
This is the first time the Brownian motion W reaches the level m. If the Brownian
motion never reaches the levelm, we set τ =∞.
Proposition 1.43 (Reflection principle, see [41]). Let Wt be standard Brownian motion
starting at zero. Then
P {τ ≤ t,Wt ≤ x} = P {Wt ≥ 2m− x} ,
for x ≤ m,m > 0.
Definition 1.44. An Itoˆ process is a stochastic process of the form
Xt = X0 +
∫ t
0
θsds+
∫ t
0
ϑsdWs,
where X0 is nonrandom and θs, ϑs are adapted stochastic processes.
Proposition 1.45 (Itoˆ formula, see [41]). Let Xt, t ≥ 0, be an Itoˆ process and let f(t, x)
be C1,2 function (i.e., ft(t, x), fx(t, x) and fxx(t, x) are defined and continuous). Then, for
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every T ≥ 0,
df (t,Xt) = ft (t,Xt) dt+ fx (t,Xt) dXt +
1
2
fxx (t,Xt) d 〈X,X〉t .
Definition 1.46. Let F : Ω → R be a random variable, choose g ∈ L2([0, T ]), and
consider
γ(t) =
∫ t
0
g(s)ds ∈ Ω. (1.7)
Then we define the directional derivative of F at the point ω ∈ Ω in the direction γ ∈ Ω by
DγF (ω) =
d
d
[F (ω + γ)] |=0 ,
if the derivative exists in some sense (to be made precise later).
Remark 1.47. The set of γ ∈ Ω which can be written in equation (1.7) for some g ∈
L2([0, T ]), is called the Cameron-Martin space and denoted byH.
1.4 Black-Scholes Model
In this section, we review some concepts in the Black-Scholes model, see for example, [2],
[8], [9] and [45].
On the complete Wiener measure space (Ω,F , P ) live two assets, one locally risk-free
asset, Rt (i.e. a bank account where money grows at the short interest rate r), and one risky
asset, St. They satisfy the stochastic differential equations
dSt = μStdt+ σStdWt, t ∈ [0, T ], (1.8)
dRt = rRtdt, R0 = 1, t ∈ [0, T ]. (1.9)
Here the mean rate of return μ, the volatility σ and r are positive constants.
Definition 1.48. Let h0t be the number of risk-free asset and h1t the number of stocks owned
by the investor at time t. The couple ht = (h0t , h1t ), t ∈ [0, T ], is called a portfolio or
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trading strategy. Assume h0t and h1t are measurable and adapted processes such that∫ T
0
∣∣h0t ∣∣ rdt <∞, ∫ T
0
∣∣h1tμ∣∣ dt <∞, ∫ T
0
(
h1tσ
)2
dt <∞
almost surely. Then the value of the portfolio at time t is
V ht = h
0
tRt + h
1
tSt. (1.10)
For a trading strategy, (h0t , h1t ), the gain Ght made via the portfolio (h0t , h1t ) up to time t
is defined to be
Ght =
∫ t
0
h0tdRs +
∫ t
0
h1tdSs .
Note that both of integrals are understood to be the limit over partitions of Riemann-
Stieltjes sums, the essential point is these are stochastic integrals.
Definition 1.49. The portfolio h is said to be self-financing if
V ht = V
h
0 +G
h
t ,
i.e., there is no fresh investment and there is no consumption. An alternative definition is
given by
dV ht = h
0
tdRt + h
1
tdSt . (1.11)
Definition 1.50. The discounted value of an asset, (At), say, is defined by
A˜t =
At
Rt
.
So A˜t is simply the value of At in units of the bond R.
Now we look at the discounted prices of stock St. By Itoˆ’s formula,
dS˜t = d
(
St
Rt
)
= (μ− r) S˜tdt+ σS˜tdWt ,
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and the discounted value of a portfolio is
dV˜ ht = d
(
V ht
Rt
)
= −rV
h
t
Rt
dt+
dV ht
Rt
= −rh1t S˜tdt+ h1tR−1t dSt
= h1tdS˜t . (1.12)
Notice that σ, μ and r are all constants and not stochastic processes, so if μ = r, then S˜t is
a P -martingale.
To avoid arbitrage, we restrict the class of trading strategy that we can adopt, specifi-
cally we require that there is a be a non-negative, integrable, FT measurable random vari-
able ξ such that
V˜ ht =
V ht
Rt
≥ −EP [ξ|Ft] , (1.13)
and write ht ∈ SF (ξ). Such strategies have discounted values which cannot lose more than
an amount ξ(ω). A strategy in SF (ξ) will be called admissible. One obvious choice for ξ
is ξ = 0.
Definition 1.51. An arbitrage opportunity is a self-financing portfolio ht such that
V h0 ≤ 0, V hT ≥ 0 a.s.
and
P
{
ω : V hT (ω) > 0
}
> 0.
Proposition 1.52 (See [45]). Let h0t , h1t be (progressively) measurable adapted processes
satisfying the integrability conditions for Rt and St respectively. Then (h0t , h1t ) is a self-
financing trading strategy if and only if
V˜ ht = V˜
h
0 +
∫ t
0
h1sdS˜s .
Proposition 1.53 (See [45]). Suppose that under the measure P , S˜t is a martingale and h1t
is (partial) strategy such that ∫ t
0
h1sdS˜s
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is a local martingale. Define a portfolio value by setting
V˜t = x0 +
∫ t
0
h1sdS˜s , x0 ∈ R
and a partial strategy h0t by
h0t = V˜t − h1t S˜t .
Then (h0t , h1t ) is a self-financing strategy with V˜t ≡ V˜ ht . If h1t is chosen so that h1t ∈ SF (ξ),
then V˜ ht is a super-martingale.
Proposition 1.54 (See [45]). With h0t , h1t , V ht as in the previous lemma, then (h0t , h1t ) cannot
be an arbitrage opportunity.
Proposition 1.55 (See [45]). If the strategy (h0t , h1t ) such that S˜t and
∫ t
0
h1sdS˜s are P -
martingale, then V˜ ht is a P -martingale too.
We refer to [2] and [45] for the proofs of these propositions in detail.
Definition 1.56. A derivative is a contract on the risky asset that produces a payoff G at
maturity time T . The payoff is an FT -measurable nonnegative random variable.
Definition 1.57. A nonnegative FT -measurable payoff G can be replicated if there exists a
self-financing portfolio (h0t , h1t ) in Rt and St such that V hT = G.
We present some famous theorems as follows.
Proposition 1.58 (Martingale Representation Theorem, see [45]). Let M(t), 0 ≤ t ≤ T ,
be a martingale with respect to the filtration Ft, i.e., for every t, M(t) is Ft-measurable
and for 0 ≤ s ≤ t ≤ T , EP [M(t)|Ft] = M(s). Then there is an adapted process Γ(s),
0 ≤ s ≤ T , such that
M(t) =M(0) +
∫ t
0
Γ(s)dWs , 0 ≤ t ≤ T. (1.14)
Proposition 1.59 (Itoˆ Representation Theorem, see [45]). If G ∈ L2(Ω,FT , P ) is FT -
measurable, then there exists a unique adapted process ϕ = ϕ(t), 0 ≤ t ≤ T , such that
G = EP [G] +
∫ T
0
ϕ(t)dWt . (1.15)
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Proposition 1.60 (Change of Measure, see [45]). Let P andQ be measures on (Ω,F) such
that Q is equivalent with P with Radon-Nikody´m derivative of Q with respect to P
Z =
dQ
dP
,
where Z is non-negative random variable with EP [Z] = 1. Let s and t satisfying 0 ≤ s ≤
t ≤ T be given and let Y be an Ft-measurable random variable. Then
EQ [Y (t)|Fs] = E
P [Z(t)Y (t)|Fs]
EP [Z(t)|Fs] . (1.16)
Proposition 1.61 (Girsanov Theorem, see [45]). Let θ(t), 0 ≤ t ≤ T , be an adapted
process. Define
Z(t) = exp
{
−
∫ t
0
θ(s)dWs − 1
2
∫ t
0
θ2(s)ds
}
and
W˜t = Wt +
∫ t
0
θ(s)ds.
Assume EP [
∫ T
0
(θ(s)Z(s))2ds] < ∞, and suppose that EP [Z(T )] = 1 and define a mea-
sure Q on (Ω,F) by
dQ
dP
= Z(T ).
Then the process W˜t, 0 ≤ t ≤ T is a Q-Brownian motion.
Proposition 1.62 (Cameron-Martin Theorem, see [45]). For any F ∈ L2(Ω), and γ ∈ H,
we have
E [F (ω + γ)] = E
[
F (ω) exp
{

∫ T
0
g(t)dWt − 1
2
2
∫ T
0
g2(t)dt
}]
, (1.17)
where γ(t) =
∫ t
0
g(s)ds, for some g ∈ L2([0, T ]).
Remark 1.63. Consider EP [F (ω + γ)] where ω is an element of C0([0, T ]), and γ(t) =∫ t
0
g(s)ds, g ∈ L2[0, T ]. The measure P sees ω as a path of a Brownian motion. Rewrite
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EP [F (ω + γ)] as
EP [F (ω + γ)] = EP
[
F (ω + γ) exp
{

∫ T
0
g(t)dWt +
1
2
2
∫ T
0
g2(t)dt
}
exp
{
−
∫ T
0
g(t)dWt − 1
2
2
∫ T
0
g2(t)dt
}]
.
By Girsanov’s theorem, let us define dQ/dP = exp
{
− ∫ T
0
g(t)dWt − 122
∫ T
0
g2(t)dt
}
and W˜t = Wt + 
∫ t
0
g(t)ds, i.e., W˜t = Wt + γ is Q-Brownian motion. Then
EP [F (ω + γ)]
= EQ
[
F (ω˜) exp
{

∫ T
0
g(t)d
(
W˜t − 
∫ t
0
g(t)ds
)
+
1
2
2
∫ T
0
g2(t)dt
}]
= EQ
[
F (ω˜) exp
{

∫ T
0
g(t)dW˜t − 1
2
2
∫ T
0
g2(t)dt
}]
.
This expression has the same value what ever Q and W˜t are chosen, so long as Q sees W˜
as a Brownian motion and ω˜ as the paths of W˜ .
Definition 1.64. The probability measureQ defined in Remark 1.63 is called the risk-neutral
probability measure if S˜t is a Q-martingale on (Ω,FT , Q).
Hereafter, let us assume we are in the risk-neutral probability measure Q. Then the
evolution of the risk-neutralized process for the stock price is geometric Brownian motion:
dSt = rStdt+ σStdWt , t ∈ [0, T ], (1.18)
where {Wt, t ∈ [0, T ]} is standard Brownian motion defined on a complete filtered prob-
ability space (Ω,F , Q), and r, S0, σ with σ 6= 0 are all positive constants. By letting the
coefficients be constants we know for sure that there exists a unique continuous solution
to the stochastic differential equation, SDE, 1.18 and 1.18, see e.g. [18] for further details
about regularity conditions. The solution to the stochastic differential equation (1.18) is:
St = S0 exp
{
(r − σ
2
2
)t+ σWt
}
, t ∈ [0, T ].
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Now let us value portfolio process under the risk-neutral measure Q. First, we know
under the measure Q, the discounted stock price is a martingale. Then
dS˜t = σS˜tdWt ,
and from equation (1.12), we know the discounted value of a portfolio is
dV˜ ht = h
1
tdS˜t = σS˜th
1
tdWt .
From here we confirm again that the discounted value of the portfolio is a Q-martingale.
Then using the martingale property, if we have
EQ[V˜ hT ] = V
h
0 = 0 , (1.19)
then V hT = 0, Q-a.s., if V hT ≥ 0. So, we cannot have P (V hT > 0) = 0. This implies there
are no arbitrage opportunities resulting from admissible portfolios in St and Rt.
V˜ ht = E
Q
[
V˜ hT |Ft
]
,
or
V ht = E
Q
[
e−r(T−t)V hT |Ft
]
. (1.20)
Definition 1.65. The basic market is complete if every contingent claimG in L2(Ω,FT , Q),
a FT -measurable stochastic variable, is attainable by a self-financing portfolio. Let G be
the set of such contingent claims.
Proposition 1.66 (See [45]). LetG be a nonnegative L2 (Ω,FT , Q) random variable. Then
there exists a self-financing admissible portfolio ht = (h0t , h1t ) in St and Rt such that
G = V hT .
Proof. We follow [45] to give the proof. SinceG ∈ L2 (Ω,FT , Q), then GRT ∈ L2 (Ω,FT , Q).
By the Itoˆ representation theorem, there exists an adapted and measurable process ϕ =
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{ϕt, 0 ≤ t ≤ T} such that
G
RT
= EQ
[
G
RT
]
+
∫ T
0
ϕsdWs .
Set
Mt = E
Q
[
G
RT
|Ft
]
= EQ
[
G
RT
]
+
∫ t
0
ϕsdWs,
so G = RTMT . Define the portfolio ht = (h0t , h1t ) by
h1t =
ϕt
σS˜t
,
h0t = Mt − h1t S˜t .
The discounted value of this portfolio is
V˜ ht = h
0
t + h
1
t S˜t =Mt .
So its final value will be
V hT = RT V˜
h
T = RTMT = G .
Finally, let us show this portfolio is self-financing.
dV ht = d(RtMt)
= RtdMt +MtdRt
= RtϕdWt +MtrRtdt
= h1tσS˜tRtdWt +
(
h0t + h
1
t S˜t
)
rRtdt
= h0tdRt + h
1
tdSt .
So the market modeled by equation (1.9) and equation (1.18) is complete. So we know
any G ∈ L2 (Ω,FT , Q) is attainable by a self-financing portfolio. Hence, we can write the
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value at time t of a derivative with payoff G as follows:
V ht = E
Q
[
e−r(T−t)G|Ft
]
. (1.21)
However, we cannot see the explicit form of the portfolio from the equation above, then we
want to find the self-financing portfolio h satisfying
dV ht = [h
0
t rRt + h
1
t rSt]dt+ h
1
tσStdWt, (1.22)
V hT = G Q− a.s.. (1.23)
The initial value of the portfolio that replicates G is
V h0 = E
Q
[
e−rTG
]
.
Finally, let us state the first and second fundamental theorems of asset pricing. See,
[15] and [23] for detail.
Proposition 1.67 (First Fundamental Theorem of Asset Pricing, see [15]). No arbitrage if
and only if there is a risk neutral measure Q.
Proposition 1.68 (Second Fundamental Theorem of Asset Pricing, see [23]). An arbitrage-
free market is complete if and only if there is a unique equivalent martingale measure Q.
1.5 Multi-dimensional Black-Scholes Model
In this section, we recall some definitions and theorems from multiple stocks driven by
multi-dimensional Brownian motions, see for example, [33], [38] and [45].
Let Wt =
(
W 1t , . . . ,W
d
t
)
be a multi-dimensional Brownian motion on a probability
space (Ω,F , P ).
Proposition 1.69 (Girsanov Theorem in higher dimensions, see [45]). Let T be a fixed
positive time, and let θt =
(
θ1t , . . . , θ
d
t
)
be a d-dimensional adapted process. Define
Z(t) = exp
{
−
∫ t
0
θt ∙ dWs − 1
2
∫ t
0
‖θs‖2 ds
}
,
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W˜t = Wt +
∫ t
0
θsds, (1.24)
and assume that
EP
[∫ T
0
‖θs‖2 Z2(s)ds
]
<∞.
Suppose E[Z(T )] = 1 and define a measure Q by dQ
dP
= Z(T ). Then the process W˜t is a
d-dimensional Q-Brownian motion.
Proposition 1.70 (Martingale Representation in higher dimensions, see [45]). Let T be
a fixed positive time, and assume Ft, 0 ≤ t ≤ T , is the filtration generated by the d-
dimensional Brownian motion Wt, 0 ≤ t ≤ T . Let Mt, 0 ≤ t ≤ T be a martingale
with respect to this filtration under P . Then there is an adapted, d-dimensional process
Γs =
(
Γ1s, . . . ,Γ
d
s
)
, 0 ≤ s ≤ T , such that
Mt =M0 +
∫ t
0
Γs ∙ dWs , 0 ≤ t ≤ T.
Definition 1.71. A probability measure Q is said to be risk-neutral if
• Q and P are equivalent (i.e. for every A ∈ F , P (A) = 0 if and only if Q(A) = 0);
• under Q, the discounted stock price S˜i(t) is a martingale for every i = 1, . . . ,m.
We assume there arem stocks, each with stochastic differential equation
dSit = α
i
tS
i
tdt+ S
i
t
d∑
j=1
σij(t)dW
j
t , i = 1, . . . ,m. (1.25)
where the mean vector (αit)i=1,...,m and the volatility matrix (σij(t))i=1,...,m. j=1,...,d are adapted
processes. These stocks are typically correlated. Set σit =
√∑d
j=1 σ
2
ij (t), which is as-
sumed never zero, and define processes
W ∗it =
d∑
j=1
∫ t
0
σij (s)
σis
dW js , i = 1, . . . ,m.
By Le´vy’s theorem, W ∗it is a Brownian motion and we rewrite equation (1.25) in terms of
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the Brownian motionW ∗it as
dSit = α
i
tS
i
tdt+ S
i
tσ
i
tdW
∗i
t .
Then the discounted stock prices are
dS˜it =
(
αit − r
)
S˜itdt+ σ
i
tS˜
i
tdW
∗i
t , i = 1, . . . ,m.
=
(
αit − r
)
S˜itdt+ S˜
i
t
d∑
j=1
σij(t)dW
j
t . (1.26)
By using the multi-dimensional Girsanov’s theorem, W˜t given by equation (1.24) is a d-
dimensional Brownian motion under an equivalent probability measure Q, if and only if
αit − r =
d∑
j=1
σij(t)θ
j
t , i = 1, . . . ,m. (1.27)
i.e.,
αt − rI = Σ(t)θ,
where θ = (θ1t , . . . θdt )tr and Σ(t) is the matrix of covariances. We call these the market
price of risk equations. There are m equations in the d unknown processes θ1t , . . . θdt . If
there is a solution to the market price of risk equations, then there is no arbitrage.
Assume the initial capital value is V h0 and choose adapted portfolio processes ht =
(h0t , h
1
t , . . . , h
m
t ). Then
dV ht =
m∑
i=1
hitdS
i
t + h
0
tdRt
=
m∑
i=1
hitdS
i
t +
(
V ht −
m∑
i=1
hitS
i
t
)
rdt
= rV ht dt+
m∑
i=1
hit
((
αit − r
)
Sitdt+ S
i
tσ
i
tdW
∗i
t
)
= rV ht dt+
m∑
i=1
hitRtdS˜
i
t ,
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and the process of the discounted portfolio value is
dV˜ ht =
m∑
i=1
hitdS˜
i
t . (1.28)
Then we have the following proposition.
Proposition 1.72 (See [45]). Let Q be a risk-neutral measure, and let V ht be the value of a
portfolio. Under the measure Q, the discounted portfolio value V˜ ht is a martingale.
Proposition 1.73 (See [45]). Suppose we have a market model with a filtration generated
by a d-dimensional Brownian motion and with a risk-neutral measure Q. Let G be a FT -
measurable random variable, which is the payoff of some derivative security. Then, there
exists a self-financing admissible portfolio ht = (h1t , ∙ ∙ ∙ , hmt ) such that G = V hT .
Proof. We follow [45] to give the proof. Let us define Π(t) by
Π(t) = EQ
[
e−r(T−t)G|Ft
]
so that Π(t) /Rt satisfies
Π(t)
Rt
= EQ
[
G
RT
|Ft
]
,
i.e. Π(t) /Rt is Q martingale. Then according to the Martingale representation theorem,
there are process Γs =
(
Γ1s, . . . ,Γ
d
s
)
such that
Π(t)
Rt
= Π(0) +
d∑
j=1
∫ t
0
ΓjsdW˜
j
s , 0 ≤ t ≤ T . (1.29)
Consider a portfolio value process V ht that begins at V h0 . According to equation (1.28)
and equation (1.26),
dV˜ ht =
m∑
i=1
hitdS˜
i
t =
m∑
i=1
d∑
j=1
hitS˜
i
tσij (t) dW˜
j
t ,
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or equivalently,
V ht
Rt
= V h0 +
d∑
j=1
∫ t
0
m∑
i=1
hisS˜
i
sσij (s) dW˜
j
s . (1.30)
Comparing equation (1.29) and equation (1.30), we see that in order to hedgeG, we should
take
Π(0) = V h0
and choose the portfolio process h1t , . . . hmt so that the hedging equations
Γjt =
m∑
i=1
hite
−rtSitσij (t) , j = 1, 2, . . . , d.
are satisfied. There are d equations inm unknown processes h1t , . . . hmt .
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Chapter 2
Concepts of Malliavin Calculus
Malliavin calculus is about a probabilistic differential stochastic calculus over an infinite-
dimensional space. Let (Ω,F , Q) be a complete probability space, and L2(Ω,F , Q) be the
set of square-integrable random variables; we write L2(Ω) for short.
Roughly speaking, Malliavin calculus deals with quantities such as dF/dω, for F be-
longing to L2(Ω) and ω ∈ Ω. It is not too difficult to define such a term over a finite-
dimensional subspace. Obviously, it comes down to classical functional calculus. However,
we would like to extend this theory to an infinite-dimensional space like L2(Ω).
For the Malliavin calculus developed in the next sections, we recommend our reader
to refer to papers listed in the Bibliography. The paper [39] gives a basic introduction to
Malliavin calculus, while [32] and [35] give a detailed discussion of the theory. The reader
can also see more applications of Malliavin calculus in [4] and [5]. They provide a good
insight into how Malliavin calculus connects with mathematical finance.
We mainly follow the method of [35], [39], [46] and [47], which developed Malliavin
calculus in a number of alternative ways.
We let [0, T ] be a fixed finite time-interval and let Wt = Wt(ω), t ∈ [0, T ], ω ∈ Ω,
be a one-dimensional Wiener process, or equivalently Brownian motion, on a complete
probability space (Ω,F , Q) such that W0 = 0, Q-a.s.. For any t, let Ft be the σ-algebra
generated byWs, 0 ≤ s ≤ t, augmented by all the Q-zero measure events. We denote the
corresponding filtration by F = {Ft : t ∈ [0, T ]}.
There are a number of alternative ways to introduce the Malliavin derivatives. In this
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thesis, we follow the original construction to identify the probability space (Ω,F , Q) with
(C0[0, T ],B(C0[0, T ]), μ) such that Wt(ω) = ω(t) for all t ∈ [0, T ]. We call this concrete
infinite-dimensional space C0[0, T ] the “classical Wiener space”. Readers are suggested to
look at Example 1.5. Here ω is its sample path and C0[0, T ] denotes the Wiener space - that
is, the space of all continuous real-valued functions ω on [0, T ] such that ω(0) = 0,
‖ω‖∞ := sup
t∈[0,T ]
|ω(t)|
and
Wt(αω1 + βω2) = αω1(t) + βω2(t);
B (C0[0, T ]) denotes the corresponding Borel σ-algebra and μ denotes the unique Wiener
measure.
In [16] and [39], they use an approach based onWiener-Itoˆ chaos expansion to introduce
the Malliavin derivatives. The chaos expansion theorem concerns the representation of
square-integrable random variables in terms of an infinite orthogonal sum. The theorem
was first proved by Wiener [48] in 1938. Later, Itoˆ [25] showed that the expansion could be
expressed in terms of iterated Itoˆ integrals in the Wiener space setting. Here we give some
related definitions and state the Wiener-Itoˆ chaos expansion.
Definition 2.1. A real function g : [0, T ]n → R is called symmetric if
g(tσ1 , ∙ ∙ ∙ , tσn) = g(t1, ∙ ∙ ∙ , tn)
for all permutations σ = (σ1, ∙ ∙ ∙ , σn) of (1, 2, ∙ ∙ ∙ , n).
LetL2([0, T ]n) be the standard space of square integrable Borel real functions on [0, T ]n
such that
‖g‖2L2([0,T ]n) :=
∫
[0,T ]n
g2(t1, ∙ ∙ ∙ , tn)dt1 ∙ ∙ ∙ dtn <∞.
Let L˜2([0, T ]n) ⊂ L2([0, T ]n) be the space of symmetric square-integrable Borel real func-
tions on [0, T ]n. Let us consider the set
Sn = {(t1, ∙ ∙ ∙ , tn) ∈ [0, T ]n : 0 ≤ t1 ≤ ∙ ∙ ∙ ≤ tn ≤ T}.
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Definition 2.2. Let f be a deterministic function defined on Sn for (n ≥ 1) such that
‖f‖2L2(Sn) :=
∫
Sn
f 2(t1, ∙ ∙ ∙ , tn)dt1 ∙ ∙ ∙ dtn <∞. (2.1)
Then we can form the n-fold iterated Itoˆ integral as∫ T
0
∫ tn
0
∙ ∙ ∙
∫ t3
0
∫ t2
0
f(t1, ∙ ∙ ∙ , tn)dWt1 ∙ ∙ ∙ dWtn ∈ L2(Ω), (2.2)
due to the construction of the Itoˆ integral.
Definition 2.3. If g ∈ L˜2([0, T ]n) we define
In(g) : =
∫
[0,T ]n
g(t1, ∙ ∙ ∙ , tn)dWt1 ∙ ∙ ∙ dWtn (2.3)
= n!
∫ T
0
∫ tn
0
∙ ∙ ∙
∫ t3
0
∫ t2
0
g(t1, ∙ ∙ ∙ , tn)dWt1 ∙ ∙ ∙ dWtn .
We also call iterated n-fold Itoˆ integrals the In(g) as above.
Proposition 2.4. [Wiener Chaos Expansion, see Theorem 1.1 in [39]] Let F be an FT -
measurable stochastic variable such that F ∈ L2(Ω). Then there exists a unique sequence
{fn}∞n=0 of deterministic functions fn ∈ L˜2([0, T ]n) such that
F =
∞∑
n=0
In(fn) = E
Q[F ] +
∞∑
n=1
In(fn), (2.4)
where the convergence is in L2(Ω). Moreover, we define Jn(F ) to be the orthogonal pro-
jection of the stochastic variable F on the n-th Wiener chaos, and as a consequence,
Jn(F ) = In(fn) and
F =
∞∑
n=0
Jn(F ). (2.5)
For a complete proof, refer to [39].
We see that the Wiener chaos expansion is closely related to the Itoˆ representation
theorem and the Clark-Ocone formula. We see many proofs of theorems and propositions
are based on Wiener chaos expansion from [16], but in this thesis we follow the classical
approach of the Malliavin derivative on the Wiener space.
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Definition 2.5. Let us define Cameron-Martin space, H, which is a subspace of Wiener
Space, by:
H =
{
γ : [0, T ]→ R; γ(t) =
∫ t
0
•
γ(s)ds; |γ|2H =
∫ T
0
(
•
γ(s))2ds <∞
}
.
Remark 2.6. The elements of H are the absolutely continuous functions on [0, T ]. For
γ ∈ H the derivative of γ exists almost everywhere on [0, t] and γ(t) = ∫ t
0
•
γ(s)ds, see,
[19]. Note thatH is a Hilbert space with inner product
〈γ1(t), γ2(t)〉H =
∫ t
0
•
γ1(s)
•
γ2(s)ds .
Definition 2.7. Let P be the space of random variables F : Ω→ R of the form
F (ω) = p (Wt1(ω), . . . ,Wtn(ω)) , for all ω ∈ Ω, (2.6)
where the deterministic function p : Rn → R is a real polynomial in n variables, i.e. p is a
finite linear combination of finite products of powers of the variables xi and p (x1, . . . , xn) =∑
α aαx
α
, with xα = xα11 ∙ ∙ ∙ xαnn and α ∈ {(α1, . . . , αn) : αi ∈ N∪{0}} and t1, . . . tn are
any choice of “t′s”from [0, T ], n ∈ N.
We now define the directional derivative of a stochastic variable in all the directions in
the Cameron-Martin space.
Definition 2.8. For F ∈ P , the directional derivative DγF (ω) at the point ω ∈ Ω in all
the directions γ ∈ H is defined by
DγF (ω) := lim
ε→0
F (ω + εγ)− F (ω)
ε
=
d
dε
F (ω + εγ)|ε=0, (2.7)
where ε is real.
Remark 2.9. Note that for all t ∈ [0, T ], we can writeWt(ω + εγ) = ω(t) + εγ(t).
We start our treatment from the definition of the directional derivatives. Using this
definition, we will develop a lot of useful propositions for the Malliavin derivative and give
a full treatment, providing our own proofs in detail.
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Proposition 2.10. For F ∈ P , the directional derivative of F can be expressed as
DγF (ω) =
n∑
i=1
∂p
∂xi
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ(ti), (2.8)
where p is a polynomial and the notation ∂p/∂xi means the partial derivative with respect
to the i-th variable. In particular, if γ(ti) = 0, for all i, thenDγF (ω) = 0.
Proof. We offer the following proof. For F ∈ P , by Definition 2.7, F is in the form of
F (ω) = p (Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) = p (ω(t1), ∙ ∙ ∙ , ω(tn)) ,
for some polynomial function p. For γ ∈ H, we have
F (ω + εγ) = p (Wt1(ω + εγ), ∙ ∙ ∙ ,Wtn(ω + εγ))
= p (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn)) .
By adding and subtracting each term, we have
F (ω + εγ)− F (ω)
= p (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))− p (ω(t1), ∙ ∙ ∙ , ω(tn))
= p (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))− p (ω(t1), ω(t2) + εγ(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))
+ p (ω(t1), ω(t2) + εγ(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))− p (ω(t1), ω(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))
+ p (ω(t1), ω(t2), ω(t3) + εγ(t3), ∙ ∙ ∙ , ω(tn) + εγ(tn))− ∙ ∙ ∙
.
.
.
+ p (ω(t1), ∙ ∙ ∙ , ω(tn−1), ω(tn) + εγ(tn))− p (ω(t1), ∙ ∙ ∙ , ω(tn)) .
Chapter 2. Concepts of Malliavin Calculus 41
By Definition 2.8, we have
DγF (ω)
= lim
ε→0
F (ω + εγ)− F (ω)
ε
= lim
ε→0
p (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))− p (ω(t1), ω(t2) + εγ(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))
εγ(t1)
γ(t1)
+ lim
ε→0
p (ω(t1), ω(t2) + εγ(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))− p (ω(t1), ω(t2), ∙ ∙ ∙ , ω(tn) + εγ(tn))
εγ(t2)
γ(t2)
.
.
.
+ lim
ε→0
p (ω(t1), ∙ ∙ ∙ , ω(tn−1), ω(tn) + εγ(tn))− p (ω(t1), ∙ ∙ ∙ , ω(tn))
εγ(tn)
γ(tn)
=
∂p
∂x1
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω))γ(t1) + ∙ ∙ ∙+
∂p
∂xn
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω))γ(tn).
Remark 2.11. In particular, by taking p(x) = x and t ∈ [0, T ], the directional derivative
of the Wiener processWt(ω) is given by γ(t), i.e.,DγWt(ω) = γ(t).
Proposition 2.12. For F ∈ P , the map γ 7→ DγF (ω) is a continuous linear functional on
H for each ω ∈ Ω.
Proof. We offer the following proof. For each ω ∈ Ω and any t ∈ [0, T ],
|γ(t)− γm(t)| =
∣∣∣∣∫ t
0
(•
γ(s)− •γm(s)
)
ds
∣∣∣∣
≤
∫ t
0
∣∣∣•γ(s)− •γm(s)∣∣∣ ds
≤
(∫ t
0
∣∣∣•γ(s)− •γm(s)∣∣∣2 ds)1/2 (t)1/2
≤ ‖γ(s)− γm(s)‖H
√
T .
Hence, when γm → γ in H, then we have γm(t) → γ(t) for any t ∈ [0, T ], as m → ∞.
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Moreover, from Proposition 2.10, we have
DγmF (ω) =
n∑
i=1
∂p
∂xi
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γm(ti)
→
n∑
i=1
∂p
∂xi
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ(ti)
= DγF (ω) asm→∞.
Proposition 2.13. [Product Rule for Directional Derivatives] For F,G ∈ P , the direc-
tional derivative of the product FG is given by
Dγ(F (ω)G(ω)) = F (ω)DγG(ω) +G(ω)DγF (ω) . (2.9)
Proof. We offer the following proof. For F ∈ P , and G ∈ P , by Definition 2.7, we can
write
F (ω) = pF (Wt1(ω), . . . ,Wtn(ω)) and G(ω) = pG (Ws1(ω), . . . ,Wsk(ω))
for some polynomial functions pG and pF . Observe that the product p = pGpF is a poly-
nomial in the variables Wt1(ω), . . . ,Wtn(ω), Ws1(ω), . . . ,Wsk(ω). For γ ∈ H, by adding
and subtracting each term, we have
F (ω + εγ)G(ω + εγ)− F (ω)G(ω)
= pF (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn)) pG (ω(s1) + εγ(s1), ∙ ∙ ∙ , ω(sk) + εγ(sk))
−pF (ω(t1), ∙ ∙ ∙ , ω(tn)) pG (ω(s1), . . . , ω(sk))
= pF (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))
{pG (ω(s1) + εγ(s1), ∙ ∙ ∙ , ω(sk) + εγ(sk))− pG (ω(s1), ∙ ∙ ∙ , ω(sk))}
+ pG (ω(s1), ∙ ∙ ∙ , ω(sk))
{pF (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))− pF (ω(t1), ∙ ∙ ∙ , ω(tn))} .
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Taking the limit and by Definition 2.8, we have
DγF (ω)G(ω)
= lim
ε→0
F (ω + εγ)G(ω + εγ)− F (ω)G(ω)
ε
= pG (ω(s1), ∙ ∙ ∙ , ω(sk)) ∙
lim
ε→0
pF (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn))− pF (ω(t1), ∙ ∙ ∙ , ω(tn))
ε
+ lim
ε→0
pF (ω(t1) + εγ(t1), ∙ ∙ ∙ , ω(tn) + εγ(tn)) ∙
lim
ε→0
pG (ω(s1) + εγ(s1), ∙ ∙ ∙ , ω(sk) + εγ(sk))− pG (ω(s1), ∙ ∙ ∙ , ω(sk))
ε
= F (ω)DγG(ω) +G(ω)DγF (ω).
2.1 Malliavin Derivative for F (ω) belonging to P
In this section, we introduce the Malliavin derivative via the relationship with the direc-
tional derivative. From Proposition 2.12 we see the map γ 7→ DγF (ω) is a continuous
linear functional on H for each ω ∈ Ω. Then by the Riesz representation theorem [44],
there exists a unique stochastic variable∇F (ω) ∈ H such that
DγF (ω) = 〈γ,∇F (ω)〉H :=
∫ T
0
•
∇F (ω)•γdt . (2.10)
Moreover,
•
∇F (ω) is unique in L2([0, T ]), and since ∇F (ω) is an H-valued stochastic
variable, the map t 7→ ∇F (t, ω) is absolutely continuous with respect to Lebesgue measure
on [0, T ]. Now, let the Malliavin derivative DtF (ω) denote the Radon-Nikodym derivative
of∇F (ω) with respect to the Lebesgue measure, that isDtF (ω) =
•
∇F (ω). Then we have
DγF (ω) =
∫ T
0
DtF (ω)
•
γ(t)dt . (2.11)
Identifying equation (2.11) with equation (2.8) we have the following result, which is taken
as a definition in [5].
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Proposition 2.14. [See Definition 3.2 in [5]] For F ∈ P , the Malliavin derivative of F is
the stochastic process {DtF : t ∈ [0, T ]} given by
DtF (ω) =
n∑
i=1
∂p
∂xi
(Wt1(ω), . . . ,Wtn(ω)) 1[0,ti](t). (2.12)
Proof. We offer the following proof. Rewrite γ(ti) as
∫ T
0
1[0,ti)(t)
•
γ(t)dt. By Proposition
2.10, we have
DγF (ω) =
n∑
i=1
∂p
∂xi
(Wt1 , . . . ,Wtn)
∫ T
0
1[0,ti](t)
•
γ(t)dt
=
∫ T
0
n∑
i=1
∂p
∂xi
(Wt1 , . . . ,Wtn) 1[0,ti](t)
•
γ(t)dt . (2.13)
Identifying equation (2.11) and equation (2.13), we conclude that
DtF (ω) =
n∑
i=1
∂p
∂xi
(Wt1 , . . . ,Wtn) 1[0,ti](t).
Remark 2.15. Note that F 7→ DtF is a linear operation from P into L2([0, T ]× Ω).
Proposition 2.16. [Product Rule for Malliavin Derivatives] For F,G ∈ P , the Malliavin
derivative of the product FG is given by
Dt (F (ω)G(ω)) = F (ω)DtG(ω) +G(ω)DtF (ω) . (2.14)
Proof. We offer the following proof. From the relationship given by equation (2.11), we
know
DγF (ω) =
∫ T
0
DtF (ω)
•
γ(t)dt and DγG(ω) =
∫ T
0
DtG(ω)
•
γ(t)dt .
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Inserting the above two equations into equation (2.9), we get
Dγ(F (ω)G(ω)) = F (ω)DγG(ω) +G(ω)DγF (ω)
= F (ω)
∫ T
0
DtG(ω)
•
γ(t)dt+G(ω)
∫ T
0
DtF (ω)
•
γ(t)dt
=
∫ T
0
(F (ω)DtG(ω) +G(ω)DtF (ω))
•
γ(t)dt . (2.15)
We also have
Dγ (F (ω)G(ω)) =
∫ T
0
Dt (F (ω)G(ω))
•
γ(t)dt . (2.16)
Comparing the above two equations, we get
Dt (F (ω)G(ω)) = F (ω)DtG(ω) +G(ω)DtF (ω).
Remark 2.17. Note that Dt is a derivation on P .
Nowwe consider theMalliavin derivative ofF (ω)when F (ω) has the form of
∫ T
0
g(s)dWs
with respect to a simple deterministic integrand. In the following proposition, we show that
the Malliavin derivative of F (ω) is the integrand itself.
Proposition 2.18. If F (ω) = ∫ T
0
g(s)dWs and the integrand g : [0, T ] → R is a simple
function, then F (ω) ∈ P and the Malliavin derivative of F is given by
DtF (ω) = Dt
(∫ T
0
g(s)dWs
)
= g(t)1[0,T ](t). (2.17)
Proof. We offer the following proof. Let g(s) = ∑kj=1 αj1[tj−1,tj)(s) and αj ∈ R, and
0 = t0 < t1 < ∙ ∙ ∙ < tk = T . Then the stochastic integral of g with respect to Brownian
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motionW can be written as
∫ T
0
g(s)dWs =
∑k
j=1 αj
(
Wtj −Wtj−1
)
. Think of
k∑
j=1
αj (xj − xj−1) = α1 (x1 − x0) + α2 (x2 − x1) + ∙ ∙ ∙+ αk (xk − xk−1)
= (α1 − α2)x1 + ∙ ∙ ∙ (αk−1 − αk)xk−1 + αkxk − α1x0
= p (x0, x1, . . . , xk) ,
where p is a polynomial in the variables x0, x1, . . . , xk. So we get∫ T
0
g(s)dWs = p (Wt0 ,Wt1 , . . . ,Wtk) . (2.18)
We note the integral of simple functions with respect to Brownian motion can be written
as a polynomial function in Brownian motion, i.e. F (ω) =
∫ T
0
g(s)dWs ∈ P . Then by
Proposition 2.14, we conclude that
Dt
(∫ T
0
g(s)dWs
)
= Dt (p (Wt0 ,Wt1 , . . . ,Wtk))
=
k∑
j=0
∂p
∂xj
(Wt0 ,Wt1 , . . . ,Wtk) 1[0,tj)(t).
Moreover, note that ∂p/∂xj = (αj − αj+1) for j = 1, . . . , k − 1 and ∂p/∂xk = αk and
∂p/∂x0 = −α1, then we have
Dt
(∫ T
0
g(s)dWs
)
= (α1 − α2)1[0,t1](t) + ∙ ∙ ∙+ (αk−1 − αk)1[0,tk−1](t) + αk1[0,tk](t)− α11[0,t0](t)
= α11[0,t1](t) + ∙ ∙ ∙αk1[tk−1,tk](t)
= g(t)1[0,T ](t).
Proposition 2.19. Let the stochastic variable F (ω) be in the form of
F (ω) = p (θ1, ∙ ∙ ∙ , θn) , (2.19)
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where p is polynomial, θi =
∫ T
0
gi(s)dWs and gi(s) are simple functions for i = 1, 2, . . . , n.
Then the Malliavin derivative of F (ω) is given by
DtF (ω) =
n∑
i=1
∂p
∂θi
(θ1, ∙ ∙ ∙ , θn) gi(t)1[0,T ](t). (2.20)
Proof. We offer the following proof. By Proposition 2.18, we have θi ∈ P and write θi as
θi =
∫ T
0
gi(s)dWs = pi (Wt1 , . . . ,Wtk)
for some polynomials pi. Then we rewrite p (θ1, ∙ ∙ ∙ , θn) as
p (θ1, ∙ ∙ ∙ , θn) = p (p1 (Wt1 , . . . ,Wtk) , ∙ ∙ ∙ , pn (Wt1 , . . . ,Wtk)) .
Notice that p is polynomial in the variables Wt1 , . . . ,Wtk , so F (ω) ∈ P . By Proposition
2.14, we have
DtF (ω) =
k∑
j=1
∂p
∂xj
(Wt1 , . . . ,Wtk) 1[0,tj ](t). (2.21)
But by the standard derivative chain rule
∂p
∂xj
=
n∑
i=1
∂p
∂pi
∂pi
∂xj
. (2.22)
Then inserting equation (2.22) into equation (2.21), we get
DtF (ω) =
k∑
j=1
n∑
i=1
∂p
∂pi
∂pi
∂xj
(Wt1 , . . . ,Wtk) 1[0,tj ](t)
=
n∑
i=1
∂p
∂pi
 k∑
j=1
∂pi
∂xj
(Wt1 , . . . ,Wtk) 1[0,tj ](t)

=
n∑
i=1
∂p
∂θi
Dt (θi)
=
n∑
i=1
∂p
∂θi
gi(t)1[0,T ](t).
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Now let gim(s) be a sequence of the simple L2([0, T ]) functions converging to gi in
L2([0, T ]) for i = 1, 2, . . . , n. For a polynomial p, we define
Fm(ω) : = p
(∫ T
0
g1m(s)dWs, . . . ,
∫ T
0
gnm(s)dWs
)
(2.23)
and
F (ω) : = p
(∫ T
0
g1(s)dWs, . . . ,
∫ T
0
gn(s)dWs
)
. (2.24)
By Lemma A.1, we have F (ω) ∈ L2(Ω). By Lemma A.2, we know
Fm(ω)→ F (ω), in L2(Ω), as m→∞. (2.25)
We will use these facts to calculate the Malliavin derivative of F (ω) later.
Remark 2.20. By Ho¨lder’s inequality, we know the space Lp(Ω) are “nested”, i.e.
L∞(Ω) ⊆ Lp1(Ω) ⊆ Lp2(Ω) ⊆ L1(Ω)
for 1 ≤ p1 ≤ p2 ≤ ∞. Besides P is dense in Lp(Ω) for all 1 ≤ p <∞. See Problem 1.1.7
in [35] for detail.
Now we state the Integration by parts formula for F,G ∈ P .
Proposition 2.21. [Integration by Parts Formula, see Lemma 4.12 in [39]] Suppose F ,
G ∈ P and γ ∈ H, with γ(t) = ∫ t
0
•
γ(s)ds and •γ(s) ∈ L2([0, T ]). Then
E [DγF ∙G] = E
[
F ∙G ∙
∫ T
0
•
γ(t)dWt
]
− E [F ∙DγG] . (2.26)
Proof. We follow [39] to give a proof. By Definition 2.8, we have
E [DγF ∙G] = E
[
lim
→0
F (ω + γ)− F (ω)

∙G
]
= lim
→0
E [F (ω + γ) ∙G− F (ω) ∙G]

.
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Now let us recall the Cameron-Martin theorem (see, [11]). We have
E [F (ω + γ)G(ω)]
= E
[
F (ω)G (ω − γ) exp
{

∫ T
0
•
γ(t)dWt − 1
2
2
∫ T
0
(•
γ(s)
)2
dt
}]
.
Then
E [DγF ∙G] = lim
→0
1

E
[
F (ω)G(ω − γ)e
∫ T
0
•
γ(t)dWt− 12 2
∫ T
0
(•
γ(s)
)2
dt − F (ω) ∙G
]
= lim
→0
1

E
[
F (ω)G(ω − γ)
(
e

∫ T
0
•
γ(t)dWt− 12 2
∫ T
0
(•
γ(s)
)2
dt − 1
)]
−E
[
F (ω) lim
→0
G(ω)−G(ω − γ)

]
= E
[
F ∙G ∙
∫ T
0
•
γ(t)dWt
]
− E [F ∙DγG] .
Proposition 2.22. [Closability of the Operator, see Theorem 4.11 in [39]] The Malliavin
derivative Dt is closable from L2 (Ω) to L2 ([0, T ]× Ω).
Proof. We follow [39] to give the proof. For {Fn}∞n=1 ∈ P such that Fn → 0 in L2(Ω)
and DtFn converges in L2 ([0, T ]× Ω), we want to show DtFn converges to zero. Now
suppose the limit is η, and prove η = 0. By Proposition 2.21, for any G ∈ P , we have
E [DγFn ∙G] = E
[
Fn ∙G ∙
∫ T
0
•
γ(t)dWt
]
− E [Fn ∙DγG] .
Since G,
∫ T
0
•
γ(t)dWt and DγG are elements of L2(Ω), and Fn → 0 in L2(Ω) as n → ∞.
Then
E [DγFn ∙G]→ 0, n→∞,
for any G ∈ P . NoteDγFn =
∫ T
0
DtFn
•
γ(t)dt, and we have
DγFn −DγFm =
∫ T
0
DtFn
•
γ(t)dt−
∫ T
0
DtFm
•
γ(t)dt
=
∫ T
0
(DtFn −DtFm) •γ(t)dt.
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Then take the absolute value on the both side of the above equality,
|DγFn −DγFm| ≤
∫ T
0
|DtFn −DtFm|
∣∣∣•γ(t)∣∣∣ dt
≤
(∫ T
0
|DtFn −DtFm|2 dt
)1/2(∫ T
0
∣∣∣•γ(t)∣∣∣2 dt)1/2 .
Then
‖DγFn −DγFm‖22 ≤ E
[∫ T
0
|DtFn −DtFm|2 dt
] ∫ T
0
∣∣∣•γ(t)∣∣∣2 dt
= ‖DtFn −DtFm‖2L2(Ω×[0,T ]) ‖γ‖2H
→ 0,
since by hypothesis DtFn converge in L2 ([0, T ]× Ω). So DγFn is Cauchy sequence in
L2 (Ω). Consequently,
E [DγFn ∙ ξ]→ 0 as n→∞, for ∀ξ ∈ L2 (Ω) ,
because P is dense in L2(Ω). Then conclude DγFn → 0 in L2(Ω) as n → ∞. Since this
holds for all γ ∈ H, we obtain that DtFn → 0 in L2 ([0, T ]× Ω).
Proposition 2.23. Let the stochastic variable F (ω) be in the form of
F (ω) = p (θ1, ∙ ∙ ∙ , θn) ,
where θi =
∫ T
0
gi(s)dWs and deterministic functions gi(s) ∈ L2([0, T ]) for all i. Then the
Malliavin derivative of F (ω) is given by
DtF (ω) =
n∑
i=1
∂p
∂xi
(θ1, ∙ ∙ ∙ , θn) gi(t)1[0,T ](t). (2.27)
Proof. We offer the following proof. Let us consider a sequence Fm(ω) defined by equation
(2.23) with
Fm(ω)→ F (ω) in L2(Ω)
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asm→∞. By Proposition 2.19, the Malliavin derivative of Fm(ω) is given by
DtFm(ω) =
n∑
i=1
∂p
∂xi
(∫ T
0
g1m(s)dWs, ∙ ∙ ∙ ,
∫ T
0
gnm(s)dWs
)
∙ gim(t)1[0,T ](t)
→
n∑
i=1
∂p
∂xi
(∫ T
0
g1(s)dWs, ∙ ∙ ∙ ,
∫ T
0
gn(s)dWs
)
∙ gi(t)1[0,T ](t).
By Proposition 2.22, we get
DtF (ω) =
n∑
i=1
∂p
∂xi
(∫ T
0
g1(s)dWs, ∙ ∙ ∙ ,
∫ T
0
gn(s)dWs
)
∙ gi(t)1[0,T ](t).
Hereafter, we redefine P from Definition 2.7 as the set of random variables F : Ω→ R
of the form
F (ω) = p
(∫ T
0
g1(s)dWs, ∙ ∙ ∙ ,
∫ T
0
gn(s)dWs
)
. (2.28)
where gi(s) ∈ L2([0, T ]) are some deterministic functions i = 1, 2, . . . , n.
2.2 Malliavin Derivative for F (ω) belonging to D1,2
Following [35], we define the iterated derivative DkF = Dt1 ∙ ∙ ∙DtkF such that DkF is
defined almost everywhere dtk × dQ. Then for every p > 1 and any natural number k ≥ 1,
we introduce the semi-norm on the set P by
|‖F‖|k,p =
[
EQ [|F |p] +
k∑
j=1
EQ
[∥∥DjF∥∥p
L2([0,T ]j)
]]1/p
. (2.29)
Here, we set |‖F‖|p0,p = EQ [|F |p]. Since the operator Dt is closable by Proposition 2.22,
we define by Dk,p the Banach space which is the closure of P under |‖∙‖|k,p. The family of
semi-norms verifies the following properties, see [35].
• Monotonicity: |‖F‖|k,p ≤ |‖F‖|k′,p′ , for any F ∈ P , if k ≤ k′ and p ≤ p′.
• Closability: The operator Dk is closable from P into Lp ([0, T ]× Ω).
2.2 Malliavin Derivative for F (ω) belonging to D1,2 52
• Compatibility: Let k, k′ be natural numbers, p, p′ > 1 be real numbers. Suppose that
the sequence of random variables Fn ∈ P is such that |‖Fn‖|k,p → 0, as n→∞ and
|‖Fn − Fm‖|k′,p′ → 0, as n,m→∞. Then |‖Fn‖|k′,p′ → 0 as n→∞.
Remark 2.24. By the property of monotonicity, it follows that Dk′,p′ ⊂ Dk,p if k ≤ k′ and
p < p′. For k = 0, we set |‖F‖|0,p = ‖∙‖p and D0,p = Lp(Ω).
Remark 2.25. In particular, set k = 1 and p = 2 and introduce the norm |‖∙‖|1,2 on the set
P and we get the norm
|‖F‖|1,2 =
[
EQ
[|F |2]+ EQ [‖DtF‖2L2([0,T ])]]1/2 . (2.30)
For each ω ∈ Ω, t 7→ DtF (ω) ∈ L2([0, T ]). That is, ‖DtF (ω)‖2L2[0,T ] =
∫ T
0
(DtF (ω))
2
ds <
∞, and
EQ
[
‖DtF‖2L2([0,T ])
]
= EQ
[∫ T
0
(DtF (ω))
2
ds
]
.
So this is the L2 norm squared of (ω, t) 7→ DtF (ω) as an element of L2(Ω× [0, T ]).
Remark 2.26. The norm |‖∙‖|1,2 is exactly that defined in equation (4.18) of [39]. But the
difference with the approach of Bermin [5] is that Øksendal defines differentiable random
variables as in Definition 4.7 of his notes and then defines the norm ‖∙‖1,2. Bermin shows
that every F in P is differentiable in the sense of Definition 4.7, then defines |‖∙‖|1,2 on P
and then defines D1,2 as the Banach space which is the completion of P under |‖∙‖|1,2.
Remark 2.27. In fact, the Banach space D1,2 is a Hilbert space and consists of all stochas-
tic variables F ∈ L2(Ω) such that there exists a sequence of stochastic variables Fn ∈ P
such that {Fn}∞n=1 → F in L2(Ω) and {DtFn}∞n=1 is a Cauchy sequence in L2 ([0, T ]× Ω).
In fact, the space D1,2 have some nice properties and will play an important role in the
sequel. For example, we have the following proposition.
Proposition 2.28. If F is Fs-measurable and in D1,2 with s < t, then DtF = 0.
Proof. For F ∈ P , and F is Fs-measurable, we have
DtF (ω) =
n∑
i=1
∂p
∂xi
(∫ s
0
g1(r)dWr, ∙ ∙ ∙ ,
∫ s
0
gn(r)dWr
)
∙ gi(t)1[0,s](t) .
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For s < t, we have DtF (ω) = 0. It also true for F ∈ D1,2 by approximation.
Before ending with this section, we state two important chain rules [35] for the Malli-
avin derivative.
Proposition 2.29. [See Proposition 1.2.3 in [35]] Let ϕ : Rn → R be a continuously
differentiable function with bounded partial derivatives. Suppose that F = (F1, . . . , Fn)
be a stochastic vector and Fi ∈ D1,2 for i = 1, . . . , n. Then ϕ(F ) ∈ D1,2, and
Dtϕ(F ) =
n∑
i=1
∂ϕ
∂xi
(F )DtFi . (2.31)
From [35], we have the following result, which we will use in the later section.
Proposition 2.30. [See Lemma 1.2.3 in [35]] Suppose that there exists a sequence of
stochastic variables Fn ∈ D1,2 such that Fn → F in L2(Ω) and
sup
n
EQ
[
‖DtFn‖2L2([0,T ])
]
<∞ .
Then F ∈ D1,2 and {DtFn}∞n=1 → DtF in the weak topology of L2 ([0, T ]× Ω).
Moreover, if G is a Lipschitz function of a stochastic vector process belonging to D1,2,
then there is a chain-rule formula on which we can calculate the Malliavin derivative of G,
as follows:
Proposition 2.31. [See Proposition 1.2.4 in [35]] Let ϕ be a Lipschitz function, i.e., ϕ :
Rn → R such that
|ϕ(x)− ϕ(y)| ≤ K |x− y|
for any x, y ∈ Rm and some constantK, and F = (F1, . . . , Fn) be a stochastic vector and
Fi ∈ D1,2 for i = 1, . . . , n, and the law of F be absolutely continuous with respect to the
Lebesgue measure on Rn. Then ϕ(F ) ∈ D1,2, and
Dtϕ(F ) =
n∑
i=1
∂ϕ
∂xi
(F )DtFi . (2.32)
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In the next two small sections, we will give the proof of the Malliavin derivative of S
defined by equation (1.18), and its maximum in detail, which we need to use frequently in
the application to exotic barrier options.
2.2.1 Malliavin Derivative of St
In this section, let us calculate the Malliavin derivative of St defined by equation (1.18).
Proposition 2.32. [See Corollary 9 in [4]] Fix s ∈ [0, T ] and let Ss denote the time s price
of the stock following the stochastic equation (1.18). Then Ss ∈ D1,2 and
Dt (Ss) = σSs1[0,s](t). (2.33)
Proof. We offer the following proof. By Taylor expansion, eσWs =∑∞k=0 (σWs)kk! for every
ω and also in L2(Ω). Moreover
∑n
k=0
(σWs)k
k!
∈ P and ∑nk=0 (σWs)kk! → eσWs in L2(Ω).
Define
Pn(s) = S0e
(
r−σ2
2
)
s
n∑
k=0
(σWs)
k
k!
. (2.34)
As
Dt
(
n∑
k=0
(σWs)
k
k!
)
=
n∑
k=0
Dt
(
(σWs)
k
k!
)
=
n∑
k=0
σk
k!
Dt
(
(Ws)
k
)
=
n∑
k=0
σk
k!
k(Ws)
k−11[0,s](t)
= σ
n−1∑
k=0
(σWs)
k
k!
1[0,s](t)→ σeσWs1[0,s](t) as n→∞ ,
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we have
Dt (Pn(s)) = S0e
(
r−σ2
2
)
s
n−1∑
k=0
(σWs)
k
k!
σ1[0,s](t)
→ S0e
(
r−σ2
2
)
s
σeσWs1[0,s](t) in L2(Ω)
= σSs1[0,s](t).
By Proposition 2.22, we know Dt is a closable operator, so we get Dt (Ss) = σSs1[0,s](t).
Moreover, by the norm |‖∙‖|1,2 on the set P , we have
|‖Pn(s)− Ss‖|21,2 = EQ
[|Pn(s)− Ss|2]+ EQ [‖Dt (Pn(s))−Dt (Ss)‖2L2([0,T ])] .
Since Pn(s) → Ss in L2 (Ω) and Dt (Pn(s)) → Dt (Ss) in L2 (Ω× [0, T ]), we complete
our proof by showing |‖Pn(s)− Ss‖|21,2 → 0, i.e. Ss ∈ D1,2.
Remark 2.33. Since P is dense in Lp(Ω) for 1 ≤ p < ∞, we can follow the proof above
and get Ss ∈ Dk,p, for every k ≥ 1 and p > 1.
2.2.2 Malliavin Derivative ofMSt1,t2
Let us first introduce the following stochastic variables for later use:
MSt1,t2 : = sup
t∈[t1,t2]
St
for 0 ≤ t1 ≤ t2 ≤ T , where St is the solution to (1.18).
In this section, we find the Malliavin derivative of MSt1,t2 in detail. In fact, Bermin [4]
gives a proof of this result, but not fully treated and we supply more mathematical detail.
Definition 2.34. Let the random variable α(t1, t2) denote the first time that S achieves its
maximum in the interval [t1, t2] with 0 ≤ t1 ≤ t2, where St follows the process in equation
(1.18). That is
α(t1, t2) = inf
{
t ∈ [t1, t2] : St =MSt1,t2
}
. (2.35)
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Let us consider for each n ∈ N, a partition πn = {t1 = s1 < ∙ ∙ ∙ < sn = t2}, and
require πn ⊆ πn+1 and ∪nπn is dense in [t1, t2]. Define ϕn by
ϕn(x) = max
1≤i≤n
xi ;
here x = (x1, ∙ ∙ ∙ xn) and note ϕn(x) is a Lipschitz function. Define a sequence of sets
E1 =
{
x ∈ Rn : x1 = max
1≤i≤n
xi
}
,
.
.
.
Ek =
{
x ∈ Rn : xk = max
1≤i≤n
xi and x1 < xk, ∙ ∙ ∙ , xk−1 < xk
}
.
We list some properties of this sequence
• (i) Ei ∩ Ej = ∅ if i < j.
For should x ∈ Ei ∩ Ej , then x ∈ Ej and x1 < max
1≤r≤n
xr, ∙ ∙ ∙ , xi < max
1≤r≤n
xr = xj . But
x ∈ Ei, means that xi = max
1≤r≤n
xr = xj , which is contradictory.
• (ii) ∪iEi = Rn.
For if x ∈ Rn, then max
1≤r≤n
xr exists and there is a first index j, say, such that xj = max
1≤r≤n
xr.
For this index, x1 < xj, ∙ ∙ ∙ , xj−1 < xj , so x ∈ Ej . So ∀x ∈ Rn, ∃j ∈ [1, n]∩N, such that
x ∈ Ej ⊆ ∪iEi, that is Rn ⊆ ∪iEi.
So we can write
ϕn(x) =
n∑
i=1
xi1Ei(x)
and
∂ϕn
∂xi
(x1, ∙ ∙ ∙ , xn) = 1Ei(x),
in the sense of distributions. Now we compose ϕn with the values of S at points of a
partition, πn. That is,MSπn = ϕn (Ss1 , ∙ ∙ ∙ , Ssn) = maxi Ssi . We define
Ai =
{
ω : Sπn(ω) ∈ Ei
} (2.36)
=
{
ω : Ss1(ω) < Ssi(ω), ∙ ∙ ∙ , Ssi−1(ω) < Ssi(ω) =MSπn(ω)
}
,
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where Sπn(ω) = (Ss1(ω), ∙ ∙ ∙ , Ssn(ω)) ∈ Rn. So
MSπn =
n∑
i=1
Ssi1Ei
(
Sπn
)
=
n∑
i=1
Ssi1Ai , (2.37)
andMSπn coincides with Ssi on the set Ai.
Definition 2.35. Let us define a measurable function
αn =
n∑
i=1
si1Ai , (2.38)
where si ∈ πn and Ai is defined by equation (2.36).
Note that αn is not a stopping time, but is a measurable function. It is the first time that
the finite sequence (Ss1 , . . . , Ssn) achieves its maximum, i.e.,
αn = min
πn
{tj : Stj =MSπn} and MSπn = Sαn(ω).
and we provide the following lemma.
Lemma 2.36. Let αn be defined by equation (2.38) and α(t1, t2) be defined by equation
(2.35). We show that
αn → α(t1, t2) Q− a.s.. (2.39)
Proof. First, we notice that for index n < m, we have the partition πn ⊂ πm, and clearly
there exists a sequence nk such that we have
⋃
k πnk ⊆
⋃
n πn. On the other hand, for fixed
n, there exists k such that nk ≥ n and πn ⊆ πnk ⊆
⋃
k πnk , so
⋃
n πn ⊆
⋃
k πnk . Hence,
we have ⋃
n
πn =
⋃
k
πnk .
Now given  > 0, there exists δ > 0 such that if |t− α(t1, t2)(ω)| < δ, then
∣∣St(ω)− Sα(t1,t2)(ω)∣∣ < .
Hence there exists ti ∈ πn inside {s : |s− α(t1, t2)(ω)| < δ} for all fine enough πn such
that
∣∣Sti(ω)− Sα(t1,t2)(ω)∣∣ < , i.e., Sα(t1,t2)(ω) − Sti(ω) < . But MSπn = Sαn(ω) lies
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between Sti(ω) and Sα(t1,t2)(ω), so
Sαn(ω) =M
S
πn
→MSt1,t2(ω).
Therefore considering limn supαn, there is a subsequence αnk → limn supαn ∈ [t1, t2],
i.e.
MSπnk
= Sαnk → Slimn supαn ,
and
Sαnk (ω) =M
S
πnk
→MSt1,t2(ω).
Hence
Slimn supαn =M
S
t1,t2
(ω) = Sα(t1,t2)(ω).
Similarly for limn inf αn, we have
Slimn inf αn =M
S
t1,t2
(ω) = Sα(t1,t2)(ω).
Therefore
Slimn supαn = Slimn inf αn =M
S
t1,t2
(ω) = Sα(t1,t2)(ω),
and
lim
n
supαn = lim
n
inf αn = α(t1, t2).
We finish the proof with the remark stated in 8.16 Remark in [28], for ω ∈ Ω, the point
tω ∈ [t1, t2] at which Stω(ω) =MSt1,t2(ω) is unique Q-a.s.
Now we can prove the following proposition due to Bermin [4].
Proposition 2.37. [See Corollary 9 in [4]] For 0 ≤ t1 ≤ t2 ≤ T , we have MSt1,t2 ∈ D1,2
and
DtM
S
t1,t2
=MSt1,t2σ1(−∞,t1)(t) +M
S
t1,t2
1{MSt1,t≤MSt,t2}σ1[t1,t2](t), (2.40)
or
DtM
S
t1,t2
= σMSt1,t21[0,α(t1,t2)](t). (2.41)
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Proof. By Proposition 2.31, and plugging in our ϕn,
Dtϕn (S) =
n∑
i=1
∂ϕn
∂xi
(S)DtSsi =
n∑
i=1
1AiσSsi1[0,si](t), (2.42)
andMSπn ∈ D1,2.
Since ∪nπn is dense in [t1, t2] and for Q-a.e., ω ∈ Ω, s 7→ Ss(ω) is a continuous
function. So it is uniformly continuous on [t1, t2], and we can arrange for our partitions
such that for all s ∈ [t1, t2], there exists i, 1 ≤ i ≤ n such that |Ss(ω)− Ssi(ω)| <  for all
large enough n. So
MSt1,t2(ω)−MSπn(ω) ≤ 
for all large enough n. Also by Lemma 2.36, we have
MSπn →MSt1,t2 , Q− a.s.
Then since S is a sub-martingale it follows from Doob’s maximal inequality ∗ that
∥∥MSt1,t2∥∥2L2(Ω) = EQ [ sup
t1≤t≤t2
|St|2
]
≤
(
2
2− 1
)2
EQ
[|St2 |2] <∞.
HenceMSt1,t2 ∈ L2(Ω). Moreover,
EQ
[(
MSπn −MSt1,t2
)2]
= EQ
[(
MSt1,t2
)2]− 2EQ [MSπnMSt1,t2]+ EQ [(MSπn)2] ,
and we know 0 ≤ MSπn ≤ MSt1,t2 , Q-a.s., whence 0 ≤ MSπnMSt1,t2 ≤ (MSt1,t2)2 and each
term lies in L1(Ω) and MSπnM
S
t1,t2
↗ (MSt1,t2)2, Q-a.s. Then the monotone convergence
theorem tells us that EQ
[
MSπnM
S
t1,t2
] ↗ EQ [(MSt1,t2)2]. Similarly, EQ [(MSπn)2] ↗
∗See e.g. 3.8 Theorem in [28], For any p > 1, we have
E
[
sup
0≤t≤T
|Mt|p
]
≤
(
p
p− 1
)p
E [|MT |p]
Actually, the inequality holds if we replace |Mt| by any continuous non-negative sub-martingale.
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EQ
[
(MSt1,t2)
2
]
. Since all integrals are finite, this shows
MSπn →MSt1,t2 in L2(Ω).
Moreover,
DtM
S
πn
= σSαn1[0,αn](t) = σM
S
πn
1[0,αn](t). (2.43)
Taking L2([0, T ])-norms in the above equation, we get
∥∥DtMSπn∥∥2L2([0,T ]) = ∫ T
0
∣∣DtMSπn∣∣2 dt
=
∫ T
0
σ2
(
MSπn
)2
1[0,αn](t)dt
≤ σ2 (MSπn)2 T
≤ σ2 (MSt1,t2)2 T.
Taking the expectation on both sides of the above inequality, we get
EQ
[∥∥DtMSπn∥∥2L2([0,T ])] ≤ σ2TEQ [(MSt1,t2)2] = σ2T ∥∥MSt1,t2∥∥2L2(Ω) <∞.
By Proposition 2.30, we show supnEQ
[∥∥DtMSπn∥∥2L2([0,T ])] <∞ andMSt1,t2 ∈ D1,2.
On the other hand, since αn → α(t1, t2) a.s. it follows that
DtM
S
πn
= σSαn1[0,αn](t)→ σSα(t1,t2)1[0,α(t1,t2)](t).
By Proposition 2.30 again, DtMSπn converges weakly to DtM
S
t1,t2
in L2 ([0, T ]× Ω) and
Sα(t1,t2) =M
S
t1,t2
∈ L2(Ω), hence
DtM
S
t1,t2
= σMSt1,t21[0,α(t1,t2)](t).
It is also noticed that the indicator function can be written as
1[0,α(t1,t2)](t) = 1(−∞,t1)(t) + 1{MSt1,t≤MSt,t2}1[t1,t2](t).
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Now consider a function
J (t, ω) = 1(−∞,t1)(t) + 1{MSt1,t≤MSt,t2}(ω)1[t1,t2](t) . (2.44)
We observe when one of these two terms is non-zero, the other is zero. So
J (t, ω) =

1 if t < t1 and ω ∈ Ω ,
1 if t1 ≤ t ≤ t2 andMSt1,t ≤MSt,t2 ,
0 if t1 ≤ t ≤ t2 andMSt1,t > MSt,t2 .
Note that in the case t1 ≤ t ≤ t2 and MSt1,t ≤ MSt,t2 , then MSt1,t2 = MSt,t2 . But, as soon
as MSt1,t2 is achieved, ω is no longer in the set
{
MSt1,t ≤MSt,t2
}
for t greater than the first
time S hits its maximum over [t1, t2]. So J(t, ω) switches off the (first) time S achieves its
maximum over [t1, t2]. So J(t, ω) = 1 for points (t, ω) such that 0 ≤ t ≤ α (t1, t2).
Remark 2.38. Notice that if we set t1 = 0 and t2 = t, then we have
DtM
S
0,t = σM
S
0,t1[0,α(0,t)](t). (2.45)
Notice that for Brownian motion, there is a result, (e.g. 8.15 Proposition in [28]) which
states that Brownian motion on [0, t], Q-almost surely hits its running maximum strictly
before t, and another result, (e.g. 8.17 Problem in [28]), which says the last time Brownian
motion is equal to its running maximum has a distribution obeying an arc-sine law, which
shows that the probability that the last time Brownian motion hits its maximum is strictly
before t is equal to one. We then can extend these two results to the process S, and therefore
1[0,α(0,t)](t) = 0 Q− a.s. (2.46)
That is,
DtM
S
0,t = 0, Q− a.s. (2.47)
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Chapter 3
The Clark-Ocone formula and its
extension
We will present the Clark-Ocone formula and its extension in this chapter and show how
the self-financing portfolio generating a contingent claim can be formally derived by using
Malliavin Calculus.
3.1 The Clark-Ocone formula and its limitations
Let us begin this chapter by recalling the well-known Itoˆ representation theorem, which
states that if G ∈ L2(Ω) is FT measurable, then there exists a unique F-adapted process
ϕ(t), for 0 ≤ t ≤ T , such that
G = EQ[G] +
∫ T
0
ϕ(t)dWt . (3.1)
This result only provides the existence of the integrand, but does not give us a way to
calculate the integrand explicitly. However, from the point of view of applications it is
important also to be able to find the integrand more explicitly. This can be achieved by
the Clark-Ocone formula, which says that, under some suitable conditions, we have an
explicit form for the integrand given by ϕ(t) = EQ[DtF |Ft], 0 ≤ t ≤ T , where DtF
is the Malliavin derivative of F . This is one reason why the Clark-Ocone formula makes
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Malliavin calculus useful in mathematical finance.
We only present the formula as a theorem as a generalization of the Itoˆ representation
theorem, and for details on how the Clark-Ocone formula was established, we refer to [39].
Proposition 3.1. [Theorem 5.8 in [39]] Let G ∈ D1,2 be FT -measurable. Then we have
G = EQ [G] +
∫ T
0
EQ [DtG|Ft] dWt .
Note that the Clark-Ocone formula presented here is only valid for those contingent
claims G ∈ D1,2 ⊂ D0,2 = L2 (Ω). Therefore, there are some restrictions when we use
the Malliavin calculus approach. We follow Example 4.1 of [5] in detail to show how the
Malliavin Calculus approach has its limitations.
Example 3.2. Let us assume A ∈ FT such that 1A ∈ D1,2. Then there exists a sequence
(Fn) ⊂ P converging to 1A in |‖∙‖|1,2. By Proposition 2.31, if we take ϕ(x) = x2 on [0, 1]
and F = (1A), i.e., a one-dimensional vector, then Dt1A = 2 ∙ 1A ∙Dt1A. So Dt1A = 0 on
Ω\A; for ω ∈ A, Dt1A(ω) = 2Dt1A(ω), so that Dt1A = 0 on A also. So Dt1A = 0, for
every A ∈ FT . Now by Proposition 3.1 for 1A,
1A = E
Q[1A]1Ω +
∫ T
0
EQ [Dt1A|Ft] dWt
= EQ[1A]1Ω
= Q(A)1Ω ,
which cannot be true for every A ∈ FT . If ∅ 6= A 6= Ω, then the assumption 1A ∈ D1,2
leads to 1A = Q(A)1Ω, which is a contradiction. Note L2 (Ω) is equivalent classes and
sets which differ by a Q null set are regarded as the same set. So, in L2 (Ω), ∅ 6= A 6= Ω,
means 0 < Q (A) < 1. If A = ∅ or Ω, then no contradiction occurs. So we can conclude
that when A ∈ FT , then 1A /∈ D1,2. So for example, the indicator of the set, {ST ≤ K},
does not have a Malliavin derivative in the usual sense, although 1{ST≤K} ∈ L2 (Ω) .
In order to use the Clark-Ocone formula in applications, we see the space D1,2 is not
big enough. However, in the next section, we will describe how to extend the Clark-Ocone
formula to a larger space.
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3.2 The Extension of the Clark-Ocone formula
From the previous section, we see there are some limitations to calculating the Malliavin
derivative of G if the claim G is not in D1,2, hence we need to extend the Clark-Ocone for-
mula. As mentioned before, for any FT -measurable claim G ∈ L2(Ω), we can find a self-
financing portfolio to replicateG, and in our thesis, our purpose is to find the self-financing
portfolio via the Clark-Ocone formula. Hence, from our point of view, for applications we
need Clark-Ocone formula to be valid for any FT -measurable stochastic variable in L2 (Ω).
Note that the spaceD1,2 is a dense subspace of L2 (Ω). One’s first reaction might be that the
extension of the Clark-Ocone formula seems trivial. However, we will see the key point is
that the Malliavin derivative cannot be defined in the usual way for all stochastic variables
in L2 (Ω), and we have to define the Malliavin derivative in the sense of distributions in
order to extend the Clark-Ocone formula.
First let us follow [47] and extend some definitions and summarize some results, then
characterize the new space for which the Clark-Ocone formula is valid. Note that in [47],
Watanabe deals with abstract Wiener space, but to see the connection with our concrete
case observe thatWt is an element of the dual of our concrete Wiener Space.
Now we describe the Ornstein-Uhlenbeck semi-group and Ornstein-Uhlenbeck opera-
tor by following [47].
Definition 3.3. For F (ω) ∈ P and t ≥ 0, define Tt (F ) as follows:
Tt (F ) (ω)
4
=
∫
Ω
F
(
e−tω +
√
1− e−2tu
)
Q (du) .
The operator Tt satisfies the following properties. See [47] for a complete proof.
Proposition 3.4. [See Properties of TtF on page 13 in [47]]
• If F ∈ P , then Tt(F ) ∈ P .
• For F ∈ P and F =∑mn=0 Jn(F ), then Tt(F ) =∑n e−ntJn(F ).
• Tt is a contraction on Lp, 1 ≤ p <∞, i.e., ‖TtF‖p ≤ ‖F‖p.
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Definition 3.5. [Ornstein-Uhlenbeck Operator] Let F ∈ P be a square-integrable random
variable. Define the generator L of the semi-group Tt as follows:
L(F ) =
∞∑
n=0
(−n)Jn(F ), (3.2)
provided this series converges in L2 (Ω). We call L the Ornstein-Uhlenbeck operator. The
domain of this operator is the set
DomL =
{
F ∈ P , F =
∞∑
n=0
Jn(F ) :
∞∑
n=1
n2 ‖JnF‖22 <∞
}
.
Remark 3.6. Note that L maps P to P .
Definition 3.7. [See Definition 1.10 in [47]] For F ∈ P , −∞ < k <∞ and 1 < p <∞.
Define the norm ‖ ∙ ‖k,p as follows:
‖F‖k,p
4
=
∥∥∥(I − L)k/2 F∥∥∥
p
, (3.3)
where
(I − L)k/2 F 4=
∞∑
n=0
(1 + n)k/2 Jn(F ) ∈ P . (3.4)
Remark 3.8. In [47], it is shown that the norm |‖ ∙ ‖|k,p defined in equation (2.29) and the
norm ‖∙‖k,p defined in equation (3.3) are equivalent whenever p > 1 and k ∈ N. This is in
fact given by the Meyer inequalities. For more details, see, for example, [46] and [47].
Example 3.9. By Definition 3.5, on the orthogonal subspaces Jn (L2), 0 ≤ n < ∞, the
operator L acts as a scalar multiplier by
L (Jk(F )) =
∑
n
(−n)Jn (Jk(F )) = −kJk(F ),
since Jn is an orthogonal projection and JnJk = 0 for n 6= k. Therefore,
(I − L)(F ) =
∑
n
(1 + n)Jn(F ).
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Moreover,
(I − L)2(F ) = (I − L) {(I − L)(F )}
=
∑
n
(1 + n)Jn((I − L)(F ))
=
∑
n
(1 + n)Jn
(∑
k
(1 + k)Jk(F )
)
=
∑
n
(1 + n)
∑
k
(1 + k)Jn (Jk(F ))
=
∑
n
(1 + n)2Jn(F ) .
So we can take polynomial function of I − L, and it follows that if h is a polynomial (in
one variable), then
h {(I − L)} (F ) =
∑
n
h(1 + n)Jn(F ) .
Proposition 3.10. [See Proposition 1.7 in [47]] For k ≤ k′ and p ≤ p′, we have
• 1) ‖F‖k,p ≤ ‖F‖k′,p′ , ∀F ∈ P .
• 2) For any −∞ < k <∞ and 1 < p <∞, ‖∙‖k,p are compatible. i.e., for any (k, p),
(k′, p′) if the sequence Fn ∈ P , ‖Fn‖k,p → 0 as n→∞ and ‖Fn − Fm‖k′,p′ → 0 as
n,m→∞, then
‖Fn‖k′,p′ → 0 as n→∞ .
Proof. We follow [47] to give the proof, but in more detail. For fixed k, by Definition 3.7,
we know ‖F‖k,p ≤ ‖F‖k,p′ , when p ≤ p′. It is enough to prove ‖F‖k,p ≤ ‖F‖k′,p for
k ≤ k′. To do so, we need to show
∫ ∞
0
e−ttα−1TtFdt =
∫ ∞
0
e−ttα−1
(∑
n
e−ntJn(F )
)
dt
=
∑
n
(∫ ∞
0
e−ttα−1e−ntdt
)
Jn(F )
=
∑
n
(∫ ∞
0
e−(1+n)ttα−1dt
)
Jn(F ).
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Changing variables r = (1 + n)t,∫ ∞
0
e−(1+n)ttα−1dt =
1
(1 + n)α
∫ ∞
0
e−rrα−1dr =
1
(1 + n)α
Γ(α) ,
where Γ(α) represents the Gamma function with α > 0. Therefore
1
Γ(α)
∫ ∞
0
e−ttα−1TtFdt =
∑
n
(
1
Γ(α)
∫ ∞
0
e−(1+n)ttα−1dt
)
Jn(F )
=
∑
n
(1 + n)−αJn(F )
= (I − L)−αF .
From above the equation and by Proposition 3.4, Tt is an Lp contraction, so we get
∥∥(I − L)−α F∥∥
p
≤ 1
Γ (α)
∫ ∞
0
e−ttα−1 ‖TtF‖p dt ≤ ‖F‖p .
Then (I − L)−α maps from P to P , for all α > 0. We know ‖F‖k,p ≤ ‖F‖k′,p, when
k ≤ k′. By Definition 3.7, that means
∥∥∥(I − L)k/2 F∥∥∥
p
≤
∥∥∥(I − L)k′/2 F∥∥∥
p
, when k ≤ k′.
So ∥∥∥(I − L)−α ((I − L)k′/2 F)∥∥∥
p
≤
∥∥∥(I − L)k′/2 F∥∥∥
p
.
Finally, let us choose −α = k−k′
2
> 0, then we finish the proof.
Proof. 2) Let Gn = (I − L)k′/2Fn ∈ P . Then
‖Gn −Gm‖p′ =
∥∥∥(I − L)k′/2 Fn − (I − L)k′/2Fm∥∥∥
p′
=
∥∥∥(I − L)k′/2 (Fn − Fm)∥∥∥
p′
= ‖Fn − Fm‖k′,p′ → 0 as n,m→∞.
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Therefore, there exists G ∈ Lp′ , such that ‖Gn −G‖p′ → 0. But by Definition 3.7,
‖Fn‖k,p =
∥∥(I − L)k/2Fn∥∥p = ∥∥∥(I − L)(k−k′)/2Gn∥∥∥p → 0 .
It is enough to show G = 0. If H ∈ P , then (I − L)(k′−k)/2H ∈ P . Noting that P ⊂ Lq,
for every 1 < q <∞, we have
E [G ∙H] = lim
n→∞
E [Gn ∙H]
= lim
n→∞
E
[
(I − L)(k−k′)/2Gn ∙ (I − L)(k′−k)/2H
]
= 0 ,
since P is dense in Lq, for all q. Then G = 0.
Finally, we get
‖Fn‖k′,p′ =
∥∥∥(I − L)k′/2Fn∥∥∥
p′
= ‖Gn‖p′ → 0 .
Now, we move forward to extend the previous definition of Dk,p in Chapter 2.
Definition 3.11. For −∞ < k < ∞ and 1 < p < ∞, define Dk,p as the completion of P
by the norm ‖∙‖k,p.
Remark 3.12. Note that by this definition, we have D0,p = Lp.
Remark 3.13. By Proposition 3.10, we know ‖F‖k,p ≤ ‖F‖k′,p′ , when k ≤ k′ and p ≤ p′.
So a Cauchy sequence in ‖∙‖k′,p′ , is also a Cauchy sequence in ‖∙‖k,p. Hence we get
Dk′,p′ ⊂ Dk,p if k ≤ k′ and p ≤ p′.
Moreover, if we let 0 < k < k′ and 1 < p < q, we have the following inclusions:
Dk′,p ⊂ Dk,p ⊂ D0,p = Lp (Ω) ⊂ D−k,p ⊂ D−k′,p
∪ ∪ ∪ ∪ ∪
Dk′,q ⊂ Dk,q ⊂ D0,q = Lq (Ω) ⊂ D−k,q ⊂ D−k′,q
(3.5)
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Figure 3.1: Any point in this cone gives a Dk′,q smaller than Dk,p
Proposition 3.14. [See page 26 in [47]] Define an operator A as follows:
A = (I − L)−k/2 . (3.6)
Then the maps A : Lp 7→ Dk,p and A : D−k,q 7→ Lq are isometric isomorphisms. Hence
A∗ : (Dk,p)′ 7→ Lq is also an isometric isomorphism, if 1/p+ 1/q = 1.
Proof. If G ∈ Lp, then
‖AG‖k,p =
∥∥∥(I − L)−k/2G∥∥∥
k,p
=
∥∥∥(I − L)k/2 (I − L)−k/2G∥∥∥
p
= ‖G‖p .
If G ∈ D−k,q, then
‖AG‖q =
∥∥∥(I − L)−k/2G∥∥∥
q
= ‖G‖−k,q .
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Remark 3.15. Since Lp
A∼= Dk,p, then D′k,p
A∗∼= (Lp)′ ≡ Lq. We also know that D−k,q
A∼= Lq,
therefore Lq A
−1∼= D−k,q. Hence we get D′k,p
A−1A∗∼= D−k,q.
Remark 3.16. We know f 7→ E[fg] is a linear functional on P and
〈f, g〉L2(Ω) = E[fg]. (3.7)
For F,G ∈ P , taking the absolute value of 〈F,G〉L2(Ω), we have∣∣∣〈F,G〉L2(Ω)∣∣∣ = ∣∣∣〈(I − L)−k/2(I − L)k/2F,G〉L2(Ω)∣∣∣
=
∣∣∣〈(I − L)k/2F, (I − L)−k/2G〉
L2(Ω)
∣∣∣
≤ ∥∥(I − L)k/2F∥∥
p
∥∥(I − L)−k/2G∥∥
q
= ‖F‖k,p ‖G‖−k,q . (3.8)
This shows that anyG ∈ (P , ‖∙‖−k,q) defines a continuous linear functional on (P , ‖∙‖k,p)
and this extends to elements of the completion of P in ‖ ∙ ‖k,p and ‖ ∙ ‖−k,q. So D′k,p = D−k,q
where 1/p+ 1/q = 1.
Definition 3.17. Define
D∞ = ∩k,pDk,p ; (3.9)
then D∞ is a complete countably normed space, see Proposition 2.4 in [3]. The dual of D∞
is
D′∞ = ∪k,pD′k,p 4= D−∞ ; (3.10)
see Proposition 2.9 in [3]. Since D′k,p = D−k,q where 1p + 1q = 1, we conclude that
D−∞ = ∪k,qD−k,q . (3.11)
Remark 3.18. By Remark 2.33 we know Ss ∈ D∞ and it is quite natural to thinkMSt1,t2 ∈
D∞. But it is shown in [36] that MSt1,t2 /∈ D∞, although MSt1,t2 ∈ D1,2, as we prove in
Proposition 2.37.
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3.2.1 Composition of a Distribution with a Stochastic Variable
In this section, we follow [47] and understand the elements in the spaces D∞, D−∞, S(R)
and S ′(R) and their relationship clearly.
First, we follow [47] and consider only the one-dimensional case. Now suppose that
F : Ω→ R belongs to D∞, while 〈DtF,DtF 〉H ∈ D∞ also and
E
[
1
〈DtF,DtF 〉pH
]
<∞, ∀ 1 < p <∞ . (3.12)
Watanabe shows that if ϕ ∈ S(R), then ϕ (F (ω)) belongs to D∞. The following spaces are
introduced: for ϕ ∈ S(R),
‖ϕ‖T2k : =
∥∥∥(1 + x2 −Δ)k ϕ∥∥∥
∞
, (3.13)
where Δ is the Laplacian and k is an integer. The completion of S(R) in this norm is
denoted by T2k. The following relations hold;
• S(R) ⊂ ∙ ∙ ∙ ⊂ T2k ⊂ ∙ ∙ ∙ ⊂ T2 ⊂ T0 ⊂ T−2 ∙ ∙ ∙ ⊂ T−2k,
• ⋂k Tk = S(R),
• ⋃k Tk = S ′(R).
Theorem 1.12 of section 1.4 of [47] shows that for any k ∈ N and p ∈ (1,∞), there
exists a constant Ck,p > 0 such that Meyer’s inequality holds:
‖ϕ(F (ω))‖−2k,p ≤ Ck,p ‖ϕ‖T−2k , (3.14)
for all ϕ ∈ S(R). So the map ϕ 7→ ϕ(F (ω)) from S(R) into D∞ can be extended,
uniquely, to a map from T−2k into D−2k,p. Since p ∈ (1,∞) and k ∈ N are arbitrary, the
map ϕ 7→ ϕ(F (ω)) extends a map of ∪kTk 7→ ∪k,pD−2k,p = D−∞. Consequently, the map
ϕ 7→ ϕ(F (ω)) from S(R) 7→ D∞ has a continuous extension to S ′(R) 7→ D−∞.
By Theorem 1.12 of [47], we know an element, T ∈ T−2k, is the limit in ‖∙‖T−2k of a
sequence, (ϕn) ⊂ S(R). So (ϕn) is Cauchy in ‖∙‖T−2k and therefore ϕn(F ) is Cauchy in
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D−2k,p. Hence one defines T (F ) as
T (F ) = lim
n
ϕn(F ) in ‖∙‖−2k,p . (3.15)
This is well-defined. So we have
Definition 3.19. Let F : Ω→ R and F ∈ D∞, while 〈DtF,DtF 〉H ∈ D∞ and
E
[
1
〈DtF,DtF 〉pH
]
<∞, ∀ 1 < p <∞ . (3.16)
For T ∈ S ′(R), we call T (F ) the composition of the distribution T with a stochastic
variable F as an element in D−∞, i.e., T (F ) ∈ D−∞.
Before we finish this section, let us state a general chain rule for the Malliavin derivative
of T (F ) belonging to D−∞. For the proof, we refer to [5].
Proposition 3.20. [See Corollary 5.1 in [5]] Let T be the element of the space ofRn valued
Schwartz distribution S ′ (Rn). Suppose that F = (F1, . . . , Fn) is a stochastic vector with
Fi ∈ D∞ for all i and suppose that the law of F is absolutely continuous with respect to
the Lebesgue measure on Rn. Then the composite T (F ) ∈ D−∞, and
DtT (F ) =
n∑
i=1
∂T
∂xi
(F )DtFi, (3.17)
where ∂T
∂xi
is the derivative of T as a distribution and ∂T
∂xi
(F ) the composition of a distribu-
tion with a stochastic variable.
Remark 3.21. Note that when the stochastic variable Fi is restricted to D∞, one can com-
pute the Malliavin derivative of T (F ) without specifying the restriction for T (∙) as long as
T ∈ S ′(R). Of course, we can use this proposition to compute the Malliavin derivative of
(ST −K)+ due to ST ∈ D∞.
Later we present a more elementary way of dealing with the composition of a distribu-
tion and a stochastic variable, but only when a conditional expectation is present.
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3.2.2 Extending the Clark-Ocone formula to a larger space
From the inclusions stated in the previous section, we know that D∞ ⊂ D1,2, hence the
Clark-Ocone formula is obviously valid for any element of D∞. However, in this section,
we describe the extension of the Clark-Ocone formula to be valid in D−∞ in the sense of
distribution.
We introduce new spaces to assist our extension of the Clark-Ocone formula. We adapt
the treatment in [47]. Let {ei : 1 ≤ i < ∞} be an orthonormal basis of L2([0, T ]). For
polynomial variables F1, . . . , Fn ∈ P we can form an L2([0, T ])-valued stochastic variable,
F (ω), by defining
F (ω) :=
n∑
i=1
Fi(ω)ei ∈ L2([0, T ]), (3.18)
where n ∈ N is arbitrary. The operator, I − L, defined previously in equation (3.4), can be
extended to stochastic variables such as F (ω) by
(I − L)F (ω) =
n∑
i=1
(I − L)Fi(ω)ei ∈ L2([0, T ]). (3.19)
Note that I − L maps P into P . This allows us to define
(I − L)k/2F (ω) :=
n∑
i=1
((I − L)k/2Fi)(ω)ei . (3.20)
The stochastic variable
ω 7→ ‖(I − L)k/2F (ω)‖2 (3.21)
is measurable and an element of Lp(Ω) for 1 ≤ p <∞. We define ‖ ∙ ‖L2([0,T ])k,p on the linear
space of such F by
‖F‖L2([0,T ])k,p =
(∫
Ω
‖(I − L)k/2F‖p2
)1/p
. (3.22)
We denote the completion of the linear space of such F with respect to ‖ ∙ ‖L2([0,T ])k,p by
Dk,p(L2([0, T ])). Clearly, Dk,p(L2([0, T ])) is a generalization of Dk,p. The extension of L
to Dk,p(L2([0, T ])) is possible, as is the extension ofDt to Dk,p(L2([0, T ])), by a procedure
identical to that we just employed for I − L. The relation between Dk,p(L2([0, T ])) for
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various values of k and p is identical to those for Dk,p in equation (3.5). Accordingly, we
can define
D∞
(
L2([0, T ])
)
=
⋂
k,p
Dk,p(L2([0, T ])), (3.23)
and it turns out that the dual of D∞(L2[0, T ]) can be identified:
D′∞
(
L2([0, T ])
)
=
⋃
k,p
D′k,p
(
L2([0, T ])
)
=
⋃
k,q
D−k,q
(
L2([0, T ])
)
= D−∞
(
L2([0, T ])
)
. (3.24)
We prove the following Theorem about the construction in [47].
Theorem 3.22. Let F and G be the stochastic variables with values in L2([0, T ]), and of
the form given by equation (3.18) and define,
[F,G] = E
[
〈F,G〉L2[0,T ]
]
. (3.25)
For F with [F, F ] <∞, define an operator
AˉF = (I − L)−k/2F. (3.26)
Then Aˉ = (I − L)−k/2 is self-adjoint operator.
Proof. Consider
F (ω) =
n∑
i=1
Fi(ω)ei ∈ L2([0, T ]),
G(ω) =
n∑
j=1
Gj(ω)ej ∈ L2([0, T ]).
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Then
〈F,G〉L2([0,T ]) =
〈
n∑
i=1
Fi(ω)ei,
n∑
j=1
Gj(ω)ej
〉
L2([0,T ])
=
n∑
i=1
Fi(ω)Gi(ω) ∈ P .
By equation (3.25), we have
[
AˉF,G
]
= E
[〈
(I − L)−k/2F,G〉
L2([0,T ])
]
= E
〈 n∑
i=1
(I − L)−k/2(Fi(ω))ei,
n∑
j=1
Gj(ω)ej
〉
L2([0,T ])

= E
[
n∑
i=1
(
(I − L)−k/2Fi
)
Gi
]
=
∑
i
E
[(
(I − L)−k/2Fi
)
Gi
]
=
∑
i
〈
(I − L)−k/2Fi, Gi
〉
L2(Ω)
.
We know the operator A = (I−L)−k/2 is a self-adjoint operator for Fi ∈ P . Then we have
〈
(I − L)−k/2Fi, Gi
〉
L2(Ω)
=
〈
Fi, (I − L)−k/2Gi
〉
L2(Ω)
.
Hence, we have
[
AˉF,G
]
=
∑
i
〈
Fi, (I − L)−k/2Gi
〉
L2(Ω)
=
[
F, AˉG
]
. (3.27)
The reason for introducing these spaces is for their use in the next theorem, which holds
by the Meyer inequalities. See, for example, [47].
Proposition 3.23. [See Proposition 1.9 in [47]] For every p > 1 and k ∈ R, the Malliavin
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derivative operator Dt is a continuous operator from Dk,p to Dk−1,p (L2([0, T ])), that is
‖DtG‖L
2([0,T ])
k−1,p ≤ ‖G‖k,p .
In fact, if F ∈ D∞ =
⋂
k,pDk,p, then F ∈ Dk,p for every p > 1 and k ∈ R,
and by the theorem above, DtF ∈ Dk−1,p (L2([0, T ])), so by equation (3.23), we get
DtF ∈ D∞ (L2([0, T ])). On the other hand, for G ∈ D−∞ =
⋃
−k,q D−k,q, then there
exists q > 1 and k ∈ R, such that G ∈ D−k,q, and by the theorem above again, we
getDtG ∈ D−k−1,q (L2([0, T ])). Using equation (3.24), we haveDtG ∈ D−∞ (L2([0, T ])).
Consequently, the Malliavin derivativeDt is a continuous map fromD∞ toD∞ (L2([0, T ]))
and extends continuously as a map D−∞ → D−∞ (L2([0, T ])).
Hence DtG is well-defined if G ∈ D−∞, and we need to interpret DtG in the sense
of distributions. However, we already know L2(Ω) ⊂ D−∞, and the space that we are
interested in for the Clark-Ocone formula to hold is L2(Ω) rather than all of D−∞. If
G ∈ L2(Ω), we can understand the Clark-Ocone formula in the usual way, although we
may have to understandDtG in the sense of distributions. The next proposition shows this.
Proposition 3.24. [See Lemma 5.1 in [5]] For G ∈ L2(Ω), the map G 7→ EQ [DtG|Ft] is
continuous from L2(Ω) to L2 ([0, T ]× Ω), i.e., for some constant K1,
∥∥EQ [DtG|Ft]∥∥L2(Ω×[0,T ]) ≤ K1 ‖G‖L2(Ω) .
Also, the map G 7→ Dt
(
EQ [G|Ft]
)
is continuous from L2(Ω) to L2 ([0, T ]× Ω), and
EQ [DtG|Ft] = Dt
(
EQ [G|Ft]
)
. (3.28)
Proof. We follow [5] to give the proof. Notice that if this relation holds on a dense linear
subspace of L2 (Ω) then it will hold on all of L2 (Ω), because one can extend it from the
dense subspace to the whole space. So consider a dense subset of L2 (Ω), the linear span
of the martingale exponentials{
exp
(∫ T
0
h(s)dW (s)− 1
2
∫ T
0
h2(s)ds
)
; h ∈ L2([0, T ])
}
.
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Let us denote by ϕi(T ) = exp
(∫ T
0
hi(s)dW (s)− 12
∫ T
0
h2i (s)ds
)
. Then the following
three properties hold; see, for example [46]:
• a) EQ [ϕi(T )ϕj(T )] = exp
(∫ T
0
hi(s)hj(s)ds
)
,
• b) EQ [ϕi(T )|Ft] = ϕi(t),
• c) ϕi(T ) ∈ D1,2 with Dtϕi(T ) = hi(t)ϕi(T ).
Now consider a real-valued linear combination of these martingale exponentials:
Φn(T ) =
n∑
i=1
ciϕi(T ).
From a), we get
‖Φn(T )‖2L2(Ω) = EQ
( n∑
i=1
ciϕi(T )
)2 = n∑
i=1
n∑
j=1
cicj exp
(∫ T
0
hi(s)hj(s)ds
)
.
Moreover, from b) and c), we get
EQ [Dt (Φ
n(T )) |Ft] = EQ
[
n∑
i=1
cihi(t)ϕi(T )|Ft
]
=
n∑
i=1
cihi(t)ϕi(t), (3.29)
and
Dt
(
EQ [Φn(T )|Ft]
)
= Dt
(
EQ
[
n∑
i=1
ciϕi(T )|Ft
])
=
n∑
i=1
cihi(t)ϕi(t). (3.30)
Hence, we have
EQ [DtΦ
n(T )|Ft] = Dt
(
EQ [Φn(T )|Ft]
)
.
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Hence, inserting the results, we get
∥∥EQ [DtΦn(T )|Ft]∥∥2L2([0,T ]×Ω) =
∥∥∥∥∥
n∑
i=1
cihi(t)ϕi(t)
∥∥∥∥∥
2
L2([0,T ]×Ω)
=
∫
[0,T ]×Ω
(
n∑
i=1
cihi(t)ϕi(t)
)2
d (Q× λ) .
So by Fubini’s theorem,
∥∥EQ [DtΦn(T )|Ft]∥∥2L2([0,T ]×Ω) = ∫ T
0
n∑
i=1
n∑
j=1
cicjhi(t)hj(t)
(∫
Ω
ϕi(t)ϕj(t)dQ
)
dt .
By property a) again, we have
∥∥EQ [DtΦn(T )|Ft]∥∥2L2([0,T ]×Ω) = ∫ T
0
n∑
i=1
n∑
j=1
cicjhi(t)hj(t) exp
(∫ t
0
hi(s)hj(s)ds
)
dt
=
n∑
i=1
n∑
j=1
cicj
[
exp
(∫ t
0
hi(s)hj(s)ds
)]T
t=0
= ‖Φn(T )‖2L2(Ω) −
(
n∑
i=1
ci
)2
,
from which we finish the proof.
Remark 3.25. So, for G ∈ L2 (Ω), the Malliavin derivative, DtG, might only make sense
in terms of distributions, as a composition of a distribution with a stochastic variable, but
the process EQ [DtG|Ft] is a stochastic process in L2 (Ω× [0, T ]) in the usual sense and∫ T
0
EQ [DtG|Ft] dWt is an ordinary Itoˆ integral.
Remark 3.26. Note that for given a sequence Gn → G in L2(Ω) and DtG exists, then we
have
EQ [DtGn|Ft]→ EQ [DtG|Ft] in L2 ([0, T ]× Ω) . (3.31)
We can use this proposition to calculate EQ [DtG|Ft] by approximation, as we will show
in Chapter 5.
Hence the Clark-Ocone formula actually make sense in the usual way when restricted
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to L2(Ω). In Chapter V part 1, Theorem 1 of [46], ¨Ustu¨nel describes the extension of
the Clark-Ocone theorem to D−∞. Since we are only interested in L2(Ω), we finish our
discussion of the Clark-Ocone theorem here.
Proposition 3.27. For G ∈ L2(Ω), we have the representation formula
G = EQ[G] +
∫ T
0
EQ [DtG|Ft] dWt . (3.32)
The replicating portfolio h of any contingent claim G in L2(Ω), is represented as fol-
lows
Proposition 3.28. [See Theorem 5.2 in [5]] Any contingent claim G ∈ L2(Ω) can be
replicated by the self-financing portfolio h = (h0, h1) defined by
h0t = e
−rt (V ht − h1tSt) , (3.33)
h1t = e
−r(T−t)σ−1S−1t E
Q [DtG|Ft] , (3.34)
where h0t is the number of units to be held at time t in the locally risk-free asset Rt, and h1t
is the number of units to be held in the stock St.
Proof. We offer the following proof. First recall that the discounted value process V h/Rt
is a Q-local martingale, and
d(e−rtV ht ) = e
−rtdV ht − rV ht e−rtdt
= (e−rth0t rRt + e
−rth1t rSt − rV ht e−rt)dt+ e−rth1tσStdWt
= e−rtr
(
h0tRt + h
1
tSt − V ht
)
dt+ e−rth1tσStdWt
= e−rth1tσStdWt .
Thus, by using the Itoˆ formula and the Girsanov kernel for Radon-Nikodym derivative, we
have
V hT = e
rTV h0 +
∫ T
0
er(T−t)h1tσStdWt . (3.35)
We can identify the coefficients in the Clark-Ocone formula (3.32) and equation (3.35).
We see that the initial amount of money required to replicate the contingent claim G by the
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self-financing portfolio h is given by
V h0 = e
−rTEQ[G], (3.36)
and the number of units to be held at time t in the stock S by
h1t = e
−r(T−t)σ−1S−1t E
Q[DtG|Ft].
So the number of units to be held at time t in the locally risk-free asset Rt is given by
h0t = e
−rt(V ht − h1tSt).
3.3 Generalization of Conditional Expectation of Distributions
In this section, we will develop our way of generalizing the conditional expectation of a
distribution composed with a stochastic variable. Note that in the previous section, F is
restricted by the conditions stated at the outset, say F ∈ D∞. However, our treatment of
this matter is elementary and direct and leads to a formula for, for example, EQ[T (ST )|Ft]
where T is an element of S ′(R). It does not construct T (ST ), and only suggests that it
may exist independently of equation (3.15). Although it would be a pleasant piece of
mathematics to demonstrate how our approach is consistent with Watanabe’s, the thesis
has another direction.
Definition 3.29. Let X = (Xt) be an adapted L1 process on [0, T ]. For B a real number,
random variable, EQ[1{XT≤B}|Ft] is a function of B. The function
FQt,XT (B,ω) := E
Q
[
1{XT≤B}|Ft
] (3.37)
is called the Ft-conditional distribution function of XT under the measure Q.
Remark 3.30. Sometimes, FQt,XT (B,ω) can be expressed as a deterministic function of B,
Xt and other real variables, some of which are functions of ω.
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Example 3.31. For our stock S following equation (1.18), it has the Ft-conditional distri-
bution function under the risk-neutral measure Q and is given by equation (C.14). Note
FQt,ST (B,ω) is a deterministic function of several real variables and one stochastic vari-
able. We suppress the dependence on r, σ, T, t as these remain fixed in our context, and
observe that FQt,ST (B,ω) is the composition of the smooth function
ϕ(B, x) = N
(
ln B
x
− μ(T − t)
σ
√
T − t
)
, x > 0, (3.38)
with (B,St) and μ is given by equation (C.2).
Example 3.32. For 0 ≤ t ≤ T and 0 < x = St ≤ B, the Ft-conditional distribution
function of MSt,T under the measure Q is given by equation (C.22). Note F x,Qt,MSt,T (B,ω) is
a deterministic function of several real variables and one stochastic variable. Again we
suppress the dependence on r, σ, T, t as these remain fixed in our context, and observe that
F x,Q
t,MSt,T
(B,ω) is the composition of the smooth function
ψ(B, x) = N
(
ln B
x
− μ(T − t)
σ
√
T − t
)
− e 2μσ2 ln BxN
(
− ln (B
x
)− μ(T − t)
σ
√
T − t
)
, 0 < x ≤ B,
with (B,St) and μ is given by equation (C.2).
When FQt,XT (B,ω) is the composition of a smooth function of several real variables with
B,Xt and, possibly, other real variables, say FQt,XT (B,ω) = ρ(B,Xt), ρ ≡ ρ(y, x), clearly,
then the process (Xt) is Markovian. The range of the variables, B, Xt may be restricted;
for example, if (Xt) is a non-negative process, it makes no sense to have B < 0. Later
when we consider F x,Q
t,MSt,T
(B,ω), the value of St(ω) occurs in the Ft-conditional density
function and as St(ω) ≤ MSt,T this provides a lower bound for the possible values of B.
With these remarks in mind, we define
∂
∂B
FQt,XT (B,ω) ,
∂
∂y
ρ(B,Xt) , fQt,XT (B,ω). (3.39)
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We call fQt,XT (B,ω) the Ft-conditional density function of XT , and note that
EQ
[
1{XT≤B}|Ft
]
= FQt,XT (B,ω). (3.40)
If XT is Q-a.s. strictly positive, we will write
FQt,XT (B,ω) =
∫ B
0
fQt,XT (b, ω)db . (3.41)
Remark 3.33. Since fQt,XT (b, ω) is the composition of a deterministic function withXt and
B and is smooth, then as a function of ω ∈ Ω, fQt,XT is Ft-measurable. In fact, for a Borel
set B ⊆ R, (∂ρ
∂y
)−1(B) is a Borel set and X−1t ((∂ρ∂y )−1(B)) is in Ft.
For nowwe are interested in fQt,XT (b, ω) as a function of the real parameter, b. Moreover,
b 7→ fQt,XT (b, ω) is a continuous function. In view of the relation
EQ
[
1{XT≤B}|Ft
]
=
∫ B
−∞
fQt,XT (b, ω)db , (3.42)
b 7→ fQt,XT (b, ω) is non-negative Q-a.s.. Moreover, 0 ≤ EQ
[
1{XT≤B}|Ft
] ≤ 1Ω, so that
∫ ∞
−∞
fQt,XT (b, ω)db = limB→∞
∫ B
−∞
fQt,XT (b, ω)db = 1 . (3.43)
Hence, fQt,XT (b, ω) gives us a probability measure on R, Q-a.s.. However, its null sets can
be non-null Lebesgue sets. Now let us construct EQ[XT |Ft] from EQ
[
1{XT≤B}|Ft
]
, and
B ∈ R, by the next theorem.
Theorem 3.34. Let XT ∈ L1(Ω) be as above. Then
EQ[XT |Ft] =
∫ ∞
−∞
bfQt,XT (b, ω)db , (3.44)
where fQt,XT (b, ω) is the Ft-conditional density function of XT .
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Proof. Let us define XnT by
XnT =

∑n2n+1
i=1
(−n+ i2n ) 1[−n+ i−12n ,−n+ i2n ) (XT ) if |XT | ≤ n,
n if XT ≥ n,
−n if XT ≤ −n.
Then XnT → XT Q-a.s., and since XT ∈ L1(Ω), then by dominated convergence theorem
we haveXnT →XT in L1(Ω). So,EQ[XnT |Ft]→ EQ[XT |Ft] in L1 norm also. Some subse-
quence will converge Q-a.s.. Moving to that subsequence (but not changing our notation),
we have
EQ[XnT |Ft] = EQ
n2n+1∑
i=1
(
−n+ i
2n
)
1[−n+ i−12n ,−n+ i2n ) (XT ) |Ft

+EQ
[
n1{XT≥n}|Ft
]
+ EQ[(−n)1{XT<−n}|Ft]
=
n2n+1∑
i=1
∫ −n+ i
2n
−n+ i−1
2n
(
−n+ i
2n
)
f
Q
t,XT
(b, ω)db
+
∫ ∞
n
(n)fQt,XT (b, ω)db+
∫ −n
−∞
(−n)fQt,XT (b, ω)db
→
∫ ∞
−∞
bf
Q
t,XT
(b, ω)db as n→∞, Q− a.s..
This result is a special case of the next theorem.
Theorem 3.35. Let g : R→ R be a Lebesgue measurable function and letXT be as above.
If g is such that g(XT ) belongs to L1 (Ω) and g(b)fQt,XT (b, ω) is Lebesgue integrable for
Q-almost everywhere ω, then
EQ[g(XT )|Ft] =
∫ ∞
−∞
g(b)fQt,XT (b, ω)db, (3.45)
where fQt,XT (B,ω) is the Ft-conditional density of XT .
Proof. Rewrite the proof of the previous theorem with g(XnT ) replacing XnT . We consider
integrability of g(b)fQt,XT (b, ω) in explicit cases later.
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One can regard fQt,XT (b, ω) as a family of measures indexed by ω. There are some
details, of how fQt,XT (b, ω) behaves as the real parameters which depend upon ω, of which
Xt (ω) is one, approach the boundary of their values, which may need consideration. There
is a discussion of this for the case XT = ST in Section 3.3.1. One consequence of this
theorem is that it allows us to define EQ[T (XT )|Ft] when T ∈ S ′ (R) is a distribution. Let
(ϕn) be a sequence of test function with defining T , then
EQ[ϕn(XT )|Ft] =
∫ ∞
−∞
ϕn(b)f
Q
t,XT
(b, ω)db.
If, for example, fQt,XT (b, ω) is Q-a.s. a test function, then
EQ[ϕn(XT )|Ft] =
∫ ∞
−∞
ϕn(b)f
Q
t,XT
(b, ω)db
→
∫ ∞
−∞
T (b)fQt,XT (b, ω)db
, EQ[T (XT )|Ft].
We shall see that this is the case withXT = ST . Even if fQt,XT (b, ω) is not a test function–as
is the case when XT = MSt,T–one can still compose a distribution with MSt,T . See Section
3.3.2 for detail.
Example 3.36. For δB(∙) the Dirac delta function at B,
EQ [δB (XT ) |Ft] =
∫ ∞
−∞
δB(b)f
Q
t,XT
(b, ω)db = fQt,XT (B,ω).
Notice that this is a function of ω ∈ Ω.
3.3.1 Conditional Expectation of the Composition of a Distribution with
ST
In this section, we continue to consider the conditional expectation of a composition of
distribution with a random variable. Here, let us consider the case that XT = ST .
Definition 3.37. Let fQt,ST denote the Ft–conditional density function of ST , corresponding
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to the distribution function FQt,ST (s, ω). Note that there is a generalization of the usual
idea of a density and we can think of fQt,ST (s, ω) as “the Ft-conditional probability that
ST = s”, i.e.,
fQt,ST (s, ω) :=
∂
∂s
FQt,ST (s, ω) (3.46)
and is given by equation (C.15). We extend fQt,ST (s, ω) to all of R by defining it to be zero
for s < 0.
Lemma 3.38. For Q-a.s. ω ∈ Ω, fQt,ST (s, ω), given by equation (C.15), is a test function.
Proof. We must proof that fQt,ST (s, ω) is infinitely differentiable at zero and rapidly de-
creasing as |s| → ∞. That is, to show that fQt,ST (s, ω) and its derivatives with respect to the
variable s decay faster than any polynomial as |s| → ∞. Since we define fQt,ST (s, ω) = 0
for s < 0, we need to make sure fQt,ST (s, ω) is infinitely differentiable at 0, i.e. as s → 0.
Let A = 1/
(
σ
√
T − t), C = −A (ln x+ μ(T − t)) and take D = 1/ (√2πσ√T − t). In
our calculation we can with loss of generality let D = 1. Then we simplify fQt,ST (s, ω) as
fQt,ST (s, ω) = s
−1e−
1
2
(A ln s+C)2 . (3.47)
Then take the first three orders of partial derivatives with respect to s, and we get
∂fQt,ST (s, ω)
∂s
= s−2e−
1
2
(A ln s+C)2{−A(A ln s+ C)− 1},
∂2fQt,ST (s, ω)
∂2s
= s−3e−
1
2
(A ln s+C)2 ∙
{3(A ln s+ C)A+ (A ln s+ C)2A2 − A2 + 2}
∂3fQt,ST (s, ω)
∂3s
= s−4e−
1
2
(A ln s+C)2 ∙
{−A3(A ln s+ C)2 + (2A2 − 6A2)(A ln s+ C)2
+ (A3 − 11A)(A ln s+ C) + 6A2 − 6}
.
.
.
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By induction, we find the partial derivatives have the general form
∂nfQt,ST (s, ω)
∂ns
= s−(n+1)e−
1
2
(A ln s+C)2h((A ln s+ C)), (3.48)
where h(∙) is a polynomial. Then for anym ∈ N, assume the limit
lim
s→∞
sm
∂nfQt,ST (s, ω)
∂ns
= 0 and lim
s→0
sm
∂nfQt,ST (s, ω)
∂ns
= 0 .
Take the (n+ 1)-th partial derivative:
∂n+1fQt,ST (s, ω)
∂n+1s
= s−(n+2)e−
1
2
(A ln s+C)2g((A ln s+ C)), (3.49)
where g((A ln s+C)) = A∂h((A ln s+C))
∂s
− (A(A ln s+C)+ (n+1))h((A ln s+C)) is still
a polynomial function. Then take the limit:
lim
s→∞
sm
∂n+1fQt,ST (s, ω)
∂n+1s
= 0 and lim
s→0
sm
∂n+1fQt,ST (s, ω)
∂n+1s
= 0,
which complete the proof by induction.
The next theorem shows us that for g : R+ → R a Borel measurable function, integrals∫ ∞
0
g(s)fQt,ST (s, ω)ds
will exist for a class of functions larger than L2 (R+).
Theorem 3.39. Let L1
(
[0,∞),B, λ) be Lebesgue measure space. Consider a space
L1
(
[0,∞),B, μx
)
,
where μx(E) =
∫
E
fx(s)ds, for E ∈ Bˉ and
fx(s) =
1
s
√
2πσ
√
T − t exp
−12
(
ln(s/x)− (r − σ2
2
)(T − t)
σ
√
T − t
)2 .
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Then we have
L1
(
[0,∞),B, λ) ⊂ L1 ([0,∞),B, μx) .
Proof. By Lemma 3.38, we know lims→∞ fx(s) = 0 and lims→0 fx(s) = 0. Besides, fx(s)
is differentiable and has a unique maximum at s∗ = x exp {(r − 3
2
σ2)(T − t)} such that
fx(s
∗) =
1
x
√
2πσ
√
T − t exp {−(r − σ
2)(T − t)}.
Hence fx(s) ∈ L∞
(
[0,∞),B, λ).
For X ∈ L1 ([0,∞),B, λ), of course ∫R+ Xdλ < ∞, we want to show that X ∈
L1
(
[0,∞),B, μx
)
. Since X is B−measurable we only need to show that ∫R+ Xdμx <∞.
We already know that for a simple function, g, we have∫
R+
g(s)dμx =
∫
R+
g(s)fx(s)ds .
This formula extends to every element of L1
(
[0,∞),B, μx
)
, so X is μx integrable if and
only if Xfx is λ-integrable. It follows that Xfx ∈ L1
(
[0,∞),B, λ). This is because
|Xfx| ≤ ‖fx(s)‖∞ |X| .
Hence, X ∈ L1 ([0,∞),B, μx).
Corollary 3.40. For each x > 0, we have
∞⋃
p=1
Lp
(
[0,∞),B, λ) ⊆ L1 ([0,∞),B, μx) .
Proof. We have Y ∈ Lp(λ) ⇔ |Y |p ∈ L1(λ), then |Y |p ∈ L1(μx) ⇒ Y ∈ Lp(μx) which
is the subset of L1(μx).
Remark 3.41. For each x, L1
(
[0,∞),B, μx
)
contains S(R), the test functions.
By the theorem above, we can define
EQ [g(ST )|Ft] :=
∫ ∞
0
g(s)fQt,ST (s, ω)ds (3.50)
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for a large class of g′s for which g(ST ) ∈ L1(Ω). Note that while the right-hand side of the
above equation exists for a large class of functions, g, we must restrict these, so that g(ST )
lies in L1, otherwise EQ[g(ST )] may not be defined.
Example 3.42. Take the approach to the Dirac delta function that it is obtained as the limit
of a sequence of“smooth spikes”, ϕn(∙), converging to δB(∙) in the sense of distribution.
Then we have
EQ [ϕn (ST ) |Ft] =
∫ ∞
0
ϕn(s)f
Q
t,ST
(s, ω)ds
→
∫ ∞
0
δB(s)f
Q
t,ST
(s, ω)ds = fQt,ST (B,ω)
, EQ [δB (ST ) |Ft] .
So we have shown that
∫∞
0
δB(s)f
Q
t,ST
(s, ω)ds makes perfectly good sense, and we have
given a complete treatment of the example in [4].
The next few lemmas compute various Malliavin derivatives under the conditional ex-
pectation. We do this directly, by approximation. We are aware of the treatment of distribu-
tion in [44], in particular Theorem 6.16, which shows that any continuous function can be
approximated by C∞ functions (infinitely differentiable function) uniformly on compact
sets, and its distributional derivatives too. But we prefer to get our results by elementary
methods.
Lemma 3.43. For G = 1{ST<B} ∈ L2(Ω), we have
EQ
[
Dt1{ST<B}|Ft
]
= −EQ [δB (ST )DtST |Ft] Q− a.s.. (3.51)
Proof. Let Ψ0,B,n be the functions defined in equation (B.1) and denote TΨ0,B,n by the
distributional derivative of Ψ0,B,n. By Lemma B.1, we know
lim
n→∞
TΨ0,B,n(∙) = δ0(∙)− δB(∙)
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in the sense of distribution. For ST ∈ D1,2, we have
Ψ0,B,n (ST )→ 1[0,B] (ST ) , Q− a.s..
By Proposition 2.29, we knowΨ0,B,n (ST ) ∈ D1,2 ⊂ L2(Ω). Note that ‖Ψ0,B,n (ST ) ‖2 ≤ 1,
for all n. So {Ψ20,B,n (ST ) : n ∈ N} is bounded in ‖∙‖2 and therefore a uniformly integrable
set. The Vitali convergence theorem (see III. 6.15 of [19]) tells us that
Ψ0,B,n(ST )→ 1[0,B](ST ) in L2(Ω).
Consequently, by Remark 3.26
EQ[DtΨ0,B,n (ST ) |Ft]→ EQ
[
Dt1{ST<B}|Ft
]
. (3.52)
By Proposition 2.29, we have
EQ [DtΨ0,B,n (ST ) |Ft] = EQ
[
Ψ
′
0,B,n (ST )DtST |Ft
]
.
Since Ψ0,B,n is differentiable, by Proposition 1.23 we know Ψ
′
0,B,n = TΨ0,B,n . Moreover,
by Lemma 3.38, we know fQt,ST is a test function and we have
EQ
[
Ψ
′
0,B,n (ST )DtST |Ft
]
=
∫ ∞
0
Ψ
′
0,B,n(s)σsf
Q
t,ST
(s, ω)ds
=
∫ ∞
0
TΨ0,B,n(s)σsf
Q
t,ST
(s, ω)ds
→ −
∫ ∞
0
δB(s)σsf
Q
t,ST
(s, ω)ds Q− a.s.
= −EQ [δB (ST )DtST |Ft] , (3.53)
in the sense of distribution. Note that we use the fact that ST > 0, Q-a.s., so δ0(ST ) = 0,
Q-a.s. Therefore,
EQ
[
Dt1{ST<B}|Ft
]
= −EQ [δB (ST )DtST |Ft] Q− a.s..
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Lemma 3.44. For G = (ST −K)+ ∈ L2(Ω), we have
EQ[Dt(ST −K)+|Ft] = EQ[1[K,∞)(ST )DtST |Ft]. (3.54)
Proof. Let Φn be given by equation (B.8) and TΦn denotes the distributional derivative of
Φn. By Lemma B.2, we know
lim
n→∞
TΦn(∙) = 1[K,∞)(∙)
in the sense of distribution. Note the sequence (Φn) approximate (x−K)+ pointwise and
for each n ∈ N, (x − K)+ ≤ Φn(x) ≤ x+. For ST ∈ L2(Ω) a non-negative stochastic
variable, we have
Φn(ST )→ (ST −K)+, Q− a.s.
and (ST − K)+ ≤ Φn(ST ) ≤ ST , Q-a.s. Therefore, Φ2n(ST ) ≤ S2T , which means that
{Φ2n(ST ) : n ∈ N} is a uniformly integrable set. By Vitali Convergence Theorem (see III.
6.15 of [19]), we have
Φn(ST )→ (ST −K)+, in L2(Ω).
Consequently, by Remark 3.26
EQ[DtΦn(ST )|Ft]→ EQ[Dt(ST −K)+|Ft]. (3.55)
By equation (B.12) we know the partial derivative of Φn is bounded, then by Proposition
2.29 we have
EQ[DtΦn(ST )|Ft] = EQ[Φ′n(ST )DtSTFt].
Since Φn is differentiable, by Proposition 1.23 we know TΦn = Φ
′
n. Moreover, by Lemma
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3.38, we know fQt,ST is a test function and we have
EQ[Φ
′
n(ST )DtST |Ft] =
∫ ∞
0
TΦn(s)σsf
Q
t,ST
(s, ω)1{t≤T}ds
→
∫ ∞
0
1[K,∞)(s)σsf
Q
t,ST
(s, ω)1{t≤T}ds
= EQ[1[K,∞)(ST )DtST |Ft], (3.56)
in the sense of distribution. Therefore,
EQ[Dt(ST −K)+|Ft] = EQ[1[K,∞)(ST )DtST |Ft].
Lemma 3.45. For G = (ST −K)+1{ST≤B} ∈ L2(Ω) with B > K, we have
EQ
[
Dt
(
(ST −K)+1{ST≤B}
) |Ft] (3.57)
= EQ
[
1{K<ST≤B}DtST |Ft
]− EQ [(ST −K)+δB(ST )DtST |Ft] Q− a.s..
Proof. Let Φn and Ψ0,B,n be the functions defined in equation (B.8) and equation (B.1).
For ST ∈ D1,2, we have
Φn(ST ) → (ST −K)+ Q− a.s.,
Ψ0,B,n(ST ) → 1[0,B](ST ) Q− a.s..
Therefore,
Φn(ST )Ψ0,B,n(ST )→ (ST −K)+1[0,B](ST ), Q− a.s..
Note that 0 ≤ Φn(ST )Ψ0,B,n(ST ) ≤ ST , for all n. So {Φ2n(ST )Ψ20,B,n(ST ) : n ∈ N} is a
uniformly integrable set. Then Vitali convergence theorem (see III. 6.15 of [19]) tells us
that
Φn(ST )Ψ0,B,n(ST )→ (ST −K)+1[0,B](ST ), in L2(Ω). (3.58)
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Consequently, by Remark 3.26 we have
EQ [Dt (Φn(ST )Ψ0,B,n(ST ))]→ EQ
[
Dt
(
(ST −K)+1[0,B](ST )
) |Ft] . (3.59)
Note that Φn(x)Ψ0,B,n(x) is a continuously differentiable function and |Φ′n(x)Ψ0,B,n(x)| ≤
|Φ′n(x)| < 1 and |Φn(x)Ψ′0,B,n(x)| < Mn for some constantMn for each n. So by Propo-
sition 2.29, we have
Dt (Φn(ST )Ψ0,B,n(ST )) = Φn(ST )Ψ
′
0,B,n(ST )DtST +Ψ0,B,n(ST )Φ
′
n(ST )DtST .
Then taking the conditional expectation of the first term in the above equation, we have
EQ [Ψ0,B,n(ST )Φ
′
n(ST )DtST |Ft]
=
∫ ∞
0
Ψ0,B,n(s)TΦn(s)σsf
Q
t,ST
(s, ω)ds
→
∫ ∞
0
1[0,B](s)1[K,∞)(s)σsf
Q
t,ST
(s, ω)ds Q− a.s.
= EQ
[
1[K,B](ST )DtST |Ft
]
Q− a.s., (3.60)
in the sense of distribution and
EQ
[
Φn(ST )TΨ0,B,n(ST )DtST |Ft
]
=
∫ ∞
0
Φn(s)TΨ0,B,n(s)σsf
Q
t,ST
(s, ω)ds
→ −
∫ ∞
0
(s−K)+δB(s)σsfQt,ST (s, ω)ds Q− a.s.
= −EQ [(ST −K)+δB(ST )DtST |Ft] Q− a.s. (3.61)
in the sense of distribution. Therefore,
EQ
[
Dt
(
(ST −K)+1{ST<B}
) |Ft]
= EQ
[
1{K<ST≤B}DtST |Ft
]− EQ [(ST −K)+δB(ST )DtST |Ft] Q− a.s..
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3.3.2 Conditional Expectation of the Composition of a Distribution with
MSt,T
In this section, we continue to consider the conditional expectation of a composition of
distribution with a random variable. Here, let us consider the case that XT =MSt,T .
Definition 3.46. Let fQ
t,MSt,T
denote the Ft–conditional density function of MSt,T , corre-
sponding to the distribution function FQ
t,MSt,T
(m,ω). We can think of fQ
t,MSt,T
(m,ω) as the
Ft conditional probability thatMSt,T = m, i.e.
fQ
t,MSt,T
(m,ω) :=
∂
∂m
FQ
t,MSt,T
(m,ω) .
Note that for each fixed St(ω) = x > 0, fQt,MSt,T (m,ω) is a continuous function on
[x,∞) with
lim
m→∞
fQ
t,MSt,T
(m,ω) = 0. (3.62)
Also notice that we cannot have x > m, because x = St = MSt,t ≤ MSt,T . The time
t-conditional distribution function Q(MSt,T ≤ m|Ft) only makes sense for x ≤ m, the
probability that {MSt,T < St} is zero. So the time t-conditional distribution function only
works for certain values. The time t conditional density function only exists for the same
range of values as the time t-conditional distribution function does. The time t-conditional
density is actually
1[x,∞)(m)f
Q
t,MSt,T
(m,ω) := fx,Q
t,MSt,T
(m,ω). (3.63)
where fx,Q
t,MSt,T
(m,ω) is given by equation (C.23). Notice that asm→ x, we have
fx,Q
t,MSt,T
(m,ω)→ 2
xσ
√
T − tn
(−μ(T − t)
σ
√
T − t
)
− 2μ
xσ2
N
(−μ(T − t)
σ
√
T − t
)
, (3.64)
where n(∙) is the standard normal density function and given by equation (C.7) and N(∙)
is the standard normal cumulative distribution function and given by equation (C.6). Note
that for each x > 0, we have that fx,Q
t,MSt,T
(B,ω) is infinitely differentiable at m = x. Then
we multiply it by the indicator 1[x,∞)(m), which puts a jump in it if one regards it to exist
for m < x, but a perfectly logical and consisted view is that the time t-conditional density
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function is given by a smooth function of μ, σ, T, t, x,m, in the region {(m,x) : 0 < x ≤
m}. However, it is still true that
0 ≤ EQ
[
1{MSt,T≤B}|Ft
]
≤ 1Ω Q− a.s. (3.65)
and
EQ
[
1{MSt,T≤B}|Ft
]
→ 1Ω as B →∞, Q− a.s.. (3.66)
But 1{MSt,T≤B} = 1{St≤MSt,T≤B}, so the “left end point is random”. For B < St(ω), the
indicator is zero at that ω. However the time t-conditional density function still gives us
a probability measure, but it is zero until x. As before, we can define integrals for a wide
class of functions ofMSt,T .
Remark 3.47. Let Ψ0,B,n be the functions defined in equation (B.1). Although by Lemma
B.1, we know TΨ0,B,n(∙)→ δ0(∙)−δB(∙) in the sense of distribution, we cannot immediately
make our conclusion such as∫ ∞
0
TΨ0,B,n(m)f
x,Q
t,MSt,T
(m,ω)dm→
∫ ∞
0
δB(m)f
x,Q
t,MSt,T
(m,ω)dm Q− a.s.,
in the sense of distribution, because fx,Q
t,MSt,T
(m,ω) is not a test function. However, for each
x 6= B, it is still true that∫ ∞
0
Ψ
′
0,B,n(m)f
x,Q
t,MSt,T
(m,ω)dm→
∫ ∞
0
δB(m)f
x,Q
t,MSt,T
(m,ω)dm.
When x = B, we cannot make sense of the delta function at B. But this only occurs on
Q-null set {St(ω) = B}. So long as x 6= B, we take the limit at points of continuity of the
integrand. With these in mind, we have the following lemmas.
Lemma 3.48. For G = 1{MS0,T<B} ∈ L
2(Ω), we have
EQ
[
Dt1{MS0,T<B}|Ft
]
= EQ
[
Dt
(
1{MS0,t<B}1{MSt,T<B}
)
|Ft
]
Q− a.s.
= −EQ [δB (MS0,T )DtMS0,T |Ft] Q− a.s. (3.67)
= −1{MS0,t<B}σBf
x,Q
t,MSt,T
(B,ω) Q− a.s..(3.68)
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Proof. Let Ψ0,B,n be the functions defined in equation (B.1). As the procedure in Lemma
3.43, we have
EQ
[
DtΨ0,B,n
(
MS0,T
) |Ft] = EQ [Ψ′0,B,n (MS0,T )DtMS0,T |Ft] .
For t ∈ [0, T ], we have
EQ
[
Ψ
′
0,B,n
(
MS0,T
)
DtM
S
0,T |Ft
]
=
∫ ∞
0
Ψ
′
0,B,n(m)σm1{MS0,t≤m}f
x,Q
t,MSt,T
(m,ω)dm
→ −
∫ ∞
0
δB(m)σm1{MS0,t≤m}f
x,Q
t,MSt,T
(m,ω)dm Q− a.s.
= −1{MS0,t<B}σBf
x,Q
t,MSt,T
(B,ω) Q− a.s.
= −EQ [δB (MS0,T )DtMS0,T |Ft] Q− a.s..
Therefore,
EQ
[
Dt1{MS0,T<B}|Ft
]
= −EQ [δB (MS0,T )DtMS0,T |Ft] Q− a.s..
3.3.3 Conditional Expectation of the Composition of a Distribution with
ST andMSt,T
In this section, we consider the extension of our formula (3.45). We suppose that we have
two non-negative, adapted assets X and Y . Define
EQ
[
1{XT≤s,YT≤m}|Ft
]
= H(s,m), (3.69)
where H is some twice continuously differentiable function of s, m, with x = Xt(ω) > 0
and y = Yt(ω) > 0. The parameters σ, r, T , etc will be deprecated. The mixed partial
derivative;
∂H(s,m)
∂s∂m
= fx,y,Qt,XT ,YT (s,m, ω) (3.70)
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is the time t-conditional density function of (XT , YT ). Let g(s,m) be a simple function of
the form,
∑k
i=1 αi1Ri(s,m), where αi ∈ R and Ri = Ei × Fi is bounded rectangle in R.
Then
EQ[g(XT , YT )|Ft] =
∫
R+×R+
g(s,m)fx,y,Qt,XT ,YT (s,m, ω)dsdm. (3.71)
This extends to all g : R+ × R+ → R which are integrable with respect to every fx,y,Qt,XT ,YT
and for which g(XT , YT ) is an integrable random variable. As before;
0 ≤ EQ [1{XT≤s,YT≤m}|Ft] ≤ 1Ω. (3.72)
So that fx,y,Qt,XT ,YT (s,m, ω) ≥ 0 is continuous for s and m in the appropriate range of values,
and ∫
R+×R+
fx,y,Qt,XT ,YT (s,m, ω)dsdm = 1 Q− a.s.. (3.73)
That is, it gives us a probability measure on R+ × R+ almost surely. So the class of func-
tions, g, we can compose with (XT , YT ) is very large. As before with fx,Qt,Mt,T , the region for
which the expression fx,y,Qt,XT ,YT (s,m, ω) makes sense, and therefore equation (3.71) makes
sense, needs to be determined for each pair (XT , YT ).
Remark 3.49. Let Φn and Ψ0,B,n be the functions defined in equation (B.8) and equa-
tion (B.1). The function Ψ0,B,n(m)Φ′n(s)s → 1[0,B](m)1[K,∞)(s)s, almost everywhere in
(m, s) and |Ψ0,B,n(m)Φ′n(s)s| ≤ s which is integrable with respect to the measure given
by fx,Q
t,MSt,T ,ST
(m, s, ω). By the dominated convergence theorem, we have
∫ ∞
0
∫ m
0
Ψ0,B,n(m)Φ
′
n(s)sf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm
→
∫ ∞
0
∫ m
0
1[0,B](m)1[K,∞)(s)sf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm Q− a.s..
Let Φˆn be the functions defined in equation (B.17). Now let us consider,
lim
n→0
∫ ∞
0
∫ m
0
Φˆn(s)Ψ
′
0,B,n(m)σm1{MS0,t≤m}f
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm.
First of all, Ψ′0,B,n(m) amounts to the symmetric pulse with unit integral on [B,B + 1n ],
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also Φˆn(s)→ (s−K)+ uniformly on [0, B+1]. Indeed, for all large n, Φˆn(s) only differs
from (s−K)+ on [K − 1
n
, K + 1
n
], for s ∈ [0, B + 1]. For large enough n, and a fixed x,
fx,Q
t,MSt,T ,ST
(m, s, ω) is a continuous function on the rectangle [B,B + 1
n
]× [K − 1
n
, K + 1
n
].
This argument works for all x 6= B, and the set of ω such that x = B is Q-null set. This
allows us to prove that∫ ∞
0
∫ m
0
Φˆn(s)Ψ
′
0,B,n(m)σm1{MS0,t≤m}f
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm
→ −
∫ ∞
0
∫ m
0
(s−K)+δB(m)σm1{MS0,t≤m}f
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm Q− a.s.
With this remark in mind, we have the following lemma.
Lemma 3.50. For G = (ST −K)+1{MS0,T<B}, we have
EQ
[
Dt
(
(ST −K)+1{MS0,T<B}
)
|Ft
]
(3.74)
= 1{MS0,t<B}E
Q
[
1[0,B]
(
MSt,T
)
1[K,∞)(ST )DtST |Ft
]
− 1{MS0,t<B}E
Q
[
(ST −K)+δB(MSt,T )DtMSt,T |Ft
]
. Q− a.s..
Proof. Note that (ST − K)+1{MS0,T<B} = (ST − K)
+1{MS0,t<B}1{MSt,T<B} Q-a.s.. Let
Φn and Ψ0,B,n be the functions defined in equation (B.8) and (B.1). We modify Φn here by
making it as a bounded function. The reason for this is that the productΦn(x)Ψ0,B,n(y)Ψ0,B,n(z)
has partial derivative with respect to y or z which are unbounded. Because Φn is un-
bounded and this prevents us from using the chain rule given by Proposition 2.29. So
we define Φˆn be given by equation (B.17). Notice that Φˆn(x) → (x − K)+ for every x.
For ST ∈ D1,2 we have Φˆn(ST ) → (ST − K)+, Q-a.s.. For MS0,t,MSt,T ∈ D1,2, we have
Ψ0,B,n(M
S
0,t)→ 1[0,B](MS0,t), Q-a.s. and Ψ0,B,n(MSt,T )→ 1[0,B](MSt,T ), Q-a.s.. Therefore,
Φˆn(ST )Ψ0,B,n
(
MS0,t
)
Ψ0,B,n
(
MSt,T
)→ (ST −K)+1[0,B] (MS0,t) 1[0,B] (MSt,T ) , Q− a.s..
Note that 0 ≤ Φˆn(ST )Ψ0,B,n
(
MS0,t
)
Ψ0,B,n
(
MSt,T
) ≤ ST , for all n. Therefore, we have that{
Φˆ2n(ST )Ψ
2
0,B,n
(
MS0,t
)
Ψ20,B,n
(
MSt,T
)
: n ∈ N
}
is a uniformly integrable set. Then Vitali
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convergence theorem (see III. 6.15 of [19]) tells us that
Φˆn(ST )Ψ0,B,n
(
MS0,t
)
Ψ0,B,n
(
MSt,T
)
→ (ST −K)+1[0,B]
(
MS0,t
)
1[0,B]
(
MSt,T
)
, in L2(Ω). (3.75)
Consequently, by Remark 3.26 we have
EQ
[
Dt
(
Φˆn(ST )Ψ0,B,n(M
S
0,t)Ψ0,B,n(M
S
t,T )
)
|Ft
]
→ EQ [Dt ((ST −K)+1[0,B](MS0,t)1[0,B](MSt,T )) |Ft] . (3.76)
Let ρn(x, y, z) = Φˆn(x)Ψ0,B,n(y)Ψ0,B,n(z), which is continuously differentiable. Then∣∣∣∣∂ρn∂x
∣∣∣∣ = |Φˆ′n(x)Ψ0,B,n(y)Ψ0,B,n(z)| ≤ |Φˆ′n(x)| ≤ 1,∣∣∣∣∂ρn∂y
∣∣∣∣ = |Φˆn(x)Ψ′0,B,n(y)Ψ0,B,n(z)| < Mn∣∣∣∣∂ρn∂z
∣∣∣∣ = |Φˆn(x)Ψ0,B,n(y)Ψ′0,B,n(z)| < Mn,
for some constantMn for each n. So by Proposition 2.29, we have
Dt
(
Φˆn(ST )Ψ0,B,n(M
S
0,t)Ψ0,B,n(M
S
t,T )
)
= Ψ0,B,n(M
S
0,t)Ψ0,B,n(M
S
t,T )Φˆ
′
n(ST )DtST
+ Φˆn(ST )Ψ0,B,n(M
S
0,t)Ψ
′
0,B,n(M
S
t,T )DtM
S
t,T
+ Φˆn(ST )Ψ0,B,n(M
S
t,T )Ψ
′
0,B,n(M
S
0,t)DtM
S
0,t.
Then taking the conditional expectation of the first term in the above equation, and by
noticing Ψ0,B,n(MS0,t) is Ft-measurable, we have
EQ
[
Ψ0,B,n(M
S
0,t)Ψ0,B,n(M
S
t,T )Φˆ
′
n(ST )DtST |Ft
]
= Ψ0,B,n(M
S
0,t)
∫ ∞
0
∫ m
0
Ψ0,B,n(m)Φˆ
′
n(s)σsf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm
→ 1{MS0,t<B}
∫ ∞
0
∫ m
0
1[0,B](m)1[K,∞)(s)σsf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm Q− a.s.
= 1{MS0,t<B}E
Q
[
1[0,B]
(
MSt,T
)
1[K,∞)(ST )DtST |Ft
]
, (3.77)
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and for 0 ≤ t ≤ T , we have
EQ
[
Φˆn(ST )Ψ0,B,n(M
S
0,t)Ψ
′
0,B,n(M
S
t,T )DtM
S
t,T |Ft
]
= Ψ0,B,n(M
S
0,t)E
Q
[
Φˆn(ST )Ψ
′
0,B,n(M
S
t,T )DtM
S
t,T |Ft
]
= Ψ0,B,n(M
S
0,t)
∫ ∞
0
∫ m
0
Φˆn(s)Ψ
′
0,B,n(m)σmf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm
→ −1{MS0,t<B}
∫ ∞
0
∫ m
0
(s−K)+δB(m)σmfx,Qt,MSt,T ,ST (m, s, ω)dsdm Q− a.s.
= −1{MS0,t<B}E
Q
[
(ST −K)+δB(MSt,T )DtMSt,T |Ft
]
. (3.78)
Notice that DtMS0,t = 0 by Remark 2.38, then the third term is zero. Hence, we have
EQ
[
Dt
(
(ST −K)+1{MS0,T<B}
)
|Ft
]
= 1{MS0,t<B}E
Q
[
1[0,B]
(
MSt,T
)
1[K,∞)(ST )DtST |Ft
]
− 1{MS0,t<B}E
Q
[
(ST −K)+δB(MSt,T )DtMSt,T |Ft
]
. Q− a.s..
We have offered our own proof for the calculation of the Malliavin derivative of the
indicator function 1{ST>B} under the conditional expectation, the Malliavin derivative of
the function (ST − K)+ under the conditional expectation and the Malliavin derivative
of the product (ST − K)+1{MS0,T<B} under the conditional expectation. We need those in
Chapter 5 when we apply Malliavin calculus to find the hedging formula for the exotic
barrier options. Let us think about the well known European Call option and Digital barrier
option as examples before we finish this section.
Example 3.51. Consider the European call option G = (ST −K)+. Since G ∈ L2(Ω), it
is attainable by a self-financing portfolio h = (h0, h1). By Proposition 3.28 and Lemma
3.44, we get
h1t = e
−r(T−t)σ−1S−1t E
Q[Dt(ST −K)+|Ft]
= e−r(T−t)S−1t E
Q[ST1{ST>K}|Ft] .
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For S given by equation (1.18), we have ST = S0 exp
{(
r − 1
2
σ2
)
T + σWT
}
. Let F =
S0e
rT and ξ = exp
{−1
2
σ2T + σWT
}
and defining an equivalent probability measure Q∗
by dQ∗/dQ = ξ, we have by Girsanov theorem,
EQ[ST1{ST>K}|Ft] = FEQ[ξ1{ST>K}|Ft]
= FEQ[ξ|Ft]EQ∗ [1{ST>K}|Ft]
= Ste
r(T−t)EQ
∗
[1{ST>K}|Ft] .
Therefore,
h1t = E
Q∗ [1{ST>K}|Ft] = 1− FQ
∗
t,ST
(K,ω) , (3.79)
where FQ
∗
t,ST
is the Ft-conditional cumulative distribution function of ST under the measure
Q∗ and is given by equation (C.45).
Example 3.52. Consider the digital barrier option G = 1{MS0,T>B}. Since G ∈ L
2(Ω), it
is attainable by a self-financing portfolio h = (h0, h1). By Proposition 3.28 and Lemma
3.48, we get
h1t = e
−r(T−t)σ−1S−1t E
Q
[
Dt1{MS0,T>B}|Ft
]
= e−r(T−t)σ−1S−1t E
Q
[
δB
(
MS0,T
)
DtM
S
0,T |Ft
]
For 0 ≤ t ≤ T , MS0,t ≤ MSt,T means that the maximum value of S in the interval [0, T ]
happens in the interval [t, T ], hence
h1t = e
−r(T−t)σ−1S−1t E
Q
[
δB
(
MS0,T
)
σMS0,T1{MS0,t≤MSt,T}|Ft
]
= e−r(T−t)S−1t E
Q
[
δB
(
MSt,T
)
MSt,T1{MS0,t≤MSt,T}|Ft
]
= e−r(T−t)S−1t
∫ ∞
0
δB(m)m1{MS0,t≤m}f
x,Q
t,MSt,T
(m,ω) dm
= e−r(T−t)S−1t B1{MS0,t≤B}f
x,Q
t,MSt,T
(B,ω) ,
where fx,Q
t,MSt,T
denotes the Ft-conditional density function ofMSt,T under the measureQ and
is given by equation (C.23).
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3.4 Discussion
The next proposition is stated in [5] and claims that when a stochastic variable F belongs
to D1,2 and ϕ is a piecewise Lipschitz function, such that ϕ(F ) ∈ L2(Ω), we still have the
chain rule for the Malliavin derivative of Dtϕ(F ).
Proposition 3.53 (See Corollary 5.3 in [5]). Suppose F = (F1, . . . , Fn) is a stochastic
vector with each Fi ∈ D1,2, and that the law of F is absolutely continuous with respect
to Lebesgue measure on Rn. Let ϕ : Rn → R be a piecewise Lipschitz function such that
ϕ (F ) ∈ L2 (Ω). Then Dtϕ (F ) ∈ D−1,2 (L2 ([0, T ])), and
Dtϕ (F ) =
n∑
i=1
∂ϕ
∂xi
(F )DtFi , (3.80)
where ∂ϕ
∂xi
(F ) is interpreted as an element of D−1,2 for all i.
As a generation of the chain rule of Proposition 2.31 (which is Proposition 1.2.4 in
[35]), it would be very useful for some of our specific calculations. However, we look at
the proof and find it is not transparent and difficult to follow. So we have provided explicit
proofs for the cases that this result would cover. While we looked for a proof of this result
we noted a remark in Chapter 6 of Nualart’s book [35], where he states that, for a function
Φ(∙), “By means of an approximation procedure these formulas still hold although the
function Φ and its derivative are not Lipschitz. We just need Φ to be piecewise continuous
with jump discontinuities with linear growth. In particular, we can apply these formulas to
the case of and European call option Φ(x) = (x−K)+ or digital option Φ(x) = 1{x>K}”.
But there is no mention of a chain rule for piecewise Lipschitz functions of elements of
D1,2.
For a piecewise Lipschitz F , each “piece” will be continuous, indeed absolutely con-
tinuous and possess a derivative almost everywhere. One can envisage that by smoothing
out the jump discontinuities one might be able to prove a version of Bermin’s Corollary 5.3
of [5] by approximation.
In Malliavin and Thalmaier [32], there is a version of Nualart’s Proposition 1.2.4 stated
as Theorem 1.10, but not proved. They also examine two methods for dealing with barrier
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style options in their Chapter 2, computation of Greeks and Integration by parts formu-
las. Based upon ‘pathwise smearing’, it has its roots in a P.D.E. view. They provide two
techniques for computing the Greek. One uses martingale methods, the other a mixture of
p.d.e.’s and use of Brownian motion reflected at the barrier.
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Chapter 4
Malliavin Calculus in the
Multi-dimensional Case
In this chapter, we extend the concepts of Malliavin calculus from the one-dimensional
case to the multi-dimensional case. The reason for this is for the consideration of barrier
structures which rely on more than one asset. We will give the derivation of Malliavin
derivative of random variable driven by multi-dimensional Brownian motions, and find the
replicating strategy of a contingent claim in which there are multiple stocks.
We let [0, T ] be a fixed finite time-interval and assume (Wt) is a two-dimensional Brow-
nian motion on the complete filtered probability space (Ω,F , Q), i.e., Wt = (W 1t ,W 2t ),
where W it is a one-dimensional Brownian motion for i = 1, 2 and W 1t ,W 2t are strongly
orthogonal, i.e. W 1t W 2t is an L1 martingale, 〈W 1t ,W 2t 〉 = 0 and moreover W 1t ,W 2t are
independent.
Definition 4.1. Let C∞p (Rn) denote the set of all infinitely continuously differentiable func-
tions ϕ : Rn → R, such that ϕ and all its partial derivatives have polynomial growth.
Let f ∈ C∞p (R2n) : R2n → R, and t1, ∙ ∙ ∙ , tn be time points in [0, T ], and set
F (ω) = f(Wt1 ,Wt2 , ∙ ∙ ∙ ,Wtn)
≡ f(W 1t1 ,W 2t1 ,W 1t2 ,W 2t2 , ∙ ∙ ∙ ,W 1tn ,W 2tn) .
Then F is said to be a smooth stochastic variable and denote S by the class of smooth
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stochastic variables.
In this section, our Ω is all continuous functions on [0, T ] with values in R2 and ini-
tial value zero: C0([0, T ],R2). Brownian motion is the evaluation map as before: ω ∈
C0([0, T ],R2), and ω = (ω1, ω2), where ωi is a continuous R-valued function on [0, T ]
with ωi(0) = 0 for i = 1, 2. Note that, as in the one-dimensional case, we take a concrete
realization of two-dimensional Brownian motion. We have Wt(ω) = (ω1(t), ω2(t)) =
(W 1t (ω),W
2
t (ω)).
Definition 4.2. Define the Cameron-Martin space,H, a subspace of C0([0, T ],R2), by
H =
{
γ : [0, T ]→ R2; γ(t) =
∫ t
0
•
γ(s)ds; |γ|2H =
∫ T
0
∣∣∣•γ∣∣∣2 dt} . (4.1)
Remark 4.3. Note that •γ : [0, T ]→ R2 is (B([0, T ]),B2)-measurable and
∫ T
0
∣∣∣•γ∣∣∣2 dt = ∫ T
0
(( •
γ1
)2
+
( •
γ2
)2)
dt <∞.
First, consider a very special case. Take a random variable F : Ω→ R of the form
F (ω) = f(Wt(ω)), (4.2)
where the deterministic function f ∈ C∞p : R2 → R, and consider f(x) = f(x1, x2)
composed withWt = (W 1t ,W 2t ).
Proposition 4.4. For F (ω) defined by equation (4.2), the directional derivative of F (ω) is
given by
DγF (ω) =
∂f
∂x1
(
ω1(t), ω2(t)
)
γ1(t) +
∂f
∂x2
(
ω1(t), ω2(t)
)
γ2(t), (4.3)
for γ ∈ H.
Proof. We offer the following proof. By definition of directional derivative and assuming
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γ1(t) 6= 0 and γ2(t) 6= 0, we have
DγF (ω) = lim
→0
F (ω + γ)− F (ω)

= lim
→0
f(ω(t) + γ(t)))− f(ω(t))

= lim
→0
1

(
f(ω1(t) + γ1(t)), f(ω2(t) + γ2(t)))− f(ω1(t), ω2(t)))
= γ1(t) lim
→0
f(ω1(t) + γ1(t)), f(ω2(t) + γ2(t)))− f(ω1(t), ω2(t) + γ2(t))
γ1(t)
+γ2(t) lim
→0
f(ω1(t), ω2(t) + γ2(t))− f(ω1(t), ω2(t))
γ2(t)
=
∂f
∂x1
(
ω1(t), ω2(t)
)
γ1(t) +
∂f
∂x2
(
ω1(t), ω2(t)
)
γ2(t) .
It is easy to check that for each ω ∈ Ω the map γ 7→ DγF (ω) is a continuous linear
functional on the Cameron Martin Space, and by the Riesz representation theorem, there
exists a unique stochastic variable∇F (ω) ∈ H, such that
DγF (ω) = 〈∇F (ω) , γ〉H =
∫ T
0
DsF (ω) ∙ •γ(s)ds , (4.4)
with DsF (ω) an R2-valued stochastic process, (D1sF (ω) , D2sF (ω)).
Proposition 4.5. For F defined by equation (4.2), the Malliavin derivative of F is the
stochastic vector process DsF = (D1sF,D2sF ) with components
D1sF (ω) =
∂f
∂x1
(Wt(ω)) 1[0,t](s) ,
D2sF (ω) =
∂f
∂x2
(Wt(ω)) 1[0,t](s).
Proof. The map γ 7→ DγF is a continuous linear map of the two-dimensional Cameron-
Martin space into R. Now γ = (γ1, γ2) and γi are elements of the one-dimensional
Cameron-Martin space, i = 1, 2. By Proposition 2.12, we know γi 7→ γi(s) is a continuous
linear functional on the one-dimensional Cameron-Martin space, and from Proposition 4.4
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we have
DγF (ω) =
∂f
∂x1
(Wt(ω)) γ
1(t) +
∂f
∂x2
(Wt(ω)) γ
2(t)
=
∂f
∂x1
(Wt(ω))
∫ t
0
•
γ
1
ds+
∂f
∂x2
(Wt(ω))
∫ t
0
•
γ
2
ds
=
∫ T
0
(
∂f
∂x1
(Wt(ω)) 1[0,t](s),
∂f
∂x2
(Wt(ω)) 1[0,t](s)
)
∙
(•
γ
1
,
•
γ
2
)
ds .(4.5)
Comparing equation (4.4) with equation (4.5), we get
DsF (ω) =
(
∂f
∂x1
(Wt(ω)) 1[0,t](s),
∂f
∂x2
(Wt(ω)) 1[0,t](s)
)
. (4.6)
Let us rerun this calculation but with a more general smooth stochastic variable, F (ω).
Definition 4.6. Let the random variable F : Ω→ R be of the form
F (ω) = f (Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) , (4.7)
where f = f (x11, x21, x12, x22, ∙ ∙ ∙ , x1n, x2n) and f ∈ C∞p : R2n → R.
For F defined by equation (4.7), we calculate DγF by the definition of directional
derivative and work it out in the explicit realization of (Wt) as the evaluation map on
C0 ([0, T ],R2). The derivative quotient is
F (ω + γ)− F (ω)

=
f (ω (t1) + γ (t1) , ∙ ∙ ∙ , ω (tn) + γ (tn))− f (ω (t1) , ∙ ∙ ∙ , ω (tn))

.
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Recall how one breaks this into parts: formally,
f (ω(t1) + γ(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
−f (ω(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
+f (ω(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
−f (ω(t1), ω(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
.
.
.
+ {f (ω(t1), ∙ ∙ ∙ , ω(tn) + γ(tn))− f (ω(t1), ∙ ∙ ∙ , ω(tn))} .
However, we have to do this for each component of Wtj . So, for example, looking at the
Wt1 term, and writing out its components only:
f (ω(t1) + γ(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
−f (ω(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
= f
(
ω1(t1) + γ
1(t1), ω
2(t1) + γ
2(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn)
)
−f (ω1(t1), ω2(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn))
= f
(
ω1(t1) + γ
1(t1), ω
2(t1) + γ
2(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn)
)
−f (ω1(t1), ω2(t1) + γ2(t1), ω(t2) + γ(t2) ∙ ∙ ∙ , ω(tn) + γ(tn))
+f
(
ω1(t1), ω
2(t1) + γ
2(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn)
)
−f (ω1(t1), ω2(t1), ω(t2) + γ(t2), ∙ ∙ ∙ , ω(tn) + γ(tn)) .
Dividing by  and then multiplying by γ1
γ1
for the first difference and γ2
γ2
for the second
difference, and taking the limit and we get
∂f
∂x11
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ1(t1) +
∂f
∂x21
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ2(t2)
So each formal difference gives us two derivative terms, one for the first variable of the pair
and one for the second. Then we get the next proposition.
Proposition 4.7. For F (ω) defined by equation (4.7), the directional derivative of F is
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given by
DγF (ω) =
n∑
j=0
∂f
∂x1j
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ1(tj)+
n∑
j=0
∂f
∂x2j
(Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) γ2(tj).
(4.8)
Again, it is easy to see γ 7→ DγF (ω) is a continuous linear functional on the Cameron-
Martin space, so there is R2-valued∇F (ω) belonging to Cameron-Martin space such that
DγF (ω) = 〈∇F (ω), γ〉H =
∫ T
0
DtF (ω) ∙ •γ(t)dt. (4.9)
As before
DγF (ω)
=
n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn) γ1(tj) +
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn) γ2(tj)
=
n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn)
∫ tj
0
•
γ1(t)dt+
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn)
∫ tj
0
•
γ2(t)dt
=
∫ T
0
 n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ](t)
•
γ1(t) +
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ](t)
•
γ2(t)
 dt
=
∫ T
0
 n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ](t),
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ](t)
 ∙ ( •γ1(t), •γ2(t)) dt.
Comparing the last line of the above equation with equation (4.9), we get
DtF (ω) =
(
n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ],
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1[0,tj ]
)
.
So we have the next proposition:
Proposition 4.8. Let F : Ω→ R be of the form
F (ω) = f (Wt1(ω), ∙ ∙ ∙ ,Wtn(ω)) ,
where f = f (x11, x21, x12, x22, ∙ ∙ ∙ , x1n, x2n) and f ∈ C∞p : R2n → R. The Malliavin deriva-
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tive of F is the stochastic vector process DtF = (D1tF,D2tF ) with components
D1tF (ω) =
n∑
j=0
∂f
∂x1j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1{t≤tj},
D2tF (ω) =
n∑
j=0
∂f
∂x2j
(Wt1 , ∙ ∙ ∙ ,Wtn) 1{t≤tj}.
Now let us consider the case where the stochastic variable has the form ϕ(F ), with
F = (F1, F2) and ϕ ∈ C∞p : R2 → R and Fi is of the form
Fi = ψi
(
Wi,t1 , . . . ,Wi,tni
)
, (4.10)
with ψi ∈ C∞p : R2ni → R for i = 1, 2. Then we have the following proposition.
Proposition 4.9. Let ϕ : R2 → R be a C∞p function and F = (F1, F2) be a stochastic
vector and Fi is given by equation (4.10) for all i = 1, 2. Then,
Dtϕ(F ) =
(
D1tϕ(F ), D
2
tϕ(F )
)
, (4.11)
where each component is given by
D1tϕ(F ) =
(
∂ϕ
∂F1
,
∂ϕ
∂F2
)
∙ (D1tF1, D1tF2) , (4.12)
D2tϕ(F ) =
(
∂ϕ
∂F1
,
∂ϕ
∂F2
)
∙ (D2tF1, D2tF2) . (4.13)
Proof. Note that ϕ (ψ1, ψ2) : R2(n1+n2) → R, and
ϕ (F1, F2)
= ϕ
(
ψ1(x
1
1,1, x
2
1,1, x
1
1,2, x
2
1,2, . . . , x
1
1,n1
, x21,n1), ψ2(x
1
2,1, x
2
2,1, x
1
2,2, x
2
2,2, . . . , x
1
2,n2
, x22,n2)
)
.
We can see that ϕ (ψ1, ψ2) is continuously differentiable. By using the usual chain rule, we
can work out the specific form of any partial derivative. So the first component ofDtϕ(F ),
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is given by
D1tϕ(F ) =
n1∑
j=0
∂ϕ
∂x11,j
(
ψ1
(
W1,t1 , . . . ,W1,tn1
)
, ψ2
(
W2,t1 , . . . ,W2,tn2
))
DtW
1
1,tj
+
n2∑
j=0
∂ϕ
∂x12,j
(
ψ1
(
W1,t1 , . . . ,W1,tn1
)
, ψ2
(
W2,t1 , . . . ,W2,tn2
))
DtW
1
2,tj
=
n1∑
j=0
∂ϕ
∂ψ1
(
ψ1
(
W1,t1 , . . . ,W1,tn1
)
, ψ2
(
W2,t1 , . . . ,W2,tn2
)) ∂ψ1
∂x11,j
DtW
1
1,tj
+
n2∑
j=0
∂ϕ
∂ψ2
(
ψ1
(
W1,t1 , . . . ,W1,tn1
)
, ψ2
(
W2,t1 , . . . ,W2,tn2
)) ∂ψ2
∂x12,j
DtW
1
2,tj
=
∂ϕ
∂ψ1
n1∑
j=0
∂ψ1
∂x11,j
DtW
1
1,tj +
∂ϕ
∂ψ2
n2∑
j=0
∂ψ2
∂x12,j
DtW
1
2,tj
=
∂ϕ
∂ψ1
D1tψ1 +
∂ϕ
∂ψ2
D1tψ2
=
(
∂ϕ
∂F1
,
∂ϕ
∂F2
)
∙ (D1tF1, D1tF2) ,
with a similar derivation for the second component of DtF (ω). So we get
Dtϕ(F ) =
(
D1tϕ(F ), D
2
tϕ(F )
)
,
where each component is given by
D1tϕ(F ) =
(
∂ϕ
∂F1
,
∂ϕ
∂F2
)
∙ (D1tF1, D1tF2) ,
D2tϕ(F ) =
(
∂ϕ
∂F1
,
∂ϕ
∂F2
)
∙ (D2tF1, D2tF2) .
In Proposition 1.2.1 of [35], Nualart shows the Malliavin derivative extends beyond
the smooth random variables. In particular, for the case k = 2 the space D1,2, which is
the domain of the closure of the derivative in L2(Ω), is the closure of the smooth random
variables with respect to the norm
‖F‖1,2 =
[
E
[|F |2]+ E [‖DtF‖2L2([0,T ],R2)]]1/2 . (4.14)
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Nualart proves the following chain rule, Proposition 1.2.3 of [35], and subsequently
proves Proposition 1.2.4 of [35], for a Lipschitz function ϕ.
Proposition 4.10. [See Proposition 1.2.3 in [35]] Let ϕ : Rn → R be a continuously
differentiable function with bounded partial derivatives. Suppose that F = (F1, . . . , Fn)
be a stochastic vector and Fi ∈ D1,2 for i = 1, . . . , n. Then ϕ(F ) ∈ D1,2, and
Dtϕ(F ) =
n∑
i=1
∂ϕ
∂xi
(F )DtFi . (4.15)
For our two-dimensional case, we have the chain rule in equation (4.15) explicitly,
Dtϕ(F ) = (D
1
tϕ(F ), D
2
tϕ(F )), (4.16)
with the components given by
D1tϕ(F ) =
(
∂ϕ
∂F1
, . . . ,
∂ϕ
∂Fn
)
∙ (D1tF1, . . . , D1tFn) , (4.17)
D2tϕ(F ) =
(
∂ϕ
∂F1
, . . . ,
∂ϕ
∂Fn
)
∙ (D2tF1, . . . , D2tFn) . (4.18)
4.1 Extending the Hedging portfolio by usingmulti-dimensionalMalli-
avin calculus
In this section, first we consider an extended Black-Scholes model driven bymulti-dimensional
Brownian motion, and assume that under the risk-neutral probability measure Q there are
two risky assets S1 and S2 and one risk-free asset R in the market. The evolution of the
risk-neutralized process for S1 and S2 are as follows:
dS1t = rS
1
t dt+ σ1S
1
t dW
1
t , (4.19)
dS2t = rS
2
t dt+ σ2S
2
t
(
ρdW 1t +
√
1− ρ2dW 2t
)
. (4.20)
where {Wt, t ∈ [0, T ]} is a standard two-dimensional Brownian motion defined on a com-
plete probability space (Ω,F , Q), and r, S10 , S20 , σ1 6= 0 and σ2 6= 0 are all positive con-
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stants, and ρ is the correlation between W 1t and W 2t . We follow [5] to give two examples
as an application of the chain rule for the two-dimensional case.
Example 4.11. For a fixed time t ∈ [0, T ], we have S1t given by equation (4.19) and S2t
given by equation (4.20) belong to D1,2, and
DsS
1
t = (σ1S
1
t 1[0,t](s), 0), (4.21)
DsS
2
t = (ρσ2S
2
t 1[0,t](s),
√
1− ρ2σ2S2t 1[0,t](s)). (4.22)
In fact, if we take
S1t = ϕS1(W
1
t ,W
2
t ) and S2t = ϕS2(W 1t ,W 2t ),
where ϕS1 and ϕS2 are given by
ϕS1(x
1, x2) = S10 exp
{(
r − 1
2
σ21
)
t+ σ1x
1
}
,
ϕS2(x
1, x2) = S20 exp
{(
r − 1
2
σ22
)
t+ ρσ2x
1 +
√
1− ρ2σ2x2
}
,
and then following the same idea for the proof as we did in Proposition 2.32, we approxi-
mate S1t and S2t by Wiener polynomials. Due to the closability of the Malliavin derivative,
we have the results.
Example 4.12. For a fixed time t ∈ [0, T ] and S1t given by equation (4.19), we have
DtM
S1
0,T =
(
MS
1
0,T1{MS0,t≤MSt,T}σ, 0
)
. (4.23)
We follow the derivation of DtMS0,T from the earlier Section 2.2.2 and use the function ϕn
given by
ϕn
(
S1t1 , S
1
t2
, ∙ ∙ ∙ , S1tn
)
:= max
1≤i≤n
S1ti ;
then we can easily get the result. Notice that although S1t is driven by two-dimensional
Brownian motionWt = (W 1t ,W 2t ), the termW 2t is zero all the time for S1t .
As before, we can extend the Malliavin derivative to all L2(Ω) and the Clark-Ocone for-
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mula [27] extends likewise, and we have the following proposition of the multi-dimensional
Clark-Ocone formula, which we need for the following theorem.
Proposition 4.13. For every G ∈ L2(Ω), we have
G = EQ[G] +
∫ T
0
EQ[(DtG)
∗|Ft]dWt , (4.24)
where Wt is Rd-valued Brownian motion and Wt = (W 1t , ∙ ∙ ∙ ,W dt )∗, 0 ≤ t ≤ T and
DtG = (D
1
tG, ∙ ∙ ∙ , DdtG)∗. Here (∙ ∙ ∙ )∗ means the transpose of the vector, and note that
EQ[(DtG)
∗|Ft] =
(
EQ[D1tG|Ft], ∙ ∙ ∙ , EQ[DdtG|Ft]
)
. (4.25)
Theorem 4.14. Any contingent claim G ∈ L2(Ω) can be replicated by the self-financing
portfolio h = (h0, h1, h2) defined by
h0t = e
−rt(V ht − h1tS2t − h2tS2t ) , (4.26)
h1t =
e−r(T−t)
σ1S
1
t
√
1− ρ2
(√
1− ρ2EQ[D1tG|Ft]− ρEQ[D2tG|Ft]
)
, (4.27)
h2t =
e−r(T−t)
σ2S
2
t
√
1− ρ2E
Q[D2tG|Ft]. (4.28)
Here h0t denotes the number of units to be held at time t in the locally risk-free asset Rt,
and h1t , h2t denote the number of units to be held in the stocks S1t , S2t at time t.
Proof. Consider the value of the portfolio at time t: V ht = h0tRt + h1tS1t + h2tS2t and the
corresponding stochastic equation is
dV ht = h
0
tdRt + h
1
tdS
1
t + h
2
tdS
2
t
= h0t rRtdt+ h
1
t rS
1
t dt+ h
1
tσ1S
1
t dW
1
t
+h2t rS
2
t dt+ h
2
tσ2S
2
t
(
ρdW 1t +
√
1− ρ2dW 2t
)
= rV ht dt+ h
1
tσ1S
1
t dW
1
t + h
2
tσ2S
2
t
(
ρdW 1t +
√
1− ρ2dW 2t
)
.
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Then the discounted value process of V ht is given by
d(e−rtV ht ) = e
−rtdV ht − rV ht e−rtdt
= e−rth1tσ1S
1
t dW
1
t + e
−rth2tσ2S
2
t ρdW
1
t + e
−rth2tσ2S
2
t
√
1− ρ2dW 2t .
Thus, by using Itoˆ’s formula and the Girsanov kernel for the Radon-Nikodym derivative,
we have
V hT = e
rTV h0 +
∫ T
0
er(T−t)
(
h1tσ1S
1
t + h
2
tσ2S
2
t ρ
)
dW 1t
+
∫ T
0
er(T−t)h2tσ2S
2
t
√
1− ρ2dW 2t
= erTV h0 +
∫ T
0
er(T−t)
(
σ1h
1
tS
1
t + ρσ2h
2
tS
2
t ,
√
1− ρ2σ2h2tS2t
)
d
(
W 1t
W 2t
)
.
We can identify the coefficients in the Clark-Ocone formula 4.24. We see
EQ[D1tG|Ft] = er(T−t)
(
σ1h
1
tS
1
t + ρσ2h
2
tS
2
t
)
, (4.29)
EQ[D2tG|Ft] = er(T−t)
√
1− ρ2σ2h2tS2t . (4.30)
Solving the above two equations, we have that the number of units to be held at time t in
the stock S1 and S2 are given by
h1t =
e−r(T−t)
σ1S
1
t
√
1− ρ2
(√
1− ρ2EQ[D1tG|Ft]− ρEQ[D2tG|Ft]
)
,
h2t =
e−r(T−t)
σ2S
2
t
√
1− ρ2E
Q[D2tG|Ft].
and consequently the number of units to be held at time t in the locally risk-free asset Rt is
given by
h0t = e
−rt(V ht − h1tS2t − h2tS2t ).
Note that the initial amount of money required to replicate the contingent claim G by the
self-financing portfolio h is given by V h0 = e−rTEQ[G].
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Let us end this section with the following lemma which we need in the next chapter.
Lemma 4.15. For the random variable G = (S2T −K)+ 1{MS10,T<B}, we have
EQ [DtG|Ft] =
(
EQ
[
D1tG|Ft
]
, EQ
[
D2tG|Ft
])
with
EQ
[
D1tG|Ft
]
= EQ
[
1{S2T>K}1{MS10,T<B}D
1
tS
2
T |Ft
]
(4.31)
−EQ
[(
S2T −K
)+
δB
(
MS
1
0,T
)
D1tM
S1
0,T |Ft
]
Q− a.s.
EQ
[
D2tG|Ft
]
= EQ
[
1{S2T>K}1{MS10,T<B}D
2
tS
2
T |Ft
]
Q− a.s. (4.32)
Proof. Let Φˆn and Ψ0,B,n be the functions defined in equation (B.17) and equation (B.1).
We give the proof as we did in the proof of Lemma 3.50. For S2T ∈ D1,2, Φˆn(S2T ) →
(S2T −K)+, Q-a.s. and forMS10,T ∈ D1,2, Ψ0,B,n(MS10,T )→ 1[0,B](MS10,T ), Q-a.s.. Therefore,
Φˆn(S
2
T )Ψ0,B,n
(
MS
1
0,T
)
→ (S2T −K)+1[0,B]
(
MS
1
0,T
)
, Q− a.s..
Note that 0 ≤ Φˆn(S2T )Ψ0,B,n
(
MS
1
0,T
)
≤ S2T , for all n. So {Φˆ2n(S2T )Ψ20,B,n
(
MS
1
0,T
)
: n ∈ N}
is a uniformly integrable set. Then Vitali convergence theorem (see III. 6.15 of [19]) tells
us that
Φˆn(S
2
T )Ψ0,B,n
(
MS
1
0,T
)
→ (S2T −K)+1[0,B]
(
MS
1
0,T
)
, in L2(Ω). (4.33)
Now let ρn(x, y) = Φˆn(x)Ψ0,B,n(y) with composition of S2T and MS
1
0,T . Now we use the
fact that G → EQ[DtG|Ft] is continuous on L2(Ω). There is a proof in chapter 5 of [46].
However, it is more elementary to simply rewrite the proof of Proposition 3.24 for the case
of two-dimensional Brownian motion and the Malliavin derivative. We have
EQ
[
Dtρn
(
S2T ,M
S1
0,T
)
|Ft
]
→ EQ
[
Dt
(
(S2T −K)+1[0,B]
(
MS
1
0,T
))
|Ft
]
, (4.34)
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with
EQ
[
D1t ρn
(
S2T ,M
S1
0,T
)
|Ft
]
→ EQ
[
D1t
(
S2T −K
)+
1{
MS
1
0,T<B
}|Ft
]
, (4.35)
EQ
[
D2t ρn
(
S2T ,M
S1
0,T
)
|Ft
]
→ EQ
[
D2t
(
S2T −K
)+
1{
MS
1
0,T<B
}|Ft
]
. (4.36)
By Proposition 4.10, we have
Dtρn
(
S2T ,M
S1
0,T
)
=
(
D1t ρn
(
S2T ,M
S1
0,T
)
, D2t ρn
(
S2T ,M
S1
0,T
))
with
D1t ρn(S
2
T ,M
S1
0,T ) = Φˆ
′
n(S
2
T )Ψ0,B,n(M
S1
0,T )D
1
tS
2
T + Φˆn(S
2
T )Ψ
′
0,B,n(M
S1
0,T )D
1
tM
S1
0,T ,
D2t ρn(S
2
T ,M
S1
0,T ) = Φˆ
′
n(S
2
T )Ψ0,B,n(M
S1
0,T )D
2
tS
2
T + Φˆn(S
2
T )Ψ
′
0,B,n(M
S1
0,T )D
2
tM
S1
0,T .
By taking the conditional expectation, we have
EQ[Dtρn(S
2
T ,M
S1
0,T )|Ft] =
(
EQ[D1t ρn(S
2
T ,M
S1
0,T )|Ft], EQ[D2t ρn(S2T ,MS
1
0,T )|Ft]
)
.(4.37)
Now compute the first component of the above vector and we get,
EQ
[
D1t ρn(S
2
T ,M
S1
0,T )|Ft
]
= EQ
[
Φˆ′n(S
2
T )Ψ0,B,n(M
S1
0,T )D
1
tS
2
T |Ft
]
+ EQ
[
Φˆn(S
2
T )Ψ
′
0,B,n(M
S1
0,T )D
1
tM
S1
0,T |Ft
]
.
Moreover, by Example 4.11 we have
EQ
[
Φˆ′n(S
2
T )Ψ0,B,n(M
S1
0,T )D
1
tS
2
T |Ft
]
= EQ
[
Φˆ′n(S
2
T )Ψ0,B,n(M
S1
0,T )ρσ2S
2
T |Ft
]
=
∫ ∞
0
∫ ∞
0
Φˆ′n(s)Ψ0,B,n(m)ρσ2sf
x,Q
t,MS
1
0,T ,S
2
T
(m, s, ω)dmds
→
∫ ∞
0
∫ ∞
0
1[K,∞)(s)1[0,B](m)ρσ2sf
x,Q
t,MS
1
0,T ,S
2
T
(m, s, ω)dmds Q− a.s.
= EQ
[
1{S2T>K}1
{
MS
1
0,T<B
}ρσ2S2T |Ft
]
Q− a.s. (4.38)
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and by Example 4.12 we have
EQ
[
Φˆn(S
2
T )Ψ
′
0,B,n(M
S1
0,T )D
1
tM
S1
0,T |Ft
]
= EQ
[
Φˆn(S
2
T )Ψ
′
0,B,n(M
S1
0,T )M
S1
0,T 1
{
MS
1
0,t≤MS1t,T
}σ1|Ft
]
=
∫ ∞
0
∫ ∞
0
Φˆn(s)Ψ
′
0,B,n(m)m1
{
MS
1
0,t≤m
}σ1fx,Q
t,MS
1
t,T ,S
2
T
(m, s, ω)dmds
→ −
∫ ∞
0
∫ ∞
0
(s−K)+δB(m)m1{MS10,t≤m}σ1fx,Qt,MS1t,T ,S2T (m, s, ω)dmds Q− a.s.
= −EQ
[(
S2T −K
)+
δB
(
MS
1
0,T
)
MS
1
0,T 1
{
MS
1
0,t≤MS1t,T
}σ1|Ft
]
. (4.39)
Therefore, the first component of the vector equation (4.37) converges Q-a.s. to
EQ
[
D1t ρn
(
S2T ,M
S1
0,T
)
|Ft
]
→ EQ
[
1{S2T>K}1
{
MS
1
0,T<B
}D1tS2T |Ft
]
Q− a.s.
−EQ
[(
S2T −K
)+
δB
(
MS
1
0,T
)
D1tM
S1
0,T |Ft
]
. (4.40)
Now compute the second component of the vector equation (4.37) and we get
EQ
[
D2t ρn
(
S2T ,M
S1
0,T
)
|Ft
]
= EQ
[
Φ′n(S
2
T )Ψ0,B,n(M
S1
0,T )
√
1− ρ2σ2S2T |Ft
]
=
∫ ∞
0
∫ ∞
0
Φ′n(s)Ψ0,B,n(m)
√
1− ρ2σ2sfx,Q
t,MS
1
0,T ,S
2
T
(m, s, ω)dmds
→
∫ ∞
0
∫ ∞
0
1[K,∞)(s)1[0,B](m)
√
1− ρ2σ2sfx,Q
t,MS
1
0,T ,S
2
T
(m, s, ω)dmds
= EQ
[
1{S2T>K}1
{
MS
1
0,T<B
}√1− ρ2σ2S2T |Ft] Q− a.s.. (4.41)
We complete the proof by comparing equation (4.35) with equation (4.40) and equation
(4.36) with equation (4.41).
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Chapter 5
Hedging Exotic Barrier Options
After the extension in previous chapters, in this chapter we use the extended Malliavin
calculus approach to find the self-financing replicating portfolios that generate the square-
integrable payoff functions of barrier options. Barrier options are a family of options with
the common property that their terminal payoffs are functions of the maximum or the min-
imum value of the underlying security. That means, the terminal payoff of barrier options
depends on the whole trajectory of the underlying security, so barrier options are typical
path-dependent contingent claims.
If we consider barrier options as alternatives to ordinary options, we find that barrier
options are always cheaper than a similar option without barrier. Hence, barrier options
are normally attractive alternatives to ordinary options for an investor. There have been a
large number of papers published in this area, among them [4], [5] and [12], which develop
and price new types of exotic barrier options. We can find from these papers that the most
important feature of all kinds of barrier options is, of course, that the payoff functions of the
options are discontinuous in the sense that the owner of a barrier option receives at maturity
either the amount zero or the payoff of a standard option, depending on the history of the
underlying.
Based on the Black and Scholes framework, see [9], we will in this thesis show how
to hedge the Digital Barrier Option with a random time, Protected Barrier Option and
Rainbow Barrier Option studied in [12], by using Malliavin Calculus.
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5.1 Digital Barrier Option with a random time
A digital barrier option is an option that pays a set amount if the maximum or minimum
value of the underlying asset is above or below the predetermined barrier level, or nothing
at all.
Definition 5.1. Let τ denote the first time that the process S hits the barrier level B:
τ(ω) = inf {t : St(ω) ≥ B} , ω ∈ Ω . (5.1)
Remark 5.2. From the definition of τ , we have Sτ = B. If, for ω ∈ Ω, S never reaches the
barrier level, our definition gives τ =∞.
However, by the term digital barrier option with a random time, we mean the maturity
is a fixed time T , but the payoff depends on the random time τ and the payment time is a
random time which is the minimum of the time τ and the maturity T . Write min{τ, T} ≡
τ ∧ T and see E[(τ ∧ T )2] ≤ T 2 <∞.
In this section, we first derive the price of the digital barrier option with a random time.
Then we find the self-financing portfolio that generates the digital barrier option with a
random time by using Malliavin calculus. Finally we compare the results we get between
the traditional Δ-hedging approach and the Malliavin approach.
Definition 5.3 (Digital Barrier Option with a Random Time). Consider a claim that pays
one at the first time that S hits the barrier level B before the fixed maturity time T , i.e.
pays one at time τ , zero otherwise. Formally, the payoff is defined by 1{τ≤T} at time τ or,
equivalently to er(T−τ)1{τ≤T} at time T . So under the risk-neutral measure Q and at time
0 ≤ t ≤ τ , the value of this claim is given by
DBRT(t) = ertEQ
[
e−rτ1{τ≤T}|Ft
]
. (5.2)
Remark 5.4. Notice that when τ = T, then it becomes the ordinary digital barrier option.
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5.1.1 Δ-Hedging for the Digital Barrier Option with a Random Time
Now let us first consider at time zero, i.e., t = 0, the price of the digital barrier option with
a random time.
Proposition 5.5. By using Girsanov’s theorem and changing measure, we can show
EQ
[
e−rτ1{τ≤T}
]
= e
μ−μ˜
σ2
bEQ˜
[
1{τ≤T}
]
= e−bEQ˜
[
1{τ≤T}
]
, (5.3)
where EQ˜ denotes the expectation under the probability measure Q˜, μ˜ is given by equation
(C.37), μ by equation (C.2) and b by equation (C.4). Note also that (μ− μ˜)/σ2 = −1.
Proof. Note that the term e−rτ is a function of a random time, so we can’t remove it directly
from the term EQ
[
e−rτ1{τ≤T}
]
. This term is dealt with by a change of measure. Here we
follow some similar steps in [12], but in more detail. Note we can always change the drift
of the arithmetic Brownian motion X in equation (C.1) from μ to μ˜ and find a change of
measure, Q and Q˜, so that under Q˜, Xt follows the process Xt = μ˜t + σW˜t, t ∈ [0, T ],
with W˜t a Q˜ Brownian motion. We rewrite Xt as Xt = μ˜t+ σ
(
Wt +
μ−μ˜
σ
t
)
, and let
W˜t = Wt +
μ− μ˜
σ
t . (5.4)
By Girsanov’s theorem, the kernel is given by
Zt = exp
{
−μ− μ˜
σ
Wt −
(
μ− μ˜
σ
)2
t
2
}
.
Observe that Xτ = b, i.e., μτ + σWτ = b, a fixed number, and also observe that
exp
{
μ− μ˜
σ
Wt
}
= exp
{
μ− μ˜
σ2
σWt +
μ− μ˜
σ2
μt− μ− μ˜
σ2
μt
}
= exp
{(
μ− μ˜
σ2
)
(σWt + μt)−
(
μ− μ˜
σ2
)
μt
}
.
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So at time τ , we have
exp
{
μ− μ˜
σ
Wτ
}
= exp
{
μ− μ˜
σ2
b− μ− μ˜
σ2
μτ
}
.
Multiply by 1 inside EQ, where
1 = exp
{
−μ− μ˜
σ2
σWτ +
μ− μ˜
σ2
σWτ
}
exp
{
μ− μ˜
σ2
μτ − μ− μ˜
σ2
μτ
}
exp
{
−(μ− μ˜)
2
σ2
τ
2
+
(μ− μ˜)2
σ2
τ
2
}
= Zτ exp
{
μ− μ˜
σ2
b− μ− μ˜
σ2
μτ +
(μ− μ˜)2
σ2
τ
2
}
,
which we must combine with e−rτ . If we collect the exponents involving τ and determine
μ˜ by equation
1
2
(
μ− μ˜
σ
)2
− μμ− μ˜
σ2
− r = 0,
then
μ˜ ≡
√
μ2 + 2rσ2.
Then we have,
EQ
[
e−rτ1{τ≤T}
]
= EQ
[
Zτ exp
{
μ− μ˜
σ2
Xτ − μ− μ˜
σ2
μτ +
(μ− μ˜)2
σ2
τ
2
− rτ
}
1{τ≤T}
]
= EQ
[
Zτ exp
{
μ− μ˜
σ2
b
}
1{τ≤T}
]
= e−bEQ
[
Zτ1{τ≤T}
]
.
Now Zt is aQ-martingale andEQ[Y ZT ] = EQ˜[Y ], but if Y isFτ measurable and bounded,
then
EQ[Y ZT ] = E
Q
[
EQ [Y ZT |Fτ ]
]
= EQ
[
Y EQ [ZT |Fτ ]
]
= EQ[Y Zτ ] ,
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and therefore
EQ[Y Zτ ] = E
Q˜[Y ] (5.5)
Since 1{τ≤T} is Fτ measurable, the claim value can be represented as
EQ
[
e−rτ1{τ≤T}
]
= e−bEQ˜[1{τ≤T}] ,
where EQ˜ denotes the expectation under the probability measure Q˜. Notice that since Zτ∧t
is a martingale, [28], and by the Martingale Convergence theorem, we have
E[Zτ ] = lim
t→∞
E[Zτ∧t] .
Moreover, for any t, E[Zτ∧t] is constant, hence E[Zτ∧t] = E[Zτ∧0] = E[Z0] = 1. Hence
E[Zτ ] = 1 .
So Zτ gives us a change of measure which agrees with Q˜ on the Fτ -measurable random
variables.
Proposition 5.6. At time zero, t = 0, the price of digital barrier option with a random time
is given by
DBRT(0) =
S0
B
(
1− F Q˜
MS0,T
(B)
)
, (5.6)
where F Q˜
MS0,T
(B) is given by equation (C.38).
Proof. For a fixed time T , the event that S following the process equation (1.18) hits
the barrier level B after T is equal to the event that {MS0,T < B}. Also Q˜ (τ > T ) =
Q˜
(
MS0,T ≤ B
)
. Then finally by Proposition 5.5, under the measure Q˜ we have the time-
zero price of digital barrier option with random time as
DBRT(0) = EQ
[
e−rτ1{τ≤T}
]
= e
μ−μ˜
σ2
bEQ˜[1{τ≤T}]
= e
μ−μ˜
σ2
b
(
1− Q˜ (MS0,T ≤ B))
=
S0
B
(
1− F Q˜
MS0,T
(B)
)
,
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where F Q˜
MS0,T
(B) is given by equation (C.38).
According to the Δ-hedging approach, we then differentiate the equation (5.6) with
respect to the variable S0 and get
h10 =
1
B
(
1− F Q˜
MS0,T
(B)
)
− S0
B
∂
∂S0
F Q˜
MS0,T
(B) .
By equation (C.40), we have
h1(0) =
1
B
(
1− F Q˜
MS0,T
(B)
)
+
∂
∂B
F Q˜
MS0,T
(B)
=
1
B
(
1− F Q˜
MS0,T
(B)
)
+ f Q˜
MS0,T
(B) , (5.7)
where f Q˜
MS0,T
(B) is given by equation (C.39).
Now let us consider the price of the digital barrier option with a random time, at time
t > 0. Under the risk-neutral measure Q, the time t price is given by
DBRT(t) = ertEQ
[
e−rτ1{τ≤T}|Ft
]
= ertEQ
[
e−rτ1{τ≤t}1{τ≤T}|Ft
]
+ ertEQ
[
e−rτ1{τ>t}1{τ≤T}|Ft
]
= ertEQ
[
e−rτ1{τ≤t}|Ft
]
+ ertEQ
[
e−rτ1{t<τ≤T}|Ft
]
.
Since e−rτ is an Fτ -measurable random variable, and any Fτ -measurable random variable
Y is such that Y 1{τ≤t} is Ft-measurable, then e−rτ1{τ≤t} is Ft-measurable, so
ertEQ
[
e−rτ1{τ≤t}|Ft
]
= er(t−τ)1{τ≤t} . (5.8)
We consider only then the second term where the option is still alive. So we have the next
proposition:
Proposition 5.7. For 0 < t < τ , we have the following equation:
ertEQ
[
e−rτ1{t<τ≤T}|Ft
]
= 1{MS0,t<B}
St
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
, (5.9)
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where F x,Q˜
t,MSt,T
(B,ω) is given by equation (C.41).
Proof. Observe, Zτ = Sτe−rτ/S0 = Be−rτ/S0, so look at
ertEQ
[
e−rτ1{t<τ≤T}|Ft
]
= ert
S0
B
EQ
[
Zτ1{t<τ≤T}|Ft
]
= ert
S0
B
EQ [Zτ |Ft]EQ˜
[
1{t<τ≤T}|Ft
]
= ert
S0
B
Zτ∧tEQ˜
[
1{t<τ≤T}|Ft
]
,
using the Bayes law in the last line of the equation. Notice that
Zt = exp
{
σWt − 1
2
σ2t
}
= exp
{
Xt −
(
μ+
1
2
σ2
)
t
}
=
St
S0
e−rt ,
and Zt is a Q-martingale. So
ertEQ
[
e−rτ1{t<τ≤T}|Ft
]
= ert
S0
B
ZtE
Q˜
[
1{t<τ≤T}|Ft
]
=
St
B
EQ˜
[
1{MS0,t<B}1{MSt,T>B}|Ft
]
=
St
B
1{MS0,t<B}E
Q˜
[
1{MSt,T>B}|Ft
]
= 1{MS0,t<B}
St
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
.
Notice 1{MS0,t<B} is Ft-measurable, and F
x,Q˜
t,MSt,T
(B,ω) is given by equation (C.41).
Proposition 5.8. For 0 < t < τ , the time t price of the digital barrier option with a random
time is given by
DBRT(t) = 1{MS0,t<B}
St
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
, (5.10)
where F x,Q˜
t,MSt,T
(B,ω) is given by equation (C.41).
Remark 5.9. We not only cover the derivation of the time-zero price in [12], but also we
obtain any time-t price of the security.
According to theΔ-hedging approach, we differentiate the equation (5.10) with respect
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to the variable St and get formally
h1t = 1{MS0,t<B}
(
1
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
− St
B
∂
∂St
F x,Q˜
t,MSt,T
(B,ω)
)
.
Using equation (C.43), we have
h1t = 1{MS0,t<B}
(
1
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
+
∂
∂B
F x,Q˜
t,MSt,T
(B,ω)
)
= 1{MS0,t<B}
(
1
B
(
1− F x,Q˜
t,MSt,T
(B,ω)
)
+ fx,Q˜
t,MSt,T
(B,ω)
)
, (5.11)
where fx,Q˜
t,MSt,T
(B,ω) is given by equation (C.42).
5.1.2 Hedging Digital Barrier Option with a Random Time by usingMalli-
avin Calculus
In this section, we formally derive the hedging portfolio of digital barrier option with ran-
dom time by using the Malliavin-calculus approach. Note that the random time τ is a key
feature of this option, and we then approximate τ defined in equation (5.1) on a dyadic
partition of [0, T ]. We denote the partitions by tni = i2nT , where i = 0, 1, ∙ ∙ ∙ 2n, n ∈ N
and tn0 = 0 and tn2n = T . We define a sequence {τn} as follows:
τn =
2n∑
i=1
tni 1(tni−1,tni ]
(τ) +∞1{τ>T} . (5.12)
Remark 5.10. The approximation sequence τn defined in equation (5.12), has the following
properties:
• {τn ≤ 0} = {τ = 0} ∈ F0.
• On 0 < τ ≤ T , τn → τ in L2 (Ω).
• From the way in which τn is constructed, we have τn ≥ τn+1, for ω ∈ {0 ≤ τ ≤ T}.
• For 0 < t ≤ T , we have {τn ≤ t} =
⋃
tni ≤t{tni−1 < τ ≤ tni }, and each term
{tni−1 < τ ≤ tni } is Ftni -measurable, hence {τn ≤ t} ∈ Ft.
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Hence τn is a stopping time.
What we need is that τn1(0,T ](τ) → τ1(0,T ](τ) in L2(Ω) and also recall that the payoff
of Digital barrier option with a random time at time t is given by
ert−rτ1(0,T ](τ) . (5.13)
Hence, in order to find the hedging portfolio h1t by equation (3.34), we need to approximate
τ1(0,T ] by a decreasing sequence of random times τn1(0,T ](τ) and calculate the Malliavin
derivative of e−rτn1(0,T ](τ) under the conditional expectation, EQ
[
Dt
(
e−rτn1(0,T ](τ)
) |Ft].
Since the sets {tni−1 < τ ≤ tni } are disjoint with each other, we can write e−rτn1(0,T ](τ) as
follows:
e−rτn1(0,T ](τ) =
2n∑
i=1
e−rt
n
i 1(tni−1,tni ]
(τ). (5.14)
Assume t ∈ (tnj , tnj+1] for some j, and split the sum above into three parts:
2n∑
i=1
e−rt
n
i 1{tni−1<τ≤tni } (5.15)
=
j∑
i=1
e−rt
n
i 1{tni−1<τ≤tni } + e
−rtnj+11{tnj <τ≤tnj+1} +
2n∑
i=j+2
e−rt
n
i 1{tni−1<τ≤tni } .
Notice that each indicator function of the first sum term in the above equation is Ftnj -
measurable and time point tnj is strictly less than time t, and by Proposition 2.28, we have
j∑
i=1
e−rt
n
i Dt1{tni−1<τ≤tni } = 0 . (5.16)
We split the indicator 1{tnj <τ≤tnj+1} into two parts, one with t < τ , i.e.,
1{tnj <τ≤tnj+1} = 1{tnj <τ≤t} + 1{t<τ≤tnj+1} . (5.17)
Notice also 1{tnj <τ≤t} = 1{MS0,tnj <B}1{MStnj ,t≥B} = 1{MS0,tnj <B} − 1{MS0,t<B}. Taking the
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conditional expectation and by Lemma 3.48, we have
EQ
[
Dt1{tnj <τ≤t}|Ft
]
= EQ
[
Dt1{MS
0,tn
j
<B}|Ft
]
− EQ
[
Dt1{MS0,t<B}|Ft
]
= −EQ
[
δB(M
S
0,tnj
)DtM
S
0,tnj
|Ft
]
+ EQ
[
δB(M
S
0,t)DtM
S
0,t|Ft
]
= 0,
due to Proposition 2.28 and Remark 2.38. Hence,
EQ
[
Dt
(
e−rτn1(0,T ](τ)
) |Ft]
= e−rt
n
j+1EQ
[
Dt1{t<τ≤tnj+1}|Ft
]
+
2n∑
i=j+2
e−rt
n
i EQ
[
Dt1{tni−1<τ≤tni }|Ft
]
. (5.18)
In fact, from the above equation, we can see that without loss of generality we can modify
our partition and start our approximation from time point t on the interval (t, T ], such that
tni = t+
i
2n
(T − t), where i = 0, 1, ∙ ∙ ∙ 2n and n ∈ N and tn0 = t and tn2n = T .
Theorem 5.11. For 0 ≤ t ≤ τ ≤ T , and a fixed n, the conditional expecatation of the
Malliavin derivative of the indicator function 1{tni−1<τ≤tni } is given by
EQ
[
Dt1{tni−1<τ≤tni }|Ft
]
= 1{MS0,t<B}σB
{
fx,Q
t,MS
t,tn
i
(B,ω)− fx,Q
t,MS
t,tn
i−1
(B,ω)
}
(5.19)
Proof. Note that although we start our partition from t, we have to remember that, for
t ≤ τ , we have implicit information thatMS0,t < B, so we have
1{tni−1<τ≤tni } = 1{MS0,t<B}1{MS
t,tn
i−1
<B
}1{
MS
tn
i−1,tni
≥B
}
= 1{MS0,t<B}1{MSt,tni−1<B}
(
1− 1{MS
tn
i−1,tni
<B}
)
= 1{MS0,t<B}1{MSt,tni−1<B} − 1{MS0,t<B}1{MSt,tni <B} .
Taking the conditional expectation of the Malliavin derivative of the indicator 1{tni−1<τ≤tni },
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and according to Lemma 3.48 we have
EQ
[
Dt1{tni−1<τ≤tni }|Ft
]
= EQ
[
Dt
(
1{MS0,t<B}1{MSt,tni−1<B}
)
|Ft
]
− EQ
[
Dt
(
1{MS0,t<B}1{MSt,tni <B}
)
|Ft
]
= 1{MS0,t<B}σB
{
fx,Q
t,MS
t,tn
i
(B,ω)− fx,Q
t,MS
t,tn
i−1
(B,ω)
}
.
Moreover, we know e−rτ1(0,T ](τ) ∈ L2(Ω), and e−rτn1(0,T ](τ) → e−rτ1(0,T ](τ) in
L2(Ω). So by Remark 3.26, we have
EQ
[
Dt
(
e−rτn1(0,T ](τ)
) |Ft]→ EQ [Dt (e−rτ1(0,T ](τ)) |Ft] in L2 ([0, T ]× Ω) .
Hence, take the conditional expectation on equation (5.14), we have
EQ
[
Dt
(
e−rτn1{τ≤T}
) |Ft]
=
2n∑
i=1
e−rt
n
i EQ
[
Dt1{tni−1<τ≤tni }|Ft
]
= 1{MS0,t<B}σB
2n∑
i=1
e−rt
n
i
{
fx,Q
t,MS
t,tn
i
(B,ω)− fx,Q
t,MS
t,tn
i−1
(B,ω)
}
(5.20)
→ 1{MS0,t<B}σB
∫ T
t
e−rld
(
fx,Q
t,MSt,l
(B,ω)
)
in L2([0, T ]× Ω) .
At this point, the integral is just a formal expression for a limit we know to exist. So we
write
EQ
[
Dt
(
e−rτ1{τ≤T}
) |Ft] = 1{MS0,t<B}σB ∫ T
t
e−rld
(
fx,Q
t,MSt,l
(B,ω)
)
. (5.21)
where fx,Q
t,MSt,l
(B,ω) is given by equation (C.23).
Now let us find the replicating portfolio h1t by equation (3.34), and consider the case
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where t ≥ 0. We have
h1t = e
rt 1
σSt
EQ
[
Dt
(
e−rτ1{τ≤T}
) |Ft]
= 1{MS0,t<B}
B
St
ert
∫ T
t
e−rl
∂
∂l
fx,Q
t,MSt,l
(B,ω) dl , (5.22)
where fx,Q
t,MSt,l
(B,ω) is given in equation (C.23).
Before we finish this section, let us consider a special case of the digital barrier option
with a random time, that is the normal digital barrier option. Therefore, the payoff at time
maturity T is 1{τ≤T}. In the following example, let us calculate the hedging strategy for the
digital barrier option by the Malliavin approach and the Δ-hedging approach.
Example 5.12. The price of the Digital barrier option, at time t, under the risk-neutral
measure Q is given by
DB(t) = e−r(T−t)EQ
[
1{τ≤T}|Ft
]
= e−r(T−t)EQ
[
1{t<τ≤T}|Ft
]
+ e−r(T−t)EQ
[
1{τ≤t}|Ft
] (5.23)
For τ ≤ t, it means the underlying stock S has already hit the barrier level. Therefore for
the hedging, there is no number of units to be held in stock but one holds money amount
e−r(T−t).
Now we consider the case t < τ ,
DB(t) = e−r(T−t)EQ
[
1{t<τ≤T}|Ft
]
= e−r(T−t)1{MS0,t<B}E
Q
[
1{MSt,T>B}|Ft
]
= e−r(T−t)1{MS0,t<B}Q
(
MSt,T > B|Ft
)
= e−r(T−t)1{MS0,t<B}
(
1− F x,Q
t,MSt,T
(B,ω)
)
, (5.24)
where F x,Q
t,MSt,T
(B,ω) is given by equation (C.22). By using the Δ-hedging approach, we
have the number of units to be held in stock S at time t is given by
h1t = −e−r(T−t)1{MS0,t<B}
∂
∂St
F x,Q
t,MSt,T
(B,ω), (5.25)
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and due to equation (C.25), we have
h1t = e
−r(T−t)1{MS0,t<B}
B
St
∂
∂B
F x,Q
t,MSt,T
(B,ω)
= e−r(T−t)1{MS0,t<B}
B
St
fx,Q
t,MSt,T
(B,ω) , (5.26)
where fx,Q
t,MSt,T
(B,ω) is given in equation (C.23).
Now consider the Malliavin approach and find the replicating portfolio, h1t by equation
(3.34) for t ≥ 0. We have
h1t = e
−r(T−t) 1
σSt
EQ
[
Dt
(
1{τ≤T}
) |Ft]
= 1{MS0,t<B}
B
St
e−r(T−t)
∫ T
t
∂
∂l
fx,Q
t,MSt,l
(B,ω)dl
= 1{MS0,t<B}
B
St
e−r(T−t)fx,Q
t,MSt,T
(B,ω), (5.27)
where fx,Q
t,MSt,T
(B,ω) is given in equation (C.23) and notice that fx,Q
t,MSt,t
(B,ω) = 0.
From equation (5.26) and (5.27), we see the Malliavin approach and the Δ-Hedging
approach match each other and give the same results for the digital barrier option.
5.1.3 Numerical Implementation
In this section, we implement our calculation for the Digital barrier option with a random
time numerically. In the next two tables, we list different combinations of model parameters
and see that the differences between the results from the Malliavin Calculus approach and
the Δ-Hedging approach are very small – in fact, they are almost zero. We can conclude
that the formula we derived in Chapter 5 and Appendix are correct and that they have been
correctly implemented.
For t = 0, we numerically implement the equation (5.7) and the equation (5.22) with
t = 0:
h10 =
B
S0
∫ T
0
e−rl
d
dl
fQ
MS0,l
(B) dl , (5.28)
where fQ
MS0,l
(B) is given in equation (C.21). It is complicated to calculate equation (5.28)
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in explicit form, although we know the density function fQ
MS0,l
(B) explicitly. However, we
estimate the integral in equation (5.28) by numerical calculation and split interval [0, T ]
into 2n partitions with n = 13. We implement it by using the standard central-difference
method [40] to perform the numerical integration. VBA codes are provided in Appendix.
Figure 5.1: t = 0 Comparison of the Malliavin calculus results and the Δ-Hedging results
For t > 0, we numerically implement equation (5.11) and equation (5.22). Again we
estimate the integral in equation (5.22) by numerical calculation and split interval [0, T ]
into 2n partitions with n = 13. We implement it by using the standard central-difference
method [40] to perform the numerical integration. VBA codes are provided in Appendix.
5.2 Protected Barrier Option
In this section, we deal with the so-called “partial” or “protected” barrier option, referring
to [5] and [12]. The “partial” barrier option means there is a time period, say [0, t∗] and
t∗ ≤ T , for which the predetermined barrier level disappears. We find the partial barrier
options described in [5] is slightly different from the ones in [12]. One way it differs is that
the protected barrier option in [12] has a rebate amount which is paid if S is greater than
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Figure 5.2: t = 0.5 Comparison of the Malliavin calculus results and theΔ-Hedging results
the barrier at time t∗ and is also paid at time τ if the time τ occurs before time T . This
alone makes it different. However, the term τ appearing in the formula in [5] is the length
of the monitoring period, i.e. protected period; it is not a random time, but a fixed time.
According to [12], the Protected Barrier Option is an up-and-out call option with a
protection period for a fixed period of time, [0, t∗], at the start of the option’s life during
which the barrier disappears. At the end of this fixed period, the call is knocked out and a
rebate C1 is paid if the underlying stock price at time t∗ satisfies St∗ ≥ B > K, where B
is the given barrier level and K is the strike level. Otherwise, the up-and-out call remains
alive until the first time after the protection period ends and the underlying stock price hits
the barrier, or until expiration, whichever comes first. That is, if after the protection period
has elapsed, the underlying stock price hits the barrier prior to expiration, the up-and-out
call is knocked out and a constant rebate C2 is paid at time τ . We denote by τ p the first
time after t∗ that S hits B conditional on St∗ is below the barrier level at time t∗, i.e.,
τ p(ω) = inf{s : t∗ < s < T,MSt∗,s ≥ B,St∗ < B}. (5.29)
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So on {St∗ ≥ B}, τ p = ∞. If on the other hand, the stock price has not hit the barrier by
the expiration date T , the up-and-out call becomes a standard call, and consequently is ex-
ercised if the underlying stock price ST , finishes above the strikeK, and expires worthless
otherwise. So the payoff of a Protected Barrier Option at maturity T is
G = er(T−t
∗)C11{St∗≥B} + e
r(T−τp)C21{τp<T,St∗<B} + (ST −K)+ 1{τp≥T,St∗<B}. (5.30)
The initial price of this option has already been derived in the paper [12]. In order to
find the replicating portfolio for the protected barrier option, we need to calculate units of
the asset S at time t. Now let us break G into three parts, we let
A1 : = C1e
r(T−t∗)1{St∗≥B} , (5.31)
A2 : = C2e
r(T−τp)1{τp<T,St∗<B} , (5.32)
and since the set {ω : τ p(ω) ≥ T, St∗ < B} is equivalent to the set {ω :MSt∗,T (ω) < B},
A3 := (ST −K)+1{τp≥T,St∗<B} = (ST −K)+1{MSt∗,T<B}. (5.33)
Then we give the calculation of the Malliavin derivative of A1, A2 and A3 under the condi-
tional expectation in the next three subsections.
5.2.1 Malliavin derivative of A1 and EQ [DtA1|Ft]
In this section, let us compute the Malliavin derivative of A1 = C1er(T−t
∗)1{St∗>B} under
the conditional expectation. According to Lemma 3.43, we have
EQ [DtA1|Ft] = C1er(T−t∗)EQ
[
Dt1{St∗>B}|Ft
]
= C1e
r(T−t∗)EQ [δB (St∗)DtSt∗ |Ft]
= 1[0,t∗](t)C1e
r(T−t∗)
∫ ∞
0
δB (s) σsf
Q
t,St∗ (s, ω) ds
= 1[0,t∗](t)C1e
r(T−t∗)σBfQt,St∗ (B,ω) , (5.34)
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where fQt,St∗ (B,ω) denotes the Ft-conditional density function of St∗ under the risk-neutral
measure Q and is given by equation (C.15).
5.2.2 Malliavin Derivative of A2 and EQ [DtA2|Ft]
In this section, let us compute the Malliavin derivative of A2 = C2er(T−τ
p)1{τp<T,St∗<B}
under the conditional expectation. Notice that by the definition for τ p, if τ p < ∞, then
St∗ < B. Therefore, the set {τ p < T, St∗ < B} is equivalent to the set {t∗ < τ p < T}.
In this section, we will adopt the same idea that we used in the previous section in the
calculation of the Malliavin derivative of e−rτ under the conditional expectation occurring
in the Digital barrier option with a random time by approximation.
For t < t∗, we approximate τ p1(t∗,T )(τ) on a dyadic partition of [t∗, T ] and denote the
partitions by tn0 = t∗ and tni = t∗+ i2n (T − t∗),where i = 1, ∙ ∙ ∙ 2n and n ∈ N and tn2n = T .
Define a sequence {τ pn} as follows:
τ pn =
2n∑
i=1
tni 1{tni−1<τp≤tni } +∞1{τp>T} . (5.35)
Note that e−rτ
p
n1{t∗<τp<T} = e−rτ
p
n1{t∗<τp≤T}, Q-a.s. and in L2(Ω). For a fixed n,
1{tni−1<τp≤tni } = 1{MS
t∗,tn
i−1
<B
}1{
MS
tn
i−1,tni
≥B
}
= 1{
MS
t∗,tn
i−1
<B
} − 1{
MS
t∗,tn
i
<B
}
.
By Lemma 3.48, we have
EQ
[
Dt1{
MS
t∗,tn
i−1
<B
}|Ft
]
= −EQ
[
δB
(
MSt∗,tni−1
)
DtM
S
t∗,tni−1
|Ft
]
= −EQ
[
δB
(
MSt∗,tni−1
)
σMSt∗,tni−1
1[0,α(t∗,tni−1)]
(t)|Ft
]
EQ
[
Dt1{
MS
t∗,tn
i
<B
}|Ft
]
= −EQ
[
δB
(
MSt∗,tni
)
DtM
S
t∗,tni
|Ft
]
= −EQ
[
δB
(
MSt∗,tni
)
σMSt∗,tni
1[0,α(t∗,tni )]
(t)|Ft
]
.
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Since t < t∗, then 1[0,α(t∗,tni−1)](t) = 1 and 1[0,α(t∗,tni )](t) = 1. Therefore, we get
EQ
[
Dt
(
e−rτn1{t∗<τp<T}1{St∗<B}
) |Ft]
=
2n∑
i=1
e−rt
n
i EQ
[
Dt1{tni−1<τp≤tni }|Ft
]
=
2n∑
i=1
e−rt
n
i σB
(
f
Q
t,MS
t∗,ti
(B,ω)− fQ
t,MS
t∗,ti−1
(B,ω)
)
→ σB
∫ T
t∗
e−rl
d
dl
f
Q
t,MS
t∗,l
(B,ω) dl as n→∞ in L2([0, T ]× Ω) . (5.36)
Therefore, for t < t∗, the Malliavin derivative DtA2 under the conditional expectation is
EQ[DtA2|Ft] = C2erTσB
∫ T
t∗
e−rl
∂
∂l
f
Q
t,MS
t∗,l
(B,ω) dl , (5.37)
where fQ
t,MS
t∗,l
(B,ω) denotes the Ft-conditional density function of MSt∗,l under the risk-
neutral measure Q and is given by equation (C.34).
For t∗ < t < τ p, notice that the event {ω : t∗ < τ p ≤ T and St∗ < B} is equivalent to
the event {ω : MSt∗,t < B and t < τ p ≤ T}. Therefore, we adopt the same idea as in the
previous section to approximate τ p on a dyadic partition of [t, T ] and denote the partitions
by tn0 = t and tni = t + i2n (T − t), where i = 1, ∙ ∙ ∙ 2n and n ∈ N and tn2n = T . Define a
sequence {τ pn} as follows:
τ pn =
2n∑
i=1
tni 1{tni−1<τp≤tni } +∞1{τp>T} . (5.38)
By Theorem 5.11, we have
EQ
[
Dt
(
e−rτn1{t∗<τ≤T}1{St∗<B}
) |Ft]
=
2n∑
i=1
e−rt
n
i EQ
[
Dt
(
1{MSt∗,t<B}1{tni−1<τp≤tni }
)
|Ft
]
= 1{MS
t∗,t<B}σB
2n∑
i=1
e−rt
n
i
(
fx,Q
t,MS
t,tn
i
(B,ω)− fx,Q
t,MS
t,tn
i−1
(B,ω)
)
→ 1{MS
t∗,t<B}σB
∫ T
t
e−rl
d
dl
fx,Q
t,MSt,l
(B,ω) dl as n→∞ in L2([0, T ]× Ω) .
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Therefore, for t∗ < t < τ < T , the Malliavin derivative DtA2 under the conditional
expectation is
EQ[DtA2|Ft] = 1{MS
t∗,t<B}C2e
rTσB
∫ T
t
e−rl
d
dl
fx,Q
t,MSt,l
(B,ω) dl , (5.39)
where fx,Q
t,MSt,l
(B,ω) denotes the Ft-conditional density function of MSt,l under the risk-
neutral measure Q and is given by equation (C.23).
Remark 5.13. Notice that if we set t∗ = 0, i.e., there is no protected period, and setC2 = 1,
then we find equation (5.39) is exactly the same as equation (5.22).
5.2.3 Malliavin Derivative of A3 and EQ [DtA3|Ft]
In this section, let us compute the Malliavin derivative of A3 = (ST −K)+ 1{MSt∗,T<B}
under the conditional expectation. By Lemma 3.50 we have:
EQ [DtA3|Ft]
= EQ
[
1{MSt∗,T<B}1{ST>K}DtST |Ft
]
− EQ [(ST −K)+ δB (MSt∗,T )DtMSt∗,T |Ft]
= σEQ
[
ST1{MSt∗,T<B}1{ST>K}|Ft
]
+KEQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
−EQ [ST1{ST>K}δB (MSt∗,T )DtMSt∗,T |Ft] .
Since S follows the process in equation (1.18), we have ST = S0 exp {
(
r − 1
2
σ2
)
T + σWT}.
Let F = S0erT and ξ = exp {−12σ2T + σWT} and define an equivalent probability mea-
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sure Q∗ by dQ∗/dQ = ξ. By Girsanov’s theorem, we have
EQ [DtA3|Ft]
= σFEQ
[
ξ1{MSt∗,T<B}1{ST>K}|Ft
]
+KEQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
−FEQ [ξ1{ST>K}δB (MSt∗,T )DtMSt∗,T |Ft]
= σFEQ[ξ|Ft]EQ∗
[
1{MSt∗,T<B}1{ST>K}|Ft
]
+KEQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
−FEQ[ξ|Ft]EQ∗
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
= σer(T−t)StEQ
∗
[
1{MSt∗,T<B}1{ST>K}|Ft
]
(5.40)
+KEQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
] (5.41)
−er(T−t)StEQ∗
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
] (5.42)
For t < t∗, we compute the conditional expectation in equation (5.40):
EQ
∗
[
1{MSt∗,T<B}1{ST>K}|Ft
]
= FQ
∗
t,MS
t∗,T ,ST
(B,B, ω)− FQ∗
t,MS
t∗,T ,ST
(B,K, ω) (5.43)
where FQ
∗
t,MS
t∗,T ,ST
(∙, ∙, ω) denotes Ft-conditional joint distribution function of MSt∗,T and
ST under the measure Q∗ and is given by equation (C.47). Now compute the conditional
expectation in equation (5.41):
EQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
= EQ
[
1{ST>K}δB
(
MSt∗,T
)
σMSt∗,T |Ft
]
=
∫ ∞
0
∫ m
K
δB(m)σmf
Q
t,MS
t∗,T ,ST
(m, s, ω)dsdm
=
∫ ∞
0
δB(m)σm
∂FQt,MSt∗,T ,ST
∂m
(m,m, ω)−
∂FQ
t,MS
t∗,T ,ST
∂m
(m,K, ω)
 dm
= σB
∂FQt,MSt∗,T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
t,MS
t∗,T ,ST
∂m
(m,K, ω)|m=B
 , (5.44)
where FQ
t,MS
t∗,T ,ST
(∙, ∙, ω) denotes Ft-conditional joint cumulative distribution function of
MSt∗,T and ST under the measure Q and is given by equation (C.36). Now compute the
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conditional expectation under the measure Q∗ in equation (5.42):
EQ
∗ [
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
= σB
∂FQ∗t,MSt∗,T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
∗
t,MS
t∗,T ,ST
∂m
(m,K, ω)|m=B
 , (5.45)
where FQ
∗
t,MS
t∗,T ,ST
(∙, ∙, ω) is given by equation (C.47). Hence, by putting equations (5.43),
(5.44) and (5.45) into equation (5.40), (5.41) and (5.42) we have, for t < t∗,
EQ [DtA3|Ft] (5.46)
= σer(T−t)St
(
FQ
∗
t,MS
t∗,T ,ST
(B,B, ω)− FQ∗
t,MS
t∗,T ,ST
(B,K, ω)
)
+KσB
∂FQt,MSt∗,T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
t,MS
t∗,T ,ST
∂m
(m,K, ω)|m=B

−er(T−t)StσB
∂FQ∗t,MSt∗,T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
∗
t,MS
t∗,T ,ST
∂m
(m,K, ω)|m=B
 ,
where FQ
∗
t,MS
t∗,T ,ST
is given by equation (C.47) and FQ
t,MS
t∗,T ,ST
by equation (C.36).
For t∗ < t ≤ T , we compute the conditional expectation under in equation (5.40).
Noticing that 1{MSt∗,t<B} is Ft-measurable, we have
EQ
∗
[
1{MSt∗,T<B}1{ST>K}|Ft
]
= 1{MSt∗,t<B}E
Q∗
[
1{MSt,T<B}1{ST>K}|Ft
]
= 1{MSt∗,t<B}
{
F x,Q
∗
t,MSt,T ,ST
(B,B, ω)− F x,Q∗
t,MSt,T ,ST
(B,K, ω)
}
, (5.47)
where F x,Q
∗
t,MSt,T ,ST
denotes Ft -conditional joint cumulative distribution function ofMSt,T and
ST under the measure Q∗ and is given by equation (C.48). Now compute the conditional
expectation in equation (5.41). Since under the condition {ω : MSt∗,t ≤ MSt,T}, S takes its
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maximum value in the interval [t, T ], we get
EQ
[
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft
]
= EQ
[
1{ST>K}δB
(
MSt,T
)
σMSt,T1{MS
t∗,t≤MSt,T }|Ft
]
=
∫ ∞
MS
t∗,t
∫ m
K
δB(m)σmf
x,Q
t,MSt,T ,ST
(m, s, ω)dsdm
=
∫ ∞
MS
t∗,t
δB(m)σm
∂F x,Qt,MSt,T ,ST
∂m
(m,m, ω)−
∂F x,Q
t,MSt,T ,ST
∂m
(m,K, ω)
 dm
= 1{MS
t∗,t<B}σB
∂F x,Qt,MSt,T ,ST
∂m
(m,m, ω)|m=B −
∂F x,Q
t,MSt,T ,ST
∂m
(m,K, ω)|m=B
 ,(5.48)
where F x,Q
t,MSt,T ,ST
denotes Ft-conditional joint cumulative distribution function ofMSt,T and
ST under the measureQ and is given by equation (C.19). Now we compute the conditional
expectation in equation (5.42):
EQ
∗ [
1{ST>K}δB
(
MSt∗,T
)
DtM
S
t∗,T |Ft|Ft
]
= 1{MS
t∗,t<B}σB
∂F x,Q∗t,MSt,T ,ST
∂m
(m,m, ω)|m=B −
∂F x,Q
∗
t,MSt,T ,ST
∂m
(m,K, ω)|m=B
 ,(5.49)
where F x,Q
∗
t,MSt,T ,ST
denotes Ft-conditional joint cumulative distribution function ofMSt,T and
ST under the measure Q∗ and is given by equation (C.48). Hence, by putting equations
(5.47), (5.48) and (5.49) into equations (5.40), (5.41) and (5.42), we get, for t∗ < t < T ,
EQ [DtA3|Ft] (5.50)
= σer(T−t)St1{MS
t∗,t<B}
(
F x,Q
∗
t,MSt,T ,ST
(B,B, ω)− F x,Q∗
t,MSt,T ,ST
(B,K, ω)
)
+σKB1{MS
t∗,t<B}
∂F x,Qt,MSt,T ,ST
∂m
(m,m, ω) |m=B −
∂F x,Q
t,MSt,T ,ST
∂m
(m,K, ω) |m=B

−σer(T−t)StB1{MS
t∗,t<B}
∂F x,Q∗t,MSt,T ,ST
∂m
(m,m, ω) |m=B −
∂F x,Q
∗
t,MSt,T ,ST
∂m
(m,K, ω) |m=B
 ,
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where F x,Q
∗
t,MSt,T ,ST
is given by equation (C.48) and F x,Q
t,MSt,T ,ST
by equation (C.19).
For hedging purpose by using the Malliavin approach and putting equations (5.34),
(5.37), (5.46) together, we have the number of units to be held in the stock S according to
equation (3.34), for t ≤ t∗:
h1t =
er(t−t
∗)BC1
St
fQt,St∗ (B,ω) +
ertBC2
St
∫ T
t∗
e−rl
∂
∂l
fQ
t,MS
t∗,l
(B,ω)dl
+FQ
∗
t,MS
t∗T ,ST
(B,B, ω)− FQ∗
t,MS
t∗T ,ST
(B,K, ω)
+
KB
er(T−t)St
∂FQt,MSt∗T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
t,MS
t∗T ,ST
∂m
(m,K, ω)|m=B

−B
∂FQ∗t,MSt∗T ,ST
∂m
(m,m, ω)|m=B −
∂FQ
∗
t,MS
t∗T ,ST
∂m
(m,K, ω)|m=B
 , (5.51)
where fQt,St∗ is given by equation (C.15), f
Q
t,MS
t∗,l
by equation (C.34), FQ∗
t,MS
t∗,T ,ST
by equation
(C.47) and FQ
t,MS
t∗,T ,ST
by equation (C.36).
For t∗ < t < τ , by putting equations (5.39), (5.50) together, we have
h1t = 1{MS
t∗,t<B}e
rtC2B
St
∫ T
t
e−rl
∂
∂l
fx,Q
t,MSt,l
(B,ω)dl
+1{MS
t∗,t<B}
(
F x,Q
∗
t,MSt,T ,ST
(B,B, ω)− F x,Q∗
t,MSt,T ,ST
(B,K, ω)
)
+1{MS
t∗,t<B}
KB
er(T−t)St
∂F x,Qt,MSt,T ,ST
∂m
(m,m, ω)|m=B −
∂F x,Q
t,MSt,T ,ST
∂m
(m,K, ω)|m=B

+1{MS
t∗,t<B}B
∂F x,Q∗t,MSt,T ,ST
∂m
(m,K, ω)|m=B −
∂F x,Q
∗
t,MSt,T ,ST
∂m
(m,m, ω)|m=B
 , (5.52)
where fx,Q
t,MSt,l
is given by equation (C.23), F x,Q∗
t,MSt,T ,ST
by equation (C.48) and F x,Q
t,MSt,T ,ST
by
equation (C.19).
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5.2.4 Numerical Implementation
In this section, we implement our calculation for the Protected barrier option numerically.
Comparing the results, we see the Malliavin hedging results are the same as those using the
Δ-hedging approach.
In our numerical calculation, we assume t = 0, set the rebate C1 = C2. and implement
equation (5.51) and equation (D.5) numerically.
Again, we estimate the integral in equation (5.51) by splitting the interval [t∗, T ] into 2n
partitions with n = 12. and implement it by using the standard central difference method
[40] to perform the numerical integration. VBA codes are provided in Appendix. See
Figure 5.3.
Figure 5.3: Comparison of the Malliavin Calculus results and the Δ-Hedging results t = 0
5.3 Rainbow Barrier Option
In this section, as an application, we apply the multi-dimensional Malliavin calculus we
developed in Chapter 4 to find the hedging portfolio of Rainbow Barrier Options [12].
Rainbow Barrier Options signify that there are two underlying securities. One of them
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determines the value of the potential payoff, while the other determines whether the owner
at maturity will receive the potential payoff or not. More precisely, it is an extension to a
European up-and-out call. Like a European up-and-out call, this option is knocked out if
the underlying stock price S1 hit a predetermined barrier B > S10 before the option expires
at time T . In contrast to a European up-and-out call, if S1 is below the barrier level all the
time prior to T , then the payoff at T is [S2T −K]+; here S2T is the terminal price of asset
S2. So the payoff at time T of Rainbow barrier option is
G =
[
S2T −K
]+
1{MS10,T<B}.
Assume S1t and S2t are in the standard Black-Scholes model and given by equation (4.19)
and equation (4.20). The Black-Scholes value of Rainbow Barrier Option at time zero
is given by [12]. In this section, we compute the Malliavin derivative of G under the
conditional expectation, which are given by equation (4.26), (4.27) and (4.28), such that
we find the replicating portfolio of Rainbow barrier option via Malliavin calculus.
Now let us find the hedging portfolio h1t according to equation (4.27). The number of
units that we should hold in S1 is given by
h1t =
e−r(T−t)
σ1S
1
t
(
EQ
[
D1tG|Ft
]− ρ√
1− ρ2E
Q
[
D2tG|Ft
])
.
By Lemma 4.15, we know EQ [D1tG|Ft] is given by equation (4.31) and EQ [D2tG|Ft] by
equation (4.31). Therefore,
h1t = −
e−r(T−t)
σ1S
1
t
EQ
[(
S2T −K
)+
δB
(
MS
1
0,T
)
D1tM
S1
0,T |Ft
]
=
Ke−r(T−t)
S1t
EQ
[
1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
−e
−r(T−t)
S1t
EQ
[
S2T1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
. (5.53)
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Now let us calculate the first expectation term of equation (5.53 ):
EQ
[
1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
=
∫ ∞
K
∫ ∞
MS
1
0,t
δB(m)mf
x,Q
t,MS
1
t,T ,S
2
T
(m, s, ω)dmds
=
∫ ∞
K
Bfx,Q
t,MS
1
t,T ,S
2
T
(B, s, ω)1{MS10,t<B}ds
= 1{MS10,t<B}B
∂F x,Qt,MS1t,T ,S2T
∂m
(m,∞, ω)|m=B −
∂F x,Q
t,MS
1
t,T ,S
2
T
∂m
(m,K, ω)|m=B
 ,(5.54)
where F x,Q
t,MS
1
t,T ,S
2
T
denotes the Ft-conditional joint cumulative distribution function of MS1t,T
and S2T under the measureQ and is given by equation (C.61). Now since S2t follows the pro-
cess in equation (4.20), we have S2T = S20 exp {
(
r − 1
2
σ22
)
T + ρσ2W
1
T +
√
1− ρ2σ2W 2T}.
Let
ξ = exp {−1
2
σ22T + ρσ2W
1
T +
√
1− ρ2σ2W 2T}
= exp {−1
2
ρ2σ22T + ρσ2W
1
T −
1
2
(1− ρ2)σ22T +
√
1− ρ2σ2W 2T},
and define an equivalent probability measure Qˆ by dQˆ/dQ = ξ. By Girsanov’s theorem,
we have Wˆ 1t = W 1t − ρσ2t and Wˆ 2t = W 2t −
√
1− ρ2σ2t are standard Brownian motions
on the probability space (Ω,F , Qˆ). Note that under the measure Qˆ
dS1t
S1t
= rdt+ σ1d(Wˆ
1
t + ρσ2t) = (r + ρσ1σ2)dt+ σ1dWˆ
1
t ,
dS2t
S2t
= rdt+ σ2
(
ρd(Wˆ 1t + ρσ2t) +
√
1− ρ2d(Wˆ 2t +
√
1− ρ2σ2t)
)
= (r + σ22)dt+ σ2
(
ρdWˆ 1t +
√
1− ρ2dWˆ 2t
)
.
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Thus the second expectation in equation (5.53 ) becomes
EQ
[
S2T1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
= S20e
rTEQ
[
ξ1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
= S20e
rTEQ[ξ|Ft]EQˆ
[
1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
= S2t e
r(T−t)EQˆ
[
1{S2T>K}δB
(
MS
1
0,T
)
MS
1
0,T1{MS10,t≤MS1t,T}|Ft
]
= 1{MS10,t<B}S
2
t e
r(T−t)B
(∂F x,Qˆ
t,M
S1
t,T ,S
2
T
∂m
(m,∞, ω) |m=B −
∂F x,Qˆ
t,MS
1
t,T ,S
2
T
∂m
(m,K, ω)|m=B
)
,
(5.55)
where F x,Qˆ
t,MS
1
t,T ,S
2
T
denotes the Ft-conditional joint cumulative distribution function of MS1t,T
and S2T under the measure Qˆ and is given by equation (C.62). Finally, put equations (5.54)
and (5.55) into equation (5.53); we get
h1t =
KB
er(T−t)S1t
1{MS10,t<B}
∂F x,Qt,MS1t,T ,S2T
∂m
(m,∞, ω)|m=B −
∂F x,Q
t,MS
1
t,T ,S
2
T
∂m
(m,K, ω)|m=B

−BS
2
t
S1t
1{MS10,t<B}
∂F x,Qˆt,MS1t,T ,S2T
∂m
(m,∞, ω)|m=B −
∂F x,Qˆ
t,MS
1
t,T ,S
2
T
∂m
(m,K, ω)|m=B
 ,
(5.56)
where F x,Q
t,MS
1
t,T ,S
2
T
is given by equation (C.61) and F x,Qˆ
t,MS
1
t,T ,S
2
T
is given by equation (C.62).
Now let us find the hedging portfolio h2t according to equation (4.28). By Lemma 4.15,
EQ [D2tG|Ft] is given by equation (4.32). Therefore,
h2t =
e−r(T−t)
σ2S
2
t
√
1− ρ2E
Q
[
1{S2T>K}1{MS10,T<B}
√
1− ρ2σ2S2T |Ft
]
=
e−r(T−t)
S2t
EQ
[
1{S2T>K}1{MS10,T<B}S
2
T |Ft
]
.
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By changing measure and under an equivalent probability measure Qˆ, we have
h2t =
e−r(T−t)
S2t
S2t e
r(T−t)EQˆ
[
1{S2T>K}1{MS10,T<B}|Ft
]
= 1{MS10,t<B}E
Qˆ
[
1{S2T>K}1{MS1t,T<B}|Ft
]
= 1{MS10,t<B}
{
F x,Qˆ
t,MS
1
t,T ,S
2
T
(B,∞, ω)− F x,Qˆ
t,MS
1
t,T ,S
2
T
(B,K, ω)
}
, (5.57)
where F x,Qˆ
t,MS
1
t,T ,S
2
T
denotes the Ft-conditional joint cumulative distribution function of MS1t,T
and S2T under the measure Qˆ and is given by equation (C.62).
5.3.1 Numerical Implementation
In this section, we implement our calculation for the Rainbow barrier option numerically.
Comparing the results, we see the Malliavin hedging results are the same as the ones by
using the Δ-hedging approach.
We assume t = 0 and implement our calculation in equation (5.56), equation (5.57),
equation (D.8) and equation (D.9) numerically in VBA enviroment. See Figure 5.4.
Figure 5.4: Comparison of the Malliavin Calculus results and the Δ-Hedging results t = 0
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Chapter 6
Conclusion and Future Research
The thesis demonstrates that Malliavin calculus can be useful for pricing and hedging of
different securities with a discontinuous payoff function, say Barrier style options. We have
shown in this thesis how to use the extended Malliavin calculus to generate the the hedging
portfolio formula for these contingent claims in L2(Ω). We have compared the results we
get from the Malliavin approach with those from the Δ-hedging approach.
We have developed a lot of useful propositions for the Malliavin derivative via the
relationship between the directional derivative and the Malliavin derivative, and given a
more detailed treatment in the thesis.
We then make a mathematical contribution by providing an elementary calculus for
the composition of a generalized function with a stochastic variable in the presence of a
conditional expectation, i.e.,
E [g(X)|Ft] =
∫ ∞
0
g(b)fX(b, ω)db , (6.1)
We have been unable to find this result in the literature. It may prove useful subsequently.
We find the explicit hedging formula for the two-dimensional securities by using the
extended Malliavin calculus. The calculations we mentioned in the thesis can be extended
to higher dimensions to many possible applications, say, a basket of equities.
The computation of the Malliavin derivative of the stopping time discussed in the thesis
suggests two things.
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• That the Malliavin derivative of other random times may be computed so long as the
level sets: τ ≤ t can be identified in terms of other sets whose Malliavin derivative
are known.
• That more general payoffs, involving functions of the time τ , say g(τ), could be
priced and hedged for suitable functions g.
Again, we have been unable to find an explicit computation of the Malliavin derivative of
a random time in the literature.
We restricted our assets to the Black-Scholes model in order to find the explicit for-
mula for the replicating portfolio of the exotic barrier options and make a explicit formula
comparing with a classical delta hedging formula. However, we also notice that Malli-
avin calculus can be extended to assets which do not follow the Black-Scholes model. For
example, in [1], a Heston stochastic volatility model is considered,
dSt = αStdt+
√
υtStdW
1
t , (6.2)
dυt = κ(θ − υt)dt+ ν√υtdW 2t , (6.3)
where W 1 and W 2 are two correlated Brownian motions. The explicit expression for the
Malliavin derivative of υt is given by [1]. Moreover, we also believe that our expression in
equation (6.1) can be extended to a model where the volatility σ becomes a function, σ(St),
of the current stock value St. Bermin suggests as much in equation 7.1 of [5]. It would
benefit from considering stochastic volatility model, but from the theoretical point of view,
in order to find the explicit formula, the Black-Scholes model is enough for our purpose.
We leave it as future research work.
There are several areas for the application of the Malliavin calculus, such as the calcu-
lation of “Greeks ”, hedging portfolio selection. For the application to sensitivity analysis
and computation of Greeks in Finance, there are a large amount of published papers in this
area, see [6], [7], [20], [21],[22] and [29]. These papers address far more general payoff
functions than we consider here, but the approach is to simulate the payoff rather than seek
an analytic form. The method is to use integration by parts formula to obtain the “Malliavin
Weight ” rather than employ the Clark-Ocone formula directly.
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The so-called Greeks represent the pricing sensitivities of financial derivatives with
respect to small changes of model parameters, say
Greek :=
Ex[f(VT )]− Ex+δ[f(VT )]
δ
, (6.4)
where x represents the model parameter and f(VT ) denotes the discounted payoff func-
tion. Often, the greeks cannot be represented in explicit formula and need numerical im-
plementation. Practically, given a model parameter x, by using Monte Carlo simulation
one generates millions of scenarios and takes the average of the discounted payoffs. Then
one changes the model parameter from x to x + δ and regenerates the scenarios and take
the average of the discounted payoffs. However, as far as integration by parts formula is
concerned, one can transform
Ex+δ[f(VT )]− Ex[f(VT )]
δ
= Ex[f(VT )M.W.], (6.5)
whereM.W. represents a random variable named Malliavin weight. One needs the Malli-
avin derivative to calculate the Malliavin weight. One advantage of this transform is that for
a discontinuous payoff, one avoids the difficult of the differentiability of the discontinuous
function, but one needs to specify the model, i.e. the diffusion process.
Greeks calculation is one area application of the Malliavin calculus and normally it
requires numerical calculation and simulations in implicit form. However, our thesis has
another direction of the application of the Malliavin calculus, i.e. the extension of the
Clark-Ocone formula, as a generalization of the Itoˆ representation formula, from which we
can find the hedging portfolio formula explicitly.
We also considered a problem where the numerical value of the volatility changes at
time τ , the first time a security hits a barrier level. Consider that a risky asset, S, has
dynamics St = S0 exp {σ1Wt + (r − σ21/2) t} unless at time, τ , it hits a barrier level B for
the first time. Thereafter, the volatility becomes σ2. The dynamic process of St is,
St = S0 exp {σ1Wt +
(
r − σ21/2
)
t}1[0,τ∧T )(t)
+Sτ exp {σ2(Wt −Wτ ) +
(
r − σ22/2
)
(t− τ)}1(τ∧T,T ](t).
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We imagine that when S hits the level B, the market changes its view of S and this results
in a change of volatility. We consider an option on S with payoff (ST −K)+. This payoff
has two components:
(ST −K)+1{τ≤T} + (ST −K)+1{τ>T}
=
(
Sτe
σ2(WT−Wτ )+(r−σ22/2)(T−τ) −K
)+
1{τ≤T} +
(
S0e
σ1WT+(r−σ21/2)T −K
)+
1{τ>T}
= (S2T −K)+1{τ≤T} + (S1T −K)+1{τ>T}
= (S2T −K)+1{MS10,T≥B} + (S
1
T −K)+1{MS10,T<B} .
The possible extensions of this problem is, to a finite sequence of times, τn, which are the
first times of hitting barriers Bn, after time τn−1 where S hit barrier Bn−1. However, we do
not have time to continue this problem here, so we leave it as a possible future work.
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Appendix A
Wiener polynomial
Lemma A.1. For f(s), g(s) ∈ L2([0, T ]), we have
• a) For fn(s) ∈ L2([0, T ]) such that ‖f − fn‖2 → 0, we have∫ T
0
fn(s)dWs →
∫ T
0
f(s)dWs in ‖ ∙ ‖p, ∀p ∈ [1,∞). (A.1)
• b) Every Wiener polynomial is in L2(Ω).
• c) Every Wiener polynomial is in L2r(Ω), for r = 1, 2, . . ..
Proof. a) We write X = ∫ T
0
f(s)dWs and Xn =
∫ T
0
fn(s)dWs. By Itoˆ isometry property,
we know that
X −Xn ∼ N
(
0, ‖f − fn‖22
)
. (A.2)
Since ‖f − fn‖2 → 0, we have
X −Xn → 0 in L2(Ω) . (A.3)
For 1 ≤ p ≤ 2, we have L2(Ω) ⊆ LP (Ω) ⊆ L1(Ω) and ‖ ∙ ‖1 ≤ ‖ ∙ ‖p ≤ ‖ ∙ ‖2. Then
‖X −Xn‖p → 0, (A.4)
for each p ∈ [1, 2]. SoXn → X in ‖ ∙ ‖p for every p ∈ [1, 2]. Now for p ∈ (2,∞), we write
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σ2n = ‖f − fn‖22 and have,
E [|X −Xn|p] =
∫ ∞
−∞
1√
2πσ2n
|x|pe− 12( xσn )
2
dx
= σpn
∫ ∞
−∞
1√
2π
∣∣∣∣ xσn
∣∣∣∣p e− 12( xσn )2d( xσn
)
= σpn
∫ ∞
−∞
1√
2π
tpe−
1
2
t2dt
< ∞.
This result shows several things;
• Replace X −Xn with X or Xn, and we see that X ,Xn ∈ Lp(Ω) for 1 ≤ p <∞.
• Let n→∞ and observe σpn → 0, so that Xn → X in ‖ ∙ ‖p for every p ∈ [1,∞).
b) Let l ∈ N and consider X l. By a), X ∈ Lp(Ω) for 1 ≤ p < ∞. Of course,
X ∈ L2l(Ω). So
X l ∈ L2(Ω). (A.5)
For gn(s) ∈ L2([0, T ]) such that ‖g − gn‖2 → 0, we write Y =
∫ T
0
g(s)dWs and Yn =∫ T
0
gn(s)dWs. Let k ∈ N. We know that X l and Y k are both in L2(Ω) as are X2l and Y 2k,
therefore
E
[
X2lY 2k
] ≤ ‖X2l‖2‖Y 2k‖2 <∞.
So
X lY k ∈ L2(Ω). (A.6)
Now let Zi =
∫ T
0
hi(s)dWs, for i = 1, ∙ ∙ ∙ ,m. Suppose that we know that all expressions
of the form
A ≡ Z l11 Z l22 ∙ ∙ ∙Z lm−1m−1 ∈ L2(Ω) (A.7)
for l1, . . . , lm−1 ∈ N. Then write Z l11 Z l22 ∙ ∙ ∙Z lm−1m−1Z lmm = AZ lmm . Note that A2 ∈ L2(Ω) and
Z2lmm ∈ L2(Ω), then
E[
(
AZ lmm
)2
] = E
[
A2Z2lmm
] ≤ ‖A2‖2‖Z2lmm ‖2 <∞.
Appendix A. Wiener polynomial 152
So
Z l11 Z
l2
2 ∙ ∙ ∙Z lm−1m−1Z lmm ∈ L2(Ω). (A.8)
The principle of mathematical induction tells us that all finite products of finite powers of
deterministic stochastic integrals are elements of L2(Ω). So every Wiener Polynomial is in
L2(Ω).
c) Since X l ∈ L2(Ω), for l ≥ 1, then E [X2rl] <∞, for r = 1, 2, . . .. That is,
X l ∈ L2r(Ω). (A.9)
So Y k ∈ L2r(Ω) too and X2rl, Y 2rk are in L2(Ω). Therefore,
E[X2rlY 2rk] ≤ ‖X2rl‖2‖Y 2rk‖2 <∞.
So X lY k ∈ L2r(Ω). Re-run the induction proof above, we have
E[A2rZ2rlmm ] ≤ ‖A2r‖2‖Z2rlmm ‖2 <∞. (A.10)
So all Wiener Polynomials are in L2r(Ω), for r = 1, 2, . . ..
Lemma A.2. Every Wiener Polynomial in the variables
∫ T
0
f(s)dWs, ∙ ∙ ∙ ,
∫ T
0
h(s)dWs is
the limit in L2(Ω) of the sequence of Wiener Polynomials in the variables ∫ T
0
fn(s)dWs,
∙ ∙ ∙ , ∫ T
0
hn(s)dWs, where fn(s), ∙ ∙ ∙ , hn(s) ∈ L2([0, T ]) such that ‖f − fn‖2 → 0, ∙ ∙ ∙ ,
‖h− hn‖2 → 0.
Proof. We write X = ∫ T
0
f(s)dWs and Xn =
∫ T
0
fn(s)dWs. Consider X l, l ∈ N. By
Lemma A.1, we know Xn → X in L2(Ω) and therefore Q-a.s. So
X ln → X l, Q− a.s.
Now
E[X2ln ] = ‖fn‖2l2
∫ ∞
−∞
1√
2π
t2le−
t2
2 dt,
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and (‖fn‖2) is a convergent and therefore bounded sequence. This shows that
sup
n
‖X ln‖2 <∞.
Now L2(Ω) is a reflexive space and a bounded subset is uniformly integrable. This means
that (X ln) satisfy the conditions of Vitali’s Convergence Theorem, (see III. 6.15 of [19])
and we conclude that
X ln → X l, in L2(Ω). (A.11)
Wewrite Y =
∫ T
0
g(s)dWs, Yn =
∫ T
0
gn(s)dWs, Z =
∫ T
0
h(s)dWs andZn =
∫ T
0
hn(s)dWs.
Consider X lnY mn ∙ ∙ ∙Zrn with Xn → X , Yn → Y, ∙ ∙ ∙ , Zn → Z in L2(Ω). It follows that
they all converge Q-a.s. as well and so
XnYn ∙ ∙ ∙Zn → XY ∙ ∙ ∙Z, Q− a.s.
Note that each of Xn, Yn, ∙ ∙ ∙ , Zn, lie in every Lp(Ω), p ∈ [1,∞), as do their powers,
X ln, Y
m
n , ∙ ∙ ∙ , Zrn. Suppose that there are b factors in this product of powers, by Ho¨lder’s
inequality
‖X lnY mn ∙ ∙ ∙Zrn‖2 ≤ ‖X ln‖2b‖Y mn ‖2b ∙ ∙ ∙ ‖Zrn‖2b.
Now
‖X ln‖2b2b = E[X2bln ] = ‖fn‖2bl2
∫ ∞
−∞
1√
2π
x2ble−
x2
2 dx, (A.12)
so that ‖X ln‖2b = ‖fn‖l2m1/2b2bl , where m2bl is the 2bl-th absolute moment of the standard
normal random variable. Noting that (‖fn‖2) is a convergent sequence, we have that
sup
n
‖X ln‖2b <∞.
Similarly, supn ‖Y kn ‖2b <∞,∙ ∙ ∙ ,supn ‖Zrn‖2b <∞. So
sup
n
‖X lnY kn ∙ ∙ ∙Zrn‖2 <∞.
Therefore, the set {X lnY kn ∙ ∙ ∙Zrn : n ∈ N} is a uniformly integrable set in L2(Ω). Once
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again the Vitali Convergence theorem tells us that
X lnY
k
n ∙ ∙ ∙Zrn → X lY k ∙ ∙ ∙Zr, in L2(Ω), (A.13)
with which we complete our proof.
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Appendix B
Distributions
Lemma B.1. For a fixed constant B > 0, let Ψ0,B,n be given by, see Figure B.1,
Ψ0,B,n(x) =

0 x ≤ − 1
n
or x > B + 1
n
,∫ x
− 1
n
λ− 1
n
,0(t)dt − 1n < x ≤ 0 ,
1 0 < x ≤ B ,
1− ∫ 0
B−x λ− 1n ,0(t)dt B < x ≤ B +
1
n
,
(B.1)
where λ− 1
n
,0 is given by equation (1.6) and a sequence of positive test function such that
λ− 1
n
,0 is non-zero in (− 1n , 0), zero outside of this interval and such that
∫ 0
− 1
n
λ− 1
n
,0(x)dx =
1. Denote TΨ0,B,n by the distributional derivative of Ψ0,B,n. Then
lim
n→∞
TΨ0,B,n(∙) = δ0(∙)− δB(∙) (B.2)
in the sense of distribution.
Proof. Note that for each n, Ψ0,B,n is a test function. Also it converges to the indicator
function 1[0,B](x) pointwise on R, i.e.,
Ψ0,B,n(x)→ 1[0,B](x), as n→∞. (B.3)
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Figure B.1: A mesa function Ψ0,B,n
Now for a test function f ∈ S(R), we consider∫ ∞
−∞
Ψ0,B,n(x)f
′(x)dx
=
∫ 0
− 1
n
Ψ0,B,n(x)f
′(x)dx+
∫ B
0
Ψ0,B,n(x)f
′(x)dx+
∫ B+ 1
n
B
Ψ0,B,n(x)f
′(x)dx
=
∫ 0
− 1
n
Ψ0,B,n(x)f
′(x)dx+ f(B)− f(0) +
∫ B+ 1
n
B
Ψ0,B,n(x)f
′(x)dx . (B.4)
Consider the first integral in the above equation, and we have∫ 0
− 1
n
Ψ0,B,n(x)f
′(x)dx = [Ψ0,B,n(x)f(x)]
0
− 1
n
−
∫ 0
− 1
n
λ− 1
n
,0(x)f(x)dx
= f(0)−
∫ 0
− 1
n
λ− 1
n
,0(x)f(x)dx . (B.5)
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Similarly,
∫ B+ 1
n
B
Ψ0,B,n(x)f
′(x)dx = [Ψ0,B,n(x)f(x)]
B+ 1
n
B −
∫ B+ 1
n
B
−λ− 1
n
,0(B − x)f(x)dx
= −f(B) +
∫ 0
− 1
n
λ− 1
n
,0(x)f(B − x)dx . (B.6)
Therefore, ∫ ∞
−∞
Ψ0,B,n(x)f
′(x)dx → f(B)− f(0)
=
∫ ∞
−∞
(δB(x)− δ0(x)) f(x)dx .
By Proposition 1.23, we know∫ ∞
−∞
Ψ0,B,n(x)f
′(x)dx = −
∫ ∞
−∞
TΨ0,B,n(x)f(x)dx .
Hence,
lim
n→∞
TΨ0,B,n(∙) = δ0(∙)− δB(∙) (B.7)
in the sense of distribution.
Lemma B.2. For a fixed K > 0, let Φn(x) be given by, see Figure B.2,
Φn(x) =

0 if x ∈ (−∞, K − 1
n
),
hn(x) if x ∈ [K − 1n , K + 1n ],
x−K if x ∈ [K + 1
n
,∞),
(B.8)
where
hn(x) =
∫ x
K− 1
n
gn(r)dr, x ∈
[
K − 1
n
,K +
1
n
]
. (B.9)
and
gn(t) =
∫ t
K− 1
n
λK− 1
n
,K+ 1
n
(s)ds (B.10)
with gn(K + 1n) = 1 and gn(K − 1n) = 0, see Figure B.3. Let TΦn denote the distributional
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Figure B.2: The function Φn(x)
Figure B.3: The function g(t)
derivative of Φn(x). Then,
lim
n→∞
TΦn(∙) = 1[K,∞)(∙) (B.11)
in the sense of distribution.
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Proof. Observe that Φn(x) is differentiable. For example, the first derivative is
Φ′n(x) =

0 if x ∈ (−∞, K − 1
n
) ,
gn(x) if x ∈ [K − 1n , K + 1n ] ,
1 if x ∈ [K + 1
n
,∞),
(B.12)
and its second derivative is
Φ′′n(x) =

0 if x ∈ (−∞, K − 1
n
) ,
λK− 1
n
,K+ 1
n
(x) if x ∈ [K − 1
n
, K + 1
n
] ,
0 if x ∈ [K + 1
n
,∞) .
The pulse λK− 1
n
,K+ 1
n
is a test function, so the functionΦn is infinitely differentiable. More-
over Φn is a decreasing function as n gets larger, i.e. Φ1(x) ≥ Φ2(x) ≥ ∙ ∙ ∙Φn(x) ≥ ∙ ∙ ∙ ,
and if K > 0, there is N ∈ N such that K − 1
N
> 0, so the sequence (Φn), n ∈ N, will
approximate (x−K)+ pointwise, i.e.,
Φn(x)→ (x−K)+, as n→∞. (B.13)
Now for a test function f(x) ∈ S(R), we consider
∫ ∞
−∞
Φn(x)f
′(x)dx =
∫ K+ 1
n
K− 1
n
hn(x)f
′(x)dx+
∫ ∞
K+ 1
n
(x−K)f ′(x)dx .
Consider the first integral of the above equation, we have
∫ K+ 1
n
K− 1
n
hn(x)f
′(x)dx = [hn(x)f(x)]
K+ 1
n
K− 1
n
−
∫ K+ 1
n
K− 1
n
h
′
n(x)f(x)dx
=
1
n
f(K +
1
n
)−
∫ K+ 1
n
K− 1
n
gn(x)f(x)dx .
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Similarly, ∫ ∞
K+ 1
n
(x−K)f ′(x)dx = [(x−K)f(x)]∞K+ 1
n
−
∫ ∞
K+ 1
n
f(x)dx
=
1
n
f(K − 1
n
)−
∫ ∞
K+ 1
n
f(x)dx .
Therefore
lim
n→∞
∫ ∞
−∞
Φn(x)f
′(x)dx = −
∫ ∞
K
f(x)dx = −
∫ ∞
−∞
1{x≥K}f(x)dx . (B.14)
Moreover, by Proposition 1.23 we have∫ ∞
−∞
Φn(x)f
′(x)dx = −
∫ ∞
−∞
TΦn(x)f(x)dx . (B.15)
Therefore,
lim
n→∞
TΦn(∙) = 1[K,∞)(∙) (B.16)
in the sense of distribution.
Remark B.3. In some cases, we need to modify Φn here by making it a bounded function.
So we define Φˆn be equal to, see Figure B.4,
Φˆn(x) =

Φn if x ≤ [K] + 1 + n,
[K] + 1 + n−K +m (x− ([K] + 1 + n)) if x ∈ ([K] + 1 + n, [K] + 2 + n] ,
[K] + 2 + n−K if x > [K] + 2 + n,
(B.17)
where [K] denotes the integer part of K andm(x) is given by,
m(x) =
1
2
− h(1− x) x ∈ [0, 1], (B.18)
and
h(x) =
∫ x
0
g(r)dr, x ∈ [0, 1], (B.19)
g(r) =
∫ r
0
λ0,1(s)ds, r ∈ [0, 1], (B.20)
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Figure B.4: The function Φˆn(x)
with g(0) = 0, g(1) = 1, h(0) = 0 and h(1) = 1
2
. While, h′(x) = g(x), so that h′(0) = 0
and h′(1) = 1. Here λ0,1 is symmetric pulse on [0, 1] with the integral
∫ 1
0
λ0,1(s)ds = 1
and given by equation (1.6).
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Appendix C
Derivation of cumulative distribution
functions
In this section, we derive some cumulative distribution functions under different measures.
Definition C.1. Let B be the predetermined barrier level and K be the strike level. Let
St be the geometric Brownian motion defined by (1.18). If Xt ≡ ln(St/S0), then Xt is an
arithmetic Brownian motion:
dXt = μdt+ σdWt t ∈ [0, T ], (C.1)
where
μ ≡ r − σ
2
2
(C.2)
is the drift of the process. Integrating equation (C.1) over time yields
Xt = μt+ σWt t ∈ [0, T ]. (C.3)
Remark C.2. The derivation of arithmetic Brownian motion from geometric Brownian
motion is given by Ito’s formula. Notice X0 = 0. Furthermore, if St = B, then define
b ≡ ln B
S0
, (C.4)
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while if St = K, then define
k ≡ ln K
S0
. (C.5)
Notice also that Xt is normally distributed with mean μt and variance σ2t. Define the
stochastic variable
MXt1,t2 = sup
t∈[t1,t2]
Xt
for 0 ≤ t1 ≤ t2 ≤ T .
Let us denoteN(x), the cumulative distribution function of a standard normal stochastic
variable, which is given by
N(x) =
1√
2π
∫ x
−∞
e−
1
2
u2du , (C.6)
and denote n(x) by the standard normal density function which is given by
n(x) =
1√
2π
e−
1
2
x2 (C.7)
and denote N2(x, y, ρ), the cumulative distribution function of a standard bivariate normal
stochastic variable, which is given by
N2(x, y, ρ) =
1
2π
√
1− ρ2
∫ y
−∞
∫ x
−∞
e
− 1
2
u2−2uvρ+v2
1−ρ2 dudv. (C.8)
Denote by nz(μ,Ω) the bivariate normal density function with mean vector μ and covari-
ance matrix Ω:
nz(μ,Ω) =
1
2π
|Ω|−1/2 exp
{
−1
2
(z − μ)′Ω−1(z − μ)
}
.
We present some different cumulative distribution functions under different measures
that we need in this thesis. All the calculations of the cumulative distribution function
are based on the reflection principle, see, for example, [28]. Notice that the following
cumulative distribution functions are the functions of some variables, say B, K, S0, T and
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so on. In order to find the corresponding density functions, we need to have the formula to
show how to differentiate the bivariate normal cumulative distribution function with respect
to some variable. Denote F (K,B) by
F (K,B) = N2(ϕ1(K,B), ϕ2(K,B); ρ),
where ϕ1(K,B) and ϕ2(K,B) are some continuously differentiable functions with respect
to K and B. Then we have
∂
∂K
F (K,B) = n (ϕ1(K,B))N
(
ϕ2(K,B)− ρϕ1(K,B)√
1− ρ2
)
∂
∂K
ϕ1(K,B)
+n (ϕ2(K,B))N
(
ϕ1(K,B)− ρϕ2(K,B)√
1− ρ2
)
∂
∂K
ϕ2(K,B), (C.9)
where N(∙) is given by equation (C.6) and n(∙) is given by equation (C.7).
We present a proposition about a relationship between standard normal distribution
function and bivariate normal cumulative distribution function. We need this proposition
for our calculations in the thesis.
Proposition C.3. We can show
N(y)−N2(x, y; ρ) = N2(−x, y;−ρ), (C.10)
where N(∙) is given by equation (C.6) and N2(∙, ∙; ρ) is given by equation (C.8)
Proof. Notice that
N2(−x, y;−ρ) = 1
2π
√
1− ρ2
∫ y
−∞
∫ −x
−∞
e
− 1
2
u2+2uvρ+v2
1−ρ2 dudv.
Let us change variable and set u′ = −u and v′ = v and
∣∣∣∣ ∂(u, v)∂(u′, v′)
∣∣∣∣ =
∣∣∣∣∣det
(
−1 0
0 1
)∣∣∣∣∣ = 1.
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Therefore, we have
N2(−x, y;−ρ) = 1
2π
√
1− ρ2
∫ y
−∞
∫ ∞
x
e
− 1
2
u′2−2u′v′ρ+v′2
1−ρ2
∣∣∣∣ ∂(u, v)∂(u′, v′)
∣∣∣∣ du′dv′
=
1
2π
√
1− ρ2
∫ y
−∞
∫ ∞
x
e
− 1
2
u2−2uvρ+v2
1−ρ2 dudv. (C.11)
Then put equation (C.8) and (C.11) together, we have
N2(x, y; ρ) +N2(−x, y;−ρ)
=
1
2π
√
1− ρ2
(∫ y
−∞
∫ ∞
x
e
− 1
2
u2−2uvρ+v2
1−ρ2 dudv +
∫ y
−∞
∫ ∞
x
e
− 1
2
u2−2uvρ+v2
1−ρ2 dudv
)
=
1√
2π
∫ y
−∞
e−
1
2
v2
∫ ∞
−∞
1√
2π
√
1− ρ2 e
− 1
2
(u−vρ)2
1−ρ2 dudv
=
1√
2π
∫ y
−∞
e−
1
2
v2dv. (C.12)
C.1 Under the measure Q
Proposition C.4. The cumulative distribution function of ST under the risk-neutral mea-
sure Q is given by
FQST (B) = N
(
ln B
S0
− μT
σ
√
T
)
, (C.13)
where μ is given by the equation (C.2).
Proof.
Q(ST ≤ B) = Q (XT ≤ b) = Q
(
WT ≤ b− μT
σ
)
.
Notice that WT is normally distributed with mean 0 and variance T , so the cumulative
distribution function of ST is given by:
Q (ST < B) = N
(
ln(B/S0)− μT
σ
√
T
)
.
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Proposition C.5. For a fixed time t ∈ [0, T ], the Ft-conditional cumulative distribution
function of ST under the risk-neutral measure Q is given by
FQt,ST (B,ω) = N
(
ln B
St
− μ(T − t)
σ
√
T − t
)
, (C.14)
and the corresponding Ft-conditional density function of ST under the risk-neutral mea-
sure Q is given by
fQt,ST (B,ω) =
1
Bσ
√
T − tn
(
ln B
St
− μ(T − t)
σ
√
T − t
)
, (C.15)
where μ is given by the equation (C.2) and n(∙) by equation (C.7).
Proposition C.6. For K < B, the joint cumulative distribution function of MS0,T and ST
under the risk-neutral measure Q is given by
F
Q
MS0,T ,ST
(B,K) = N
(
ln KS0 − μT
σ
√
T
)
−
(
B
S0
) 2μ
σ2
N
(
ln KS0 − 2 ln BS0 − μT
σ
√
T
)
, (C.16)
where μ is given by the equation (C.2).
Proof. Initially, we calculate the distribution function for a standard Brownian motionW 0
defined on a probability space (Ω,F , Q0), and by the reflection principle,
Q0
(
MW
0
0,T ≥ b,W 0T ≤ k
)
= Q0
(
MW
0
0,T ≥ b,W 0T ≥ 2b− k
)
= Q0
(
W 0T ≥ 2b− k
)
= Q0
(
W 0T ≤ k − 2b
)
= N
(
k − 2b√
T
)
. (C.17)
Differentiating the above equation with respect to k implies that
Q0
(
MW
0
0,T ≥ b,W 0T ∈ dk
)
=
1√
2π
√
T
e
− 1
2
(
k−2b√
T
)2
dk . (C.18)
Define a probability measureQ, equivalent toQ0, by its Radon-Nikodym derivative dQ/dQ0 =
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exp {μ
σ
W 0T − 12(μσ )2T}. By Girsanov’s theorem, Wt = W 0t − μt/σ, t ∈ [0, T ] is Q-
Brownian motion. So under the measure Q, σW 0t = μt + σWt = Xt, t ∈ [0, T ], and
we get
Q
(
MX0,T ≥ b,XT < k
)
= EQ
[
1{MX0,T≥b,XT<k}
]
= EQ
0
[
dQ
dQ0
1{MσW00,T ≥b,σW 0T<k}
]
= EQ
0
[
e
μ
σ
W 0T− 12 (μσ )2T1{MW00,T ≥ bσ ,W 0T< kσ}
]
= e−
1
2
(μ
σ
)2T
∫ k
σ
−∞
e
μ
σ
zQ0
(
MW
0
0,T ≥
b
σ
,W 0T ∈ dz
)
and
Q
(
MX0,T ≥ b,XT < k
)
= e−
1
2
(μ
σ
)2T
∫ k
σ
−∞
e
μ
σ
z 1√
2πT
e−
(z− 2bσ )
2
2T dz
= e−
1
2
(μ
σ
)2T
∫ k
σ
−∞
e
2bμ
σ2
+ 1
2
(μ
σ
)2T 1√
2πT
e−
(z− 2bσ −μTσ )
2
2T dz
= e
2bμ
σ2 N
(
k − 2b− μT
σ
√
T
)
.
Therefore,
Q
(
MX0,T ≤ b,XT < k
)
= Q (XT < k)−Q
(
MX0,T ≥ b,XT < k
)
= N
(
k − μT
σ
√
T
)
− e 2bμσ2 N
(
k − 2b− μT
σ
√
T
)
.
Proposition C.7. For 0 < t ≤ T , K < B and 0 < x = St(ω) < B, the Ft-conditional
cumulative distribution function ofMSt,T and ST under the risk-neutral measure Q is given
by
F
x,Q
t,MSt,T ,ST
(B,K, ω) = N
(
ln KSt − μ(T − t)
σ
√
T − t
)
−
(
B
St
) 2μ
σ2
N
(
ln KSt − 2 ln BSt − μ(T − t)
σ
√
T − t
)
,
(C.19)
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where μ is given by the equation (C.2).
By letting K → B in the equation (C.16) we have the follow the result.
Proposition C.8. The cumulative distribution function ofMS0,T under the risk-neutral mea-
sure Q is given by
F
Q
MS0,T
(B) = N
(
ln BS0 − μT
σ
√
T
)
−
(
B
S0
) 2μ
σ2
N
(− ln BS0 − μT
σ
√
T
)
, (C.20)
and the corresponding density function ofMS0,T under the risk-neutral measure Q is given
by
f
Q
MS0,T
(B) =
1
Bσ
√
T
n
(
ln BS0 − μT
σ
√
T
)
+
1
Bσ
√
T
(
B
S0
) 2μ
σ2
n
(− ln BS0 − μT
σ
√
T
)
− 2μ
Bσ2
(
B
S0
) 2μ
σ2
N
(− ln BS0 − μT
σ
√
T
)
, (C.21)
where μ is given by the equation (C.2).
Proposition C.9. For a fixed time t ∈ [0, T ] and 0 < x = St(ω) < B, the Ft-conditional
cumulative distribution function ofMSt,T under the risk-neutral measure Q is given by
F
x,Q
t,MSt,T
(B,ω) = N
(
ln BSt − μ(T − t)
σ
√
T − t
)
−
(
B
St
) 2μ
σ2
N
(− ln BSt − μ(T − t)
σ
√
T − t
)
,(C.22)
and the corresponding Ft-conditional density function ofMSt,T under the risk-neutral mea-
sure Q is given by
f
x,Q
t,MSt,T
(B,ω) (C.23)
=
1
Bσ
√
T − tΦ
(
ln BSt − μ(T − t)
σ
√
T − t
)
+
1
Bσ
√
T − t
(
B
St
) 2μ
σ2
Φ
(− ln BSt − μ(T − t)
σ
√
T − t
)
− 2μ
Bσ2
(
B
St
) 2μ
σ2
N
(− ln BSt − μ(T − t)
σ
√
T − t
)
,
where μ is given by the equation (C.2).
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Remark C.10. We find
∂
∂St
F
x,Q
t,MSt,T
(B,ω) (C.24)
= − 1
Stσ
√
T − tΦ
(
ln BSt − μ(T − t)
σ
√
T − t
)
− 1
Stσ
√
T − t
(
B
St
) 2μ
σ2
Φ
(− ln BSt − μ(T − t)
σ
√
T − t
)
+
2μ
Stσ2
(
B
St
) 2μ
σ2
N
(− ln BSt − μ(T − t)
σ
√
T − t
)
.
From equation (C.23) and (C.24), we have the relation
∂
∂St
F
x,Q
t,MSt,T
(B,ω) = −B
St
∂
∂B
F
x,Q
t,MSt,T
(B,ω). (C.25)
Proposition C.11. If Q (MX0,t1 ≥ b,Xt1 < k1,MXt1,t2 ≤ b,Xt2 < k2) is the probability that
X hits the level b before t1, and is below the level k1 at time t1 and below the level b between
t1 and t2 and is less than level k2 at time t2, then
Q
(
MX0,t1 ≥ b,Xt1 < k1,MXt1,t2 ≤ b,Xt2 < k2
) (C.26)
= e
2bμ
σ2 N2
(
k1 − 2b− μt1
σ
√
t1
,
k2 − 2b− μt2
σ
√
t2
;
√
t1
t2
)
−N2
(
k1 − 2b+ μt1
σ
√
t1
,
k2 − μt2
σ
√
t2
;−
√
t1
t2
)
,
where μ is given by equation (C.2), b by equation (C.4) and k by equation (C.5).
Proof. Initially, we calculate the distribution function for a standard Brownian motionW 0
defined on a probability space (Ω,F , Q0),
Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,MW
0
t1,t2 ≤ b,W 0t2 < k2
)
(C.27)
= Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,W 0t2 < k2
)
−Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,MW
0
t1,t2 > b,W
0
t2 < k2
)
.
By the reflection principle,
Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,W 0t2 < k2
)
= Q0
(
MW
0
0,t1 ≥ b,W 0t1 > 2b− k1,W 0t2 > 2b− k2
)
= Q0
(
W 0t1 > 2b− k1,W 0t2 > 2b− k2
)
= Q0
(−W 0t1 < k1 − 2b,−W 0t2 < k2 − 2b)
= N2
(
k1 − 2b√
t1
,
k2 − 2b√
t2
;
√
t1
t2
)
. (C.28)
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By the reflection principle again,
Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,MW
0
t1,t2 > b,W
0
t2 < k2
)
(C.29)
= Q0
(
MW
0
0,t1 ≥ b,W 0t1 > 2b− k1,mW
0
t1,t2 < b,W
0
t2 < k2
)
= Q0
(
W 0t1 > 2b− k1,W 0t2 < k2
)
= Q0
(−W 0t1 < k1 − 2b,W 0t2 < k2)
= N2
(
k1 − 2b√
t1
,
k2√
t2
;−
√
t1
t2
)
.
Substituting (C.28) and (C.29) into (C.27), we get
Q0
(
MW
0
0,t1 ≥ b,W 0t1 < k1,MW
0
t1,t2 ≤ b,W 0t2 < k2
)
= N2
(
k1 − 2b√
t1
,
k2 − 2b√
t2
;
√
t1
t2
)
−N2
(
k1 − 2b√
t1
,
k2√
t2
;−
√
t1
t2
)
.
Differentiating the above equation with respect to k1 and k2 yields
Q0
(
MW
0
0,t1 ≥ b,W 0t1 ∈ dk1,MW
0
t1,t2 ≤ b,W 0t2 ∈ dk2
)
=
nz1z2
 2b
2b
 ,
 t1 t1
t1 t2
− nz1z2
 2b
0
 ,
 t1 −t1
−t1 t2
 dk1dk2 .
Now define a probability measure Q, equivalent to Q0, by its Radon-Nikodym derivative
dQ/dQ0 = exp {μ
σ
W 0t2 − 12(μσ )2t2}. By Girsanov’s theorem,Wt = W 0t − μt/σ, t ∈ [0, t2]
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is Q-Brownian motion. So under the measure Q, σW 0t = μt+ σWt = Xt, t ∈ [0, t2]:
Q
(
MX0,t1 ≥ b,Xt1 < k1,MXt1,t2 ≤ b,Xt2 < k2
)
= EQ
[
1{
MX0,t1
≥b,Xt1<k1,MXt1,t2≤b,Xt2<k2
}]
= EQ
0
[
dQ
dQ0
1{
MσW
0
0,t1
≥b,σW 0t1<k1,MσW
0
t1,t2
≤b,σW 0t2<k2
}]
= EQ
0
[
e
μ
σ
W 0t2
− 1
2
(μ
σ
)2t21{
MW
0
0,t1
≥ b
σ
,W 0t1
<
k1
σ
,MW
0
t1,t2
≤ b
σ
,W 0t2
<
k2
σ
}]
=
∫ k2
σ
−∞
∫ k1
σ
−∞
e
μ
σ
z2− 12 (μσ )2t2
[
nz1z2
 2bσ
2b
σ
 ,
 t1 t1
t1 t2

− nz1z2
 2bσ
0
 ,
 t1 −t1
−t1 t2
]dz1dz2
=
∫ k2
σ
−∞
∫ k1
σ
−∞
e
2bμ
σ2 nz1z2
 2b+μt1σ
2b+μt2
σ
 ,
 t1 t1
t1 t2

− nz1z2
 2b−μt1σ
μt2
σ
 ,
 t1 −t1
−t1 t2
 dz1dz2
= e
2bμ
σ2 N2
(
k1 − 2b− μt1
σ
√
t1
,
k2 − 2b− μt2
σ
√
t2
;
√
t1
t2
)
−N2
(
k1 − 2b+ μt1
σ
√
t1
,
k2 − μt2
σ
√
t2
;−
√
t1
t2
)
.
Proposition C.12. Q (Xt1 < b,Xt2 ≤ k, τ > t2) is the probability that X hits the barrier
after t2,and is below its barrier at time t1, and is below k at time t2 and
Q (Xt1 < b,Xt2 ≤ k, τ > t2) (C.30)
= N2
(
b− μt1
σ
√
t1
,
k − μt2
σ
√
t2
;
√
t1
t2
)
− e 2bμσ2 N2
(
b+ μt1
σ
√
t1
,
k − 2b− μt2
σ
√
t2
;−
√
t1
t2
)
,
where μ is given by equation (C.2), b by equation (C.4) and k by equation (C.5).
Proof. We can decompose Q (Xt1 < b,Xt2 ≤ k, τ > t2) as follows:
Q (Xt1 < b,Xt2 ≤ k, τ > t2)
= Q
(
MX0,t1 < b,Xt1 < b,Xt2 ≤ k, τ > t2
)
+Q
(
MX0,t1 ≥ b,Xt1 < b,Xt2 ≤ k, τ > t2
)
= Q
(
MX0,t2 < b,Xt2 ≤ k
)
+Q
(
MX0,t1 ≥ b,Xt1 < b,Xt2 ≤ k, τ > t2
)
.
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From equation (C.16), we know that
Q
(
MX0,t2 ≤ b,Xt2 ≤ k
)
= N
(
k − μt2
σ
√
t2
)
− e 2μσ2 bN
(
k − 2b− μt2
σ
√
t2
)
. (C.31)
Set k1 = b and k2 = k; from (C.26), we know that
Q
(
MX0,t1 ≥ b,Xt1 < b,Xt2 < k, τ > t2
) (C.32)
= Q
(
MX0,t1 ≥ b,Xt1 < b,MXt1,t2 < b,Xt2 < k
)
= e
2bμ
σ2 N2
(−b− μt1
σ
√
t1
,
k − 2b− μt2
σ
√
t2
;
√
t1
t2
)
−N2
(−b+ μt1
σ
√
t1
,
k − μt2
σ
√
t2
;−
√
t1
t2
)
.
Putting (C.31) and (C.32) together, we have
Q (Xt1 < b,Xt2 ≤ k, τ > t2)
= N2
(
b− μt1
σ
√
t1
,
k − μt2
σ
√
t2
;
√
t1
t2
)
− e 2bμσ2 N2
(
b+ μt1
σ
√
t1
,
k − 2b− μt2
σ
√
t2
;−
√
t1
t2
)
.
Remark C.13. In fact, by letting k → b in equation (C.30), we have for 0 < t1 < t2, the
cumulative distribution function ofMSt1,t2 under the risk-neutral measure Q is given by
F
Q
MSt1,t2
(B) = N2
(
b− μt1
σ
√
t1
,
b− μt2
σ
√
t2
;
√
t1
t2
)
− e 2bμσ2 N2
(
b+ μt1
σ
√
t1
,
−b− μt2
σ
√
t2
;−
√
t1
t2
)
,
where μ is given by equation (C.2) and b by equation (C.4).
Proposition C.14. For 0 < t < t1 < t2, the Ft-conditional cumulative distribution func-
tion ofMSt1,t2 under the risk-neutral measure Q is given by
F
Q
t,MSt1,t2
(B,ω) = N2
(
ln BSt − μ(t1 − t)
σ
√
t1 − t ,
ln BSt − μ(t2 − t)
σ
√
t2 − t ;
√
t1 − t
t2 − t
)
(C.33)
−
(
B
St
) 2μ
σ2
N2
(
ln BSt + μ(t1 − t)
σ
√
t1 − t ,
− ln BSt − μ(t2 − t)
σ
√
t2 − t ;−
√
t1 − t
t2 − t
)
,
and the corresponding Ft-conditional density function is given by
f
Q
t,MSt1,t2
(B,ω) =
∂
∂B
F
Q
t,MSt1,t2
(B,ω) . (C.34)
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Remark C.15. The set {MXt1,t2 < b,Xt2 < k} is equivalent to the set {Xt1 < b,Xt2 <
k, τ > t2}. In fact, the equation (C.30) gives us the joint cumulative distribution function
ofMSt1,t2 and St2 and for K < B,
F
Q
MSt1,t2
,St2
(B,K) (C.35)
= N2
(
b− μt1
σ
√
t1
,
k − μt2
σ
√
t2
;
√
t1
t2
)
− e 2bμσ2 N2
(
b+ μt1
σ
√
t1
,
k − 2b− μt2
σ
√
t2
;−
√
t1
t2
)
,
where μ is given by the equation (C.2), b by equation (C.4) and k by equation (C.5).
Proposition C.16. For 0 ≤ t < t1 ≤ t2 and K < B, the Ft-conditional cumulative
distribution function ofMSt1,t2 and St2 under the risk-neutral measure Q is given by
F
Q
t,MSt1,t2
,St2
(B,K, ω) (C.36)
= N2
(
ln BSt − μ(t1 − t)
σ
√
t1 − t ,
ln KSt − μ(t2 − t)
σ
√
t2 − t ;
√
t1 − t
t2 − t
)
−
(
B
St
) 2μ
σ2
N2
(
ln BSt + μ(t1 − t)
σ
√
t1 − t ,
ln KSt − 2 ln BSt − μ(t2 − t)
σ
√
t2 − t ;−
√
t1 − t
t2 − t
)
,
where μ is given by the equation (C.2).
C.2 Under the measure Q˜
The measure Q˜ is equivalent to Q. Under the probability measure Q˜, Xt follows an arith-
metic Brownian motion
dXt = μ˜dt+ σdW˜t
with drift
μ˜ ≡ r + σ
2
2
, (C.37)
and
W˜t = Wt − σt
is Q˜ Brownian motion. We present some conditional cumulative distributions under the
measure Q˜.
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Proposition C.17. The cumulative distribution function of MS0,T under the measure Q˜ is
given by
F
Q˜
MS0,T
(B) = N
(
ln BS0 − μ˜T
σ
√
T
)
−
(
B
S0
) 2μ˜
σ2
N
(− ln BS0 − μ˜T
σ
√
T
)
, (C.38)
and the correspondingFt-conditional density function ofMS0,T under the risk-neutral mea-
sure Q˜ is given by
f
Q˜
MS0,T
(B) =
1
Bσ
√
T
n
(
ln BS0 − μ˜T
σ
√
T
)
+
1
Bσ
√
T
(
B
S0
) 2μ˜
σ2
n
(− ln BS0 − μ˜T
σ
√
T
)
− 2μ˜
Bσ2
(
B
S0
) 2μ˜
σ2
N
(− ln BS0 − μ˜T
σ
√
T
)
, (C.39)
where μ˜ is given by equation (C.37).
Remark C.18. We have the following relationship:
∂
∂S0
F
Q˜
MS0,T
(B) = − B
S0
∂
∂B
F
Q˜
MS0,T
(B) . (C.40)
Proposition C.19. For a fixed time t ∈ [0, T ] and 0 < x = St(ω) < B, the Ft-conditional
cumulative distribution function ofMSt,T under the measure Q˜ is given by
F
x,Q˜
t,MSt,T
(B,ω) = N
(
ln BSt − μ˜(T − t)
σ
√
T − t
)
−
(
B
St
) 2μ˜
σ2
N
(− ln BSt − μ˜(T − t)
σ
√
T − t
)
,(C.41)
and the correspondingFt-conditional density function ofMS0,T under the risk-neutral mea-
sure Q˜ is given by
f
x,Q˜
t,MSt,T
(B,ω)
=
1
Bσ
√
T − tn
(
ln BSt − μ˜(T − t)
σ
√
T − t
)
+
1
Bσ
√
T − t
(
B
St
) 2μ˜
σ2
n
(− ln BSt − μ˜(T − t)
σ
√
T − t
)
− 2μ˜
Bσ2
(
B
St
) 2μ˜
σ2
N
(− ln BSt − μ˜(T − t)
σ
√
T − t
)
, (C.42)
where μ˜ is given by equation (C.37).
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Remark C.20. We have the following relationship,
∂
∂St
F x,Q˜
t,MSt,T
(B,ω) = −B
St
∂
∂B
F x,Q˜
t,MSt,T
(B,ω). (C.43)
C.3 Under the measure Q∗
Now let us introduce a measure Q∗, which is equivalent to Q. Under the probability mea-
sure Q∗, Xt follows an arithmetic Brownian motion
dXt = μ
∗dt+ σdW ∗t
with drift
μ∗ ≡ r + σ
2
2
, (C.44)
and
W ∗t = Wt − σt
is Q∗ Brownian motion. We present some conditional cumulative distributions under the
measure Q∗.
Proposition C.21. For a fixed time t ∈ [0, T ] , the Ft-conditional cumulative distribution
function of ST under the measure Q∗ is given by
FQ
∗
t,ST
(K,ω) = N
(
ln K
St
− μ∗(T − t)
σ
√
T − t
)
, (C.45)
and the correspondingFt-conditional density function of ST under the measureQ∗ is given
by
fQ
∗
t,ST
(K,ω) =
1
Kσ
√
T − tn
(
ln K
St
− μ∗(T − t)
σ
√
T − t
)
, (C.46)
where μ∗ is given by the equation (C.44).
Proposition C.22. For 0 ≤ t < t1 ≤ t2 and K < B, the Ft-conditional cumulative
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distribution function ofMSt1,t2 and St2 under the measure Q∗ is given by
F
Q∗
t,MSt1,t2
,St2
(B,K, ω) (C.47)
= N2
(
ln BSt − μ∗(t1 − t)
σ
√
t1 − t ,
ln KSt − μ∗(t2 − t)
σ
√
t2 − t ;
√
t1 − t
t2 − t
)
−
(
B
St
) 2μ∗
σ2
N2
(
ln BSt + μ
∗(t1 − t)
σ
√
t1 − t ,
ln KSt − 2 ln BSt − μ∗(t2 − t)
σ
√
t2 − t ;−
√
t1 − t
t2 − t
)
,
where μ∗ is given by the equation (C.44).
Proposition C.23. For 0 < t1 < t ≤ t2, K < B and 0 < x = St(ω) < B, the Ft-
conditional cumulative distribution function of MSt,t2 and St2 under the risk-neutral mea-
sure Q∗ is given by
F x,Q
∗
t,MSt,t2
,St2
(B,K, ω) (C.48)
= N
(
ln K
St
− μ∗(t2 − t)
σ
√
t2 − t
)
−
(
B
St
) 2μ∗
σ2
N
(
ln K
St
− 2 ln B
St
− μ∗(t2 − t)
σ
√
t2 − t
)
,
where μ∗ is given by the equation (C.44).
C.4 Under the measure Qˆ
Since S1t follows geometric Brownian motion equation (4.19) and S2t follows geometric
Brownian motion equation (4.20), and let
ξ = exp
{
−1
2
σ22T + ρσ2W
1
T +
√
1− ρ2σ2W 2T
}
= exp
{
−1
2
ρ2σ22T + ρσ2W
1
T −
1
2
(1− ρ2)σ22T +
√
1− ρ2σ2W 2T
}
and define an equivalent probability measure Qˆ by dQˆ/dQ = ξ and by the Girsanov the-
orem, we have Wˆ 1t = W 1t − ρσ2t and Wˆ 2t = W 2t −
√
1− ρ2σ2t are standard Brownian
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motions on the probability space (Ω,F , Qˆ). Note that under the measure Qˆ
dS1t
S1t
= (r + ρσ1σ2)dt+ σ1dWˆ
1
t ,
dS2t
S2t
= (r + σ22)dt+ σ2
(
ρdWˆ 1t +
√
1− ρ2dWˆ 2t
)
,
or equivalently
S1t = S
1
0 exp
{
(r + ρσ1σ2 − 1
2
σ21)t+ σ1Wˆ
1
t
}
, (C.49)
S2t = S
2
0 exp
{
(r +
1
2
σ22)t+ σ2
(
ρWˆ 1t +
√
1− ρ2Wˆ 2t
)}
. (C.50)
By changing variable, let
X1t = ln
S1t
S10
and X2t = ln
S2t
S20
t ∈ [0, T ], (C.51)
By Itoˆ’s Lemma, under the measure Q we have
dX1t = μ1dt+ σ1dW
1
t , (C.52)
dX2t = μ2dt+ σ2(ρdW
1
t +
√
1− ρ2dW 2t ) , (C.53)
where
μ1 = r − σ
2
1
2
, (C.54)
μ2 = r − σ
2
2
2
. (C.55)
Under the measure Qˆ, we have
dX1t = μˆ1dt+ σ1dWˆ
1
t , (C.56)
dX2t = μˆ2dt+ σ2(ρdWˆ
1
t +
√
1− ρ2dWˆ 2t ) , (C.57)
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where
μˆ1 = r − σ
2
1
2
+ ρσ1σ2 , (C.58)
μˆ2 = r +
σ22
2
. (C.59)
From [12], we know Q
(
MS
1
0,T > B,S
2
T > K
)
is given by
Q
(
MS
1
0,T > B,S
2
T > K
)
(C.60)
= N2
(
ln
S10
B
+ μ1T
σ1
√
T
,
ln
S20
K
+ μ2T
σ2
√
T
; ρ
)
+
(
B
S10
) 2μ1
σ21
N2
(
ln
S10
B
− μ1T
σ1
√
T
,
ln
S20
K
− 2ρσ2
σ1
ln
S10
B
+ μ2T
σ2
√
T
;−ρ
)
.
Notice that
Q
(
MS
1
0,T < B,S
2
T < K
)
= Q
(
MS
1
0,T < B
)
−Q (S2T > K)+Q(MS10,T > B,S2T > K)
= Q
(
MS
1
0,T < B
)
− 1 +Q (S2T < K)+Q(MS10,T > B,S2T > K) .
Putting equation (C.20), equation (C.13) and equation (C.60) together, we have
Q
(
MS
1
0,T < B,S
2
T < K
)
= Q
(
MS
1
0,T < B
)
−Q (S2T > K)+Q(MS10,T > B,S2T > K)
= N2
(
− ln S10
B
− μ1T
σ1
√
T
,
− ln S20
K
− μ2T
σ2
√
T
; ρ
)
−
(
B
S10
) 2μ1
σ21
N2
(
ln
S10
B
− μ1T
σ1
√
T
,
− ln S20
K
+ 2ρσ2
σ1
ln
S10
B
− μ2T
σ2
√
T
; ρ
)
.
Proposition C.24. For 0 ≤ t ≤ T and 0 < x = S1t (ω) < B, theFt-conditional cumulative
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distribution function ofMS1t,T and S2T under the measure Q is given by
F
x,Q
t,MS
1
t,T ,S
2
T
(B,K, ω) (C.61)
= N2
(
ln B
S1t
− μ1(T − t)
σ1
√
T − t ,
ln K
S2t
− μ2(T − t)
σ2
√
T − t ; ρ
)
−
(
B
S1t
) 2μ1
σ21 N2
(− ln B
S1t
− μ1(T − t)
σ1
√
T − t ,
ln K
S2t
− 2ρσ2σ1 ln BS1t − μ2(T − t)
σ2
√
T − t ; ρ
)
,
where μ1 is given by equation (C.54) and μ2 is given by equation (C.55).
Proposition C.25. For 0 ≤ t ≤ T and 0 < x = S1t (ω) < B, theFt-conditional cumulative
distribution function ofMS1t,T and S2T under the measure Qˆ is given by
F
x,Qˆ
t,MS
1
t,T ,S
2
T
(B,K, ω) (C.62)
= N2
(
ln B
S1t
− μˆ1(T − t)
σ1
√
T − t ,
ln K
S2t
− μˆ2(T − t)
σ2
√
T − t ; ρ
)
−
(
B
S1t
) 2μˆ1
σ21 N2
(− ln B
S1t
− μˆ1(T − t)
σ1
√
T − t ,
ln K
S2t
− 2ρσ2σ1 ln BS1t − μˆ2(T − t)
σ2
√
T − t ; ρ
)
,
where μˆ1 is given by equation (C.58) and μˆ2 is given by equation (C.59).
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Appendix D
Δ-Hedging for Protected Barrier option
and Rainbow Barrier option
The price of the Protected barrier option and Rainbow barrier option at time 0 are derived
by [12]. In this section we just present the results. For the derivation of the formula in
detail, we refer to [12].
Proposition D.1. The price of the Protected Barrier option at time zero, PBO(0), is given
by
PBO(0) = e−rt∗RN
(
ln S0B + μt
∗
σ
√
t∗
)
+
R
B
S0 (G(T )−G(t∗) +H(t∗, T ))
+S0 (Func(B,B, S0, μ∗, t∗, T, σ)− Func(B,K, S0, μ∗, t∗, T, σ))
−e−rTK (Func(B,B, S0, μ, t∗, T, σ)− Func(B,K, S0, μ, t∗, T, σ)) , (D.1)
where
G(t) = N
(
ln S0
B
+ μ˜t
σ
√
t
)
+
(
S0
B
)− 2μ˜
σ2
N
(
ln S0
B
− μ˜t
σ
√
t
)
, (D.2)
H(t∗, T ) = N2
(
ln S0
B
+ μ˜t∗
σ
√
t∗
,
− ln S0
B
− μ˜T
σ
√
T
;−
√
t∗
T
)
+
(
S0
B
)− 2μ˜
σ2
N2
(
ln S0
B
− μ˜t∗
σ
√
t∗
,
− ln S0
B
+ μ˜T
σ
√
T
;−
√
t∗
T
)
(D.3)
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and
Func(B,K, S0, μ, t∗, T, σ) (D.4)
= N2
(
− ln S0
B
− μt∗
σ
√
t∗
,
− ln S0
K
− μT
σ
√
T
;
√
t∗
T
)
−
(
S0
B
)− 2μ
σ2
N2
(
− ln S0
B
+ μt∗
σ
√
t∗
,
− ln S0
K
+ 2 ln S0
B
− μT
σ
√
T
;−
√
t∗
T
)
.
where μ∗ is given by equation (C.44), μ by equation (C.2) and μ˜ given by equation (C.37).
Remark D.2. From Proposition C.3, we see the formula (17) in Appendix A3 in [12] is
incorrect, which leads to the time zero price of the Protected barrier option formula in [12]
being incorrect. What we present here is the corrected formula.
To find the the number of units to be held in stock S at time zero, we take the partial
differentiation equation (D.1) with respect to S0 and get
∂
∂S0
PBO(0) (D.5)
= e−rt
∗
R
1
σ
√
t∗S0
Φ
(
ln S0
B
+ μt∗
σ
√
t∗
)
+
R
B
(G(T )−G(t∗) +H(t∗, T ))
+ (Func(B,B, S0, μ∗, t∗, T, σ)− Func(B,K, S0, μ∗, t∗, T, σ))
+
R
B
S0
(
∂
∂S0
G(T )− ∂
∂S0
G(t∗) +
∂
∂S0
H(t∗, T )
)
+S0
(
∂
∂S0
Func(B,B, S0, μ∗, t∗, T, σ)− ∂
∂S0
Func(B,K, S0, μ∗, t∗, T, σ)
)
−e−rTK
(
∂
∂S0
Func(B,B, S0, μ, t∗, T, σ)− ∂
∂S0
Func(B,K, S0, μ, t∗, T, σ)
)
.
Proposition D.3. The price of Rainbow Barrier option at time zero, RBO(0), is given by
RBO(0) (D.6)
= S20P (B,K, S
1
0 , S
2
0 , μˆ1, μˆ2, σ1, σ2, T )−
K
erT
P (B,K, S10 , S
2
0 , μ1, μ2, σ1, σ2, T ) ,
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where
P (B,K, S10 , S
2
0 , μ1, μ2, σ1, σ2, T ) (D.7)
= N2
(
− ln S10B − μˆ1T
σ1
√
T
,
ln
S20
K + μˆ2T
σ2
√
T
;−ρ
)
−
(
S10
B
)− 2μˆ1
σ21
N2
 ln S10B − μˆ1T
σ1
√
T
,
ln
S20
K − 2ρσ2σ1 ln
S10
B + μˆ2T
σ2
√
T
;−ρ
 ,
and μ1 is given by equation (C.54), μ2 by equation (C.55), μˆ1 by equation (C.58) and μˆ1
by equation (C.59).
To find the the number of units to be held in stock S1 at time zero, we take the partial
differentiation equation (D.6) with respect to S10 , and get
∂
∂S10
RBO(0) (D.8)
= S20
∂
∂S10
P (B,K, S10 , S
2
0 , μˆ1, μˆ2, σ1, σ2, T )−
K
erT
∂
∂S20
P (B,K, S10 , S
2
0 , μ1, μ2, σ1, σ2, T ).
To find the the number of units to be held in stock S2 at time zero, we take the partial
differentiation equation (D.6) with respect to S20 , and get
∂
∂S20
RBO(0) (D.9)
= P (B,K, S10 , S
2
0 , μˆ1, μˆ2, σ1, σ2, T ) + S
2
0
∂
∂S20
P (B,K, S10 , S
2
0 , μˆ1, μˆ2, σ1, σ2, T )
− K
erT
∂
∂S20
P (B,K, S10 , S
2
0 , μ1, μ2, σ1, σ2, T ) .
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Appendix E
VBA implementation code
Figure E.1: Integration implemented in VBA code for the Digital barrier option with a
random time
Figure E.2: Integration implemented in VBA code for the Protected barrier option
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