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El presente trabajo de investigación tiene como objetivo general diseñar un modelo predictivo 
para la detección temprana de la neumonía utilizando deep learning y visión computacional, 
alineando los objetivos estratégicos para lograr conseguirlo y brindar un apoyo al sector salud. 
Para el planteamiento del problema, se realizaron investigaciones para poder entender el déficit 
en el que se encuentra el sector salud y la gran ayuda de las redes neuronales en la actualidad, 
que si son correctamente entrenadas pueden ayudar a brindar mayor precisión en la detección de 
la neumonía en una fase temprana. En el estudio de antecedentes internacionales de diferentes 
bases de datos de renombre científico, diferentes autores consideran el uso de las redes 
neuronales como principal herramienta para aplicarlo en el sector salud, una red neuronal 
correctamente entrenada brinda resultados con un alto índice de precisión, lo cual brinda una 
herramienta adicional para poder detectar la neumonía en una fase temprana.  La metodología 
que se optó de la investigación “A Novel Transfer Learning Based Approach for Pneumonia 
Detection in Chest X-ray Images” realizada por el autor Chouhan, debido a los resultados en las 
investigaciones del autor brindan mejores valores en precisión en la detección de la neumonía, de 
acuerdo a la ponderación realizada basados en diversos trabajos de investigación. La importancia 
de un correcto uso de las redes neuronales en la medicina tiene una gran ventaja en el tratamiento 
temprano de diversas enfermedades. En conclusión, el diseñar un modelo predictivo para la 
detección temprana de la neumonía utilizando Deep Learning y Visión Computacional, ha 
permitido a esta investigación contribuir con una herramienta que sirva como apoyo para el 
diagnóstico de esta enfermedad y reduzca la alta tasa de mortandad que existe a nivel nacional e 
internacional. 




The present research work has the general objective of designing a predictive model for the early 
detection of pneumonia using deep learning and computational vision, aligning the strategic 
objectives to achieve this and provide support to the health sector. For the problem statement, 
research was carried out to understand the deficit in the health sector and the great help of neural 
networks today, which if properly trained can help provide greater precision in detecting 
pneumonia at an early stage. In the study of international antecedents of different databases of 
scientific renown, different authors consider the use of neural networks as the main tool to apply 
it in the health sector, a properly trained neural network provides results with a high precision 
index, which provides an additional tool to detect pneumonia at an early stage. The methodology 
chosen from the research “A Novel Transfer Learning Based Approach for Pneumonia Detection 
in Chest X-ray Images” carried out by the author Chouhan, due to the results in the author's 
research, provide better values in precision in the detection of the pneumonia, according to the 
weighting made based on various research works. The importance of a correct use of neural 
networks in medicine has a great advantage in the early treatment of various diseases. In 
conclusion, designing a predictive model for the early detection of pneumonia using Deep 
Learning and Computational Vision, has allowed this research to contribute with a tool that 
serves to support the diagnosis of this disease and reduce the high mortality rate that exists. At 
national and international level. 
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En la actualidad, la neumonía es una enfermedad que no es fácil detectarla en una etapa 
temprana, cuando ya está en otra fase puede generar la muerte, esto se aprecia en la actualidad, la 
falta de especialistas y hospitales en el país genera una alta tasa de mortandad a causa de esta 
enfermedad. La presente investigación tiene como propósito desarrollar un modelo predictivo 
para poder detectar la neumonía en una etapa temprana utilizando Deep Learning y Visión 
Computacional.  
En el primer capítulo, se menciona el planteamiento del problema, realidad problemática, 
formulación del problema, el objetivo general y específicos, puntos vitales para poder centrarnos 
en el trabajo y poder estar alineados al mismo. Además, la hipótesis, justificación y la 
delimitación del trabajo. 
En el segundo capítulo, se encuentra los antecedentes de la presente investigación, el cual sirvió 
de base para el desarrollo del trabajo. Además, se enfoca en el marco teórico con los principales 
conceptos de redes neuronales, el deep learnig y visión computacional, sus principales técnicas y 
más datos importantes, temas necesarios para poder entender el modelo propuesto. Ante lo 
expuesto, se menciona las principales metodologías y el contexto de la investigación. 
En el tercer capítulo, se presenta la metodología de investigación, el diseño del mismo, la 
ponderación para poder seleccionar la mejor metodología, la metodología propuesta y todas las 




En el cuarto capítulo, se indica el desarrollo de la solución, donde se menciona todas las librerías 
Python necesarias para poder realizar el diseño y una futura implementación, además. Se muestra 
un prototipo que servirá de base para futuras investigaciones. 
En el quinto capítulo, se describe la discusión, conclusiones y recomendaciones, el cual brindará 
una base para futuros trabajos de investigación que utilicen el mismo tema y que pueda ser 
utilizado para implementar el mismo, el cual brindará una excelente herramienta para el área 















CAPÍTULO I: PLANTEAMIENTO DEL PROBLEMA 
 
1.1. DESCRIPCIÓN DE LA REALIDAD PROBLEMATICA 
Con el aumento de la tecnología, el éxito de los modelos predictivos computacionales 
como el Deep Learning (o aprendizaje profundo), cuyo concepto se presentó en el 2006 en la 
revista Science por el informático Geoffrey Hinton, ha ofrecido importantes avances en la 
identificación de elementos a través del procesamiento de imágenes, lo que ha permitido el 
descubrimiento de patrones para poder descifrar o predecir con gran precisión algún significado 
que se busca en dicho objeto. Esta capacidad del aprendizaje profundo ha recibido mucho interés 
por parte de las comunidades científicas, sobre todo la del sector salud, ya que la implementación 
de esta tecnología para tomar decisiones sobre diagnósticos de distintas enfermedades a través de 
la lectura de imágenes médicas, es tan precisa que ya son comparables al de los expertos médicos 
y han ido ganando cada vez más aceptación y confiabilidad. 
Asimismo, el aprendizaje profundo, como técnica para el diagnóstico temprano de 
enfermedades, consta de dos enfoques. El primer enfoque está dirigido a la clasificación de 
resultados, mediante el mapeo de datos como, por ejemplo, el historial de un paciente.  El 
segundo enfoque va abocado al análisis de datos fisiológicos, como las radiografías, 
mamografías, tomografías, etc. Este último enfoque, y del cual va dirigido este trabajo de 
investigación, se puede utilizar como herramienta de lectura de patrones para la certera 
identificación de tumores, distintos tipos cáncer e infecciones como la neumonía.  
Es por ello que, mediante el uso modelos predictivos computacionales de aprendizaje 
profundo, tales como las Redes Neuronales Convolucionales de aprendizaje profundo (CNN 
Deep Learning), aplicados en el diagnóstico médico, se han ido ampliando los horizontes en 
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distintas especialidades de la medicina e impactando positivamente en sus resultados alrededor 
del mundo. Asimismo, en una investigación en España en el 2019, se diseñó un sistema capaz de 
analizar espectrogramas para detectar audios de tos y poder realizar una clasificación en relación 
a distintas enfermedades respiratorias. Debido a la complejidad de este proyecto, solo se 
encontraron resultados satisfactorios en estudios de tos aguda frente, la cual se confronto con 
otros diferentes tipos de tos, logrando alcanzar un valor de precisión de un 77,78% de acierto en 
la detección de enfermedades como la obstructiva pulmonar crónica (EPOC). 
En un estudio realizado en México, en el 2019, se diseñó y entrenó una red neuronal de 
aprendizaje profundo para clasificar 8 distintas enfermedades toráxicas, entre estas la neumonía, 
utilizando una base de datos denominada ChestX-ray8, con dicha información se consiguió 
resultados positivos en 4 de las 8 enfermedades analizadas. En el caso de la neumonía, se obtuvo 
un porcentaje de exactitud del 60.51% detectando la enfermedad en imágenes radiográficas de 
calidad original y un 86.36% de exactitud de detección en imágenes con calidad aumentada.  
Por otro lado, un estudio en Canadá realizado en el año 2015, con el uso de tomografías 
axiales, se logró una interesante mejora en el diagnóstico del cáncer de pulmón, con el uso de 
redes neuronales convolucionales (CNN) se logró una precisión de clasificación del 99% 
proporcional a la precisión de un radiólogo experimentado. Con respecto al diagnóstico de la 
neumonía, en Turquía en el año 2019, se ha conseguido un 91% de precisión del reconocimiento 
de esta enfermedad, mediante el uso de un modelo especializado denominado VGG16-CNN 
(OxfordNet Convolutional Neural Network) y el procesamiento de radiografías con patrones 
positivos de la afección. 
En la región sudamericana, específicamente en Chile en el año 2016, se han desarrollado 
estudios asociados a la aplicación de Deep Learning y la técnica de Perceptrón Multicapa en la 
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detección de la Apnea y la Hipoapnea del sueño, mediante la lectura de señales de 
polisomnografía. Los resultados fueron satisfactorios para la detección de la apnea, sin embargo, 
no se obtuvo resultados precisos en el diagnóstico de la hipoapnea debido a que las señales de un 
presunto trastorno del mismo son muy parecidas al que un paciente no tenga apnea. Esto quiere 
decir que es crítico para un modelo de aprendizaje profundo ser entrenado con una considerable 
cantidad de pruebas, ya que de ello dependerá su factor de éxito. 
En el Perú, estudios del año 2014 demuestran el impacto del uso del Deep Learning en el 
diagnóstico de la retinopatía hipertensiva. En este caso, mediante la recolección de datos 
sintomáticos y el uso de un algoritmo específico denominado Backpropagation, logró 
interesantes resultados en una clínica oftalmológica en Lima, el cual presentó un 5% de margen 
de error y con un atributo del 95% en nivel de confianza en el diagnóstico. De la misma forma, 
en la ciudad de Puno, en el año 2014, bajo el enfoque fisiológico del Deep Learning, se logró 
realizar un sistema utilizando el aprendizaje profundo con la finalidad de realizar la detección del 
cáncer de mama procesando aproximadamente 200 mamografías para el aprendizaje de los 
algoritmos usando el modelo Backpropagation, que permitieron detectar los patrones 
cancerígenos de esta enfermedad, logrando así un 73.6% de precisión de reconocimiento.  
Con respecto a estudios científicos en el Perú sobre el aprendizaje automático 
relacionados a la enfermedad en la que se enfoca esta investigación, se ha desarrollado en la 
ciudad de Huancayo, para el centro de salud Juan Parra del Riego, un sistema de basado en una 
red inferencial conformado por datos históricos, y encuestas a pacientes y profesionales médicos 
acerca de los síntomas de la neumonía realizadas en el mismo centro hospitalario. La aplicación 
de esta solución logró una mejora del 63.64% en el tiempo promedio de atención de casos de 
detección de la neumonía, lo que significa que, si un doctor puede determinar su diagnóstico en 
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11 minutos, el sistema podría lograr lo mismo en 4 minutos, lo que significaría un importante 
aporte a la demanda de atención sobre esta enfermedad. 
Sin embargo, no se ha encontrado estudios locales específicos ni antecedentes acerca del 
uso del Deep Learning para el apoyo de la detección de la neumonía en el Perú. Por esta razón, 
es conveniente que sea realicen investigaciones de esta tecnología sobre una de las enfermedades 
más preocupantes en toda la población peruana ya que, según datos de la Dirección General de 
Epidemiología (DGE) en el 2018, se registraron 1088 casos en menores de cinco años con la 
presencia de neumonía, entre los cuales 6 fueron mortales. Por otro lado, los métodos 
convencionales de la detección de la neumonía en una imagen de rayos X suponen todo un reto 
que requiere de mucha pericia por parte del especialista médico, por lo que la precisión y la 
rapidez en dar un diagnóstico adecuado es vital para detectar con éxito la enfermedad antes de 
que se agrave el caso. Con el uso y despliegue de la emergente tecnología Deep Learning 
permitirá la detección de la neumonía en una fase temprana en los centros médicos y 
hospitalarios del Perú, se podrá determinar un diagnóstico y tratamiento preciso al paciente 
mucho antes de que la enfermedad pase a una fase peligrosa. 
Por esa razón, en esta investigación se plantea como problema ¿En qué medida diseñar 
un modelo predictivo ayudaría para la detección temprana de la neumonía utilizando deep 
learning y visión computacional?  
1.2.FORMULACIÓN DEL PROBLEMA 
1.2.1. Problema General 
P.G. ¿En qué medida diseñar un modelo predictivo ayudaría en la detección temprana de 
la neumonía utilizando deep learning y visión computacional? 
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1.2.2. Problemas Específicos 
PE01: ¿Qué conjunto de datos (dataset) de imágenes radiográficas serán necesarios para 
la detección temprana de la neumonía el diseño de un modelo predictivo utilizando Deep 
Learning y visión Computacional? 
PE02: ¿Qué técnicas de pre-procesamiento y normalización son las utilizadas en las 
imágenes radiográficas del conjunto de datos seleccionado? 
PE03: ¿Qué técnicas de visión computacional son las utilizadas para la detección de 
objetos en las imágenes radiográficas? 
PE04: ¿Qué estructura de red convolucional será la indicada para la clasificación de 
imágenes radiográficas donde se encuentre la presencia de la neumonía en una fase temprana? 
1.3.DETERMINACIÓN DE OBJETIVOS 
1.3.1. Objetivo General 
O.G. Diseñar un modelo predictivo para la detección temprana de la neumonía utilizando 
Deep Learning y Visión Computacional 
1.3.2. Objetivo Específico 
OE01: Obtener el conjunto de datos (dataset) de imágenes radiográficas que contenga 
como atributo la presencia de neumonía en una fase temprana, así como radiografías de personas 
sin neumonía. 
OE02: Utilizar las técnicas de pre-procesamiento y normalización utilizadas en las 
imágenes radiográficas del conjunto de datos seleccionado. 
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OE03: Aplicar técnicas de visión computacional para la detección de objetos en las 
imágenes radiográficas. 
OE04: Identificar la mejor estructura de red neuronal convolucional para la clasificación 
de imágenes radiográficas donde se detecte la presencia de neumonía en una fase temprana. 
1.4.HIPÓTESIS 
1.4.1. Hipótesis General 
H.G. El diseño de un modelo predictivo contribuirá positivamente para la detección 
temprana de la neumonía utilizando Deep Learning y Visión Computacional. 
1.4.2. Hipótesis Específicos 
HE01: El obtener un dataset de imágenes radiográficas que contenga como atributo la 
presencia de neumonía una fase temprana y de personas sin neumonía contribuirá positivamente 
en el entrenamiento de la red neuronal para la detección temprana de la neumonía.  
HE02: El utilizar las técnicas de pre-procesamiento y normalización contribuirá 
positivamente en el diseño de un modelo predictivo para la detección temprana de la neumonía 
utilizando Deep Learning y Visión Computacional 
HE03: El aplicar técnicas de visión computacional para la detección de objetos en las 
imágenes radiográficas contribuirá positivamente en el diseño de un modelo predictivo para la 
detección temprana de la neumonía utilizando Deep Learning y Visión Computacional. 
HE04: El identificar la mejor estructura de red neuronal contribuirá positivamente en la 
detección de la neumonía en una fase temprana. 
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1.5. JUSTIFICACIÓN DE LA INVESTIGACIÓN 
1.5.1. Teórica  
Considerando la existencia de diversos tipos de redes neuronales y su empleo en diversos 
campos profesionales, se ha realizado la sistematización y consolidación de la información 
teórica desde el enfoque necesario para poder realizar el diseño de un modelo predictivo para la 
detección temprana de la neumonía utilizando Deep Learning y Visión computacional. 
Actualmente existen muchas investigaciones para la detección de diversas enfermedades 
utilizando redes neuronales, el presente trabajo busca obtener los mejores conocimientos teóricos 
/ prácticos de trabajos ya realizados, para obtener los mejores resultados y ser de base para 
futuras investigaciones que puedan ampliar el propósito general. Así mismo, se considera que los 
análisis realizados en base a las imágenes obtenidas por data set internacionales ofrece un mayor 
índice de precisión, para poder obtener mejores resultados en la detección temprana de la 
neumonía. 
1.5.2. Práctica 
La investigación se justifica porque se demuestra que es necesario aportar al sector salud 
una herramienta necesaria para la detección temprana de la neumonía utilizando Deep Learning 
y Visión computacional, debido a que existe gran deficiencia en el sector salud, así como pocos 
profesionales debidamente capacitados, además, se suma la alta tasa de mortandad alta que existe 
a causa de esta enfermedad en el Perú y en otros países al no tratarse en una etapa temprana. El 
utilizar las redes neuronales ayudaría grandemente en el entrenamiento y obtener una mayor 
precisión en la detección temprana de la neumonía, el diseño de un modelo predictivo para la 
detección temprana de la neumonía ahorraría bastante tiempo en análisis posteriores, facilitando 
un tratamiento adecuado a los pacientes y poder evitar que la neumonía entre en fases más 
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críticas. En diferentes regiones del país existen pocos profesionales especializados en la 
detección de la neumonía, por lo que el diseño del modelo predictivo contribuiría positivamente 
además brindaría una mayor confianza a los pacientes y poder tratar esta enfermedad con mayor 
precisión. Sin embargo, se puede puntualizar que el diseño del modelo predictivo por sí sola no 
va ser capaz de detectar la neumonía en una fase temprana, mientras mayor sea el entrenamiento 
va tener una mejor precisión, para lo cual es necesario que los centros de salud puedan facilitar 
todo el historial de placas radiográficas correctamente digitalizadas para tener una precisión real, 
esto es un requisito clave para el éxito de la investigación. Dentro del modelo predictivo 
propuesto, los factores mencionados pueden influir.  
1.5.3. Metodológica 
Dentro de los objetivos propuestos, para poder alcanzarlo se ha realizado un proceso 
metodológico y sistematizado, se utilizaron técnicas de investigación obtenidas de 
investigaciones científicas recopiladas de base de datos como IEEE o SCOPUS. 
1.6. DELIMITACIÓN DEL ESTUDIO 
1.6.1. Espacial  
El proyecto del trabajo de investigación se encontrará dentro del distrito de Lima – 
Cercado. 
1.6.2. Temporal 
Los datos considerados dentro de la presente investigación serán enmarcados dentro de 
un data set externo (Chest X-ray Dataset of 14 Common Thorax Disease Categories) el cual ha 
sido utilizado en la mayoría de fichas que se menciona dentro del presente trabajo, aplicándolo a 
la temática del diseño de un modelo predictivo para la detección temprana de la neumonía 
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utilizando Deep Learning y Visión Computacional. Además, por el problema del Covid 2019. 
presentado a nivel mundial y el estado de cuarentena en el país, se tiene la limitación de realizar 
el trabajo de campo en forma física lo que puede perjudicar el obtener base de datos de clínicas 
locales de la investigación con data set locales. 
1.6.3. Conceptual 
El presente proyecto de investigación planteado cumplirá con lo exigido por la 
Universidad Tecnológica del Perú y esquema de presentación para proyecto de optar el grado de 
bachiller, para esto se sustentará bibliografía, textos y estudios que proporcionarán conceptos 
sobre el diseño de un modelo predictivo para la detección temprana de la neumonía utilizando 













CAPÍTULO II: MARCO TEÓRICO 
2.1. ANTECEDENTES DE LA INVESTIGACIÓN 
Al investigar diversas investigaciones y estudios relacionados previos para la presente 
investigación se encontraron diversos artículos basadas en el uso de las redes neuronales para 
detectar la neumonía utilizando para ello conjunto de datos de imágenes para poder realizar el 
entrenamiento de la red neuronal. 
“Identifying Medical Diagnoses and Treatable Diseases by Image-Based Deep Learning” 
(Kermany, D. Goldbaum, M. Cai, W. Soares, C. y Zhang K., 2018) 
Resumen: 
Su investigación consiste en la implementación algoritmos de aprendizaje profundo con 
el objetivo de mejorar los actuales desafíos que se presenta en el campo de la medicina con 
respecto a la confiabilidad e interpretabilidad de diagnósticos de enfermedades comunes. En 
primer lugar, los autores postulan un modelo de aprendizaje profundo con el fin de detectar las 
enfermedades retinianas, el cual usa la técnica de visión computacional de aprendizaje por 
transferencia para que la red neuronal pueda entrenar la cual utilizará como información de 
entrada, imágenes de tomografías de coherencia óptica (OCT). Con el desempeño de este 
modelo, los investigadores tienen objetivo utilizar el enfoque de aprendizaje profundo para el 
análisis de un conjunto de datos de imágenes OCT, para demostrar que es posible que la 
precisión de su modelo en clasificación de diversas enfermedades como degeneración macular la 
cual principalmente está relacionada con la edad y también se menciona el edema macular 
diabético, con lo cual puede compararse a los expertos en este campo de la medicina. En segundo 
lugar, los autores demuestran que la aplicación de su modelo predictivo también puede usarse en 
otras especialidades, entre estos, el de la detección de patologías respiratorias mediante el 
13 
 
análisis de imágenes de rayos-X bajo el mismo enfoque de aprendizaje por transferencia, con el 
objetivo final de utilizar esta poder tener una herramienta adiciona que brinde de apoyo para 
realizar la toma de decisiones de diagnóstico  en distintas enfermedades para obtener mejores 
resultados clínicos. Se resalta la importancia que presenta un sistema de predicción médica 
basado en Deep Learning sea bien entrenado, porque de ello dependerá, al igual que un juicio 
humano, de que al paciente se le derive a un tratamiento adecuado o que se cometa una 
negligencia.  
Metodología: 
La metodología usada por los autores, consiste en una serie de procesos y técnicas 
basadas en otras arquitecturas utilizadas por otros autores que, en conjunto, forman un flujo de 
trabajo propio. El primer paso de esta metodología es la de obtener un conjunto de datos de 
207130 imágenes OCT las cuales pasaron por un proceso de calidad y clasificación, entre estos, 
calificar si las clases asociadas a las imágenes eran correctas, descartar imágenes con resolución 
pobre, etc. De los cuales se utilizaron 108312 imágenes OCT, en formato JPEG, perteneciente a 
4686 pacientes, necesario en el entrenamiento de la red neuronal. Además, cada de imagen OCT 
pasó por un proceso de redimensionamiento para minimizar las exigencias computacionales del 
proceso de visión artificial. Seguidamente, el proceso de creación del modelo de aprendizaje por 
transferencia se ejecutó utilizando la base de datos de imágenes de acceso público llamado 
ImageNet, bajo la plataforma Tensorflow, para obtener un modelo de identificación de patrones 
para imágenes OCT en base a otros modelos pre-entrenados de similares características. El 
entrenamiento del dataset se realizó bajo la arquitectura Inception V3, donde se utilizó todas las 
imágenes de entrada, dando como resultado 37206 sujetos clasificados con neovascularización 
coroidea (CNV), 11349 clasificados con edema macular diabético (DME), 8617 con drusas 
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maculares y 51140 en estado normal. En la evaluación del desempeño del modelo, se utilizó un 
conjunto de datos o dataset de validación de 1000 imágenes OCT digitalizadas en formato de 
imágenes pertenecientes a 633 pacientes, cuyos resultados fueron 250 con CNV, 250 con DME, 
250 con drusas y 250 en estado normal. Finalmente, para la evaluación de resultados, se 
utilizaron las métricas AUC (área bajo la curva de características operativas), errors y accuracy. 
En la Figura 1, se puede apreciar la metodología utilizada por los autores: 
 
Figura 1. Metodología de un modelo predictive.  
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 








Los resultados en la precisión de la detección (verdaderos positivos) del modelo fueron 
los siguientes: 100% para CNV, 99.87% DME y 99.96% en el caso de drusas. Se demostró que 
la red neuronal tiene un rendimiento de clasificación sobresaliente. 
Conclusiones: 
Se puede llegar a la conclusión, que es muy posible que un futuro cercano las decisiones 
de tratamiento para las enfermedades retinianas ahora están guiadas solo por el análisis de 
imágenes OCT en lugar de por el examen clínico o la fotografía tradicionales de ojos, lo que 
hace que la clasificación guiada por aprendizaje profundo sea más importante clínicamente.  
También este restudio revela que se puede prescindir de gran cantidad de información y recursos 
para poder obtener los resultados esperados, sin embargo, es necesario que las redes de 
aprendizaje profundo aprendan inicialmente de información de calidad (como imágenes bien 
detalladas) para que el proceso de descifrado e interpretación de resultados evolucione cada vez a 
niveles más profundos de exactitud.  
“Automated Diagnosis of Plus Disease in Retinopathy of Prematurity Using Deep 
Convolutional Neural Networks” (Brown, J. Campbell, P. Beers, A. et al., 2018) 
Resumen: 
En esta investigación, se plantea crear un modelo de diagnóstico para la retinopatía del 
prematuro (LP). Esta enfermedad se caracteriza por aparecer en niños que nacen prematuramente 
y con ciertas deficiencias en su peso corporal. La mayoría de casos de LP suelen ser leves, pero 
un 10% de estos suelen ser graves y necesitan ser tratados a tiempo. Para poder dar diagnóstico 
de esta enfermedad, es necesario identificar cierta intensidad  en los vasos de la retina, el cual es 
muy difícil de diferenciar de un estado sin enfermedad, hace necesario que los autores presenten 
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un sistema en base a redes neuronales profundas, con el objetivo de diagnosticar 
automáticamente la retinopatía del prematuro y otras enfermedades asociadas a partir del análisis 
de fotografías retinianas, las cuales fueron previamente clasificadas por expertos en la materia, a 
lo que ellos denominan diagnóstico estándar de referencia (RSD). Se utilizó 2 redes neuronales 
convolucionales para el pre-entrenamiento del modelo, la evaluación del conjunto de datos 
obtenido fue realizado bajo la técnica de cross-validation o validación cruzada, para finalmente 
obtener los resultados esperados.  
Metodología: 
La metodología desarrollada por el grupo de investigadores se sostuvo primero, con la 
obtención de un conjunto de datos creado gracias al aporte de 8 centros de estudio y que consiste 
en alrededor de 6000 imágenes retinales-posteriores creadas a partir de un equipo de fotografía 
llamado RetCam. Las imágenes pasaron por un proceso clasificatorio manual denominado 
diagnóstico estándar de referencia (RSD), el cual sirvió como atributo para cada imagen, los 
cuales son: normal (4535 imágenes), enfermedad pre-plus (805 imágenes) y enfermedad plus 
(172 imágenes) siendo estas la referencia a los casos más graves. Este RSD serviría como 
referencia para la etapa en el que se realizó el entrenamiento en la red neuronal convolucional el 
cual la intención de ajustar los parámetros para llegar a las salidas deseadas. El modelo consta de 
2 arquitecturas de CNN para el pre-entrenamiento de las imágenes de entrada, el primero trata de 
una arquitectura llamada U-Net, el cual utiliza una técnica denominada retinal vessel 
segmentation, el cual genera la misma imagen, pero en píxeles con intensidades entre 0 y 1 que 
representan la presencia del vaso retiniano, lo cual simplifica la capacidad de detección de este 
elemento principal de diagnóstico. En el segundo CNN, se utilizó la arquitectura Inception V1 
para la etapa de pre-entrenamiento de imágenes bajo la técnica de visión computacional transfer 
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learning para la creación del modelo predictivo especializado en la identificación de estos 
patrones retinianos. Esto se pudo lograr rápidamente gracias al entrenamiento del modelo con el 
conjunto de datos públicos ImageNet el cual aceleró el proceso de aprendizaje y mejoró el 
rendimiento de clasificación de su modelo propuesto. Para la evaluación de los resultados, esta se 
dividió en 5 partes iguales para pasar por la técnica de cross-validation, con la intención de 
balancear las métricas los resultados de entrenamiento y pruebas. Por lo que se llegó a una 
prueba de 100 imágenes, que no fueron incluidas en los entrenamientos y validaciones, un 
resultado de 54 normales, 31 con enfermedad pre-plus y 15 con enfermedad plus. En la Figura 2, 
se puede apreciar una aproximación de la metodología utilizada por los investigadores: 
 
Figura 2. Metodología de diagnóstico de retinopatía. 
Fuente: Elaboración propia 
 
Resultados: 
Utilizando las métricas de sensibilidad y especificidad del algoritmo Deep Learning, se 
pudo obtener un resultado de predicción del 93% y 94% respectivamente. En resumen, de un 
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estimado de 100 imágenes, se pudieron diagnosticar correctamente 91 de ellas, la Figura 3 se 
aprecia los resultados de predicción. 
 
Figura 3. Resultados de predicción de la retinopatía del premature. 
Fuente: Brown, Campbell, Beers et al., (2018). Automated Diagnosis of Plus Disease in Retinopathy of 
Prematurity Using Deep Convolutional Neural Networks. (p. 806) 
 
Como se muestra en la imagen anterior, a partir del análisis de datos analizados por la 
técnica de validación cruzada, de un total de 5511 imágenes de retina, se obtuvo como resultado 
de área media bajo la curva (AUC), como indica la parte A, 0,94 de identificación de imágenes 
normales vs enfermedad pre-plus y enfermedad plus y, como se indica en la parte B, 0,98 para 
identificar imágenes con enfermedad plus vs normales y enfermedad pre-plus. 
Conclusiones: 
Se puede concluir que la incorporación de las redes neuronales de aprendizaje profundo 
permite un diagnóstico de alta precisión en enfermedades tales como la retinopatía del 
prematuro, que al igual que la neumonía en una fase temprana, son difíciles de diagnosticar. En 
esta investigación se pone en evidencia que es posible usar múltiples redes neuronales 
convolucionales en base a arquitecturas ya probadas y que son utilizadas para distintos 
propósitos, pero que, unificadas con otras técnicas como la validación cruzada, trabajan para 
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llegar a un solo objetivo, ofrecer los mejores resultados que servirán como gran aporte para el 
campo médico. 
“Pneumonia Detection Using CNN based Feature Extraction” (Varshni, J. Thakral, K. 
Agarwal, L. et al., 2019) 
Resumen: 
En el presente estudio, los autores propusieron el desarrollo de un modelo predictivo para 
el diagnóstico de la neumonía en base redes neurales convolucionales para a clasificación de 
diversas características en imágenes radiográficas de tórax. Evaluaron en la investigación varios 
modelos de redes neuronales convolucionales pre-entrenados, tales como VGGNet, Xception, 
ResNet, AlexNet y DenseNet, para la clasificación de radiografías normales y anormales de 
tórax, y así poder detectar si se presentan casos potenciales de esta patología. El desafío de esta 
investigación es lo difícil de identificar y clasificar patologías respiratorias como la neumonía, 
sobre todo en una etapa temprana, ya que esta puede ser engañosa a vista de los radiólogos 
debido a que sus patrones suelen ser muy similares a los de una persona con insuficiencia 
cardiaca o con problemas de tabaquismo, por lo que es crucial que se usen varias variantes de 
modelos pre-entrenados CNN, apoyados de un robusto conjuntos de datos, para poder obtener 
los resultados esperados. Los objetivos de esta investigación son ofrecer un estudio analítico, 
comparando los diferentes modelos pre-entrenados de CNN para la determinación de las mejores 
opciones en cuanto a extraer características se refiere, presentar distintos modelos de 
clasificación de los datos de entrada y determinar de esta forma cual es el mejor de ellos y, 
finalmente, combinar el mejor extractor de características con el mejor clasificador para intentar 





En la obtención del conjunto de datos realizado por los investigadores, se utilizó un 
conjunto de datos de dominio público ChestX-ray14, el cual está conformado de un total de 
112120 imágenes radiográficas frontales, perteneciente a 30085 pacientes. Cada imagen contiene 
14 atributos binarios de distintas enfermedades torácicas. De este total, 1431 imágenes estaban 
etiquetadas con la presencia de neumonía, por lo que se tomó al azar 573 imágenes para el 
entrenamiento de los datos. La metodología usada por los autores trabaja bajo una arquitectura 
de red neuronal densamente conectada o conocida como DenseNet-169. Dicho esquema contiene 
3 fases de procesamiento de imágenes. La primera, como etapa de pre-procesamiento, cada 
imagen que presentaba una dimensión de 1024x1024 píxeles de resolución, debía pasar por un 
proceso de re-dimensionamiento de 224x224 con el principal propósito de mejorar el 
rendimiento y de esta forma lograr disminuir la complejidad computacional de su modelo. La 
segunda etapa consiste en la extracción de características. En dicha etapa los autores tomaron 
como requisito principal encontrar una red convolucional que pudiera ser efectiva ante la pérdida 
de gradiente entre sus capas. Dicho problema de pérdida de gradiente está asociado a la pérdida 
de información que sufren las redes que tengan más capas profundidad de aprendizaje, por lo que 
su entrenamiento puede verse paralizado antes de terminar. Es por ello que los autores 
determinaron que la arquitectura de extracción de características ideal para soportar la pérdida de 
gradiente es DenseNet-169, ya que su red pre-entrenada consta de 169 capas de tamaños iguales 
directamente entre sí. En la última fase, la clasificación, se usaron diferentes técnicas como 
Support Vector Macjine (SVM), Random Forest, Naive Bayes, K-nearest, entre otros. Se 
determinó que la combinación de la arquitectura DenseNet-169 como extractor de características 
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y SVM como clasificador. En la Figura 4, se puede apreciar el modelo establecido por los 
investigadores: 
 
Figura 4. Modelo de red convolucional DenseNet-169. 
Fuente: Varshni, Thakral, Agarwal et al. (2019). Pneumonia Detection Using CNN based Feature 
Extraction. (p. 3) 
 
Resultados: 
Para poder evaluar los resultados obtenidos en la investigación, se utilizarón las métricas 
AUC, donde se obtuvo una precisión de 0.8002 de ratio de identificación con el uso de la 
arquitectura elegida frente a otras combinaciones de arquitecturas y técnicas. En la Figura 5, se 





Figura 5. Resultados de red convolucional DenseNet-169 frente a DenseNet121. 
Fuente: Varshni, Thakral, Agarwal et al. (2019). Pneumonia Detection Using CNN based Feature 
Extraction. (p. 5) 
 
Conclusiones: 
Como conclusión, se puede determinar que el uso y combinación de arquitecturas y 
técnicas de clasificación de imágenes aumentan los márgenes de obtener mejores resultados en el 
diagnóstico de enfermedades como la neumonía, por lo que es importante para el desarrollo de 
este trabajo de investigación conocer y comparar distintos tipos de redes neuronales para poder 
aproximarse al objetivo de investigación. 
“Prediction of Pneumonia using deep learning” (Raghavendra, A. Say, G. Sai, D. y Vinos, 
P., 2019) 
Resumen: 
En este proyecto, los autores proponen el uso de algoritmos de aprendizaje profundo en la 
clasificación de la enfermedad de la neumonía de a través del procesamiento de imágenes 
radiográficas del tórax. Los investigadores postulan que el uso y desarrollo de redes neuronales 
convolucionales, el uso de arquitecturas como Inception V3 para mejorar el costo computacional 
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en el rendimiento de velocidad y en la precisión del modelo, y un robusto conjunto de datos de 
imágenes torácicas, son la solución ideal para poder alcanzar el objetivo de su investigación, el 
cual es aliviar la carga de trabajo de los radiólogos en Liberia y que este modelo pueda ser 
utilizado a nivel mundial y en cualquier tipo de campo medicinal.  
Metodología: 
Una de las limitaciones del equipo de investigadores para el desarrollo de su metodología 
fue la falta de recursos computacionales. Para paliar esto, se propuso implementar múltiples 
capas convolucionales con múltiples filtros de agrupación, en palabras simples, reducir los 
canales de profundidad de la red neuronal a cambio de mayor velocidad y menos procesamiento 
computacional. Para ello, se decidió utilizar convoluciones de filtros 1x1 (64 núcleos de 
profundidad), en vez de filtros 3x3 (192 núcleos) o 5x5 (320 núcleos). Además, el uso de 
convoluciones 1x1 conlleva a que con una factorización precisa se limitan los algoritmos de 
entrada y, en consecuencia, aun entrenamiento más rápido. Para la obtención del conjunto de 
datos, se consultó el repositorio Kaggle cuya base de datos se conforma de 5840 imágenes de 
rayos X torácicas, donde se utilizaron 624 imágenes para pruebas y 5216 para entrenamientos. 
Esta base de datos, de un gigabyte de peso, se caracteriza por estar bien clasificada en carpetas 
para el entrenamiento y para pruebas, además de adjunto un archivo .CSV con todos los atributos 
relacionados a cada imagen. La arquitectura del sistema propuesta es básicamente publicar una 
aplicación web, donde se puede subir la imagen radiográfica a la nube, esta pasa por varias 
etapas de procesamiento alimentado por el modelo de red convolucional y finalmente se obtenga 
como salida un resultado de predicción “Sí” o “No”, quiere decir, si se presenta neumonía o no, 
donde finalmente se mostrará al usuario final. Una clave de este sistema, es la utilización de un 
modelo pre-entrenado que contiene una capa convolucional y número variable de capas ocultas, 
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lo que beneficia en un ahorro de procesamiento del cálculo del resultado una salida rápida. Esto 
será útil para el sistema propuesto ya que no necesario entrenar el modelo predictivo cada vez 
que se realiza la carga de una nueva imagen, por lo que se entregará los resultados casi 
instantáneamente. El enfoque utilizado para el modelo pre-entrenado, es bajo la técnica de visión 
computacional de aprendizaje por transferencia y el uso de la base de datos ImageNet. Gracias a 
esto, se pudo proceder al análisis del conjunto de datos para la observación de patrones en lugar 
de crear un modelo de cero. Se utilizó la biblioteca Keras en el procesamiento de los datos y el 
método ImageDataGenerator, utilizando la arquitectura de redes neuronales convolucionales 
Inception V3. Dicha arquitectura, comparado a otras como VGGNet, permitió procesar gran 
cantidad de datos a un costo bajo. Para agregar, se creó una plataforma de interfaz de usuario 
bajo el framework Django, donde se podrá subir las imágenes a analizar y se visualizará los 





Figura 6. Metodología para un modelo predictivo para la detección de la neumonía. 
Fuente: Elaboración propia. 
Resultados: 
Finalmente, para la evaluación de resultados, se utilizaron las métricas loss y accuracy, 
donde los resultados llegaron un nivel de precisión de 95%. Tal como se muestran en las 
siguientes figuras, sobre el entrenamiento y validación de las métricas accuracy (Figura 7) y loss 




Figura 7. Resultados de entrenamiento y validación accuracy. 
Fuente: Raghavendra, Say y Vinos (2019). Prediction of Pneumonia using deep learning. (p. 1262) 
 
 
Figura 8. Resultados de entrenamiento y validación loss. 
Fuente: Raghavendra, Say y Vinos (2019). Prediction of Pneumonia using deep learning. (p. 1262) 
Conclusiones: 
En este estudio se demuestra que el uso del aprendizaje profundo es muy útil para 
descubrir enfermedades del tórax a nivel de expertos radiólogos y que puede ser utilizada para 
salvar muchas vidas. El uso del aprendizaje profundo en el campo de la medicina puede 
conllevar a una mejora de la eficiencia del flujo de los radiólogos y mejorar la calidad del 
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diagnóstico radiológico a nivel mundial. De acuerdo con el estudio realizado, en el campo de la 
medicina el uso del deep learning es un paso importante que debe ser estudiado a fondo. Se debe 
agregar que para mejorar los resultados es necesario tener imágenes en alta resolución, mejor 
muestreo y normalización de datos, y uso de variables. 
“Classification of People who Suffer Schizophrenia and Healthy People by EEG Signals 
using Deep Learning” (Torres, C. y López, C., 2019) 
Resumen: 
En esta investigación, se propone una modelo para la clasificación de casos de 
esquizofrenia a través del análisis de señales de electroencefalografía (EEG) con el uso de 
métodos de aprendizaje profundo. Valiéndose de otros estudios realizados para el mismo tipo de 
enfermedad utilizando clasificadores de características como Random Forest, se dieron cuenta 
que la información que se obtiene de las características de señales EGG son de alta 
dimensionalidad, variabilidad y multicanal, por lo que ellos propusieron aplicar la técnica del 
coeficiente de correlación de Pearson (PCC), con ello permite disminuir este tipo de 
características y llevarlas a una matriz de calor que pudiera servir de entrada para una red neural 
convolucional. Finalmente, los resultados que demuestran su estudio, se basan en métricas de 
precisión, especificidad y sensibilidad. El objetivo final es establecer un modelo de predicción 
con   técnicas como PCC para la precisión en el diagnóstico y clasificación de distintas 
enfermedades mentales que utilicen señales EGG. 
Metodología: 
Para la metodología usada, se obtuvo un conjunto de datos de un repositorio público 
llamado EEG of healthy adolescents and adolescents with symptoms of schizophrenia. Dicho 
conjunto de datos consta de 122880 registros (16 canales y 7680 registros por canal). Luego, se 
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procedió con la etapa de segmentación y ordenación de los datos para obtener una matriz de 
canales por registros. Cada registro contiene 122880 señales EGG, las cuales fueron convertidas 
en matrices de 7680x16 canales. Seguidamente, la clasificación de la información se llevó a cabo 
al utilizar una matriz de correlación como una entrada a una red CNN los cuales son valores 
entre -1 y 1 en lugar de valores variables que puede presentar una señal EGG, esto mejora 
considerablemente el rendimiento de la CNN. La arquitectura de la CNN consiste en 2 capas 
convolucionales, 2 capas max-pooling, una capa fully-connected y una capa de salida softmax, 
tal como se puede apreciar en la Figura 9: 
 
Figura 9. Modelo predictivo de detección de la esquizofrenia en niños. 
Fuente: Torres y López. (2019). Classification of People who Suffer Schizophrenia and Healthy People 
by EEG Signals using Deep Learning. (p. 512) 
 
El coeficiente de correlación de Pearson representa la relación entre dos variables, que en 
el proyecto serían las señales EEG capturadas, la cual genera un canal por cada señal, eso quiere 
decir que una variable sería un canal y la otra variable el resto de canales, lo que generaría una 
muestra como matriz de calor de 16x1280 que servirá como imagen de entrada para la CNN. En 






Figura 10. Matriz de correlación de señales EEG de una persona esquizofrénica. 
Fuente: Torres y López. (2019). Classification of People who Suffer Schizophrenia and Healthy People 
by EEG Signals using Deep Learning. (p. 513) 
 
Resultados: 
Como se mencionó anteriormente, esta información fue particionada para generar una 
matriz de calor, donde la intensidad de color representaba el nivel de presencia de la enfermedad. 
Con estos datos de entrada, se utiliza una red neuronal convolucional conformada por distintas 
capas de procesamiento como Pooling Layer, Fully Connected Layer y Softmax. Finalmente, 
utilizando las métricas de medición como Sensitivity, Specificity, Accuracy y Loss, se obtuvo 
una precisión del 90%, con una especificidad del 90% y una sensibilidad del 90%, evidentemente 
superior a las investigaciones anteriores realizados con técnicas de Random Forest y Support 
Vector Machine.  
Conclusiones: 
Se puede determinar que gracias a este tipo de investigación se puede apreciar que cada 
nueva metodología aporta aún más en la evolución del desarrollo de soluciones para el 
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diagnóstico de enfermedades que son difíciles de detectar por la variabilidad en sus casos 
positivos. 
“A Novel Transfer Learning Based Approach for Pneumonia Detection in Chest X-ray 
Images” (Chouhan, V., Kumar, S., Khamparia, A., Gupta, D., Tiwari. P., Moreira, C.,  
Damasevicius, R. & C, de Alburquerque. V. 2020) 
Resumen: 
En la actualidad la neumonía es una de las principales enfermedades que origina la 
muerte a nivel mundial, son varias las causas que originan dicha enfermedad como virus, 
bacterias y hongos. En la actualidad, es difícil juzgar la neumonía con radiografías del tórax. El 
uso del aprendizaje de transferencia permite simplificar la detección de la neumonía. El uso de 
imágenes extraídas de ImageNet donde se utilizó diferentes modelos de redes neuronales 
entrenadas, donde luego se clasifico para la predicción. En la investigación se evaluó diferentes 
arquitecturas de redes neuronales convolucionales con el fin de poder determinar entre todas las 
estudiadas cuál tiene un mejor desempeño y ofrece los mejores resultados en la detección de esta 
enfermedad. El modelo propuesto en la investigación alcanzo una precisión del 96.4%, datos que 
no se han visto en Guangzhou. 
Metodología: 
La metodología que propuesta por los autores se en la Figura 11, la cual consta de los 




Figura 11. Esquema de metodología propuesto por Chouhan. 
Fuente: Chouhan, Singh, Khamparia (2020). A Novel Transfer Learning Based Approach for Pneumonia 
Detection in Chest X-ray Images. (p. 4) 
 
• Obtener las imágenes de radiografía de tórax para realizar el pre-procesamiento de las 
mismas  
• Aumento de datos al conjunto de imágenes con aumento de ruido y redimensionamiento 
de las imágenes 224x224x3 con el uso de 3 técnicas de aumento (Random Horizontal 
Flip, Random Resized Crop, Intensidad de imágenes). 
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• Transferencia de aprendizaje usando AlexNet, DenseNet121, InceptionV3, Redes 
neuronales resNet18 y GoogLeNet, entrenados con el dataset de ImageNet y el conjunto 
de imágenes seleccionadas de rayos X del tórax. 
• Extracción de características y clasificación de conjuntos, de un conjunto de imágenes 
proporcionadas por el Guangzhou Women and Children’s Medical Center. Con un total 
de 5232 imágenes dentro de las cuales 1346 imágenes eran de pacientes normales, 3883 
pacientes que padecen de neumonía (2583 imágenes neumonía bacteriana y 1345 
pacientes con virus de la neumonía). La Figura 12 muestra los tipos de neumonía del 
dataset. 
 
Figura 12. Tipos de neumonía. 
Fuente: Chouhan, Singh, Khamparia (2020). A Novel Transfer Learning Based Approach for Pneumonia 
Detection in Chest X-ray Images. (p. 9) 
Resultado: 
Para la detección de características mediante visión computacional se utilizó Transfer 
Learning y se empleó 5 arquitecturas pre-entrenadas de redes neuronales convolucionales como 
AlexNet, DenseNet121, ResNet18, InceptionV3 y GoogLeNet. Después de analizar las métricas 
de desempeño como Sensitivity, Specificity, Accuracy y Loss en todos los modelos, se procedió 
a combinar los resultados de los 5 modelos mencionados. Dicha combinación proporcionó un 
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rendimiento notablemente mejor y logró una precisión del 96,39% y una sensibilidad del 
99,62%., superior comparando en comparación a otras investigaciones previas, como el de autor 
Kermany, citado anteriormente. Las figuras 13 y 14 muestra los gráficos de precisión y perdidas 
de las pruebas realizadas, los mejores resultados de la red ResNet18 en las métricas de precisión 
y perdida. 
 
Figura 13. Gráfico de precición de redes neuronales. 
Fuente: Chouhan, Singh, Khamparia (2020). A Novel Transfer Learning Based Approach for Pneumonia 
Detection in Chest X-ray Images. (p. 10) 
 
Figura 14. Gráfico de pérdida de redes neuronales. 
Fuente: Chouhan, Singh, Khamparia (2020). A Novel Transfer Learning Based Approach for Pneumonia 




Una de las conclusiones más interesantes de este trabajo es que este tipo de modelo 
predictivo no pretende reemplazar a un especialista médico, más bien que se convierta en una 
herramienta necesarias e indispensable para poder determinar decisiones de diagnóstico, lo que 
reducirá dramáticamente los diagnósticos imprecisos y salvar vidas. 
“Diagnosis of Pneumonia from Chest X-Ray Images using Deep Learning” (Ayam, E., Unver, 
H., 2019) 
Resumen: 
La neumonía es una enfermedad mortal producido por una bacteria, los radiólogos 
expertos se basan en radiografías del tórax siendo su diagnóstico subjetivo, por diversas razones 
como imágenes pocos claras en las radiografías y hasta se pueden llegar a confundir con otras 
enfermedades. El apoyo asistido por computadora es una gran alternativa para la detección de la 
neumonía. Por ello, en la investigación en mención se utiliza la red convolucional Xception y 
VGG16 para el diagnóstico de la neumonía. 
Metodología: 
La metodología que utilizaron los autores de la investigación radica en obtener la 
información de imágenes de rayos X torax frontal de Kermany et al., al ser imágenes con 
distintas resoluciones tales como 712x439 a 2338x2025 se validaron entre las imágenes de 
pacientes normales y con neumonía, la Figura muestra un ejemplo de las imágenes del dataset de 




Figura 15. Ejemplo de imágenes de data set Kermany. 
Fuente: Ayam, E., Unver, H., (2019). Diagnosis of Pneumonia from Chest X-Ray Images using Deep 
Learning. (p. 2) 
 
Argumentación y el aprendizaje de transferencia, aumento de imágenes con diversas 
técnicas para mejorar el rendimiento de las redes CNN, en las cuales se utilizaron Xception y 
Vgg16 el cual es la versione extrema del modelo Inception. 
Resultado: 
En el desarrollo de las pruebas se mostraron que la red Vgg16 supera a la red Xception 
con una precisión del 0.87%, 0.82% pero la red Xception mostro un mejor resultado en la 
detección de casos de neumonía. 
Conclusiones: 
En el trabajo de investigación realizado con las pruebas en una mismo dataset, muestra 
que diversas redes muestran diversos resultados, siendo la red Xception más exitoso para 
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detectar casos de neumonía y la red Vgg16 para detectar casos normales. En un futuro 
combinando fuerzas se puede lograr mejores resultados para la detección de la neumonía. 
“CheXNet: Radiologist-Level Pneumonia Detection on Chest X-Rays with Deep Learning” 
(Rajpurkar, P., Irvin, J., Zhu, K., Yang, B., Mehta, H., Duan, T., ... & Lungren, M. P.,2017).  
Resumen: 
Se logró desarrollar un algoritmo que permite detectar la neumonía de placas 
radiográficas a un nivel superior, comparándolo con radiólogos novatos, CheXNet es un 
algoritmo de 121 capas, las cuales han sido entrenadas en ChestX-ray14 (dataset de radiografías 
de tórax más grande, con más de 100000 vistas frontales con 14 enfermedades), En las pruebas 
realizadas, el algoritmo CheXNet supero el rendimiento de 4 radiólogos practicantes. 
Metodología: 
La metodología propuesta es CheXNet, algoritmo desarrollado por los autores. 
§ Entrenamiento de la DATA: En su estudio, obtuvieron un total de 112,000 imágenes de 
rayos X frontales las cuales pertenecían a 30805 pacientes, llamado ChestX-ray14 (de 14 
atributos, cada uno de ellos, patologías y fases de la neumonía), de las cuales incluyen 
imágenes diagnosticadas con la enfermedad. Antes normalizaron las imágenes es 
224x224 según la media y desviación estándar de las imágenes entrenadas de ImageNet. 
§ Test: pruebas realizadas con 4 radiólogos practicantes de la Universidad de Stanford con 
experiencia de 4,7,25 y 28 años. 
El modelo matemático modificado por los investigadores (Rajpurkar ete al., 2017, p. 2), 
llamado CheXNet se muestra en la siguiente ecuación:  
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En la Ecuación 1, ∑ 	"#!%" representa a las 14 patologías o clases binarias del conjunto de datos, (/! =
1|2) es la probabilidad de que la imagen radiográfica presenta una patología 6, y (/! = 0|2) es la 
probabilidad de que la imagen no presenta la patología 6. 
Resultados: 
El algoritmo ChexNet brinda mejores resultados en la precisión de la neumonía si se 
compara con el promedio de los radiólogos practicante, la Tabla 1 indica los resultados del 
estudio realizado. 
Tabla 1 
Comparación de radiólogos con CheXNet 
RADIOLOGOS F1 Calificación (95% CI) 
RADIOLOGO 1 0.383 
RADIOLOGO 2 0.356 
RADIOLOGO 3 0.365 
RADIOLOGO 4 0.442 
PROMEDIO DE RADIOLOGOS 0.387 
CHEXNET 0.435 
 
Fuente: Adaptado de Rajpurkar et al., (2017). CheXNet: Radiologist-Level Pneumonia Detection on 
Chest X-Rays with Deep Learning. (p. 2) 
Conclusiones: 
Se puede llegar a la conclusión, con el sustento de los resultados del trabajo de 
investigación, el desarrolló del algoritmo que detecta la neumonía de imágenes de rayos X de 
tórax de vista frontal, presenta un nivel superior a radiólogos practicantes.  
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“An Efficient Deep Learning Approach to Pneumonia Classification in Healthcare” 
(Stephen, O., Sain, M., Maduh, U. J., & Jeong, D. U., 2019) 
Resumen: 
El trabajo de investigación presentado por Stephen, implica un modelo de red neuronal 
convolucional con la característica principal que resalta de ser entrenado desde cero, para de esta 
forma clasificar y detectar en base a imágenes de rayos X del tórax la neumonía. El tener un 
trabajo desde cero permite extraer diversas características necesarias del conjunto de datos de 
imágenes de rayos X de tórax, para posteriormente clasificar y determinar si una persona está 
infectada con neumonía. Los investigadores crearon un modelo desde su etapa inicial, 
separándolo de otros modelos ya creados que tienen un enfoque de trasferencia de aprendizaje, el 
modelo permite clasificar los datos de la neumonía positiva y negativa de una colección de 
imágenes de rayos x, permitiendo su pronta identificación de esta terrible enfermedad. 
Metodología: 
La metodología empleada por los autores se basa en lo siguiente: 
§ Conjunto de datos: Se logro seleccionar 5856 imágenes de rayos c de pacientes 
pediátricos de edades entre el rango de 1 y 5 años, modificando la categoría de los datos 
originales para poder equilibrar la proporción. Posterior a ello se reorganizaron los datos 
para realizar el entrenamiento y validación 
§ Preprocesamiento y aumento: se utilizaron diversos métodos de aumento de datos para 
aumentar el tamaño y calidad de datos, esto permitió la generalización del modelo en el 
entrenamiento. La configuración que se implementó en el aumento de la imagen la cual 




Configuraciones para el aumento de imágenes 
Método Ajustes 
REESCALAR 1/255 
RANGO DE ROTACIÓN 40 
CAMBIO DE ANCHURA 0.2 
CAMBIO DE ALTURA 0.2 
GAMA DE CORTE 0.2 
ALCANZE DE ZOOM 0.2 
FLIP HORIZONTAL True 
Fuente: Adaptado de Stephen, O., Sain, M., Maduh, U. J., & Jeong, D. U.(2019). An Efficient Deep 
Learning Approach to Pneumonia Classification in Healthcare. (p. 3) 
 
§ Modelo: La arquitectura general del modelo CNN propuesta consta de dos partes 
principales, los extractores de características y el clasificador, tal como lo muestra la 
figura 16 (Modelo predictivo propuesta está compuesto principalmente de 2 partes, la 
funcionalidad de extracción y la funcionalidad de clasificación por la función de 
activación sigmoide) 
 
Figura 16. Modelo predictivo de detección de la neumonía. 
Fuente: Stephen, O., Sain, M., Maduh, U. J., & Jeong, D. U.(2019).An Efficient Deep Learning Approach 







Este modelo podría ayudar a mitigar la fiabilidad e interpretabilidad de desafíos a 
menudo enfrentados cuando se trata de imágenes médicas. A diferencia de otras tareas de 
clasificación de aprendizaje profundo con suficiente repositorio de imágenes, es difícil obtener 
una gran cantidad de datos de neumonía para esta tarea de clasificación; por lo tanto, se desplegó 
varios algoritmos de aumento de datos para mejorar la validación y la precisión de clasificación 
del modelo CNN y logrado notable precisión de validación. Los resultados del algoritmo 
muestran una precisión de entrenamiento de 0.9531. Los framework CNN requieren imágenes de 
tamaño especifico, se entrenaron imágenes de 100 × 100 × 3, 150 × 150 × 3, 200 × 200 × 3, 250 
× 250 × 3 y 300 × 300 × 3 por un lapso de 3 horas logrando un rendimiento promedio.  
Conclusiones: 
El modelo propuesto brinda una herramienta para los radiólogos que brinda precisión en 
la detección de la neumonía por medio de imágenes médicas (Rayos X de tórax). 
2.2. BASES TEORICAS 
2.2.1. Deep Learning 
Deep Learning o aprendizaje profundo, consiste una red neuronal artificial de múltiples 
capas. Es preciso previamente mencionar que una red neuronal artificial en otras palabras es la 
representación del sistema que asemeja a las neuronas del cerebro, donde cada núcleo neuronal 
es un algoritmo que calcula un conjunto de valores, a estos valores se le denomina: entradas. 
Estos valores son procesados a través de una función o modelo matemático implementado en 
estos algoritmos para al final producir una salida, que es el resultado esperado. La Figura 17 




Figura 17. Red neuronal artificial. 
Fuente: Kumar. (2015). Deep Learning in Neural Networks: The science behind an Artificial Brain. (p. 2) 
 
Mencionado esto, en una red neuronal de aprendizaje profundo existen conjuntos de” 
neuronas ocultas” o capas ocultas intermedias entre las capas de entrada de entrada y salida, cuyo 
trabajo es de hacer todo el procesamiento y cálculo complejo para la interpretación de los objetos 
de entrada y entregar resultados más precisos. La terminología de “profundo” proviene que a 
más capas ocultas (o profundas) tiene la red neuronal, más complejo es el procesamiento de la 
información que deberá aprender dicha red. Se explica en una investigación que este tipo de 
redes neuronales son complejas y altamente costosas computacionalmente. Otra de las 
características de las redes neuronales de aprendizaje profundo es su concepto de 
preentrenamiento, el cual consiste en reajustar los pesos de cada valor de entrada a valores 
equilibrados, de tal forma que se evite usar pesos pequeños para que el procesamiento no se 
vuelva tremendamente exigente, o evitar usar pesos grandes para no generar resultados 
engañosamente óptimos. (Kumar, 2015). Como explica el autor, cada capa oculta de esta red de 
neuronas realiza una tarea cada vez más compleja. Por ejemplo, si se quisiera reconocer la 
imagen de algún animal, cada capa de neuronas tendrá que aprender ciertas características del 
objeto, desde la más simple, como un pequeño segmento de un borde, hasta la más compleja 
como la silueta entera, de forma que reconozca la información que procese de una forma tan 
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eficiente como la visión humana. La Figura 18 representa de manera sencilla lo explicado, donde 
cada capa de la arquitectura es la encargada de reconocer detalles más complejos de la imagen en 
análisis. 
 
Figura 18. Red neuronal de aprendizaje profundo. 
Fuente: Kumar. (2015). Deep Learning in Neural Networks: The science behind an Artificial 
Brain. (p. 7) 
 
2.2.1.1.Modelos de Deep Learning 
2.2.1.1.1. Modelos Redes Multicapas Perceptron (MLP) 
Las redes multicapas perceptron son consideradas en la actualidad, la forma más básica 
en que se aprecia una red neuronal. Las MLP son representadas por una o más capas de 
neuronas. La estructura de las MLP sigue las características base de las redes neuronales de 
aprendizaje profundo: tienen una capa de entrada de datos, seguido de capas ocultas que, a más 
capas ocultas, más abstracción de la información, finalmente seguida de la capa de salida donde 
se obtienen las predicciones, por lo que este tipo de arquitectura también es conocido como feed-











Figura 19. Red neuronal multicapa perceptron. 
Fuente: Popescu, Balas, Perescu-Popescu y Mastorakis. (2009). Multilayer Perceptron and Neural 
Networks. (p. 579) 
 
Los autores señalan que las denominadas capas ocultas del modelo, no están directamente 
conectadas al entorno de la red, por lo que la capa de entrada es independiente y su función 
principal es la de transmitir los valores de entrada a las capas superiores sin que haya ningún tipo 
de procesamiento en la entrada. Finalmente, expresa que el poder del modelo perceptrón 
multicapa radica de las funciones de activación no lineal que utiliza, entra la más utilizada, la 
sigmoide unipolar (o logístico). A continuación, las ecuaciones que la componen: la función de 
activación sigmoide mostrada en la Ecuación 2 (Enyinna et al., 2018, p. 5), y la suma ponderada de 









En la Ecuación 2, B#. es una constante exponencial igual a 2.71828, # es la suma 
ponderada de las entradas, representada como ∑ 	) . En la ponderación # como >( en la Ecuación 
3,  A es el sesgo que verifica cuán predispuesta está la entrada C en resultar 0 o 1. La sigla ? 
representa a los pesos multiplicados por el vector de entrada @. De acuerdo con lo explicado por 
los autores, los MLP son adecuados en predicciones cuyas entradas se les asigna una clase o 
etiqueta.  También son adecuados para problemas en los que se debe predecir una cantidad real 
dado un conjunto de entradas. Estos datos proporcionados se obtienen en un formato tabular, por 
lo que este tipo de red neuronal es usado conjunto de datos tabulares, problemas de predicción de 
clasificación y de regresión, por ejemplo, si necesita analizar una imagen, cada pixel de este 
puede estar en una celda y en conjunto formar una larga fila de datos que conformen un patrón 
de predicción. Aunque existen otros modelos de red neuronal que desempeñan mejor este 
trabajo, como las redes neuronales convolucionales, a continuación. 
2.2.1.1.2. Redes Neuronales Recurrentes (RNN)  
Las redes neuronales recurrentes (RNN), a diferencia de las CNN, el proceso de 
propagación de los valores de entrada se realiza en ciclos, tal como lo hace el cerebro humano. 
Esto da la posibilidad que la red neuronal recicle los recursos computacionales a lo largo del 
tiempo de proceso, por lo que realizará una secuencia más profunda de análisis. Por lo que las 
ventajas de las RNN son de realizar, con limitaciones computacionales, cálculos más complejos 




Figura 20. Red neuronal recurrente. 
Fuente: Mosavi, Ardabili y Annamaria. (2019). List of Deep Learning Models. (p. 6) 
 
Los autores que investigan este tipo de modelo, especifican que, debido su característica 
dinámica, como el de las neuronas biológicas, y a la capacidad de las RNN para mantener un 
estado interno de memoria para el proceso a lo largo del tiempo, estas trabajan muy bien en 
tareas de patrones para ser reconocidos o generados, quiere decir en campos de la percepción del 
habla, tareas lingüísticas como la traducción de un texto a otro idioma, entre otros (Kriegeskorte 
y Golan, 2019: 8). Es bien sabido que el procesamiento computacional del lenguaje natural es 
gracias a la existencia de este tipo de red neuronal, esto quiere decir que no solo interpreta el 
texto y el contexto de este, sino que es posible utilizarlo en programas de generación de escritura 
a mano con una taza de entendimiento muy cercana a la de un ser humano. En la actualidad, 
existen arquitecturas como Long-short term memory (LSTM) basadas en este tipo de red 
neuronal y ya han sido usadas para la predicción de la velocidad del viento, la predicción de 
intensidad de ciclones tropicales, reconocimiento de géneros musicales, restauración de la 




2.2.1.1.3. Redes Neuronales Convolucionales (CNN)  
Una de las redes más reconocidas para el procesamiento de imágenes son las redes 
neuronales convolucionales (CNN) el cual ayuda en el reconocimiento de características o 
patrones. Las capas de estas redes se dividen en 3 tipos: convolucionales, agrupadas (pooling) y 
completamente conectadas (fully connected). La representación de estas capas se puede 
representar en la Figura 21. 
 
Figura 21. Red neuronal convolucional. 
Fuente: Mosavi, Ardabili y Annamaria. (2019). List of Deep Learning Models. (p. 4) 
 
Como se explicó en un anterior concepto, el objetivo de las capas convolucionales es la 
de extraer características de la entrada (como las imágenes), desde un bajo nivel, como los 
bordes, color o degradado de un objeto, hasta características de alto nivel que en conjunto se 
obtiene una comprensión integral del objeto analizado. Las capas de agrupadas o pooling se 
encargar la reducción de la dimensionalidad del objeto con la intención de disminuir la potencia 
computacional para el procesamiento de datos. La capa fully-connected, es una de las últimas 
capas de la red encargada de impulsar la decisión de clasificación final. Cada capa de esta red de 
neuronas tiene 2 escenarios, la de alimentación (feed-forward stage) donde la primera capa de la 
red toma los valores de entrada y va alimentando al resto de capas. El segundo escenario es el de 
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propagación hacia atrás (back-propagationstage) cuyo método sirve para entrenar a la red 
neuronal donde, si se detecta errores, empieza a buscar desde las últimas capas de la red y va 
retrocediendo hasta encontrar la neurona que origina el error. El autor afirma que las CNN 
incluyen complejos y variados dominios de aplicación tales como en el monitoreo de 
aerogeneradores, estimación de movimiento y corrección de imágenes médicas, predicción de 
rendimiento de cultivos, procesamiento avanzado de imágenes, predicción del flujo 
aerodinámico, etc. (Mosavi, 2019). Entre las arquitecturas más comunes de las CNN y en las que 
se basarán esta investigación son AlexNet, ResNet, Inception v3, entre otros. Este trabajo de 
investigación se basa en las redes de aprendizaje profundo, por lo que se indagará más en sus 
características. 
2.2.1.2.Estructura de las CNN 
A continuación, se describen las bases teóricas de las principales características de lo que 
se componen las CNN: 
2.2.1.2.1. Convolución 
El término convolución se refiere a una operación matemática que utiliza dos funciones 7 
y -  , los cuales producen una tercera función ℎ, que viene a ser una integral que expresa la 
cantidad de superposición de una función a través de su desplazamiento sobre otra función, cuyo 
objetivo será la de encontrar una respuesta de impulso (G) de un sistema dinámico ante distintos 






J = K ∗ L ∗ M 
(N − O + 1) ∗ (N − O + 1) ∗ . 
2.2.1.2.2. Capa de entrada 
Es la primera capa dentro del esquema de la arquitectura de una CNN, cuya información 
de entrada, para este campo de investigación, es una imagen. De manera lógica, la capa de 
entrada se representa como una cuadrícula tridimensional, que se denotan de la siguiente 
ecuación, donde J representa al tamaño de capa de entrada, K como ancho de imagen, L altura 
de imagen y M como número de canales de la imagen (Maeda, 2019, p. 15): 
(5) 
2.2.1.2.3. Capa convolucional 
Estas capas son las encargadas de identificar las características de las imágenes de 
entrada. Como se describe el accionar de red convolucional en el aprendizaje profundo, hay más 
capas de convolucionales más “profundas” que se encargan de la identificación de características 
más complejas para, finalmente, clasificar el objeto a reconocer. De manera lógica, esta capa se 
representa como matrices de pesos con conexiones a las de capas anteriores, cumpliendo con una 
operación de filtración de imágenes. La imagen de entrada representada como N ∗N ∗ P  tiene 
como filtro O ∗ O ∗ Q para que finalmente se obtenga una matriz denotada de la siguiente 
ecuación (Durán, 2017, p. 25):  
 (6) 
2.2.1.2.4. Capa de agrupación o pooling 
En esta capa se muestrea la matriz de la capa convolucional para reducir sus dimensiones, 
con la intención de reducir la carga computacional (reduciendo el número de características 
innecesarias) y colaborando con la obtención de rasgos importantes en la caracterización de las 









. ∗ . desde el lado superior izquierdo de la matriz convolucional de activación. Se realizará las 
dos acciones, Max pooling y Average pooling, en base a lo siguiente: 
• Si la capa es average pooling, se toman los elementos de la sub-matriz y se calcula la 
media, cuyo resultado se almacena en la primera posición de la matriz de salida. 
• Si la capa de max pooling, se toma el elemento de mayor valor de la sub-matriz y se 
almacena en la primera posición de la matriz de salida. 
De esta manera, se toma la siguiente sub-matriz en . + 1 posición en la derecha y se 
realiza la misma operación. Cuando la operación llega al borde derecho, la posición se mueve 
. + 1 hacia abajo, y se comienza nuevamente la operación de izquierda a derecha. Cuando esta 
matriz es del tamaño del filtro convolucional, quiere decir O ∗ O ∗ Q, la salida de esta capa se 
denotará de la siguiente ecuación (Durán, 2017, p. 27): 
(7) 
 
2.2.1.2.5. Capa de clasificación o fully conected 
Los datos de características serán convertidos en un vector de características, que será el 
dato de entrada de esta capa, que básicamente se encarga de clasificar estos vectores en etiquetas 
o clases para la que ha sido entrenada la red neuronal, lo que finalmente será el resultado. 
Lógicamente, las dimensiones de esta salida se representan en el vector [1 ∗ 1 ∗ R] donde N es el 
número de etiquetas o clases de salida. Un tipo de capa de clasificación utilizada en distintas 
arquitecturas CNN, es la capa Softmax que, a diferencia de la Regresión Logística, permite la 
clasificación de un problema en k distintas clases dependiendo de la red en investigación. De 
manera lógica, de una entrada # donde la hipótesis ℎ+(#) estime una probabilidad T(% = C|#) 
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de que una muestra pertenezca a la clase C = 1,2, … C se denota la siguiente ecuación que 
permite normalizar los resultados, donde la suma de todos los elementos del vector debe ser 1 
(Durán, 2017, p. 32): 
(8) 
 
2.2.1.2.6. Clasificación conjunta 
La clasificación conjunta es una operación lógica donde cada clasificador de un modelo 
predictivo T'	da un “voto” que representa su salida de clasificación _' de las clases que ha 
analizado. Estas predicciones se almacenarán en un vector de predicciones 2) 	= 	 (T" = _", T" =




2.2.1.3.Método de entrenamiento de las CNN 
Es estas bases teóricas, se explicará el método Backpropagation que se usará como 
método de entrenamiento de la red neuronal con el objetivo de ajustar sus parámetros para 
encontrar los pesos de las neuronas que permitan la correcta identificación de las imágenes por 
analizar. Este entrenamiento se hace posible en función al error que permitirá medir el 
rendimiento de los pesos y reajustarlos en base a los objetivos de investigación. 
2.2.1.3.1. Backpropagation 
Es un algoritmo de entrenamiento de red neuronal el cual inicia con un patrón de entrada 











salida, es comparada con la salida de clasificación esperada y se realiza un cálculo del error de 
todas las neuronas de la capa de salida y se propaga hacia atrás desde la salida hasta las capas 
intermedias (u ocultas) de la red. Estas neuronas tienen un valor de error proporcional a su 
contribución sobre el valor de error total de la red. Con esta información, se podrá ajustar los 
pesos de las neuronas. El ciclo de entrenamiento y ajuste se le llama época o epoch, el cual se 
repetirá hasta que los pesos sean estables y el rendimiento de la red óptimo. De manera lógica, se 
denota de la siguiente ecuación: 
(10) 
 
Donde, ,(.)es la capa de salida, del conjunto de valores x y que se aproxima al valor 
deseado H) . K
(") representan a los pesos entre las conexiones de la capa de entrada y las capas 
intermedias y K(.) son los pesos entre las conexiones de las capas intermedias y la capa de 
salida. 
2.2.1.4.Algoritmo de optimización de las CNN 
Esta clase de algoritmos permiten la disminución de pérdida o error en el entrenamiento 
de las redes, por consecuencia, una eficiente actualización de los pesos y ajuste de los 
hiperparámetros de los modelos para una mejor tasa de aprendizaje de la red. A continuación, se 
explicará el algoritmo utilizado en la metodología de investigación: gradiente descendiente 
estocástico. 
2.2.1.4.1. Gradiente descendiente estocástico (SGD) 
Este algoritmo permite un cálculo del decrecimiento de la función de pérdida basado en 
un conjunto de pesos. Después de esto, se actualizan los pesos por cada ejemplo del 
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w23" = w2 − η∇Q)(w,) 
entrenamiento, en sentido a lo indicado por la gradiente y se desciende por la curva del error 
hasta llegar a un mínimo local. Cada ejemplo del entrenamiento es seleccionado de manera 
aleatoria antes de comenzar el entrenamiento, lo que hace de este algoritmo más eficiente con 
respecto a otros que realizan la misma tarea (como el gradiente descendente estándar). Y se 
denota de la siguiente ecuación, donde w2 es el conjunto de pesos, Q) es la contribución del 
ejemplo de entrenamiento y η∇ el umbral de la taza de entrenamiento. 
 
(11) 
2.2.1.5.Arquitecturas de CNN 
Como se mencionó en un punto anterior, las CNN pre-entrenadas son modelos que ya 
han sido entrenados por un dataset con cierto tipo de clases o etiquetas. Existen muchas 
arquitecturas en la actualidad, o también se forman por la evolución o combinación de otras, 
generando nuevas versiones de las mismas o diseños totalmente nuevos. En este caso, y bajo los 
trabajos de investigación en los que se fundamenta este trabajo de investigación, las arquitecturas 
que serán estudiadas y desarrolladas en el diseño propuesto, serán AlexNet, ResNet e 
InceptionV3. 
2.2.1.5.1. Arquitectura AlexNet 
AlexNet es una red neuronal convolucional de 8 capas de profundidad, 5 convolucionales 
y 3 completamente conectadas (fully-connected). Esta arquitectura utiliza la función de 
activación conocida como unidad lineal rectificada (ReLU), representada en la siguiente 





A diferencia de la función sigmoide, la función ReLU (Ecuación 4) transforma los 
valores de entrada #, quiere decir que los negativos son 0 en d7	#)& < 0 y la neurona no se 
activará, dejando a los positivos #) en d7	#) ≥ 0	como información para las siguientes capas, 
eliminando el problema de pérdida o desvanecimiento de gradiente. La arquitectura AlexNet ya 
ha sido entrenada por un conjunto de datos llamado ImageNet. Gracias a esto, esta red es capaz 
de clasificar imágenes en 1000 categorías distintas, entre estos, objetos cotidianos y animales, 
por lo que ya tiene un conocimiento enriquecido para detectar con eficacia imágenes que 
contengan estos elementos. Para esto, las imágenes procesadas por esta arquitectura deben ser 
redimensionadas y cortadas a una escala de 227x227 píxeles antes de convertirse en un valor de 
entrada. La representación gráfica de esta arquitectura se puede aprecia en la Figura 22. 
 
Figura 22. Arquitectura CNN AlexNet. 
Fuente: Krizhevsky, Sutskever y Hinton. (2012). ImageNet Classification with Deep ConvolutionalNeural 
Networks. (p. 5) 
 
2.2.1.5.2. Arquitectura DenseNet 
La arquitectura DenseNet está formado por bloques densos de cierta cantidad de capas, 
estas pueden varias desde 5 capas, 12, capas, etc. Con dicha variación pueden existir versiones 
distintas de la misma arquitectura, tales como DenseNet-121 o DenseNet-201. Enfocándose en la 
arquitectura DenseNet-121, este consta de 8 millones de parámetros y acepta imágenes de 
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entrada de 224x224 píxeles. Básicamente el trabajo de estos bloques es de juntar o concatenar las 
salidas de cada bloque, la entrada posterior va tomando las características de cada bloque y así 
sucesivamente hasta llegar a la predicción del objeto. La arquitectura usa la misma función de 
activación de AlexNet: ReLU. Uno de los problemas de esta arquitectura es el tiempo que toma 
el entrenamiento de estas, ya que este debe pasar por todas las capas y bloques, ya que la salida 
de unas es la entrada de otras, pero lo compensa su capacidad de reducir el número de 
parámetros a aprender, por lo que el coste computacional se ve reducido. (Chouhan, 2020:7). Un 
ejemplo de cómo se compone esta arquitectura, se muestra en la Figura 23. 
 
Figura 23. Arquitectura CNN DenseNet. 
Fuente: Utrera. (2019). Deep Learning básico con Keras (Parte 5): DenseNet. 
(https://enmilocalfunciona.io/deep-learning-basico-con-keras-parte-5-densenet/) 
2.2.1.5.3. Arquitectura ResNet 
La arquitectura ResNet, también llamada Residual Networks, tiene varias versiones según 
la cantidad de capas en la que está conformada: 18, 34, 50, 101, 152 y 1202. Enfocándose en la 
arquitectura ResNet18, el cual es usuado en muchas investigaciones por su alto rendimiento, 
consta de 18 millones de parámetros, acepta imágenes de entrada de 224x224 píxeles y se 
compone de 5 capas convolucionales, 1 capa pooling, 1 capa fullconnected y 1 capa softmax. Su 
funcionamiento consta de aumentar el número de capas de la red a través de una conexión 
residual, que es representada por el residuo de la diferencia del mapeo de las capas subyacentes. 
Lógicamente se entiende que si el residuo de este mapeo es l(#) 	= 	L	(#) 	− #, entonces la red 
aprenderá  l(#) 	+ 	# mediante la función de activación ReLU, esto mejorará el proceso de 
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aprendizaje sin entrar a un problema de cancelación de gradiente. La Figura 24 muestra la 
arquitectura ResNet. 
 
Figura 24. Arquitectura ResNet. 
Fuente: Al Rabbani, Ahmed y Abul. (2017). Isolated Bangla Handwritten Character Recognition with 
Convolutional Neural Network. (p. 4) 
 
 
2.2.1.5.4. Arquitectura Inception 
La arquitectura inception, específicamente haciendo referencia a la versión Inception V3, 
permite aumentar la profundidad de aprendizaje de la red, manteniendo un costo computacional 
constante. De igual forma, esta red fue pre-entrenada con el conjunto de datos ImageNet la cual 
es de dominio público y cuenta con más de 1 millón de imágenes de distintas categorías. Esta 
arquitectura se caracteriza por utilizar convoluciones de diferentes escalas (5x5, 3x3, 1x1) para 
poder captura detalles en diferentes tamaños. (Chouhan, 2020:8). La escala de imágenes de 
entrada de la arquitectura Inception V3 es de 299x299 píxeles. En la Figura 25 se aprecia un 





Figura 25. Arquitectura CNN Inception V3. 
Fuente: Tsang. (2018). Review: Inception-v3 — 1st Runner Up (Image Classification) in ILSVRC 2015. 
(https://medium.com/@sh.tsang/review-inception-v3-1st-runner-up-image-classification-in-ilsvrc-2015-
17915421f77c) 
2.2.2. Visión Computacional 
La visión computacional, en los últimos años, se ha expandido en diferentes campos de la 
obtención de información, desde los más simples, como la extracción de datos sin procesar, hasta 
patrones de imágenes capaces de ser comprendidos e interpretados. Un rol muy importante que 
cumple la visión computacional relacionada al campo de la inteligencia artificial, es el de obtener 
información de descripción de los objetos que analiza a partir de la extracción de características. 
Un concepto básico y claro que podría darse a partir de una investigación referencial, es que la 
visión computacional es la unión del procesamiento de imágenes y reconocimiento de patrones, 
donde el resultado de esta tecnología es la de finalmente reconocer a la imagen, tal como lo haría 
la vista humana. El autor de citado también aclara que no se debe confundir visión 
computacional con el procesamiento de imágenes, pues el primero tiene como objetivo la 
creación de modelos y extraer datos de imágenes, mientras que el segundo ejecuta 
transformaciones o modifica las imágenes mediante el procesamiento computacional, tal como el 
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ajuste de nitidez, contraste, brillo, etc. (Wiley y Lucas, 2018:22). En base a lo aclarado por los 
autores, se puede determinar que la visión computacional funciona utilizando algoritmos y 
apoyándose de sensores ópticos para la extracción de información del objeto analizado. Esta 
capacidad ha permitido a la visión computacional sobreponerse a otras técnicas y a evolucionar 
para poder expandirse a ramas científicas complejas como la inteligencia artificial, las redes 
neuronales y la simulación de visualización humana. Los procesos de visión computacional 
pueden dividirse principalmente en 3 actividades: 
• La obtención de imágenes digitales. 
• El uso de técnicas para el procesamiento y modificación de imágenes. 
• El análisis e interpretación de imágenes para el uso de sus resultados en fines 
específicos, como la detección de enfermedades, de estados de cultivo, monitoreo 
de patrones, etc.  
Una representación más detallada de los procesos de la visión computacional, se detalla 




Figura 26. Procesos de la visión computacional. 
Fuente: Wiley, Sutskever y Lucas. (2018). Computer Vision and Image Processing: A Paper Review. (p. 
4) 
 
2.2.2.1.Técnicas de Visión Computacional 
Con el pasar de los años, la visión computacional se ha ido convirtiendo en una 
herramienta complementaria fundamental para otros tipos de tecnologías, entre ellas, las redes 
neuronales convolucionales. Las CNN tiene como labor clasificar a un objeto para saber si esta 
pertenece a un tipo o no, como, por ejemplo, si una radiografía presenta una patología o no. Para 
que las CNN sepan que el objeto en si se trata de una radiografía y de que esta muestra una 
enfermedad en cierta región, llamada región de interés, debe apoyarse de la visión computacional 
para poder identificar con facilidad dirigiéndose a esa región, la analiza y determina su resultado. 
Es por ello que la visión computacional se adhiere a la arquitectura de red neuronal como una 
capa más que se encarga de la labor computacional de la detección del objeto en la imagen de 
entrada, para que el resto de capas realicen la labor de clasificación. El objetivo final de la visión 
computacional en las redes de aprendizaje profundo es detectar el objeto de interés en una región 
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espacial dentro de la imagen de entrada. La Figura 27 muestra un ejemplo de visión 
computacional. 
  
Figura 27. Detección de un objeto por visión computacional. 
Fuente: Li, Johnson y Yeung. (2017). Lecture 11:Detection and Segmentation. (p. 58) 
Esto lleva consigo una problemática interesante, cómo detectar un objeto de interés en 
una imagen que puede contener muchos elementos, por ejemplo, en la Figura 27, a un animal (en 
cualquier situación) en un lugar que puede ser una habitación, u otro escenario como la región 
donde está exactamente la patología en una radiografía torácica, etc. Esto podría desencadenar 
una búsqueda casi infinita de regiones donde cualquiera de ellas pueda contener el objeto de 
interés, lo que se convertiría en un problema de coste computacional impensable. Para ello, 
existen muchas técnicas de visión computacional para una detección eficiente de objetos que las 
arquitecturas de redes neuronales utilizan para acceder las regiones de interés de manera directa, 
algunas de estas técnicas que se mencionarán a continuación, son las que están más presentes en 
los antecedentes de investigación por su performance y el ahorro de recursos computacionales. 
2.2.2.1.1. Técnica de Visión Computacional R-CNN 
Esta técnica de visión computacional propone extraer cerca de 2000 regiones de una 
imagen, consideradas regiones propuestas, las cuales son tratadas por un algoritmo de selección 
que cumple la labor de generar como salida un vector de características de 4096 dimensiones. La 




Figura 28. Técnica de visión computacional R-CNN. 
Fuente: Girshick, Donahue, Darrel y Malik. (2014). Rich feature hierarchies for accurate object detection 
and semantic segmentation. (p. 1) 
Cada una de estas regiones es ingresada a una capa convolucional que se encarga de 
extraer las características de estas, a su vez, esta información es ingresada a un algoritmo de 
máquinas de vectores de soporte (SVM) para la clasificación de estas y la consiguiente 
predicción de la presencia del objeto dentro de la región marcada, además de ofrecer información 
predictiva de la posición espacial de este. El coste computacional de esta técnica propuesta por 
los autores, es que toma alrededor de 13 segundos en analizar una imagen en una CPU dedicada, 
53 segundos en una CPU convencional y requiere mucha potencia en memoria, por lo que el 
análisis de un conjunto de imágenes, podría tomar muchas horas (Girshick et al. 2014). Con el 
pasar de los años, esta técnica ha ido evolucionando, pasando por dos versiones encabezadas por 
uno de los autores en mención: Fast R-CNN y Faster R-CNN. Refiriéndose a la técnica Faster R-
CNN, esta se compone de 2 módulos, una red convolucional de regiones propuestas y otro 
módulo que contiene el algoritmo de detección. La diferencia con la primera versión de esta 
técnica es que la red de regiones propuestas o RPN, le dice al algoritmo dónde debe buscar, 
haciendo más eficiente la detección del objeto de interés. La Figura 29 muestra un ejemplo de la 




Figura 29. Arquitectura Faster  R-CNN. 
Fuente: Ren, He, Girshick y Sun. (2016). Faster R-CNN: Towards Real-Time ObjectDetection with 
Region Proposal Networks. (p. 3) 
 
Esta versión mejora la performance de su primer antecesor, por lo que el análisis por cada 
imagen se reduce a 2 segundos por cada una en una CPU convencional, además si este se 
combina con otras arquitecturas convolucionales como la VGG puede tomar unos 320 
milisegundos en cada análisis (Ren et al. 2016). Por lo que en la actualidad muchas otras 
arquitecturas de redes convolucionales y librerías de detección utilizan esta técnica, por su gran 
precisión en la detección de objetos y su ahorro en coste computacional. 
2.2.2.1.2. Transfer Learning 
En los últimos años alcanzo gran popularidad la técnica de Transfer Learning 
(aprendizaje por transferencia), debido a la gran capacidad para ahorrar recursos y esfuerzos para 
obtener los mejores resultados en lo que respecta en la detección de objetos en imágenes. Con 
otras arquitecturas, como la R-CNN, se tendría que entrenar desde cero un modelo de visón 
artificial que detecte un objeto en particular porque simplemente no existen antecedentes que se 
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hayan realizado antes, incluido los ajustes o ensayos para poder lograr la mejor precisión posible, 
por lo que este proceso demandaría mucho tiempo y recursos computacionales que ya se han 
explicado en la anterior arquitectura. Con transfer learning, es posible crear modelos de visión 
computacional para nuevos objetos nunca antes detectados a partir de otros modelos existentes y 
pre-entrenados, solo bastaría realizar ajustes mínimos para poder llegar a la precisión requerida. 
En la Figura 30, se aprecia el principio de esta técnica comparada con la tradicional. 
 
Figura 30. Proceso de transferencia por aprendizaje. 
Fuente: Xu, Xue y Zhang. (2019). Current status and future trends of clinical diagnoses via image-based 
deep learning. (p. 7562) 
 
Básicamente, la transferencia por aprendizaje consiste en reutilizar un modelo el cual 
contenga información (imágenes) muy similar al objeto que se desee identificar. Por ejemplo, si 
necesita detectar el rostro de un animal en particular y no se tenga un modelo previo de detección 
de este, se podría tomar modelos pre-construidos que ya detecten el rostro humano, tomar dicho 
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modelo convolucional, realizar variaciones y ajustes en los pesos de las entradas hasta llegar a un 
nivel de precisión similar para el rostro del animal, por lo que se puede llegar al objetivo sin 
invertir en tareas complejas de procesamiento de imágenes. Uno de los factores de éxito de esta 
técnica, es la complementación de esta con base de datos públicas de miles de imágenes 
clasificadas y de las cuales ya cuentan con modelos de detección probadas. Una de las más 
conocidas por la comunidad científica es ImageNet, que ya cuenta con más de 14 millones de 
imágenes, el cual es usado en muchas investigaciones que se requiere redes pre-entrenadas de 
detección de objetos y, debido a su variedad en clasificación, se ha hecho popular en 
investigaciones médicas para la detección de patrones patológicos, generando un crecimiento 
importante en nuevos avances de diagnósticos en diferentes enfermedades gracias a lo 
económico y práctico que es utilizar este tipo de técnica. La notación lógica de esta metodología 
se describe de la siguiente manera: Teniendo una información origen M4 con conocimiento G4, 
una información objetivo M, con conocimiento G,, la transferencia de aprendizaje ayuda a 
mejorar el aprendizaje de la función predictiva 7,(. ) del objetivo en M, usando el conocimiento 
en M4 y G4, donde M4¹M, o G4¹G,. (Jialin y Yang, 2010, p.1347). En otras palabras, si se tiene un 
modelo con conocimiento (M4, G4) donde M4 reconoce imágenes y G4 extrae características de 
animales, se puede transferir ese conocimiento a (M, , G,) donde M, puede reconocer imágenes 
radiografías y G, puede extraer características de neumonía en estado inicial. Existen muchas 
estrategias en la transferencia de aprendizaje y dependerá del tipo de recurso que se desea 
entrenar, en el caso de imágenes cuya fuente de datos puede ser escasa, por ejemplo, imágenes 
radiográficas en una fase temprana, se deberá cumplir con dos condiciones para que esta técnica 
sea favorable: la primera, es que el conjunto de datos objetivo sea mucho más pequeño que el 














segunda, que el tipo de tarea básica sea similar pero la compleja sea distinta, por ejemplo, el 
denominador común entre la extracción de características de una imagen de un animal y el de un 
radiografía pueden ser los bordes o patrones simples, pero se diferencian en los detalles más 
avanzados. Esto, en redes neuronales, significará que solo se conservarán o “congelarán” las 
capas de información básica y se entrenarán las más avanzadas. Técnicas de pre-procesamiento 
de imágenes. 
2.2.2.2.Normalización de dimensión de imágenes 
La técnica de normalización de dimensión de imágenes es necesaria cuando se usan 
modelos pre-entrenados y es requisito al tamaño de las imágenes de entrada en el mismo modo 
en que se entrenó la red neuronal. Lo común en el uso de conjunto de datos como ImageNet y de 
los modelos CNN pre-entrenados, el cambio de tamaño de imágenes a 224x224 píxeles y de 3 
canales de entrada RGB (rojo, verde y azul), el cual es representado como 224x224x3. Todas las 
imágenes se muestrean en dicho tamaño usando interpolación bilineal representado en la 




 La normalización de dimensión de imágenes se representa en la siguiente ecuación: 
(14) 










2.2.2.3.Random horizontal flip 
La técnica de volteo horizontal aleatorio crea una imagen que es el reflejo contrario de la 
imagen original a partir de un intercambio de cualquiera de sus 2 ejes horizontales. Esta técnica 
ayuda a la identificación de características donde la información es invariable con respecto a la 
posición en la que se encuentra, como, por ejemplo, patrones de enfermedades donde solo 
aparecen en hemisferios izquierdos o derechos. La representación lógica de Random horizontal 
flip representada en la siguiente ecuación de volteo horizontal, el cual es una reflexión de un eje 
% : 
(15) 
En la ecuación, todos los valores de # se cambian a sus contrapartes negativas, mientras 
que los valores de % permanecen iguales, generando una matriz de transformación horizontal: 
 
 
2.2.2.4.Randon resized crop 
La técnica de corte y escalado de imágenes crea a partir de una imagen aleatoria, otras 
imágenes con partes rectangulares de la original y también con resolución aumentada a la 
dimensión de la misma. Esta técnica le permite a las CNN aprender características importantes 
independientemente de su representación original. La ecuación de Random resized crop se puede 
realizarse de en diferentes direcciones, por ejemplo, cortar las 4 esquinas de una imagen y dejar 
una central que será redimensionada por interpolación bilineal al tamaño de entrada para el 
entrenamiento. A continuación, la ecuación aplicada en 2 dimensiones en la operación  _, Donde 













2.2.2.5.Mejora de contraste 
Esta técnica crea imágenes con mejoras de contraste con respecto a la original. La mejora 
de contraste, en el entrenamiento de la CNN, provee una mejora significativa en la identificación 
de características y patrones que no pueden ser detectadas debido a una baja intensidad. Esta 
técnica busca aumentar la diferencia entre la intensidad de píxel máxima y mínima multiplicada 
por los niveles de gris de una imagen, expresado en bits por píxel. La siguiente ecuación de 
Corrección Gamma el cual mejora el contraste ingresando un valor gamma de luminosidad, se 
calcula de la siguiente manera: 
 
(17) 
Donde gamma s representa una curva pendiente de cualquier región, de entrada t)8 y 
salida t67, trazado por los ejes logaritmos I+,-(t67,) y I+,-(t)8). 
2.2.3. Conjunto de datos (dataset) 
Todas las imágenes que serán utilizadas en este trabajo de investigación y pasarán por la 
etapa de pre-procesamiento, conforman el conjunto de datos, lo cuales deberán ser dividas para 
completar las distintas fases de construcción y procesamiento de la red neuronal. Estas divisiones 
son set de entrenamiento, set validación y set de pruebas. Para hacer posible la división del 
conjunto de datos en 3 sets y en la proporción requerida por el modelo de predicción, deberá 
pasar por una técnica o algoritmo que permita este objetivo, entre estos, está la validación 










2.2.3.1. Validación cruzada (k-fold cross-validation) 
En una forma aleatoria con la ayuda de esta técnica se puede obtener datos en forma 
aleatoria del dataset y crear a partir de estos otros datasets separados. Generalmente se divide en 
dos conjuntos de datos denominados: datos de entrenamiento (training) y datos de validación 
(validation). La técnica validación cruzada puede emplearse una tercera vez sobre los datos de 
entrenamiento para generar otro conjunto de datos de pruebas (test). Entonces, cada grupo 
formado C se utilizarán para el entrenamiento de la red, se repetirá C-veces con datos distintos y 
C estimaciones de error, se deriva de la siguiente ecuación de validación cruzada, donde la 




2.2.3.2. Set de entrenamiento 
En el set de entrenamiento se encuentra la mayor cantidad de datos que, generalmente, se 
aproxima a un 60%. El motivo de que este set de datos sea el mayoritario, es porque tendrá las 
tareas de detección de características principales en los datos (imágenes), de generalizar a partir 
de lo aprendido (ajuste de pesos o parámetros) y tener la capacidad de reconocer y clasificar 
datos nuevos. Por lo tanto, a más grande sea el set de entrenamiento, más variedad de 
características podrá detectar (Llodra, 2017, p.18). 
2.2.3.3. Set de validación 
El set de validación está conformado generalmente por un 20% del conjunto de datos 
total. En este data set se ajustan los hiperparámetros, que significan los parámetros utilizados 
antes del entrenamiento tales como el número de neuronas, filtros, etc. Las tareas de este set es 
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identificar si el modelo se está sobre-entrenando (overfitting) e identificar que hiperparámetros 
son los que mejor se ajustan al modelo (Llodra, 2017, p.18). 
2.2.3.4. Set de pruebas 
El set de pruebas está conformado generalmente por el mismo porcentaje que el set de 
validación. Las tareas de este set es la de realizar la evaluación del modelo, por lo que no se 
ajusta ningún parámetro y es en este dónde se utiliza nuevos datos para verificar que se obtienen 
los mismos resultados que con los datos que ya conoce (Llodra, 2017, p.18). 
2.2.4. Balanceo de datos 
El balanceo de datos es una técnica que previene el desbalanceo de estos. El desbalanceo 
de los datos se refiere a que una clase x es en exceso más grande que una clase y. Lo que provoca 
errores en el entrenamiento como el overfitting o problemas en la clasificación para ciertas 
técnicas como los árboles de decisión, los perceptrones y los bayesianos. El balanceo consiste en 
abordar este problema mediante el muestro de nuevos datos y modificación de la proporción de 
clases excesivas (López, 2008, p.16). Entre las distintas técnicas de balanceo de datos, se 
abordará la distribución multinomial.  
2.2.5. Distribución multinomial 
La distribución multinomial calcula la cantidad de probabilidades P de que la clase n 
aparezca x veces. Esta información es clave si se desea obtener el ratio de desbalance de un tipo 
de dato versus otro en un muestreo, por lo que, con dicha información, se podrá eliminar o 
reemplazar el excedente y balancear las clases de una red neuronal. La ecuación de la 















2.2.6. Normalización de los datos 
La normalización o regularización de los datos de un dataset, se refieren a las distintas 
técnicas o algoritmos que tienen la finalidad de facilitar que la red neuronal pueda realizar su 
entrenamiento. Para ello, estandariza los datos de todas las clases de entrada de tal forma en que 
la red neuronal pueda interpretarlos para su entrenamiento y clasificación final, para ellos se 
sirve de la ecuación de normalización estándar: 
 
(20) 
Donde 2 es el valor a normalizar, n es la media, y o la desviación estándar. Otro de los 
objetivos de la normalización de datos, es la de prevenir la generalización o el overfitting de 
aprendizaje de la red, el cual podría ocasionar que este solo pueda detectar elementos idénticos a 
los del conjunto de datos entrenado y no tenga la capacidad de reconocer nuevos datos. Existen 
muchas técnicas de normalización, tales como L2, L1, pero para este trabajo de investigación y 
en base a la metodología seleccionada, se abordará la técnica de Data Augmentation. 
2.2.7. Data Augmentation 
El enfoque de aumento de datos tiene como doble finalidad el aumentar el tamaño para 
realizar el entrenamiento del conjunto de datos y de esta forma permitir a las CNN mejorar su 
capacidad de aprendizaje al ser estos entrenados, para ello, se apoya de las diferentes técnicas de 
transformación y pre-procesamiento de imágenes, como las vistas en las bases anteriores, para 
poder aumentar su tamaño. La segunda finalidad para el aumento de datos en el pre-
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M{,: {#~) , %~)})%"
9:  
entrenamiento de los modelos, es que cuando este modelo de entrenamiento es más grande que el 
conjunto de datos tiene a generar un exceso de sobreajuste o el overfitting. Para ello, las técnicas 
de pre-procesamiento de imágenes mencionadas anteriormente permite aumentar del conjunto de 
datos su tamaño, haciéndolo que la información sea más robusta, y evitar el sobreajuste. 
Finalmente, el aumento de datos brindará a la red neuronal la suficiente capacidad de poder 
identificar patrones buscados en información de imagen con distintos “defectos” como el color, 
contraste, posición, deformidad, etc. y poder mostrar resultados de ellos. La representación 
matemática se puede observar en la siguiente ecuación de aumento de datos en un dataset (#, %) 
con datos M,: {#) , %)})%"




Donde, con data augmentation, los datos se expandirían x{/x veces de la data original, a 
través de las distintas técnicas de pre-procesamiento de imágenes y las iteraciones de 
entrenamiento d. 
2.2.7.1. Tipos de augmentation 
Existen dos tipos de operación de aumento de datos: sin conexión (offline) y en línea 
(online o real-time), los cuales dependerán del momento en que se entrena el modelo de red 
neuronal. La operación de aumento de datos sin conexión consiste en duplicar los datos de 
entrenamiento, antes del entrenamiento, en factor a la cantidad de técnicas de pre-procesamiento 
utilizadas en esa porción de dataset. Este tipo de operación es recomendada para conjunto de 
datos pequeños. La operación de entrenamiento en línea permite configurar las distintas técnicas 
de pre-procesamiento y aumentar el conjunto de datos de entrenamiento de forma aleatoria 
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mediante procesos llamados batches, los cuales se ejecutarán dentro del mismo proceso de 
entrenamiento del modelo de red neuronal. Esta operación se aplica en datasets de tamaño 
mediano o grande, ya que el aumento de datos no se almacenará físicamente, lo que mantendrá el 
porcentaje total de proporción del entrenamiento del conjunto de datos (Innotescus, 2020). La 
Figura 31 muestra lo mencionado. 
 
Figura 31. Aumento de datos 
Fuente: Adaptado de https://www.doctormetrics.com/datos-aumentados/ (2018). 
 
2.2.8. Métricas 
2.2.8.1. Matriz de confusión 
Una herramienta importante para la visualización del desempeño de los modelos 
predictivos es la matriz de confusión. Las filas de esta matriz representan al número de 
predicciones por cada clase y las columnas representan al valor real de la clase. Esto 
proporcionará información importante acerca de que si el modelo está clasificando correctamente 




Matriz de confusión 
 Valor real de la clase 
  Positivo Negativo 
Valor de predicción Positivo TP FP 
 Negativo FN TN 
Fuente: Maeda, V.(2019). Comparación De Arquitecturas De Redes Neuronales Convolucionales Para La 
clasificación De Enfermedades En Tomate. (p. 35) 
Donde TP (verdadero positivo) es la cantidad de muestras que han sido clasificados 
correctamente como positivas. TN (verdadero negativo) es la cantidad de muestras clasificadas 
correctamente como negativas. FP (falso positivo) es la cantidad de muestras clasificadas 
erróneamente como positivas, también llamado Error Tipo 1. Y FN (falso negativo) es la 
cantidad de muestras clasificadas erróneamente como negativas, también llamado Error Tipo 2. 
2.2.8.2. Matriz de confusión multiclase 
Esta herramienta derivada de la matriz de confusión se utiliza para determinar el grado de 
clasificación del modelo en múltiples clases. En la Tabla 4 muestra un ejemplo de la matriz 
mencionada: 
Tabla 4 
Matriz de confusión multiclase 
 Valor real de la clase 
  A B C 
Valor de predicción A TPA EBA ECA 
 B EAB TPB ECB 
 C EAC EBC TPC 
Fuente: Maeda, V.(2019). Comparación De Arquitecturas De Redes Neuronales Convolucionales Para La 
clasificación De Enfermedades En Tomate. (p. 36) 
El cálculo de esta información se denota de la siguiente manera, bajo el ejemplo de la 
clase A, donde TPA es la cantidad de muestras correctamente identificada de la clase A, EAB es 
la cantidad de muestras A que se clasificaron erróneamente como B y EAC clasificadas 












conseguir más detalles de estos parámetros combinando sus valores bajo las siguientes métricas 
de desempeño. 
2.2.8.3. Sensibilidad 
Esta métrica brindará la tasa positiva verdadera GT entre todos los casos positivos reales, 
quiere decir, la probabilidad de que las radiografías cuyo atributo binario de neumonía en etapa 
de consolidación (primera etapa) sea diagnosticado médicamente como positivo. El objetivo es 
que el valor de esta métrica sea lo más cercano posible al 100%, ya que cuanto más alto sea el 
valor, más sensible el diagnóstico, por lo que es importante que se utilice esta métrica cuando la 
tasa de falsos negativos	lR es alto. La ecuación de sensibilidad (Torres y López, 2019, p.514) 




Esta métrica brindará la tasa de muestra identificado como correctamente negativos	GR . 
Lo que significará la probabilidad de imágenes radiográficas con el atributo binario normal sea 
diagnosticada como negativo. De la misma forma que la sensibilidad, este valor debe ser lo más 
cercano posible al 100% para que sea más preciso el resultado. La ecuación de especificidad 












La precisión medirá todos los casos identificados correctamente. Esta métrica busca la 
relación entre el número de muestras verdaderas, quiere decir verdaderas positivas y verdaderas 
negativas GR + GT con el número total de muestras G + l . La ecuación de precisión (Torres y 




La métrica del área bajo la curva ROC (característica de funcionamiento del receptor) es 
una representación gráfica que explica cómo cambia la relación de los ratios falsos positivos y 
falsos negativos. La métrica actúa realizando una puntación entre una muestra positiva y 
negativa, donde el primero deberá ser superior al segundo para determinar que el desempeño del 
clasificador construido está dando buenos resultados. 
2.2.9. Neumonía 
La neumonía básicamente se trata de una infección a los alveolos o parénquimas 
pulmonares, el cual, como reacción de respuesta, se genera una inflamación, el cual provoca 
complicaciones respiratorias que repercuten en graves secuelas e incluso la muerte. Debido a su 
fuerte propagación, esta se clasifica en tres tipos de contagio: Neumonía Adquirida en la 
Comunidad (CAP), Adquirida en el Hospital (HAP) y Adquirida por Ventilador (VAP). Además, 
existen varios tipos de agentes que provocan la enfermedad, entre la más común, por causas 
bacterianas por organismos como el Pneumococcus o Streptococcus y otras causas a 
consecuencia de virus y hongos. Existen tres clasificaciones principales de la neumonía según la 
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infección adquirida y la evidencia del proceso inflamatorio. La primera es la bronconeumonía, 
cuya inflamación se presenta primero en los bronquios y luego se complica en los pulmones. La 
segunda clasificación, es la denominada neumonía lobal o lobular, donde la inflamación de 
manifiesta en la zona lobular, afectando al resto del sistema pulmonar. Finalmente, la tercera 
clasificación se le llama neumonía intersticial, causada por la fibrosis pulmonar que puede ser 
causada por distintos factores, como la respiración de elementos que dañen a los pulmones. En la 
Figura 32, se puede apreciar como la neumonía afecta de distintas formas a las zonas lobulares 
de los pulmones, pero el factor en común es el proceso infeccioso que sufren los alvéolos. 
 
Figura 32. La Neumonía. 
Fuente: Rakesh y Himaja. (2017). Assessment of Prescribing Pattern of Drugs in the Management of 
Obstructive Lung Diseases and Respiratory Tract Infections. (p. 5) 
 
A consecuencia de su rápida evolución y complicación, esta enfermedad presenta un alto 
índice de porcentaje de muertes a nivel mundial, donde la tasa de mortalidad en Estados Unidos 




2.2.9.1. Fases de la Neumonía 
La neumonía presenta distintas etapas evolutivas. Generalmente, la neumonía lobular es 
la que evidencia estas distintas fases a lo largo de aproximadamente 8 días luego de haber 
adquirido la infección. Se explica brevemente las características principales de estas fases (Jain y 
Bhardwaj, 2020):  
• Etapa de congestión o consolidación, la cual se manifiesta en las primeras 24 horas 
de adquirida la infección.  
• Etapa de hepatización roja o consolidación temprana, el cual sucede a los 2 o 3 días 
después de la primera etapa y se caracteriza por provocar enrojecimiento en los 
segmentos lobulares y crecimiento de la presencia bacteriana. Esta etapa dura de 2 a 
4 días. 
• Etapa de hepatización gris o consolidación tardía, donde se manifiesta a los 2 o 4 
días de la etapa de hepatización roja. Se caracteriza por provocar un color gris o 
amarillento en la zona lobular debido a la desintegración de los glóbulos rojos del 
pulmón. Esta etapa puede durar de 4 a 8 días. 
• Etapa de resolución, donde los glóbulos blancos o macrófagos son las células 
predominantes en los sectores pulmonares infectados. 
2.2.10. Metodología 01 
La metodología propuesta por los autores Chouhan, V., Kumar, S., Khamparia, A., 
Gupta, D., Tiwari. P., Moreira, C., Damasevicius, R. & C, de Alburquerque. V. 2020 en su 
estudio “A Novel Transfer Learning Based Approach for Pneumonia Detection in Chest X-ray 
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Images” muestra una serie de pasos necesarios que permitirá una mejor precisión, lo que 
influenciará en el objetivo del mismo: la detección de la neumonía. 
2.2.10.1. Pre-procesamiento de Dataset y Aumento. 
El pre-procesamiento de imágenes de rayos X de tórax y aumento de datos se utilizaron 
para poder obtener una mejor imagen se agregó ruido al conjunto de imágenes, lo cual conduce a 
una mejora significativa en la generalización de datos y aumento del conjunto de datos, se 
utilizaron tres técnicas de aumento. Al no obtener buenos resultados en las imágenes de Rayos 
X, procesaron las imágenes en 4 pasos: Cambio de imágenes a 224x224x3, técnicas de aumento, 
voltear horizontalmente en forma aleatoria y el recorte redimensionado al azar. 
2.2.10.2. CNN y el uso de Transfer Learning 
Las redes Convolucionales (CNN) presenta la particularidad de procesar la imagen y 
detectan características de bajo nivel en imágenes como por ejemplo detectar bordes, el éxito de 
estas capas radica en las dependencias espaciales y temporales de la imagen, todo ello con la 
ayuda de filtros, a diferencias de otras capas presenta un número menor de parámetros utilizando 
una técnica de reparto de pesos., lo cual reduce el esfuerzo en los cálculos. La Figura 33 muestra 




Figura 33. Operación del filtro sobre capas convolucionales. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 5) 
 
Las capas de agrupación son utilizadas para reducir el tamaño espacial de la 
representación generada después de la convolución, las cuales son usadas para extraer 
características dominantes posicionales y rotacionales. La capa de agrupación máxima separa la 
entrada en cuadrados de un determinado tamaño generando el valor máximo de cada cuadrado, 
mientras que la capa de agrupamiento realiza el promedio de cada cuadrado. Los métodos antes 
mencionados tienen como función reducir la dimensionalidad y esfuerzos en los cálculos. El 
aprendizaje de transferencia se utilizó en la presente investigación, brinda resultados 
significativos en visión por computadora.  
2.2.10.3. Pre-entrenamiento de redes Neuronales 
Se utilizaron cinco modelos previamente entrenados (AlexNet, DenseNet121, ResNet18, 
InceptionV3 y GoogLeNet) los cuales ya estaban entrenados en la base de datos de ImageNet 
para luego ser usado en el dataset de Chest X-ray. 
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2.2.10.3.1. Arquitectura AlexNet 
Para la arquitectura AlexNet se utilizó el abandono para poder lidiar con el sobreajuste, 
además, se utilizó la agrupación superpuesta para reducir el tamaño de la red. Se utilizo AlexNet 
con capas entrenadas y congeladas, como muestra la Figura 34. 
 
Figura 34. AlexNet con capas entrenables y congeladas. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 6) 
 
2.2.10.3.2. Arquitectura DenseNet121  
Se utilizo 12 filtros con nuevos mapas de características (Figura 35), el inconveniente que 




Figura 35. DenseNet121 con capas congeladas y entrenadas. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 7) 
 
2.2.10.3.3. Arquitectura ResNet18 
Presenta un marco de aprendizaje residual para lograr simplificar el entrenamiento de las 
redes más profundas, basándose en la reformulación de capas de red de aprendizaje, es más 
profundo si se compara con redes VGG, pero presenta una menor complejidad en el desarrollo, 




Figura 36. Arquitectura ResNet18 con capas congeladas y entrenadas. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 7) 
 
2.2.10.3.4. Arquitectura Inception V3  
Permite aumentar la profundidad y la red Deep learning, este modelo funciona como un 
generador de niveles 1 × 1, 3 × 3 y 5 × 5 convolucionales. El modelo permite el uso de los 
núcleos de la imagen para obtener resultados de todos ellos. Se obtuvo el máximo rendimiento 




Figura 37. Inception V3 con capas congeladas y capas entrenadas. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 8) 
 
2.2.10.3.5. Arquitectura GoogLeNet 
Este modelo utiliza la agrupación promedio global, contiene módulos de inicio, genera 
convoluciones de diferentes tipos utilizando diferentes núcleos en una misma entrada. La Figura 




Figura 38. GoogLeNet con capas congeladas y capas entrenables. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 9) 
 
2.2.10.3.6. Clasificación de conjuntos.  
En las redes neuronales previamente entrenadas se utilizó un enfoque de conjunto 





Figura 39. Modelo de arquitecturas entrenadas. 
Fuente: Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based Approach for 
Pneumonia Detection in Chest X-ray Images (p. 9) 
 
2.2.10.4. Conjunto de datos 
Para el trabajo de campo, se utilizó el conjunto de datos del Centro Médico para Mujeres 
y Niños de Guangzhou, que consta de un total de 5232 imágenes, 1346 de ellas dentro de la 
categoría normal y 3883 con presentación de neumonía. 
2.2.11. Metodología 02 
La metodología utilizada por los autores Ayam, E., Unver, H., 2019 en la investigación 
“Diagnosis of Pneumonia from Chest X-Ray Images using Deep Learning” se basa en 3 partes: 
2.2.11.1. Data 
Las imágenes proporcionadas por Kermany et al. de un universo de 5856 con 
resoluciones variables entre casos normales y con neumonía las cuales se distribuyeron según la 
Tabla 5 con valores de entrenadas, validadas y probadas. En el modelo realizado los casos 





Distribución del dataset 
 Entrenamiento Validación Test 
Normal 1349 234 234 
Neumonía 3883 390 390 
Total 5232 624 624 
Fuente: Adaptado de Ayam, E., Unver, H. (2019) Diagnosis of Pneumonia from Chest X-Ray Images 
using Deep Learning (p. 2) 
 
2.2.11.2. Data augmentation y transferencia de aprendizaje 
Se utilizo el método de aumento de datos en el tiempo de aprendizaje, además se 
utilizaron diferentes métodos de aumento (desplazamiento, zoom, voltear, rotación de ángulos de 
40 grados). Además, se utilizó el aprendizaje de transferencia el cual mejora en modelos 
profundos de CNN. En el estudio presentado, se llegó a utilizar un enfoque de ajuste fino para 
poder observar las primeras capas de CNN que contiene características más genéricas (bordes, 
colores, manchas). 
2.2.11.3. CNN Arquitectura 
Se utilizaron las redes Xception y Vgg16, el modelo Xception es la versión extrema del 
modelo Inception, cuenta con 36 capas convolucionales, mostrando un mejor rendimiento que 
Inception V3. El modelo Vgg16 pre-entrenado con ImageNet, con un arreglo de las primeras 8 




Figura 40. Red VGG 16 afinada. 
Fuente: Ayam, E., Unver, H. (2019) Diagnosis of Pneumonia from Chest X-Ray Images using Deep 
Learning (p. 3) 
 
2.2.12. Metodología 03 
La metodología utilizada por los autores Kermany, D. Goldbaum, M. Cai, W. Soares, C. 
y Zhang K (2019) en la investigación “Identifying Medical Diagnoses and Treatable Diseases by 




2.2.12.1. Conjunto de datos 
Con un total de 207130 imágenes OCT, clasificadas en 37206 con neovascularización 
coroidea, 11349 con diabetes edema macular, 8617 con drusas y 51.140 normales, pertenecientes 
a 4686 pacientes adultos se utilizó como conjunto de datos. 
2.2.12.2. Pre-procesamiento de imágenes 
Todas las imágenes pasaron por un proceso de etiquetado, que consistía en pasar una 
calificación de la imagen a través de un análisis en 3 niveles de expertos. Con esto se pudo medir 
el nivel de error humanos entre la decisión de un estudiante en oftalmología contra el diagnóstico 
de un especialista en enfermedades retinianas. El resultado de este tipo de etiquetado se puede 
ver en la Figura 41, con ello, se autorizó el entrenamiento de la red neuronal. 
 
Figura 41. Etiquetado de imágenes de entrada. 
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 
Diseases by Image-Based Deep Learning. (p. 1124) 
 
2.2.12.3. Transferencia por aprendizaje 
Ya que no se había antecedentes de modelos predictivos sobre análisis de imágenes OCT, 
se optó por utilizar la técnica de transfer learning, con la intención de no entrenar una red 
neuronal de cero, sino utilizar uno similar, en este caso de fotografías comunes de ojo obtenidas 
del repositorio ImageNet, fijar los pesos de las capas inferiores ya utilizados en estas imágenes y 
reajustar los pesos en las capas superiores mediante la técnica de backpropagation para su propia 
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red. De esta manera se puede reconocer características de ciertos tipos de imágenes, en base a 
similares, en menos tiempo y con menos costo computacional. En la Figura 42, se puede 
observar en resumen el proceso de aprendizaje por transferencia. 
 
Figura 42. Técnica de aprendizaje por transferencia. 
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 
Diseases by Image-Based Deep Learning. (p. 1123) 
 
Para este tipo de operación, se utilizó la plataforma Tensorflow adaptando una 
arquitectura Inception V3 para el pre-entrenamiento del conjunto de datos ImageNet. Esta etapa 
de reentrenamiento consiste en inicializas las capas convolucionales con pesos ya cargados y 
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reentrenar la capa final para identificar las nuevas clases desde cero. A este evento, se le llama 
“congelación” de las capas convolucionales ya que los pesos no cambian al pasar los valores den 
entrada. Una vez conseguido esto, los valores de cada imagen pasan por estas capas congeladas, 
los valores se calculan y se almacenan para disminuir los procesos redundantes y mejorar el 
entrenamiento de la red neuronal. Luego, se reentrena las entradas para clasificar las categorías. 
Ahora las capas de la red pasan por un proceso de “descongelamiento” donde los pesos 
entrenados se actualizan en las imágenes. 
2.2.12.4. Entrenamiento de conjunto de datos 
Del total del conjunto de datos, se utilizaron 108312 imágenes OCT, cuyas clases son: 
37206 imágenes con neovascularización coroidea, 11349 con diabetes edema macular, 8617 con 
drusas y 51140 normales, pertenecientes a 4686 pacientes. 
2.2.12.5. Validación del conjunto de datos 
Se realizaron pruebas con 1000 imágenes, donde cada 250 pertenecían a una de las 4 
clases. Luego de 100 iteraciones realizadas en el conjunto de datos, se detuvo el proceso de 
entrenamiento debido a que no era posible mejorar más las métricas usadas: como indica en la 





Figura 43. Resultado de validación de conjunto de datos. 
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 
Diseases by Image-Based Deep Learning. (p. 1125) 
 
En la imagen anterior, se mejoró el rendimiento del uso de las métricas accuracy y loss, 
cuando se incluyeron en la prueba de validación todas las imágenes con más ruido y menor 
calidad, con la intención de ayudar a la generalización del clasificador de características. 
2.2.12.6. Evaluación de resultados 
Como métricas de evaluación, se utilizó el área bajo la curva ROC como medida de 
rendimiento, de la tasa de verdaderos-positivos (TPR o sensibilidad) y de verdaderos-negativos 
(TNR o especificidad). Esta métrica ROC no es nada más que la probabilidad que la clasificación 
resulte como” referencia urgente elegido al azar “. La métrica de precisión se pudo medir 
dividiendo el número de imágenes con las etiquetas que se pudieron identificar correctamente, 
por el número total de imágenes de prueba. Las métricas de sensibilidad y especificidad se 
pudieron determinar dividiendo el número total de “referencias urgentes” y el número total de 
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“referencias no urgentes”, por el número total de imágenes de prueba. La Figura 44 da un 
resumen de lo explicado. 
 
 
Figura 44. Evaluación de resultados. 
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 
Diseases by Image-Based Deep Learning. (p. 1131.e4) 
 
La imagen anterior corresponde a un área bajo la curva ROC de un 100% de clasificación 
de neovascularización coroidea versus normal (letra A), 99.87% para edema macular diabético 
versus normal 99.87% versus normal (letra B) y 99.96% para drusa versus normal. 
2.2.12.7. Prueba de oclusión 
Para determinar patrones de zonas de interés, se realizó una prueba de oclusión de 491 
imágenes con la finalidad de determinar lo que detectó la CNN coinciden con el diagnóstico 
tradicional de los oftalmólogos. Esta técnica consiste en mover sistemáticamente un cuadro de 
color blanco y de dimensiones de 20x20 píxeles, ubicado en cada posible posición donde se 
registró las posibilidades de la enfermedad dentro de la región de interés. Esto dio como 
resultado un 94.7% de imágenes donde se identificó las zonas de interés con éxito.  La Figura 45 




Figura 45. Pruebas de oclusión 
Fuente: Kermany, Goldbaum, Cai, Soares, y Zhang. (2018). Identifying Medical Diagnoses and Treatable 
Diseases by Image-Based Deep Learning. (p. 1128) 
 
2.3. CONTEXTO DE LA INVESTIGACIÓN 
Ante la falta de profesionales capacitados en todas las regiones del Perú, y la alta 
mortandad existente que causa la neumonía al no detectarse en una fase temprana, se decidió 
realizar el diseño de un modelo predictivo para la detección temprana de la neumonía utilizando 
Deep Learning y Visión Computacional, tomando como base investigaciones reconocidas 
realizadas en otros países. La Inteligencia Artificial y las Redes Neuronales brindan una gran 
ayuda en diversos campos, por lo que se va diseñar el modelo predictivo que va ayudar a la 







CAPÍTULO III: METODOLOGÍA DE LA INVESTIGACIÓN 
3.1. DISEÑO DE LA INVESTIGACIÓN 
3.1.1. Diseño 
El estudio realizado pertenece a un diseño de investigación no experimental 
transeccional. (Hernández, Fernandez, Bautista: 2014,187). 
3.1.2. Tipo 
El estudio es básicamente descriptivo (Hernández, Fernandez, 2014,136). 
3.1.3. Enfoque 
Es estudio emplea un enfoque cualitativo (Hernández, Fernandez, Bautista: 2014,196).    
3.1.4. Población y Muestra 
3.1.4.1.Población 
En el trabajo de investigación realizado se va utilizar radiografías de pacientes entre los 
cuales va ver una variedad de casos, entre personas sanas y pacientes con neumonía en la 
primera fase (consolidación) siendo la principal población. 
3.1.4.2.Muestra 
La muestra que se ha tomado se basa en un data Chest X-ray Dataset of 14 Common 
Thorax Disease Categories con un total de 112120 imágenes de rayos X. 
3.1.5. Operacionalización de Variables 
3.1.5.1.Variable Independiente 




La neumonía temprana, Deep Learning y Visión Computacional. 
3.2. METODOLOGÍA DE LA IMPLEMENTACIÓN DE LA SOLUCIÓN 
3.2.1. Ponderación – Evaluación de metodologías seleccionadas 
Dentro de la ponderación realizada en base a las 3 metodologías mencionadas 
anteriormente, se presenta una serie de criterios en una tabla, con la finalidad de seleccionar la 
metodología que será parte del desarrollo de esta investigación. Esta evaluación está basada en 
los resultados comparativos por cada modelo predictivo en un conjunto de prueba (Chouhan, 
2020, p.13), y los valores de las métricas mostradas a continuación se obtuvieron de los 
resultados finales de cada investigación respectivamente. La Tabla 6 muestra los resultados 
comparativos de metodologías por cada modelo predictivo en un conjunto de prueba. 
Tabla 6 
Resultados comparativos de metodologías 
Modelo Especificidad Sensibilidad (%) Precisión 
(%) 




Kermany et al. 90.1 93.2 - - 92.8 
Ayan y Unver 91.0 94.0 86.0 - 87.0 
Chouhan et al. - 99.62 93.28 99.34 96.39 
Fuente: Adaptado de Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based 
Approach for Pneumonia Detection in Chest X-ray Images (p. 13) 
3.2.2. Comparación y selección de metodología 
Se comparan las tres metodologías cuya característica en común es que han usado o 
experimentado con el mismo conjunto de datos, pero en distintas arquitecturas y técnicas. En la 
investigación de Ketmany et al. se adaptó una arquitectura Inception V3 bajo la plataforma 
Tensorflow y el pre-entrenamiento en el conjunto de datos ImageNet para la transferencia de 
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aprendizaje, donde se obtuvo una sensibilidad del 93.2%, especificidad del 90.1%, y una 
precisión del 92.8%. Ayan y Unver utilizaron la arquitectura Xception y el modelo Vgg16, los 
cuales le brindaron los mejores resultados entre varias pruebas y comparaciones con otras 
arquitecturas como Inception V3, obteniendo una sensibilidad de 94%, especificidad del 91% y 
una precisión del 87%. Finalmente, los resultados combinados de 5 modelos: AlexNet, 
DenseNet121, InceptionV3, GoogLeNet y ResNet18, propuesto por Chouhan et al. 
proporcionando un rendimiento notable en los resultados, obteniendo una sensibilidad del 
99.62%, un área bajo la curva del 99,34% y una precisión de prueba del 96,39%. Es por ello que, 
según la Tabla 6 donde se realizó la ponderación, se seleccionará la metodología de los autores 
Chouhan, Singh, Khamparia et al (2020), como base metodológica de esta investigación, debido 
a que obtuvo un mejor porcentaje de precisión en sus resultados. 
3.2.3. Metodología propuesta 
Basándose en la investigación elegida, se propone una metodología que consiste en 5 
fases. Según la Figura 46 mostrara a continuación, las fases serían: Selección del conjunto de 
datos (1), Pre-procesamiento de las imágenes del conjunto de datos (2), Aumento de datos (3), 
transferencia de aprendizaje (4) y la clasificación conjunta (5) mediante el uso de 3 arquitecturas 




Figura 46. Fases de Metodología propuesta. 
Fuente: Diseño propio. 
 
3.2.3.1.Obtención del conjunto de datos 
En esta fase de la metodología propuesta, es primordial conseguir un conjunto de datos 
que contengan las imágenes radiográficas y los atributos necesarios para poder ser analizados y 
procesados para la identificación de la neumonía en una fase temprana, dentro de los cuales las 
imágenes que se va necesitar tendrá que ser de dos clases: Pacientes con neumonía temprana y 
pacientes sanos. El atributo consolidation, es el atributo que cumple con el objetivo de identificar 
radiografías toráxicas que presenten neumonía en la primera fase conocida como congestión o 
consolidación. 
Explicado esto, se decidió por obtener el conjunto de datos público llamado Chest X-ray 
Dataset of 14 Common Thorax Disease Categories, perteneciente al NIH Clinical Center. Esta 
base de datos tiene un peso de 45.09GB, con imágenes en formato PNG con resolución de 1024 
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x 1024 pixeles y un total de 112,120 imágenes de rayos X, el cual contiene los siguientes 
atributos descritos en la Tabla 7: 
Tabla 7 
Principales atributos dataset Chest X-ray 
Atributos 
Indice de imagen: Nombre de archivo 
Búsqueda de etiquetas: tipo de enfermedad (etiqueta de clase) 
Seguimiento # 
ID paciente 
Edad del paciente 
Sexo del paciente 
Ver posición: orientación de rayos X 
Fuente: Adaptado de https://www.kaggle.com/nih-chest-xrays/data (2020). 
Dentro del conjunto de datos que se ha seleccionado para el diseño de la presente 
investigación, del total de imágenes con presencia de neumonía existe 4,667 imágenes con el 
atributo de consolidation (fase temprana de la neumonía), y 60,412 imágenes que no presentan 
ninguna enfermedad, según muestra la Tabla 8. 
Tabla 8 
Atributos X-Ray 14 
Item# X-Ray 14 
Total Imágenes 112,120 
Consolidation 4,667 
No findings 60,412 
 
Fuente: Adaptado de Wang, X., Peng, Y., Lu, L., Lu, Z., Bagheri, M., & Summers, R. M. (2017). Chestx-
ray8: Hospital-scale chest x-ray database and benchmarks on weakly-supervised classification and 




Para obtener la distribución de imágenes y poder obtener el conjunto de datos de 
entrenamiento, validación y pruebas para el diseño del modelo predictivo, la presente 
investigación se fundamenta en las investigaciones realizados por los autores Chouhan, Singh, 
Khamparia et al.,  (2020) y Ayan, E. y Ünver, H (2019), para lo cual se va considerar las 
cantidades de imágenes de acuerdo a la Tabla 9, las cuales contiene imágenes de las dos clases, 
es decir imágenes con neumonía en la fase de consolidation e imágenes sin ningún tipo de 
enfermedad.  
Tabla 9 
Distribución entrenamiento, validación y prueba 
Característica Entrenamiento Validación Pruebas 
Normal 1349 234 234 
Neumonía 3883 390 390 
Total 5232 624 624 
Fuente: Adaptado de Ayan, E. y Ünver, H. (2019 Diagnosis of Pneumonia from Chest X-Ray Images 
using Deep Learning (p. 2) 
 
Como primera fase de la metodología propuesta, obtención del conjunto de datos, se 
realizarán 4 actividades: la recopilación de información, el cargar el conjunto de datos, la 
división de los sets de datos (entrenamiento, validación y pruebas) y por último el balanceo de 
clases, teniendo como requisitos lo mencionado en la Tabla 10. 
Tabla 10 
Fase de obtención de conjunto de datos 
Actividades Requisitos 
- Recopilación de información 
 
- Se recopilará fuentes científicas relacionadas a la 
detección de la neumonía (Scopus/IEEE). 
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- Se identificará los dataset públicos utilizados en 
la actividad anterior. 
- Se seleccionará el dataset que tenga como atributo 
la presencia de la neumonía en una fase temprana 
(consolidation) y que fuera utilizado en las 
metodologías de las fuentes científicas 
relacionadas. 
- Obtenido el conjunto de datos, se seleccionará 2 
clases de imágenes que representen el estado 
normal de un paciente y con la enfermedad 
(mencionado en el punto anterior). 
- Cargar el conjunto de datos - Definir la ruta donde se encuentra las imágenes 
radiográficas y adjuntarlas como conjunto de 
datos total. 
- División en sets de entrenamiento, 
validación y pruebas 
- Se calculará el tamaño total del conjunto de datos 
- Se definirá las proporciones del conjunto de datos 
de entrenamiento y validación. 
- Se definirá un set tmp que calculará el tamaño 
total menos el de entrenamiento y el de 
validación, del cual se obtendrá el set de pruebas. 
- Los tres sets tendrán una proporción basada a la 
propuesta por el autor de la metodología 
seleccionada (Chouhan, 2020, p.9). 
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- Balanceo de clases - Se balanceará la clase positiva y negativa 
mediante la distribución multinomial, basado en 
el punto 2.2.5 de las bases teóricas. 
Fuente: Diseño propio. 
Producto: Conjunto de datos distribuido y balanceado 
3.2.3.2.Pre-procesamiento de imágenes 
Seguido de la obtención del conjunto de datos de entrenamiento, validación y pruebas, se 
detalla las actividades de la segunda fase de la metodología propuesta: el pre-procesamiento de 
imágenes, lo que significa la preparación de la información para el entrenamiento del modelo 
predictivo. Las actividades a realizar serán: Utilizar la técnica de redimensionamiento de 
imágenes y la normalización visual de imágenes, los cuales deberán aplicarse a todos los sets del 
conjunto de datos. A continuación, se detalla las actividades en la Tabla 11. 
Tabla 11 
Actividades para el pre-procesamiento de imágenes 
Actividades Tareas 
- Utilizar la técnica de 
redimensionamiento de imágenes. 
- Se normalizará las imágenes configurando el 
aumento de datos con el redimensionamiento del 
tamaño de las imágenes del conjunto de datos en 
por cada modelo 0xℎx3 píxeles, utilizando la 
técnica de interpolación bilinieal derivado de la 
ecuación (13). 
- Normalización visual. - Se utilizará la Normalización Estándar definida en 
la ecuación (20). 
Fuente: Diseño propio. 
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Producto: Configuración de pre-procesamiento de sets de entrenamiento, validación y pruebas. 
3.2.3.3.Aumento de datos 
Configurados los sets de entrenamiento, validación y pruebas para su normalización en la 
fase 2, en la Tabla 12 se detalla las actividades de la operación de la fase 3: Aumento de Datos 
para el set de entrenamiento del modelo propuesto. 
Tabla 12 
Actividades para el aumento de datos 
Actividades Tareas 
- Utilizar técnica Random Resized 
Crop 
- Configurar el aumento de datos con el recorte 
aleatorio de las imágenes del conjunto de datos de 
entrenamiento, derivado de la ecuación (16). 
- Utilizar técnica Random Horizontal 
Flip 
- Configurar el aumento de datos con la 
transformación horizontal de las imágenes del 
conjunto de datos de entrenamiento, derivado de la 
ecuación (15). 
- Compilación del aumento de datos - Se ingresarán todas las técnicas de aumento de dato 
como parámetros para la configuración del pre-
procesamiento y aumento de datos de los 3 sets. El 
aumento de datos está basado en el modelo 
mostrado en la Figura 31. 
Fuente: Diseño propio. 





Luego de obtenido el set de entrenamiento con aumento de datos, el set de validación y 
de pruebas, se procederá con la fase 4: Transferencia de Aprendizaje, donde se utilizarán las 
arquitecturas pre-entrenadas, se tomará el conocimiento de extracción básica de características de 
estas, y se formará un nuevo modelo con la capacidad de clasificación de imágenes radiográficas. 
A continuación, en la Tabla 13 se detalla las actividades para utilizar la técnica de transferencia 
de aprendizaje. 
Tabla 13 
Actividades para el Transfer Learning 
Actividades Tareas 
- Configuración de los modelos pre-
entrenados 
- Se carga los sets de entrenamiento, validación y 
test con las configuraciones establecidas en la fase 
2 y 3. 
- Se cargará los modelos pre-entrenado. 
- Tomar capas iniciales del modelo pre-
entrenado 
- Se cargará sólo la parte convolucional (dejando la 
capa de predicción) y su conjunto de pesos del 
modelo pre-entrenado con la base de datos 
ImageNet. 
- Se congelarán (no se modificarán los parámetros) 
las primeras capas de la red pre-entrenada de 
acuerdo a la estrategia definida en la sección 
2.2.2.1.2., declarando la última capa de predicción 
como entrenable. 
- El modelo pre-entrenado conservará su función de 
activación ReLU (ecuación 12). 
103 
 
- Se descongelarán las capas finales del modelo pre-
entrenado para iniciar el nuevo entrenamiento 
- Se utilizará la función de pérdida binary cross-
entropy los. 
- Se utilizará el algoritmo de optimización Adam 
(sección 2.2.1.4.1.) (Chouhan, 2020, p.10). 
- Entrenar el nuevo modelo - Se definirá la cantidad épocas de entrenamiento 
con la metodología de referencia (Chouhan, 2020, 
p.10).   
- Se definirá la tasa de aprendizaje y configurará la 
tasa de reducción de aprendizaje de acuerdo con la 
metodología de referencia (Chouhan, 2020, p.10).   
-  Se compilará el entrenamiento del modelo recién 
entrenado. 
- Se repetirá el entrenamiento por cada arquitectura 
del modelo propuesto. 
Fuente: Diseño propio. 
Producto: Modelos entrenados AlexNet, ResNet18 e InceptionV3 
3.2.3.5.Clasificación conjunta 
Finalmente, en la fase 5: Clasificación conjunta, se ensamblará todos los resultados de 
clasificación de cada arquitectura propuesta por la metodología, para poder obtener un resultado 
final. En la siguiente tabla 14, se procederá a explicar las actividades por realizar en el proceso 
de clasificación conjunta de imágenes radiográficas para la detección de la neumonía en etapa 
temprana: 
Tabla 14 




- Obtener predicción de cada 
modelo 
- Se obtendrá el valor de clasificador de cada modelo 
entrenado. 
- Ingresar clasificación de los 
modelos entrenados al vector de 
predicción 
- Se combina el resultado de clasificación de cada 
arquitectura en un vector de predicción denotado de 
la siguiente ecuación (9) para obtener la 
clasificación final por mayoría de votación. 
- Salida - El modelo de clasificación adherido a un sistema 
médico podrá clasificar las imágenes radiográficas 
como “Sin Neumonía” o “Con Neumonía”. 
 
Fuente: Diseño propio. 
Producto: Clasificador conjunto de imágenes radiográficas. 
3.3. METODOLOGÍA PARA LA MEDICIÓN DE RESULTADOS DE LA                                       
IMPLEMENTACIÓN  
3.3.1. Métricas 
Para realizar la medición de resultados en una implementación futura en base a la 
metodología seleccionada se van a utilizar las métricas siguientes: 
- Matriz de difusión 







Las cuales fueron descritas en el marco teórico en la sección 2.2.10. 
3.4. CRONOGRAMA DE ACTIVIDADES Y PRESUPUESTO 
3.4.1. Cronograma de actividades 
En la Tabla 15 muestra el cronograma de actividades realizadas para el presente trabajo 
de investigación. 
Tabla 15 
Cronograma de actividades 
Actividades 
semanales 
ABR MAY JUN JUL AGO 
1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4 
Búsqueda de 
información 
                    
Redacción del 
trabajo 
                    
Selección de 
fuentes primarias 




                    




                    
Diseño de 
investigación 
                    
Elaboración del 
cronograma 
                    
Trabajo de campo                     
Análisis de la 
información 
                    
Diseño de la 
solución 
                    
Conclusiones y 
recomendaciones 
                    
Sustentación y 
presentación 
                    




Para poder realizar el entrenamiento, validación y pruebas en la implementación del 
diseño del modelo predictivo para la detección de la Neumonía utilizando Deep Learning y 
Visión Computacional planteado en el presente trabajo, se va necesitar un equipo que permita 
trabajar el proceso de las redes neuronales y que tenga el suficiente performance agilizar las 
tareas asignadas, según las investigaciones realizadas por los autores Chouhan, Singh, 
Khamparia et al.,  (2020) en el cual se ha basado el presente trabajo, el equipo indicado seria el 
mostrado en la Tabla 16. 
Tabla 16 
Equipo propuesto por Chouhan 
Descripción 
Procesador Intel Core I7-6700 3,3 Ghz 
Tarjeta de video Nvidia GeForce GTX 1070 8 GB 
Memoria RAM 48 Gb 
 
Fuente: Adaptado de Chouhan, Singh, Khamparia et al., (2020). A Novel Transfer Learning Based 
Approach for Pneumonia Detection in Chest X-ray Images (p. 10) 
 
Teniendo en cuenta que los componentes de equipos de cómputo constantemente sufren 
actualizaciones de hardware y versiones, y ante la baja importaciones de mayoristas en una etapa 
de pandemia mundial que se lleva en el tiempo del desarrollo del presente proyecto, para la 
investigación realizada se va tener en cuenta el trabajo On-premise (contar con un equipo físico), 
para los precios locales se ha tomado la lista de precios del Mayorista Deltron (Mayorista de 
equipos de cómputo a nivel local) con las actualizaciones de componentes al día 22 de julio del 
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2020, siendo el presupuesto mostrado en la Tabla 17 en moneda internacional, la cual puede 
sufrir variaciones dependiendo del stock del mayorista. 
Tabla 17 
Precios On-premise equipo recomendado 
Producto Precio Distribuidor 
Proc int core i7-9700k 3.60ghz $428.76 
Mainboard mb as z390 rog max xi hero wf $309.96 
Tarjeta de video nvidia vga 8g gb rtx2060 sup oc 
white 
$473.04 
4 módulos de memoria 16g hypx 2.66ghz ddr4 $290.00 
Disco duro Ssd wd 1tb blue 2.5\" sata $145.80 
Disco Duro Western Digital Blue 7200 RPM 
SATA 3 4 Tb 
$220.00 
Case certificado cooler master fuente certificado 
600w 
$120.00 
Monitor teros led 32 vga hdmi $270.00 
Windows profesional 10 pro 32bit/64-bit $216.00 
Ups apc back-ups rs 1200va lcd230v $148.00 
Teclado y Mouse Logitech Inalámbrico $30.00 
Total $2,651.56 
Total, más impuestos $3,128.84 
Fuente: Diseño propio  
Respecto al software que se necesitaría para tratar el modelo predictivo, algoritmo y 
procesos necesarios, no va existir ningún costo al tratarse de software libre el cual se descarga en 
forma libre de internet, siguiendo las recomendaciones de las investigaciones realizadas y 
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referenciadas en el presente trabajo, teniendo a consideración lo que indica la Tabla 18, para una 
implementación y producción si se recomienda adquirir las licencias de operatividad para seguir 
el marco legal de licenciamiento del país, sobre todo en licencias comerciales como Microsoft, 
una buena opción es utilizar la arquitectura de la nube de algún fabricante como AWS o 
Microsoft, esto se deja a criterio de las futuras investigaciones e implementación. 
Tabla 18 
Presupuesto software 
Software Versión  Fuente Costo 





















7-zip Manager 19.00 https://www.7-zip.org/download.html $0.00 







CAPÍTULO IV: DESARROLLO DE LA SOLUCIÓN  
4.1. Desarrollo del modelo predictivo propuesto 
Para el desarrollo del diseño de un modelo predictivo para la detección temprana de la 
Neumonía utilizando Deep Learning y Visión Computacional, según el capítulo anterior donde 
se describe las fases de la metodología propuesta, se detalla a continuación el desarrollo del 
mismo. 
4.1.1. Conjunto de datos 
4.1.1.1.Recopilación de información 
Para la obtención de los datos para el diseño del modelo predictivo propuesto, según las 
investigaciones propuestas en el presente trabajo, en donde varios investigadores decidieron 
utilizar imágenes de dominio público, se decidió utilizar un conjunto de datos llamado Chest X-
ray Dataset of 14 Common Thorax Disease Categories, perteneciente al NIH Clinical Center. La 
fuente donde se obtiene, las características principales de este dataset, y que se van a utilizar para 
la presente investigación se detalla en la Tabla 19. 
Tabla 19 
Características Conjunto de datos 
Conjunto de 
datos: 
Chest X-ray Dataset of 14 Common Thorax Disease Categories 
Fuente: http://academictorrents.com/details/557481faacd824c83fbf57dcf7b6da9383b3235a 
NIH Clinical Center (Estados Unidos) 
Características: • Tamaño: 45.09GB 112,120 imágenes   
• Formato PNG 
• Dimensiones 1024x1024 píxeles  




• No Findings 
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Fuente: Diseño propio 
De acuerdo al capítulo anterior, una vez obtenido el data set se procede a utilizar 
imágenes con neumonía en la etapa de consolidación (en la Figura 47 muestra dos ejemplos) e 
imágenes sin ningún tipo de enfermedad (en la Figura 48 muestra dos ejemplos), para lo cual se 
debe de extraer un porcentaje del total.  
 
Figura 47. Radiografía en etapa de consolidation. 
Fuente: Adaptado de https://www.kaggle.com/nih-chest-xrays/sample 
 
Figura 48. Radiografías de pacientes sanos. 
Fuente: Adaptado de https://www.kaggle.com/nih-chest-xrays/sample 
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4.1.1.2.Cargar el conjunto de datos 
Para iniciar con el diseño del modelo propuesto, se deberá importar las librerías 
necesarias para realizar cada actividad y seguidamente se cargará el conjunto de datos de 
imágenes radiográficas a partir del directorio donde se encuentra ubicado. 
 
 
Figura 49. Carga de conjunto datos. 
Fuente: Diseño propio. 
 
En caso se necesite comprobar cuáles son las etiquetas del dataset, se procederá a leer el 
archivo csv que tiene adjunto al conjunto de datos y que describe sus atributos: 
 
Figura 50. Carga de etiquetas de conjunto de datos. 




4.1.1.3.División en sets de entrenamiento, validación y pruebas 
Obtenido el conjunto de imágenes con lo que se va proceder a trabajar, estas deben de 
dividirse en tres carpetas: entrenamiento, validación y pruebas (train, validation, test). Para 
realizar ello se debe de contar con requisitos previos de hardware y software recomendado por 
los investigadores y mencionados en las Tablas 18 y 19 en el capítulo anterior.  
En la investigación seleccionada como base de la metodología propuesta, se recomienda 
que el set de entrenamiento debe ser un 80% del conjunto total del conjunto de datos, el restante 
20% se dividirá entre el set de validación y pruebas, cada sub conjunto sería un 10% del total. La 
distribución se aprecia en la siguiente Figura 51. 
 
Figura 51. División de dataset. 





Para realizar la división del conjunto de datos su utiliza la función incorporada en Pytorch 
torch.utils.data.random_split(dataset, lengths), que tiene como principal función el dividir 
aleatoriamente el conjunto de datos en diversos subconjuntos los cuales no están superpuestos en 
longitudes. En la Figura 55 muestra un ejemplo de lo antes mencionado, realizando la primera 
división de un 80 % del dataset. 
 
Figura 52. Ejemplo de random split. 
Fuente: Diseño propio. 
 
4.1.1.4.Balanceo de datos 
Se utilizará la distribución multinomial para obtener matemáticamente muestras 
aleatoreas de la clase negativa (Not Finding) y la clase positiva (Consolidation) y calcular 
cuántas veces la clase excedente aparece en el muestreo. Obtenida la clase mayoritaria, se 
deberán construir nuevas probabilidades de la clase minoritaria hasta que en el muestreo ambas 





Figura 53. Balanceo de clases. 
Fuente: Diseño propio. 
 
4.1.2. Pre-procesamiento de Imágenes 
4.1.2.1.Utilizar la técnica de redimensionamiento de imágenes 
En la actividad de redimensionamiento de imágenes al número de píxeles requerido, la 
principal función de la función de interpolación bilineal será el de eliminar píxeles dentro de la 
matríz de píxeles que representa la imagen a procesar. Por ejemplo, en el caso de las radiografías 
obtenidas, cada uno tiene un tamaño original Å de 1024x1024 píxeles y se redimensionará al 
tamaño de entrada de la red AlexNet Ñ de 227x227. Los cuales cada dimensión será dividida en 
P;/P< y 6;/6< 	 para obtener la nueva matriz o grilla que será la nueva imagen y en donde se 
ingresarán los valores de escalas de color. Como la interpolación bilineal tomará los 4 píxeles 
7(0,0) 7(0,1) 7(1,0) 7(1,1) vecinos para reducirlos a 1 se necesitará calcular las coordenadas 
115 
 
de estos, que serían (P, 6), (P, 6 + 1), (P + 1, 6) y (P + 1, 6 + 1) para que finalmente quedarse 
con (P, 6) y así con cada 4 píxeles vecinos hasta llegar al tamaño requerido. Lo mismo se 
aplicaría para cada red si ResNet18 Ñ es 224x224 e InceptionV3 es 299x299. Esto equivaldría al 
siguiente código en el lenguaje Python, llamando al siguiente algoritmo 
transforms.functional.Resize(). 
 
Figura 54. Redimensionamiento de imágenes en Resnet18. 
Fuente: Diseño propio. 
 
 
Figura 55. Redimensionamiento de imágenes en AlexNet. 
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Fuente: Diseño propio. 
 
 
Figura 56. Redimensionamiento de imágenes en Inception v3. 
Fuente: Diseño propio. 
 
4.1.2.2.Normalización de datos 
Debido a que la información del dataset son imágenes, se deberá normalizar cada canal 
de color RGB de cada imagen de entrada, por lo que se tendría que experimentar con valores 
dentro de las escalas de grises para determinar una correcta normalización. Sin embargo, como 
se va a utilizar la transferencia de aprendizaje de una red neuronal pre-entrenada en un conjunto 
de datos mayor (ImageNet), se podrá utilizar valores de media y desviación estándar que estas 
redes ya tienen integrado a su conocimiento. Los valores utilizados para la media u en cada canal 
son: 0.485, 0.456 y 0.406. Por otro lado, los valores utilizados para desviación estándar o en cada 
canal son: 0.229, 0.224 y 0.225. Esto equivaldría al siguiente código en el lenguaje Python, 




Figura 57. Normalización de datos. 
Fuente: Diseño propio. 
4.1.3. Aumento de datos 
4.1.3.1.Utilizar técnica Random Resized Crop 
Esta técnica se encargará de recortar 4 esquinas de la radiografía y dejar un segmento 
central que será la imagen aumentada, además se redimensionará con la técnica de 
redimensionamiento antes mencionada. Esto equivaldría al siguiente código en el lenguaje 
Python, llamando al siguiente algoritmo transforms. RandomResizedCrop () y se aplicará para 
cada entrenamiento de la red pre-entrenada establecida en la metodología propuesta. En la 





Figura 58. Random Resized Crop. 
Fuente: Diseño propio. 
 
Los resultados de la aplicación de la redimensión y recorte aleatorio en las imágenes 
radiográficas, a continuación, se muestran en la Tabla 20 donde se aprecia en forma gráfica el 
proceso del random rezised crop en imágenes radiográficas: 
Tabla 20 
Random Rezised Crop en imágenes radiográficas 
 Not Finding Consolidation 
Conjunto de datos 
  
Random Resized Crop 
  
Fuente: Adaptado de https://www.kaggle.com/nih-chest-xrays/sample 
4.1.3.2.Utilizar técnica Random Horizontal Flip 
Como se sabe, una imagen está formado por una matriz de valores de posición de píxeles, 
por lo que el uso de una función de reflexión % = √#  o  % = √−#  generará un reflejo de la 
matríz de posición de píxeles hacia la derecha o izquierda. Esta actividad también puede ir 
acompañada de una probabilidad de que sea ejecutada, por lo que será aleatoria para las 
imágenes del conjunto de entrenamiento del modelo. Esto equivaldría al siguiente código en el 
lenguaje Python, llamando al siguiente algoritmo transforms.RandomHorizontalFlip() y se 
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aplicará el siguiente código en cada configuración de aumento de datos que se realice en el set de 
entrenamiento. 
 
Figura 59. Randon Horizontal Flip. 
Fuente: Diseño propio. 
 
Esta técnica se encargará de tomar las imágenes radiográficas aleatorias y generar otras 
donde se invierta cualquiera de sus ejes horizontales. Como se observa en la Tabla 21, la 
radiografía original es duplicada e invertida horizontalmente. Una de utilidades de esta técnica en 
el objetivo de la investigación, es que facilita la detección de patrones de neumonía en las partes 
laterales de la radiografía de una manera más efectiva. Los resultados de la aplicación del volteo 
aleatorio horizontal en las imágenes radiográficas, a continuación: 
Tabla 21 
Random Horizontal Flip en imágenes radiográficas 
 Not Finding Consolidation 




Random Horizontal Flip 
  
Fuente: Adaptado de https://www.kaggle.com/nih-chest-xrays/sample 
4.1.3.3.Compilación del aumento de datos 
Como últimos pasos, se procederá a configurar los sets de entrenamiento, validación y 
test para que estos sean convertidos a un tensor o vector, con el parámetro 
transforms.ToTensor(). Finalmente, se aplicará todas las configuraciones con la función “.map”. 
En la siguiente figura se muestra la configuración para la arquitectura ResNet18, donde las 




Figura 60. Configuración de entrenamiento, validación y pruebas 
Fuente: Diseño propio 
 
4.1.4. Transfern Learning 
Conocida las configuraciones de aumento de datos en el modelo propuesto, se procederá 
a diseñar la transferencia de aprendizaje, donde se deberá cargar los modelos pre-entrenados 
(AlexNet, ResNet18 e InceptionV3) ya que se utilizarán como extractores de característica, 
quiere decir que se mantendran los pesos de las primeras capas del modelo excepto las últimas 




4.1.4.1.Configuración inicial de los modelos pre-entrenados 
Primero, se deberá cargar los dataset de entrenamiento validación y test (integrando las 
tareas de pre-procesamiento, balanceo y aumento de datos). Para ello, se utilizará la función 
DataLoader. Para los experimentos se pueden alterar los valores batch_size (la cantidad de 
muestras mostradas por época), num_workers (cantidad de subprocesos para cada bloque de 
muestras generadas) y shuffle si se quiere que la información entrenada sea aleatoria. El 
parámetro pin_memory=True indicará si el pre-proceso y el data augmentation de imágenes se 
procesará en la GPU del computador. En la siguiente figura se muestra la carga de los sets de 
entrenamiento, validación y pruebas que se utilizarán para la transferencia de aprendizaje. 
 
Figura 61. Carga de set de entrenamiento, validación y pruebas. 
Fuente: Diseño propio. 
 
Para obtener las clases del set de entrenamiento, se utilizará el siguiente código: 
 
Figura 62. Obtención de clases del set de entrenamiento. 




Una vez cargados los 3 sets, se procederá a cargar cada modelo pre-entrenado en Python, 
importando la librería models. Finalmente, se procederá a inicializar cada modelo pre-entrenado 
de la siguiente manera: 
 
Figura 63. Carga de modelo pre-entrenado ResNet18, AlexNet e InceptionV3. 
Fuente: Diseño propio. 
 
4.1.4.2.Tomar las capas iniciales del modelo pre-entrenado 
A continuación, se congelará la parte convolucional del modelo pre-entrenado (capas 
declaradas no-entrenables) exceptuando la capa clasificadora, debido a que, si los modelo pre-
entrenados en ImageNet clasifican 1000 clases, su capa fully-connected contará de 1000 
neuronas, por lo que solo se necesitará que se clasifique 2 clases Not-Finding y Consolidation. 
 
Figura 64. Congelar las capas iniciales del modelo pre-entrenado. 
Fuente: Diseño propio. 
 
Seguidamente, se procederá a modificar la capa full-connected para que tenga 2 neuronas 
encargadas de clasificar las clases que se necesita para el modelo propuesto. Esto significará que 
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se “reseteará” dicha capa para que solo clasifique 2 clases, pero su función de activación ReLU 
se mantiene configurada: 
 
Figura 65. Reiniciar la capa de clasificación. 
Fuente: Diseño propio. 
 
Adicionalmente, se iniciará el entrenamiento del modelo con la nueva capa fully-
connected. Este proceso se llevará a cabo en la GPU del computador por la configuración 
model.to(Device).  
 
Figura 66. Configurar entrenamiento en GPU. 
Fuente: Diseño propio. 
 
Además, se configurará la función de pérdida Cross Entropy Loss, el algoritmo 
optimizador de aprendizaje Adam y se definirá la tasa de aprendizaje: 
 
Figura 67. Configuración de función de pérdida y algoritmo optimizador. 




Por otra parte, si se necesita descongelar algunas capas, como las capas finales que 
extraen características más específicas, se puede imprimir el mapa de capas del modelo pre-
entrenado y decidir descartarlas declarándolas como entrenables. El siguiente código entregará la 
información de las capas del modelo pre-entrenado: 
 
Figura 68. Obtener información de capas del modelo pre-entrenado. 
Fuente: Diseño propio 
 
Esto imprimirá las capas de la que está compuesto el modelo, en el ejemplo a 
continuación, pertenece al modelo ResNet18, por lo que se verán variantes en cada modelo pre-
entrenado. 
 
Figura 69. Información de capas ResNet18. 
Fuente: Diseño propio. 
 
Para el modelo propuesto, se podrá decidir, dependiendo de los experimentos realizados, 
cuántas capas se pueden declarar entrenables. En el ejemplo a continuación, se decide 




Figura 70. Descongelar últimas capas del modelo pre-entrenado. 
Fuente: Diseño propio. 
 
Si se realiza esto, se deberá especificar en la configuración del algoritmo optimizador que 
hay capas definidas como entrenables: 
 
Figura 71. Configuración de algoritmo optimizador y capas descongeladas. 
Fuente: Diseño propio. 
 
4.1.4.3.Entrenar el nuevo modelo. 
Con los modelos preparados y las configuraciones entrenamiento definidas, se procederá 
con la fase de entrenamiento de cada modelo, definiendo el número de épocas. Los números de 
épocas, la tasa de entrenamiento y la reducción del learning rate por época en cada arquitectura 
estarán definidas de acuerdo con lo mencionado por el autor de la metodología seleccionada 
(Chouhan, 2020, p.10). Estas pueden variar en base a los resultados de los experimentos, 
teniendo en cuenta que el autor entrenó su modelo para la clasificación de todas las 
enfermedades (14 clases). 
Tabla 22 
Configuración de entrenamiento 
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Épocas: AlexNet 200 épocas 
Resnet18 200 épocas 
InceptionV3 100 épocas 
Learning rate: 0.001 
Reducción de learning rate 2 cada 3 épocas 
Fuente: Diseño propio. 
El valor de tasa de entrenamiento se ha definido como parámetro en el algoritmo 
optimizador Adam, de la sección anterior, bajo el parámetro lr=0.001, como se mencionó 
anteriormente. Con esto, la reducción de entrenamiento se define con la función StepLR(), cuyos 
parámetros serán la configuración completa del algoritmo optimizador, los números de 
iteraciones para la reducción y el factor de reducción. 
 
Figura 72. Configuración de reducción de tasa de entrenamiento. 
Fuente: Diseño propio. 
 
Asimismo, se procederá a definir una funcionalidad encapsulada que se encargará de 
entrenar el modelo actualizado con los nuevos parámetros de entrenamiento, realizando las 







Figura 73. Función de entrenamiento de modelo. 
Fuente: Adaptado de https://www.instintoprogramador.com.mx/2019/08/clasificacion-de-imagenes-con-
transfer.html 
 
Finalmente, se ejecutará el entrenamiento del modelo llamando a la función recién creada 
e ingresando los parámetros del model, las épocas, la función de pérdida, el algoritmo 
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optimizador y el decrecimiento de learning rate, todas estas configuradas en los pasos anteriores. 
Tener en cuenta que esto se repetirá por cada arquitectura de la metodología: 
 
Figura 74. Ejecutar entrenamiento de modelo. 
Fuente: Adaptado de https://www.instintoprogramador.com.mx/2019/08/clasificacion-de-imagenes-con-
transfer.html 
 
4.1.5. Clasificación conjunta 
4.1.5.1.Obtener predicción de cada modelo 
Se creará una funcionalidad encapsulada encargada de clasificar las imágenes 
radiográficas y determinar su valor de salida. Los parámetros serán una nueva imagen de entrada 
y el modelo entrenado. 
 
Figura 75. Salida de clasificación de imagen. 
Fuente: Diseño propio. 
 
Al utilizar esta funcionalidad con una imagen nueva, el modelo podrá mostrar el valor de 
clasificación de la radiografía. En la siguiente figura, se utiliza la funcionalidad, pero para el 




Figura 76. Obteniendo el resultado de predicción del modelo entrenado. 
Fuente: Diseño propio. 
 
4.1.5.2.Ingresar clasificación de los modelos entrenados al vector de predicción 
La principal idea de utilizar la clasificación conjunta en el modelo propuesto, es de 
obtener un resultado final influyente a partir de todas las predicciones que se han obtenido de la 
tarea anterior. Estos sub-resultados se denotan de una salida %, cuyos valores oscilan entre 0 y 1 
o como %	 ∈ 	 {R,	ldOIdO-@, u,O@,+dIYHd,O} , provenientes de un clasificador 7(#). Por 
ejemplo, si obtenemos el resultado de clasificación de los tres modelos entrenados 7"(#)): 
AlexNet, 7.(#)):Resnet18 e 7=(#)):InceptioV3 cuyos resultados en un posible experimento sean 
en el vector de predicción #) = {[1], [0], [1]} . Por lo tanto, se operará la predición de la clase 
negativa y la clase positiva. En el experimento, se obtiene como resultado 1 debido a que el 
vector de predicciones ha determinado que la clase positiva Consolidation es la que tiene la 





Figura 77. Clasificación conjunta en Python 
Fuente: Adaptado de https://www.analyticsvidhya.com/blog/2018/06/comprehensive-guide-for-ensemble-
models/ 
 
4.1.6. Salida de los resultados 
La importancia del modelo predictivo planteado es permitir identificar por medio de las 
radiografías de tórax la presencia de la neumonía en una etapa temprana, para ello es 
recomendable seguir con la investigación para que en una futura implementación del diseño 
planteado, pueda ser de gran ayuda para el sector médico, ya que con las imágenes recientes 
digitalizadas, puede servir para el personal médico una gran ayuda en la prescripción médica, 
ayudando a combatir esta enfermedad en una etapa temprana. A continuación, se presenta un 
prototipo en el cual hasta de un dispositivo móvil será una herramienta útil en la labor de los 
especialistas.  
En la Figura 78 se aprecia un ejemplo de un prototipo donde muestra el acceso a la 
opción de analisis de radiografia, la cual puede estar incluido en un aplicativo movil con un 




Figura 78. Prototipo acceso aplicativo. 
Fuente: Diseño propio 
 
La Figura 79, muestra el proceso de análisis de la radiografía con los datos del paciente 
para su posterior historial clínico, mostrando como resultado si la imagen seleccionada presenta 





Figura 79. Prototipo diagnóstico de radiografía y resultado. 
Fuente: Diseño propio. 
 




CAPÍTULO V: CONCLUSIONES Y RECOMENDACIONES
  
5.1. DISCUSIÓN Y CONCLUSIONES 
5.1.1. Discusiones 
En el presente trabajo de investigación, a medida que realizaba los análisis de cada fase 
de la metodología propuesta basadas en los autores Chouhan, Singh, Khamparia et al., (2020) se 
determinó que para brindar un mejor diagnostico se requiere un entrenamiento más profundo de 
las imágenes radiográficas, de esta forma brindar una mejor respuesta como resultado. A mayor 
entrenamiento de las redes neuronales del modelo predictivo propuesto, brindara un mejor 
resultado en la precisión de los resultados. 
Dentro de las limitaciones que se ha encontrado para poder tener datos más reales a la 
realidad peruana, es el no poder contar con imágenes radiográficas locales, en conjunto de 
prueba se realizó en base a conjunto de datos internacionales, lamentablemente en el país las 
entidades públicas de salud no brindan las facilidades para realizar entrenamientos de redes 
neuronales, y ante la presencia de una pandemia mundial como el Covid-19 la situación es más 
difícil, tener un banco de datos de imágenes locales de neumonía en distintas etapas sería de gran 
ayuda para el presente trabajo y futuras investigaciones. 
A mayor entrenamiento de las redes neuronales los resultados serían más óptimos, el 
modelo propuesto solo se considera tres arquitecturas tales como AlexNet, ResNet e Inception 
v3, si el entrenamiento se realizará con un mayor número de arquitecturas se podría obtener 
mejores resultados, con una mayor precisión y poco margen de error, el seguir entrenando las 





El presente trabajo de investigación permitió conocer la realidad del país con respecto a 
las pocas investigaciones realizadas en el sector médico con referencia al uso de inteligencia 
artificial para la detección de diversas enfermedades, lo que sirvió de estímulo para profundizar 
más en el tema y que sirva para futuras investigaciones a favor de la salud de las personas, 
llegando a cumplir los objetivos propuestos al inicio del trabajo de investigación. 
OE1: La importancia de un robusto conjunto de datos ha sido fundamental para este tipo 
de investigación donde se requiere analizar la neumonía en fase temprana, ya que ha permitido el 
óptimo entrenamiento del modelo y se llegue al objetivo. Las técnicas de pre-procesamiento, 
normalización y aumento de datos, sirvieron de base fundamental para que el modelo sea capaz 
de aprender a reconocer nuevos casos y a su vez enriquezca su conocimiento, todo esto debido a 
que la neumonía en fase temprana puede ser muy difícil de detectar, por lo que, a más variedad 
de entrenamiento, mayor grado de detección tendrá el modelo. 
OE2: La visión computacional ha cumplido un rol importante en esta metodología, ya 
que ha permitido obtener las características clave de imágenes de rayos x gracias a las capas 
convolucionales de las arquitecturas pre-entrenadas. La utilización de técnicas como Transfer 
Learning, ha permitido aprovechar al máximo el poder de visión computacional de arquitecturas 
experimentadas, ahorrar recursos y esfuerzo de entrenamiento.  
OE3: Existen múltiples arquitecturas de redes neuronales convolucionales, así como la 
evolución de nuevas arquitecturas, dentro de las cuales la importancia de poder identificar la 
mejor arquitectura para poder obtener los resultados, ha sido primordial para la investigación 
realizada, según los antecedentes de los autores propuestos en la metodología, la mejor 
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arquitectura analizado es la de ResNet por haber presentado un alto rendimiento en 
investigaciones pasadas.   
OE 4: La clasificación conjunta ha demostrado ser una idea innovadora al momento de 
mostrar un resultado de un modelo predictivo, ya que utiliza a su vez varias clasificaciones para 
determinar un resultado final. Lo que ayudo asegurar la veracidad de la salida, lo cual es muy 
importante para poder determinar si hay neumonía en etapa temprana, siendo esta difícil de 
detectar. 
OG: El diseñar un modelo predictivo para la detección temprana de la neumonía 
utilizando Deep Learning y Visión Computacional, ha permitido a esta investigación contribuir 
brindando una herramienta que sirva como apoyo para el diagnóstico de esta enfermedad y 
reduzca la alta tasa de mortandad que existe a nivel nacional e internacional. 
5.2. RECOMENDACIONES  
El poder contar a nivel nacional con un conjunto de datos de imágenes radiográficas de 
diversas enfermedades y radiografías de personas sanas de diversas edades, y de acceso público 
para trabajos de investigación facilitaría a futuros proyecto con entrenamientos y resultados con 
información de radiografía real de pacientes locales, lo cual se podría implementar el aplicativo 
en diversos establecimientos médicos con apoyo del sector público y privado, brindado un gran 
apoyo en el diagnóstico de diversas enfermedades en una etapa temprana, sobre todo en sectores 
de nuestro país donde no cuentan con mucho personal médico calificado. 
El estudio de las redes neuronales es importante en el desarrollo de nuevas técnicas y 
base de muchas futuras investigaciones, en especial direccionada el campo médico donde se 
adolece de personal calificado en forma descentralizada, por lo cual sería necesario la enseñanza 
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de ello desde los primeros ciclos en las carreras de ingeniería, actualizando la malla curricular de 
las universidades, además de brindar el apoyo logístico para el desarrollo e implementación. 
La detección de enfermedades en una etapa temprana es importante para evitar su 
propagación y dificultades en el paciente, por lo cual la implementación del modelo predictivo 
para la detección temprana de la neumonía en una fase temprana ayudaría considerablemente en 
bajar la mortandad de esta enfermedad, en especial en ciudades donde el friaje es fuerte y no 
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ANEXO 1 – MATRIZ DE CONSISTENCIA 
Título: Diseño de un modelo predictivo para la detección temprana de la neumonía utilizando Deep Learning y 
Visión Computacional. 
Pregunta general Objetivo general Hipótesis 
PG: ¿En qué medida diseñar un modelo predictivo 
ayudaría en la detección temprana de la neumonía 
utilizando deep learning y visión computacional? 
O.G: Diseñar un modelo predictivo para la 
detección temprana de la neumonía utilizando 
Deep Learning y Visión Computacional.  
H.G.  El diseño de un modelo predictivo contribuirá 
positivamente para la detección temprana de la 
neumonía utilizando Deep Learning y Visión 
Computacional  
Preguntas específicas Objetivos específicos Hipótesis específicas 
PE01: ¿Qué conjunto de datos (dataset) de imágenes 
radiográficas serán necesarios para la detección 
temprana de la neumonía el diseño de un modelo 
predictivo utilizando Deep Learning y visión 
Computacional? 
 
PE02: ¿Qué técnicas de pre-procesamiento y 
normalización son las utilizadas en las imágenes 
radiográficas del conjunto de datos seleccionado? 
 
PE03: ¿Qué técnicas de visión computacional son las 
utilizadas para la detección de objetos en las imágenes 
radiográficas? 
 
PE04: ¿Qué estructura de red convolucional será la 
indicada para la clasificación de imágenes 
radiográficas donde se encuentre la presencia de la 
neumonía en una fase temprana? 
 
OE01:  Obtener el conjunto de datos (dataset) de 
imágenes radiográficas que contenga como 
atributo la presencia de neumonía en una fase 
temprana, así como radiografías de personas sin 
neumonía. 
 
OE02:  Utilizar las técnicas de pre-procesamiento 
y normalización utilizadas en las imágenes 
radiográficas del conjunto de datos seleccionado. 
 
OE03:  Aplicar técnicas de visión computacional 
para la detección de objetos en las imágenes 
radiográficas 
 
OE4:  Identificar la mejor estructura de red 
neuronal convolucional para la clasificación de 
imágenes radiográficas donde se detecte la 
presencia de neumonía en una fase temprana. 
 
HE01:  El obtener un dataset de imágenes radiográficas que 
contenga como atributo la presencia de neumonía una fase 
temprana y de personas sin neumonía contribuirá 
positivamente en el entrenamiento de la red neuronal para la 
detección temprana de la neumonía. y. 
 
HE02: El utilizar las técnicas de pre-procesamiento y 
normalización contribuirá positivamente en el diseño de un 
modelo predictivo para la detección temprana de la neumonía 
utilizando Deep Learning y Visión Computacional. 
 
HE03: El aplicar técnicas de visión computacional para la 
detección de objetos en las imágenes radiográficas contribuirá 
positivamente en el diseño de un modelo predictivo. 
 
HE04: El identificar la mejor estructura de red neuronal 
contribuirá positivamente en la detección de la neumonía en 
una fase temprana. 
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ANEXO 2 - FICHA DE INVESTIGACIÓN 
FICHA DEL TRABAJO DE INVESTIGACIÓN 
 
Facultad: Ingeniería 
Carrera: Ingeniería de Sistemas e Informática 
1. Título del Trabajo de Investigación propuesto 
Modelo predictivo para determinar el desarrollo futuro de diferentes enfermedades según 
la historia medica del paciente 
 
2. Indica la o las competencias del modelo del egresado que serán desarrolladas 
fundamentalmente con este trabajo de investigación 
Sistemas Informáticos 
Aplica Inteligencia Artificial en el diseño soluciones viables para problemas complejos 
 
3. Número de alumnos a participar en este trabajo. (máximo 2) 
Número de alumnos: 2  
 
4. Indica si el trabajo tiene perspectivas de continuidad, después de obtenerse el 
Grado Académico d Bachiller, para seguirlo desarrollando para la titulación por la 
modalidad de Tesis o no. 
El alumno podría continuar con este tema para obtener el título de ingeniero en sistemas e 
informática 
 
5. Enuncia 4 o 5 palabras claves que le permitan realizar la búsqueda de información 
para el Trabajo en Revistas Indizadas en WOS, SCOPUS, EBSCO, SciELO, etc., 






Palabras Claves REPOSITORIO 1 REPOSITORIO 
2 
REPOSITORIO 3 
1. Inteligencia artificial WOS SCIELO EBSCO 
2. Aprendizaje 
automático 
WOS SCIELO EBSCO 
3. Aprendizaje 
supervisado 
WOS SCIELO EBSCO 
4. Machine Learning WOS SCIELO EBSCO 
 
6. Como futuro asesor de investigación para titulación colocar: 
(Indique sus datos personales) 
a. Nombre: Jesus Arias Caycho 
b. Código docente: C09138 
c. Correo Institucional: c09138@utp.edu.pe 
d. Teléfono: 994619883 
 
7. Especifica si el Trabajo de Investigación: 
(Marca con un círculo la que corresponde, puede ser más de una) 
a. Contribuye a un trabajo de investigación de una Maestría o un doctorado de algún 
profesor de la UTP. 
b. Está dirigido a resolver algún problema o necesidad propia de la organización. 
c. Forma parte de un contrato de servicio a terceros. 
d. Corresponde a otro tipo de necesidad o causa (explicar el detalle): 
 
8. Explica de forma clara y comprensible los objetivos o propósitos del trabajo de 
investigación 
El objetivo del presente trabajo es diseñar e implementar un modelo predictivo para 
determinar el desarrollo del futuro de diferentes enfermedades según la historia médica 
del paciente. 
 
9. Brinde una primera estructuración de las acciones específicas que debe realizar el 
alumno para que le permita iniciar organizadamente su trabajo 
El alumno con la finalidad de implementar el modelo predictivo deberá investigar sobre 
estudios similares al proyecto, el cual permitirá sustentar los antecedentes y el marco 
teórico, para ello deberá utilizar repositorios especializados e investigaciones en diversas 
universidades tanto nacionales e internacionales. 
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10. Incorpora todas las observaciones y recomendaciones que consideres de utilidad 
para el alumno y a los profesores del curso con el fin de que desarrollen con éxito 
todas las actividades 
Los docentes y los alumnos antes de partir con este proyecto deberán investigar sobre el 
estado de arte, además los asesores deben estar enseñando cursos relacionados al tema 
propuesto; asimismo los alumnos deben haber llevado los cursos relacionados al tema, 
además del curso de investigación. 
 
11. Fecha y docente que propone la tarea de investigación 
Fecha de elaboración de ficha (día/mes/año) 20 / 07 / 2019  
Docente que propone la tarea de investigación: JESUS ARIAS CAYCHO 
 
12. Esta Ficha de Tarea de Investigación ha sido aprobada como Tarea de Investigación 
para el Grado de Bachiller en esta carrera por: 

















ANEXO 3 – DECLARACION DE AUTENTICIDAD Y NO PLAGIO 
 
Declaración de Autenticidad y No Plagio 






Declaración de Autenticidad y No Plagio 







ANEXO 4 – FORMULARIO DE AUTORIZACIÓN DE PUBLICACIÓN 
 
Formulario de Autorización de Publicación en el 
Repositorio Académico de la UTP 
 
En calidad de autor(es) del trabajo titulado: “Diseño de un modelo predictivo para la detección 
temprana de la Neumonía utilizando Deep Learning y Visión Computacional” 
Para obtener: 
[ x ] Grado Académico de Bachiller                   [   ] Título profesional 
 
Carrera: 
Ingeniería de Sistemas e Informática                                                                                                 
Manifiesto que nuestra obra es original y que en su producción no hemos usurpado derechos de 
autor o de terceros, siendo el material de nuestra exclusiva autoría. Por lo tanto, el/los autor(es) de 
este trabajo que a continuación nos presentamos: 
Datos personales 
Nombres y apellidos: Jack James Aguilar Guizado 
Código: 1614617 
Correo: jackjamesu@gmail.com Teléfono / celular: 989208050 
 
Nombres y apellidos: César Augusto Sotelo Herrera 
Código: 1531341 





[ X ] Autorizar la publicación en forma inmediata. 
[    ] No autorizar la publicación (especificar motivo)_________________________________ 
___________________________________________________________ a la Universidad 
Tecnológica del Perú para colocarlo en su Repositorio Institucional y sea así de libre 
acceso/consulta. 
En el caso de No autorizar su publicación, existe un periodo de embargo a los 2 años de manera 
automática. 
Es por eso que, mediante la presente dejamos constancia de que lo que estamos entregando a la 
Universidad es la versión final y aprobada por el jurado. 
 




                Jack James Aguilar Guizado 
__________________________                 ____________________________ 
                         Nombres y apellidos                                                      Firma 
 
                                                                                                                                                              
 
                César Augusto Sotelo Herrera                                          
________________________________              ____________________________ 
                         Nombres y apellidos                                                      Firma 
Nota: deben firmar todos los autores de la obra, agregar los campos que sean necesarios para 
completar los datos de todos los autores. 
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ANEXO 5 – INFORME DE SIMILITUD POR TURNITIN 
    
