Abstract. In this paper we establish a new stability result for the smooth volume preserving mean curvature flow in the flat torus T n in the low dimensions n = 3, 4. The result says roughly that if the initial set is near to a strictly stable set in T n in H 3 -sense, then the corresponding flow has infinite lifetime and converges exponentially fast to a translate of the strictly stable critical set in W 2,5 -sense.
Introduction
A smooth evolution of sets (E t ) t , that is a smooth flow, in R n is a volume preserving mean curvature flow (VMCF), if for every time t the (outer) normal velocity of the flow on ∂E t obeys the law V t =H t − H t , where H t is the (scalar) mean curvature on ∂E t andH t its integral average over ∂E t . As the name suggests the flow preserves the volume which is in the contrast to the classical mean curvature flow, which will eventually terminate a given smooth and bounded initial set.
The short time existence for the smooth VMCF in R n is well-known. For any any smooth (a closed set with a smooth boundary) and compact set E ⊂ R n with n ≥ 2 there is a unique VMCF starting from E. However if an initial set is for instance dumbbell shaped, then the corresponding VMCF will split the set into two pieces within finite time. This is a classical example of a VMCF having a singularity. A natural problem is to find a sufficient boundary condition for the initial set such that the VMCF starting from the set does not form singularities and has infinite lifetime.
Several contributions concerning to the previous question have been made over the years. The classical result of Huisken [13] , says that for any smooth, compact and convex set E ⊂ R n there is a unique VMCF (E t ) t starting from E such that the flow has infinite lifetime and converges exponentially fast to a closed ball of the volume |E| in C ∞ -topology. Again Li [14] , has formulated in R n an alternative condition for a connected initial boundary based on a certain energy such that the corresponding VMCF has infinite lifetime and converges exponentially fast to a ball, when the dimension is at least three. Notice that a limit set of a VMCF is always a finite union of balls with mutually positive distance, which follows from the Alexandroff theorem.
This raises naturally questions about stability of VMCF near stable sets, in this case the closed Euclidean balls. Such problems are often called stability problems. Escher and Simonett [8] prove using center manifold analysis that if E ⊂ R n is a smooth compact set andB(x, r) is a closed ball with the same volume such that ∂E is C 1,α -close to ∂B(x, r), then the volume preserving mean curvature flow starting from E has infinite lifetime and converges exponentially fast toB(x, r) in C k -sense for any k ∈ N.
Instead of having smooth sets in R n we may replace them by periodic smooth sets, that is, the smooth sets in R n invariant under the integral translations. This leads us to consider the flat torus T n in place of R n . One motivation for this, is that there are more different kind of compact and critical sets (besides the obvious ones) than in R n . Also the notion of VMCF generalizes to the flat torus and corresponds to the periodic VMCF in R n . We are interested in the subclass of compact and critical sets in T n called strictly stable sets (with respect to perimeter), see Definition 2.12. An example of strictly stable sets (besides the single balls, cylinders and strips) in T 3 are those sets having a Schwarz surface as a boundary, see [15] . Acrebi, Fusco and Morini prove that the strictly stable sets in T n are always isolated local perimeter minimizer (under the notion of volume in T n ), see [2, Theorem 1.1] . In contrast, the only smooth local perimeter minimizers in R n are just the single balls, which follows essentially from [6] , see also [16] .
Our goal is to prove the following stability result for VMCFs near strictly stable sets in the flat torus T n with n = 3, 4 using the notion of graph surface representation in normal direction and Sobolev spaces on smooth compact hypersurfaces.
Theorem (Main result).
Let F ⊂ T n , where n = 3, 4, be a strictly stable set and let ν F be the unit normal of ∂F with the inside-out orientation. There exists positive constants δ 0 , σ 0 ∈ R + depending on F such that the following holds.
If E 0 is a smooth set in T n with the same volume as F and having a boundary of the form
where ψ 0 ∈ C ∞ (∂F ) and ψ 0 H 3 (∂F ) ≤ δ 0 , then the VMCF (E t ) t starting from E 0 has infinite lifetime and converges to a translate F + p of F exponentially fast in W 2,5 -sense from the point of view of the boundary ∂(F + p). Moreover |p| → 0 as ψ 0 H 3 (∂F ) → 0.
Remarks.
Of course, using the same arguments we obtain the similar result in T 2 . Since the convergence happens exponentially fast in time, the flow is also said to be exponentially stable near strictly stable critical set.
In terms of methods we are motivated by the paper from Acrebi, Fusco, Julin and Morini [1] , where they prove similar kind of stability results for other volume preserving flows namely the modified Mullins-Sekerka flow and surface diffusion flow in the three dimensional flat torus T 3 . The cornerstone of our analysis (see Section 3) is to prove that H 3 -closeness to a strictly stable critical set implies for the VMCF (E t ) t that the L 2 -norm of the normal velocity over ∂E t , that is H t −H t L 2 (∂Et) , is decaying exponentially in time while the L 2 -norm of its tangential gradient over ∂E t is bounded in time. In order to prove this we are heavily dependent on Sobolev interpolation inequalities, which is the reason we have to restrict ourselves to low dimensions.
Preliminaries
Flat torus. Recall that for given n ≥ 2 the (unit) flat torus T n is defined as the quotient space R n / Z n . Here the equivalence relation is given in the obvious way: x ∼ y exactly when x − y ∈ Z n . Functions f : T n → R d (for d ∈ N) can be (canonically) identified with the class of D n -periodic maps R n → R d , where D n = [0, 1[ n is the dyadic unit cube. Again the functions from T n to itself are naturally identified with the maps f : R n → R n for which f − id are D n -periodic. Further the sets in T n can be identified with D n -periodic sets in R n . If x ∈ T n , then for any p ∈ R n the notation x + p means the element q(x + p) ∈ T n , wherex ∈ q −1 (x) and q : R n → T n is the quotient map.
We consider T n as a smooth and compact manifold where the smooth structure is given via the quotient map R n → R n / Z n . The natural flat Riemannian metric on T n is induced by the standard Euclidean inner product · , · of R n via the quotient map. Indeed, one can think T n is "locally" the Euclidean R n . The compatible distance function
A function f : T n → R d is locally a C k -map at x ∈ T n exactly when its periodic extensionf to R n is locally C k at every repsesentativex of x. Thus we set the j th derivative D j f (x) at x to be D jf (x) for every 1 ≤ j ≤ k. This is done similarly in the case f : T n → T n . Other familiar function classes such as the Hölder spaces C k,α (T n ) are defined by similar means. For every Borel set in A in T n its s-dimensional Hausdorff measure H s (A) is defined to be the corresponding Hausdorff-measure of the intersection of the periodic extension and D n .
Smooth hypersurfaces.
A connected set Σ ⊂ T n is a smooth hypersurface (a smooth embedded submanifold with codimension 1) exactly when its D n -periodic extension is a smooth hypersurface in R n , though possibly not connected. The other classes such as C k,α -hypersurfaces are seen similarly. Moreover our standing assumption is always that Σ is compact, which is equivalent to closeness in T n . The shorthand notation |Σ| = H n−1 (Σ) is used time to time without any further mention.
A function f belongs to C k (Σ; R d ) if and only if it admits a C k -extension to some open neighborhood of Σ. For every x ∈ Σ the geometric tangent space G x Σ is defined as a unique n − 1 -dimensional subspace of R n such that x + G x Σ is the tangent plane of Σ at x. Equivalently we can set G x Σ = Dφ(R n−1 ), where φ : U → T n is any local parametrization of Σ at x. Moreover the orthogonal projection from R n−1 onto G x Σ is denoted by P Σ (x). Then P Σ : Σ → L(R n ; R n ) is a smooth map.
For any
The definition does not depend on how f is extended beyond Σ. In the case k = 1 the dual of D τ f (x) is called the tangential gradient of f with respect to Σ at x denoted by ∇ τ f (x). Then we can write
Further in the case k = n the tangential divergence div τ f (x) of f with respect to Σ at x is defined as the trace of D τ f (x). These operations behave just like their ordinary counterparts in T n . Since Σ is compact and connected, then it is also orientable, i.e., it admits a smooth unit normal field ν : Σ → R n , where
where the tangential Jacobian J τ Φ is given by J τ Φ = | det DΦ||(DΦ) −T ν| andΦ is any diffeomorphic extension of Φ. This is independent of the choice of orientation.
The second fundamental form B(x) of Σ associated with the orientation ν at x can be seen as the linear operator from G x Σ to itself or equivalently R n → R n given by
whereν is any smooth extension of ν. We use both of these conventions interchangeably. If we use the latter one, then N x Σ ⊂ ker B(x) and Im B(x) ⊂ G x Σ. The operator is symmetric and its eigenvalues and corresponding eigenspaces on G x Σ are called principal values and principal directions. The mean curvature H(x) of Σ associated with the orientation at x is now defined as the trace of B(x) or equivalently the sum of principal values on G x Σ. Again the maps B : Σ → L(R n ; R n ) and H : Σ → R are smooth. If H is constant, then Σ is said to be critical. The Frobenius norm |B| on Σ does not depend on the used orientation. We define also the mean curvature vector field H : Σ → R n by setting H = −Hν. Notice that H is independent of the choice of orientation. Since Σ is compact, then divergence theorem for hypersurfaces says that for any
If f (x) ∈ G x Σ for every x ∈ Σ, then the previous formula yields the integration by parts formula
for every ϕ ∈ C 1 (Σ), in particular Σ div τ f dH n−1 = 0. While the concept of tangential derivative can be defined similarly on compact C 1 -hypersurfaces, the classical notion of mean curvature is not generally possible for such surface due to lack of regularity. However the following generalization is possible. We say that a (compact and connected) C 1 -hypersurface Γ ⊂ T n with orientation ν has mean curvature in weak sense, if there exists a Borel function h ∈ L 1 (Γ) such that for every f ∈ C ∞ (T n ; R n )
In such case h is called a weak or distributional mean curvature of Γ. Moreover if h is constant, then Γ is called weakly critical. By writing Γ locally as a graph surface in an orthonormal coordinates and applying the elliptic regularity results [4, Proposition 7 .56] and [10, Theorem 9 .19] we obtain the following well-known result.
Lemma 2.1. Let Γ ⊂ T n be a compact and connected C 1,α -hypersurface with 0 < α < 1. Then Σ is smooth and critical if and only if it is weakly critical.
Vector fields, tensors and covariant derivatives on hypersurfaces. Since now for every ϕ ∈ C ∞ (Σ) there is a smooth extensionφ to some open neighborhood of Σ and tangential differential is independent of the way an ambient function is extended beyond Σ, we may define a tangential gradient ∇ τ ϕ(x) of ϕ at x by setting ∇ τ ϕ(x) = ∇ τφ (x). Let T x Γ be the tangent space of Γ at x.
with some unique z v ∈ G x Σ. Thus the geometric tangent space G x Σ can be canonically identified with the tangent space T x Σ and from now on we just use the notation T x Σ. The tangent bundle T Σ is then the union of ordered pair (x, T x Σ) equipped with the corresponding smooth structure. Further we may canonically identify the set of smooth vector fields X(Σ) on Σ, that is the smooth sections Σ → T Σ, with the collection
and for X ∈ X(Σ) its action on ϕ ∈ C ∞ (Σ) can be seen as Xϕ = X, ∇ τ ϕ on Σ. As usual for X, Y ∈ X(Σ), the vector field XY is determined by the rule XY ϕ = X(Y ϕ).
The Riemannian metric g on Σ is the naturally induced flat metric. Keeping the previous identifications in mind this is just the restriction of the standard Euclidean inner product to the hyperspace T x Σ. The usual flat and sharp operations induced by g for smooth vector and covector fields on Σ are denoted by ♭ and ♯ correspondingly. Then for ϕ ∈ C ∞ (Σ) the gradient vector field is grad ϕ = dϕ ♯ = ∇ τ ϕ. Slightly abusing the notations we define for a vector field X ∈ X(Σ) the (geometric) tangential differential D τ X(x) at x as the linear map R n → R n (or equivalently T x Σ → T x Σ) by setting
whereX is any smooth extension of X beyond Σ. The tangential divergence div τ X(x) of X at x is the trace of previous operator and div τ X(x) = div τX (x). Now the mappings Σ → L(R n ; R n ), x → D τ X(x) and Σ → R, x → div τ X(x), are smooth. Again for any ϕ ∈ C ∞ (Σ) the tangential Hessian is given by D 2 τ ϕ = D τ ∇ τ ϕ, which is a symmetric operator. Further the Laplace-Beltrami operator or the tangential Laplacian ∆ τ (of Σ) acting on ϕ can be seen as
As usual for every m ∈ N ∪ {0} and x ∈ Σ we denote the space of m-multilinear mappings or
where v 1 , . . . , v n−1 is any orthonormal basis of T x Σ. Thus the corresponding tensor norm for Now for any (smooth) covariant m-tensor field T ∈ T m (Σ) the covariant derivative of T denoted by ∇ co T is defined as the element of T m+1 (Σ) for which
For ϕ ∈ C ∞ (Σ) this simply means that ∇ co ϕ = dϕ and again for T ∈ T m (Σ) the k + 1 th covariant derivative is defined recursively by setting ∇ For any T ∈ T m (Σ) the C k -norm on Σ is given in the obvious way
Sobolev and Hölder spaces on hypersurfaces. Recall that the Riemannian measure on Σ induced by the flat metric g is the restriction of the n − 1-dimensional Hausdorff measure H n−1 to Σ. Then the corresponding p-Lebesgue space is L p (Σ, H n−1 ) for any 1 ≤ p ≤ ∞. For every smooth covariant tensor field T on Σ the L p -norm is now given by
is now the norm completion of C ∞ (Σ), where any of its element ϕ is considered as the k + 1-tuple (ϕ, ∇ 1 co ϕ, . . . , ∇ k co ϕ). Again we use the conventional notation H k (Σ) for a Hilbert space W k,2 (Σ), where the inner product is given in the obvious way
We have the standard Sobolev interpolation for L p -norms of covariant derivatives of smooth maps, see [5, Theorem 3.70] . From now on we denote the space of C ∞ (Σ)-maps with vanishing integrals byC ∞ (Σ).
Lemma 2.2 (Basic interpolation).
Let Σ ⊂ T n be a smooth compact hypersurface and suppose that there are 1 ≤ p, q < ∞, 1 ≤ p ≤ ∞ and integers 0 ≤ j < m such that 
If j ≥ 1, the estimate holds for every ϕ ∈ C ∞ (Σ).
Remark 2.3.
It follows from the previous theorem that in the case n ≤ 4 there is a constant C depending on Σ such that
We also recall the following interpolation inequality for covariant tensor fields, see [11, Theorem 12 .1].
Lemma 2.4 (Second order tensor interpolation).
Let Σ ⊂ T n be a smooth compact hypersurface and suppose that
for 1 ≤ p, q, r ≤ ∞. Then for every smooth covariant k-tensor field T on Σ it holds
Moreover we need the following estimates, see [9, Lemma 2.3 and Remark 2.4].
Lemma 2.5. Let Σ ⊂ T n be a smooth compact hypersurface. There are constants C n , depending only on n, and C Σ , depending on Σ, such that for every ϕ ∈ C ∞ (Σ)
For a continuous map f : Σ → R and 0 < α < 1 the C α (Σ)-Hölder semi-norm is given by
where d g is the length metric induced by g.
and set the space C 1,α (Σ) to be the norm completion of the set of C ∞ (Σ)-maps with finite Lemma 2.6. Let Σ ⊂ T n be a smooth compact hypersurface and suppose that k ≥ 3 is an integer and 1 < p < ∞. If for given 0 < α < 1 the condition
In particular, Lemma 2.6 says that for n ≤ 4 and 0 < α <
Smooth sets. A closed E ⊂ T n is called a smooth set, if the boundary ∂E is a smooth hypersurface. Then ∂E is always a finite disjoint union of compact and connected smooth hypersurfaces in T n so the previous results hold for ∂E. For the boundary ∂E we always use the natural inside-out orientation denoted by ν E . The classical divergence theorem takes now the following form in T n : for any Lipschitz function f :
Further we denote by B E the second fundamental form on ∂E associated to ν E and by H E the corresponding boundary mean curvature. We use also the shorthand notation |E| for the volume H n (E). If H E is a constant, we say that E is critical. We recall that there exists a regular neighborhood of ∂E say U E such that the signed distance functiond E :
and the projection mapping π ∂E onto ∂E are smooth onŪ E (in particular the latter is well-defined). Again we may write ν E = ∇d E and B E = D 2d E on ∂E. The C k,α -sets are defined similarly.
For a smooth set E and an open set E ′ we denote E ′ = E ψ for some ψ ∈ C(∂E), if we may write ∂E ′ as a graph of ψ in normal direction over ∂E, that is,
and x + (s + ψ(x))ν E (x) ∈ T n \ E ′ with small positive s for every x ∈ ∂E. Now small C 1 -distance between E and a C k,α -set E ′ is equivalent to the graph representation
Lemma 2.7. Let E ⊂ T n be a smooth set. There exist positive constants C ≥ 1 and δ depending on E such that the set {y ∈ T n : |d E (y)| ≤ δ} belongs to a regular neighborhood of ∂E and the following hold for any k ∈ N ∪ {∞} and 0 ≤ α < 1.
(
is small enough, we may control B E ψ and represent H E ψ via Φ ψ on ∂E in the following way.
Lemma 2.8. Let E ⊂ T n be a smooth set. There are constants δ = δ(E) and C = C(E) and smooth maps
n → T (∂E) and
depending on E with A(0, 0) = 0 such that the following hold. If ψ ∈ C ∞ (∂E) and ψ C 1 (∂E) ≤ δ, then
on ∂E.
Moreover with the same δ and C we may assume that the following holds. If ψ ∈ C ∞ (∂E) with
and (2.10)
Finally we need the following uniform estimates for low dimensions. The first one says that a Poincaré-type estimate holds with uniform constant when slightly varying a reference boundary in
Lemma 2.9. Let E ⊂ T n , n = 3, 4, be a smooth set. There exist positive constants δ and C depending on E such that if ψ ∈ C ∞ (∂E) with ψ H 3 (∂E) ≤ δ, then for every 1 ≤ p ≤ 6 and ϕ ∈C
The second one says that we can control uniformly L p -norm of ∇ τ ϕ (up to p ≤ 6) by L 2 -norm of ∇ τ ϕ and H 1 -norm of ϕ when slightly varying a reference boundary in H 3 -sense.
Lemma 2.10. Let E ⊂ T n , n = 3, 4, be a smooth set. There are constants δ and C depending on E such that if ψ ∈ C ∞ (∂E) and ψ C 1 (∂E) ≤ δ, then for every 1 ≤ p ≤ 6 and
Lemma 2.9 and Lemma 2.10 hold also in the case n > 4, if we replace the upper bound 6 with smaller number depending on n. This number converges to 2 by above as n tends to infinity. We will cover these results except Lemma 2.7 in the Appendix.
Volume preserving mean curvature flow and strictly stable sets. Let us first give the formal definition of smooth flow in this setting.
Definition 2.11 (Smooth flow).
The parametrized family (E t ) t∈[0,T [ of smooth sets in T n with 0 < T ≤ ∞ is a smooth flow with an initial set or initial datum E 0 , if there exists a smooth map Φ :
is a (smooth) diffeomorphism and E t = Φ t (E 0 ) for every t ∈ [0, T [. Again for every 0 ≤ t < T , the (outer) normal velocity of the flow on ∂E t at the time t is defined by setting
The normal velocity V 0 on ∂E 0 is called an initial velocity. If we do not emphasize the time interval [0, T [ we write (E t ) t for short. Also for the unit normal field ν Et , the corresponding second fundamental form B Et and the boundary mean curvature H Et we use the shorthand notations ν t , B t and H t , when there is no possibility of confusion. In the previous definition Φ is called a smoothly parametrized family of diffeomorphisms and we may suggestively denote it by (Φ t ) t∈[0,T [ or (Φ t ) t . The normal velocity V t on ∂E t does not depend on the choice of the parametrization Φ. Recall the first variation of volume under the flow d dt
and again the first variation of perimeter d dt
We say that (E t ) t is volume preserving if |E t | is a constant function in time. According to (2.12) this is possible exactly when V t has a vanishing integral over ∂E t for every t. Conversely one may show that if E is a smooth set in T n and ϕ ∈C ∞ (∂E), there is a smooth volume preserving flow (E t ) t starting from E such that initial velocity on ∂E is ϕ and moreover there is a parametrization Φ of the flow autonomous with respect to time, i.e., ∂ t Φ = X(Φ) with a X ∈ C ∞ (T n ; R n ) (see the proof of [2, Corollary 3.4]). Then by using a simple approximation argument it follows from (2.13) that a smooth set E is critical if and only if for every smooth volume preserving flow (E t ) t starting from E d dt
Further, if in the previous setting the flow admits a parametrization autonomous with respect to time, then the second variation of perimeter at t = 0 is
see [2, Remark 3.3] . This motivates us to define for every smooth E in T n the quadratic form
is the space of H 1 (∂E)-maps with vanishing integral over ∂E, by setting first for every ϕ ∈C ∞ (∂E)
and then extending ∂ 2 P (E) toH 1 (∂E) in the obvious way. We say that a smooth and critical set E in T n is stable, if ∂ 2 P (E)(ϕ) ≥ 0 for every ϕ ∈H 1 (∂E). For every smooth set E in T n the space of infinitesimal translations on ∂E is given by
Notice that T (∂E) ⊂ C ∞ (∂E). These maps correspond to the initial velocities of the linear translations along a vector. It follows from [2, Theorem 3.1] that if E t = E + tp, then the second variation at t = 0 of perimeter under this translation is
is always zero on T (∂E), which is also easy to compute directly using the definition. This leads us to define the strictly stable sets in the following way, see [2] .
Definition 2.12 (Strictly stable set).
A smooth and critical set F in T n is strictly stable, if
In the previous definition, we may replace the condition
As mentioned already in the Introduction such sets are always isolated local perimeter minimizers. For a strictly stable set F any critical set with the same volume being close enough to F in H 3 -sense is a translate of F .
Lemma 2.13. Let F ⊂ T n , n = 3, 4, be a strictly stable set. There exists a positive Lemma 2.14.
Let F ⊂ T n , n = 3, 4, be a strictly stable set. Then there exist
The authors prove the previous result in the case n = 3 and H 3 -closeness being replaced by W 2,p -closeness with any p > 2, but clearly the same arguments go through for any n ≥ 2, if we use the condition p > max{n − 1, 2} instead of p > 2. Hence the result follows from Remark 2.3.
As already presented in the Introduction, a volume preserving mean curvature flow (E t ) t in T n is a smooth flow obeying the rule V t =H t − H t , whereH t is the integral average of H t over ∂E t . Then by (2.12) and (2.13) we see that
so the flow is volume preserving and decreases boundary area. The existence and uniqueness of such flow for a given smooth initial datum is well-known. This is usually known as short time existence. Also the maximal lifetime of flow is bounded by below when slightly varying the initial set in C 1,α -topology with α > 0.
Theorem 2.15 (Short Time Existence).
Let E ⊂ T n be a smooth set and 0 < α < 1. There are positive constants δ and T depending on E and α such that if E 0 is a smooth set in T n of the form ∂E 0 = E ψ0 , where ψ 0 ∈ C ∞ (∂E) and ψ 0 C 1,α (∂E) ≤ δ, then there exists a unique volume preserving mean curvature flow in T n with the initial datum E 0 and the maximal lifetime of flow is at least T .
The above result has been proved for bounded smooth sets in R n , see [8, Main Theorem] and clearly it is similar to prove in the setting of the flat torus T n . From now on, when there is no danger of confusion, we denote the maximal lifetime of a given volume preserving mean curvature flow (E t ) t by T * .
L 2 -monotonicity
In this section we prove a monotonicity result, which is the basis of our analysis. It states that if (E t ) t is a volume preserving mean curvature flow with a smooth initial datum near enough to a strictly stable set F in H 3 -sense, then it stays near F in H 3 -sense for the whole lifespan of the flow, the initial velocity of flow decreases exponentially in L 2 -sense and the quantity
is decreasing in time with sufficiently large C 0 . More precisely we have the following result.
Theorem 3.1 (Monotonicty near strictly stable set). Let F ⊂ T n (n = 3, 4) be a strictly stable set. There are positive constants C 0 and ε 0 depending on F such that for every 0 < ε ≤ ε 0 there is a positive γ ε < ε such that if (E t ) t is a volume preserving mean curvature flow starting from a smooth set E 0 = F ψ0 , where ψ 0 ∈ C ∞ (∂F ) and ψ 0 H 3 (∂F ) ≤ γ ε , then for every t ∈ [0, T * [ (where T * > 0 is the maximal lifetime of flow) we may write the boundary ∂E t as for E 0 with ψ t ∈ C ∞ (∂F ), ψ t H 3 (∂F ) ≤ ε and
where σ 1 is as in Lemma 2.14.
Remark 3.2.
As a byproduct of the proof of Theorem 3.1 we may replace zero with −
In case of any smooth set E ⊂ T n this concept of "weak distance" turns out to be very useful in terms of controlling a L 2 -norm of the corresponding function of given C 1 -graph in normal direction over ∂E, when the corresponding C 1 -norm is sufficiently small. Indeed by choosing δ = δ(E) so small that by Lemma 2.7 for any ψ ∈ C 1 (∂E) with ψ C 1 (∂E) ≤ δ the set E ψ is defined as C 1 -set. Moreover we may assume that for every s ∈ [−δ, δ] the map Φ s = id + s∇d E is defined as a smooth diffeomorphism from some tubular neighborhood of ∂E to its image. By applying the coarea formula we compute
ds.
Since now J τ Φ s → 1 uniformly on ∂E as s → 0, then by decreasing δ, if necessary, it follows from the Cavalieri's principle that there exists C ≥ 1 depending on δ such that for every ψ ∈ C 1 (∂E) with
Again for any open subset E ⊂ T n the map D E behaves well under any smooth flow. If (E t ) t is a smooth flow in T n with a normal velocity V t , then D E (E t ) is differentiable in time and it is straightforward to calculate d dt
Now the importance of this quantity D lies on the fact, that for any smooth critical set F ⊂ T n and ψ ∈ C ∞ (∂F ), with sufficiently small
Let F ⊂ T n be a smooth critical set. There are positive constant K = K(F ) ≥ 1 and δ = δ(F ) such that whenever ψ ∈ C ∞ (F ) satisfies ψ C 1 (∂F ) ≤ δ then
Proof.
We prove only the inequality
The another one is easier to show. Again it follows from (2.11) and (3.4), that it suffices to find positive δ and K such that for every ψ ∈ C ∞ (∂F ) with
where Φ ψ : ∂F → ∂F ψ is defined as in Lemma 2.7. To this end we will prove the following auxiliary result. For suitable positive constants δ ′ and K ′ the estimate
holds on ∂F for every ψ ∈ C ∞ (∂F ) with ψ C 1 (∂E) ≤ δ ′ . Due to the compactness of ∂F we have only to show this holds locally. Let δ ′′ be the constant for F as in Lemma 2.8. Then for every
where
are smooth maps depending on F and A( · , 0, 0) : ∂F → T 2 0 (∂F ) is the zero tensor field. For a fixed point x 0 ∈ ∂F choose a local orthonormal vector frame (E 1 , . . . , E n−1 ) in some open neighborhood U x0 ⊂ ∂F of x 0 . Then we may write for every ψ ∈ C ∞ (∂F ) with
where a ij , z i :
n → R are smooth maps defined by
Notice that then |(a ij (x, t, z)| ≤ |A(x, t, z)| and |z i (x, t, z)| ≤ |Z(x, t, z)|. By taking tangential gradient over (3.8) (notice that for every ϕ ∈ C ∞ (∂F ) we may write ∇ τ ϕ = i (∇ Ei ϕ)E i in U p0 ) and using the expressions (3.9) and (3.10) we obtain
Recall that ∆ co ψ = ∆ τ ψ and H F is a constant and thus vanishes after taking gradient over (3.8) .
Again for any smooth map u :
It follows from the fact that A( · , 0, 0) is the zero tensor field on ∂F and uniform continuity on compact sets, that there exist 0 < δ ′ < δ ′′ and C ≥ 1 such that for every (x, t, z)
By shrinking U x0 and increasing C, if necessary, we may assume that each |∇ E k E i | is bounded by C in U x0 . Since |∇ τ ψ| = |∇ co ψ| and |D 2 τ ψ| = |∇ 2 co ψ| on ∂F for every ψ ∈ C ∞ (∂F ), then again by shrinking U x0 and increasing C, if needed, it follows from (3.12) that for every ψ ∈ C ∞ (∂F ) with
in U x0 . Recalling expression (3.11) for such ψ we denote
and the sum of the lower order terms by b ψ . So we may write shortly in U x0
Now by using (3.13) we have
in U p . Again by applying the estimates (3.14) and (3.15) on b ψ we find a positive constant C ′ depending on C, δ ′ as well as n such that in U x0
Thus by using (3.16), (3.17) and Young's inequality as well, we have in U x0
This implies (3.7). By integrating the both sides of (3.7) over ∂F and applying (2.6) with the associated constant C ∂F we obtain
Next we interpolate the last terms in (3.18). By using Lemmas 2.2 and Lemma 2.4 (recall that
By applying Young's inequality on (3.19) and (3.20) we find
Finally by choosing 0 < δ ≤ δ ′ with (
16 it follows from (3.18), (3.21) and (3.22) , that for every ψ ∈ C ∞ (∂F ) with
which implies (3.6).
The previous lemma and Lemma 2.8 together yield, that for every smooth critical set F ⊂ T n there are δ = δ(F ) and K = K(F ) such that for every ψ ∈ C ∞ (∂F ) with ψ C 1 (∂F ) ≤ δ
We will also use the following identities for the time derivatives of the L 2 -norms ofH t − H t and ∇ τ H t . For the proof see Appendix section.
Lemma 3.4.
Let (E t ) t be a volume preserving mean curvature flow in T n . Then for every 0
We are now ready to prove Theorem 3.1. We divide it into four steps.
Proof of Theorem 3.1.
Step 1. We want first to utilize several lemmas and estimates we have gathered by controlling C 1 -and W 2,p -norms for 1 ≤ p ≤ 6. Indeed, by Remark 2.3 there is a constant K 0 ∈ R + depending on F , such that for every ψ ∈ C ∞ (∂F ) and 1 ≤ p ≤ 6
Notice that the assumption n ≤ 4 is really needed for this conclusion. Using the estimate (3.27) we find 0 < δ < 1 and 1 < K < ∞ so that for any ψ ∈ C ∞ (∂F ) with ψ H 3 (∂F ) ≤ δ the norm ψ C 1 (∂F ) is so small that the following four conditions hold.
(i) Lemma 2.7 is satisfied, i.e., F ψ is a well-defined smooth set. Moreover, we may assume
where δ F is as in the lemma. (ii) The inequalities (2.10) (ford F , thend F • Φ ψ = ψ) and (3.4) are satisfied with K, i.e.,
(iii) Lemma 3.3 and (3.23) are satisfied with K, i.e.,
(iv) Lemma 2.9 is satisfied forH F ψ − H F ψ and 1 ≤ p ≤ 6 with K, i.e.,
Moreover we may assume δ to be so small and K to be so large that by (3.27), (2.9), Lemma 2.10 and Lemma 2.14
Next we fix the constants C 0 and ε 0 by setting
Again for given 0 < ε ≤ ε 0 set γ ε to be maximal 0 < s ≤ ε 2 satisfying
Step 2. Suppose that (E t ) t is a volume preserving mean curvature flow with a smooth initial datum E 0 = F ψ0 , where ψ 0 ∈ C ∞ (∂F ) and
is the maximal lifetime), then it follows from Lemma 2.7 and (3.28), that we may write E t = F ψt for unique ψ t ∈ C ∞ (∂F ) with continuous t → ψ t H 3 (∂F ) over a short time period. Hence
must be a positive number. The key idea is to show that the claim of theorem is satisfied for ε on the time interval [0, T ε [ and by virtue of the choice of γ ε we have in fact
By using a similar continuity argument as before one shows that the condition (3.39) implies T ε = T * .
Step 3.
, using Grönwall's lemma we obtain
(3.37)
Thus integrating over time yields
Step 4. In this last step we finish the proof by showing that (3.2) and (3.39) are satisfied on [0, T ε [. To this end we have to estimate
Next we estimate the terms T 1 , T 2 and T 3 . First we have
Finally by estimating in a similar way as previously we obtain
Hence (3.43), (3.44) and (3.45) together yield
on [0, T ε [. Then the previous estimate with (3.40) yields that for every
is decreasing map on [0, T ε [ and therefore
The main result
In this section we will prove the main result. We give first the technical statement of the theorem in contrast to the heuristical one we presented in the Introduction.
Theorem 4.1 (Main Theorem).
Let T n be a flat torus with n = 3, 4 and assume that F ⊂ T n is a strictly stable set. There exists positive constants δ 0 , σ 0 ∈ R + depending on F such that the following holds.
If E 0 is a smooth set in T n with |E 0 | = |F | of the form E 0 = F ψ0 , where ψ 0 ∈ C ∞ (∂F ) and ψ 0 H 3 (∂F ) ≤ δ 0 , then the volume preserving mean curvature flow (E t ) t in T n with the initial datum E 0 satisfies the following (i) The flow has infinite lifetime.
(ii) There exist p = p(F, E 0 ) ∈ R n and C = C(F, E 0 ) ∈ R + such that the flow converges to F + p exponentially fast in W 2,5 -sense, that is, for every t ∈ R + ∂E t = (F + p) ϕt , where
In the statement of the main theorem the W 2,5 -convergence can be replaced by W 2,q -convergence, where 1 ≤ q < ∞ if n = 3 and 1 ≤ q < 6 if n = 4. In this case the proof would be similar to the original proof.
The main idea of the proof is obviously to employ the short time existence (Theorem 2.15) and the monotonicity result (Theorem 3.1).
Proof of the Main Theorem. Let F ⊂ T n be a strictly stable set and let us fix the constants δ 0 and σ 0 for F as in the statement of the main theorem. Let ε 0 , σ 1 ∈ R + and 0 < γ ε < ε (for every 0 < ε ≤ ε 0 ) for F be as in Theorem 3.1. Choose first a positive c so small that the following hold.
(i) The condition ψ C 1 (∂F ) ≤ c for ψ ∈ C (ii) Further if ψ is smooth, the same condition implies via (3.24) , that by increasing K, if necessary,
2) (iii) Since a translate of F satisfies Lemma 3.3 and (3.4) with the same bounds as F , then by using the previous lemmas and Lemma 2.7, possibly decreasing c and increasing K, we obtain the following. Assume F + p = F g with g ∈ C ∞ (∂F ) and g C 1 (∂F ) ≤ c. Then for every ψ ∈ C ∞ (∂F ) with ψ C 1 (∂F ) ≤ c there is a unique ϕ ∈ C ∞ (∂(F + p)) such that F ψ = (F + p) ϕ and we have the following uniform estimates 4 ) is satisfied for the initial set E ψ . Next choose 0 < ε 1 ≤ ε 0 such that the condition ψ H 3 (∂F ) ≤ ε 1 for ψ ∈ C ∞ (∂F ) means that first Lemma 2.13 is satisfied, provided that F ψ is critical with |F ψ | = |F |, and second via Lemma 2.6
≤ c (here we really need the assumption n ≤ 4). At this point we set
Fix an arbitrary ψ 0 ∈ C ∞ (∂F ) with ψ 0 H 3 (∂F ) ≤ δ 0 and |F ψ0 | = |F |. Then by Theorem 2.15 there exists a unique volume preserving mean curvature flow (E t ) t starting from E 0 = F ψ0 and the maximal lifetime T * is bounded from below by T = T (F, 1 4 ) > 0 as in Theorem 2.15. Again by Theorem 3.1 we may write E t = F ψt , where ψ t ∈ C ∞ (∂F ) with ψ t H 3 (∂F ) ≤ ε 1 , and the inequalities (3.1) and (3.2) are satisfied for every t ∈ [0, T * [. We divide the proof into three steps, whose statements are listed below.
Step 1. The flow (E t ) t has infinite lifetime and there exists ψ ∞ ∈ H 3 (∂F ) with 
and (4.6)
where E ∞ = F ψ∞ is the corresponding C 1, 1 4 -limit set.
Step 2. The limit set is of the form E ∞ = F + p, where p → 0 as ψ 0 H 3 (∂F ) → 0.
Step 3. The W 2,5 -convergence of the flow:
Since ψ 0 ∈ C ∞ (∂F ) with ψ 0 H 3 (∂F ) ≤ δ 0 was arbitrarily chosen, the claim of theorem follows immediately from these statements. Let us prove them in order as listed.
Proof of Step 1. Assume by contradiction T * < ∞ and chooset ∈ [0, T * [ such that T * −t < T , where T = T (F, ≤ c and hence by Theorem 2.15 there exists a unique volume preserving mean curvature flow (Ê t ) t starting from Et with a maximal lifetime at least T . It follows from the uniqueness and semi-group property of (E t ) t that E t =Ê t−t for every t ∈ [t, T * [ . This means that the flow (E t ) t can be extended beyond T * which contradicts its maximality. Therefore it holds T * = ∞. Take a sequence (t k ) ∞ k=1 ⊂ R + with t k → ∞. Since ψ t k H 3 (∂F ) ≤ ε 1 for every k and H 3 (∂F ) is weakly compact, then, up to a subsequence, there is a weak limit ψ ∞ ∈ H 3 (∂F ) with ψ ∞ H 3 (∂F ) ≤ ε 1 . Further it follows from Lemma 2.6 that the sequence converges to ψ ∞ in C 1, 4 -diffeomorphism from ∂F to ∂E ∞ . Next we check that (4.6) holds for every t. Notice first that |E t k ∆E ∞ | → 0, which implies D E∞ (E t k ) → 0. For fixed t ∈ [0, ∞[ and every t k > t we may estimate
Since D E∞ (E t k ) → 0, then the previous estimate implies (4.6) for t. By doing a similar estimate for D F (E t k ) − D F (E 0 ), using (4.3) for F and Lemma (4.7) and recalling that ψ t k H 3 (∂F ) ≤ ε 1 we find a constantC F not depending on the choice of ψ 0 such that
H 3 (∂F ) . Thus by passing to limit we see that (4.7) holds for ψ ∞ . Finally we check that the full C 1, 
This implies that E ∞ = F ψ∞ and further ψ ∞ =ψ ∞ . Thus the first step has been concluded.
Proof of
Step 2. First we show that E ∞ is a smooth and critical set. Since E ∞ is a C 1, 1 4 -set, then thanks to Lemma 2.1 it suffices to show it to be weakly critical. Thus we need to find λ ∞ ∈ R such that for every f ∈ C ∞ (T n ; R n ) 8) where ν ∞ is the corresponding unit normal field of ∂E ∞ with inside-out orientation. Since
Thus by using the change of variables formula we obtain for every f ∈ C ∞ (T n ; R n )
By using (4.1), (4.2) and Hölder's inequality we see thatH t is bounded in time and hence we find a sequence (H t k ) k , t k → ∞, converging to some real number say λ ∞ . By the divergence theorem
and thus by letting t k → ∞ and recalling (4.9) and (4.10) we obtain (4.8), since
Thus E ∞ is a smooth and critical set and since ψ ∞ H 3 (∂F ) ≤ ε 1 (recall the choice of ε 1 ) and |E ∞ | = |F | (by (4.4)), it follows from Lemma 2.13 that
, then it follows from (4.7) that d H (F, E ∞ ) → 0 as ψ 0 H 3 (∂F ) tends to zero. This implies that we may choose p so that simultaneously p → 0.
Proof of Step 3. Since now E + p = F ∞ and ψ ∞ C 1 (∂E) , ψ t C 1 (∂E) ≤ c, then by (iii) we may write ∂E t as a smooth graph in normal direction over ∂(F + p), i.e. , for every t ∈ [0, ∞[ there is a unique ϕ t ∈ C ∞ (∂E ∞ ), for which
This means that there exists a positive constant C ′ F independent of the choice of ψ 0 such that
shares same interpolation bounds than ∂F , then by using the previous estimates and Lemma 2.2 in the case 1 5
10 , j = 0, 1, 2 and a corresponding interpolation constant (which we may assume to be the same
which implies that there exists such C as claimed.
Let us finally recall Remark 4.2. In the last step of the previous proof we may replace 5 in the left hand side of (4.11) with any q ≥ 1 as long as the corresponding α is strictly less than 1, because σ 0 = η0 2 (1 − α) would then be strictly positive. In the case n = 3 by replacing 5 with any 1 ≤ q < ∞ we obtain
so we see that any such q will do. Whereas in the case n = 4 doing so yields
and hence q may take any values in the interval [1, 6[. 5 . Appendix C 1 -and H 3 -bounds. In this this subsection we prove the estimates (2.10) and (2.11), Lemma 2.8, Lemma 2.9 and Lemma 2.10. We will use the same notation without any mention. For sake of simplicity in the estimates we use the generic symbol C for a constant which may change line to line.
Let us first fix a smooth set E and let U be a regular neighborhood of ∂E. Recall thatd E and π ∂E are C k -bounded in U for every k ∈ N. For every ψ ∈ C ∞ (∂E) we set the smooth extension ψ E = ψ • π ∂E . Then ∇ψ E = ∇ τ ψ on ∂E and moreover the following decomposition holds on ∂E
For every ψ ∈ C ∞ (∂E) we set Φ ψ : ∂E → T n , Φ ψ (x) = x + ψν E (x), as in Lemma 2.7. We extend Φ ψ to be the smooth map U → T n given by Φ ψ (x) = x + ψ E (x)∇d E (x). Then
Now DΦ ψ → I uniformly in U as ψ C 1 (∂E) → 0. Thus Φ ψ is an orientation preserving diffeomorphism from U to its image, when ψ C 1 (∂E) is small enough 1 and the set E ψ is well-defined. The inverse matrix on ∂E is then
From now on we assume ψ C 1 (∂E) ≤ δ with δ small enough that the previous hold. Further we use the shorthand notation
Thus ν E ψ • Φ ψ also converges uniformly to ν E as ψ goes to zero in C 1 -sense. The second fundamental form on ∂E ψ can be written with help of u ψ
Omitting the details we may further compute that
on ∂E, where v 1 , . . . , v n is any orthonormal base of R n . Hence (5.1), (5.2) and (5.3) and the
τ ψ|) on ∂E with some constant C so (2.9) holds. Again by combining the expressions (5.2) and (5.3) we may write on ∂E
is a smooth map with Q( · , 0, 0) = P ∂E . Thus by using Taylor expansion we may write on ∂E
with some smooth S and r ij . Thus by substituting (5.5) and (5.1) to (5.4) we obtain the expression (2.8) after regrouping the terms and Lemma 2.8 is clear. Suppose that h ∈ L p (∂E ψ ) with 1 ≤ p < ∞ and ϕ ∈ C ∞ (∂E ψ ). By using the change of variable formula
−T → P ∂E and J τ Φ ψ → 1 uniformly on ∂E as ψ C 1 (∂E) tends to zero, then by decreasing δ, if necessary, we find a uniform constant C such that
, whenever ψ C 1 (∂E) ≤ δ. This establishes (2.10) and (2.11).
It follows from (2.10) that for every h ∈ L 6 (∂E ψ ) the norm h L 6 (∂E ψ ) controls uniformly every h L p (∂E ψ ) norm with 1 ≤ p ≤ 6. Hence it is sufficient to check Lemma 2.9 in the case p = 6.
Suppose that ϕ ∈C ∞ (∂E ψ ) (so ϕ = ∂E ψ ϕ dH n−1 = 0). Now Lemma 2.2 is satisfied with p = 6, r = q = 2, j = 0, m = 1 and n = 3, 4. In the case n = 3, the interpolation exponent is α 6 = 2 3
whereas for n = 4 we have α 6 = 1. Now we estimate ϕ L 6 (∂E ψ ) (2.10)
Thus by decreasing δ, if necessary, we obtain
with some constant C and Lemma 2.9 follows. Again it is enough to prove Lemma 2.10 for p = 6. For that choose any ϕ ∈ C ∞ (∂E ψ ). We define the smooth extension ϕ E ψ = ϕ • π ∂E ψ to some regular neighborhood of ∂E ψ as before. A straightforward but rather long computation yields
Hence with help of the previous identity
Again Lemma 2.2 is satisfied for ϕ with p = 6, r = q = 2, j = 1, m = 1 and n = 3, 4, where α 6 = 5 6 for n = 3 and α 6 = 1 for n = 4. Then
(2.10)+(2.11)
, when n is 3 or 4, so the previous estimate implies Lemma 2.10 in the case p = 6.
Time derivatives. In this subsection we derive the formulas (3.25) and (3.26) of Lemma 3.4. In particular, (3.25) is probably well-known, but for sake of completeness we prove it too.
It follows from the semi-group property that we need to check (3.25) and (3.26) at the time t = 0. At first we list some facts. For instance, (5.7) has been directly computed in [7] . There are also an open neighborhood U of t∈[0,T [ ∂E t × {t} and a smooth map H : U → T n such that H( · , t) = H t on ∂E t for every t ∈ [0, T [. Again we recall that every smooth flow admits a unique normal parametrization, for a compact setting in R n see [3, Theorem 8] (periodic case goes similarly), so we may assume (Φ t ) t∈[0,T [ to be such parametrization. That is,
on ∂E 0 for every t ∈ [0, T [, in particular X 0 = V 0 ν 0 on ∂E 0 . Suppose from now on that (E t ) t is a volume preserving mean curvature flow, so we may write 
