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Táto práce je zaměřená na algoritmy pro vyhledávání nejdelšího shodného prefixu (LPM),
což je klíčová operace při směrování a klasifikaci paketů v sítích TCP/IP. Spolu s po-
třebnou teorií je věnován prostor zhodnocení běžně používaných algoritmů s důrazem na
jejich rychlost a paměťovou efektivitu. Zaměření se pak orientuje na síte IPv6, jejich ty-
pické množiny prefixů a porovnávání vhodných algoritmů. Pak je pro vybraný algoritmus
navržena optimalizace a je provedena její implementace v programovacím jazyce Python.
Abstract
This thesis focuses on algorithms for longest prefix match (LPM), which is the key operation
in packet classification and routing in TCP/IP networks. A space for analysis of commonly
used algorithms with emphasis on their speed and memory efficiency is dedicated along
with necessary theory. Focus is then oriented on IPv6 networks, their typical prefix sets
and comparison of suitable algorithms. Afterwards, the optimization for selected algorithm
is suggested and implemented in programming language Python.
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Súčasná doba je charakteristická neustálymi technologickými pokrokmi so stále sa zrých-
ľujúcim časom príchodu nových technológií a prístupov na trh. Technologické vymoženosti
naberajú najmä na množstve svojich užívateľov a čase strávenom ich využívaním, čím sa
do vysokej miery prehlbuje masovosť. Inak to nie je ani v oblasti Internetu a počítačových
sietí.
Internet samotný narástol za posledné roky niekoľkonásobne, ba priam do gigantických
rozmerov. Jeho dostupnosť sa stala úplne bežnou pre každého z nás, bez časového obme-
dzenia, bez obmedzenia pokrytia signálu, či postupne aj zariadenia používaného pre jeho
navštevovanie. Zvýšením jeho veľkosti, a teda aj množstva dát prenášaných v sieťach, je
nutné prispôsobiť infraštruktúru pre zvládnutie tohto technologického rozmachu. Potrebná
je spoľahlivosť riešení zaručujúca čo najlepšiu dostupnosť, a rovnako aj rýchlosť prenášania
dát, ktoré svojim rastom na veľkosti čoraz viac zaťažujú prostredie Internetu. Podľa But-
terovho zákona sa množstvo dát prechádzajúcich optickým káblom zdvojnásobuje každých
9 mesiacov. Okrem zvyšovania kvality služieb je však nutné zaistiť aj ich bezpečnosť.
Za každým, na pohľad jednoduchým, úkonom pri komunikácii na sieti sa schováva
množstvo výpočetne náročných operácií, pri ktorých je kritická hlavne rýchlosť ich vy-
konania. Typickými operáciami sú filtrovanie, smerovanie, monitorovanie dátových tokov
alebo prehľadávanie hlavičiek paketov. So zvyšujúcou sa rýchlosťou komunikácie je po-
trebné za jednotku času vykonať stále viac operácií, na čo už výkon bežných procesorov
v PC či v dedikovaných serveroch nepostačuje a je potrebné úlohu hardwarovo akcelerovať.
K zvyšovaniu záťaže pri spracovaní taktiež prispieva prechod na novú verziu protokolu IP.
Verzia 6 protokolu IP prináša rapídne zväčšený adresný priestor, ktorý je už u IPv4 v pod-
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state vyčerpaný. Ďalším obmedzujúcim faktorom prenosu môže byť napríklad aj rýchlosť
zbernice.
Samotný vývoj špecializovaného hardware však nie je dostatočným riešením, vzhľadom
na jeho dobu vývoja a cenu. Pre dosiahnutie čo najlepšej efektivity je nutné sa venovať
priamo algoritmom v operáciách, ktoré sa používajú veľmi často. Takýmito algoritmami
sú práve aj algoritmy pre vyhľadanie najdlhšieho zhodného prefixu - LPM (Longest prefix
match). Jedná sa o jednu zo základných úloh pri spracovaní paketov používanú pri klasifiká-
cií a smerovaní paketov. Cieľom je dosiahnutie čo najlepšej rýchlosti algoritmu pri zachovaní
čo najnižších pamäťových nárokov. Táto práca sa venuje porovnaniu jednotlivých použí-
vaných algoritmov a ich prispôsobeniu pre IPv6. Mnoho riešení efektívne fungujúcich pre
IPv4, je pre novú verziu protokolu prakticky nepoužiteľné hlavne vzhľadom na pamäťové
nároky, ktoré IPv6 prináša. Každopádne práve efektívna funkčnosť algoritmov pre protokol
vo verzii 6 sa stáva v tejto dobe prioritnou. Po získaní prehľadu o algoritmoch a zhodno-
tení možností bude mojou úlohou navrhnúť a implementovať optimalizovanú verziu jedného
z algoritmov.
Obsah tejto práce je rozdelený do kapitol podľa logických celkov. Kapitola 2 obsahuje
potrebný teoretický úvod pre pochopenie problematiky. Nasleduje ju tretia kapitola s po-
pisom jednotlivých algoritmov LPM ako aj ich porovnaním. V ďalšej kapitole je priestor
pre navrhnutie a popis implementácie optimalizácie jedného z algoritmov, čomu nasleduje
kapitola venovaná testovaniu parametrov jednotlivých algoritmov. V záverečnej kapitole
dostáva priestor zhodnotenie vykonanej práce a zhrnutie dosiahnutých výsledkov. Takisto
je tu venovaný priestor možnému pokračovaniu práce.
4
Kapitola 2
Architektúra sietí a typické
operácie
V prvej kapitole bude priblížená základná teória pre pochopenie ďalšieho výkladu, ktorá
zahŕňa aj popis samotného zamerania využitia algoritmov pre vyhľadanie najdlhšieho zhod-
ného prefixu v typických operáciách počítačových sietí.
Najskôr sa pozrieme na architektúru klasického internetového modelu a na štruktúru
datagramov, ktoré sa v týchto sieťach prenášajú. Súčasná doba je taktiež dobou vyčerpania
adresového priestoru, čo prináša postupné zavádzanie novej verzie internetového proto-
kolu. Preto je v tejto kapitole taktiež zaradený popis verzií a motivácia tohto prechodu
na novú verziu. Nemenej dôležitým je popis kľúčových operácií, ktorých sa algoritmy LPM
zúčastňujú. Sú nimi klasifikácia a smerovanie paketov.
Z rôznych typov sietí bude táto práca venovaná problematike paketových sietí a sme-
rovaniu samotných paketov v nich. Práve tu sú algoritmy pre vyhľadávanie najdlhšieho
prefixu používané a je potrebná ich čo najvyššia efektivita.
2.1 Architektúra TCP/IP
Komunikačný protokol TCP/IP (Transmission Control Protocol/Internet Protocol) je v sú-
časnosti najrozšírenejším a najpopulárnejším z protokolov. V skutočnosti sa jedná o balík
alebo sadu protokolov, ktoré sa využívajú pri komunikácii. Najrozšírenejším ho robí najmä
jeho univerzálnosť, čo značí jeho plnú podporu a funkčnosť vo všetkých významných opera-
čných systémoch, a taktiež nezávislosť na prenosovej technológii. Napriek veľkým možnos-
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tiam jeho konfigurácie, stále ostáva jednoducho inštalovateľný a veľmi dôležitou vlastnosťou
je jeho plná smerovateľnosť. [10]
Obrázok 2.1: Porovnanie vrstvového modelu ISO/OSI a TCP/IP.
Typickým pre architektúru protokolu TCP/IP je jej vrstvový popis. Ten jasne zachy-
táva potrebu využívania ďalších protokolov na rôznych úrovniach komunikácie. Protokoly
každej vrstvy nadväzne spolupracujú od úrovne spracovania informácie zo siete, respektíve
vytvorenia informácie odosielanej do siete, až po úroveň starajúcu sa o samotný fyzický
prenos. Protokoly najvyššej vrstvy teda využívajú samotné aplikácie, ktoré využívajú pre-
nos dát po sieti. Naopak, najnižšia vrstva umožňuje priamy prístup k prenosovému médiu
v závislosti od implementácie siete. V úrovniach, medzi týmito hraničnými, sa nachádzajú
vrstvy starajúce sa o spoľahlivý prenos dát, a taktiež smerovanie a prepájanie datagramov




• vrstva sieťového rozhrania
V porovnaní s referenčným modelom pre komunikáciu v sieťach, ktorým je model
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ISO/OSI, je počet vrstiev odlišný. Príčinou je samozrejme to, že pri ISO/OSI sa jedná
o teoretický model slúžiaci ako predloha pre vytvorenie reálneho systému komunikácie.
V každom prípade sa v podstate jedná len o rozdiel hraníc jednotlivých vrstiev, pretože
funkčnosť zvyšných vrstiev je združená s inými. Reálnym a najväčším funkčným príkladom
využitia TCP/IP je samotný Internet.
2.2 Internetový protokol - IP
V tejto kapitole som čerpal najmä z [5]. Pakety alebo datagramy sú bloky dát zasielaných
v sieti. IP je definovaný ako protokol sieťovej vrstvy, ktorý je orientovaný dátovo a stará sa
o posielanie týchto blokových dát. Poskytuje službu nespoľahlivého prenosu dát, pri ktorom
neexistujú takmer žiadne záruky o doručení zaslaných dát. Tie teda môžu prísť poškodené,
nekompletné, mimo poradia, duplikátne alebo nemusia byť doručené vôbec. Veľmi zložitým
aspektom IP je smerovanie, ktoré je vykonávané každým zariadením v sieti. Medzisieťové
routre sa smerovaním starajú o správne rozhodnutie a preposlanie IP datagramov medzi
sieťami.
Pre Internet je internetový protokol nevyhnutným základom a v súčasnosti je ešte stále
používaná jeho štvrtá verzia (IPv4), ktorej adresový priestor je už v tomto momente vyčer-
paný. Nezabránila tomu ani metóda adresácie v podsieťach Network Address Translation -
NAT. IP adresa je jedinečným číselným identifikátorom fyzického sieťového zariadenia v sie-
ti, pomocou ktorej je možná komunikácia s inými zariadeniami práve pomocou protokolu
IP. Veľkosť adresy IPv4 je 32-bitová, čo zodpovedá počtu 232 možných jedinečných adries.
Typicky sa používa zápis pomocou štyroch 8-bitových čísel v desiatkovej sústave oddelených
bodkami, napríklad sa môže jednať o adresu zapísanú nasledovne 192.168.10.1. Pre vy-
hľadávanie najdlhšieho zhodného prefixu adresy sa používa ďalší typický zápis - prefixový.
V tomto prípade sa adresa zapíše v tvare, pri ktorom sa za adresou uvádza počet bitov
rozhodujúci o tom, aká časť adresy sa použije na adresovanie siete a aká na adresovanie
koncového zariadenia (napr. 192.168.0.0/16). V prípade použitia algoritmov tento zápis
určuje, aká časť adresy bude platná pre vyhľadávanie.
Pre naše operácie budeme z hlavičky IP datagramu využívať najmä IP adresy zariadení,
ale takisto sú často využívané aj napríklad údaje o použitom protokole transportnej vrstvy.
Hlavné problémy štvrtej verzie protokolu rieši jeho verzia 6. Tieto verzie sú momentálne
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podporované paralelne, čo so sebou prináša aj niekoľko bezpečnostných rizík.
2.2.1 IPv6
Napriek tomu, že Internetu stále vládne verzia protokolu 4, predurčenie jej štandardizova-
ného nasledovníka je jasné. Prioritou je postupné prechádzanie na IPv6 zvyšovaním jeho
nasadenia, pretože pomocou neho je dostupná stále len malá časť celkovej populácie staršej
verzie protokolu. S podporou verzie 4 sa počíta ešte na niekoľko rokov, ale čo najrýchlejšie
rozšírenie verzie 6 je nutné pre dramatický rozvoj Internetu a jeho kapacity. [4]
Najväčšou zmenou v rámci protokolu je dĺžka sieťovej adresy. Tá narástla z pôvodných
32 na 128 bitov. Logicky to značí nárast adresového priestoru do obrovských rozmerov,
pre nás v tejto dobe nepredstaviteľných, konkrétne na 2128 adresovateľných zariadení. Pre
bežný zápis adresy sa používa 32 hexadecimálnych číslic. Na adresu sa je možné pozerať aj
z pohľadu jej logických častí, pri ktorých prvá polovica adresy značí adresu siete a druhá
adresu zariadenia v sieti, pričom tá je často generovaná automaticky. Bežným zápisom ad-
resy je zápis do 8 skupín po štyroch hexadecimálnych čísliciach oddelených dvojbodkami
(napr. 2001:0db8:85a3:0000:0000:0000:0370:7334). Používa sa aj skrátený zápis ad-
resy, pri ktorom sa vynechávajú skupiny číslic obsahujúce nuly, čo môže vyzerať napríklad
ako 2001:0db8:85a3::0370:7334. Keďže je adresu možné dopočítať do 128 bitov, nie je
skrátený zápis problémom. Rovnako je možné vynechávať aj prvé nuly v skupine číslic.
IPv4 adresu je možné na verziu 6 jednoducho previesť. Existuje niekoľko špeciálnych adries
so zvláštnym významom. Nižšie sa nachádzajú zapísané v prefixovej notácií CIDR:
• ::/128 - akákoľvek adresa, použitie v software
• ::1/128 - loopback
• ::/96 - adresa kompatibilná s IPv4, použitie pri prevode v duálnych sieťach
• fe80::/10 - lokálna adresa
• ff00::/8 - multicast
Medzi ďalšie výhody IPv6 patrí priama podpora bezpečnostného rozšírenia IPsec (IP
security) a iných bezpečnostných prvkov, no na druhej strane za negatívum sa považuje
absencia NATu, ktorý slúžil súčasne ako jednoduchý firewall, čím sa bezpečnosť zas mierne
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Obrázok 2.2: Rozdiely medzi hlavičkami IPv4 a IPv6. Obrázok prevzatý z [6].
zníži. Významná je tiež podpora kvality služieb (Quality of Service - QoS), jednoduchosť
hlavičky datagramu, podpora mobilných zariadení, a tiež napríklad zjednodušenie prečíslo-
vania pri zmene ISP.
Hlavička datagramu sa zmenila, čo spôsobilo absenciu niektorých polí prítomných u star-
šej verzie, prípadne premenovanie iných. Celkovo je možno vyzdvihnúť zjednodušenie hla-
vičky. Zmeny v hlavičke datagramu sú zreteľné na obrázku vyššie 2.2. Absencia poľa kont-
rolného súčtu nie je radikálna, keďže kontrolný súčet je zvyčajne riešený na vyššej a nižšej
vrstve. Niektoré polia sa namiesto ich úplného zrušenia premiestnili do tzv. rozšírenej hla-
vičky, v ktorej je ich možné došpecifikovať. Na určenie nasledujúcej hlavičky slúži pole
s názvom
”
Next Header“, ktoré teda nemusí zákonite ukazovať na protokol vyššej vrstvy,
ale na ďalšie hlavičky definujúce rozšírené voľby.
2.3 Typické operácie v TCP/IP sieťach
Pri sieťovej komunikácii dochádza k niekoľkým dôležitým operáciám, ktoré sa opakujú veľmi
často. S každým prichádzajúcim paketom zo siete je nutné vykonať potrebnú akciu, ktorá
rozhodne o budúcnosti paketu. V prvom rade je dôležité zistiť o akú akciu sa má jednať,
aby bolo následne s paketom správne naložené. Bežným operáciám s paketmi predchádza
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ich klasifikácia podľa údajov uvedených v hlavičke paketu. Po klasifikácii potom nasleduje
vykonanie určitej akcie. Mnoho informácií je v tejto podkapitole čerpaných z [12].
2.3.1 Klasifikácia paketov
Ako už bolo spomínané vyššie, klasifikácia je základným úkonom prebiehajúcim nad každým
paketom zo siete. Predchádza mnohým úlohám, z ktorých môžeme spomenúť zaistenie QoS,
smerovanie, filtrovanie, monitorovanie zaujímavého toku či úlohy spojené so zaistením bez-
pečnosti na sieti. Vykonanie klasifikácie prebieha pomocou klasifikačného algoritmu, ktorý
prehľadáva množinu pravidiel zariadenia určujúcu činnosti, ktoré sa majú s prichádzajúcim
sieťovým tokom vykonať. Klasifikačný algoritmus teda pristupuje k množine pravidiel zaria-
denia. Tieto pravidlá sú v tabuľke zoradené podľa priority aplikácie, pričom ich špecifickosť
je rozdielna. Niektorými pravidlami je možné prikázať zariadeniu zahadzovať všetky prichá-
dzajúce pakety s určeným protokolom, iné môžu mať špecifikované aj IP adresy pôsobnosti
pravidla. Pravidlá môžu mať nasledovné podoby:
10 allow on 1 proto udp from any to 147.229.0.0 src-port 53
20 allow on 1 proto udp from 128.0.0.0/1 to any dst-port 22
30 block on 1 proto udp from 128.0.0.0/1 to any
60 block on 1 from any to any
Okrem pravidiel sa musí na vstupe algoritmu samozrejme nachádzať aj vstupný paket,
respektíve jeho hlavička. Z nej je pri klasifikácii používaných hneď niekoľko hodnôt. Typicky
to bývajú nižšie uvedené hodnoty:
• zdrojová a cieľová IP adresa
• protokol
• zdrojový a cieľový port
• prípadne aj iné hodnoty
Hlavnou podstatou klasifikácie je nájdenie a výber práve jedného pravidla, ktoré bude
použité. Vzhľadom na rôznu špecifickosť pravidiel sa môže stať, že vyhovujú viaceré pravi-
dlá, pričom v tomto prípade rozhoduje priorita pridelená každému z nich. Zariadenie môže
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teda naložiť s paketom podľa pravidla. Ak by sa vykonávala klasifikácia pre operáciu sme-
rovania, nasledovať by mohlo napríklad prepustenie paketu na ďalšie smerovacie zariadenie.
V iných operáciách by mohol byť paket zahodený, jeho prítomnosť by mohla byť zapísaná do
logu alebo by sa mohlo jednať o operácie spojené so zaraďovaním do fronty či s plánovaním.
[11]
Na operáciu klasifikácie sú neustále zvyšované nároky zo strany rýchlosti a priepustnosti
sietí. Momentálne sú už typicky používané siete s rýchlosťou 1Gb/s, ale poskytovatelia in-
ternetového pripojenia pracujú s rýchlosťou až 10Gb/s. V tom rýchlejšom prípade vychádza
pre zadaný najmenší Ethernetový paket a pre zadané podmienky približná doba pre spra-
covanie paketu 67,2 ns. Pri 1Gb/s linkách je to teda desaťnásobne viac. Pre ďalší rozvoj a
zrýchľovanie sietí je potrebné sa zamerať na dosiahnutie čo najlepšej rýchlosti spracovania,
k čomu sa dá pristupovať dvomi smermi. Jedným je zameranie pozornosti na vývoj špe-
ciálneho hardware, tým druhým je algoritmické zameranie, ktorému sa budem v tejto práci
ďalej venovať. Metódy prístupu ku klasifikácii rozdeľujeme na metódy vykonávajúce úplne
prehľadávanie, metódy založené na rozhodovacích stromoch, metódy využívajúce rozdelenie
priestoru prehľadávania a dekompozičné metódy. [17] Algoritmy LPM sú využívané práve
pri dekompozičných metódach. Činnosť týchto metód je možné rozdeliť na dve čiastkové
úlohy:
• vyhľadanie najdlhších zhodných prefixov pre údaje hlavičky paketu
• určenie zodpovedajúceho pravidla
2.3.2 Smerovanie paketov
V predchádzajúcej kapitole bolo spomenuté využitie klasifikácie paketov pri rôznych operá-
ciách. Jednou z najzákladnejších takýchto operácií, bez ktorej by sme sa v dnešnom svete
nemohli komunikovať s počítačmi mimo našej siete je smerovanie.
Hlavnou myšlienkou smerovania je doručovanie IP datagramov zo zdrojového uzla do
uzlu cieľového, pokiaľ možno čo najefektívnejšou cestou. Každý uzol na ceste k cieľovému sa
snaží určiť najvhodnejšiu cestu, ktorou by sa mal paket vydať. Na základe tohoto rozhodnu-
tia potom prepošle paket na zariadenie s adresou ďalšieho skoku (next-hop address). Tento
proces je vykonávaný na sieťovej vrstve smerovacieho zariadenia, či už sa jedná o smero-
vač (router), ktorý zabezpečuje spojenie s vonkajšími sieťami, alebo o koncové zariadenie
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určujúce smer zaslania vysielaných paketov. Každé z týchto zariadení má uloženú vlastnú
smerovaciu tabuľku obsahujúcu údaje o okolitej sieti. Typicky sú uložené prefixy adries, na
ktoré môžu pakety smerovať a k nim sa ukladá údaj o adrese ďalšieho skoku. Na koncovej
stanici sa v tejto tabuľke nachádza napríklad údaj o smyčkovej adrese (loopback) alebo
adrese predvolenej brány. Táto plní vlastne úlohu prvého smerovača. Cesta paketov na sie-
ti nie je jednoznačná a pakety často putujú do rovnakého cieľa rôznymi cestami. Spôsob
akým medzi sebou smerovacie zariadenia komunikujú určuje smerovací protokol. V praxi sa
používajú viaceré a niektoré z nich poskytujú svojimi vlastnosťami vyššiu efektivitu. Medzi
najznámejšie z nich patria protokoly rodiny RIP alebo napríklad protokol OSPF.
Veľkosť smerovacích tabuliek zariadení závisí od charakteru zariadenia, na ktorom sa
nachádzajú. Koncové stanice typicky ukladajú tabuľku s veľkosťou maximálne niekoľko
desiatok záznamov, no u smerovačov býva tento počet o poznanie vyšší, v závislosti od
umiestnenia smerovača. Pri veľkých sieťach a zariadeniach poskytovateľov internetového
pripojenia môže veľkosť smerovacích tabuliek dosahovať až niekoľko stotisíc záznamov.
Obrázok 2.3: Príklad smerovacej tabuľky.
Pre získanie predstavy teraz uvediem príklad smerovania pri komunikácii dvoch uzlov.
Uvažujme, že prvý uzol zasiela súbor paketov na uzol druhý. Môže sa jednať napríklad
o určitú požiadavku, odpoveď na prijatú požiadavku, prípadne nejaké zapúzdrené dáta. Pri
priamom smerovaní sa jedná o smerovanie v rámci jednej podsiete a pakety sú prenášané
v podstate priamo do cieľovej stanice. Pri nepriamom smerovaní sa postupne na predvolenej
bráne a ďalších smerovačoch určuje z tabuľky pravidlo, podľa ktorého bude preposlaný paket
na ďalšie zariadenie v sieti. Pre vybratie tohoto pravidla sa využijú algoritmy pre vyhľadanie
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najdlhšieho zhodného prefixu. Ak je výsledkom vyhľadávania viac pravidiel, vyberie sa
z nich to špecifickejšie. Po určitom počte skokov sú pakety doručené do smerovača, ktorý
vo svojej smerovacej tabuľke obsahuje adresu cieľovej stanice vo forme záznamu ďalšieho
skoku. Súbor paketov bol teda doručený do svojho cieľa, pričom cesta jednotlivých paketov
sa mohla odlišovať.
2.3.3 Filtrovanie paketov
Ďalšou zo základných sieťových operácií využívajúcich klasifikáciu je filtrovanie sieťovej pre-
vádzky, a teda paketov vstupujúcich a vystupujúcich zo siete. Je to jedno z najznámejších
a najrozšírenejších bezpečnostných opatrení v počítačových sieťach. Tento spôsob zabez-
pečenia sa využíva v zariadeniach so všeobecne známym názvom firewall. Väčšina bežných
užívateľov používa firewall v softwarovej forme, pričom je jeho funkcionalita zapúzdrená naj-
častejšie v antivírovom riešení, prípadne priamo v operačnom systéme. Firewallová ochrana
je však používaná aj v hardwarovej podobe. V tomto prípade sa jedná o jedno alebo niekoľko
spolupracujúcich zariadení nasadených v sieti alebo na koncovom zariadení. Zjednodušený
základný princíp ich funkcionality je uvedený nižšie.
Úlohou zariadenia je v princípe sledovať a riadiť sieťové prenosy a ochraňovať pred ne-
vyžiadanými komunikáciami a neautorizovanými prístupmi. Základné činnosti vykonávané
nad paketmi firewallom sú vlastne dve. Buď je paketu povolený prechod, alebo je mu prístup
odoprený a paket je zahodený. Firewall je vlastne akýmsi arbitrom nad prístupovým bodom,
ktorý dovoľuje určité typy komunikácie, iné zas nie. Rozhodovanie o akú z týchto činností
pôjde sa deje na základe definovaných pravidiel. Proces definície pravidiel sa v tomto prípade
dá nazvať konfiguráciou firewallu, keďže sa vlastne nastavuje jeho správanie voči určitým
typov prichádzajúcich a odchádzajúcich paketov. Keď už spomíname odchádzajúce pakety
je potrebné povedať, že niektoré typy firewallov riadia iba prichádzajúcu komunikáciu, iné
sa zas starajú a filtrujú obojsmerný prenos. Riadenie odchádzajúceho prenosu je používané
napríklad vo firemných sieťach pre určenie autorizovaných a neautorizovaných prenosov.
Rovnako ako sú pri smerovaní záznamy organizované v smerovacej tabuľke, takisto pri fil-
trovaní má firewall uložené všetky svoje definované pravidlá v tabuľke. Súčasťou pravidla
sú rôzne detaily jeho špecifikácie. Menovite sa jedná napríklad o IP adresy, protokoly alebo
porty.
O osude prichádzajúceho paketu teda rozhodne pravidlo vyhľadané algoritmom pre
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nájdenie najdlhších zhodných prefixov z údajov hlavičky paketu a detailov pravidiel. Medzi
viacerými aplikovateľnými pravidlami sa rozhodne na základe detailnosti špecifikácie pra-
vidla, priority alebo jednoducho poradím pravidla. V skutočnosti existuje niekoľko typov
firewallov odlišujúcich sa rôznymi úrovňami funkcionality, prípadne vrstvami sieťového mo-
delu, v ktorých vykonávajú svoju činnosť. Ich rolu však niekedy plnia aj iné zariadenia
princípom vykonávania svojej funkcie.
Často býva zvykom, že firewall využíval pri svojej činnosti rovnakú funkcionalitu ako
NAT. Napriek faktu, že táto funkcionalita bola vytvorená pre zvýšenie počtu adresovateľ-
ných počítačov v jednej podsieti, princíp akým funguje má vplyv na zvýšenie bezpečnosti.
Jedná sa vlastne o modifikáciu hlavičky paketov, ktorá zaistí zabezpečenie skrytím skutoč-
nej adresy stanice tým, že je stanici pridelená privátna sieťová adresa.
Obrázok 2.4: Príklad firewallu chrániaceho prenos medzi lokálnou a vonkajšou sieťou. Ob-




Cieľom tejto kapitoly je ponúknuť čitateľovi prehľad používaných algoritmov pre vyhľadanie
najdlhšieho spoločného prefixu. Ich úlohou je nájsť čo najšpecifickejší záznam zo vstupnej
množiny prefixov zodpovedajúci hodnote na vstupe. V prvom rade je dôležité uviesť niekoľko
podstatných informácií o typických množinách prefixov IPv6 adries, s ktorými budeme ďalej
pracovať.
V ďalšej časti kapitoly sa venujem popisu princípu fungovania každého z algoritmov a
ich detailov. Súčasťou popisu každého algoritmu sú aj parametre jeho pamäťovej efektivity
a rýchlosti. Pre protokol IPv6, v porovnaní s IPv4, je efektivita algoritmov rozdielna. Algo-
ritmy dosahujúce veľmi dobré výsledky na staršom protokole sú pri novej verzii limitované.
Toto je bohužiaľ nutná daň zapríčinená zlepšeniami, ktoré tento protokol prináša. Zvyšova-
ním podielu IPv6 bude náročnosť vyhľadávania najdlhších spoločných prefixov ďalej stúpať,
a to kvôli postupne sa zväčšujúcemu adresnému priestoru, ktorý bude nutné prehľadávať.
Testovaním jednotlivých algoritmov sa budem snažiť demonštrovať vhodnosť algoritmov
používaných pre IPv4 pre rozumné použitie v spojení s IPv6. Algoritmy budú preberané
postupne od najjednoduchších po v súčasnosti najlepšie riešenia, odlišujúce sa technikou
prehľadávania či adresovaním pamäte. Zvyčajnou hardwarovou implementáciou pre LPM sú
pamäte TCAM (Ternary content-addressable memory), ktoré sú však drahé a ich kapacita
je značne obmedzená. Aj preto sa zameriavame na algoritmy ako také. V závere kapitoly
uvedené informácie vyúsťujú k porovnaniu jednotlivých algoritmov a ich parametrov. [18]
Zo začiatku kapitoly sa budeme venovať popisu algoritmov využívajúcich jednoduchšie
princípy a postupne sa prepracujeme zložitejším metódam pracujúcich na komplexnejších
štruktúrach. Väčšina popisovaných algoritmov je založená na štruktúre trie, nájdu sa však
15
aj také, ktoré pre prácu využívajú napríklad hashovacie tabuľky. Osobitnú kategóriu tvo-
ria prvé dva popisované algoritmy binárneho vyhľadávania. Ako posledný bude popísaný
algoritmus HTB, z ktorého bude vychádzať ďalšia implementácia.
3.1 Binary Search on Ranges
Pri tomto algoritme každý prefix zo vstupnej množiny prefixov reprezentuje určitý rozsah.
Množina prefixov je teda akousi množinou rozsahov, pričom jednotlivé rozsahy môžu byť
do seba vnorené. Menší rozsah vždy reprezentuje dlhší nájdený prefix. Na obrázku 3.1 je
graficky znázornená vzorová množina rozsahov. Túto reprezentáciu je jednoduché previesť
do tabuľky, v ktorej sú jednotlivé prefixy expandované pomocou 0 a 1 tak, aby pokrývali
celý priestor. [9]
Pri vyhľadávaní potom nájdeme vyhľadávaný prefix medzi dvomi položkami tabuľky
pričom výsledkom bude práve prvá z nich. Problematická môže byť operácia modifikácie
množiny prefixov, pretože pri každej modifikácií je nutné rozsahy v databáze prepočítať.
Výhodou je využívanie pamäte a pre IPv4 je počet prístupov do pamäte približne rovnaký
ako u ostatných metód. Pri pokuse o použitie s IPv6 je však na rozdiel od metód založe-
ných na stromovej štruktúre s lineárnym nárastom prístupov do pamäte, nárast prístupov
logaritmický.
Obrázok 3.1: Binárne vyhľadávanie na rozsahoch. Obrázok prevzatý z [9].
3.2 Binary Search on Prefix Length
Ideou je modifikácia tabuľky prefixov tak, aby bolo možné využitie hashovania. Keďže
nie je známa metóda hashovania záznamov rôznych dĺžok, je využívané len hashovanie na
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rovnakej dĺžke. Vykonávané však nie je postupné hashovanie pre každú dĺžku, ale používa sa
binárne vyhľadávanie s logaritmickým počtom krokov. Problémom metódy je najmä vysoká
pamäťová náročnosť a operácia aktualizácie pravidiel vyhľadávania. Výhodou metódy je
však veľmi malý počet prístupov do pamäte.
3.3 Trie
Najjednoduchším algoritmom využiteľným pre vyhľadanie najdlhších zhodných prefixov je
algoritmus Trie. Jedná sa v podstate o stromovú štruktúru, obsahujúcu binárne podoby
prefixov. V každom z uzlov je uložená bitová hodnota 0 alebo 1 reprezentujúca bit adresy,
pre ktorú je prefix vyhľadávaný. Prechod od koreňa k poslednému nájdenému uloženému
prefixu stromu, reprezentujúci cestu prehľadávania stromu cez jednotlivé uzly, je potom
najdlhším zhodným prefixom. Koreňový uzol predstavuje ľubovoľnú adresu. Každý uzol
obsahuje 2 ukazovatele na potomkov, pričom ľavý reprezentuje hodnotu bitu 0 a pravý
hodnotu 1. [13]
Obrázok 3.2: Príklad skonštruovaného stromu Trie.
Pred začatím vyhľadávania je nutné stromovú štruktúru vytvoriť na základe vstupnej
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množiny prefixov, samotné vyhľadávanie je potom veľmi jednoduché a intuitívne. Vstupná
adresa sa postupne berie po bitoch, od najvýznamnejšieho po najmenej významný. Podľa
hodnoty vybratého bitu adresy sa potom pre ďalší prechod vyberie ľavý podstrom v prípade,
že sa jedná o hodnotu 0 a pravý pokiaľ je hodnota bitu 1. Počas postupovania stromom
je nutné testovať jednotlivé uzly na prítomnosť uloženého prefixu a ukladať si záznamy
o výskytoch. Tento postup sa opakuje až do dosiahnutia listového uzlu, teda do momentu,
kedy nie je viac čo prehľadávať. Posledný uložený prefix na ceste je potom hľadaný najdlhší
spoločný prefix.
Tento algoritmus sa v základnej podobne nepoužíva, je ale dobrým východiskom pre
jeho modifikácie. Jeho štruktúra je ľahko modifikovateľná a vytvárateľná. Časová zložitosť
algoritmu je lineárna a závisí na dĺžke hľadaných prefixov. Pamäťová zložitosť taktiež záleží
na dĺžke prefixov a rovná sa počtu možností pre dĺžku adresy. Vzhľadom na to, že IPv4 má
veľkosť 32 bitov, algoritmus vykoná najviac 32 prístupov do pamäte. Pre IPv6 adresy by
sa teda jednalo o 128 prístupov do pamäte.
3.4 Controlled prefix expansion
Miernym vylepšením predchádzajúceho algoritmu je algoritmus CPE. Podrobné informácie
o algoritme je možné nájsť na odkaze [15]. Rovnako používa stromovú štruktúru Trie, no na
rozdiel od základnej štruktúry unibit Trie obsahuje každý uzol CPE niekoľko prefixových
záznamov po niekoľko bitov. Každý ďalší uzol teda nereprezentuje iba jeden nasledujúci
bit, ale súčasne niekoľko bitov. Množstvo bitov obsiahnutých v jednom uzle pritom určuje
nastaviteľná dĺžka kroku - tzv. stride length. Veľmi dôležité je zvolenie vhodnej dĺžky tejto
striedy vzhľadom na to, že priamo ovplyvňuje rýchlosť algoritmu. S vyššou striedou sa
zvyšujú pamäťové nároky algoritmu, zvyšuje sa však aj jeho rýchlosť.
Keďže je množstvo bitov prefixu určené hodnotou, žiadny uzol nemôže obsahovať menej
bitov ako je hodnota striedy. Prefixy dĺžky rôznej od násobkov striedy, potom musia byť
rozšírené na dĺžku jedného z týchto násobkov. Toto rozšírenie sa deje doplnením všetkých
možností expandovaných prefixov z možných nasledujúcich bitov samozrejme v prípade, že
takýto skutočný prefix ešte neexistuje. Pre prefix 1* a striedu dĺžky 3 bude toto rozšírenie
obsahovať prefixy 100, 101, 110, 111.
Počet následníkov uzlu je na rozdiel od algoritmu Trie 2n a samotný uzol CPE je repre-
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zentovaný pomocou 2 polí. Prvé pole obsahuje možné prefixy uzlu danej dĺžky a jeho veľkosť
je 2n. Druhé pole obsahuje ukazovateľ na pole možných nasledujúcich bitov a jeho veľkosť
je rovnaká. V prípade, že záznam poľa na mieste odkazu neobsahuje žiadnu hodnotu, jedná
sa o zbytočné plytvanie pamäťou. Preto bola pre tento algoritmus zavedená optimalizácia
pomenovaná leaf pushing. Toto vylepšenie používa namiesto 2 polí iba jedno, ktoré ob-
sahuje buď záznam o prefixe alebo odkaz na ďalší uzol. Toto však ovplyvňuje prefixy dĺžky
rovnej násobku striedy, ktoré budú v tomto prípade uložené až v nasledujúcom uzle a to s
plnou expanziou.
Najväčšia výhoda CPE je zrejmá a je ňou spracovanie niekoľkých bitov zo vstupu záro-
veň, čo dovoľuje menší počet prístupov do pamäte a tak vyššiu rýchlosť. Pri práci s väčším
množstvom prefixov sa však môže plne prejaviť jeho vysoká spotreba pamäte. Na obrázku
3.4 nižšie sa najskôr nachádza ukážková štruktúra CPE bez optimalizácie a s optimalizáciou
”
leaf pushing“.
Obrázok 3.3: Vľavo CPE štruktúra bez optimalizácie, vpravo s optimalizáciou
”
leaf
pushing“. Obrázok je prevzatý z [17].
3.5 Lulea compressed tries
Snahu pre ešte lepšie využívanie pamäte predstavuje ďalšia metóda, obohacujúca koncept
CPE o ďalší prvok. Optimalizácia CPE pri metóde Lulea [19] spočíva v použití jedinej
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hodnoty namiesto opakovanej hodnoty uloženej v pamäti za sebou. Jedná sa samozrejme
o hodnoty obsahujúce informácie o prefixe v uzle a odkazy do ďalších uzlov. Pre tieto
potreby je v uzle nutné zaviesť bitmapu, ktorá bude identifikovať miesta v ktorých sú opa-
kované elementy vynechané. V prípade uložených elementov
”
AAAAABBAAACCCCCC“





je viditeľne výrazné šetrenie pamäte prihliadajúc na to, že každý element je odkazom. Na
obrázku nižšie je možno vidieť ukážku redukovaných uzlov pomocou bitmapy, pričom prvý
uzol obsahoval pôvodne nasledovné hodnoty: P3, P3, P1, P1, ptr1, P4, P2, ptr2 [17]. Z re-
dukovanej hodnoty je pozorovateľné, že samotný záznam bol redukovaný o 2 hodnoty.
Pri vyhľadávaní v tejto štruktúre sa používa daný počet bitov vstupného prefixu. V prí-
pade ukončenia vyhľadávania bez nájdenia prefixu dopočítame adresu prefixu ako počet
jednotiek v bitmape do indexu, v ktorom vyhľadávania skončilo. V uzle na obrázku na-
pravo by teda po neúspešnom vyhľadávaní bol vypočítaný index 4, na ktorom sa nachádza
P5. Veľkou nevýhodou je zložitá a značne pomalá operácia vkladania nového prefixu do
štruktúry.
Obrázok 3.4: Štruktúra LC tries. Obrázok je prevzatý z [17].
3.6 Tree Bitmap
Výraznou modifikáciou algoritmu Trie, hlavne z pohľadu efektivity, je algoritmus Tree-
Bitmap. Jeho podstatou je spracovanie viacerých bitov vstupnej adresy v rámci jedného
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uzlu, preto hovoríme o jeho spracovávaní ako o
”
multibit“ na rozdiel od
”
unibit“ pri Trie.
Toto zlepšenie prináša nutnosť využívania menšieho pamäťového priestoru a celkovo menšiu
vytvorenú stromovú štruktúru. Výrazné zrýchlenie sa prejavilo aj pri samotnom vyhľadá-
vaní pomocou algoritmu.
Dá sa povedať, že jeden uzol štruktúry Tree Bitmap v sebe zahŕňa niekoľko uzlov štruk-
túry Trie, pričom počet súčasne spracovávaných bitov je parametrizovateľný. Znamená to,
že veľkosť jedného uzlu, počet jeho potomkov a od toho sa odvíjajúca aj veľkosť stromo-
vej štruktúry, sú nastaviteľné jedným parametrom v podobe čísla n. Pre zadanú hodnotu
n bude jeden uzol ukladať n bitov adresy a bude mať 2n ukazovateľov na svojich potom-
kov. Pamäťové záznamy jednotlivých synovských uzlov sa pritom nachádzajú uložené za
sebou, čo znamená, že postačuje ukladať ukazovateľ na prvý zo synovských podstromov
a ostatné sú jednoducho dopočítateľné pomocou offsetu. Implementácia myslí aj na prípad,
kedy je jeden z podstromov vynechaný alebo prázdny. Platnosť podstromu je zakódovaná
v jednoduchej bitmape. Ak sa v nej, na konkrétnej pozícií, nachádza uložená hodnota 1,
podstrom je platný. V opačnom prípade podstrom neexistuje. Táto bitmapa sa zvykne
nazývať
”
externou bitmapou“ a je ukladaná pre každý uzol.
Pre vykonanie svojej funkčnosti musí však algoritmus poznať pozície uložených prefixov.
Tieto pozície sú uložené v ďalšej bitmape, ktorá je taktiež ukladaná každému uzlu a nazýva
sa
”
interná bitmapa“. Tá funguje obdobne ako predošlá, s tým rozdielom, že ukladá výskyty
prefixov. Čísla prefixov sú rovnako uložené v pamäti za sebou, a preto znova postačí len
ukazovateľ na prvý z nich a bitmapa platných prefixov. [8]
Vyhľadávanie pomocou tohto algoritmu je pomerne jednoduché. Princíp je založený
na pôvodnom Trie algoritme. V jednom kroku je spracovaných n bitov adresy, určených
parametrom. Vyhľadávanie začína v koreni stromu. Zo vstupnej adresy je spracovaných
n bitov, ktoré sa použijú ako index ukazujúci do externej bitmapy, obsahujúcej platnosti
synovských podstromov. Ak sa na tejto pozícií nachádza indikácia platnosti, vyhľadávanie
bude pokračovať v ďalšom podstrome, ktorého ukazovateľ sa jednoducho dopočíta pomocou
offsetu, založenom na počte záznamov s hodnotou 1, nachádzajúcich sa pred pozíciou urče-
nou našim indexom. Pred samotným pokračovaním vyhľadávania v ďalšom podstrome sa
však na základe internej bitmapy skontrolujú platné prefixy na ceste a ich prípadný výskyt
sa zaznamená. Tento postup sa opakuje do vyčerpania vstupných bitov z adresy, alebo je
predčasne ukončený, ak je veľkosť stromu menšia a dosiahne sa jeho koniec.
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Obrázok 3.5: Dátová štruktúra Tree Bitmap pre n=3. Obrázok prevzatý z [17].
Použitie tohto algoritmu v praxi je veľmi časté, hlavne pre využitie jeho vysokej rýchlosti
vyhľadávania, a pritom pomerne nízkej obtiažnosti implementácie v hardware. Pre efekti-
vitu je rozhodujúca voľba parametru n, ktorého najčastejšie používanou hodnotou v praxi
je 3, prípadne 4. Pri príliš vysokej hodnote n sa značne zvyšujú pamäťové nároky algo-
ritmu, nízke hodnoty zas znižujú jeho efektivitu. Časová zložitosť algoritmu sa považuje za
lineárnu. Závisí však od dĺžky vstupnej hodnoty, ktorá je pri IP adresách vždy konštantná.
Môžeme teda povedať, že aj časová zložitosť algoritmu je konštantná. Algoritmus si zís-
kal vysokú popularitu pre použitie s protokolom IPv4. Pre protokol IPv6 je, vzhľadom na
neúnosné pamäťové nároky, prakticky nepoužiteľný.
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3.7 Shape-shifting tree
Metóda Shape-shifting tree priamo nadväzuje na Tree Bitmap metódu a priamo sa snaží
zlepšiť jej vlastnosti. Informácie o tomto algoritme sú čerpané najmä z [14] a [13]. Tree
Bitmap je metóda problémová hlavne z pohľadu využitia v praxi. Ideálnym prípadom tejto
metódy by bolo používanie plne zaplneného vyváženého stromu, čo sa málokedy vyskytuje.
Metóda SST sa práve preto snaží o elimináciu výskytov dlhých nevetvených ciest a iných
nesúmerností vyskytujúcich sa v strome prefixov.
Reprezentácia uzlov je v prípade SST veľmi podobná ako u metódy Tree Bitmap. SST
má rovnako jeden vstupný parameter, ktorý však nesie v tomto prípade odlišný význam.
Určuje maximálny možný počet jednoduchých uzlov trie v rámci jedného SST uzla. Rovnako
je spoločným znakom týchto dvoch metód aj výskyt bitmáp plniacich totožnú funkciu -
jedná sa o internú (IBM) a externú bitmapu (EBM). U SST je ale pre každý uzol
ukladaná dodatočná bitmapa, tzv. shape bitmap (SBM) slúžiaca pre popis tvaru uzlu.
Veľkosť tvarovej bitmapy je pre SST uzol veľkosti K, práve 2K. Táto bitmapa indikuje tvar
SST uzla, na základe informácií o potomkoch jednotlivých uzlov, v rámci konkrétneho uzla
SST. V prípade, že jednoduchý uzol v rámci SST uzla nemá na danom mieste potomka,
bitmapa indikuje túto skutočnosť zapísaním hodnoty 0 do príslušného bitu. V opačnom
prípade sa do príslušného bitu zapíše 1. Vzhľadom na skutočnosť, že SST štruktúra obsahuje
uzly rôznych tvarov, uzly sú prechádzané vždy v breadth-first poradí a v rovnakom poradí
sú teda aj bity jednotlivých bitmáp.
Základným problémom pri práci s metódou Shape-shifting tree je samotné vytvorenie
SST štruktúry. Keďže sa snažíme o elimináciu dlhých nevetvených ciest, dôležitým kritériom
je pre nás výška stromu. Vytvorený strom by taktiež nemal obsahovať žiadne zbytočné
uzly a preto je druhým kritériom počet uzlov stromu. Ideálne by bolo udržať obe tieto
kritériá na minime, čo však z dôvodu, že idú proti sebe, nie je možné. Zameriame sa tak
na čo najmenší počet prístupov do pamäte a tak bude kľúčovým kritériom práve počet
uzlov stromu. Princíp operácie vytvorenia SST štruktúry je relatívne náročný a v ideálnom
prípade je táto operácia vykonaná len raz. Pri vytváraní SST štruktúry je nutné vykonať
minimálne 2 priechody štruktúrou trie. V prvom priechode sú jednotlivé uzly ohodnotené
podľa počtu uzlov v podstrome, ktorému sú koreňom. V druhom priechode potom trie strom
rozsekáme na SST uzly, pričom začneme uzlami, ktorých ohodnotenie je menšie alebo rovné
požadovanému maximálnemu počtu uzlov v SST uzle. Po prejdení všetkých uzlov stromu
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dostaneme SST s minimálnou možnou výškou stromu.
Vyhľadávanie je potom v tejto štruktúre veľmi rýchle. Začína v koreňovom uzle a princi-
piálne je rovnaké ako u klasického TBM. Hlavným problémom je však správne dekódovanie
tvarovej bitmapy a pohyb v rámci SST uzla. Na tieto úkony je nutné využívať niekoľko po-
mocných funkcií a premenných, čo len potvrdzuje komplexnosť metódy. Podľa dopočítaného
pomocného indexu do SBM je dané, či výpočet zostáva v SST uzle (hodnota na zodpove-
dajúcom indexe SBM je rovná 1), alebo bude výpočet v prípade existencie synovského uzla
pokračovať práve v ňom (hodnota na indexe do SBM je 0). Existenciu synovského uzla
zistíme pomocou externej bitmapy. Zároveň je nutné v každom kroku vyhľadávania kon-
trolovať obsah internej bitmapy na výskyty platných prefixov na ceste prechodu stromom.
Výsledkom vyhľadávania je práve posledný nájdený prefix.
Aj napriek tomu, že je tento algoritmus značne zložitý, sú jeho výhody vysoko preva-
žujúce. Hlavným prínosom je vysoká rýchlosť vyhľadávania a nízke pamäťové nároky. Pre
zachovanie týchto pozitív je potrebné čo najviac sa vyvarovať pridávaniu ďalších prefixov
a akýchkoľvek modifikácií stromu. Veľmi dôležitým je pre nás aj fakt, že je táto metóda ako
jedna z mála vhodná na použitie s IPv6.




Tento algoritmus nie je, na rozdiel od predošlých, založený na stromovej štruktúre. Vzhľa-
dom na to, že ide o experimentálnu metódu, ktorá nie je bežne v praxi používaná zdrojom
informácií o nej je práca v ktorej je popisovaná [13]. Jeho myšlienkou je využívanie rýchlosti
a možnosti paralelizácie hashovacích tabuliek. Algoritmus má jeden vstupný parameter - p
určujúci počet hashovacích tabuliek a teda aj počet podmnožín, do ktorých bude vstupná
množina prefixov rozdelená. Každá hashovacia tabuľka bude teda obsahovať jednu podm-
nožinu prefixov.
Problémom je v tomto prípade dĺžka prefixov. Pre hashovacie tabuľky platí, že dĺžka
všetkých prefixov uložených v tabuľke musí byť rovnaká. Toto je možné riešiť expanziou
prefixov na pomocné prefixy. Ak budeme mať napríklad v podmnožine pre dĺžku prefixov
m prefix s dĺžkou n, a bude platiť, že dĺžka prefixu n je menšia ako požadovaná m(n < m),
vytvoríme pre prefix dĺžky n prefixy dĺžky m pokrývajúce všetky možnosti. Pre prefix 1110
dĺžky n = 4 a požadovanej dĺžke pre podmnožinu m = 6, budú expandované nasledovné
prefixy: 111000, 111001, 111010, 111011.
Expandovaním jednotlivých prefixov pri nevhodnom nastavení parametra p sa môže
stať, že bude pamäťou vo vysokej miere plytvané. Základnou možnosťou je rovnomerné roz-
delenie intervalu na počet častí určených parametrom. Inou možnosťou je manuálne určenie
jednotlivých hraníc dĺžok. Vhodným riešením je však vypočítanie počtu nutných expanzií
pre jednotlivé zvolené hranice na základe histogramu dĺžok prefixov z danej množiny. Takto
by bolo možné nájsť vhodnú kombináciu nastavenia hraníc pre optimálne riešenie, avšak
táto operácia by bola veľmi náročná na vykonanie.
Naopak veľmi jednoduchou operáciou je samotné vyhľadávanie najdlhšieho spoločného
prefixu. Každej hashovacej tabuľke sa predloží prvých m bitov hľadaného prefixu a vo všet-
kých tabuľkách sa hľadá súčasne. Výsledkom vyhľadávania je potom prefix nájdený v ta-
buľke s najväčšou hranicou dĺžky m.
Táto metóda má vysoký potenciál rozvíjania, vzhľadom na jej vysokú rýchlosť a možné




Hlavnou nevýhodou algoritmu Tree Bitmap, z ktorého tento algoritmus vychádza, je jeho
nemožnosť praktického použitia pre prefixy o veľkosti štandardu IPv6. Cieľom pri vytváraní
Hash-Tree Bitmap algoritmu bolo práve zameranie sa na odstránenie tejto nevýhody a jeho
vylepšenie pre spracovanie veľkého množstva dát.
Keďže algoritmus priamo vychádza z Tree Bitmap, jeho dátová štruktúra je taktiež
podobná. Ako už bolo spomenuté vyššie, jedná sa v podstate o štruktúru bitového stromu
využívanú v algoritme Trie, vylepšenú o zapúzdrenie niekoľkých uzlov do jedného. V prípade
algoritmu HTB je táto dátová štruktúra navyše obohatená o sadu hashovacích tabuliek.
Tieto sa starajú o zefektívnenie výpočtu tým, že určia ukazovateľ na uzol v štruktúre
stromu TreeBitmap, a teda v podstate preskočia niekoľko krokov výpočtu. [18]
Tree Bitmap pri svojej práci začína vždy od koreňa stromu a často musí cestou zbytočne
prehľadávať dookola tie isté uzly. Pri dlhších prefixoch to znamená, že počet prístupov do
pamäte je značne vysoký.
Zníženie prístupov do pamäte, a prípadne aj pamäťových nárokov, je práve z tohto
dôvodu tým, na čo sa algoritmus HTB sústredí. Jeho priebeh vyhľadávania najdlhších spo-
ločných prefixov sa dá rozdeliť na dva základné kroky:
• získanie ukazovateľa na uzol štruktúry Tree Bitmap
• dohľadanie od určeného uzlu
V prvom kroku sa prefix porovnáva s prefixmi rôznych dĺžok odkazujúcich do jednotli-
vých úrovní stromu uložených v hashovacích tabuľkách. Po skončení vyhľadávania vo všet-
kých tabuľkách sa určí, ktorý z nájdených prefixov v tabuľkách je najdlhší. Z toho sa vyberie
záznam obsahujúci ukazovateľ na uzol stromovej štruktúry. Od tohto uzla bude následne
vyhľadávanie pokračovať, až kým nenarazí na hraničnú dĺžku, na ktorú odkazuje hashovacia
tabuľka pre väčšiu dĺžku. Keďže pre ňu nebol nájdený prefix už v prvom kroku, vyhľadávanie
pre túto dĺžku nie je nutné.
V hashovacích tabuľkách sa nachádzajú záznamy rôznych dĺžok a každá z nich prehľa-
dáva prvých niekoľko bitov adresy. Napríklad môžu existovať tabuľky pre dĺžky vždy väčšie
o 8 bitov, teda 8, 16, 32 a tak ďalej. V každej tabuľke sa potom vyhľadáva prefix zodpove-
dajúcej dĺžky. Nájdenie ukazovateľa na uzol stromu prebieha iba pomocou 2 prístupov do
pamäti za predpokladu, že vyhľadávanie v tabuľkách je paralelné s konštantnou rýchlosťou.
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Obrázok 3.7: Ukážka práce Hash-Tree Bitmap. Obrázok prevzatý z [18].
Maximálny počet prístupov do pamäte závisí na stupni uzlov štruktúry Tree Bitmap
a od vzdialenosti dĺžky medzi dvoma susednými hashovacími tabuľkami. Časová náročnosť
je priamo závislá na parametri stromu, a teda na maximálnom počte krokov vykonaných
v jednom úseku stromu. Nastavenie malého počtu krokov vedie k vysokej rýchlosti, ale





Táto kapitola sa zaoberá navrhnutím optimalizácie existujúceho algoritmu. Implementácia
a princíp navrhnutého zlepšenia algoritmu je popísaný v niekoľkých podkapitolách nižšie.
V prvom rade je ale spomenutá výskumná skupina ANT@FIT, ktorej projektu je táto práca
súčasťou. Kapitola obsahuje tiež popis frameworku Netbench, ktorého súčasťou je aj sekcia
venovaná LPM. Tento nástroj je základným prvkom, na ktorom je založená implementá-
cia už existujúcich algoritmov. Rovnako sa jeho súčasťou stane aj novoimplementovaný
algoritmus.
4.1 Netbench
Téma mojej diplomovej práce sa venuje problematike, ktorou sa zaoberá výskumná sku-
pina ANT (Accelerated Network Technologies) [1]. Domovom tejto skupiny je od roku 2009
kedy vznikla Fakulta Informačních Technologií Vysokého učení technického v Brně. Práca
bola vypracovaná za spolupráce s uvedenou výskumnou skupinou a jej členmi. Skupina
ANT@FIT v súčasnosti pracuje s viacerými úlohami, ktorými sú operácie analýzy hlavičiek
paketov, klasifikácia paketov, udržiavanie a správa sieťových tokov, hľadanie najdlhšieho
spoločného prefixu a hľadanie reťazcov alebo regulárnych výrazov. Pre tieto úlohy slúži
postupne zdokonaľovaný a dopĺňaný framework Netbench. Jedná sa o súbor knižníc napí-
saných v jazyku Python, obsahujúci moduly pre jednotlivé oblasti činnosti skupiny.
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Obrázok 4.1: Objektový model pre LPM časť.
Jedným z týchto modulov je aj časť venovaná LPM, ktorá predstavuje základ pre reali-
záciu mojej diplomovej práce a obsahuje priamo implementácie algoritmov LPM a ostatných
tried, ktoré sú využívané spoločne aj pre iné časti projektu. Jedná sa o triedy parsovania
adries IPv4Parser a IPv6Parser, vyplývajúce z triedy BPrefixParser, a taktiež o triedu
implementujúcu prefixy Prefix a triedu pre množinu prefixov z nich zloženú s názvom
PrefixSet. Objektový model tejto časti je zobrazený na obrázku 4.1. Triedy implementuj-
úce funkčnosť algoritmov LPM sú zdedené z bázovej triedy BLPM. Táto trieda spolu s triedou
BPrefixParser sú abstraktnými triedami, z ktorých nie sú vytvárané inštancie, ale slúžia
len ako akési šablóny pre odvodené triedy.
Základom práce sú triedy Prefix a PrefixSet. Prvá predstavuje reprezentáciu ip ad-
resy ľubovoľnej dĺžky určenej parametrom length. Práca s ip adresami verzie 4 a 6 nie je
vôbec odlišná a jediným rozdielom je nastavenie atribútu domain size. Prefixy sa združujú
v objekte triedy PrefixSet. Táto množina je vlastne zoradeným zoznamov prefixov bez
duplikátov. Dôležité sú v prípade tejto triedy metódy ako get mean length(), ktorá spočí-
tava priemernú dĺžku prefixov z množiny, alebo get histogram(), ktorá vracia histogram
rozloženia dĺžok prefixov v rámci množiny. Pre načítavanie množín sa využívajú parsery,
ktoré spracujú vstupný súbor v požadovanom formáte. Tie načítavajú vstupný súbor po ria-
dkoch a v prípade výskytu prefixu v požadovanom formáte ho načítajú do svojej množiny.
Kontroluje sa teda aj správnosť prefixu, či nadbytočné údaje v súbore. LPM metódy sú
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odvodené od triedy BLPM a musia teda obsahovať všetky požadované metódy tejto bázovej
triedy.
Pri každej triede sú uvedené jej používané atribúty a metódy. Pri bázových triedach
je vidieť, že každý algoritmus musí pre dodržanie jednotnosti implementovať potrebné me-
tódy load prefixset(), lookup(), report memory() a display(). Metóda check() je
jednotne implementovaná v bázovej triede a používať ju môže každý z algoritmov. Funkč-
nosť metód bázovej triedy BLPM je nasledovná:
• load prefixset() - načíta množinu prefixov do vytvorenej dátovej štruktúry
• lookup() - vyhľadá najdlhší zhodný prefix pre zadanú hodnotu
• display() - zobrazí vytvorenú dátovú štruktúru
• report memory() - zobrazí informáciu o spotrebovanej pamäti
• check() - zabezpečí overenie správnosti výsledku
Každý z algoritmov, ktorý je súčasťou objektového modelu je implementovaný na zá-
klade popisu podobného popisu algoritmov v predošlej kapitole. Niektoré algoritmy môžu
pre svoju funkcionalitu využívať funkcionalitu iných, napríklad nižších štruktúr. Tak je to
napríklad v prípade Shape-shifting tree algoritmu, ktorý najprv pred postavením svojej
štruktúry musí zostaviť štruktúru Trie. Všetky algoritmy však pre uloženie svojich štruktúr
používajú základné dátové typy jazyka Python, prípadne dátove typy zložené zo základných
vstavaných typov Pythonu.
V tejto práci budú postupne testované algoritmy pre ich použitie s IPv6 a pokúsim
sa nájsť optimalizáciu, ktorá by mohla konkrétny algoritmus obohatiť a zvýšiť tým jeho
celkovú efektivitu. Ďalej v kapitole sa nachádza návrh a implementácia optimalizovaného
algoritmu. Jeho implementácia sa bude nachádzať v novej triede odvodenej od BLPM. Touto
triedou je práve GenericHTB a vychádza priamo z implementácií a prvkov metód z tried
HashTBM a TreeBitmap. Táto trieda je odvodená od bázovej BLPM a implementuje všetky
metódy, ktoré nadradená trieda vyžaduje. Takisto pre stavbu svojej štruktúry používa me-
tódy a atribúty z iných algoritmov, a to práve spomínaných z ktorých vychádza. V prípade
vhodnosti sú priamo využívané aj dátové štruktúry ostatných algoritmov.
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4.2 Generický Hash-Tree Bitmap
Na základe získania potrebných poznatkov o existujúcich algoritmoch, ich analyzovaní a zo-
hľadnení ich výhod som mal možnosť zhodnotiť nedokonalostné medzery jednotlivých algo-
ritmov. Po identifikácií kľúčových prvkov potrebných pre správne a efektívne spracovávanie
IPv6 prefixov bolo nutné taktiež zohľadniť vlastnosti typických množín prefixov. To ma
viedlo k pokusu o optimalizáciu algoritmu Tree Bitmap, v ktorom som videl najlepší po-
tenciál pre zlepšenie.
Ďalej bude postupne rozobratý princíp a idea optimalizácie algoritmu, čo bude priamo
nasledovať popis jeho implementácie a potom zhodnotenie vlastností algoritmu.
4.2.1 Princíp algoritmu
V prvom rade som sa snažil vychádzať zo stavby IPv6 adries ako takých. Kľúčová je už ich
dĺžka, ktorá pre štandardné metódy prináša znásobenie pamäťových aj časových nárokov.
Metóda Tree Bitmap má vhodné predpoklady pre zlepšovanie vzhľadom na to, že štruktúra
je v podstate stromom so zapuzdrením niekoľkých úrovní jednoduchých uzlov. Je teda
prijateľnou výhodou, že dokáže spracovávať súčasne n bitov zo vstupu. Základnú štruktúru
by sme tým pádom mali vybratú a vychádzala by práve zo štruktúry Tree Bitmap.
Prejdime teraz k hlavným nevýhodám pôvodného algoritmu. V prvom rade to bude jeho
vysoká pamäťová náročnosť, ktorá závisí aj od nastavenej hodnoty parametru pre stride.
Časová náročnosť algoritmu je obmedzená najmä nutným začatím každého nového vyhľa-
dávania od koreňového uzla stromu. V tomto smere by som sa rád inšpiroval myšlienkou
z iných algoritmov a to práve z algoritmu MultiMatch a Hash-Tree Bitmap. Spoločným zna-
kom týchto dvoch metód je využívanie hashovacích tabuliek a teda aj potenciálna možnosť
paralelizovania časti procesu vyhľadávania. Kým prvá spomínaná metóda je experimen-
tálnou metódou využívajúcou jednoduché zarovnávanie prefixov na určité konkrétne dĺžky,
druhá metóda dokáže koncept hashovacích tabuliek využiť v praktickejšom zmysle. Už v prí-
pade MultiMatch je hlavnou devízou algoritmu jeho časová náročnosť, ktorou sa radí medzi
metódy s najrýchlejším vyhľadávaním. Hash-Tree Bitmap je nájdením efektívneho spoje-
nia výhod stromovej štruktúry a hashovacích tabuliek. Preto sa ďalej budem snažiť rozvíjať
práve tento koncept.
Metóda Hash-Tree Bitmap využíva pevné nastavenie dĺžok na ktoré sa budú prefixy
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hashovať. V mojom prípade sa budem snažiť pozerať na problematiku spojenia stromovej
štruktúry a hashovacích tabuliek z trochu iného uhla. Generický Hash-Tree Bitmap algo-
ritmus sa preto nedá nazvať priamym vylepšením a optimalizáciou Hash-Tree Bitmap, je
skôr iným pohľadom na podobný koncept. Zamerať by som sa chcel na časť algoritmu Tree
Bitmap, ktorá by najviac potrebovala pomoc v podobe hashovania. Pri analýze vlastností
IPv6 a typických množín prefixov pre tento protokol je možné objaviť charakteristické vzory
v podobe dlhých ciest cez štruktúru algoritmu bez zložitého vetvenia. Často sa v týchto
prípadoch o žiadne vetvenie nejedná a cesta k cieľovému uzlu je priama, avšak počas jej
prechádzania je nutné pristupovať ku každému jednému uzlu stromu. Základnou myšlien-
kou optimalizácie bude preto eliminácia týchto nevetvených ciest a teda aj nutná eliminácia
uzlov vytvárajúcich tieto cesty. Samozrejme ešte predtým musí byť zachovaná kontinuita
a možnosť pristúpenia k cieľovému uzlu. Tu prichádza práve úloha hashovacích tabuliek,
ktoré zaistia skok z uzlu do cieľového uzlu, alebo bližšie na cestu k cieľovému uzlu.
Obrázok 4.2: Ukážka vyhľadávania v štruktúre Generického Hash-Tree Bitmap.
V podstate sa vlastne bude jednať o možnosť niekoľkonásobného využitia hashovania
pri vyhľadávaní v štruktúre v prípade, že počas vyhľadávania postupne narazíme na viacero
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takýchto nevetvených ciest. Pre dosiahnutie tohto cieľa je nutné v prvom rade rozšíriť jed-
notlivé uzly o dátové štruktúry umožňujúce zapuzdrenie hashovacích tabuliek vnútri uzlov
a ich správne využívanie. Táto optimalizácia je teoreticky vlastne nástrojom na zníženie
počtu prístupov do pamäte pomocou prekrytia časti hĺbky stromu záznamom v hashova-
cej tabuľke, a rovnako aj nástrojom na čiastočné zlepšenie pamäťových nárokov pomocou
eliminácie zbytočných uzlov v strome. Zlepšenie pamäťových nárokov je však z časti kom-
penzované nutným obohatením uzlov o ďalšie dátové štruktúry. Kľúčovou časťou algoritmu
je najmä efektívne nájdenie správnych a vhodných nevetvených ciest pre hashovanie.
Štruktúra aká tu bola pre tento algoritmus popísaná však dovoľuje využiť pre vyhľadá-
vanie v nej rovnakú schopnosť akú ponúka Hash-Tree Bitmap svojim priamym skokom do
niekoľkých hĺbok stromu. Na to, aby to bolo možné stačí implementovať nútené hashovanie
pevných dĺžok prefixov z koreňového uzlu štruktúry.
Lepšiemu pochopeniu princípu by mal dopomôcť Obrázok 4.2. Na obrázku je príklad
vyhľadávania v navrhnutej štruktúre. Koreňový uzol stromu obsahuje záznam hashovacej
tabuľky ukazujúci na ďalší uzol sa môže uskutočniť skok do nasledujúceho uzlu. Tento
uzol však neobsahuje žiadny relevantný záznam v hashovacej tabuľke, a tak sa v ňom
dohľadá nasledujúci uzol bežným postupom známym z Tree Bitmap. Jeho potomok na
ceste vyhľadávania však znova obsahuje relevantný záznam v hashovacej tabuľke a tak je
možné skočiť do ďalšieho uzla, v ktorom už ďalej vyhľadávanie nepokračuje.
4.2.2 Implementácia algoritmu
Ako už bolo spomenuté vyššie, základom štruktúry je štruktúra Tree Bitmap. Na začiatku
stavby štruktúry je preto postavená kompletná štruktúra Tree Bitmap, ktorá je následne
upravovaná na nami požadovanú.
V prvom rade je nutné vytvoriť niekoľko ďalších tried reprezentujúcich objekty štruk-
túry. Hlavná je v tomto prípade jednoduchá trieda pre reprezentáciu hashovacích tabuliek
obsahujúca záznamy a dĺžku hashovacej tabuľky. Pre potreby zapuzdrenia hashovacích zá-
znamov vnútri uzlov bude nutné upraviť triedu uzlu. Trieda reprezentujúca strom Tree
Bitmap je nezmenená a môže byť použitá priamo z tohto algoritmu. Trieda pre uzly stromu
však bude obsahovať jednu položku navyše. Tá bude reprezentovaná objektom triedy obo-
hacujúcej uzol o dva príznaky. Prvým je príznak vyhľadávania v Tree Bitmap štruktúre,
druhý príznak značí prítomnosť hashovacích záznamov v uzle. K týmto dvom príznakom
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sa taktiež pridáva pole ukazovateľov do hashovacích tabuliek sprevádzané bitmapou urču-
júcou aké dĺžky záznamov sú v uzle prítomné. V tomto prípade sa bude jednať o dĺžky 8,
16, 24, 32, 40, 48, 64 a 128. Je tu však možnosť zmeny týchto dĺžok pomocou vstupného
parametru. Druhý parameter je taktiež zoznamom, ale tentoraz sa jedná o zoznam dĺžok,
ktoré budú napevno hashované v koreňovom uzle. Tretím vstupným parametrom je stride
uzlu štrutktúry Tree Bitmap.
Po obohatení pôvodnej štruktúry o nové dátové štruktúry môže začať jej úprava do
požadovaného tvaru. Predtým nás však čaká ešte jeden krok, ktorý zaistí optimalizáciu
vyhľadávania v štruktúre a výrazne zníži počet prístupov do pamäte v najhoršom možnom
prípade. Týmto krokom vytvorenie hashovacích záznamov prefixov vstupnej množiny pre
každú z pevných dĺžok nastavených vstupným parametrom. Záznamy budú odkazované
z koreňového uzla, čím sa pre vyhľadávanie v algoritme dosiahne rovnaká situácia ako
pri algoritme Hash-Tree Bitmap. Na rozdiel od neho však v tomto prípadne neprebehne
pamäťová optimalizácia transferových uzlov, vďaka ktorej má výrazný náskok z pohľadu
pamäťových nárokov.
Pred vyhľadávaním nevetvených ciest požadovaných dĺžok, sa najskôr prehľadá celá
štruktúra pomocou depth-first search a do zoznamu sa uloží poradie uzlov pri prechode DFS
štruktúrou. Pri hľadaní sa postupne testujú potenciálne nevetvené cesty, pričom o ich uzloch
ukladajú potrebné informácie. Ak je nájdená nevetvená cesta požadovanej dĺžky pristúpi sa
k uloženiu hashovacieho záznamu. Záznam sa do hashovacej tabuľky ukladá v predpísanom
formáte pričom kľúčom do tabuľky je hodnota prefixu a druhou hodnotou je odkaz na cieľový
uzol. Záznam je do tabuľky pridaný len v prípade, že tabuľka už záznam pre daný prefix
neobsahuje, aby nevznikali duplicitné záznamy. Hľadané dĺžky priamo závisia od parametru
stride. Tento vstupný parameter má rovnaký význam ako pri metóde Tree Bitmap a určuje
počet úrovní jedného uzlu štruktúry a teda aj počet súčasne spracovávaných bitov vstupu
v jednom kroku.
Pri samotnom vyhľadávaní prefixov v štruktúre sa postupuje nasledovne. V prvom rade
sa prejdú všetky hashovacie tabuľky odkazované z koreňového uzla, v ktorých sa vyhľadáva
vstupný prefix. Tým sa vlastne začína na zázname
”
any“, ktorý koreňový uzol predstavuje.
Tento krok je veľmi dobrým východiskom pre paralelizáciu. Následne sa vyberie najdlhší zo
záznamov, ktoré vyhovovali pre vstupný prefix, a ním sa vo vyhľadávaní pokračuje. V prí-
pade, že sa nenašiel ani jeden vyhovujúci záznam sa pokračuje vo vyhľadávaní princípom
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rovnakým ako pri Tree Bitmap metóde. Ak niektorý z uzlov na ceste prehľadávania má
nastavený príznak obsahu hashovacích záznamov, vyhľadá sa v hashovacích tabuľkách od-
kazovaných uzlom zvyšná časť vstupnej adresy, a v prípade zhody je možné opäť skočiť.
Táto situácia sa môže pri vyhľadávaní opakovať.
4.2.3 Pamäťová a časová náročnosť
Pamäťová náročnosť algoritmu nie je nijako vábivá. Už štruktúra pôvodnej metódy, ktorá je
pre implementovaný algoritmus základom, je predzvesťou vysokých pamäťových nárokov.
Okrem pôvodných dátových štruktúr je navyše nutné pridať niekoľko nových, ktoré ria-
dia funkcionalitu novej štruktúry. Miernou optimalizáciou je eliminácia uzlov z nájdených
nevetvených ciest. Algoritmus však môže mať výhodu pamäťových nárokov pre niektoré
špecifické množiny s menším vetvením v kritických častiach štruktúry alebo so širokým
rozložením prefixov po celej šírke štruktúry.
Počet prístupov v najhoršom možnom prípade, bude v prípade tejto metódy v podstate
rovnaký ako u metódy Hash-Tree Bitmap, o čo je postarané vďaka hashovaniu pevných
dĺžok v koreňovom uzle. Práve na vzdialenosti týchto tabuliek z časti závisí aj časová ná-
ročnosť. Významnú úlohu však pri časovej náročnosti hrá aj parameter stride. Vzhľadom
na to, že počet pevných hashovacích tabuliek je premenlivý, stanovme si vzdialenosť medzi
nimi na hodnotu 8. V závislosti na stride sa následne určí počet prístupov do pamäte na
základe spracovania určitého počtu bitov v jednom kroku, teda v rámci jedného prístupu
do pamäte. Pre stride hodnoty 4 sa bude v tomto prípade jednať o 3 prístupy do pamäte,
pričom sa jedná o 1 prístup do tabuľky a 2 prístupy do každého z uzlov stromu.
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Kapitola 5
Simulácie a porovnanie algoritmov
Účelom tejto kapitoly je získanie prehľadu o efektívnosti, rýchlosti a vhodnosti jednotli-
vých LPM algoritmov. V prvom rade sú v kapitole popísané zvolené testovacie dáta vy-
braté vhodne pre simuláciu rôznych zameraní využitia algoritmov pre smerovanie. Zákla-
dom je testovanie na množine reálnych hodnôt prefixov, pre získanie čo najlepšej približnej
predstavy správania algoritmov v praxi. Postupne sú testované všetky metódy spomínané
v predchádzajúcej kapitole a ich výsledky sú priamo konfrontované s výsledkami implemen-
tácie novo navrhnutej metódy v tejto práci. Pre tieto testovacie účely sú zdrojom vyššie
popísaných algoritmov ich existujúce implementácie uložené v SVN repozitári výskumnej
skupiny ANT@FIT.
5.1 Použité množiny prefixov
Za účelom porovnania jednotlivých algoritmov bolo nutné stanoviť množiny testovacích dát,
ktoré budú bez rozdielu predložené každému z nich. Zameraním práce je analýza algoritmov
pre smerovanie s využitím IPv6 štandardu, a teda bolo cieľom vyhľadať vhodné reálne
množiny dát. Najlepším zdrojom sa ukázali hlavne smerovacie tabuľky na BGP bránach.
Pre zjednodušenie práce s týmito množinami, boli použité skripty starajúce sa o stiahnutie
aktuálneho obsahu prefixov z brán a ich parsovanie do požadovaného tvaru. Použitých bolo
nakoniec niekoľko reálnych množín čerpaných z [2] a [3].
V Tabuľke 5.1 je zobrazený prehľad zvolených množín zoradených podľa počtu prefixov,
ktoré obsahujú. Množiny prefixov sú rôzne veľké, ale ich veľkosť nie je porovnateľná s veľ-
kosťami množín prefixov u IPv4, ktoré bývajú niekoľkonásobne väčšie. To vyplýva zo zatiaľ
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Množina Počet prefixov Priemerná dĺžka prefixu
Počet prefixov dĺžky
32 48 64 128
SIXXS-AFRINIC 59 35.2881 44 12 0 0
SIXXS-LACNIC 227 32.9295 203 15 0 0
SIXXS-APNIC 682 33.7170 573 82 0 0
SIXXS-ARIN 947 36.3738 648 230 0 0
SIXXS-RIPE 2327 34.7064 1895 404 0 0
AS1221 9100 39.0296 4166 3277 3 7
AS6447 9290 39.5905 4194 3249 121 41
ALL 14345 39.7847 4200 3321 124 48
Tabuľka 5.1: Prehľad testovacích množín.
slabého globálneho rozšírenia IPv6 a momentálne ešte nemasového používania. Posledná
množina s názvom
”
ALL“ je spojením všetkých ostatných reálnych množín s odstránením
duplikátnych záznamov. V množinách prefixov zo zdroja [3] sa v skutočnosti nachádza oveľa
viac záznamov, avšak veľká časť z nich je neaktívna. Tieto neaktívne záznamy boli z množiny
odstránené. V tabuľke sa nachádza aj prehľad počtov výskytov vybraných dĺžok prefixov,
ktoré považujem za kľúčové pri IPv6. Po použití skriptu parsujúceho súbory s množinami
prefixov do požadovaného tvaru mala každá množina prefixov špecifický názov vo formáte
”
DATUM ZDROJ PP“. V názve je možné rozpoznať celkovo 3 časti, prvou je dátum nado-
budnutia množiny zo zdroja a je vedený vo formáte RRRR-MM-DD. Druhá časť je názvom
zdroja, z ktorého množina prefixov pochádza a posledná časť predstavuje počet prefixov
nachádzajúcich sa v súbore.
Obrázok 5.1: Histogram dĺžok prefixov reálnych množín
Pre analýzu množín prefixov nám poslúži histogram dĺžok prefixov, obsahujúci zjedno-
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tený obsah zo všetkých používaných množín. Z tohto histogramu sú viditeľné dĺžky prefi-
xov, ktoré sú pre optimalizáciu kľúčové. Prefixy majú najčastejšie dĺžky 32 a 48, a vlastne
väčšina dĺžok prefixov na týchto množinách sa pohybuje okolo týchto hodnôt. Istú spojitosť
je možné si všimnúť medzi dĺžkami násobku 8 prípadne 16, ktoré spomedzi ostatných dĺžok
vyčnievajú. Toto vyplýva tiež z formátu adries IPv6 a cielenia použitia. Medzi zhlukmi
prefixov sa nachádzajú značné skoky, ktoré by bolo výhodné optimalizovať. Tieto medzery
predstavujú dlhé nevetvené cesty v štruktúrach metód. Na týchto cestách vznikajú zbytočné
uzly, ktoré slúžia len ako sprievodné uzly na ceste za hľadaným prefixom. Ideálne by bolo,
aby štruktúra algoritmu tieto zbytočné uzly neobsahovala.
5.2 Princíp porovnávania algoritmov
Základnými metrikami pre ohodnotenie algoritmov sú ich pamäťová a časová náročnosť.
Vzhľadom na to, že implementácia algoritmov je softwarová, bude pre nás dôležitejším
z parametrov pamäťová náročnosť. Časová náročnosť predstavuje čas potrebný pre získa-
nie správneho výsledku z algoritmu. Pri nej sa bude z tohto pohľadu jednať iba o urče-
nie najhoršieho prípadu počtov prístupov do pamäte. Toho kritérium teda nebude až tak
smerodajným, pretože v prípade reálneho nasadenia niektorého z algoritmov by bolo pre
jeho správnu funkcionalitu nutné využiť hardwarovú akceleráciu pre časovo kritické úlohy,
a taktiež v mnohých prípadoch paralelizáciu. Pamäťová náročnosť algoritmu je kľúčová
samozrejme tiež kvôli faktu, že veľkosť IPv6 prefixov je v porovnaní so štvrtou verziou pro-
tokolu výrazne vyššia. Zvýšenie veľkosti v podobe štvornásobku sa na spotrebe pamäti al-
goritmu výrazne prejaví. Nároky algoritmu na pamäť reprezentujú všetky dátové štruktúry
nevyhnutné pre výpočet. Pamäťovú náročnosť je možné popísať ďalej spomínanými dvomi
spôsobmi. Prvým je množstvo pamäti, ktoré zaberá algoritmus pri využití 32-bitového uka-
zovateľa. Druhým je množstvo pamäti spotrebované najmenším možným ukazovateľom.
Pre každý algoritmus bol na jeho ohodnotenie použitý predvytvorený skript, ktorý vyššie
spomínané parametre určoval výpočtom z algoritmom vytvorenej štruktúry. Skripty sú




V tejto časti práce budú postupne hodnotené vlastnosti a vhodnosť predtým implemento-
vaných algoritmov, čo vyústi do ich porovnania. Pre každý algoritmus bude popísaná jeho
približná časová a pamäťová náročnosť. Algoritmy budú nasledovať v rovnakom poradí ako
v kapitole venovanej ich popisu.
5.3.1 Binary Search on Ranges
Vzhľadom na to, že algoritmus nevyužíva stromovú štruktúru pre uloženie dát, je jeho
štruktúra oproti ostatným netypická. Štruktúrou nesúcou záznamy o prefixoch je vlastne
tabuľka. Tá sa skladá z dvoch položiek. Prvou je prefix rozšírený na maximálnu dĺžku,
čo bude v prípade použitia IPv6 znamenať 128 bitov a druhou je ukazovateľ do tabuľky
prefixov. Keďže algoritmus používa pevné dĺžky prefixov, pamäťové nároky na jeden uzol
pre 32-bitový a najmenší ukazovateľ sú takmer totožné s rozdielom v podobe veľkosti sa-
motného ukazovateľa. Časová náročnosť je daná použitým vyhľadávacím algoritmom, preto
v prehľade nárokov nebude uvedená.
Z prehľadu je viditeľná úloha, ktorú pri použitej pamäti zohrávajú rozšírené prefixy. Pre
najmenší možný ukazovateľ je možné ušetriť v priemere približne 13%.
Množina
Počet Najmenší 32-bitový Ušetrená
prefixov uk. [B] uk. [B] pamäť [%]
SIXXS-AFRINIC 59 1976 2360 16,27
SIXXS-LACNIC 227 7718 9080 15,00
SIXXS-APNIC 682 23529 27280 13,75
SIXXS-ARIN 947 32671 37880 13,75
SIXXS-RIPE 2327 81445 93080 12,42
AS1221 9100 319358 359840 11,25
AS6447 9290 325641 366920 11,25
ALL 14345 329795 371600 11,25
Tabuľka 5.2: Pamäťové nároky štruktúry binárneho vyhľadávania na intervaloch.
5.3.2 Binary Search on Prefix Length
Časová náročnosť je určená hĺbkou štruktúry algoritmu, pamäťová náročnosť obsahom uzlu
násobeným počtom uzlov nachádzajúcich sa v štruktúre. Podľa [16] sa v každom uzle nachá-
dza uložená dĺžka prefixov v tomto uzle, prefixy dĺžky určenej predchádzajúcou položkou,
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značka pre prípadnú existenciu dlhšieho prefixu s rovnakým prefixovým základom, značky
reprezentujúce ďalšie prefixy a pre každú značku dlhšieho prefixu jeho LPM.
Šetrenie najmenším možným ukazovateľom je na rozdiel od prvej metódy oveľa vý-
raznejšie a podľa nameraných výsledkov je možné dosiahnuť v priemere približne 33 %
úsporu.
Množina
Počet Najmenší 32-bitový Ušetrená Prístupov
prefixov uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC 59 1002 1231 18,60 2
SIXXS-LACNIC 227 4262 6080 29,90 2
SIXXS-APNIC 682 15812 26433 40,18 3
SIXXS-ARIN 947 21815 36250 39,82 4
SIXXS-RIPE 2327 53547 80290 33,31 3
AS1221 9100 243177 367257 33,79 5
AS6447 9290 248441 375357 33,81 5
ALL 14345 251338 379536 33,78 5
Tabuľka 5.3: Pamäťové nároky štruktúry binárneho vyhľadávania na prefixoch.
5.3.3 Trie
Výpočet nárokov vychádza z nutného obsahu jedného uzla štruktúry algoritmu. Konkrétne
v prípade Trie sú to 2 ukazovatele na synovské uzly a jeden ukazovateľ do tabuľky pre-
fixov. Zo štruktúry vytvoreného stromu vyplýva, že najhorší prípad náhodných prístupov
do pamäte určujúci časovú náročnosť je priamo úmerný hĺbke stromu a jeho najhlbšieho
uzla. Pri uvažovaní 128-bitových prefixov pri IPv6 je touto hodnotou práve 128, čo je pri
nasadenom algoritme neúnosné.
Množina
Počet Najmenší 32-bitový Ušetrená Prístupov
prefixov uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC 59 1329 5316 75,00 48
SIXXS-LACNIC 227 5636 18036 68,75 48
SIXXS-APNIC 682 29115 77640 62,50 48
SIXXS-ARIN 947 41729 105420 60,42 48
SIXXS-RIPE 2327 73640 176736 58,33 48
AS1221 9100 373624 779736 52,10 128
AS6447 9290 414852 829704 50,00 128
ALL 14345 421572 743144 43,27 128
Tabuľka 5.4: Pamäťové nároky štruktúry algoritmu Trie.
Pamäťová náročnosť sa s uvažovaním 32-bitového ukazovateľa pre vyššie spomínané
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tri ukazovatele, ktoré každý uzol stromu obsahuje, bude rovnať 96 bitom na každý uzol
stromu. Pamäťové nároky sú relatívne vysoké, čo je možné pozorovať na Tabuľke 5.4 nižšie.
Za zmienku stojí šetrenie pamäti pri použití najmenšieho možného ukazovateľa. Týmto
spôsobom je možné ušetriť v priemere na nameraných množinách približne 59 %.
5.3.4 Controlled prefix expansion
V tomto prípade sa bude jednať o algoritmus s optimalizáciou
”
leaf pushing“, ktorá je
popísaná vyššie v podkapitole venujúcej sa tomuto algoritmu. Táto optimalizácia zreteľne
ovplyvní nároky algoritmu svojou úsporou pamäte. Samotná štruktúra jedného uzla sa
skladá iba z ukazovateľov, ktorých je práve 2n. Hodnota n je pritom nastaviteľným vstup-
ným parametrom algoritmu vyjadrujúci počet súčasne spracovávaných bitov prefixu v jed-
nom takte. Ukazovatele môžu obsahovať dva rôzne typy hodnôt. Buď je to ukazovateľ na
ďalší uzol štruktúry alebo ukazovateľ na prefix. Časová náročnosť čerpá úsporu zo zníže-
nej hĺbky štruktúry stromu, zapuzdrením niekoľkých bitov v jednom uzle. Zlepšuje sa teda
s vyššou hodnotou n.
Pre pamäťovú náročnosť platí taktiež priama závislosť na vstupnom parametri n. Množstvo
ukazovateľov uložených v jednom uzle je rovné hodnote 2n, čo zodpovedá napríklad pre n
rovné hodnote 4 počtu 16 (24 = 16). Pre 32-bitový ukazovateľ bude potrebné pre uloženie
jedného uzla spotrebovať 32 ∗ 2n bitov pamäte. Pre spomínaný príklad s n = 4 je veľkosť
jedného uzla teda 512 bitov. Vzhľadom na to, že uzol neobsahuje žiadne ďalšie štruktúry je
pri použití najmenšieho možného ukazovateľa šetrenie pamäti znova veľmi výrazné. Avšak
dôležitým faktom je, že pamäťové nároky metódy pre n väčšie ako 4 rastú exponenciálne
a pre hodnotu 8 sú už prakticky neúnosné.
V Tabuľke 5.5 sa nachádza prehľad náročnosti CPE, navyše pre rôzne hodnoty para-
metru n. V tabuľke sú vynechané počty prefixov jednotlivých množín pre sprehľadnenie
tabuľky. V ďalších rozsiahlych tabuľkách budú počty prefixov vynechané takisto.
41
Množina n
Najmenší 32-bitový Ušetrená Prístupov
uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC
2 408 1864 78,11 24
4 814 4164 80,45 12
8 10894 58052 81,23 6
SIXXS-LACNIC
2 1911 6836 72,05 24
4 4093 16144 74,65 12
8 56438 225620 74,99 6
SIXXS-APNIC
2 8477 24412 65,28 24
4 15964 50340 68,29 12
8 212542 679672 68,73 6
SIXXS-ARIN
2 12171 33420 63,58 24
4 22381 69580 67,83 12
8 288727 923332 68,73 6
SIXXS-RIPE
2 26752 68704 61,06 24
4 62839 166060 62,16 12
8 889023 2370728 62,5 6
AS1221
2 154685 333892 53,67 64
4 343876 780492 55,94 32
8 4296483 9820532 56,25 16
AS6447
2 165802 358100 53,70 64
4 372265 845068 55,95 32
8 4549703 10399320 56,25 16
ALL
2 169817 366944 53,72 64
4 380890 864692 55,95 32
8 4635736 10595968 56,25 16
Tabuľka 5.5: Pamäťové nároky štruktúry algoritmu CPE.
5.3.5 Lulea compressed tries
Opakované uloženie ukazovateľa rovnakej hodnoty z algoritmu CPE je optimalizované práve
v tomto algoritme. Pre tieto účely je však zavedená nová štruktúra vnútri uzla v podobe
bitmapy. Časová náročnosť algoritmu zodpovedá časovej náročnosti CPE vzhľadom na to,
že tieto dva algoritmy sa neodlišujú žiadnym prvkom ovplyvňujúcim počty prístupov do
pamäte.
Počet ukazovateľov v uzle môže byť v najhoršom možnom prípade 2n, teda rovnako ako
to je pri predchádzajúcom algoritme. V praxi však zavedená bitmapa predstavuje značné še-
trenie a veľmi výraznú úsporu. Štatisticky sa v priemere v jednom uzle nachádzajú približne
2 ukazovatele, čo je oproti pevným 2n ukazovateľom na uzol bez tohto vylepšenia rapídnym
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zlepšením. Druhou dátovou štruktúrou ovplyvňujúcou veľkosť pamäte potrebnej pre jeden
uzol je bitmapa zaberajúca práve 2n bitov. Ako je vidieť v Tabuľke 5.6, pamäťová náročnosť
pre rôzne hodnoty n je vyrovnanejšia. Príliš vysoká hodnota vstupného parametra však za-
braňuje kvalitnej úspore pamäte príliš veľkou sprievodnou bitmapou. Pre hodnotu n rovné
8 potom dochádza v podstate už len k zanedbateľnému šetreniu.
Množina n
Najmenší 32-bitový Ušetrená Prístupov
uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC
2 396 1289 69,28 24
4 439 1024 57,13 12
8 2476 2896 14,50 6
SIXXS-LACNIC
2 1640 4540 63,88 24
4 1660 3658 54,62 12
8 9103 10552 13,73 6
SIXXS-APNIC
2 7639 17997 57,55 24
4 7149 13920 48,64 12
8 39533 44448 11,06 6
SIXXS-ARIN
2 10974 24520 55,24 24
4 10100 19072 47,04 12
8 50778 57280 11,35 6
SIXXS-RIPE
2 20279 44858 54,79 24
4 19917 36496 45,43 12
8 97256 110068 11,64 6
AS1221
2 112637 215650 47,77 64
4 98262 169494 42,03 32
8 417033 471928 11,63 16
AS6447
2 120549 231179 47,85 64
4 104921 181592 42,22 32
8 438748 496960 11,71 16
ALL
2 123002 236075 47,90 64
4 106836 185060 42,27 32
8 445798 505092 11,74 16
Tabuľka 5.6: Pamäťové nároky štruktúry algoritmu Lulea compressed tries.
5.3.6 Tree Bitmap
Princípommetódy Tree Bitmap je spracovávanie niekoľkých bitov vstupného prefixu súčasne,
čím sa vlastne v závislosti od vstupného parametru n znižuje hĺbka stromu a tým pádom aj
časová náročnosť oproti jednoduchému algoritmu Trie, ktorý je pre túto metódu základom.
Najhorší možný počet prístupov do pamäte je teda znova určený hĺbkou štruktúry.
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Pre priblíženie pamäťovej náročnosti si vymenujeme potrebné dáta uložené v každom
uzle. V prvom rade to budú dve bitmapy - externá a interná. Externá ma veľkosť 2n a interná
2n − 1. K nim sa pridávajú dva potrebné ukazovatele, ktorými je ukazovateľ do tabuľky
prefixov a ukazovateľ na prvého potomka uzlu.
Množina n
Najmenší 32-bitový Ušetrená Prístupov
uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC
3 497 1353 63,27 16
4 743 1568 52,61 12
5 817 1365 40,15 9
8 4847 5319 8,87 6
SIXXS-LACNIC
3 1764 4355 59,49 16
4 2754 5451 49,48 12
5 2980 4731 37,01 9
8 17688 19263 8,18 6
SIXXS-APNIC
3 8946 19632 54,43 16
4 12129 22159 45,26 12
5 13115 19828 33,86 9
8 77074 83303 7,48 6
SIXXS-ARIN
3 12821 27374 53,16 16
4 16881 30258 44,21 12
5 17609 26622 33,86 9
8 98819 106806 7,48 6
SIXXS-RIPE
3 21750 42956 49,37 16
4 31724 53818 41,05 12
5 31635 46180 31,50 9
8 187183 201178 11,64 6
AS1221
3 118635 213004 44,30 42
4 144653 229033 36,84 32
5 142074 198279 28,35 25
8 788153 840794 6,26 16
AS6447
3 126115 226434 44,30 42
4 152850 242013 36,84 32
5 151060 210820 28,35 25
8 828443 883775 6,26 16
ALL
3 128293 230344 44,30 42
4 155235 245789 36,84 32
5 153460 214170 28,35 25
8 841514 897719 6,26 16
Tabuľka 5.7: Pamäťové nároky štruktúry algoritmu Tree bitmap.
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Ako je možné vidieť v Tabuľke 5.7 hĺbka štruktúry so zvyšovaním n naozaj značne
klesá, odráža sa však na veľmi ťažko únosných pamäťových nárokoch spôsobených veľ-
kosťou bitmáp. Najmenším možným ukazovateľom je preto možné ušetriť so zvyšujúcou sa
hodnotou stride citeľne menej a pre hodnotu stride 8 je veľkosť ušetrenej pamäte zanedba-
teľná.
Tento algoritmus si zaslúži zvýšenú pozornosť vzhľadom na to, že je základom pre algo-
ritmus implementovaný v tejto práci. Jeho náročnosť je preto ohodnotená vyskúšaním až 4
rôznych vstupných parametrov.
5.3.7 Shape-shifting tree
Metóda SST je veľmi podobná predchádzajúcej. Rovnako má jeden vstupný parameter, no
jeho význam je mierne odlišný. Parameter k určuje tento krát maximálny počet Trie uzlov
uložených v rámci jedného SST uzlu. Uzol SST má veľmi podobnú stavbu ako uzol Tree
bitmap metódy. U oboch metód sú vyžadované dva ukazovatele (do tabuľky prefixov a na
prvého potomka). Rovnako obsahuje aj internú a externú bitmapu rovnakého významu ich
veľkosti sú však minimálne k bitov respektíve k+ 1 bitov pre druhú spomínanú. Navyše sa
však v tomto uzle objavuje tzv. tvarová bitmapa veľkosti minimálne 2k bitov.
Rovnako ako v predchádzajúcej metóde, aj tu zvyšovanie hodnoty vstupného parame-
tru spôsobuje znižovanie hĺbky stromu a teda teoreticky aj časovej náročnosti algoritmu.
Štruktúra SST však v tomto prípade pri zvyšujúcom sa vstupnom parametri znižuje svoje
pamäťové nároky, čo sme u doteraz hodnotených algoritmoch nepozorovali. Pamäťová ná-
ročnosť samotná je taktiež niekoľkokrát menšia ako u predošlej verzie. Znova však platí,
že pri zvyšovaní k klesá množstvo ušetrenej pamäte pri použití najmenšieho možného uka-
zovateľa. To je rovnako ako aj v predchádzajúcich prípadoch znova spôsobené neustále sa
nafukujúcimi bitmapami. Zaujímavá je tiež vyrovnanosť pamäťových nárokov na najmenší
možný ukazovateľ pri rôznych parametroch k. Zvyšujúcim k sa vyrovnáva rozdiel v nárokoch
medzi rôznymi veľkosťami ukazovateľov.
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Množina k
Najmenší 32-bitový Ušetrená Prístupov
uk. [B] uk. [B] pamäť [%] do pamäte
SIXXS-AFRINIC
4 519 1357 61,75 15
8 443 934 52,57 9
32 368 507 27,42 4
SIXXS-LACNIC
4 1959 4668 58,03 15
8 1562 3092 49,48 11
32 1278 1713 25,39 5
SIXXS-APNIC
4 8849 18863 53,09 18
8 7668 13774 44,33 14
32 6031 7865 23,32 8
SIXXS-ARIN
4 12446 25849 51,85 26
8 10139 18212 44,33 15
32 7881 10277 23,31 11
SIXXS-RIPE
4 23793 45887 48,15 19
8 19480 33150 41,24 14
32 12627 16140 21,77 10
AS1221
4 109181 192254 43,21 33
8 84043 133642 37,11 17
32 65449 81494 19,69 14
AS6447
4 115443 203280 43,21 38
8 88633 140941 37,11 23
32 69634 86705 19,69 14
ALL
4 117254 206469 43,21 38
8 89914 142978 37,11 23
32 70603 87912 19,69 14
Tabuľka 5.8: Pamäťové nároky štruktúry algoritmu Shape-shifting tree.
5.3.8 Multimatch
Jedná o experimentálnu metódu, ktorú určite za to spomenúť. Informácie o metóde som
čerpal z [13]. Algoritmus je založený na odlišnom princípe ako predošlé a dátové štruktúry sú
vlastne len jednoduché tabuľky obsahujúce ukazovatele na konkrétne prefixy. Pri dobrom
aplikovaní hashovacích funkcií a odstránení možných kolízií je možné získať hodnoty zo
všetkých tabuliek súčasne v jednom kroku a v druhom vybrať najdlhšiu hodnotu. Časová
náročnosť algoritmu je konštantná, čo je stav s ktorým sme sa u predošlých algoritmov
nestreli. Táto metóda ich teda teoreticky všetky prekonáva. V tomto prípade nemá význam
uvádzať v tabuľke výsledkov algoritmu počet prístupov do pamäte v najhoršom možnom
prípade a bude preto vynechaný.
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Vstupným parametrom metódy je počet hashovacích tabuliek, ktoré sa budú využívať.
Výsledné hodnoty algoritmu sú porovnateľné s SST a veľmi dôležitá je hlavne vhodná voľba
vstupného parametru.
Pri používaní väčších IPv6 množín (viac ako 1000 záznamov prefixov) sa táto metóda
javila najskôr veľmi nestabilná a bolo nutné postupne zistiť pre aké parametre dokáže algo-
ritmus spracovať vstupné množiny. Algoritmus obsahuje 3 varianty implementácie, pričom
pre získanie výsledkov bola použitá prvá varianta. Vstupným parametrom sa taktiež určuje
počet tried dĺžok na základe, ktorého bude vytvorený zodpovedajúci počet hashovacích ta-
buliek. Pre niektoré počty hashovacích tabuliek algoritmus jednoducho nedokázal vytvoriť




uk. [B] uk. [B] pamäť [%]
SIXXS-AFRINIC
16 227 1208 81,21
32 100 532 81,20
SIXXS-LACNIC
16 542 2168 75,00
32 305 1220 75,00
SIXXS-APNIC
16 1775 5680 68,75
32 1568 5016 68,74
SIXXS-ARIN
16 3878 12408 68,75
32 2155 6896 68,75
SIXXS-RIPE
16 7028 18740 62,50
32 4007 10684 62,49
AS1221
16 101064 231004 56,25
32 28289 64660 56,24
AS6447
16 103222 235936 56,25
32 28875 66000 56,25
ALL
16 103248 235996 56,25
32 28901 66060 56,25
Tabuľka 5.9: Pamäťové nároky štruktúry algoritmu MultiMatch.
Nakoniec boli vybraté dve množstvá tabuliek a to 16 a 32. Pri nastavení vyššom ako 32
bol potrebný príliš veľký počet tabuliek a pri nižšom ako 16 bolo množstvo expanzií vykoná-
vané pri stavbe štruktúry pre algoritmus neúnosné. Tieto dve vybrané hodnoty parametra
zodpovedajú hashovaniu po 4 respektíve 8 bitoch. Šetrenie pomocou najmenšieho mož-
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ného prefixu je veľmi efektívne. Čo je spôsobené absenciou akýchkoľvek bitmáp a pamäťové
nároky vlastne priamo závisia na veľkosti ukazovateľa. Pre metódu je však problematické
najmä vytvorenie štruktúry.
5.3.9 Hash-Tree Bitmap
Myšlienka a princíp tohto algoritmu sú pre smerovanie tejto práce rovnako dôležité ako
je to pri Tree Bitmap. Preto bude aj tomuto algoritmu z pohľadu jeho hodnotenia mierne
zvýšená pozornosť. To sa prejaví najmä detailnejším a podrobnejším skúmaním parametrov
algoritmu pričom najzaujímavejšie parametre je znova možné nájsť v priloženej tabuľke.
Počet prístupov do pamäte v najhoršom možnom prípade závisí na niekoľkých fakto-
roch. Samotné vyhľadanie v hashovacích tabuľkách je možné považovať za jeden prístup
do pamäte. Z tabuľky sa v najhoršom prípade pristupuje stromu Tree Bitmap a počet
prístupov v rámci neho závisí práve na zvolenej striede. Taktiež je dôležitá vzdialenosť ha-
shovacích tabuliek medzi sebou, keďže vyhľadávanie vnútri Tree Bitmap stromu prebieha
len po dĺžku určenú dĺžkou nasledujúcej hashovacej tabuľky. To značí že počet prístupov do
pamäte pre rôzne striedy približne 1+ (vzdialenostabuliek/stride). Pre stride veľkosti 8 je
počet prístupov do pamäte rovný 2. Počet prístupov do pamäte je však konštantný a preto
v tabuľke výsledkov algoritmu nie je uvádzaný.
Pamäťová náročnosť algoritmu v základe nie je nijako oslnivá, čo vyplýva najmä z jeho
koreňov v algoritme Tree Bitmap. Navyše však pridáva ešte hashovacie tabuľky, ktoré sa
na zvýšení spotreby pamäti podpíšu taktiež. Algoritmus Hash-Tree Bitmap má výhodu
hlavne na špecifických množinách, ktoré stavbe jeho štruktúry priam vyhovujú. Tomu na-
pomáha implementovaný mechanizmus odstraňovania zbytočných uzlov v štruktúre, ktorý
v konečnom dôsledku svoju prácu splní. Úspora pamäte pri použití najmenšieho možného
ukazovateľa namiesto 32-bitového je rovnako ako v iných algoritmoch založených na prin-
cípe Tree Bitmap spoznateľná hlavne pre vhodne zvolený vstupný parameter stride. Pri
nastavení nevhodne vysokej hodnoty stride sa vplyvom veľkosti bitmáp vnútri uzlu stráca
schopnosť úspory pamäte. Pri zvýšení stride na hodnotu 8 sa veľkosť bitmáp prejaví naozaj
naplno a pamäťové nároky sa na rovnakej množine zvyšujú niekoľkonásobne. Táto zmena
je výrazne skoková, keďže pri hodnotách stride 3, 4 a 5 sa pamäťové nároky nezvyšovali
postupne nijako rapídne. Zaujímavým faktom je veľkosť pamäte potrebné pre 32-bitové




uk. [B] uk. [B] pamäť [%]
SIXXS-AFRINIC
3 31 99 68,69
4 40 95 57,89
5 63 111 43,24
8 325 359 9,47
SIXXS-LACNIC
3 102 286 64,34
4 116 249 53,41
5 171 286 40,21
8 654 719 9,04
SIXXS-APNIC
3 300 740 59,46
4 329 665 50,53
5 444 714 37,82
8 1907 2084 8,49
SIXXS-ARIN
3 945 2261 58,20
4 1145 2221 48,45
5 1316 2064 36,24
8 5808 6325 8,17
SIXXS-RIPE
3 256 612 58,17
4 282 546 48,35
5 395 619 36,19
8 1518 1653 8,17
AS1221
3 14883 28677 48,10
4 18383 30638 40,00
5 18183 26241 30,71
8 90852 97463 6,78
AS6447
3 21583 40596 46,83
4 25543 42572 40,00
5 27167 38767 29,90
8 129712 139150 6,78
ALL
3 22754 42798 46,83
4 26783 44638 40,00
5 28625 40846 29,92
8 136077 145978 6,78
Tabuľka 5.10: Pamäťové nároky štruktúry algoritmu Hash-Tree Bitmap.
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5.3.10 Generický Hash-Tree Bitmap
Myšlienke a princípu tejto metódy je venovaná samostatná kapitola, mojim cieľom však
teraz bude zamerať sa vhodnú voľbu parametrov a potom budú nasledovať simulácie me-
tódy na množinách. Metóda má celkovo 3 vstupné parametre z čoho dva sú zoznamy dĺžok
rôznych významov. Zoznam pevných hashovacích dĺžok je podmnožinou zoznamu možných
hashovacích dĺžok a napriek tomu, že počet hodnôt v zoznamoch môže byť rozdielny, vy-
brané pevné dĺžky musia byť obsiahnuté aj v zozname možných. Nad správnou voľbou
týchto dĺžok je možné polemizovať dlhú dobu. Ja som sa však rozhodol pre využitie po-
znatkov o najčastejšom rozložení dĺžok prefixov testovacích množín. Úplne najčastejšími sú
dĺžky 32 a 48. Taktiež výrazný počet prefixov je dĺžky 64 a 128. Tieto dĺžky sú však viac
špecifickými a predstavujú adresy na hranici adresy prefixu siete a adresy stroja v sieti,
ktorá je často generovaná z adresy rozhrania. Vzhľadom na prehustenie prvej polovice 128-
bitovej adresy bude vhodné vybrať viacero dĺžok z tejo časti adresy. Ideálnou sa v tomto
prípade javí množina dĺžok v podobe: 8, 16, 24, 32, 40, 48, 64 a 128. Násobky čísla 8 sú veľmi
vhodnou voľbou, pretože predstavujú presne dve hexadecimálne číslice adresy. Histogram
rozloženia dĺžok prefixov je možné nájsť na začiatku kapitoly. Voľba pevných hashovacích
dĺžok bude teda prebiehať z tejto množiny, a úplne naideálnejšou je voľba dĺžok s najväčším
počtom prefix. V našom prípade z týmto účelom zvolíme pevnými dĺžky 32, 40, 48 a 64.
Zostávajúcim parametrom je stride, ktorý súvisí s Tree Bitmap časťou algoritmu. Ako
bolo už niekoľkokrát povedané, predstavuje počet úrovní uzlov stromu Trie reprezento-
vaných jedným uzlom štruktúry Tree Bitmap. Pre lepší prehľad o dopade voľby stride na
pamäťové nároky je možné nahliadnuť na grafy nižšie. Ako je možné vidieť na grafoch stride
8 je pamäťovo neúnosná a nebude vôbec uvažovaná. Stride hodnoty 4 a 5 pritom dosahujú
takmer totožné výsledky, ktoré sú len mierne horšie ako tie pre stride 3. V prihliadnutím na
vybraté hodnoty u predchádzajúcich 2 parametrov však bude najvhodnejšia voľba použitia
stride hodnoty 4, keďže hodnoty vybratých dĺžok budú v tomto prípade násobkami stride.
Pre čo najlepšie zvolenie algoritmov je nutné ich tiež správne skombinovať a nie je vždy
ideálne vybrať iba najlepšie hodnoty. V prípade inej hodnoty vybratých dĺžok alebo inak
zvolenej stride je preto dôležité, aby bol tomuto výberu uspôsobený a vhodné zvolený aj
zvyšný parameter. Čo sa týka časovej zložitosti, tá priamo závisí na hĺbke stromu, a teda
na zvolenej hodnote, preto nemá význam graf tohto vzťahu.
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Obrázok 5.2: Vplyv stride na pamäťové nároky algoritmu TBM - 32-bit. ukazovateľ.
Obrázok 5.3: Vplyv stride na pamäťové nároky algoritmu TBM - najmenší ukazovateľ.
Teraz môžeme pristúpiť k vyhodnoteniu dosiahnutých výsledkov algoritmu. Pre testova-
nie vyberieme 4 hodnoty stride, rovnaké aké sú používané pri testovaní ostatných algoritmov




uk. [B] uk. [B] pamäť [%]
SIXXS-AFRINIC
3 445 1077 58,68
4 520 1030 49,51
5 808 1299 37,80
8 4721 5174 8,76
SIXXS-LACNIC
3 1680 3654 51,02
4 2163 3978 45,63
5 3025 4641 34,82
8 17420 18947 8,06
SIXXS-APNIC
3 9465 18716 49,43
4 9937 17059 41,75
5 8952 13281 32,60
8 47297 51158 7,55
SIXXS-ARIN
3 11542 22315 48,28
4 12030 20651 41,75
5 15272 22410 31,85
8 79043 85336 7,40
SIXXS-RIPE
3 22448 41553 46,00
4 26798 43813 38,84
5 29153 41428 29,63
8 170569 183134 6,86
AS1221
3 115719 193608 40,23
4 117987 181383 34,95
5 127165 173408 26,70
8 681699 726564 6,18
AS6447
3 123825 207169 40,23
4 125960 193640 34,95
5 137102 186958 26,70
8 719236 766572 6,18
ALL
3 125866 210583 40,23
4 127869 196576 34,95
5 139058 189624 26,70
8 731544 779690 6,18
Tabuľka 5.11: Pamäťové nároky štruktúry algoritmu Generický Hash-Tree Bitmap.
Časová náročnosť algoritmu sa v tabuľke nenachádza vzhľadom k tomu, že najhorší
možný počet prístupov do pamäte je konštantný. Principiálne sa jedná o rovnaký prípad
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ako u Hash-Tree Bitmap s rozdielom toho, že implementovaný algoritmus môže byť te-
oreticky pri správnom nastavení parametrov a vhodnej množine v niektorých prípadoch
rýchlejší. Jednalo by sa o prípady kedy by z koreňového uzla bol vykonaný prístup do
tabuľky a následne v novom uzle rovnako prístup do tabuľky, pokiaľ by druhý hashovací
záznam bol dĺžky rozdielu dĺžok dvoch pevných hashovacích tabuliek. Najhorší prípad však
zostáva rovnaký ako u Hash-Tree Bitmap, čiže závislosť od rozdielu dĺžok dvoch susedných
pevných hashovacích tabuliek a rovnako tak aj závislosť na stride. Pre stride 4 a rozdiel
dĺžok tabuliek 8 by sa jednalo o 3 prístupy do pamäte (1 do tabuľky, 2 do uzlov stromu).
Pamäťová náročnosť jedného uzlu je vyššia ako pamäťová náročnosť uzlu Hash-Tree
Bitmap. Oproti HTB je do uzlu pridaná ďalšia bitmapa, ktorá tentokrát určuje výskyt zá-
znamu hashovacej tabuľky určitej dĺžky a jej veľkosť je rovná počtu očakávaných veľkostí
hashovacích tabuliek. Na rozdiel od Hash-Tree Bitmap neeliminuje taký vysoký počet ne-
podstatných uzlov a tak práve kvôli počtu uzlov v štruktúre jasne zaostáva. Jeho pamäťová
náročnosť je výrazne závislá na úspešnosti eliminácie nepotrebných uzlov. Na tabuľke vý-
sledkov je vidieť závislosť pamäťovej náročnosti od stupňa úspechu eliminácie. Pamäťové
nároky pre najmenší možný ukazateľ sú pre všetky parametre okrem hodnoty 8 relatívne
rovnakej veľkosti. Pri 32-bitovom ukazovateli je však vidieť so zvyšujúcou sa striedou jemne
klesajúcu pamäťovú náročnosť. Na iných množinách je zas proste strieda hodnoty 4 lepšia
a ostatné s mierne náročnejšie. Teoreticky by to mohlo byť spôsobené dobrým zarovnaním
stride na dĺžky hashovacích tabuliek. Čosa týka šetrenia pamäte najmenším ukazovateľom,
jeho úspešnosť klesá so zvyšujúcou sa striedou a pri stride 8 je zanedbateľná.
5.4 Porovnanie výsledkov
V tejto časti bude nasledovať zhodnotenie dosiahnutých výsledkov jednotlivých algoritmov.
Z algoritmov budú použité vhodné a preukázateľné parametre, aby boli viditeľné rozdiely
v koncepcii každého jedného z nich. Priama konfrontácia algoritmov bude založená na
priemerných hodnotách nameraných na vstupných množinách pri simulovaní jednotlivých
algoritmov. V konfrontácií algoritmov je dobre vidieť ich vzájomné rozdiely a je možné si
urobiť približný obraz o možnostiach nasadenia metód v praxi. Postupne budú porovnávané
pamäťové nároky pri použití 32-bitového ukazovateľa, najmenšieho možného ukazovateľa
a najhorší možný počet prístupov do pamäte.
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Do tohto finálne zhrňujúceho porovnania boli zahrnuté algoritmy Trie, CPE so striedou
4 a optimalizáciou
”
leaf pushing“, Lulea Compressed tries so striedou 4, algoritmus Tree
Bitmap so striedami 4 a 5, Shape-shifting tree so striedami 4 a 32, Hash-Tree Bitmap
so striedami 4 a 5, a Generický Hash-Tree Bitmap so striedami 4, 5 a 8. Ako je vidieť
stromové algoritmy budú konfrontované s podobnými nastaveniami striedy, pre preukázanie
čo najlepšieho porovnania. Okrem týchto stromových algoritmov sa porovnania zúčastní
aj algoritmus Binary Search on Ranges, Binary Search on Prefix Length a MultiMatchs
nastavením parametru p na hodnotu 32.
Kvôli prehľadnosti grafov z nich budú vypustené dosiahnuté výsledky na množinách
SIXXS-AFRINIC a SIXXS-LACNIC. Rovnako nebudú kvôli prehľadnosti zobrazované vý-
sledky niektorých algoritmov, ktoré na prácu nemali veľký vplyv.
Obrázok 5.4: Priemerný počet uzlov stromových algoritmov na použitých množinách.
Prvý graf na Obrázku 5.4 ukazuje priemerný počet uzlov štruktúr jednotlivých algorit-
mov. Ako je možné vidieť, všetky algoritmy ďaleko predbehli v tomto merítku algoritmus
Trie, ktorý má viac ako trojnásobný počet uzlov oproti druhému v poradí. Je možné po-
zorovať vyrovnanosť algoritmov CPE, Lulea, Tree Bitmap a Shape-shifting tree pri použití
rovnakej striedy. Rozdielnosť týchto algoritmov je ale najmä v použitých štruktúrach. Naj-
lepšie výsledky dosiahol Hash-Tree Bitmap na akomkoľvek nastavení stride a v tesnom
závese je za ním iba Shape-shifting tree so striedou 32. Implementovanému algoritmu sa
taktiež darilo v konkurencii celkom dobre a eliminácia uzlov sa relatívne prejavila, aj keď
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očakávanie bolo vyššie.
Každopádne tento parameter ešte nič nepreukazuje, keďže algoritmy sú rozdielne v pou-
žitých štruktúrach a nižší počet uzlov taktiež nemusí zaručovať rýchlejšie vyhľadávanie.
Obrázok 5.5: Pamäťové nároky na najmenší možný ukazovateľ.
Obrázok 5.6: Pamäťové nároky na najmenší možný ukazovateľ. Výber z metód.
Na ďalšom grafe na Obrázku 5.5 je možné vidieť porovnanie pamäťových nárokov na
najmenšie možné ukazovatele vo všeobecnom porovnaní všetkých algoritmov. Ako je možné
vidieť strieda 8 algoritmu GHTB vysoko prekonáva aj nároky štruktúry Trie. V prípade
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prítomnosti výsledkov iných algoritmov v grafe so stride 8 by bol výsledok rovnaký. Metódy
so stride 8 sa už na ďalších grafoch nebudú obajavovať.
Graf na Obrázku 5.6 je orezaný o výsledky algoritmov, ktoré niesú pre prácu až také
podstatné. V detaile je teraz možné jasne sledovať dominanciu algoritmu Hash-Tree Bitmap.
Najlepšie počínajúcim si z ostatných algoritmov je SST so striedou 32. Pamäťové nároky
zvyšných algoritmov sú veľmi podobné. Tieto dva grafy hovoria hlavne o tom, s ktorým
algoritmom je najjednoduchšie ušetriť pamäť malým ukazovateľom. Horšie výsledky dosiahli
metódy obsahujúce niekoľko bitmáp a relatívne vysoký počet uzlov.
Obrázok 5.7: Pamäťové nároky na 32-bitový ukazovateľ. Výber z metód.
Obrázok 5.7 už ukazuje namerané pamäťové nároky pri používaní 32-bitového ukazo-
vateľa. Najlepšie výsledky znova dosiahol algoritmus Hash-Tree Bitmap a v tesnom závese
mu sekundu SST so striedou 32. Pri 32-bitovom ukazovateli, už začali za implementovaným
algoritmom mierne zaostávať Tree Bitmap a SST so striedou 4. Zaujímavosťou môžu byť
mierne nižšie nároky HTB so striedou 5 oproti striede 4. Rovnako je to aj pri GHTB, kde
strieda 5 má taktiež mierne nižšie nároky.
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Obrázok 5.8: Priemerný počet maximálnych prístupov do pamäte. Bez BSI.
Obrázok 5.8 zobrazuje graf pre maximálny počet prístupov do pamäte v najhoršom
prípade. V tejto kategórií je na tom zo zobrazených algoritmov jednoznačne najhoršie Trie.
Algoritmy CPE, Lulea a Tree Bitmap boli postavené s rovnakou striedou a tak je aj ich
počet prístupov rovný. V tomto prípade je výkonom GHTB vyrovná Hash-Tree Bitmap.
Obrázok 5.9: Pamäťové nároky na 32-bitový ukazovateľ. Výber z metód.
Na poslednom Obrázku 5.9 je porovnanie oboch dôležitých parametrov algoritmov. Pa-




Práca sa zaoberá algoritmami LPM a návrhom optimalizácie jedného z algoritmov. Pre
jej potreby bolo nutné si podrobne naštudovať a pochopiť princípy základných, ako aj
pokročilých algoritmov venujúcich sa tejto problematike. Súčasťou práce je aj podrobný
popis niekoľkých vybraných z nich, pričom sa hlavná pozornosť venuje práve algoritmom
na ktoré sa snaží táto práca nadväzovať, či sú pre ňu východiskové.
Samotnej práci s LPM predchádzalo získavanie potrebných informácií a naštudovanie si
hlavných charakteristík protokolu IPv6, na ktorý sa v nej zameriavam, a taktiež materiálov
venujúcich sa problematike smerovania a vyhľadávania najdlhších zhodných prefixov ako
takej.
Pri testovaní jednotlivých algoritmov som sa zameral na nachádzanie ich výhod či nevý-
hod a zisťovanie hraníc efektívnej práce s nimi. Dôležité je najmä zachytenie vzťahu medzi
pamäťovou a časovou náročnosťou algoritmov. Pre vybrané množiny testovacích prefixov,
ktorých zdrojom boli medzinárodné BGP brány, som sa snažil vyhodnotiť vhodnosť nasa-
denia a používania algoritmov v praxi. Medzi metódami sa našli aj také, ktoré pre reálne
nasadenie nie sú vhodné pre svoje obmedzujúce vlastnosti.
Súčasťou práce bola implementácia optimalizácie jedného z algoritmov. Pre túto úlohu
som si vybral algoritmus Tree Bitmap a mierne odlišný pohľad na prácu s hashovacími
tabuľkami ako tomu je v prípade algoritmu Hash-Tree Bitmap. Výsledný algoritmus sa ma-
ximálnym počtom prístupov do pamäte v najhoršom prípade vyrovnal Hash-Tree Bitmap,
avšak efektivitou práce s pamäťou značne zaostával. Lepšie pamäťové nároky by bolo možné
dosiahnuť zefektívnením štruktúry, ktorú algoritmus vytvára pomocou eliminácie ďalších
uzlov stromu z kategórie transportných. Okrem implementovaného algoritmu som sa kniž-
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nicu Netbench snažil rozšíriť a obohatiť o ďalšie reálne množiny IPv6 prefixov pre potreby
testovania, či ďalšie testovacie skripty.
Pokračovanie v práci je možné v nespočetných smeroch. V blízkej dobe určite značne
porastú množiny IPv6 prefixov a priestor pre optimalizácie súčasných algoritmov, či imple-
mentáciu nových algoritmov LPM bude ešte o to väčší.
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Na priloženom CD je obsah SVN repozitára projektu Netbench.
63
