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HEAT TRANSFER ENHANCEMENT OF VAPOR CONDENSATION  
HEAT EXCHANGER 
Husam H. Rajab 
Dr. Hongbin Ma, Dissertation Supervisor 
ABSTRACT 
A typical vapor condensation condenser consists of two major heat transfer processes, 
i.e., vapor condensation and forced convection. In order to enhance heat transfer, the 
condensation heat transfer utilizing the porous medium is investigated, and at the same time, the 
elliptical pin fin effect on the forced convection of nanofluid studied.  The forced convective heat 
transfer on nanofluids in an elliptical pin-fin heat sink of two different pin orientations is 
numerically studied by using a finite volume method.  
With increasing Reynolds number, the recirculation zones behind the pins increased. 
There were more recirculation zones for the pins with different angular orientations than for pins 
with the same angular orientation. It is observed that the Nusselt number for the pins with 
different angular orientations was higher than that for pins with the same angular orientation. 
The results show that with increasing volume fraction of nanoparticles and angular orientation of 
pins for a given Reynolds number, Euler and Nusselt numbers as well as overall heat transfer 
efficiency increase.  
The non dimensional mass, momentum and energy equations based on non dimensional 
pressure, temperature, heat capacity, capillary, and bond numbers are developed for the vapor 
condensation occurring in the porous medium. The volumetric viscous force for the flow is 
described by Darcy’s law. For the microscopic interfacial shear stress, a permeability term that 
relates flow rate and fluid physical properties (i.e. viscosity) to pressure gradient 
xiii 
 
l
l l lK u p  is implemented. The effects of permeability, porosity, and effective pore 
radius parameters on porous medium performance are introduced.  
The occurrence of thin liquid film inside pores is addressed and the Laplace-Young 
equation is depicted. In calculations the Darcy-Ergun momentum relation is implemented which 
provide accurate means to determine the capillary performance parameters of porous medium. 
The dimensionless thicknesses of the two-phase and liquid regions and embodiment of unique 
characteristics based on the total thermal diffusivity and absolute permeability are depicted. 
Therefore, analyses of the phase change and two-phase flow are made by defining regions, over 
which appropriate approximations are made. 
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CHAPTER ONE: INTRODUCTION 
1.1 PRINCIPLES OF CONDENSATION AND EVAPORATION  
As shown in figure 1.1, in a vapor-to-condensate heat exchanger process, two streams of 
water- primary and steam-secondary are used. The primary cold water becomes hot by coming in 
direct contact with the heated from bottom surface (o-o’), while the secondary steam which is 
used as supply condensed water to the cooling tower, decreases its temperature by exchanging 
only sensible heat with the cooled and water stream (o-s). Thus vapor content of the supply 
steam remains constant in an indirect cooling system (Figure 1.2), while its temperature drops. 
Obviously, everything else remaining constant, the temperature drop obtained in a direct cooling 
system is larger compared to that obtained in an indirect system, in addition the direct cooling 
system is also simpler and hence, relatively inexpensive.  
 
Fig 1.1. Vapor-to-condensate heat exchanger process 
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However, since the steam content remains constant in an indirect process, this may 
provide greater degree of comfort in regions with higher vapor-to-condensate ratio. In modern 
day indirect coolers, the conditioned steam flows through tubes or plates made of non-corroding 
plastic materials such as polystyrene (PS) or polyvinyl chloride (PVC). On the outside of the 
plastic tubes or plates thin film of water is maintained. Water from the liquid film on the outside 
of the tubes or plates evaporates and cools through the tubes or plates sensibly. Even though the 
plastic materials used in these coolers have low thermal conductivity, the high external heat 
transfer coefficient due to evaporation of water makes up for this. The commercially available 
indirect coolers have saturation efficiency as high as 80%. 
 
1.2 COOLING TOWER MATERIALS SELECTION 
If pre-cooling the dry steam is the objective then a wet media pad should be used to cool 
the dry steam before it reaches the condenser coils. In this case the type of media used is of 
greatest importance. The important characteristics when choosing a material are the pressure 
drop through it, how well it condenses the steam or cooling efficiency, and how it holds up to 
water damage. Water damage will deteriorate the material’s performance because of salts 
deposits and mold formation. This will lower the cooling efficiency and increase the pressure 
drop. Another consideration that should not be neglected when selecting the material is the cost. 
This is very important when analyzing a system’s economic advantage. 
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Fig 1.2. Direct & Indirect Cooling System 
1.3 IDENTIFYING STEAM POWER SYSTEMS 
Currently nine out of ten power plants in the United States that generate electricity from 
steam power (Fig. 1.3) require condensate cooling. These systems are categorized as either once-
through or wet-recirculation. Once-through cooling systems discharge water directly after it has 
absorbed system heat. Wet-recirculating systems (wet-cooling) operate in a closed loop where a 
considerable amount of water is lost in the cooling towers through evaporation cooling. The 
remaining power plants use air for heat removal in a process called dry-cooling. This process 
reduces water consumption by more than 90%.  
However, air as a lower heat capacity than water making this design less efficient 
resulting in significant increases in size and cost. In summer, when electricity demand peaks, 
ambient temperature increases, this significantly decreases the temperature difference between 
steam and ambient air resulting in a decrease of cooling capacity. In order to significantly reduce 
or eliminate the use of water for cooling power plants, a highly efficient heat exchanger for the 
vapor condensation is needed.  
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Figure 1.3. Water flow in once-through cooling 
 
1.4 OBJECTIVES & RESEARCH APPROACH 
For a typical vapor condensation heat exchanger, as shown in Fig. 1.4, the steam from the 
power plant is condensed inside the heat exchanger.  The heat released from the condensation is 
transferred through the exchanger wall and removed by the forced convection. In order to 
enhance heat transfer of the condensation heat exchanger, the condensation heat transfer 
occurring inside the heat exchanger is needed to be increased and the forced convection heat 
transfer is needed to be enhanced as well.  In the current investigation, the heat transfer 
enhancement of forced convection using elliptical pin fins is investigated. At the same time, the 
vapor condensation occurring in the porous medium addressed.  
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Figure 1.4.  Typical Vapor Condensation System 
 
  In order to increase the heat transfer rate of the vapor condensation heat exchanger, the 
current investigation will focus on the condensation heat transfer and forced convection.  For the 
vapor condensation, in order to increase the condensation heat transfer rate, porous medium is 
utilized to increase the condensation area, and at the same time, the condensate can be effectively 
removed by the capillary force.  The heat released from the condensation must be efficiently 
removed for the forced convection.  In order to increase the heat transfer coefficient of forced 
convection, the elliptical pin fins with nanofluid is investigated.  
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CHAPTER TWO: HEATTRANSFER ENHANCEMENT USING MINI/MICRO 
ELLIPTICAL PIN-FIN HEAT SINKS WITH NANOFLUIDS 
 
2.1. INTRODUCTION 
In recent years, nanofluids (NFs) have proven to have a great potential for enhancing the 
heat transport capability of heat transfer devices [1-8]. Therefore, using nanofluids as a working 
fluid is well suited for use in high performance compact heat exchangers and heat sinks used in 
electronic equipment. One of the important characteristics of nanofluids is represented by their 
higher thermal conductivities with respect to conventional coolants. The enhancement of thermal 
conductivity of NFs depends on particle diameter and volume fraction, thermal conductivities of 
base fluid and nanoparticles as well as Brownian motion of nanoparticles, which is a key 
mechanism in thermal conductivity enhancement. Several correlations have been developed 
regarding the thermal conductivity of copper oxide and water nanofluids [9-18]. Wang and 
Mujumdar [9] gave a quality review of such correlations. The Hamilton-Crosser (HC) model 
[10] and Maxwell model [11] include the effects of distribution and the interfacial layer at the 
particle/liquid interface along with the Brownian motion of nanoparticles, which are some key 
mechanisms of thermal conductivity enhancement. Koo and Kleinstreuer [12] proposed a 
thermal conductivity model that takes into account the effect of temperature, particle volumetric 
concentration, and properties of base fluid as well as nanoparticles subjected to Brownian 
motion. Comparisons between models [13, 14] show that Koo and Kleinstreuer’s model better 
captured the results of an experimental study by Namburu et al. [15], and it predicted thermal 
conductivity of nanofluids better than other available models [16-18].  
Many experimental and numerical studies in the literature focus on heat transfer 
enhancement of pin shapes and their angular orientation in pin-fin heat sinks and pin fin arrays 
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[19-21]. Sparrow and Vemuri [19] have shown that fin array and its orientation have a positive 
influence in heat transfer. Rubio-Jimenez et al. [20] analyzed the effect of shape of pin on 
temperature distribution and pressure drop in micro pin-fin heat sinks. The results showed that 
the fin shape plays an important role in the pressure drop rather than heat dissipation. They 
showed that the best performance can be obtained with flat-shaped fins. Huang and Sheu [21] 
studied fluid flow in micro heat sink so as to obtain temperature field and distribution of Nusselt 
number on the square micro-pin-fin heat sink for the steady incompressible flow of Newtonian 
fluids. They found that the averaged value of Nusselt number increases with increasing Prandtl 
and Reynolds numbers. 
Investigations into the optimization of geometrical structures of micro/mini heat sinks, 
and the use of nanofluids in cooling devices for cooling electronic equipment are still embryonic; 
much more study is required in order to better understand the thermal and fluid dynamic 
characteristics of these devices with this very promising new family of coolants and different 
geometries. Therefore, in the current investigation, an analysis was conducted to determine the 
effect of nanofluid on the heat transfer performance in an elliptical mini pin-fin heat sink 
including the influence of pin orientation. An effective thermal conductivity model, which takes 
into account the mean diameter of nanoparticles and Brownian motion,was used in the 
calculations. In order to compare the results, one heat sink has pins with a constant orientation 
angle, and the other heat sinkhas pins with varied orientation angles from 0 degree for the first 
pin to 90 degrees for the last pin.  
2.2. MATHEMATICAL MODEL AND GOVERNING EQUATIONS 
 Conjugated heat transfer in a nanofluid-cooled pin-fin heat sink was a major focus in this 
study including the effect of heat transfer enhancement of suspensions containing nanoparticles. 
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Figure 2.1 shows the schematic diagram of a pin-fin heat sink with variable orientation angles. 
The nanofluids studied here consisted of water and CuO nanoparticles with three different 
volume fractions. In order to be able to use the single phase approach, the diameters of 
nanoparticles were assumed to be less than 100 nm (ultrafine solid particle). For Reynolds 
numbers of less than 1000, Zukauskas [22] observed that fluid flow around a tube bank can be 
considered to be dominantly laminar. The flow was assumed to be incompressible; hence, 
radiation and compressibility effects were neglected in this study.  
 
 
Figure 2.1. Schematic of the elliptical pin-fin heat sink. (Left: pins arranged at the same 
angle; Right: pins arranged at different angles; 0,22.5,45,67.5, and 90) 
 
The governing equations for an incompressible Newtonian liquid in the laminar regime 
and in steady state conditions are given by the following. 
continuity equation: 
 0
u v w
x y z
  
  
  
 (1) 
x-momentum equation: 
 
 eff eff eff eff
u u u p u u u
u v w
x y z x x x y y z z
   
               
            
               
 (2) 
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y-momentum equation: 
 
 
eff eff eff eff
v v v p v v v
u v w
x y z y x x y y z z
   
         
      
         
      
      
      
 (3) 
 
z-momentum equation: 
 
 
eff eff eff eff
w w w p w w w
u v w
x y z z x x y y z z
   
               
            
               
 (4) 
 
energy:  
 
   2p eff eff effeff
T T T T T T
C u v w k k k
x y z x x y y z z
 
              
           
              
 (5) 
 
where, u, v, w are velocity components in x, y and z directions, respectively. T and P  are 
temperature and pressure, respectively. eff  and ,p effC are  effective density and specific heat of 
nanofluid. 
2 is the viscous dissipation term, and it represents the time rate at which energy is 
being dissipated per unit volume through the action of viscosity. For an incompressible flow, it is 
written as follows: 
 
2 22 2
2 2
2 eff eff eff eff eff
eff eff eff eff
u v w u v
x y z y x
v w w u
z y x z
    

   
            
           
               
      
       
      
 (6) 
 
The effective density and heat capacity of nanofluid can be expressed by the classical model 
[23,24] as: 
 (1 )eff f p       (7) 
 
      (1 )
p p peff f p
C C C        (8) 
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Where   and pC and   are volume fraction, heat capacity and density, respectively. Indexes 
f  and p  refer to fluid and solid, respectively. 
 
Figure 2.2 (a) Computational Domain 
Using the correlation given by Koo and Kleinstreuer [25, 26]. This model takes into 
account the effect of Brownian motion, temperature, mean diameter and volume fraction of 
nanoparticle, and nanoparticle on nanofluid thermal performance. Furthermore, Li and 
Kleinstreuer [28] compared this model with the MSBM model by Prasher et al. [13] for two 
different nanofluids, CuO -water and 2 3Al O -water and found that it can predict thermal 
conductivity of nanofluid accurately up to a volume fraction of 4%. 
Based on KKL model [25, 26] the effective thermal conductivity of nanofluid is in the following 
form: 
 staticeff browniank k k   (9) 
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The first term is the conventional static part which is the well-known Hamilton Crosser's 
equation [10] and can be defined as: 
 
   
   
2 2
2
p f f p
static f
p f f p
k k k k
k k
k k k k


   
  
    
 (10) 
 
Major enhancement in thermal performance of nanofluid is due to Brownian motion associated 
with nanoparticles. The second term in an effective thermal conductivity model is the dynamic 
part which originates from the particle Brownian motion and can be expressed as:  
  4 ,5 10 ,brownian f p f b p pk C T d f T      (11) 
 
where pd, and p are nanoparticle volume fraction, nanoparticle mean diameter, and density of 
nanoparticle, respectively. b is Boltzmann constant,  Kj /103807.1 23 . The function f and 
, are to be determined semi-empirically. The model parameter f considers the augmented 
temperature dependent is from Hamilton Crosser's equation [10] and it is due to particle 
interactions, and function   represents the fraction of the liquid volume which travels with 
particles and decreases with the particles’ volumetric concentration due to the viscous effect of 
moving particles. The functions f  and   [26, 27] can be combined to a new g-function which 
considers the influence of multi-particle interaction which depends on volume fraction, 
temperature and particle diameter [29], 
 
   
     
 
   
     
2 2
ln ln ln ln
ln
ln ln ln ln ln ln
p p
p p p p
a b d c m h d i
g T
d d e d j d k d
 
 
      
    
         
 (12) 
 
where , , , , , , , , ,a b c d e g h i j k are constants which are dependent of type of nanoparticles and 
base fluid.  
12 
 
In order to take into account the thermal interfacial resistance (
bR ) or Kapitza resistance 
[29] in the static part of the effective thermal model,  
 
,
p p
b
p p eff
d d
R
k k
   (13) 
In the present study, we chose the value of 
W
km
Rb
2
8104   according to Li & Kleinstreuer 
[28]. The temperature dependent viscosity and thermal conductivity of pure water are as follows 
[30]: 
 
6 1713
2.761 10 exp
f
T
  
 
 
 
 (14) 
 
  50.6 1 4.167 10fk T    (15) 
 
In this study a combination of wall, inlet, outlet and symmetry boundary conditions were applied 
to the computational domain. All walls in contact with liquid flow were treated as no-slip 
boundary conditions. A constant and uniform velocity and temperature distribution were applied 
to the inlets of hot and cold channels. At outlets, the static pressure was fixed, and the remaining 
flow variables were extrapolated from the interior of the computational domain. At solid-liquid 
interface, the temperature continuity must be satisfied so the heat fluxes at interfaces are used to 
relate the temperatures to each other. 
2.3. SOLUTION AND PREDICTION PROCEDURE 
Equations (1-5) are solved separately using a finite volume code based on a collocated 
grid system. The conservation equations are discretized by means of the finite volume method in 
a collocated grid based on SIMPLE algorithm [31]. The diffusive and convective terms are 
discretized using second order centered and QUICK schemes [32], respectively. In order to avoid 
velocity-pressure decoupling problems, the velocity components in the discretized continuity 
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equation are calculated using an interpolation technique. The convergence of code was declared 
when the residual of each component of velocity vector, pressure and temperature become
710 , 
510 , and
1110  , respectively.  
After solving the governing equations for , , & Tfu v w , other useful quantities such as 
Euler and Nusselt numbers were determined. The dimensionless pressure drop is presented by 
the Euler number [21], i.e. 
2
2
fm m
p
Eu
U N

 , where fm  is mean fluid density, N is number of 
pin rows and 
mU  is mean velocity in the minimum cross-section. The heat transfer rate from the 
hot wall can be calculated by 
( ) . ( )
p nf in in out in
h
c u A T T
q
A
 
 where inA and hA  denote the area 
of inlet and the base area of hot wall, respectively. inu is the inlet velocity, and outT and inT  are 
outlet and inlet bulk fluid temperatures, respectively. The convective heat transfer coefficient is 
defined as lmh q T  , where lmT is the log mean temperature difference , i.e., 
    ln s inlm s in s out
s out
T T
T T T T T
T T
 
      
 
where sT  is surface temperature.  
Finally, the overall Nusselt number of the pin-fin heat sink is defined as follows, 
h fNu h D k . For performance assessment of the investigated pin-fin heat sink, the overall heat 
transfer efficiency is represented by the ratio of Nusselt number to the dimensionless pressure 
drop, i.e., Nu Eu  . This definition relates the hydrodynamic and thermal performance, which 
allows us to obtain an indication about the overall pin-fin heat sink performance.  is also 
reasonable to evaluate performance of pin-fin heat sink with nanofluid, since nanofluid usually 
increases both pressure drop and total heat transfer.  
2.4. GRID INDEPENDENCY AND CODE VALIDATION 
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The computational domain (Fig 2.2.a) was spatially discretized using two structure grids 
for inlet and outlet blocks and an unstructured grid of tetrahedral volume elements for the central 
region, which contained pins (Fig 2.2.b). A fine grid was used in regions with steep velocity and 
temperature gradient. Four grids with different sizes of 12,400 (coarse), and 154,000 
(intermediate), and 1,536,000 (fine), and 2,890,000 (very fine) were used for the study of grid 
independency. The calculation results show a maximum difference of less than 0.025% in the 
computed results between the fine and very fine grids; hence, the fine grid was selected to 
conduct the calculation. 
 
Figure 2.2.(b).  Nonuniform computational grid: (Top): pins have same orientation angles, and 
(Bottom): pins have different orientation angles. 
A number of researchers [32-33] used the same properties models and approach we used 
for nanofluid modeling and they found excellent agreement with experimental data. However, 
for further validation, we compared our results with experimental results by Yang et al [32] and 
validation of the code was also performed with respect to the experimental results presented by  
Kosar and Peles [33] for circular micro pin-fin heat sink with water as coolant. For each 
experiment, we have simulated only one symmetrical part of pin-fin heat sink, which was used in 
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the experimental work of Kosar and Peles [33], and we also used an elliptical pin-fin heat sink, 
which was used in another experimental study by Yang et al [32] with the same boundary 
conditions in the experiments. The hydrodynamic and thermal boundary conditions used in 
experiments are constant velocity at the inlet of heat sinks, which is obtained from the inlet 
Reynolds number, and uniform and constant heat flux subjected to the bottom wall of heat sink. 
Furthermore, the channel and circular/elliptical pin fin surfaces are treated as no-slip boundary 
conditions, and at the channel outlet, the static pressure is fixed to atmospheric pressure, and the 
remaining flow variables are extrapolated from the interior of the computational domain. Tables 
2.2 and 2.3 are to compare results from literature with present results. As seen, there is excellent 
agreement between the results of the calculations and previous studies in the literature. 
 
Figure 2.3. Schematic of experimental setup 
2.5. EXPERIMENTAL DESIGN  
A schematic of the experimental setup is shown in fig. 2.3. It mainly consists of the test 
section, the power supply, thermocouples for temperature measurement, a flow meter, a cooling 
bath, and the data acquisition system. The inlet velocities range from 0.02 /m s  up to 5.00 /m s
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.  The creation of the three dimensional pin fin heat sinks is achieved using additive processes. 
Hence, additive manufacturing of making three dimensional pin fin heat sinks prototype is 
utilized. In this additive manufacturing process, pin fin heat sink prototype (I) (Fig 2.4) is created 
by laying down successive layers of material until the heat sink is created. Each of these layers 
can be seen as a thinly sliced horizontal cross-section of the eventual pin fin heat sink. Two 
materials of pin fin heat sinks were tested; namely, PLA (Polylactic Acid) and ABS 
(Acrylonitrile Butadiene Styrene). Both materials showed good performance. However, ABS 
outperformed PLA in both stability and toughness. ABS material outweighed PLA in that ABS 
was less brittle. ABS was post-processed with acetone to provide a glossy finish. 
 
Figure 2.4. Production of MPFHS, Prototype (I) 
Water flow with a uniform velocity, Dv  and with a bulk temperature. The test section 
containing the fin assembly is wrapped with wool sheet insulation so that the rate of heat loss to 
the surroundings is so small and can be ignored. The rate of heat dissipation from the fins and its 
surfaces to the flowing water is mainly convection. The total rate of heat transfer by convection 
from the ﬁns and its surfaces may be expressed as 
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 t f f b b bq N hA hA      (16) 
where h  is the convection coefficient for the ﬁns and its surfaces and f is the efficiency of a 
single ﬁn. Hence, 
 
M tanh
f
b
mL
hPL


   (17) 
Eq. (16) can also be expressed as  
  t f f t f bq h N A A NA        (18) 
Rearranging yields,      
  1 1ft t f b
t
NA
q hA
A
 
 
   
 
  (19) 
where b  is temperature difference  b bT T   , the fin heat rate is expressed as 
  tanh *fq M m L   (20) 
where  
  
1 2
b Cu cM h P k A   (21) 
and 
  
1 2
Cu cm h P k A   (22) 
cA  is the fin cross sectional area 
2 4cA D . The thermal conductivity of fin material is 
evaluated at the average temperature of the fin surface and that for the water it is evaluated at the 
average temperature of entering and leaving water to/from the fins. The logarithmic mean 
temperature difference is expressed as, 
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  
 


  (23) 
The overall Nusselt number of the pin fin heat sink is defined as, 
 
   
1 2 1 3 5 8
1 4
2 3
0.62
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282000
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D
Re Pr Re
Nu
Pr
 
   
   
     
 (24) 
And the convective heat transfer is as expressed as, 
 , ,( )conv p m e m iq mC T T    (25) 
The flow in the heat sink is completely enclosed, and the goal is to determine how the log 
mean temperature difference lmT  varies with position along the heat sink and how the total 
convection heat transfer convq is related to the difference in temperatures at the heat sink inlet and 
outlet , ,( )m e m iT T .  
ABS provided a good mechanical toughness, and ease of fabrication, but not withstand 
high heat flux temperatures. Hence, a new pin heat sink prototyping was created (Fig 2.5) by cnc 
metal injection molding (CMIM).  CMIM provided a balanced combination of wide temperature 
range, good dimensional stability, heat and pressure resistance, and electrical insulating 
properties. A description of the CMIM machining is given in the appendix. 
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Figure 2.5. Production of MPFHS, Prototype (II) 
The test section of heat sink prototype has been fabricated and fin shape effect on the 
fluid field has been conducted. The test section model (Fig 2.6) consists of pin fins, and the 
heating unit. They are assembled together with dimensions of 130 mm wide, 85mm long and 
30mm  height. The heating unit mainly consists of the heater and the thermal insulation. The 
heater output power is 869.56W at 200.16V and the measurement of current is 4.34A . The 
electrical power input is supplied to the heater by a DC source and controlled by a variac 
transformer to obtain constant heat flux along the base of the heat sink and measured by a digital 
wattmeter. The voltage settings are guided by the readings of thermocouples. Pump flow rate 
ranges from 0.0029 /kg s  up to 0.0320 /kg s  and calculations of power loss are given in table 
2.1 and in the appendix. All sides of the heat sink are insulated except the top. The top surface is 
covered with a lexan sheet. To prevent water leak from the top, the lexan sheet is placed over a 
rubber packing. The lexan sheet is tightened to the heat sink with four bolts (Fig C.6). In order to 
obtain a clear picture of fluid flow, a particle image velocimetry (PIV) method 
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of flow visualization is utilized. We have brightly illuminated the pin fin heat sink so the flow 
pattern could be visible and we used a PIV camera to view and visualized flow pattern as shown 
in Fig 2.7.a. and a photograph of the experiment is shown in Fig 2.7.b. 
 
Figure 2.6. Schematic of test section 
Table 2.1. Experimental Design Calculations  
Pump Flow Rate Range:  0.0029 / 0.320kg s kg s  
Heat Sink Design:  . ,Dia Power   
velocity  m s  Diameter of heat sink inlet 
 m  
 m , Mass flow rate 
 kg s  
Power loss 
 Watts  
2.000 0.0015 0.003464 80.7458 
2.250 0.0015 0.003897 90.8287 
 2.500 0.0015 0.00433 100.921 
2.750 0.0015 0.004762 111.013 
2.750 0.0030 0.01905 444.052  
3.000 0.0030 0.020782 484.420 
 3.250 0.0030 0.022513 524.788 
4.500 0.0030 0.031172 726.630 
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At the channel inlet, where the temperature of the working fluids is originally uniform, 
that temperature is forced to change due to the development of the thermal boundary layers on 
the pins. We consider the water moves at a constant flow rate, and convection heat transfer 
occurs at the inner surface. The fluid is modeled as an ideal gas with negligible pressure 
variation. The axial variation of mT , (Fig 2.8) can be readily determined. If s mT T heat is 
transferred to the fluid and mT  increases with x ; if s mT T  the opposite is true. Although the 
surface perimeter P  sometime vary with x  along the length of the heat sink channel  0 x L 
, mostly it is a constant (a heat sink of constant cross sectional area). Hence pP mC is constant.  
 
 
Figure 2.7.a. Visualization of the flow pattern: Top: current results, Bottom: results of Ohmi et al 
[34] 
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Figure 2.7.b. A photograph of the experiment 
 
           
Figure 2.8. Fluid and surface axial temperature variations 
It is important to note that the heat transfer coefficient h  varies with x  along the heat 
sink length  0 x L  . Although sT  can not be constant, mT  must always vary with length of 
heat sink  0 x L   except when  s mT T .  To determine the fluid temperature change, 
, ,( )m e m iT T we integrate m pdT dx qP mC  from 0x  , and the following result, 
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   ,m m i pT x T qP mC x   is implemented. Accordingly, the fluid temperature varies linearly 
with x  from 0x   to x L  along the heat sink. Furthermore, we see that the temperature 
difference ( )s mT T to increase with position  0 x L  . Hence, log mean temperature 
difference lmT increases with position along the heat sink. This difference is initially small (due 
to the small value of h  near the entrance) but there is an increase with increasing position along 
the heat sink  0 x L   due to the increase in h , (Fig 2.9) that occurs as the boundary layer 
develops.  
 
Figure 2.9. Heat transfer coefficient along the length of the pin fin heat sink 
2.6. RESULTS AND DISCUSSION 
The analysis was performed for the elliptical pin-fin heat sink, and the results are 
presented in this study. The temperature and velocity contours are explored first followed by an 
analysis of Euler and Nusselt numbers based on their response to the effect of the pins’ angular 
orientation and the use of nanofluid as a coolant. Analyzing the temperature field in the coolant 
provides a good insight into heat transfer behavior. Calculations were performed using a wide 
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range of Reynolds numbers and nanoparticle volume fractions with and without pin orientation 
cases. Figure 2.10 presents a comparison between contour of temperature distribution for both 
heat sinks with and without pin orientation for different Reynolds numbers in a plane which 
passes through half of the pins height. As expected the temperature is higher near the wall where 
the heat transfers to the coolant. The temperature distribution in the coolant is nonuniform and 
the orientation of pins intensifies this nonuniformity causing a significant difference between the 
average heat transfer from each pin in the system. In general, these differences are due to 
different flow behavior around pins, which is especially noticeable during the generation of 
larger circulation zones behind the pins with larger orientation angle. As seen, the flow and heat 
transfer field in the system with zero degree of orientation becomes fully developed after 
circulation around the third pin; however, for the system with angular orientation, that system 
will not become fully developed because of the complicated flow and heat transfer behavior 
around each pin. Furthermore, at the channel inlet, where the temperature of the working fluids is 
originally uniform, that temperature is forced to change due to the development of the thermal 
boundary layers on the pins. With an increasing Reynolds number, the thermal boundary layers 
on the pins decreases. Therefore, higher Reynolds numbers causes a larger heat transfer 
coefficient and consequently a larger Nusselt number. It can also be seen that the average bulk 
temperature of coolant decreases as the Reynolds number increases while the heat transfer rate 
between coolant and heated pin fins increases with increasing Reynolds number. These opposite 
trends can be explained as follows:  convection heat transfer that occurs in the fluid region of 
MPFHS is comprised of two mechanisms:1) energy transfer due to the bulk motion of the 
coolant and 2) energy transfer due to diffusion in the coolant. At low Reynolds number, the 
coolant’s mean velocity is low, and it has more time to absorb and spread heat; therefore, 
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diffusive heat transfer is the dominant player, causing the coolant to obtain a higher bulk 
temperature. On the other hand, as the Reynolds number increases, the mean fluid velocity 
increases, and forced convection plays a higher role in the heat transfer, there by transferring 
more heat without much increase in temperature. Similar behaviors can be seen for cases where 
nanofluid is the coolant. 
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Figure 2.10. Temperature and velocity distributions around two different configurations of 
elliptical pin fins at three different Reynolds numbers with nanofluid as coolant. 
 
The average Nusselt number for each individual pin in the system as well as the overall 
Nusslet number for heat sink (averaged for all pins) are shown in figure 2.11 (a-f).It can be seen 
that at a given Reynolds number, both the average Nusselt number of individual pins and the 
total Nusselt number increases with increasing nanoparticle volume fraction. Therefore, higher 
volume fraction results in more effective cooling. The influence of nanoparticles elucidates two 
opposing effects on the heat transfer in the heat sink: 1) a favorable effect that is driven by the 
presence of high thermal conductivity of nanoparticles and 2) an undesirable effect promoted by 
high level of viscosity experienced at high volume fractions of nanoparticles. In other words, the 
addition of nanoparticles to the base fluid enhances the thermal conduction and consequently the 
convective heat transfer coefficient; hence, as the particle volume fraction increases so does the 
Nusselt number enhancement. An interesting result (figure 2.12) is the effect of orientation of 
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pins on the average heat transfer of each individual pin as well as the total heat transfer of the 
system. As seen, changing the orientation of pins causes the Nusselt number for each individual 
pin to increase, and the heat transfer enhancement depends on the degree of orientation. The 
lowest enhancement occurs for the first pin because of similarity of flow and heat transfer around 
the pin in the case without pin orientation. However, depending on the flow conditions (Re and 
orientation angle), the highest enhancement occurs in third, fourth or fifth pin.  
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Figure 2.11. Effect of pin orientation and nanofluid volume fraction on Nusselt number at 
various Reynolds numbers, (a) Nusselt number of first pin, (b) Nusselt number of second pin, (c) 
Nusselt number of third pin, (d) Nusselt number of forth pin, (e) Nusselt number of fifth pin, (f) 
overall Nusselt number of heat sink 
 
Table 2.2. Comparison between results of Kosar and Peles [33] and current results 
 
 
 
 
 
Nusselt Number 
Re Ref. [33] Current Difference (%) 
14.20 0.80 0.82 2.5 
36.44 2.30 2.41 4.78 
55.38 4.72 4.97 5.29 
112.2 7.14 7.64 7.01 
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Table 2.3. Comparison between results of Yang et al. [32] and current results 
 
2
m
Wh
K
 
 
 
 
 p pa  
velocity 
(m/s) 
Ref. 
[32] 
Current Diff. 
(%) 
Ref. 
[32] 
Current Diff 
(%) 
Inline  
Configuration 
1 30.1 28.78 4.36 2.14 2.08 2.61 
2 57.29 53.57 6.48 7.28 7.01 3.84 
3 78.15 71.35 8.69 13.39 12.58 5.98 
Staggered 
Configuration 
1 42.85 40.66 5.11 0.97 0.94 2.98 
2 72.64 66.9 7.89 4.02 3.85 4.11 
3 93.41 84.55 9.48 8.11 7.59 6.34 
 
In addition to the advantage of increasing the system’s thermal performance by adding 
nanoparticles to the base fluid and changing the orientation of pins, a drawback is also associated 
with increase of pressure drop relating to volume fraction and pins’ angular orientation. Figure 
2.12 depicts that changing the angular orientation of pins and increasing volume fraction of 
nanoparticles(which is responsible for larger heat transfer performance) will lead to a higher 
Euler number and consequently a pressure drop in the system. The sensitivity of the Euler 
number to volume fraction of nanoparticles is related to the increased viscosity when the 
nanoparticles attain the higher volume fractions. These high values of volume fractions lead the 
fluid to become more viscous, which causes more pressure drop and correspondingly 
enhancement in the Euler number. As expected, an increase in volume fraction causes the Euler 
number to increase, but accordingly, the increase is not very significant because of the small 
increase in viscosity when using nanofluids, which will not cause a noticeable penalty on 
pressure drop. However, for cases with angular orientation, the pressure drop is significant, and it 
increases with an increasing Reynolds number. 
37 
 
 
Figure 2.12. Effect of pin orientation and nanofluid volume fraction on Euler number at various 
Reynolds numbers 
2.7. SUMMARY 
The forced convective heat transfer on nanofluids in an elliptical pin-fin heat sink of two 
different pin orientations was numerically studied by using a finite volume method. With 
increasing Reynolds number, the recirculation zones behind the pins increased. There were more 
recirculation zones for the pins with different angular orientations than for pins with the same 
angular orientation. It was observed that the Nusselt number for the pins with different angular 
orientations was higher than that for pins with the same angular orientation. The results show 
that with increasing volume fraction of nanoparticles and angular orientation of pins for a given 
Reynolds number, Euler and Nusselt numbers as well as overall heat transfer efficiency increase. 
Experimental investigation for the pin fin design provided insight including the existence of an 
optimum fin configuration. The pin fins with different orientation angle outperformed in 
comparison to pin fins with same orientation angle. 
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CHAPTER THREE: UTILIZATION OF THIN FILM EVAPORATION IN A TWO-
PHASE FLOW HEAT EXCHANGER 
 
3.1. INTRODUCTION 
Pin fin heat sinks and heat exchangers are classified as either single-phase or two-phase 
according to whether fluid superheats inside the microchannels. The primary parameters that 
determine the single-phase and two-phase operating regimes are the heat flux and the mass flow 
rate. For uniform heat flux, the fluid may maintain its liquid state throughout the microchannels. 
For higher heat flux and mass flow rate, the fluid flowing inside the microchannel superheats, 
resulting in a two-phase heat exchanger.  
The temperature is higher near the wall of the two-phase heat exchanger where the heat 
transfers to the coolant and the heat generated must be dissipated in order to keep temperature 
distribution uniformity. Based on heat flux, the liquid film around thin film region is often 
divided into three regions, namely, the non-evaporating film region, evaporating film region, and 
intrinsic meniscus region as shown in figure 3.1.  
Thin-film evaporation plays an important role in this two-phase system. A thin liquid film 
is formed, confined inside the elliptic pin fin heat sink and governed by evaporating liquid 
phase.When thin-film evaporation occurs, most of the heat transfers through a narrow area 
between a non-evaporation region and an intrinsic meniscus region. Because thin-film 
evaporation occurs in a small region, increasing the thin-film region and maintaining its stability 
is very important.  
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Figure 3.1. Schematic of thin film evaporation 
 
The flow and heat transfer in the evaporating thin film region, which are driven by the 
superheat, capillary and disjoining pressure gradients, are the strongest among the three regions 
due to the relatively small thermal resistance across the film. Intermolecular forces between 
liquid thin film and wall are characterized by disjoining pressure. The disjoining pressure 
controls the wettability and stability of liquid thin film formed on the wall. The non evaporating 
region has no evaporation due to the strong disjoining pressure even though the liquid-vapor 
interface is usually superheated to a wall temperature. Thus, the disjoining pressure plays key 
role and affect the interface temperature and heat flux through the thin film. 
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Many researchers, both experimentally and theoretically, studied different systems to 
understand the details of interfacial phenomena by studying the roles of the disjoining pressure 
[35-39] and surface tension and its gradient [35-44] on the wetting phenomena [37], Marangoni 
shear in the contact line region of evaporating meniscus [35-37], instabilities [35–38], fluid flow, 
and microscale phase change phenomena [35–44]. Investigations have conducted to understand 
mechanisms of fluid flow coupled with evaporating heat transfer in thin-film region. For 
example, Ma and Peterson [39, 40] studied the thin-film profile, heat transfer coefficient, and 
temperature variation along the axial direction of a triangular groove. Wayner et al. [41, 42], 
extended the Clausius-Clapeyron equation and the approximation has been widely used to relate 
the liquid- vapor interfacial temperature and pressure differences to the evaporative heat flux. 
They showed that the adsorbed film thickness decreases from when the wall superheat increases. 
Park et al. [43, 44] showed that the vapor pressure gradients significantly affect the thin film 
profile. They concluded that as the heat flux increases, the length of thin film region and the film 
thickness decrease and the local evaporative mass flux increases linearly. 
In this chapter, the Young-Laplace equation and the Clausius-Clapeyron equation 
predicting fluid flow and heat transfer for evaporating thin film region is presented and non 
dimensional analytical investigation is performed. Investigations of fluid flow effects are 
performed in thin-film region which include the disjoining pressure and surface tension and its 
gradient, Marangoni shear in the contact line region, and phase change phenomena. The 
superheat effects on film thickness are also performed. 
3.2. THEORETICAL ANALYSIS 
 
The heat input is assumed to travel through the porous medium. The liquid is 
continuously filled up from the intrinsic meniscus region into the evaporating thin film region to 
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replace the evaporation mass loss. When the film thickness approaches the adsorbed film 
thickness, 0 , the evaporation and liquid flow discontinue in the non-evaporating region. We 
only consider one side of the meniscus because of the geometric symmetry and the following 
assumptions are introduced:  
(i) quasi-steady two dimensional laminar flow with no slip at the wall,  
(ii) the liquid and vapor flows are incompressible,  
(iii) the vapor temperature at the interface, ivT , which depends on the corresponding vapor 
pressure at the interface, ivP , is non uniform along the interface and not equal to the bulk vapor 
temperature,  
(iv) gravitational forces are neglected, 
(v) the pure liquid completely wets the smooth solid surfaces which have a constant wall 
temperature, wT , of 325 K, and  
(vi) the bulk vapor temperature, vT , varies from 320 to 324 K. The pressure, vP , and the bulk 
vapor temperature are constant,  for 0x  .  
It is assumed that the flow is two-dimensional and by using a lubrication theory in the 
thin liquid film, it follows that the governing equation for momentum conservation is as follows 
  l l
p
S u
x y y y
 
    
   
    
 (26) 
where u  is the velocity and S denotes the source term. The terms l  and lp  are the liquid 
phase viscosity and pressure, respectively. The boundary conditions of Eq. (26) are:
0
0l yu   , 
v ly y
u u u     ,    i v v l vy ydu dy du dy        and   /2 0v y Hdu dy   . It is 
also assumed that the wall temperature, wT , is greater than the vapor temperature, vT . For 
integration of Eq. (26), we integrate by substitution, so integrating of Eq. (26) with the above 
boundary conditions gives 
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By changing integration order, Eqs. (27) & (28) become 
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the mass flow rate at a given location can be expressed as 
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 (32) 
The heat transfer rate by thin film evaporation occurring in the liquid-vapor interface q  
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q  in Eqs. (33) & (34)  is also equal to 
 
w il
l
T T
q k


   (35) 
The Clausius-Clapeyron equation, i.e. 
 
1 1
fg
sat
i
v l
hdp
dT
T
 
 
 
  
 
 
 (36) 
where fgh is the latent heat of vaporization at the average phase change temperature iT . Since 
the liquid-vapor interface region is very thin, the average phase change temperature is 
approximated by the arithmetic average of the liquid and vapor temperatures at the interface i.e., 
 
 
2
il iv
i
T T
T

  (37) 
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The liquid temperature at the interface derived from Eq. (36) and it is related to the interfacial 
pressure difference , ip , 
  
1 1 1
iv ii
fg v l
dT T p
h  
 
   
 
 (38) 
Integrating from the ivT  to ilT , results in 
   iil iv iv l v
v fg
p
T T T
h
 


    (39) 
Rearranging yields 
 1 iil iv
v fg
p
T T
h
 
   
 
 (40) 
The pressure difference, i iv ilp p p   , between the vapor and liquid at the interface is 
expressed by the augmented Young-Laplace equation, i.e., 
 
 i iv il c dp p p p p      (41) 
where 
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and 
 3d
A
p

  (43) 
respectively. Combining Eqs. (41)-(43) and differntiating with respect to x  gives, 
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2 4
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 (44) 
Substituting Eq. (40) into Eq. (35) end eliminating the sT , q  , 
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Considering Eq. (41),  Eq. (45) becomes 
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Substituting Eq. (46) into Eqs. (33) & (34)yields 
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Differentiating Eq. (41) with respect to x yields 
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Substituting Eqs. (49) & (50) into Eqs. (47) & (48) give 
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 (52) 
the disjoining pressure is the dominant parameter in evaporating thin-film region, which governs 
the fluid flow in the evaporating thin-film region. Also the absolute disjoining pressure is much 
larger than the capillary pressure, 
d cp p , especially when the curvature variation along the 
meniscus is very small, so Eqs.(51) & (52) become 
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Knowing that 
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  , and integrating Eqs.(53) & (54) 
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where 1C , and 2C are 
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respectively. Solving Eq. (55)&(56), the slope of the thin film profile can be expressed as 
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Where 3C is an integral constant, the constant 3C  can be expressed as 
 
2
01 2
3 4 2
0 0 0
dC C
C
  
    (60) 
By knowing that  30 ( )d fg v W vp A h T T T   ,The equilibrium thickness 0 is as follows 
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Using Eqs. (46), (53), (57) and (58), and taking a derivative of Eq. (46), the analytical solution of 
q  , is as follows 
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Thus, the optimum thickness 
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 ,  
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Considering Eq. (63), Eq. (62) can be rewritten as 
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Substituting Eq. (57) into Eqs. (39) yields 
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the dimensionless length, width and thickness are as follows 
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the dimensionless liquid pressure, vapor pressure, capillary pressure and disjoining pressure, are 
as follows 
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and the dimensionless heat flux is 
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Utilizing the characteristic thickness 0 , and the characteristic heat flux, 
0
0
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vWl TTkq

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dimensionless heat flux occurring in the evaporating thin film region can be expressed as 
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Considering 0
dq
d



 , the maximum dimensionless heat flux maxq
  can be determined as
2 3
1 2
0
3  
   . When the thin film thickness is equal to 3 20  times two third equilibrium 
thickness, 
 2/3
0 , the local heat flux through the evaporating thin film reaches its maximum. 
Letting  
2/3
3 20   , the maximum dimensionless heat flux can be expressed as 
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. Considering Eqs. (41), (42), (43) & (67), the following equation can be 
expressed as 
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Using Eqs.  (60) & (61), Eq. (59) yields 
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Nondimensionalizing Eq. (71) with the film thickness yields 
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3.3. RESULTS AND DISCUSSION 
 
Six prescribed boundary conditions for the film thickness, vapor and liquid pressures at
0x  , and they are as follows 
     **0 ,0 , ,0 ,0 ,0 30 00 0
0
, 0, 0, , , 1v v sat v l vx xx x
A
d dx K P P T P P K    
  
         (73) 
 
FC-72 was used as the working fluid. The calculations and predictions were based on the thermal 
properties, and dimensional parameters presented in Tables 3.1 & 3.2. Eq. (23) and Eq. (49) were 
solved, with the boundary conditions in Eq. (52). To obtain the variation of thickness of thin 
film, we solved Eq. (23) with the boundary conditions of Eq. (52). The disjoining pressure can be 
neglected in the intrinsic meniscus region and the capillary pressure was dominant. Thus, we 
used the length  L when the value of 
3A  was much greater than or equal to that of K as the 
length of thin film region. Once L  was calculated, the film thickness at x L , could be 
obtained. The basic variables ( , lu , vu , ilP  , ivP ) were obtained by solving Eqs. (19), (20), 
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(21), (22), and (34). ivT  corresponds to the saturation vapor pressure at the interface. ilT  was 
then obtained from Eqs. (30), (31), (32), and (33) with ivT  and the new film profiles in Eq. (34). 
The calculated   and ilT  were then used to compute the liquid and vapor mass flow rates, lm  
and vm . 
Table 3.1. Properties of the working fluid FC-72 
Properties(unit) Values  Properties (unit) Values  
( )A J  211.0 10x

 ( )
v
T K  324.0  
 
l
k W mK  0.057   2lv m s  
6
0.2746 10x

 
3
( )
v
kg m  
13.24  3( )l kg m  1680.0  
 /N m  21.15 10x   ( )
fg
h J kg  
4
9.437 10x  
 
In order to verify the analytical solution derived herein, results predicted by Argade et al. 
[35] and Ma and Peterson [39] were used. Table 3.3 shows the comparison of analytical results 
of the heat flux, equilibrium film thickness, film thickness of evaporating film region and the 
dimensionless film thickness with results presented by Argade et al. [35]. The difference in the 
dimensionless film thickness between these two models is up to 25%. The reason might be due 
to the dispersion constant. Ma and Peterson [39] have theoretically found the heat flux 
distribution along the evaporating thin-film region including the heat flux, equilibrium film 
thickness, and film thickness of evaporating film region. As shown in Table 3.3, the analytical 
predictions presented herein agree well with results of Ma and Peterson [39]. Figure 3.2 
illustrates the superheat effect on the dimensionless equilibrium film thickness (nonevaporating 
film thickness). As shown, the equilibrium film thickness depends on the superheat. The 
dimensional equilibrium film thickness increases when superheat increases. 
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Fig 3.2.Dimensionless microlayer profile & film thickness at various superheats 
 
Table 3.2.Dimensional parameters & calculated values 
Parameters 
(unit) 
Values  Parameters (unit) Values  
 L m  69.52 10x   
,0
( )
v
P Pa  
3
30.90 10x  
 
l
m  
5
3.21 10x

 
,
( )
v L
P Pa  
3
30.80 10x  
,0
( )
l
P Pa  
5
18.3 10x  
,0
( )
d
P Pa  
5
3.42 10x  
,
( )
l L
P Pa  
5
17.6 10x  
,
( )
c L
P Pa  261.32  
 
Figure 3.3 shows the superheat effect on the dimensionless heat flux through the 
evaporating thin region. From fig 3.3, it can be found that the maximum dimensionless heat flux 
is constant equal to about 0.44, which will not depend on the superheat and is the same as the 
analytical solution. But the dimensionless location corresponding to the maximum dimensionless 
heat flux is different, which is a function of the superheat, and the dimensionless heat flux 
distribution profile shifts to the contact line. 
 
  
 
    
Fig 3.3. Dimensionless microlayer profile & heat flux at various superheats 
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 In order to compensate for thin film evaporation, the relevant convective flow is the 
Marangoni recirculation or Marangoni vortex. Figure 3.4a-d shows the temperature profiles in 
the liquid of the evaporating thin film region.  Marangoni flow is caused by temperature gradient 
induced surface tension gradient, which carries particles that are near the thin film liquid surface 
of the thin film toward the top of the thin film and then plunges them downward. The area with a 
higher surface tension draws more strongly on the surrounding working fluid than one with low 
surface tension. From the temperature profiles, it is shown that evaporation at the liquid-vapor 
interface leads to cooling of the liquid near the interface relative to the incoming liquid at the 
inlet. Liquid is fed steadily to the interface to sustain evaporation. The paths illustrate the fluid 
feeding as well as the Marangoni vortex set up near the interface due to thermocapillary 
convection. The liquid-vapor interface is at the vapor temperature except in the contact line of 
the thin-film region. The temperature of the liquid vapor interface is lowest in the central region, 
away from elliptical pins and solid walls. The Marangoni vortex is formed near the interface, 
with the vortex being non-uniform around the elliptic pin fins.  Because of the surface tension 
difference, a shear stress at the liquid vapor interface due to the surface tension is produced, i.e.,
d dx  .Due to this shear stress, liquid near one location will flow toward another location.  
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Fig 3.4. Temperature profiles and paths for evaporation 
 
Figure 3.5(a-e) shows views of both  x  and y  dimensionless coordinates and superheat 
for thin film profiles. At the initial superheat the nondimensional x  and y  thin film profile is 
uniform and shown in fig. 3.5a. When adding more superheat as shown in fig 3.5b, the thin film 
profile is not uniform and there are two crests in the approximate regions  2.0, 0.5x y    and 
 8.0, 1.5x y    and two shallow troughs in the approximate regions  8.0, 0.5x y    and 
 2.0, 1.5x y   . Figures 3.5c and 3.5d show that an increase in superheat causes the thin film 
profile to increase at 1 and 2 faster rates in the troughs relative to the crests, respectively. 
Examination of Eqs. (32) & (33) show that change of views of both the dimensionless 
coordinates and superheat changes due to three distinct mechanisms: (i) due to surface tension 
gradient effects x  , (ii) due the disjoining pressure at 0x   which is determined by the 
superheat and fluid properties as shown in Eq. (51). (iii) due to the capillary pressure at x L  
where K  represents the capillary pressure limit, which is determined by the surface tension 
and the channel height. Figure 3.5e shows that that the thin film profile is optimum; it increases 
at a rate that is inversely proportional to fig. 3.5b. There are two crests in the approximate 
regions  4.0, 0.5x y    and  2.0, 1.5x y    and two shallow troughs in the approximate 
regions  2.0, 0.5x y    and  4.0, 1.5x y   .  
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Fig 3.5. Superheat effects on thin film profiles 
 
In order to explain the flow characteristics in thin film, the non-dimensional film 
thickness 
* , the non-dimensional vapor pressure 
*
vP , and the non-dimensional liquid pressure 
*
lP with the non-dimensional channel length 
*x are shown in fig 3.6a, and the non-dimensional 
capillary and disjoining pressures 
*
cP  , 
*
dP  with 
*x  are shown in fig 3.6b. In fig 3.6, 
* 0x   
and 
* 10x   denote the location of the beginning of thin film region (or the junction of the thin 
film region and the meniscus region) and the end of thin film region (or the beginning of the 
adsorbed region), respectively. It is can be seen in fig 3.6b that the film thickness 
* , which has 
initially a maximum value of 20.0 m , decreases sharply until  * 4.0, 39.9x x m  and then 
it almost constant as the liquid flows. The film thickness is mainly influenced by the vapor and 
liquid phase pressures. Thus, the variation of film thickness can be explained by a pressure 
distribution in the thin film region. The liquid pressure 
*
lP  is at its maximum and not changed 
for 
* 4.0x  , and then it decreases sharply until the end of thin film region. However, the vapor 
pressure
*
vP gradually increases with 
*x to its maximum at 
* 10.0x  . The opposite pressure 
distribution, as shown in fig 3.6a, means that the liquid and vapor flow reversely because for the 
both sides of liquid and vapor, the friction is interacted at the liquid-vapor interface as the liquid 
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in thin film flows. Figure 3.6b shows that the non-dimensional capillary pressure
*
cP decreases 
exponentially with 
*x and its distribution has the same trend as that of the film thickness. But 
the disjoining pressure 
*
dP , which is not changed and has a minimum value for 
* 4.0x  , 
increases sharply until 
* 8.0x   and then has a constant value until 0x  . It is also found that the 
flow in thin film region is dominantly affected by the disjoining pressure because its value is 
higher than that of capillary pressure through all region of thin film. As it can be seen in fig. 
3.6b, the capillary pressure plays a role in the flow characteristic in thin film region, although its 
value is much smaller than that of disjoining pressure. Therefore, when the flow and heat transfer 
characteristics in the thin film region are analyzed, the capillary pressure effect should be 
considered for more accurate results. 
 
Fig 3.6. Dimensionless film thickness, liquid, vapor, capillary and disjoining pressures 
 
Figure 3.7 shows that the maximum liquid pressure difference, which correspond to the 
maximum heat transfer in the evaporating thin film, and it is determined by the disjoining 
pressure at 0x   and the capillary pressure at x L . 
3
0A   represents the disjoining pressure 
limit which is determined by the superheat and fluid properties as shown in Eq. (51). K   
represents the capillary pressure limit, which is determined by the surface tension and the 
channel height. The maximum liquid pressure difference continuously increases with the 
superheat. The maximum liquid pressure difference peaks at about 5 C  superheat.  
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Fig 3.7. Liquid pressure difference at various superheats 
 
Fig 3.8. Interface temperature of the thin film at various superheats 
 
The interface temperature of the thin film is illustrated in fig 3.8. As shown, the 
temperature remains constant for the equilibrium film region and then decreases drastically until 
it approaches the interface temperature of the bulk fluid region. This drastic decrease in 
temperature occurs when the film profile increases in thickness. The curvature profiles at various 
superheats are shown in fig 3.9. The film curvature is zero in the non-evaporating region, then 
increases and goes to a maximum in the evaporating thin film region. Figure 3.9 shows there 
exists a maximum curvature for a given superheat. There exists a higher curvature because at a 
higher superheat, the mass flow rate through the thin film region increase, resulting in pressure 
loss due to viscous forces to increase. The pumping pressure due to the disjoining pressure effect 
compensated for the viscous pressure loss and the pressure variations due to the curvature effect 
as the curvature aids in pulling liquid to the bulk fluid region. This causes larger changes in the 
film profile to produce large disjoining pressure gradients i.e.  3ma x 0( )K x A  . It is shown that 
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the maximum curvature continuously increases with increasing the superheat. The curvature 
curve reaches a peak near 5 C  superheat and decreases as superheat decreases.  
 
Fig 3.9. Curvature profiles at various superheats 
 
Table 3.3.Comparison of the calculated results with previous models 
Parameters 
(unit) 
Ma & Peterson  
[39] 
Argade et al [35] Current Model 
 0 m  
7
9.0 10x

 
8
2.2 10x

 
7
10.0 10x

 
 2q W m  71.6 10x  /N A  716 10x  
*  1.50  1.05  1.40  
 max m  
8
2.0 10x

 
8
2.2 10x

 
8
3.0 10x

 
 
 
3.4. SUMMARY 
Non dimensional analytical investigations were performed for heat flux and pressure 
distributions. The maximum liquid pressure difference continuously increases with the superheat. 
The maximum liquid pressure difference peaks at about 5 C  superheat. The curvature and 
interface temperature profiles were different at different superheats. A decrease in temperature 
occurred when the thin film profile increased in thickness. Both the x  and y  dimensionless 
coordinates and superheat at various thin film profiles were viewed and there were two crests in 
regions  4.0, 0.5x y   and  2.0, 1.5x y   , and two shallow troughs in regions
 2.0, 0.5x y    and  4.0, 1.5x y    where thin film profile was optimum.  
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CHAPTER FOUR:  NON-DIMENSIONAL ANALYSIS OF TWO-PHASE FLOW AND 
CONDENSATION HEAT TRANSFER IN POROUS MEDIUM 
 
4.1. INTRODUCTION 
Vapor flows into the porous medium and condenses into liquid. During this process, there 
exists vapor phase, liquid-vapor phase, liquid phase and a condensation zone as shown in Fig. 
4.1.The vapor condensation is assumed to occur at the condensation forepart (of a negligibly 
small thickness) Fx  located between the liquid and two-phase regions. In the liquid region, the 
liquid saturation is assumed as unity 1s  . In the two-phase region, the liquid saturation varies, 
both phases are mobile, and the capillary pressure is nonzero 0cp  . No liquid motion is allowed 
in the vapor region. In this chapter, the movement of the condensation forepart Fx into the porous 
medium is investigated. 
 
Fig 4.1. Fluid Flow Regions 
4.2. ANALYSIS 
4.2.1. THEORETICAL MODEL 
By introducing the macroscopic and microscopic inertial terms, the following equation for liquid 
phase flow in porous media is introduced 
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lll l l
l l l l l l
l li
u
u u p g u u u
s t K K
  


  
       
 
 (74) 
where ll
l l
u
u u
s t


  
  
 
 is liquid phase macroscopic inertial force, 
l
p  is liquid 
phase pore pressure gradient, l g  is liquid phase body force, 
l
l l
li
u u
K

is liquid phase 
microscopic inertial force. The liquid phase microscopic interfacial shear stress
l
l
l
u
K

has a 
permeability term that relates flow rate and fluid physical properties (i.e. viscosity) to pressure 
gradient. The permeability term is part of the proportionality constant in Darcy's law and can be 
expressed as, 
 
l
l l lK u p   (75) 
 
By rearranging Eq. (75), pressure gradient for liquid phase in Darcy's law is as follows 
 
l l
l
l
p u
K

   (76) 
which is the liquid phase microscopic interfacial shear stress presented in Eq. (74). 
Assuming stationary state  / 0t   and 1-D flow (and small velocity gradient  / 0x   , Eq. 
(74) becomes 
 
20 l l ll l l
l li
p
g u u
x K K
 


    

 (77) 
Rearranging Eq. (77) yields, 
 
l l l
l l l l
l li
p
g u u u
x K K
 


  

 (78) 
Knowing that 
 l rlK KK  (79) 
and 
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 1/2
l E
l l l l l
li rli
C
u u u u
K K K

  (80) 
Eq. (78) can be expressed as, 
 
 1/2
l l l E
l l l l
rl rli
p C
g u u u
x KK K K
 


  

 (81) 
Introducing dimensionless pressure 
 
1/2
l e
l
p p K
p
 
     
 
 (82) 
and dimensionless position for liquid phase 
 1/2( )
Bo
x x
K
   (83) 
 
Substituting Eq. (82) and Eq. (83) into Eq. (81) yields, 
 
1/2
l l l E
l l l l
rl rli
p CBo
g u u u
K x KK K K
 



 
   
 
 (84) 
 
Substituting Eq. (84) yields, 
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1l l l l l E
l l
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p gK u K CK
u u
x Bo Bo KK Bo K K
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
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 (85) 
 
Substituting Eq. (124) and Eq. (126) into Eq. (85) 
 
 
 
1/2
1 1l l l l l l
E
rl l rli
p Bo Ca Ca u K
C
x Bo Bo K Bo K





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
 (86) 
and rearranging yields, 
 
 
Re1l l l E l
rl rli
p Bo Ca C
x Bo Bo K K


 
   
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 (87) 
By introducing the macroscopic and microscopic inertial terms, the following equation for liquid 
phase flow in porous media is introduced 
59 
 
 
 1
vv v v
v v v v v v v
v vi
u u u p g u u u
s t K K
  


 
       
  
 (88) 
 
where vv
v v
u
u u
s t


  
  
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 is vapor phase macroscopic inertial force, 
v
p  is vapor 
phase pore pressure gradient, v g  is vapor phase body force, 
v
v v
vi
u u
K

is vapor phase 
microscopic inertial force. The vapor phase microscopic interfacial shear stress
v
v
v
u
K

has a 
permeability term that relates flow rate and fluid physical properties (i.e. viscosity) to pressure 
gradient. The permeability term is part of the proportionality constant in Darcy's law and can 
expressed as, 
 
v
v v vK u p   (89) 
 
By rearranging Eq. (89), pressure gradient for vapor phase in Darcy's law is as follows 
 
v v
v
v
p u
K

   (90) 
which is the vapor phase microscopic interfacial shear stress presented in Eq. (88). 
 
Assuming stationary state  / 0t   and 1-D flow (and small velocity gradient  / 0x   , 
Eq. (88) becomes 
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Rearranging Eq. (91) yields, 
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For the entire system, the two phases and the interfacial layer, the conservation of thermal energy 
is expressed as 
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1 1 1 1
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Dividing each term in Eq. (93) by ( )p sc  and replacing  by x  , Eq. (93) can be rewritten 
as 
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using, 
 1/2( )
Bo
x x
K
   (95) 
 
2
1/2( ) l
Bo
t t
K

 
   (96) 
and 
 
,
l l
F sat l
T T T T
T
T T T
   
 
 (97) 
 
differentiating T with respect to t , Eq. (97) yields 
 
T T
T
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and by rewriting right term of Eq. (98) and differentiating Eq. (96), the following is obtained 
 
 
2
1/2( ) l
T dt Bo T
T T
t dt K t

 
  
 
 
  
 
 (99) 
Thus, 
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differentiating T with respect to x , Eq. (97) yields 
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and by rewriting right term of Eq. (101) and differentiating Eq. (95), the following is obtained 
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Thus, 
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Substituting Eq. (100) and Eq. (103) into Eq. (94) yields 
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first right of Eq. (104) has a novel heat flux term  2 2T x   which is obtained by differentiating 
Eq. (103) and combining with Eq. (94) which make my model very unique. By dividing each 
term in Eq. (104) by 1/2( ) l
Bo
T
K

 
  and rearranging, 
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and by substituting, , v v vl l lCa u Ca u     , and rearranging, Eq.(105) can be expressed 
as, 
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( ) ( )( )
l
p l p l l p l g p v
p s
l
p l p l
p s p s
l
K i nT T
s c s c Bo Ca c Ca c
t x Bo c T
KBo T
c c s
c x Bo c TK
 
      
 
 
 
   

 
   
 


 
               

      
 
 
(106) 
Knowing that 
 
 
v rv
K KK  (107) 
and 
 
 1/2
v E
v v v v v
li rvi
C
u u u u
K K K

  (108) 
Eq. (92) can be expressed as, 
 1/2
v v v E
v v v v
rv rvi
p C
g u u u
x KK K K
 


  

 (109) 
Introducing dimensionless pressure 
 
 
1/2
v e
v
p p K
p
 
     
 
 (110) 
and dimensionless position for vapor phase 
 
 1/2( )
Bo
x x
K
   (111) 
Substituting Eq. (110) and Eq. (111) into Eq. (109), 
 
1/2
v v l E
v v v v
rv rvi
p CBo
g u u u
K x KK K K
 



 
   
 
 (112) 
 
and rearranging yields, 
 
 
1/2
1v v v v v E
v v
rv rvi
p gK u K CK
u u
x Bo Bo KK Bo K K
  
  


  
   
  
 (113) 
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Substituting Eq. (124) and Eq. (126) into Eq. (113) 
 
 
1/2
1 1v v v v v v
E
rv v rvi
p Bo Ca Ca u K
C
x Bo Bo K Bo K





  

 (114) 
 
and rearranging yields, 
 
 
Re1v v v E v
rv rvi
p Bo Ca C
x Bo Bo K K


 
   
  
 (115) 
The dimensionless, two-phase flow conservation equations for the liquid- and gas-phase for mass 
are 
 l
l
Cas
Bo n
t x
  

 
 
 (116) 
 v
v
Cas
Bo n
t x
   

  
 
 (117) 
for momentum derived from Eq. (74) to Eq. (115) are 
 
Re1l l l E l
rl rli
p Bo Ca C
x Bo Bo K K


 
   
  
 (118) 
 
Re1v v v E v
rv rvi
p Bo Ca C
x Bo Bo K K


 
   
  
 (119) 
and for the thermal energy (under the assumption of local thermal equilibrium) derived from Eq. 
(93) to Eq. (106) are 
 
2
2
[(1 ) ( ) (1 )( ) ] [ ( ) (1 ) ( ) ]
(1 )( ) ( )
( )
p l p v l p l v p v
v l
p vl p l
l l m
T T
s c s c Bo sCa c s Ca c
t x
D nBo T
s s c c
D Pe x Ja
       
 
 
    
 

 

 
      
 
  
    
 
 (120) 
Rewriting dimensionless position and time, 
 
2
1/2 1/2
,
( ) ( ) l
Bo Bo
x x t t
K K

  
    (121) 
dimensionless temperature, 
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,
l l
F sat l
T T T T
T
T T T
   
 
 (122) 
dimensionless pressure, 
 
1/2 1/2
,l c v cl v
p p p pK K
p p
   
         
   
 (123) 
Capillary numbers: 
 ,l l v vvl
u u
Ca Ca
 
 
   (124) 
Reynolds numbers: 
 
1/2 1/2
,l l v vvl
vl
u K u K
Re Re
 
 
   (125) 
Bond numbers, 
 
( )
, , ,l v l v vl v
l
gK gK gK
Bo Bo Bo
    

   
     (126) 
dimensionless heat capacity, 
 
( ) ( ) ( )
( ) , ( ) , ( )
( ) ( ) ( )
p l p v p v
p l p v p vl
p s p s p l
c c c
c c c
c c c
  
  
  
      (127) 
 
and dimensionless parameters, 
 
1/2
lv
( ) 1
, ( ) ,
( )
pll
l m
v l l p l
c TK
Pe Ja
D i c
  

  



  

 (128) 
The modified Peclet number  l mPe is based on the total axial diffusivity and the square root of 
the absolute permeability and T is the difference between the initial temperature and the 
saturation temperature evaluated at forepart pressure.  
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Vapor region,  * * *0 F lvx x     
In this region the liquid remains in the pores after the passing of the fore part and is considered 
immobile; no phase change occurs and the capillary pressure is assumed constant. 
Then  
 
v,0 v,00, 0 ( 0), ( ),
, ( )
v v vl l l
c v sat vl
n n u Ca u u Ca Ca
p p p const T T p    
     
   
 (129) 
Since 
* * *
c v lp p p  is constant, subtracting Eq. (118) from Eq. (119) will produce 
 ,0 v,0
Re( ) ( ) 1
0
v Ev l v l
rv rvi
Ca Cp p Bo Bo
x Bo Bo K K
 

   
    
  
 (130) 
Or 
 ,0,0
Re1
1 0,
E vvc
l v
rv rvi
CCap
Bo Bo Bo
x Bo K K


 
      
  
 (131) 
Eq. (131) is used to determine the continuous but immobile liquid saturation  *im ims s x , and, 
as evident, this distribution depends on the ratio of the Bond and capillary numbers.  
 
Two-phase region,  * * * *F lv Fx x x    
In this region, both the liquid and vapor are mobile, and no phase change occurs: 
 0, 1l vn n T
    (132) 
The velocity of the condensation forepart can be regarded as the pore velocity of the liquid at the 
forepart.  
Using a moving coordinate system based on the condensation-fore part speed, i.e. 
 1 Fx x u t   (133) 
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Where 
 
*
F
l
u
u
u

  (134) 
Substituting Eq. (121) into Eq. (133) yields 
 
1/21/2 1/2
1 2
( )( ) ( ) l
F
l
KK K
x x u t
Bo Bo Bo
   
 
      (135) 
Rearranging yields 
 1 ( / )Fx x u Bo t
      (136) 
 
Eq. (116) is rewritten as 
 1 1
1 1
0l
Cax xs
Bo
x t x x

 
   
 
 
   
 (137) 
by differentiating  
 
1 1/ , 1F
x x
u Bo
t x
 

 
 
  
 
 (138) 
 
And by substituting Eq. (98) into Eq.(97), Eq. (74) can be written as 
 
 
1
( ) 0l FCa su
x
 


 

 (139) 
Now, Eq. (117) is rewritten as 
 *1 1
1 1
0l
Cax xs
Bo
x t x x
 
 
   
 
  
   
 (140) 
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 Substituting Eq. (138)  into Eq. (140), Eq. (117) can be written as 
 
1
( ) 0v FCa su
x
  


 

 (141) 
Solution of Eq. (139) is as follows, from Eq. (139) 
 ( ) .l FCa su const
   (142) 
or 
 , , ( 1, )F F FlCa su u u s at the front
     (143) 
Then, 
 . 0const   (144) 
Hence, 
 l FCa su
  (145) 
From Eq. (141), 
 ( ) .g FCa su const 
    (146) 
or 
  ,0 ,0, , ( 1, )v v F v v FCa Ca u u u u s at the front           (147) 
Then, 
  ,0 ,0. v F F vconst Ca u u Ca           (148) 
Hence, 
 ,0v v FCa Ca su  
     (149) 
The liquid saturation distribution is determined from the following equation, which is derived by 
subtracting Eq. (118) from Eq. (119): 
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( ) ( ) Re Re1 1v l v l v E v l E l
rv rvi rl rli
p p Bo Bo Ca C Ca C
x Bo Bo K K Bo K K
 

     
       
    
 (150) 
Rearranging yields 
 
Re Re1 1
c v E v l E l
rv rvi v rl rli v
p Ca C Ca C Bo
x Bo K K Ca K K Ca



     

    
    
    
 (151) 
Or 
 1
1 1
c c cp p px
x x x x
  
   
  
 
   
 (152) 
Condensation forepart,  * *Fx x  
At the forepart, the energy released due to phase change is transferred to the condensed liquid, 
i.e. 
 
1
,0
1 0
( ) ( )
( )
p Fvl
ml x
Bo T
Ja c Ca u
Pe x
   
 

   



  

 (153) 
Through the integration of Eq. (162) given below, this heat flux is also given through 
 
 
1
1 0
(1 ) ( ) ( )
( )
p pF l l l
ml x
Bo T
u c Ca Ja c
Pe x
   
 

  



   

 (154) 
The second term on the left-hand side of Eq. (154) represents the sensible heat of the condensed 
liquid,  ,0 ,0. .v vCa i e u is determined from Eqs. (153) and (154), which give 
 ,0( ) [(1 ) ( ) ]v F F p l lCa u Ja u c Ca     
          (155) 
 
Liquid region,  * * * *F F lx x x     
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In the liquid region the porous medium is completely saturated with the subcooled liquid, and 
then 
 ,1, 0,l v l l is n n       (156) 
The thickness of the liquid region 
*
l , which begins at 
*
Fx , is determined from the total mass 
balance and is 
 
0
1 F
x
l FJax sdx




      (157) 
The pore liquid velocity is the sum of the condensation forepart velocity and the rate of increase 
in the thickness of the liquid region. Then, the superficial velocity lu  . . li e Ca and lCa are 
determined from 
 
0
1 1
( ) 1
Fx
l
l F l F F
F
Ca u Ca u u Ja sdx
t u t
 
  



   
  
    
               
  (158) 
The energy equation is transformed to the moving coordinate system as 
 1
1 1
Fx uT T T
t x t Bo x
   
   
  
  
   
 (159) 
Taking into account that 1s   
 1 1 1
1 1
, , / , 1F
x x xT T T
where u Bo
x x x x t x
    

     
    
    
     
 (160) 
The energy conservation, Eq. (120) then follows that,  
 
2
2
1 1 1
[(1 ) ( ) ] ( ) ( )
( )
F
p l l p l p l
l m
u T T Bo T
c Bo Ca c c
Bo x x Pe x
    
   
  
  
    
     
   
 (161) 
Rearranging yields, 
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2
2
1 1
{ [(1 ) ( ) ] ( ) } ( )
( )
p l F l p l p l
l m
T Bo T
c u Ca c c
x Pe x
    
 
   
 
 
    
 
 (162) 
In the transformation to the moving coordinate system, the variation of *
Fu  with time can be 
included as, 
 
*
1 1
* *
1 F F F
x u x u ut t
x x Bo t Bo t Bo
    
 
   
   
   
 (163) 
Integrating this for *0 x   and using the zero gradient conditions in the far-field gives Eq. 
(154). Eq. (162) is subject to the boundary conditions * 1T   at 
*
1 0x  and 
* 0T   as 
*
1x   
and by assuming, 
 ( ) , [(1 ) ( ) ] ( )
( )
p l p l F l p l
l m
Bo
a c b c u Ca c
Pe
              (164) 
The solution to Eq. (153) becomes 
 
2
2
1 1
0
T T
a b
x x
 
 
 
 
 
 (165) 
Assuming 
 1
sx
T e
   (166) 
Substituting Eq. (166) into Eq. (165) and differentiating, 
     
* * *
1 1 12 0 0
sx sx sx
a s e e b se    (167) 
Dividing by
*
1sxe and rearranging yields, 
 
2 0as bs   (168) 
Or 
  0 0
b
s s
a
 
    
 
 (169) 
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So 1
b
s
a
  and 2 0s  , the general solution to Eq. (165), 
 1
( / )
1 1 2( )
b a xT x C e C
     (170) 
Boundary conditions give 1 21, 0C C  , hence, 
 1
( / )
1( )
b a xT x e
    (171) 
Substituting Eq. (164) into Eq. (171) yields, 
 
1 1
[(1 ) ( ) ] ( )
( ) exp
( )
( )
p l F l p l
p l
l m
c u Ca c
T x x
Bo
c
Pe
   

  
  

 
     
  
 
  
 (172) 
And substituting Eq. (158)  into Eq. (172) results in, 
 
 
0
1 1
1 1
[(1 ) ( ) ] ( ) 1
( ) exp
( )
( )
Fx
p l F p l F
F
p l
l m
c u c u Ja sdx
u t
T x x
Bo
c
Pe

    



    
 
  

   
       
      
 
 
  

 (173) 
Rearranging yields, 
 
 
0
1
1
1 1
(1 ) ( ) ( ) ( )
( ) exp ( )
( )
Fx
p l p l p l
F
F
l m
p l
c c c Ja sdx
u t u x
T x Pe
c Bo

      



   
 
 
 

   
      
      
 
 
  

(174) 
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4.2.2. SOLUTION AND PREDICTION PROCEDURE 
Since the forepart speed Fu  is not known, Fu  is first obtained by iteration. At a forepart 
location 
* *0 F ex x  , first a guessed value 
*
Fu  is used in equation (134) and then the thermal 
diffusivity in the vapor region is obtained from equation (128) with  . .l lCa i e u and 
 . .v vCa i e u from equations (145) and (149). Further, the liquid and vapor-phase velocities, 
 . .l lu i e Ca  . .v vCa i e u  , are found in terms of the condensation-forepart speed 
*
Fu  through 
equations (145), (149), (155) and (158). Then, the va1ue of 
*
Fu  is reiterated and updated. By 
solving equations (118) and (119) using the boundary conditions 
* *
0p p  at the inlet and 
* 0p   
at the exit and by using dimensionless front speed
*
Fu , dimensionless temperature distribution is 
obtained from equation (174). 
4.3. RESULTS& DISCUSSION 
In the two phase region, there is a jump of vapor pressure gradient 
* *
v
p x   and it is 
larger than the vapor pressure gradient in the vapor region. Vapor pressure gradient 
* *
v
p x 
drops rapidly in the liquid phase region. However, because the thickness of the two-phase region 
is small
* *
lv Fx  , pressure drop is much smaller, and the front speed 
*
Fu  is mainly determined by 
the pressure drop within the vapor region. With this pressure drop increasing, the initial vapor 
speed  ,0 ,0. .v vCa i e u and front location speed *Fu decreases as dimensionless length *x and front 
location
*
Fx  increase as shown in Fig 4.2 & Fig 4.3. The thickness of the two-phase region 
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increases with increase in front location
*
Fx , because the capillary force in equation (151) 
becomes dominant as front speed 
*
Fu  decreases.  
           
Fig 4.2. Variations of 
*
Fu  with dimensionless front location  
 
Fig 4.3. Variations of 
*
Fu  with dimensionless location  
 
 For the flow of vapor, 
*
Vu Bo  is a function of 
* *
0Fx Ja p and there is a change of the ratio 
of 
*
Fu Bo with respect to 
* *
0Fx Ja p in equations (157), (163) and (174). The front speed 
*
Fu
decreases with
*
Fx . Further, the thickness of the liquid region increase with 
*
Fx  and 
*
lu as shown 
in Fig. 4.4 & Fig. 4.5 (the pressure drops in these regions have only a secondary effect on
*
Fu ). 
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Consequently, 
*
Fu Bo decreases with 
*
Fx .Since the enthalpy of the flow is much larger than the 
heat loss to the porous medium, the effect of the flow heat loss on 
*
Fu  is negligibly small. The 
vapor pressure drops rapidly within a short distance in the liquid region as shown in Fig. 4.6  and 
Fig. 4.7. In the transformation to the moving coordinate system, the variation of 
*
Fu  with time is 
included as shown in equations (133) and (135). Before liquid saturates, there is a jump at the 
beginning of the two-phase region. There is variation for the thicknesses of the liquid and two-
phase regions, 
*
l and
*
lv , for vapor and when 0x  ,  * * * *0,p x t p  .The dimensionless 
thickness of the liquid phase
*
l  increases with the front location
*
Fx . The liquid saturation in the 
liquid-phase region is for 
*
Fu Bo  (equal to 0.177), and corresponds to ,0 1.18vBo Ca   in 
equation (151).  ,0vBo Ca is independent of Ja , and increases with Bo , because of the increase 
in the inertial term. After the front passes through, the liquid begins to increase with increase in
*
Fx . This saturation of liquid is determined from the balance between the gravity force and the 
sum of the viscous  * and inertial  *u forces in equation (131). 
 
Fig 4.4. Variations of 
*
l  with dimensionless front location  
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Fig 4.5. Variations of 
*
lu  with dimensionless location 
 
Fig 4.6. Variations of 
*
vp  with dimensionless location 
 
Fig 4.7. Variations of 
*
vp  with dimensionless front location  
 
Figure 4.8 shows variations of T  with dimensionless front location and Fig 4.9 shows 
the profiles for dimensionless fluid temperature, pressure, saturation, and the velocity of the 
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vapor phase over the whole domain of the porous medium. Due to the great temperature 
difference between solid and fluid phase, condensation occurs. Most of the condensed water is 
moved downstream the condensation front into the condensate region which as a consequence 
continuously grows in size. Temperature and pressure of the fluid phase are coupled in the whole 
domain and, therefore, show similar profiles. The increase of the vapor velocity results in a 
higher pressure gradient and since pressure and temperature are coupled, a decrease of fluid 
temperature and pressure occurs. The acceleration of the vapor phase towards the condensation 
front is due to the phase change of the vapor. The saturation profiles show the progress of the 
condensation front. Further worthy of attention is the fact that the pressure loss in the condensate 
region  1s   can be neglected compared with the high pressure gradient in the vapor phase 
region. 
                  
Fig 4.8. Variations of T  with dimensionless front location  
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Fig 4.9. Proﬁles for ﬂuid temperature, pressure, saturation, and the velocity of the vapor phase 
 
4.4. SUMMARY 
The condensation-front speed and liquid-phase distribution in the condensate region have 
been examined theoretically. Three different regions and a condensation zone are defined. The 
dimensionless vapor parameters of the problems are
*
0
, ,Ja Bo p , and the thermo physical 
properties. The dimensionless front speed 
*
Fu  or the front location
*
Fx are found for the down 
flow of vapor in the porous medium. For vapor flow, a liquid region is present and increases in 
thickness with the distance from the inlet of vapor. The ratio of condensation front velocity to 
bond number
*
Fu Bo changes with respect to 
* *
0Fx Ja p and 
*
Vu Bo  is a function of
* *
0Fx Ja p . 
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CHAPTER FIVE: VAPOR CONDENSATION HEAT TRANSFER IN POROUS MEDUM 
5.1. INTRODUCTION 
The fluid and heat processes occurring in porous medium or wick are different from those 
occurring in conventional channels so that some parameters are introduced to characterize the 
structure and properties of porous wick. Among them, the permeability characterizes mass 
transfer in porous wick. The porosity, effective pore radius, and permeability are a set of 
parameters which are only related to the porous wick. Udell [45], for example, studied the effects 
of porosity, effective pore radius, particle size, permeability, evaporation, condensation and 
capillary on a heated from above porous media’s performance. Figus et al. [46] developed two 
two-dimensional mathematical models separately based on the Darcy model and the pore 
network model, both of which considered the moving liquid vapor interface in the wick to study 
steady heat transfer in the wick with a single or varying pore size distribution. They concluded 
that the two models agreed and produced similar results. Cao and Faghri [47] developed two-
dimensional mathematical model for heat transfer in the capillary wick and the cover plate with 
three-dimensional vapor flow in the groove. Based on the Laplace-type equation Cao and Faghri 
[48] obtained the two-dimensional analytical solutions of flow and heat transfer in the capillary 
wick for pressure and the perturbation method for temperature. Zhao and Liao [49] investigated 
experimentally heat transfer in packed cubic porous media with a groovy heated wall on the top. 
Liao and Zhao [50] investigated experimentally the effects of particle size, inlet temperature, and 
adverse hydrostatic head on the total heat transfer in the case of evaporative heat transfer in a 
capillary structure heated by a grooved block. By using the Green’s function method, LaClair 
and Mudawar [51] developed a one dimensional approximate solution for the coupled liquid 
core, capillary wick, and metal shell. They considered the capillary wick as a fully liquid-
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saturated wick with the liquid vapor interface fixed at the surface of the wick. Demidov and 
Yatsenko [52] developed a two-dimensional mathematical model considering both convection 
and the free liquid-vapor interface in the wick, and investigated numerically steady capillary-
driven flow and heat transfer in rectangular porous media. Khrustalev and Faghri [53] developed 
a one-dimensional mathematical model on the basis of heat transfer with thin-film evaporation 
theory in a pore and heat transfer in the dry porous media and close-touched heated fins, and the 
analytical steady state solution was derived. The porous wick provides the capillary pressure to 
drive the two-phase flow, and supplies the passages for liquid flow and evaporation. Muraoka et 
al [54, 55] showed an effective way to increase the performance is by reducing the pressure drop 
in the evaporator. In order for them to create a fixed stable physical interface, a conventional tube 
condenser was replaced by a porous wick. It was concluded from their experimental and 
theoretical studies that the existence of a porous wick could reduce or even eliminate the 
difficulties associated with the start-up procedure and the occurrence of the pressure oscillation 
during operation. Kaya and Hoang [56] used a primary and a secondary wick to ensure that 
liquid stay in the wicks all the time.  
Most recently, various kinds of porous wicks have been employed, such as nickel [57], 
copper [58], titanium [59], and ceramic [60] wicks. Among these types, the titanium porous 
wicks exhibit good mechanical properties for the processing of the vapor grooves, and the 
excellent compatibility to different working liquid. Therefore, they have been widely used in 
vapor condensation heat exchanger devices. 
A summary of the efforts in the mathematical description of heat and mass transfer in 
capillary-porous media has been given by Luikov [61] and Ogniewicz and Tien [62]. The insight 
into the permeability and flow properties of porous wick are still limited. Therefore, more 
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detailed investigations are required to characterize the permeability as well as capillary pressure 
of the porous wicks for the design of vapor condensation heat exchangers. Hence, this issue 
should be addressed to employ the capillary process to assess the capillary performance of wicks. 
Despite difficulties to determine capillary pressure and permeability, in recent years, capillary 
experiments coupled with analysis method have been found to be able to determine these two 
properties of a porous wick [63-64]. Infrared (IR) thermal imaging method was developed by 
Tang et al [63] and Deng et al [64] to accurately monitor the capillary processes in composite 
wicks combined with microgrooves. The capillary performance of composite wicks, which 
integrates both capillary pressure and permeability, was assessed. Crone et al [65] presented a 
numerical model describing condensation flow in porous media including the influence of porous 
parameters on heat transfer and process kinetics. Bergins et al [66] introduced a modeling 
approach which includes a mathematical solution to describe the proceeding of a flat 
condensation in a porous medium during heating with saturated steam. They compared their 
model with experimental results and calculations of the numerical model of Crone et al [65] and 
found good agreement. Comparison of their results also showed an excellent agreement with 
experimental data of Brouwers [67] in a wide range of steam pressures and permeabilities. 
Therefore, capillary pressure and permeability of the porous wick are two key parameters 
to determine the heat transfer performance. For the purpose of working efficiently, the porous 
wick should meet two competing demands, i.e., large capillary pressure which needs a small pore 
radius and high permeability which requires a large pore type. Therefore, it is critical to assess 
these two parameters for the good design of porous wicks. The porous wick’s performance is 
influenced by many factors. They are classified into three kinds: 1) the outer parameters, such as 
inlet pressure, inlet temperature, and outlet pressure; 2) the parameters related to the porous 
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wick, such as porosity, effective pore radius, permeability; 3) properties of the working fluid, 
such as viscosity and latent heat of evaporation. The permeability is generally treated as the 
function of porosity and effective pore radius. In this chapter, the focus is on the effect of the 
permeability on the wick’s performances. The change of the permeability can be characterized by 
changing porosity or effective pore radius, respectively. The porosity, effective pore radius, and 
permeability are correlative parameters. The effect of permeability associated with porosity and 
effective pore radius on a wick’s performances is investigated and the condensation flow 
movement in terms of time of porous wick will be depicted in this chapter.  
5.2. GOVERNING EQUATIONS 
The governing equations that will be used in this chapter are similar to governing 
equations used in the previous chapter. The calculation of the momentum, mass and energy 
balances in an integral form was done in the previous chapter and it was to make sure that the 
basic conservation principles were satisfied on a macroscopic scale. The flow was divided into 
three different regions. In the first region, the vapor flowed to the condensation forepart where it 
condensed. The resulting condensate flowed off and replaced the vapor that initially filled the 
void space of the porous wick. The condensation took place only at the condensation forepart 
and the condensate flowed at full saturation 1s  and behaved according to Darcy’s law. It was 
also assumed in the previous chapter that the condensed working liquid replaced the vapor at a 
velocity which was calculated from Darcy’s law due to the low speed of the condensation 
forepart compared to the velocity of vapor. In this chapter the same approach is used and the goal 
is to find an expression  vZ t  or  vt Z  for the relationship between the length of the vapor 
condensation flow v iL Z Z   and the respective time t . Assuming a quasi steady state 
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behavior of the porous heating process, the sum of the pressure losses in the different regions is 
equal to the external pressure gradient, 
  0 1 l v i cp p p p p p p            (175) 
Thermal energy should also be conserved within the porous wick. For the momentum in steady 
state, Darcy-Ergun momentum relation [68, 69] has to be applied for liquid pressure drop which 
contribute to liquid phase transport in two-phase regions as well as the modified thermodynamic 
equilibrium conditions for the liquid-vapor system. Thus the modified vapor and liquid relative 
permeabilities expressions were introduced by Wyllie [68], 
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where *K  is introduced to take into account the reduction of cross section area and therefore the 
increase in pressure loss. Also, 
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does not depend on z and p . 
Rearranging Eq. (176), 
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Integrating Eq. (177) results in 
  
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.
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 (178) 
the constant in  Eq. (178) can be obtained by setting 0z  i.e., 
  
21
0 .
2
vp Const   (179) 
the Darcy velocity ,v Du can be calculated from the pore velocity vu by 
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Combining Eq. (178) and Eq. (179) results in 
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Rearranging and assuming ideal gas behavior, Eq. (181) can be expressed as 
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By knowing that 
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 does not depend on z , conformation of left term of Eq. 
(182) with z  and vZ can be expressed as  
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and rearranging Eq. (183) 
         2 2 2 20 0v v v v v
v
z
p z p p p Z
Z
     (184) 
the pressure distribution in the vapor region can be expressed as 
         2 2 20 0v v v v v
v
z
p z p p p Z
Z
    (185) 
If the mean viscosity ,v s  is calculated by 
    , ,s
0
1 L
v s v sT p z dz
L
    (186) 
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The velocities of the condensed liquid  I in region  III are small compared with the vapor 
velocity in region  I . Therefore Darcy’s law is sufficient to describe the pressure loss in these 
regions i.e., 
 
l
l l l
l
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    (187) 
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    (188) 
the macroscopic capillary pressure, which appears in is generated by the liquid-vapor interface 
and the surface tension of liquid, which is known as the Laplace-Young equation i.e., 
 ,
2 cos
c mac
p
P
r
 
   (189) 
where is the surface tension of liquid,   is contact angle formed between solid and liquid, and 
pr is the pore radius, which is often characterized as the mean pore radius. The pore radius and 
the contact angle cosine are generally replaced by effective pore radius effr ,and Eq. (189) can be 
expressed as 
 ,
2
c mac
eff
P
r

   (190) 
the microscopic capillary pressure that exists in the meniscii inside the pores of the porous wick 
is to be considered. For a point of contact of a meniscus with a sphere as indicated in fig. 2b, the 
differential force df  that acts vertically on a segment dp  of the contact line satisfies 
  cos sin
df
dp
        (191) 
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For any array of spheres the meniscii shapes can be very complex. However, it is expected that 
Eq. (191) holds for any point of the contact line. The total force acting on the meniscus limited 
by the region inside the sphere can be calculated from the contact line perimeter, giving 
  2 sin sinf R       (192) 
Eq. (192) is similar to the relation for an isolated sphere. On the other hand, the projected area 
 A of the meniscus inside that region is 
 2 2
2
4
1 sin
sin
A R 
 
 
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 
 (193) 
The microscopic capillary pressure, ,c micp , which in this case is representative of the whole 
interface, is found as the ratio of the total vertical force, Eq. (192), and the projected area,  Eq. 
(193), of the meniscus,  
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 (194) 
the capillary pressure changes with the height of the contact point of the meniscus, ch , given by 
  1 cosch R    (195) 
For the porous wick used here, it is not possible to reach the values 0ch   and 2ch R , since 
the meniscus position is limited by the spheres located above and below it. Using only the points 
of contact with the spheres it can be shown that   is limited by the values 
min
0.25  and 
max
0.75  . 
,c mic
p  values for the limit values of  can be obtained using Eq. (194). When 
0  , cp  is at its optimal value at ch R , which corresponds to 2  , thus when  0  , the 
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minimum value of the capillary pressure is found just before touching the upper sphere, in the 
position given by 
max
0.75  . Using Eq. (194), 
 ,
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 (196) 
The total pressure loss is the sum of the pressure losses of vapor, liquid, air and capillary. Due to 
the complexity of the analytical solution, the detailed derivation is given in Appendix A, Eqs. 
(A.1)-(A.10), so the total pressure loss i.e., 
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(197) 
It is assumed that the vapor flow extends over a length vZ  up to the condensate forepart 
(condensation front). In this region the liquid is assumed to be quiescent, the saturation s  is 
constant  qs s and only minor condensation takes place in the porous wick. Until the 
condensed flow reaches the exit of the porous wick, the length of the gas (vapor) region is given 
as 
 i v lZ L Z Z     (198) 
The macroscopic energy balance for the heating of porous wick of length vZ , corresponding to 
the length of the condensation, can be written as 
      ,0 ,1 1v v l v p loss sm h h AZ c T T     (199) 
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with A  being the cross-sectional area of the porous wick, 1T  is the initial(ambient) temperature 
and vm is the mass flow of vapor. The vapor condenses and is cooled to the initial temperature of 
the bulk. Therefore the difference between the enthalpy of the vapor at the entrance ,0vh  and 
respective value of the condensed liquid at ambient temperature ,1lh  can be used for the 
vaporizing. The correction factor loss describes heat losses from the radiation of the setup and 
heating of insulation material. The mean temperature sT  of saturated vapor, residual liquid and 
solid in the vaporized region is calculated from 
   ,s
0
1 L
s v v
T T p z dx
L
   (200) 
using the pressure distribution  vp z which results from the flow through the porous wick of 
length L  according to Eq. (185) with vZ L . The mean volumetric heat capacity  pc of vapor 
and liquid phases in region  I  is calculated according to the phase distribution of solid 
material  s , residual liquid  l and vapor  v as 
     , , , ,, , ,1p s p s wm q v v s p v sl s p l sc c s c c            (201) 
with  1 qv s   .  s denotes the saturated state of liquid and vapor. The introduction of the 
factor wm  enables the consideration of an additional heating of the porous wick 
material(Volume wmV , density wm , heat capacity ,p wmc ,  length L ). With respect to the heating 
of the solid itself, wm is defined as follows 
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From the energy balance in Eq. (199) the vapor mass flow vm  and the vapor mass flow rate  
vdm dt which is also related to the pore velocity ,0vu of the vapor can be written as a function 
of cross-sectional area A , vapor region length vZ  and energy balance constant   i.e., 
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     (204) 
The mass balance takes into account the residual liquid, the vapor suspension and the liquid in 
the condensation front region  III  
    , v,v v q l s v v s l lm A Z s Z Z         (205) 
Now the width of the condensation region lZ  can be calculated from Eqs. (203) and (205) 
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Eq. (206) also gives the condition 0l vZ Z  , which is necessary for the formation of a fully 
saturated condensed region. If this condition is not valid, the mass balance constant   is set 
equal to 0 .The pore velocity of the vapor can be calculated from the energy balance from Eq. 
(204) 
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The pore velocities of liquid and vapor phase are the sum of condensation front speed and the 
speed of condensed region growth, expressed by the mass balance from Eq. (206) 
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Eq. (197) is for times before liquid become stagnant  v lZ Z L    and can be written as 
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with Eqs (206)-(208) and (198). After the condensate region has reached the exit, using  0iZ   
and  l vZ L Z   Eq. (197)can be written as 
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5.3. RESULTS& DISCUSSIONS 
Equations (209) and (210) represent the governing differential equations, which can be 
solved analytically to derive an expression  vZ t  or  vt Z  for the relation between the length of 
the vapor flow vZ and the respective time t . Due to the complexity of the analytical solution the 
detailed derivation is given in Appendix A.  As a result of the mathematical operations given in 
Appendix A, the analytical solution of Eqs. (209) and (210) is expressed as  
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with 
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the analytical solution is used for the further calculations and the discussion of the physical 
phenomena of vapor flow and condensation processes. The constant of the integration can be 
calculated from the initial conditions for the time before liquid become stagnant 
  0 0vZ t    (213) 
and after liquid become stagnant 
  
1
v lbs
L
Z t



 (214) 
If the pressure loss of the vapor phase is considered in Eq. (197), the mass and heat balances are 
simplified and the resulting differential equation can be expressed as 
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  
 (215) 
with   1v vp Z p since the pressure loss of liquid and air is neglected. Integration of Eq. (176)
using a mean constant density ,v s  and inserting Eq. (207) results in the differential equation  
  
2
,0 ,s
0 1 *
, , ,0
v v vv v v
v v
v s v v s v
K dZ K dZ
p p Z Z
dt K dt
 
   
 
    
 
 (216) 
Both equations are similar to 
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Eq. (217) can be solved similar to Eq.(A.47) with the substitution procedure described in the 
Appendix A. With the initial condition  0 0vZ t   the solution is given as 
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 (220) 
For the description of vapor flow with small velocities during the whole condensation process 
14
0C  , consequently the solution in Eq. (220) can be simplified further,  
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 (221) 
Eq. (221) is the integral solution of the momentum balance in Eqs. (215) and (216) without the 
quadratic term. It only describes the movement of a condensation front with small velocities, so 
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an estimation for the beginning of the vapor flow can be done by neglecting the viscous linear 
term of the momentum balance 
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 (222) 
Besides Eqs. (221) and (222) a third case can be calculated for the vaporization of an initially 
saturated porous wick during which the pressure loss of the liquid dominates the kinetic of the 
process. Neglecting the pressure loss of the liquid phase the integration of Eq. (210) results in 
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 (223) 
Eq. (223) implements that the length vZ is proportional to time t  for small values of vZ .  
 Figure 5. 1. (a-b) shows condensation flow length in terms of time for the four kinds of 
titanium and nickel wicks using the two working fluids, wet (water vapor) steam and dry steam. 
The data in these plots represents capillary and non capillary effects for each wick material 
during each fluid test. When the wick materials contacted with the liquid, the meniscus firstly 
propagated rapidly in the porous wick, as at this time the differential force df  that acts vertically 
on a segment dp  of the contact line was small according to Eq. (191).By reaching the 
condensation front the vapor flow movement tended to become smaller and the capillary 
capability increased steadily. The capillary process in the porous materials can sustain, as the tiny 
pores in the porous wick provided good capillary pressure.  
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Figure 5.1. Condensation flow length in terms of time for the four kinds of titanium and nickel 
wicks with two working fluids, wet (water vapor) steam and dry steam. 
 
The titanium porous wick exhibits a larger condensation flow length thus larger 
movement than the nickel porous wick. With the time going on, the difference of condensation 
length between titanium and nickel porous materials became distinctive, in which the material of 
Ti 6Al-4V and Ni T123 presents the highest and lowest behavior, respectively. The different 
condensation movement for these porous wick materials suggests a different capillary 
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performance for these four porous wick materials. From table. 5.1, the .
c
P K of both titanium 
wicks were much larger than those of the nickel ones. Despite that the porosities between 
titanium and nickel wicks were slightly different, the significantly different pore size formed in 
titanium and nickel porous wicks played the dominant role in the capillary performance. The 
particle sizes of nickel were much smaller than those of titanium materials. 
The tiny pore in nickel porous wicks tended to form with an order of 2.25 – 9.75 m .  
This induces an order of 
3 21
10 mm of permeability for the nickel porous wicks, which is one 
order of magnitude lower than the titanium porous wicks, as shown in table 5.1. Though the 
capillary pressure of nickel wicks was larger than the titanium ones as predicted by Eq. (190), the 
lower permeability of nickel wicks offset the capillary pressure, thereby inducing a smaller 
capillary performance as compared to the titanium wicks. When comparing two kinds of Nickel 
wicks, T123 and T200, it can be seen that Ni T200 produced a larger condensation length, as 
shown in figure 5.1. (a-b), which is true for both fluids test. The capillary performance parameter 
.
c
P K of T200 was also found to be superior to that of T123. Though the particle size of T123 
was larger than the T200, the pore size of the former porous wick was not necessarily larger than 
the latter. 
For the comparison of two kinds of Titanium wicks, both fluids test results show that the 
Ti 6Al-4V material produced a larger capillary performance than the CP-2 titanium material. The 
CP-2 titanium wick pore size is much smaller than that of the Ti 6Al-4V titanium wick. Thus 
there were much fewer flow channels for liquid penetrations in the CP-2 titanium wick, and the 
permeability was much lower than the Ti 6Al-4V wick, as shown in table 1. Though the pore size 
between adjacent Ti 6Al-4V titanium particles were larger than those of CP-2 titanium wicks, the 
capillary pressure of Ti 6Al-4V  titanium wick was found to be only slightly smaller than that of 
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the CP-2 titanium wick as shown in table. 5.1. Therefore, a larger .
c
P K can be expected for the 
Ti 6Al-4V titanium wicks, which appears to be more advantageous for the application of porous 
wicks. 
The condensation flow of wet steam was much quicker than that dry steam, as dry steam 
presents a much larger viscosity than the wet steam in spite that the surface tension and density 
of these two fluids are nearly the same. However, the discrepancies of .
c
P K  for both titanium 
and nickel porous wicks between these two fluids tests were found to be very small. This 
indicates a good agreement between these two fluids tests to characterize the capillary 
performance. If using the normalized parameter effK r  by eliminating the surface tension effect 
of different fluids, the results for the nickel porous wicks exhibited a fairly good agreement, as 
shown in table 5.1. The discrepancies for the titanium porous wicks were slightly larger, which 
may be due to the slight difference of contact angle formed between these two working fluids 
and the titanium wicks. 
 For the comparison of the current results with previous studies in the literatures, the 
comparison results of permeability and capillary performance parameters of titanium porous 
wicks showed good consistence with other studies by Holley and Faghri [69] and Lin et al [70]. 
The current four porous wicks exhibited a similar capillary behavior as the test results of nickel 
wick by Holley and Faghri [69], though the working fluid of methanol was employed in their 
study. Nevertheless, since a different data reduction method, i.e., closed form solution analysis, 
was utilized in their study, a larger permeability and effective pore radius were accessed. From 
the above evaluation, using the modeling approaches as described before, the energy, mass and 
momentum balances provide an accurate means to determine the capillary performance 
parameters of porous wicks. 
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Table 5.1. Properties of different porous mediums and working fluids  
 
Wick 
material 
Particle size, 
 m  
Specific 
porosity 
   
 
Working Fluid Permeability K
 2m  
Effective 
pore radius 
 
eff
r m  
 
eff
K r m  
 
Ti 6Al-4V 50-90 0.586 Dry steam 
Wet steam 
7.81x10
-12 
11.2 
11.8 
0.69 
CP-2 
Titanium 
50-90 0.595 Dry steam 
Wet steam 
5.22x10
-12
 9.9 
10.5 
0.654 
T123 Nickel 3.0-8.0 0.615 Dry steam 
Wet steam 
0.34x10
-12
 1.6 
1.7 
0.217 
0.204 
T200 Nickel 2.25-2.75 0.641 Dry steam 
Wet steam 
0.88x10
-12
 2.7 
2.8 
0.328 
0.316 
Holley and 
Faghri [69], 
Nickel 
 
- 
 
0.90 
 
Methanol 
 
3.40x10
-12 
 
11.9 
 
0.285 
Lin et al [70] 
Nickel 
2.2-2.8 0.74 - 2x10
-12
 
 
3 
 
0.666 
 
 
5.4. SUMMARY 
 The capillary performance of porous wicks, which integrates both capillary pressure and 
permeability, determines the operation and performance of the porous wick. Four kinds of porous 
wicks, i.e., two type T200 and T123 nickel wicks with particle sizes of 2.25–2.75 m and 
3.0–8.0 m  respectively, and two CP-2 and Ti 6Al-4V titanium wicks of 50.0–90.0 m , were 
characterized for the purpose of wick design in the vapor condensation heat exchanger. Two 
working fluids, dry steam and wet steam from power plant were assessed. The results show that 
the capillary performance determined by both working fluids showed good agreement. The 
titanium porous wicks presented both larger permeability and capillary performance than the 
nickel wicks. The type T200 nickel porous wick outweighed the type T123 in both permeability 
and capillary performance. 
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CHAPTER SIX: CONCLUSIONS 
In order to increase the heat transfer rate of the vapor condensation heat exchanger, the 
current investigation focused on the condensation heat transfer and forced convection. To 
increase the heat transfer coefficient, the elliptical pin fins with nanofluid was investigated.  The 
forced convective heat transfer on nanofluids in an elliptical pin-fin heat sink of two different pin 
orientations was studied by using a finite volume method. With increasing Reynolds number, the 
recirculation zones behind the pins increased. There were more recirculation zones for the pins 
with different angular orientations than for pins with the same angular orientation. It was 
observed that the Nusselt number for the pins with different angular orientations was higher than 
that for pins with the same angular orientation. The results showed that with increasing volume 
fraction of nanoparticles and angular orientation of pins for a given Reynolds number, Euler and 
Nusselt numbers as well as overall heat transfer efficiency increase. By utilizing thin film 
evaporation in the two-phase flow heat exchanger, investigations were performed for heat flux 
and pressure distributions. The maximum liquid pressure difference continuously increases with 
the superheat. The maximum liquid pressure difference peaks at about 5 C  superheat. The 
curvature and interface temperature profiles were different at different superheats. A decrease in 
temperature occurred when the thin film profile increased in thickness. Both the x  and y
dimensionless coordinates and superheat at various thin film profiles were viewed and there were 
two crests in regions  4.0, 0.5x y   and  2.0, 1.5x y   , and two shallow troughs in 
regions  2.0, 0.5x y    and  4.0, 1.5x y    where thin film profile was optimum. For the 
vapor condensation, in order to increase the condensation heat transfer rate, porous medium was 
utilized to increase the condensation area, and at the same time, the condensate could effectively 
be removed by the capillary force.  The condensation-front speed and liquid-phase distribution in 
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the condensate region were studied. Three different regions and a condensation zone were 
defined. The dimensionless vapor parameters of the problems were
*
0
, ,Ja Bo p , and the thermo 
physical properties. The dimensionless front speed 
*
Fu  or the front location
*
Fx  were found for 
the down flow of vapor in the porous medium. For vapor flow, a liquid region was present and 
increased in thickness with the distance from the inlet of vapor. The ratio of condensation front 
velocity to bond number
*
Fu Bo changed with respect to 
* *
0Fx Ja p and 
*
Vu Bo  was a function of
* *
0Fx Ja p . Four kinds of porous medium (wicks); two type T200 and T123 of nickel wicks with 
particle sizes of 2.25–2.75 m and 3.0–8.0 m  respectively, and two CP-2 and Ti 6Al-4V 
titanium wicks with particle sizes of 50.0 – 90.0 m , were characterized for the purpose of wick 
design in the vapor condensation heat exchanger. Two working fluids, dry steam and wet steam 
were studied. The results show that the capillary performance determined by both working fluids 
showed good agreement. The titanium porous wicks presented both larger permeability and 
capillary performance than the nickel wicks. The type T200 nickel porous wick outweighed the 
type T123 in both permeability and capillary performance. 
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APPENDICES 
APPENDIX A: POROUS MEDIUM MATHEMATICAL DERIVATIONS  
The total pressure loss as sum of the pressure losses for vapor, liquid, capillary and air from Eq. 
(197), 
  0 (Z )
v v v l i c
p p p p p p          (A.1)   
where 
         2 2 20 0v v v v
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    (A.2) 
    2 2 2z (0) (0) ( )v v v v v vp Z p p p Z     (A.3) 
from Eq. (A.3), and by taking square root of  0vp , Eq. (A.1) can be expressed as  
    
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by knowing the following expression from Eq. (182), 
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and by knowing the following two expressions 
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p u Z p u Z
K K
 
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and that   00vp p , Eq. (A.4) can be written as 
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 (A.7) 
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now from Eq. (180), 
 , ,0 ,0 v D v vu u  (A.9) 
Eq. (A.8) becomes 
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for times before liquid become stagnant,  
v l
Z Z L  , by knowing the following expressions, 
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the second term in the square root of Eq. (A.10) can be written as  
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rearranging yields, 
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so the final form Eq. (A.10) can be expressed as follows 
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after the condensate region has reached the exit, and by using 
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Eq. (A.18) can be written as  
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the general form of Eqs. (209) and (210) i.e., 
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with the constants 
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Before the condensate reaches the exit, v lZ Z L  , the process is described by Eq. (209) and 
the constant is 
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After liquid become stagnant, v lZ Z L  and the constants are 
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so the solutions of Eq. (A.21), 
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using Eqs. (A.31) and (A.32), the solution of Eq. (A.35) can be written as 
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2
2 2 2 6
6
(Z ) (Z ) 4 (Z )
2
v v v
v
f f f Cdt
dZ C
 
  (A.36) 
rearranging yields, 
 
2
2 2 2 6
6
(Z ) (Z ) 4 (Z )
1
2
v v v v
f f f C dZ
C dt
 
  (A.37) 
only a solution with the positive sign leads to a physically meaningful result, therefore Eq. 
(A.37) is to be solved by integration i.e., 
  22 2 2 6
6
1
(Z ) (Z ) 4 (Z )
2
v v v v v
f dZ f f C dZ dt
C
      (A.38) 
rearranging of Eq. (A.32), first left term of Eq. (A.38) yields, 
 2 3 4 5 1 2 3 5 1 2 4 5 7 8(Z ) 2( ) ( ) Z 2 ( )v v v v vf C Z C C C C Z C C C C C C C Z C         (A.39) 
where, 
 7 3 5 1 2C C C C C   (A.40) 
 8 4 52C C C  (A.41) 
substituting Eq. (A.39) into Eq. (A.38), second left term of Eq. (A.38) yields, 
 
2 2 2
2 2 6 7 8 6 3 4 1
2 2 2 2 2 2 2
7 7 8 8 6 3 3 4 4 1 9 10 11
(Z ) 4 (Z ) ( ) 4 (( )
2 4 ( 2 )
v v v v v
v v v v v v v
f f C C Z C C C Z C C Z
C Z C C Z C C C X C C Z C C Z C Z C Z C
      
        
 (A.42) 
where, 
 
2
9 4 3 64C C C C   (A.43) 
 10 7 8 1 3 4 62 4( 2 )C C C C C C C    (A.44) 
 64
2
811 4 CCCC   (A.45) 
now Eq. (A.38) can be rewritten as follows 
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  27 8 9 10 11
6
1
( )
2
v v v v v
C Z Z dZ C Z C Z C dZ dt
C
        (A.46) 
and by integrating Eq. (A.46), i.e., 
> t:=int(C[7]*Z[v]+C[8],Z[v])+int(sqrt(C[9]*Z[v]^2+C[10]*Z[v]+C[11]),Z[v]); 
 
and by multiplying by  61 2C , and also by adding the capillary terms and rearranging, the final 
result is as follows, 
 
10 9
2
9 10 11 11
210 9
9 9 10 112
7 8
6 6 6 9 6 9
10 9
2 2
9 10 11 10
9
3/2
66 9
1
2
ln
1 1 12
2 2 2 4 4
1
2
ln
1 1
816
1
v
v v
v v v
v v
v
v v
eff
C C Z
C Z C Z C C
C C
C Z C Z C Z C
C Z C Z
t
C C C C C C
C C Z
C Z C Z C C
C
C rC C
R
 

  
  
    
   
     
      
  
  
    
 
 
  
 
 
 
 (A.47) 
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APPENDIX B: DESIGN AND MANUFACTURING OF MPFHS 
 
 
Figure B.1. Schematic of CNC machining 
CNC metal injection molding was used in prototyping (II) of the three-dimensional pin 
fin heat sinks. A schematic of CNC machining is shown in figure B.1 and a photograph of 
experimental prototype is shown in figure B.2. A computer's unique software and control console 
set the proposed system for use in CNC machining. Under CNC machining, machine tools 
(grinding spindle, vice, cutter, lathe bed, cutter head) could function through a computer control. 
A computer program was customized for both  pin fins and the metal injection molding machines 
were programmed with CNC machining language that essentially controlled all features like feed 
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Figure B.2. Photograph of experimental prototype 
 
rate, coordination, location and speeds. With CNC machining, the computer could control exact 
positioning and velocity. CNC machining was used in manufacturing of both pin fin heat sinks. 
First 3D CAD drawings were created, and then a code was created that the CNC machine 
could understand. The program was loaded and the program was tested to ensure there were no 
problems. This trial was important step because any mistake with speed and tool position could 
result in a scraped part or a broken sword that could damage the machine. There were many 
advantages to using CNC machining process. This process was more precise than manual 
machining. Because of the precision possible with this process, it could produce current complex 
design that would be almost impossible to achieve with manual machining. Current CNC 
machining was used in a high level of precision, thus both three-dimensional pin fin shapes, the 
micro fins with same angular orientation and the micro fins with different angular orientation, 
were successfully produced (Figs. C.1-C.3, C.5).  
 
APPENDIX C: PROGRAMMING CODES 
C1: HEAT SINK PROGRAMMING CODES 
> k_Cu:=400; # W/m-K   
> L:=7.2*(1e-3); # mm -> m   
> d:=3*(1e-3);   
> k:=0.620; # W/m_K   
> nu:=7.79e-7; # m^2/s   
> Pr:=5.2;  
> V:=0.5; # m/s   
> theta[b]:=50.;   
> ReD:=V*d/nu;   
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> NuD:=0.3+0.62*ReD^(1./2.)*Pr^(1./3.)*(1+(ReD/282000)^(5./8.))/(1+(0.4/Pr)^(2./3.))^(1./4.);
 
> h:=NuD*k/d;   
> P:=evalf(Pi)*d;   
> Ac:=evalf(Pi)*d^2/4;   
> M:=theta[b]*(h*P*k_Cu*Ac)^(1/2);   
> m:=(h*P/(k_Cu*Ac))^(1/2);   
> mL:=m*L;   
> h/(m*k_Cu);   
> qf:=M*(sinh(m*L)+(h/(m*k_Cu))*cosh(m*L))/(cosh(m*L)+(h/(m*k_Cu))*sinh(m*L)
 
> q:=h*(w^2-N*Ac)*theta[b]+N*qf;   
> As:=w^2+N*P*L;   
> Ts:=273+70.;   
> Ti:=273+20.;   
> Te:=273+35.;   
> dT_lm:=((Ts-Te)-(Ts-Ti))/ln((Ts-Te)/(Ts-Ti));   
> q:=h*As*dT_lm;   
> 
C2: POROUS MEDIUM PROGRAMMING CODES 
 
Figure C.1. Photograph of prototype I 
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Figure C.2. Photograph of cnc machine prototype 
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Figure C.3. Contour of Velocity Distribution 
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C3: HEAT SINK EXPERIMENTAL DESIGN CACULATIONS 
 
C4. Four bolts to tighten lexan sheets 
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DESIGN CALCULATIONS (I): 
 
Fin, finite length, heat flow from conductive material,   1 2* * * *bQ K A n T X X    
Inlet Temperatrue, 70 21.11inT F C   
Outlet Temperature, 80 26.66outT F C   
Fin Diameter, 3.0012939D mm   
Fin Material Thermal Conductivity, 401 /K W m C  
Convective Heat Transfer Coeffecient, 257.2 /h W m C  
Fin Height, 7.2H mm  
Number of Fins, 25N   
Fin Base Area,  2 24A D mm  
Temperatrue difference, 
1 2T T T    , 5.55T C   
For Fin,  
0.5
2
*d
hn
K
  
9.7517n   
  0.005706n*h K   
0.007H m  
* 0.068262n H m ,  sinh * 0.067052n H  ,  cosh * 1.00225n H   
      1 sinh * *cosh **hX n L n Ln K    , 1 0.0041X   
      2 cosh * *sinh **hX n L n Ln K    , 2 1.0112X   
  1
2
* * * *
X
Q N K A n T
X
    
 
  
217.5Q Watts  
Heat flow rate from forced convection, 
 p out inQ m c T T       
lm V A , 
2
0.003
1.0 980
2
m x 
 
  
 
, 0.006927m kg s  
 0.006927 4200 5.55 145.07Q x Watts  , 161.468Q Watts  
217.5 161.468 378.968Q Watts Watts Watts    
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DESIGN CALCULATIONS (II): 
 
Fin, finite length, heat flow from conductive material,   1 2* * * *bQ K A n T X X    
Inlet Temperatrue, 70 21.11inT F C   
Outlet Temperature, 80 26.66outT F C   
Fin Diameter,  3.0012939D mm   
Fin Material Thermal Conductivity, 401 /K W m C  
Convective Heat Transfer Coeffecient, 257.2 /h W m C  
Fin Height, 7.2H mm , Number of Fins, 25N   
Fin Base Area,  2 24A D mm  
Temperatrue difference, 
1 2T T T   , 5.55T C   
For Fin,  
0.5
2
*d
hn
K
 , 9.7517n   
  0.005706n*h K  , 0.007H m  
* 0.068262n H m ,  sinh * 0.067052n H  ,  cosh * 1.00225n H   
      1 sinh * *cosh **hX n L n Ln K    , 1 0.0041X   
      2 cosh * *sinh **hX n L n Ln K    , 2 1.0112X   
  1
2
* * * *
X
Q N K A n T
X
    
 
, 217.5Q Watts  
Heat flow rate from forced convection,  p out inQ m c T T   
lm V A , 
2
0.004
1.7 980
2
m x 
 
  
 
, 0.020936m kg s  
 0.020936 4200 5.55 488.008Q x Watts  , 488.008Q Watts  
217.5 488.008 705.508Q Watts Watts Watts    
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DESIGN CALCULATIONS (III): 
 
Fin, finite length, heat flow from conductive material,    1 2* * * *bQ K A n T X X    
Inlet Temperatrue, 70 21.11inT F C   
Outlet Temperature, 80 26.66outT F C   
Fin Diameter,  3.0012939D mm   
Fin Material Thermal Conductivity, 401 /K W m C  
Convective Heat Transfer Coeffecient, 257.2 /h W m C  
Fin Height, 7.2H mm , Number of Fins, 25N   
Fin Base Area,  2 24A D mm  
Temperatrue difference, 
1 2T T T   , 5.55T C   
For Fin,  
0.5
2
*d
hn
K
 , 9.7517n   
  0.005706n*h K  , 0.007H m  
* 0.068262n H m ,  sinh * 0.067052n H  ,  cosh * 1.00225n H   
      1 sinh * *cosh **hX n L n Ln K    , 1 0.0041X   
      2 cosh * *sinh **hX n L n Ln K    , 2 1.0112X   
  1
2
* * * *
X
Q N K A n T
X
    
 
, 217.5Q Watts  
Heat flow rate from forced convection,  p out inQ m c T T   
lm V A , 
2
0.004
1.8 980
2
m x 
 
  
 
, 0.022167077m kg s  
 0.022167077 4200 5.55 516.715Q x Watts  , 516.715Q Watts  
217.5 516.715 734.215Q Watts Watts Watts    
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Figure C.5. Photograph of prototype II 
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Scope and Method of Study: Vapor condensation condenser consists of two major heat transfer 
processes, i.e., vapor condensation and forced convection. In order to enhance heat transfer, the 
condensation heat transfer utilizing the porous medium is investigated, and at the same time, the 
elliptical pin fin effect on the forced convection of nanofluid studied.  The forced convective heat 
transfer on nanofluids in an elliptical pin-fin heat sink of two different pin orientations is 
numerically studied by using a finite volume method. With increasing Reynolds number, the 
recirculation zones behind the pins increases. There are more recirculation zones for the pins 
with different angular orientations than for pins with the same angular orientation. It is observed 
that the Nusselt number for the pins with different angular orientations is higher than that for 
pins with the same angular orientation. With increasing volume fraction of nanoparticles and 
angular orientation of pins for a given Reynolds number, Euler and Nusselt numbers as well as 
overall heat transfer efficiency increase. 
  
Findings and Conclusions: In this work, the non dimensional mass, momentum and energy 
equations based on non dimensional pressure, temperature, heat capacity, capillary, and bond 
numbers are developed for the vapor condensation occurring in the porous medium. The 
volumetric viscous force for the flow is described by Darcy’s law. For the microscopic interfacial 
shear stress, a permeability term that relates flow rate and fluid physical properties (i.e. viscosity) 
to pressure gradient is implemented. The effects of permeability, porosity, and effective pore 
radius parameters on porous medium performance are introduced. The occurrence of thin liquid 
film inside pores is addressed and the Laplace-Young equation is depicted. In calculations the 
Darcy-Ergun momentum relation is implemented which provide accurate means to determine the 
capillary performance parameters of porous medium. The dimensionless thicknesses of the two-
phase and liquid regions and embodiment of unique characteristics based on the total thermal 
diffusivity and absolute permeability are depicted. Therefore, analyses of the phase change and 
two-phase flow are made by defining regions, over which appropriate approximations are made. 
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