In this paper we present some results on certain aspects of the theory of summation of series and sequences. The paper is divided into three parts: I. Linear manifolds of Hausdorff means.
1. Introduction to Part I. The nth Hausdorff mean [7 ] (') of a series ~£p=0up is defined by It will be observed that if in (1.2) the integrand uv is replaced by some other suitably chosen function, e.g., up+1, then no restriction need be placed upon <j>(u)ÇzBV [0, l] in order that the resulting mean be essentially regular.
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(3) That is, it assigns to any convergent series^«« the valuey,w".
In the light of this observation, we consider the problem of determining conditions upon a sequence of functions \ßP{u)\ in order that (4) (1. Perhaps the chief interest in this theory lies in the fact that we are able to obtain infinite classes of means all including a given mean or all equivalent to a given mean. For instance, if in (1.3) ßP(u) = 1/(1 -{-pu) and 4>(u) is monotone non-decreasing, </>(l) -0(0) = 1, then [H, cp] is a regular mean included in (C, 1); is equivalent to (C, 1) if and only if /0¿<£(w)/w converges; and is equivalent to (C, 0) (convergence) if and only if 4>(u) is discontinuous at u = 1. 2. Conditions for a basis. One readily sees that necessary conditions upon a sequence of functions {ßp(u)\ in order that it be a basis for a manifold
M[/?"(«)] are:
(a) ßP(u) is continuous for 0 ^ u ^ 1 ; (b) {ßp(u)} is a moment sequence for each fixed u, O^m^I. The first of these conditions is necessary in order that the Stieltjes integral fvßp(u)d<t>(u) exist for all <j>(u) in 5F [0, l] . The second is necessary in order that the sequence of these integrals be a moment sequence when 4>(u) is a step function with a single point of increase. From (b) it follows that there must exist a function (6) B(u, t) of bounded variation in t for each u, O^u^l, such that (2.1) ßn(u) = f t"dtB(u, t), « = 0, 1, 2, ••• .
If (a), (b) hold, then a sufficient condition for {ßP(u)} to be a basis is that
In fact, if
Throughout this paper the integrals are in the Riemann-Stieltjes sense. (6) This function is uniquely determined to an additive constant for all t where it is continuous [7] . Z Cn,P | A»-»>op | < MV, p-0 where V is the total variation of a(u) on the interval O^w^l, and consequently \ap\ is a moment sequence by virtue of a theorem of Hausdorff [7] . Condition (2.2) is met, in particular, if \ßp(u)\ is a totally monotone sequence^)
for each u, O^m^I. In this case we shall call {ßp(u)\ a totally monotone basis. Theorem 2.1. If B(u, t) is real and of bounded variation in t, O^t^ 1, uniformly for all u in the interval 0 ^ u ^ 1, and if the functions ßn (u) given by (2.1) are continuous functions of u, 0 á u á 1, then {ßp(u)} is a basis for a manifold M[ßp(u)}.
Remark.
A sufficient condition [3] for the continuity of the functions ßp(u) is that B(u, t) be of bounded variation in t uniformly for all u, and be continuous in u for an everywhere dense set of values of / including / = 0, 1. This everywhere dense set may depend upon u. To prove the theorem, put P(u, t)=%{Ja\dtB{u, t)\-\-JadtB(u, t)), N{u, t)=\(f0\dtB(u, t)\ -f0dtB(u, t)). It is no restriction to assume that B(u, 0)=0. Then B(u, t)=P(u, t)-N(u, t), and P(u, t), N(u, t) are monotone non-decreasing functions of / for each fixed u. We then have n n /• 1 5» = Z Cn.P | A-»j8"(«) | = Z C".p I A""P I t>d,B(u, t)
where irp{u)=Jltpd,P{u, t), vp(u)=JltpdtN{u, t). Hence,
where T{u) is the total variation of B(u, t) in the interval OíSííSI. Since, by hypothesis, T(u)<M, where M is independent of u, we see that (2.2) holds, and the theorem is thereby established.
Definition.
A manifold is called regular if it contains at least one regular mean, and if every mean contained in it is essentially regular. [7] limn=co A"a0 = 0. It readily follows that the condition (2.4) is necessary in order that M[ßP(u)] be regular. The conditions are also sufficient. For, since \ßp(u)} is totally monotone, the sequence {Apßo(u)} is monotone non-increasing, and therefore limn=00 A"öo = lim"=0O f0Anß0(u)da(u)=0, so that [H, ap] is essentially regular when (2.4) holds. Since ßo(u)?e0 the manifold must contain at least one regular mean. Theorem 2.3. Let {ßP{u) },ß0(u)^0, be a basis given by (2.1), where B(u, t) is of bounded variation in t, 0is/5=l, for each u, O^w^l.
Let \B(u, t)\ <K, O^t^i, O^m^I, where K is a finite constant independent of u and t ; and let \imt=o+ B(u, t) =B(u, 0)=0 uniformly for O^u^l.
Then M[ßp(u)] is a regular manifold.
Proof. Let a" be given by (2.3). Then we shall prove that lim"=00 Ana0 = 0. We have
Denote the inner integral by I. Then I = I\-\-Iv. where Ii=f0(l-t)ndtB(u, t), h=Jt{\-t)ndtB(u, t). After an integration by parts in h we get
for all u, O^M^l, provided only that s<su where s0 is sufficiently small. Having chosen s<So, we integrate by parts in Iz and get
Hence, if n0 is sufficiently large, | 7j| <e if w>w0. (7) This theorem holds for any basis such that { Amß0(u)} is uniformly bounded onOSaSl.
We then have
where T is the total variation of a(u) in O^m^I. Thus limn=0O A"a0 = 0, as was to be proved. Hence, every mean in M\ßP{u)\ is essentially regular; and since ßo(u)^0
it must contain at least one regular mean. We how have the following comparison theorem. When k=2, we find B2{u, t)=t[cos (um log /)-w"1/2 sin (u1'2 log /)], so that the sequence is not totally monotone.
Since dtB2(u, t) = -u~1/2(\-\-u)
•sin (w1'2 log t) dt, it follows that f^[dtB2(u, t)\ ^2, O^u^l, Og/gl. Also, \B2(u, t)\ ^¿(1-log t), 0gt£L It therefore follows from Theorems 2.1, 2.3
is a regular manifold.
[March (2.5)
On writing ßp\u) as a sum of partial fractions it is now easy to see that {ßpk)(u)} is a basis for a regular manifold Mk, k = 1, 2, 3, • • • .
To illustrate Theorem 2.5, we shall show that Mi includes (C, 1) but does not include (C, k) if k>l. The sequence {ß^M/bn}, ¿»" = 1/(1+«), must be proved to be a basis for a regular manifold. We find that ß»\u)/bn = (« + 1)(» + l)/(« + n + 1) = f /"¿iö(«, *), To prove that [H, 6"]D(C, k) we must show that the sequence {{n-\-\)hbn\ is a regular sequence(8) when c<¡ = 1. We have
On comparing this with (2.5) we see that (n + l)kbn = r-l+s-b*, r-\-s = 1, is a linear combination of regular sequences, where the constants of combination add up to unity, and is therefore a regular sequence. Hence we have proved 
One may determine 9(t) in the following way. Put p(x) =ao -aix+a^x2 -■ ■ ■ . Then, on putting in the values of the an's from (3.2) and using a well known integral representation for hypergeometric functions, we get
where M(w, /) is given by (3.1), and where the last step may be verified directly from the definition of a Stieltjes integral. Consequently, (3.4) e(t) J a M(u, t)da(u), 0 g t S 1
We shall now prove the following theorem. We recall that g(x) has a continued fraction representation of the form [11 ] ," ^ , .
where 0 ^gn i= 1, n = 1, 2, 3, • • • , it being agreed that if some g" is 0 or 1 the continued fraction terminates with the first identically vanishing partial quotient. Conversely, any such continued fraction represents a function of the form (3.5). The function g(x) is holomorphic in the plane of x cut along the real axis from x= -1 t0 3t=-».
To prove the second relation, put g*( Proof. From the equation
(1/n) + u it follows that {(w-t-l)g(w)} is a bounded sequence if and only if f^d<¡>(u)/u converges. Moreover, when {(n + l)g(n)} is bounded, it is a regular moment sequence. For, in terms of the bounded monotone function \p(u) =/ö(l -t)d<¡){t)/t, we have The conditions may be formulated in terms of the continued fraction (3.6) for g(x) as follows. The function z=f(w) is regular for |w| ^1 except possibly at w = l, and maps I w\ <1 one-to-one upon a region D interior to \z\ <1. Under this mapping, w = 0 corresponds to z = 0 and w = l to z = l. The inverse function f~l(s) is regular on the boundary of D except possibly at z= 1, and at this point The main problem which we consider here is as follows: to determine all means which are common to the class of Hausdorff means and the class of Gronwall means. We find these to be the means [H, c"] where where 6 is a parameter unequal to 0 so chosen that/(l) = 1. To obtain other necessary conditions, divide both members of (5.1) by 1-f{w), put sn = u0+ui+ ■ ■ ■ +un = 0, n^k, j*=l, C/n=Zp-oc'».pA"-pCp-Sp, 6w = t,f(w) = F(t), and we obtain the equation On equating the coefficients of the first power of / on either side we obtain the relation
This serves as a recursion relation to determine ck parametrically, whence we find that ck must have the form ßk/Ck+a,k.
When this value of ck is substituted in (ii), (iii) of (6.3) we get:
If we take 0=ßwe find forf(w), g(w) the values (5.4). If these functions are to satisfy the conditions of Gronwall we must have, first of all, a real and a+1 >0. But since [H, cn] is a regular Hausdorff mean, 9î(o;)^0. Hence we must have a real and greater than or equal to 0.
We now determine ß so that the map of |w| <1 by z=f(w) shall lie in \z\ <1. Put w = e", ß = p+iq, and we see that \z\ ^1 if and only if p+[q/tam (0/2)]gl;andhenceg = O,/3 = £^l. The map of \w\ =1 is a circle in the z-plane whose intercepts on the real axis are z= -ß/(2-ß), z = í. In order that this map should contain the origin it is necessary that ß ^ 0. Since ß = 0 is clearly excluded, we therefore have 0</3^1.
We have shown that cn must have the form (5.3). Consequently We note that the domain in which this mean sums the geometrical series, and which is given by (c) of §5, is the circular region | z+(l -ß)/ß\ <l//3. This result furnishes additional evidence in support of the conjecture [5, p. [March 205 ] that a necessary and sufficient condition that a Hausdorff mean sum a power series outside its circle of convergence is that the mass function be constant in the neighborhood of 1. 
Proof. It is required to show that when these values of f(w), g(w), and U" from (7.1) are substituted in (5.1), the latter becomes a power series identity. This can be done in exactly the same way that Gronwall established the corresponding theorem for de la Vallée Poussin summability 
On making the indicated substitutions, and putting «" = 0, n^k, uk = \, we find that the following identity must be verified (7.5) ( 
+ xe(x)
Conversely, if F(z) is any function of the form (8.1) with modulus less than or equal to 1 for \z\ <1, then there exists a function e(x) of the kind described above such that (8.2) holds.
The theorem grows out of an algorithm used by Schur [lO] in his work on functions bounded in the unit circle. This algorithm yields a continued fraction representation for the function in the left member of (8.2), and the continued fraction is in turn equal to a function of the form (8.1) with modulus less than or equal to 1 for \z\ < 1. (For details, and a discussion of some consequences of this theorem, see the paper of Wall [13] .)
We shall denote by E the class of functions e(x) described in this theorem. Put From the above theorem it follows that if e(x)^E, then the transformation (8.3) carries the sequence {cp\ into a totally monotone sequence { C"\. In §9 we have formulated this in such a way as to characterize a class of functions having positive real part for \x\ <1.
We find, moreover, that if \c"} is any moment sequence, then \Cn\ is also a moment sequence, so that [H, Cn} is a Hausdorff mean. The set of all these means forms a regular manifold in the sense of Part I. The theorem now follows at once from Theorem 9.1. Inasmuch as the series y,"°Lo?VoW~p converges and has a sum numerically less than or equal to 1 it follows that | ßn(x) | ^ 1/2 -| (1 + x)-11, .|v|2 1. |l + *|fc2.
NowZßn(l) evidently diverges, being the series for (1/2) (l+z)-1'2 evaluated at z= -1. In any other case where \w\ ^ 1, | l+x\ a: 2 we have | jS"(x) | 2:d>0, where d is a constant independent of n, and hence Zß«(x) diverges. Since the curve \w\ =1, | l+x\ ^2 is given in polar form by (12.1), and since the interior of this curve corresponds to \w\ <1 and the exterior to \w\ >1, the proof of (b) is now complete.
Proof of (c). The wth (F)-sum of the sequence {sn} is given by " (nl)2(2p + 1) (12.7) Fn=Z~0
(np)\{n + p + 1)! "'
On eliminating so, si, ■ ■ ■ , sn between (12.7) and (9.7) we obtain a relation of the form Sn=22p-oen,PVp, where (¿02 To do this it will suffice to verify the identity n C2n+2,n-ifc = (2k + 1) Z (20 + l)-1C2î(+l,p_i:C2"_2p+l,n-p.
P~k
The quantity on the right may be identified as the coefficient of xn~k in the
