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Abstract
Simulation is increasingly being used to examine epidemic behaviour and assess
potential management options. The utility of the simulations rely on the ability to
replicate those aspects of the social structure that are relevant to epidemic trans-
mission. One approach is to generate networks with desired social properties.
Recent research by Keeling and his colleagues has generated simulated networks
with a range of properties and examined the impact of these properties on epidemic
processes occurring over the network. However, published work has included only
limited analysis of the algorithm itself and the way in which the network properties
are related to the algorithm parameters.
This paper identifies some relationships between the algorithm parameters and
selected network properties (mean degree, degree variation, clustering coefficient and
assortativity). Our approach enables users of the algorithm to efficiently generate a
network with given properties, thereby allowing realistic social networks to be used
as the basis of epidemic simulations. Alternatively, the algorithm could be used to
generate social networks with a range of property values, enabling analysis of the
impact of these properties on epidemic behaviour.
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1 Introduction
Historically, statistical analysis of data has been used to investigate biological
relationships such as that between water quality and disease. More recently,
a different type of data has been added to the biological toolkit, where re-
lationships can be directly visualised as networks. For example, protein in-
teractions for gene regulation has been modelled as a network (Jeong et al.,
2001). Network analysis can then be used to increase understanding of these
relationships.
One major area of research using network analysis is disease transmission.
Epidemiologists have developed mathematical models to estimate the size and
other key features of an epidemic, assuming homogeneity in social structure
(Kermack and McKendrick, 1927). Elements of social structure have been
introduced for models where the network of contacts is fundamental to trans-
mission, such as those that deal with sexually transmitted disease (Kermack
and McKendrick, 1927; Becker, 1973; Lajmanovich and Yorke, 1976; Nold,
1980; Gupta et al., 1989; Newman, 2002). Network methods potentially en-
able the full impact of social structure to be incorporated in epidemic research
through simulation.
Detailed demographic and other information can be used to synthesise the
population of interest and their activities so as to derive contact information
(for example, the EpiSims project (Eubank, Kumar, Marathe, Srinivasan, and
Wang, Eubank et al.)). Alternatively, there are several algorithms available
that enable a network to be generated with specific values of some social net-
work properties (including Erdo¨s and Re´nyi (1960); Molloy and Reed (1995);
Watts and Strogatz (1998); Baraba´si and Albert (1999); Newman and Park
(2003)). However, the literature on designing algorithms for generating net-
works is still in its infancy and there is a need for better algorithms that
can easily generate networks that match real world desired properties. Com-
mon characteristics of social networks (defined in Section 2) include positively
skewed degree distribution and higher assortativity and clustering coefficient
than would be expected from the degree distribution (Newman and Park,
2003).
One algorithm has been developed and used by Keeling and his colleagues to
examine the impact of varying values of mean degree, degree variation and
clustering coefficient on epidemic processes occurring over the network (Keel-
ing, 1999; Eames and Keeling, 2002; Read and Keeling, 2003; Keeling, 2005).
However, there has been limited analysis of the algorithm itself and the way
in which the network properties are related to the algorithm parameters. Un-
derstanding such relationships enables the algorithm to be used to efficiently
generate networks with desired properties.
2
2 Social network properties
In a social network, nodes (or vertices or actors) represent individual people
and edges (or links) represent the relationship of interest. For epidemic be-
haviour, that relationship is sufficient contact to permit contagion in some
undefined period of time.
The degree of a node is the number of edges that it shares with other nodes.
The degree distribution is then the frequency distribution of different degrees
across the nodes in the network. As with any distribution, key measures in-
clude mean and variance of degree. In addition, real world network degree
distributions are typically highly positively skewed (Newman, 2003).
Clustering is a measure of network transitivity, the extent to which neighbours
of a node are neighbours of each other. It is defined as follows (Watts and
Strogatz, 1998):
Suppose that a vertex v has kv neighbours [that is, nodes with which it
shares an edge]; then at most kv(kv − 1)/2 edges can exist between them
. . . . Let Cv denote the fraction of these allowable edges that actually exist.
Define C (the clustering coefficient) as the average of Cv over all v.
Each node contributes equally to the mean, regardless of its degree. By con-
vention, a node with degree of 0 or 1 is assigned clustering of 0. The theoretical
range is the interval [0,1].
Degree assortativity of a network (denoted r) is defined in (Newman, 2002) as
simply the Pearson correlation coefficient of the degrees at either ends of an
edge. The theoretical range is the interval [-1,1].
Social networks have higher assortativity and clustering coefficient values than
would be expected in a network with randomly created edges constrained
by the degree distribution (Newman and Park, 2003). Consequently, network
generation algorithms that focus on degree distribution may not adequately
represent social structures.
3 Algorithm description
In Waxman (1988), a network is generated by randomly locating nodes in a
nominal space, creating edges based on the distance between pairs of nodes and
then discarding the space. The algorithm used by Keeling and his colleagues
is conceptually similar but additionally uses focal points to introduce more
complex social structure.
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The algorithm has several separate steps and four flexible parameters, as well
as the number of nodes and giant component threshold. We use a slightly
different presentation and notation from Keeling’s to make the later discussion
on standardisation easier to follow. However, the method is identical to the
published algorithm.
Initially, N nodes and F focal points are randomly located in a periodic square
two dimensional space with side length
√
N . Each node is moved toward the
nearest focal point some proportion (m here, f in Keeling papers) of its dis-
tance from that focal point. The movement of the nodes toward the focal
points increases the local density of nodes near focal points and decreases the
distance between nodes that are near the same focal point.
The next step in the algorithm creates edges between nodes based on the
Euclidean distance (d) between the two nodes and two parameters, referred
to as height (H) and variance (Vk here, V in Keeling papers). The parameter
names reflect the Gaussian inspiration for the function. Edge probability is
given by:
P (edge) = min
H exp
(−d2
2VK
)
1
(1)
Note that, despite the Gaussian influence, this is not a probability density
function. In particular,H and VK are set independently so the total probability
over all distances is not 1.
Following creation of the edges, the information about location in the square
space is discarded. If the giant component of the network includes some thresh-
old proportion of nodes (90% is used in the literature), the giant component
is retained as the generated network. If the giant component is too small, the
algorithm is restarted.
An example network is shown at Figure 1. The algorithm parameters used to
generate this network are defined later.
4 Interpretation and standardisation of parameters
In order to examine the impact of parameters for different sized networks,
some standardisation was undertaken. The parameters can be considered in
three pairs. The scale of the network is set by the number of nodes (N) and
the giant component threshold. This pair needs no modification as they set
the scale required.
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Fig. 1. A single instance of a network generated with the Keeling algorithm and
parameters N=1 000, f=0.1, m=0.3, H=1.80 and V=0.0395. The network is drawn
using the Kamada-Kawai layout (Kamada and Kawai, 1988) within Pajek (Batagelj
and Mrvar, 1998) software.
The second pair of parameters concerns focal points, their number (F ) and
their impact on node location (m). These focal points enable representation of
places where people congregate, and could represent schools and workplaces, or
family groups, depending on their number(Keeling, 2005, pg 3). The parameter
m is already independent of scale. However, the density of focal points is
F/N per unit area. This means that the same number of focal points could
be sparse or dense, depending on N , leading to large or small impacts on
distances between nodes. Replace F with a parameter for the density of focal
points (f = F/N). For a given f and m, the same local pattern of nodes will
be created regardless of the total number of nodes (N).
The final parameters concern edge density (H, VK), with the probability of an
edge also based on the distance between nodes in the notional space. Recall
that the space is discarded after the network is generated.
The H parameter in the edge probability function represents the probability
of an edge between two identically located nodes. This is already independent
of scale. Note that if H > 1, there is some threshold distance such that an
edge must be formed between any pair of nodes closer than that distance.
The VK parameter provides a distance over which edge creation occurs and is
inspired by the Gaussian representation of the variance of node pair distances.
Small values of [V K] increase the density of short edges relative to longer ones
(Waxman, 1988). If VK is very small, P (edge) is low for all but very small
values of d. In contrast, if VK is very large, the value of d has minimal impact
on the probability and the probability of an edge approaches H for all node
pairs. In a sense, VK joins the communities that form around each focal point.
As published, the variance (V ) parameter has no size-independent interpre-
tation. However, it is possible to standardise this parameter in a way that is
both consistent with the Gaussian inspiration and allows experiments using
either formulation to be compared. There are two standardisation approaches.
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As included in the published formula, a pair of nodes in the same absolute
locations in two different sized networks would have the same probability of
an edge being created between them. On the other hand, (Waxman, 1988)
standardised distances as a proportion of the maximum distance.
Clearly, a larger network has many more pairs of nodes and a larger mean
distance between them. Consider the variance of the distance between pairs
of nodes where the nodes are placed randomly in 2D square wrapped space of
side length
√
N , ignoring the effect of the focal points. Variance of node pair
distance is given by:
vardij = σ
2
d
=
1
Nd
∑
ij
d2ij − d¯2 (2)
where dij is distance node i to node j and Nd is the number of node pairs,
given by:
dij =
√
(xi − xj)2 + (yi − yj)2
Nd =
N(N − 1)
2
Consider the first term (sum of distance squared). As the space is wrapped,
the selection of (0,0) is arbitrary. Locate (0,0) at node i and reset (0,0) for
any given node i. Further, there are four identical quadrants with (on average
over an ensemble of nodes constructed in the same way) (N -1)/4 nodes and
maximum coordinate of
√
N/2. In addition, there are N statistically identical
points (to be considered as node i) and each distance should only be included
once. Thus:
∑
ij
d2ij =
N
2
∑
j
d2j xj, yj ∈ [−
√
N/2,
√
N/2]
= 2N
∑
j
(x2j + y
2
j ) xj, yj ∈ [0,
√
N/2]
(2a)
Consider the second term (mean distance). On average, the mean distance
across the space is the mean within a quadrant and the selection of node i is
arbitrary.
d¯ij = d¯j
=
4
N − 1
∑
j
√
x2j + y
2
j xj, yj ∈ [0,
√
N/2]
(2b)
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Substitute (2a) and (2b) into (2) and take the limit for large N with continuous
distribution of nodes:
σ2d =
4
N − 1
√
N/2∫
0

√
N/2∫
0
(x2 + y2) dy
 dx
−
 4
N − 1
√
N/2∫
0

√
N/2∫
0
√
x2 + y2 dy
 dx

2
(3)
Solving the integrals gives:
σ2d =
4
(N − 1)
N2
24
−
[
4
(N − 1)
N3/2
24
[
log
(
1 +
√
2
)
+
√
2
]]2
=
N2
6 (N − 1) ×[
1− N
6 (N − 1)
[
log
(
1 +
√
2
)
+
√
2
]2]
≈ 0.0203N
(4)
Throughout this paper, the parameter V is standardised so that it represents
a multiple of the expected node pair distance variance. The interpretation of
the standardised V is that V=1 is a neutral position that reflects the expected
distance between nodes that are randomly located with density of 1 per unit
area (ignoring the effect of focal points). The V parameter then indicates
whether local edges are to be relatively more (V < 1) or less (V > 1) preferred,
but has no absolute interpretation.
For the actual edge creation function, VK must be calculated as:
VK = V
N2
6 (N − 1) ×
[
1− N
6 (N − 1)
[
log
(
1 +
√
2
)
+
√
2
]2]
(5)
That is:
VK ≈ 0.0203NV (6)
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5 Experimental design
Four networks were constructed for each parameter set with between 3 and 7
values for each parameter as follows:
N = 250, 500, 1000 f = 0.05, 0.1, 0.2 m = 0.1, 0.3, 0.5, 0.7 H = 0.4, 0.6. 0.8,
1, 1.5, 2 V = 0.25, 0.5, 0.75, 1, 1.5, 2, 2.5
Of the 6 048 experiments, 24 networks were not able to be created (that is, the
giant component represented less than 90% of the nodes). These were all in
the experiments with N=250 and V=0.25. Within this group, the algorithm
was more likely to fail with a higher value for m and lower values for H and
f .
For each network successfully created, several properties were calculated. These
were mean degree, variance of degree (and coefficient of variation of degree),
clustering coefficient and assortativity.
6 Impact of Parameters
The relationship between parameters and properties was investigated using
summary tables, charts and correlations. Each property of interest (mean de-
gree, degree variance, clustering coefficient and degree assortativity) was ex-
amined separately for each of the five algorithm parameters. Any relationship
identified is, of course, only valid over the range of parameters considered.
Results are summarised at Table 1.
The most straightforward relationship identified is that mean degree (denoted
z) is approximately proportional to NHV, as shown in Figure 2. This is equiv-
alent to proportionality between the probability that an edge is created and
HV, as there are N -1 opportunities for each node to make edges.
A broad range of values was covered by the experiments, with mean degree
ranging between 3 and 508. A linear regression model was fitted to the (natu-
ral) log transformed data. The best fit model (p < 0.01, R2 = 0.993) is given
by:
z = 0.148N0.97H0.89V 0.94
The move proportion (m) has a consistent influence on mean degree in that
mean degree increases as m increases for all parameter sets. However, except
for the parameter sets with the smallest values of both N and V , the change
in mean degree is very small across the range of m values. There is a slight
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Fig. 2. Relationship between mean degree and the product of three algorithm inputs:
nodes (N), height (H) and variance (V ). Note that the values of N , H and V are
constrained, so each point may represent many results from the 6 024 simulations
plotted.
tendency for mean degree to decrease with increases in focal point density
(f), but this relationship is inconsistent. While both of these parameters are
statistically significant in a log transformed model (p < 0.01), the regression
coefficients are less than 5% of the coefficients for the other parameters (which
are of the same magnitude) and explanatory power is increased only slightly
(to R2 = 0.994). These parameters are therefore not included in the model.
Assuming proportionality, a useful rule of thumb is:
z ≈ 0.1168NHV (7)
This rule underestimates mean degree at low parameter values and overesti-
mates at high values. A different constant is therefore likely to be necessary
for research using networks of more than 5 000 nodes.
The second network property considered is variance of degree (denoted var(k)).
This property is highly correlated with mean degree (correlation coefficient of
0.87) and is proportional to NHV but with a smaller constant. Hence, any
attempt to match a desired degree variance will also affect mean degree. Unlike
mean degree, the focal point parameters (f and m) do have an impact so there
is some capacity to tune degree variance. However, the variance of var(k) is
relatively high and the impact of these focal point parameters is inconsistent in
both size and direction. Thus, there is limited capacity to control the algorithm
to algorithm to generate networks with specific var(k) based on the sample
size used. Instead, ’tuning’ could be achieved by generating a large number of
networks and selecting an appropriate subset.
The third property examined is mean clustering coefficient (denoted CC).
Across the tested parameters, this coefficient showed a substantial range, from
0.09 to 0.85 (potential values are 0 to 1 inclusive). It is most strongly related
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to only the H parameter, with a correlation coefficient of 0.91 and a value
of approximately 0.30H. As a result, clustering coefficient can be adjusted
without changing mean degree by changing H to the appropriate level and
then setting V so that HV remains constant.
Further tuning can be achieved with the f and m parameters, but only for
low values of V (¡ 1). In this range, clustering coefficient can be increased by
increasing the influence of focal points by decreasing f or, to a lesser extent,
by increasing m.
Over the parameter values tested, assortativity ranged between 0 and 0.9, sug-
gesting a broad scope of values are possible provided positive assortativity is
desired. Assortativity increases with higher values of H and/or lower values of
V . The focal point parameters (f and m) affect assortativity but the direction
and size of their influence is inconsistent between various combinations of the
other parameters.
Table 1
Summary of parameter impact on network property
Parameter z var(k) CC r
↑ N ↑ ↑ - -
↑ H ↑ ↑ ↑ ↑
↑ V ↑ ↑ - ↓
↑ f - - V < 1 ↓ any
↑ m - - V < 1 ↑ any
In general, three of the input parameters (N , H and V ) have both a substan-
tial and predictable impact on all four considered network properties (mean
degree, variation in degree, clustering coefficient and assortativity). The other
two input parameters (f and m) affect some network properties but the ef-
fect is generally unpredictable and small, though a larger sample of networks
may reveal a trend. Thus, there are insufficient degrees of freedom to generate
networks with specific values of each potential network property.
However, using the main parameters of N , H and V , there is clear potential to
generate networks with specific values of: number of nodes, mean degree and
whichever is preferred of clustering coefficient and assortativity. Some tuning
of the other property may also be available by varying f and m. Starting
values can be obtained from any two equations from:
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z = 0.1168NHV (Mean degree)
CC = 0.3H (Clustering) (8)
r = 0.225H − 0.046V (Assortativity)
7 Capacity to match published real world networks
Relevant properties from 27 published networks (of which 10 are social net-
works) have been collated by Newman (Table 10 of Newman, 2003). Of these,
only the company directors network is undirected, has positive assortativity,
fewer than 10 000 nodes and values for all properties. However, the degree dis-
tribution reflects the underlying bipartite structure and is substantially skewed
(Newman et al., 2001, pg 411) so is not suitable as a potential match.
Three other networks were identified as potential match candidates: Physics
coauthorship has relatively high values for both coefficients (z=9.27, CC=0.56,
r=0.363); Biology coauthorship has (almost) median values for both coef-
ficients, and a large numerical distance between the two coefficient values
(z=15.53, CC=0.60, r=0.127); and email address books has relatively low
values for both coefficients (z=3.38, CC=0.13, r=0.092).
While none of these networks met all conditions, they provide a range of real
world mean degree, clustering coefficient and assortativity coefficient triples.
The physics coauthorship network was selected to assess the capacity of the
algorithm to match specific network properties, but reduced in size to 5 000
nodes. Initial parameter values were chosen to prioritise clustering coefficient
or assortativity coefficient as two separate experiments.
The starting values for H and V are calculated using the relationships at
(8) Arbitrary initial values of f (0.1) and m (0.5) were selected for all ex-
periment series. Algorithm parameters and network properties for the sets of
experiments are at Tables 2 and 3 respectively.
For the clustering coefficient prioritised experiment, initial parameter values
were N=5 000, H=1.87, V=0.0085, f=0.1 and m=0.5. Ten networks were
generated with these parameters and mean degree was higher than target.
Parameters H and V were reduced until mean degree and clustering coefficient
were reasonably close to target. Several alternative values of f and m were
tested to improve assortativity targeting while maintaining mean degree and
clustering coefficient but no improvements occurred.
During the assortativity focused experiment, it became clear that the iden-
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tified relationships between parameters and properties break down at very
small values of V . In particular, the clustering coefficient increases with V in-
stead of having no significant association. Figure 3 shows this relationship for
parameter V in the range 0.002 to 0.02 for various values of the H parameter.
Preliminary analysis indicates that the particular value of V at which the re-
lationships break down depends on the number of nodes and other parameters
(particularly H) as can be seen in Figure 3. One possible reason is that very
low values of V lead to a high proportion of nodes with degree of 0 or 1 which,
by definition, have a clustering coefficient of 0. A giant component is not able
to be formed.
Fig. 3. Clustering coefficients where V parameter is very small, various values of H
parameter. All generated networks have 1 000 nodes and are retained regardless of
giant component size. Mean values plotted from sets of f=0.05, 0.1 and 0.2; m=0.1,
0.3, 0.5 and 0.7; 3 networks per parameter set.
Very small values of V are more likely to be required for sparse networks, where
mean degree is low and/or number of nodes is high. With the limitation of low
V values in mind, a further set of experiments attempted to match property
values for the physics coauthorship network, but limited to 1 000 nodes (also
displayed at Tables 2 and 3) to provide a greater effective range for V . This
enabled networks to be generated that matched mean degree and assortativity.
Table 2
Physics coauthorship matching experiments: Inputs to algorithm
Experiment set f m H V
N=5 000, CC focus, initial 0.1 0.5 1.87 0.0085
N=5 000, CC focus, final 0.05 0.5 1.25 0.0054
N=1 000, CC focus, final 0.1 0.3 1.80 0.0395
N=1 000, r focus, final 0.1 0.3 1.00 0.066
The example network previously shown at Figure 1 uses the final algorithm
parameters identified for the 1 000 node network with clustering coefficient
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Table 3
Physics coauthorship matching experiments: Network properties
Experiment set Runs z CC r
Target properties 9.27 0.56 0.363
N=5 000, CC focus, initial 10 12.36 0.86 0.64
N=5 000, CC focus, final 50 9.40 0.57 0.52
- coefficient of variation 1.1% 0.7% 4.4%
N=1 000, CC focus, final 50 9.21 0.56 0.50
- coefficient of variation 1.9% 1.9% 10.1%
N=1 000, r focus, final 50 9.33 0.40 0.38
- coefficient of variation 1.8% 1.9% 15.7%
given priority.
8 Discussion
The Keeling algorithm is able to generate networks with a given number of
nodes and mean degree (or degree variance), and either clustering or assorta-
tivity coefficient, with some flexibility in the third property. In general, assor-
tativity and clustering coefficients are similar and there is only limited capacity
to control these properties independently. In using the algorithm, care must
therefore be taken to attribute an apparent effect to the appropriate property,
particularly for the mean degree and degree variance pair, or assortativity and
clustering pair. In addition, over the parameter range explored, only positive
values of assortativity could be realised.
Further, although mean degree is controllable, the degree of each node arises
from the algorithm input parameters. The nodes and focal points are dis-
tributed uniformly at random, and the movement and edge creation parame-
ters apply equally to all nodes. Thus, the degree distribution is approximately
binomial. The mean degree distribution calculated over 100 networks with the
N=1 000, r focus, final parameters is at Figure 4 .
The algorithm is straightforward to implement and consistent in the properties
of the networks produced with the same input parameters, particularly for
mean degree and clustering coefficient. While assortativity is less stable, a
high proportion of networks have values close to the target.
We identify relationships that allow fast selection of suitable initial parameters
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Fig. 4. Average degree distribution over 100 network instances with parameters
N=1 000, f=0.1, m=0.3, H=1.80 and V=0.0395. Error bars indicate 95% confi-
dence interval.
and parameter modifications to obtain particular property values if required.
The impacts of the H and V parameters on the network properties are consis-
tent and predictable. Initial values for these parameters can be selected with
the appropriate pair of relationships from (8).
However, the paper has also identified a key limitation in the networks able
to be produced. The algorithm becomes unpredictable with very low values of
the V parameter. Further investigation is required to specify the boundaries
of this unpredictability, but a potential boundary is where the proportion of
nodes with degree 0 or 1 is significant or where the giant component makes
up only a small proportion of the network. This limitation may make the
algorithm impractical for simulating large networks with low mean degree.
This paper has focussed on the practical issues associated with using the
algorithm to generate networks with specific properties. There are several
interesting questions not explored here concerning other characteristics of the
algorithm, such as the conditions under which a giant component is formed
and the limiting behaviour at extreme values of the input parameters.
The other key area for further research is extension to control of the shape of
the degree distribution. One potential approach is to assign target degrees to
each node and incorporate the target degree into the edge creation function.
A more skewed degree distribution may also maintain network connectivity at
relatively low degree, thus also enabling the simulation of large networks with
low mean degree.
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