INTRODUCTION
Whenever an implicit Runge Kutta method is used to générale approxima tions to solutions of évolution équations, the issue of solvmg the resulting System of équations anses One realizes the importance of this simply by recogmzmg the fact that the computational work is almost entirely concen trated there
In this work, our aim is to propose and analyze efficient solutions to this problem With this in mind, the first issue that we needed to address was the choice of an appropnate class of évolution problems to consider This had to be sufficiently large to encompass problems of practical interest and yet one that could be descnbed simply Two spécifie types of problems we wished to study were stiff Systems of nonhnear ordinary differential équations (posed on R m for some flxed m) and, mamly, large, sparse stiff Systems resultmg from finite element or fimte différence spatial semidiscretizations of initial and boundary value problems for nonhnear partial differential équations with smooth solutions In the latter case, the size of the Systems mcreases without bound as the spatial discretization parameters tend to zero In order to conduct the analysis in a umfied manner we chose to work in the setting of a family of fînite-dimensional Hilbert spaces H m parametnzed by a positive parameter m that can take large values This family may reduce to a single member (R m ) in the case of a spécifie System of ode's or represent, for example, a séquence of finite element spaces of increasing dimension
In the case of a semidiscretization of a partial differential operator, the parameter m also enters the problem as a measure of the magnitude of the error of the semidiscrete approximation, through the comparabihty constants of several norms defined on H m for the purposes of the error analysis and through bounds of quantities associated with the nonhnear part of the p d e Smce it is imperative that all the error constants be bounded mdependently of m, all quantities depending on the latter must be carefully monitored
The techniques of error estimation are motivated by our previous studies of low-and high-order accurate IRK temporal discretizations (and their efficient implementation) in the context of the Korteweg-de Vries équation ( [3] , [8] , [12] , [4] ) and the nonhnear Schrodinger équation ( [1] , [11] ) In the paper at hand we work m an abstract setting and under assumptions on the nonhnear terms that permit the analysis to carry over to more gênerai problems and to other semidiscretizations and nonhnear évolution équations as well This paper is orgamzed as foliows In Section 2 we introducé the problem and the attendant notation and state the basic assumptions on the solution, the operators in the differential équation and on the IRK schemes A basic feature of our work is that the assumptions on the nonhnear part of the operator afford us a considérable generalization over the (global) monotonicity condition frequently assumed in the literature Indeed, our methodology is designed to apply to spécifie classes of p de 's with spatial denvatives in the nonhnear terms In this approach, which invokes a local monotonicity condition, one takes pains to operate in a neighborhood of (or in a tube around) a smooth solution of the évolution équation This idea is certamly not new Indeed it is a pervadmg, though not exphcitly recognized thème in the works of many authors, including the present ones, who have analyzed spatial and temporal discretizations of solutions of time dependent pde's lts importance is beginning to be exphcitly recognized, see eg [2] , [14] The examples contained in this work should convince the reader that the particular norm defining the tube around the solution is highly dependent on the particular nonhnearity and is much more hkely to be an L°° -based Sobolev norm than the Hubert space norm In Section 3 we introducé the base scheme that is obtained by applying the IRK method to the initial-value problem. For the purposes of the error analy sis we found convenient to assume that the IRK schemes under considération are algebraically stable, satisfy the usual simplifying assumptions on the order conditions and, also, a positivity property that guarantees the existence of solutions of the nonlinear system of intermediate stages [7] . We consider issues of existence and uniqueness of the solutions of the resulting discrete problems and estimate their errors. We then prove a gênerai convergence resuit for the base scheme with an error estimate of optimal-rate spatial accuracy. The techniques we used are well-known and can be found, with références to the original papers in [6] , [9] . Nevertheless, we also note that the analy sis presented, especially in what concerns stability, uses only the local monotonicity condition alluded to above rather than the global version.
In Section 4 we consider Newton* s itérative method for sol ving the nonlinear system of the intermediate équations. We show that it preserves the spatial and temporal orders of accuracy of the base scheme, provided it is started with sufficiently accurate initial conditions at each time step, if certain suitable mesh conditions are valid, and if sufficiently many Newton itérations are performed at each step. The number of itérations needed dépends on the accuracy of the starting values and the temporal order of accuracy of the base scheme. It is shown that under some realistic conditions, no more than one itération is required.
In Section 5 we study an efficient variant of Newton's method, the so-called modified Newton method. The obvious advantage that the Jacobian matrix need not be updated at every itération is enhanced by the possibility of decoupling and simultaneous solving (« in parallel ») for the intermediate stages. The modified scheme no longer converges quadratically ; we show however that, with sufficiently many itérations, it preserves the spatial and temporal orders of accuracy of the base scheme. In Section 6 we analyze an even simpler itérative scheme, which is sometimes referred to as the « explicitimplicit » method as it is based on a splitting of the linear and nonlinear parts of the operator. The resulting method is very efficient in that the linear Systems that need be solved have the same coefficient matrix, i.e. a matrix that does not vary with the time stepping. However this scheme is not applicable to as wide a class of évolution équations as the modified Newton method.
Finally, in Section 7 we apply the methodology developed in the previous sections to two concrete examples corresponding to finite element semidiscretizations of the Korteweg-de Vries (KdV) and the Cubic Schrödinger équations. In addition to providing illustrative examples to the formai approach adopted in the work at hand, the results of this section supplement those in [12] and [11] by providing complete analyses of efficient linearizations of the fully discrete schemes proposed in those works. Besides establishing convergence, the following useful information is gleaned :
vol. 31, n° 2, 1997 (1) The number of itérations required to preserve the rate of convergence of the base scheme is determmed for each hnearization technique (n) Typically, Courant number type stability conditions between the spatial and temporal discretization parameters are required These are explicitly exhibited Newton-type methods for solving the nonhnear Systems resultmg from IRK schemes have often been considered in the literature of stiff Systems of ode's For a survey of the literature and a hst of références we refer the reader to a recent paper of Alexander, [2] In that work, Alex ander analyzes the modified Newton method as applied to the nonhnear Systems resultmg from the application of quite gênerai IRK schemes to stiff Systems of o d e 's, that have a Jacobian of the nght-hand side term which is essentially négative dominant and slowly varying Using matrix methods he proves that the modified Newton itération converges linearly to the locally unique solution of the nonhnear system if one starts near a smooth solution of the System of ode's In this work, we emphasize models of stiff initial-value problems that are semidiscretizations of nonhnear pde's In such cases, especially if higher-order semidiscretizations are used, the Jacobian may not be essentially négative dominant, or if such be the case, it may be quite difficult to establish this property given that the entnes of the Jacobian must be examined 
\u(0) =u°.
In this case, the functions z m (t) may represent semidiscretization errors, and may be unknown. In view of (Hl ) and other considérations to follow, it turns out that the s m (t) will not play a major part in the time intégration process.
We assume that for some constants /t, rj, independent of m,
Note that Ç9 W (O) = O, as a conséquence of (H3) and the continuity of q> m . To simplify matters, we assume that A, rj ^ 0.
We for a sufficiently large integer / and constants c independent of m.
To simplify the notation» we shall suppress subscripts m and H m whenever possible. Let us also mention that in case the problem is a stiff nonlinear System of o.d.e/s, not associated with any semidiscretization, we think of it as posed on R m for a fixed m. In such a case e m = 0.
Remark. One could argue that hypotheses ( H2 ) and ( H3 ) are global in nature ; however, many classes of important p.d.e.'s e.g. parabolic and hyperbolic, as well as spécifie équations such as the Korteweg-de Vries équation, the Nonlinear Schrödinger équation and the Navier-Stokes équations of fluid mechanics satisfy thenx This is in sharp contrast with hypotheses ( HA ) -( Hl ) which can only be used in a local setting in order to treat the above-mentioned équations.
The Implicit Runge-Kutta methods
For q 5= 1 integer» a g-stage IRK method is given as a set of constants I is positive semidefinite .
The consistency conditions are given by the simplifying assumptions [6] T'
The existence of the numerical approximations is obtained by assuming the following positivity property A is invertible and there exists a positive diagonal matrix D such that x Cx > 0, Vx e R*, x * 0, where
Two classes of IRK methods satisfying the hypotheses above are the Gauss-Legendre methods for which v = 2 q, p = q, p = q and the Radau IIA methods for which v -2q~ 1, p = q, p = q-l, [6] . We also mention two diagonally implicit (DIRK) methods of orders 3 and 4, respectively. (The fourth-order method does not satisfy (2.3a). Ho wever, cf [12] , [11] , our theory holds for this method as well.) 3 . THE BASE SCHEME As noted earlier» the techniques employed in this section are well-known. The purpose of the detailed treatment of the base scheme is to provide a benchmark (in terms of the spatial and temporal orders of accuracy of its global error) against which we measure the accuracy of the linearized schemes that are introduced in the three subséquent sections.
We begin with a prelimmary resuit which shows that in view of ( H\ ) it is possible to disregard the terms s(t) while constructmg the temporal discreti zations Denotmg L + (p by ƒ we have We shall often use steps similar to those leading to the estimate (3.5). In such occurrences, these shall be referred to as diagonalization arguments.
We next consider the foliowing stability result Proof : Applying a diagonalization procedure to the system l ;'-w l = l?-W + * 2 a y (/( 1/ ) -ƒ( M/ ) ) , i=l, ..., q , we obtain (3.8) from (H2),(H4) and (P). Furthermore, using (5), we obtain (3.10) (3.9) now follows from (3.8) and (3.10).
• Note that, as a resuit of the above, there exists at most one set {i/}^=, in B { (M) satisfying (3.3).
We now focus attention on the local truncation errors. Letting t n = nk and t n ' = f -f kx 0 z=l,...,^, n -0, ...,N~ 1, we have. 
In view of (P), (//2), (HA), (//8) and (3.17), a diagonalization argument gives (3.13) for /: suffïciently small. Proceeding as in the dérivation of (3.17) but using (B) instead of (C), we obtain (3.21) now follows easily from recursion.
•
R e marks.
1) It is obvious that Theorem3.1 remains valid for any choice of V° in H m that satisfies
where c is independent of m. Consequently, we shall refer to (3.20) with V° satisfying (3.24) as the "base scheme" as well.
2) (i) and (ii) form a set of convenient sufficient conditions that guarantee that a)'
u ' e B X {M) for ail «, /. In special cases, (3.23) may be proved in a more direct manner, cf. e.g. [3] . In gênerai 1 ^ p ^ g whilst v may be as large as 2 q, as in the case of Gauss-Legendre methods. For some spécifie problems, using (D), (2.3a), (23b) and specialized techniques, one may obtain an improved rate of convergence estimate for the base scheme. See for instance [12] , LUI-l n order to accomodate such special cases, we shall make the assumption 
NEWTON'S METHOD
To begin, let us recall that Newton*s method for approxirnating a root of a smooth function g : X -> X, where X is a normed linear space, is given by The starting values U n 0 ' are assumed given, and 2 n S= 1 is the number of itérations to be performed at step n We then define Jj n+l by
Starting values U n 0 ' may be generated by a vanety of techniques For example, one could use the collocation polynomial from the previous step as advocated in [9] In this paper, we generate them simply by extrapolation from previously computed values U'\ U n ~ l , according to (43) £/S'=2X ^" y ' < =1 > -9.« = 0, ,*-l,
where p n $nis a nonnegative integer and where the extrapolation coefficients are generated as follows For mteger 2 such that 0 ^ 2 ^ n, let {L Proof: It folïows from (4.7) and (H10) that
where V n is defined by (3.20). We shall prove inductively that there hold :
where the nonnegative constant c dépends only on the IRK method and the constant c in (3.9). An important conséquence of (/") is that c n 3S c* = (cj } + 1 ) e cT , p ^ n ^ iV . Now assume that (/.), (7 |V ) hold up to n, p ^ n ^ iV -1. To extend these to n + 1, we shall prove inductively that Using a diagonalizaiion procedure, it follows from (H t ), ( H2 ) and ( H5 ) that lor some constants c p c 2 depending only on A. Hence, taking kKm suiïïciently small, according to (v), forces y = 0, i=l,..., g.
We shall next prove the estimate,
lor some c~c{A,q). Indeed, for i=l,..., <?, As done bef ore, choosing k small and m large, forces ( // ) to be satisfied for 2 + 1. This complètes the secondary induction argument (/ƒ) and we return to the primary argument (ƒ Hence, we may establish (4.19) and thus (/,), (/") for this case as well. The proof of the theorem is now complete.
• We now consider briefly the practically important issue of generating initial data C/°, ..., U p satisfying (4.7). Indeed, this can be done by a variety of techniques including the use of explicit Runge-Kutta methods or Taylor expansions. The itérative scheme (4.1) can be used as well with the added benefit of the guidance offered by the theoretical framework of Theorem 4.1. In this respect, the relevant considérations are the following 
EFFICIENT IMPLEMENTATIONS OF NEWTON'S METHOO
Newton's scheme, as described in This scheme is known as the "modified Newton method" Now assume that A has distinct eigenvalues k v , X This is indeed the case for the GaussLegendre and the Radau IIA methods, cf [6] The décomposition A = S" AS naturally induces a décomposition on the System $z = b whereby q Systems (ƒ -kX t Df(U")) z t = b r i = 1, , g, are to be solved instead These q Systems are independent of each other and can be solved simultaneously on a computer with at least q independent processors This strategy has been successfully ïmplemented in some spécifie settings m [10] Concernmg the modified Newton method, we have 
Furthermore,
for some constant c independent of k and m.
Proof : We shall omit details that would otherwise be répétitions of similar ones exhibited in the proof of Theorem4.1. Agam, we shall use the primary induction hypotheses
we obtain in view of ( H2 ) and ( H6 ) with y = 0, r/zere exists a unique séquence {U n } n = Q which for p ¥ \ ^ n ^ N is generated by (6.1) , (4.2) and (43) 
The Korteweg-de Vries équation
We consider the problem of approximating 1 -periodic solutions of the KdV équation For the existence, uiqueness and regularity of solutions of (7.1.1.) we refer to [5] . Specifically, it is known that if M e ^e r » V ^ ^» tnen tnere exists a unique solution M : [0, T] -^ /f^r, VT> 0. Moreover, for j ^ 0 such that P-3; ^ 0,
There is a large body of work devoted to the numerical approximation of solutions of the KdV équation, including finite différence, finite element as well as spectral methods. Herein, we operate within the f rame work already established in [3] , [8] and [12] . In particular, the analysis of convergence of the base scheme is drawn from [12] . In view of (7.2.15), this not only establishes (H8), but also shows that (7.2.14) is satisfied. Also, since the operators -r and P £ commute, we may easily verify (H9) using (7.2.10).
To obtain the results of Sections 3, 4, 5 and 6, we argue as foliows : In the case of Theorem 3.1, given any v satisfying (3.24), we obtain the existence of a unique séquence {(V"''}^],^^}^ satisfying (3.20) with
