Abstract
Finally, the entire information available within the time series is taken into account. More recently,
48
Fawcett and Walshaw [2006] give an illustrative application of the Markov chain model to extreme 49 wind speed modeling. 
where f (y i ) is the marginal density, f (y i |y i−1 ) is the conditional density, and f (y i , y i−1 ) is the joint 79 density of two consecutive observations.
80
To model all exceedances above a sufficiently large threshold u, the joint and marginal densities 81 must be known. Standard univariate EVT arguments [Coles, 2001] justify the use of a Generalized
82
Pareto Distribution (GPD) for f (y i ) -e.g. a term of the denominator in equation (1). As a 83 consequence, the marginal distribution is defined by:
84
F (y) = 1 − λ 1 + ξ y − u σ
where x + = max(0, x), λ = Pr[Y ≥ u], σ and ξ are the scale and shape parameters respectively.
85
Similarly, MEVT arguments [Resnick, 1987] argue for a bivariate extreme value distribution for 
where V is a homogeneous function of order -1, e.g. V (nz 1 , nz 2 ) = n −1 V (z 1 , z 2 ), satisfying 89 V (z 1 , ∞) = z −1 1 and V (∞, z 2 ) = z −1 2 , and z i = −1/ log F (y i ), i = 1, 2.
90
Contrary to the univariate case, there is no finite parametrization for the V functions. Thus, it is 91 common to use specific parametric families for V such as the logistic [Gumbel, 1960] , the asymmetric 92 logistic [Tawn, 1988] , the negative logistic [Galambos, 1975] or the asymmetric negative logistic [Joe, 
Other parametric families exist to consider simultaneously asymptotically dependent and inde-96 pendent cases [Bortot and Tawn, 1998 ]. However, apart from a few particular cases (see Section 3),
97
the data analyzed here seem to belong to the asymptotically dependent class. Consequently, in this 98 work, only asymptotically dependent models are considered -i.e. of the form (1)-(3). 
Inference

100
The Markov chain model is fitted using maximum censored likelihood estimation [Ledford and 101 Tawn, 1996] . The contribution L n (y 1 , y 2 ) of a point (y 1 , y 2 ) to the numerator of equation (1) is 102 given by:
where
and V j , V 12 are the partial derivative 104 with respect to the component j and the mixed partial derivative respectively. The contribution
105
L d (y j ) of a point y j to the denominator of equation (1) is given by:
5 Finally, the log-likelihood is given by: 
where θ ∈ [0, 1] is the extremal index and can be interpreted as the reciprocal of the mean cluster 114 size [Leadbetter, 1983] -i.e. θ = 0.5 means that extreme (enough) events are expected to occur by 115 pair. θ = 1 (resp. θ → 0) corresponds to the independent (resp. perfect dependent) case.
116
As a consequence, the quantile Q T corresponding to the T -year return period is obtained by 117 equating equation (9) to 1 − 1/T and solving for T . By definition, Q T is the observation that is 118 expected to be exceeded once every T years, i.e,
It is worth emphasizing equation (9) as it has a large impact on both theoretical and practical 120 aspects. Indeed, for the AM approach, equation (9) is replaced by
where G is the distribution function of the random variable M n = max {Y 1 , Y 2 , . . . , Y n }, that is a 122 generalized extreme value distribution. In particular, the equations (9) and (11) avoid issues related to the choice of declustering parameter. In particular, the extremal index θ is 132 estimated using the following equations:
, otherwise
where N is the number of observations exceeding the threshold u, T i is the inter-exceedance time, 134 e.g. T i = S i+1 − S i and the S i is the i-th exceedance time.
135
Lastly, the extremal index related to a fitted Markov chain model is estimated using the sample 136 mean of the 100 extremal index estimations. Figure 1 asymptotic dependent case while Figure 5 for an asymptotic independent case.
173
In theory, asymptotic (in)dependence should not be assessed using scatterplots. However, these 174 two different features can be deduced from Figures 2 and 3. For Figure 2 , the scatterplot (
is increasingly less spread as the observations becomes larger; while increasingly more spread for 176 Figure 3 . In other words, for the first case, the dependence seems to become stronger at larger 177 levels while this is the contrary for the second case.
178
[ Two specific cases for different asymptotic dependence structures were illustrated. Table 2 shows 
190
Other methods exist to test the extremal dependence but were unconvincing for our application In this section, the performance of six different extremal dependence structures is analyzed on the 198 50 gaging stations introduced in section 1. These models are: log for the logistic, nlog for the assess the efficiency for all the gaging stations considered in this study, the normalized bias (nbias),
206
the variance (var) and the normalized mean squared error (nmse) are computed:
where Q T is the benchmark T -year return level andQ i,T is the i-th estimate of Q T .
208
[ Figure the two panels, it can be noticed that the symmetric dependence structures give spreader densities;
212 that is, more variable estimates. Independently of the symmetry, Figure 7 shows that the mixed 213 dependence family is more accurate.
214
[ Table 4 shows the performance of each estimator to estimate Q 50 as the record length increases.
259
It can be seen that the amix model performs better than the conventional estimators for the whole 260 range of record lengths analyzed. First, amix has the same bias than the conventional estimators.
261
estimators. This smaller variance is mainly a result of all of the exceedances (not only cluster 264 maxima) being used in the inference procedure. Consequently, the amix model has a smaller nmse
265
-around half of the conventional models ones.
266
[ Figure 10 about here.]
267 Figure 10 shows the evolution of the nmse as the return period increases for the amix, M LE,
268
P W U and P W B models. This figure corroborates the conclusions drawn from Figure 9 and Table 4 .
269
It can be seen that the amix model has the smallest nmse, independently of the return period and 270 the record length. In addition, the amix becomes increasingly more efficient as the return period the alog is better for the falling phase. Define
where V 1 (resp. V 2 ) is the extremal dependence function for the alog (resp. anlog) model and α and 372 β are real constants such as α + β = 1. By definition, V is a new extremal dependence function.
373
In particular, V may combine the accuracy of the alog and anlog models for both the rising 374 and falling part of the flood hydrograph. Another alternative may be to look at non-parametric
375
Pickands' dependence function estimators [Capéraà et al., 1997] but that will require techniques to 376 simulate Markov chains from these non-parametric estimations.
377
All statistical analysis were performed within the R Development Core Team [2007] framework.
378
In particular, the POT package [Ribatet, 2007] integrates the tools that were developed to carry out 379 the modeling effort presented in this paper. This package is available, free of charge, at the website 380 http://www.R-project.org, section CRAN, Packages or at its own webpage http://pot.r-forge.r-project.org/.
381
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384
A Parametrization for the Extremal Dependence
385
This annex presents some useful results for the six extremal dependence models that have been 386 considered in this work. As first order Markov chains were used, only the bivariate results are 387 described.
388
[ (7e-3) (4e-3) (8e-3) (6e-3) (2e-3) (7e-3) (5e-3) (1e-3) (6e Table 5 : Partial and mixed partial derivatives, definition domain, total independent and perfect dependent cases for each extremal symmetric dependence function V . 
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