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Le terme robot est entré depuis longtemps dans le langage ourant. Il est, ependant,
employé pour désigner des hoses parfois très diérentes. En informatique, un robot est
une omposante d'un moteur de reherhe qui parourt internet, an d'alimenter en
données son index. Un robot inlut plus fréquemment une struture méanique. Il peut,
par exemple, servir à mixer ou pétrir des aliments (voir Fig. 1.1 (a)) ou à nettoyer le
sol tandis que d'autres robots sont dédiés au divertissement omme le grand Éléphant
de Nantes (voir Fig. 1.1 (b)). Dans les laboratoires de reherhe, on peut également
renontrer des robots bio-mimétiques à la forme de salamandre, de poisson ou d'insete
(voir Fig. 1.1 (), (d), (e)). Le terme animat (pour Animal artiiel) est alors employé.
Dans les ÷uvres littéraires et inématographiques de siene tion, les robots et les
mahines
1
sont parfois dotés d'une intelligene hors norme. Dans Transformers et
dans Matrix (Fig. 1.1 (f), (g)), les mahines sont au pouvoir. Bender, du dessin animé
Futurama, est un robot tordeur qui boit de l'alool, fume des igares et qui peut être
égoïste, pervers et vulgaire. C-3PO de Star Wars est un robot d'apparene humaine
maîtrisant plus de six millions de formes de ommuniation. Dans le lm I, Robot,
se déroulant en 2035, les robots assistent les êtres humains avant de se rebeller. Ce




Loi I : Un robot ne peut porter atteinte à un être humain ni, restant passif, laisser
et être humain exposé au danger.
Loi II : Un robot doit obéir aux ordres donnés par les êtres humains, sauf si de tels
ordres sont en ontradition ave la Première Loi.
Loi III : Un robot doit protéger son existene dans la mesure où ette protetion n'entre
pas en ontradition ave la Première ou la Deuxième Loi.
1
On diérenie alors les mahines des robots : un robot est une mahine fabriquée pour imiter de
son mieux l'être humain (Isaa Asimov).
2




(a) Robot ménager (b) Éléphant de Nantes () Robot Sala-
mandre (EPFL)
(d) Robot Carpe (université
de l'Essex)




(g) Une mahine de Matrix (h) C-3PO et R2-
D2 de Star Wars
(i) Bender de Futurama (j) Un robot de
I, Robot
Fig. 1.1  Des robots ?
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À l'heure atuelle, nous sommes enore loin de la robotique de siene-tion ar
l'autonomie des robots est relativement limitée. An de larier nos propos, nous utilis-
erons la dénition suivante pour un robot :
Un robot est un dispositif méanique équipé d'ationneurs et de apteurs,
apable d'eetuer des tâhes de façon automatique.
Les premiers robots ont été développés au milieu du XX
ème
sièle an de répondre
à des besoins industriels. Le rle de es robots dits manipulateurs est d'aomplir des
opérations d'usinage, d'assemblage, de déplaement . . . La base de es robots est xe
par rapport à l'environnement (voir Fig. 1.2). Ils eetuent des tâhes répétitives et sont
don réduits à l'état d'automates. De plus, ils agissent dans un environnement étudié
spéiquement pour haque robot et haque appliation. Contrairement aux robots
manipulateurs, les robots mobiles, apparus un peu plus tard, eetuent de grands dé-
plaements dans des environnements a priori inonnus. Les appliations prinipales sont
l'exéution de tâhes dans des zones diiles d'aès (espae, exploration planétaire),
des zones dangereuses (zones ontaminées) ou des zones à petites éhelles (robotique
hirurgiale) ainsi que l'exéution de tâhes diiles à réaliser (déplaement de harges
lourdes par exemple). Jusqu'aux années 2000, les reherhes ont porté prinipalement
sur les robots à roues, robots simples du point de vue méanique et se déplaçant dans
un espae limité à deux dimensions. Pour ette raison, le terme robotique mobile est
souvent employé pour désigner uniquement les robots à roues. De notre té, il sera
utilisé pour désigner tous les robots à base mobile dont les robots aériens, sous-marins,
marheurs ou bipèdes (voir Fig. 1.3).
Ave les progrès dans le domaine de l'informatique, l'autonomie des robots a aug-
menté. Les progrès informatiques ouplés à la maturité des reherhes sur les robots à
roues ont permis d'envisager des appliations de plus en plus omplexes. En l'absene
d'intervention humaine dans le proessus de déision, es robots sont alors qualiés
d'autonomes. Trois types d'autonomie sont ii impliqués : l'autonomie de puissane
(le robot possède ses propres réserves énergétiques an de se déplaer), l'autonomie
sensorielle (le robot possède ses propres apaités de pereption) et l'autonomie déi-
sionnelle (le robot déide des ations qu'il doit réaliser). Une grande partie des eorts
dans le domaine de la robotique ont don porté et portent toujours sur l'amélioration
de l'autonomie et des apaités d'adaptation des systèmes robotiques.
Dans la suite de e hapitre, nous disuterons tout d'abord la navigation des robots
mobiles. Nous nous intéresserons ensuite aux méanismes impliqués dans la navigation
hez les êtres humains (Setion 1.2). Enn, nous présenterons le adre de nos travaux
de thèse dans la Setion 1.3.
1.1 Navigation des robots mobiles
La navigation, terme emprunté au domaine de la marine, onsiste à diriger de
manière sûre le robot vers une destination. L'objetif de nombreux travaux de reherhe
4 INTRODUCTION
(a) RX 200 (Staübli) (b) H4 (LIRMM)










(f) HRP2 (AIST) (g) Ut1 Ultra Trenher (Soil
Mahine Dynamis)
(h) X4-Flyer (CEA-List) (i) MER (NASA) (j) SAM (CEA-List)
Fig. 1.3  Des robots mobiles.
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en robotique est de rendre ette navigation la plus autonome possible. Plusieurs do-
maines d'appliations sont onernés par ette problématique : systèmes de transport
intelligent, servies, assistane, surveillane. . ..
Dans le domaine des transports, des propositions de véhiules urbains en libre ser-
vie voient le jour an, entre autres, de désengorger les entres-villes mais également
an de diminuer la pollution atmosphérique. Ce type de transport, situé entre les trans-
ports en ommun, les véhiules lassiques et les déplaements pédestres apporte une
omplémentarité par rapport aux servies atuels. Un par de voitures életriques en
libre servie, Lisele
3
, est ainsi proposé dans l'agglomération de La Rohelle depuis
une dizaine d'années. De même, la mairie de Paris envisage de mettre en plae un sys-
tème équivalent au Vélib' mais ave des véhiules életriques (Autolib'). Une solution
plus ambitieuse onsiste à munir es véhiules d'une intelligene embarquée an de les
rendre totalement autonomes. On parle alors de yberar [Fraihard 05℄. Le yberar
permettrait d'optimiser les déplaements, d'augmenter le onfort des utilisateurs mais
également d'aroître le nombre de gares. Bien entendu, une telle approhe pose de
nombreux problèmes du point de vue tehnologique. Parmi es problèmes, le déplae-
ment des véhiules doit être totalement sûr et autonome et la otte des véhiules doit
être gérée de manière eae.
Une appliation des robots mobiles relativement diérente est la téléprésene et
la télésurveillane dans les maisons ommuniantes. Ces maisons sont munies d'outils
adaptés an de failiter la réalisation des diérentes tâhes et de rendre les habitations
plus onviviales. Entre autres, elles sont onnetées à l'extérieur, équipées d'objets om-
muniants et ont un omportement autonome. Elles peuvent être également équipées
d'aspirateurs automatiques, de nettoyeurs de pisines et de robots mobiles omme le
robot Pekee développé par Wany Robotis. Le projet exploratoire Waif a onsisté à
réaliser e type de démonstrateur an d'étudier la faisabilité et l'utilité d'objets mobiles
ommuniants au sein d'une telle maison.
La navigation autonome des robots mobiles peut également intervenir dans le on-
texte de l'aide aux personnes à mobilité réduite via la mise au point de fauteuils roulants
autonomes failitant les déplaements (omme dans [Nuttin 01℄ par exemple) ou la saisie
d'objets (omme le robot SAM, développé au CEA-List dans le adre du projet ANSO
4
).
De nouvelles appliations pour les robots mobiles sont apparues ave les engins
aériens autonomes. Dans [Sarris 01℄, huit domaines d'appliation ivils sont proposés :
surveillane des frontières, reherhe et seours en as d'aident ou de désastres, déte-
tion des feux de forêts, relais de ommuniation, appliation des lois, gestion des désas-
tres et des urgenes (surveillane), plateforme pour la reherhe sientique (étude de
l'environnement, de l'atmosphère) et appliations industrielles (surveillane de pipelines,
surveillane de entrales nuléaires) et agrioles (traitement de ultures). À ette liste,
on peut ajouter la reonstrution 3D de sites arhéologiques ou de villes. Ces applia-
tions néessitent le développement de stratégies de navigation adaptées qui font l'objet
3
Lisele : http ://www.lisele.fr/http ://www.lisele.fr/
4

















Fig. 1.4  Éléments d'un système de navigation.
de nombreux travaux aux États-Unis et en Europe. Ainsi, le projet européen muFly
5
a
pour ambition de développer un petit hélioptère autonome de taille et de poids ompa-
rables à eux d'un oiseau. Le projet européen µDrones6 a pour objetif de développer de
nouveaux onepts an de rendre les robots volants autonomes. Le projet AVCAAF
7
mené à l'université de Floride en ollaboration ave d'autres instituts amériains étudie
plusieurs sénarios : la détetion et la artographie de zones ontaminées, la surveillane
et le suivi ainsi que l'évaluation de dégâts suite à un onit.
Ces appliations montrent la diversité et la omplexité assoiées à une tâhe de nav-
igation de robots mobiles. Cette tâhe néessite que le robot dispose à la fois de moyens
de pereption et d'un modèle de l'environnement an que sa loalisation puisse être ef-
fetuée et que ses déplaements puissent être planiés et exéutés. Le système omplet
impliqué et ses éléments sont représentés Fig. 1.4. Ce système, inspiré de l'arhite-
ture LAAS [Alami 98℄, omporte trois niveaux. Le premier niveau (niveau déisionnel)
inlue un superviseur gérant les modules du niveau fontionnel. Ces modules peuvent
être regroupés en plusieurs éléments prinipaux : artographie, loalisation, pereption,
planiation et ommande. Chaque module intègre un ensemble de fontions reliées au
niveau matériel. Ce dernier niveau ontient les apteurs ainsi que les ationneurs. Nous
détaillons dans la suite de ette setion les diérents éléments du niveau fontionnel, les
niveaux déisionnel et matériel n'ayant pas été traités dans nos travaux.
5
muFly : http ://muy.ethz.h/http ://muy.ethz.h/
6µDrones : http ://www.ist-mirodrones.orghttp ://www.ist-mirodrones.org
7
AVCAAF : Ative Vision for Control of Agile, Autonomous Flight
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1.1.1 Pereption
An de réaliser une tâhe de navigation, le robot doit perevoir son déplaement
ainsi que l'environnement qui l'entoure. Pour ela, il peut être équipé de deux types de
apteurs : les apteurs proprioeptifs (ou idiothétiques) et les apteurs extéroeptifs (ou
allothétiques). Les apteurs du premier type donnent une information sur l'état interne
du robot tandis que eux du seond type permettent de mesurer l'état du robot par
rapport à son environnement.
Capteurs proprioeptifs Le déplaement eetué par le robot dans son environ-
nement peut être estimé à partir de l'intégration des données sur l'état interne fournies
par es apteurs (vitesse, aélération ou rotations des roues par exemple). Le prinipal
inonvénient des apteurs proprioeptifs provient de l'aumulation des erreurs lors de
es intégrations suessives qui se traduit par une dérive de l'estimation du déplae-
ment. Ces erreurs peuvent être lassées en deux atégories : les erreurs systématiques
proviennent des erreurs de modélisation et de mesure tandis que les erreurs non systé-
matiques sont aléatoires. Les erreurs systématiques peuvent être modélisées an d'être
prises en ompte e qui est diilement possible pour les erreurs de la seonde atégorie.
Les apteurs proprioeptifs les plus utilisés dans le domaine de la navigation de
robots mobiles sont les odomètres pour les véhiules à roues et les entrales inertielles
dans le as des engins aériens ou sous-marins.
Les odomètres mesurent les vitesses de rotation des roues du véhiule. Le déplae-
ment peut alors être estimé à partir de elles-i et du modèle de déplaement du robot.
Cette estimation subit des dérives importantes en raison des inévitables erreurs de mod-
èle (erreurs sur le diamètre des roues, sur leur alignement, sur la longueur de l'entraxe
. . .), de mesure (résolution des enodeurs, fréquene d'aquisition inexate . . .) et aux
hypothèses souvent simpliatries sur la dynamique (glissement des roues sur le sol
par exemple). Pour ette raison, l'odométrie est généralement utilisée uniquement pour
estimer loalement le déplaement.
Une entrale inertielle est omposée de trois aéléromètres et de trois gyromètres.
Les aéléromètres mesurent les aélérations en translation tandis que les gyromètres
fournissent les vitesses en rotation. Il est néessaire de ltrer les données fournies par
es apteurs ar elles sont très bruitées. Diérents outils sont utilisés à ette n omme
les ltres de Kalman, les ltres à partiule ou le ltre omplémentaire non-linéaire
[Hamel 06b℄. En pratique, l'orientation peut être estimée de façon orrete tandis que
la vitesse de translation diverge rapidement e qui rend l'estimation de la position inu-
tilisable.
Capteurs extéroeptifs An de limiter la dérive des données aquises par les ap-
teurs proprioeptifs, une solution onsiste à realer es informations à partir d'autres
données omme elles fournies par les apteurs extéroeptifs. En eet, les données a-
quises par les apteurs extéroeptifs ou images sont, elles, traitées sans intégration an
d'obtenir l'état du robot par rapport à son environnement. Ces apteurs fournissent don
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des observations ave une qualité onstante dans le temps. Cependant, ils sourent du
problème d'ambiguïté pereptuelle (pour deux lieux diérents de l'environnement, le
ontenu des images aquises par le apteur peut être similaire). Il est alors impossible
d'estimer la loalisation du robot sans avoir reours à des informations omplémentaires.
En outre, omme une image est une représentation de l'environnement tel qu'il est perçu
par le apteur à un instant donné pour une prise de vue donnée, une image est sujette
à la variabilité pereptuelle due aux variations de l'environnement au ours du temps.
Ces variations proviennent des hangements d'apparene (hangement d'illumination
par exemple) et des hangements de ontenu (déplaement, apparition ou disparition
d'éléments).
Les apteurs extéroeptifs les plus usités en robotique mobile sont les apteurs de
positionnement par satellites (en milieu extérieur), les télémètres laser et les améras.
Les systèmes de positionnement par satellites omme le GPS (Global Positionning
System) ou Galileo sont très intéressants ar ils permettent d'obtenir par un proessus
de triangulation un positionnement géo-référené. Une préision de quelques entimètres
peut être atteinte à l'aide d'un GPS Diérentiel inématique temps réel (RTK-DGPS
pour Real Time Kinemati Dierential GPS ) tandis que des GPS à bas oûts ont une
préision de l'ordre de 10 mètres. Il est à noter que l'utilisation des GPS requière une
bonne ouverture satellitaire. Cette ondition dépend entre autres du type d'environ-
nement et n'est pas remplie dans les environnements d'intérieur et dans les anyons ur-
bains (routes enadrées de hauts bâtiments). De plus, en attendant l'arrivée de Gallileo,
le système GPS, propriété de l'armée amériaine, n'est pas assuré et peut être inter-
rompu à tout moment.
Un apteur largement utilisé dans le adre de la navigation de robots mobiles à
roues navigant dans des environnements struturés est le télémètre laser. La arte de
profondeur obtenue par le télémètre peut être utilisée dans les approhes de loalisation
et artographie simultanées ainsi que pour la détetion d'obstales. Les apteurs em-
ployés sont généralement des télémètres laser 2D, situés dans le plan horizontal mais on
trouve également des télémètres multi-ouhes qui permettent d'aquérir des données
sur plusieurs plans 2D. Les télémètres 3D apparaissent dans des appliations spéiques
telles que les systèmes de artographie mobile mais néessitent de gros moyens de stok-
age et de traitement des données.
Les améras sont également largement utilisées. Un état de l'art sur les stratégies
de navigation de robots mobiles basées sur un apteur de vision jusqu'en 2002 est pro-
posé dans [DeSouza 02℄. De nombreux ateliers (omme, par exemple, [Wor 08℄) ainsi
que de nombreux numéros spéiaux dans des revues (omme, par exemple, [TRO 08℄)
traitent de e sujet. Ave l'augmentation des apaités de aluls des ordinateurs, le
traitement des images est devenu susamment rapide et leur utilisation pour la naviga-
tion des robots a don ru. Nos travaux exploitant largement e type de apteur, nous
reviendrons plus en détails sur eux-i dans la suite de e manusrit.
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1.1.2 Cartographie
La arte est un support de navigation pouvant ontenir des informations de types
très diérents. Les prinipaux types de artes se retrouvent dans l'approhe de hiérar-
hie sémantique spatiale
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développée dans [Kuipers 00℄ : la arte sensorielle, la arte
ommande, la arte ausale, la arte topologique et la arte métrique.
Une arte sensorielle ontient des informations prohes des données aquises par
les apteurs. Il peut s'agir, par exemple, des images visuelles ou de grilles d'oupa-
tion loales onstruites à partir des distanes mesurées par les télémètres 2D. Étant
donné que e type de arte ontient un ensemble d'images, on parle également de mé-
moire en référene aux approhes biologiques (voir Setion 1.2.1). Une arte ommande
dérit l'environnement ave des segments. Ces segments assoient aux données apteurs
les ations envoyées aux ationneurs. Une arte ausale est un modèle abstrait disret
ontenant des shémas d'ation. Un shéma est un triplet < I, A, I ′ > qui dénit le
passage de l'image I à l'image I ′ via l'ation A. Une arte topologique permet de dénir
les lieux, hemins et régions de l'environnement ainsi que leur onnetivité. Enn, une
arte métrique permet de dénir la géométrie globale de l'environnement dans un repère
de référene.
Les représentations de l'environnement utilisées dans la littérature exploitent une
ou plusieurs de es artes. La plus simple onsiste à assoier une arte sensorielle on-
tenant un élément unique (un objet visible [Braitenberg 84℄ ou la onguration spatiale
d'amers
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[Cartwright 83, Gourihon 04℄) à une arte ommande ontenant la om-
mande à utiliser pour atteindre et élément (voir Figure 1.5 (a)). Cette représentation
est loale au sens où elle ne peut être utilisée que si l'objet à atteindre ou les amers sont
visibles.
Les artes sensorielle et ommande peuvent également être exploitées onjointement
an de rejoindre un objetif lointain. Pour ela, une séquene d'informations extraites de
la arte sensorielle assoiées aux ations extraites de la arte ommande, appelée route
dans la littérature, peut être utilisée omme proposé dans [Matsumoto 96, Gaussier 97,
Giovannangeli 06℄ (voir Fig. 1.5 ()). Ces stratégies permettent une autonomie plus im-
portante mais sont limitées à un objetif unique. An de dénir un nouvel objetif, une
nouvelle route doit être apprise. An de surmonter ette diulté, les artes métrique
et topologique ontiennent des réseaux de routes. Cette dernière approhe est très in-
téressante ar les possibilités d'adaptation et d'optimisation fae aux hangements de
l'environnement sont importantes. Ces deux types de artes permettent de modéliser
des environnements de grande taille ainsi que de planier des trajets vers un objetif
lointain mais ils sont, en ontrepartie, plus omplexes à mettre en ÷uvre.
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Spatial Semanti Hierarhy (SSH)
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Un amer est un point distant remarquable (xe), naturel ou artiiel, permettant de se repérer. Ce



















Fig. 1.5  Représentation sous la forme (a) d'une arte simple, (b) d'une route expliite
et () d'une route impliite. Dans le premier as, l'objetif est de rejoindre l'image en
utilisant la loi de ommande. Un autre objetif onsiste à suivre une route, 'est-à-
dire à se déplaer d'une image à une autre. Cette méthode emploie alors, en plus de
la arte sensorielle, une arte ommande ou une arte ausale. Dans le premier as, la
représentation assure que l'image I ′ est obtenue si on était à I et que l'ation A est





























(a) Environnement réel d'intérieur
Y
X








Fig. 1.6  Représentation de l'environnement réel sous la forme d'un modèle
géométrique (b) en 2D ave des points et () sous la forme d'une arte topologique
ave des lieux aratéristiques.
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Dans les artes métriques, la struture de l'environnement est dérite dans un repère
absolu [Chatila 85℄. Une première approhe onsiste à représenter l'environnement par
un ensemble de primitives géométriques auxquelles sont assoiées une position et une
orientation dénies dans e repère (voir Fig. 1.6 (b)). Une approhe alternative onsiste
à représenter l'espae libre et non les primitives géométriques. L'approhe la plus util-
isée dans e ontexte est basée sur la notion de grille d'oupation. L'environnement
est alors disrétisé en ellules auxquelles sont assoiées une probabilité d'oupation
[Elfes 89℄. En pratique, ette dernière représentation se heurte aux volumes importants
de données à mémoriser, e qui rend son utilisation plus adaptée en 2D et très diile
dans des environnements de grande taille.
Les artes topologiques permettent une représentation disrète de l'environnement
sous la forme d'un graphe [Kuipers 91, Choset 01, Thrun 02℄ (voir Fig. 1.6 ()). Les
noeuds de e graphe représentent généralement les positions atteignables par le robot
tandis que les arêtes traduisent la navigabilité d'un lieu à un autre. Une autre possibil-
ité onsiste à dénir un noeud omme une transition entre deux lieux [Kortenkamp 94℄.
Dans e ontexte, les noeuds d'un environnement d'intérieur orrespondent à des portes
ou à des intersetions de ouloirs par exemple. De façon générique, un noeud peut
être étiqueté parmi un ensemble de possibilités. Un noeud peut également ontenir
des informations prohes des données apteurs brutes (arte sensorielle) omme les sig-
natures télémétriques [Kuipers 91, Matari¢ 92℄, les images visuelles [Kortenkamp 94,
Santos-Vitor 99℄ ou les grilles d'oupation loales [Yamauhi 97℄. Quant aux arêtes,
elles peuvent aussi ontenir des informations métriques omme la longueur à parourir
entre deux lieux.
Diverses fontionnalités sont néessaires an de mener à bien une tâhe de navigation
(loalisation, planiation, ommande pour ne iter que elles que nous dérivons dans
e doument). Il est de notre point de vue souhaitable d'utiliser onjointement plusieurs
types de artes an de supporter l'ensemble de es fontionnalités. Ces artes peuvent
être hétérogènes. Un exemple typique est la ombinaison des artes topologiques et
métriques [Tomatis 01℄. Une telle représentation orrespond, par exemple, à une arte
topologique dont les noeuds sont des artes métriques loales [Simhon 98, Bushka 04℄
(voir Fig. 1.7). Depuis quelques années, les Systèmes d'Information Géographique (SIG)
font leur apparition. Il s'agit d'outils informatiques permettant d'organiser et de représen-
ter des données référenées spatialement (artes métriques). Un SIG peut être employé
pour la navigation en milieu urbain omme il est proposé dans [Bonnifait 08℄. Il peut
être omposé de artes ontenant les supports de navigation, les amers, des images, la
traversabilité et un modèle numérique de terrain (représentation proposée au LAAS).
Il est également envisageable de déomposer une arte hiérarhiquement en plusieurs
niveaux de détails.
Comme on le voit ave l'étiquetage des noeuds des artes topologiques, il est in-
téressant d'ajouter aux artes spatiales des onepts abstraits permettant de donner
























Fig. 1.7  Représentation de l'environnement réel sous la forme d'une arte hybride
métrique-topologique où des artes métriques loales sont assoiées aux noeuds d'une
arte topologique.
est dénie ave une arte sensorielle et une arte topologique à deux niveaux. À ette
représentation spatiale est ajoutée une seonde représentation hiérarhique modélisant
les onnaissanes sémantiques sur l'environnement et utilisant une ontologie 'est-à-
dire un modèle de données représentatif d'un ensemble de onepts et des relations
les liant (voir Fig. 1.8). Les éléments des hiérarhies spatiale et sémantique sont ensuite
reliés par des anrages entre les omposantes de haque hiérarhie. La hiérarhie séman-
tique permet d'avoir une représentation de haut niveau et de réaliser l'interfae entre
le robot et les utilisateurs. Elle peut également être utilisée an de déteter des erreurs
de loalisation en raisonnant à partir de la reonnaissane de lieux ou d'objets. Dans
[Rottmann 05℄, une approhe supervisée permet, par exemple, de lasser les diérentes
pièes d'un environnement d'intérieur (laboratoire, ouloir, porte, uisine ou bureau) à
partir de données visuelles et télémétriques.
Constrution de la arte La onstrution des artes métriques se base sur l'ap-
pariement des données ourantes aux données déjà présentes dans la arte. Cette on-
strution dépend don fortement de la préision des apteurs utilisés. Dans le ontexte
des apteurs visuels, la tehnique de reonstrution 3D à partir d'une améra en mou-
vement (désignée en anglais par Sfm pour Struture from motion) onsiste à estimer
la struture 3D en analysant le mouvement de l'objet. Il est ensuite possible de min-
imiser l'erreur de reprojetion des points sur les images en faisant varier la struture
de la sène 'est-à-dire les poses des améras depuis lesquelles les images ont été a-
quises. Cette phase, appelée ajustement de faiseaux, a été exploitée entre autres dans
[Nistér 06, Royer 07, Tardif 08℄. Dans les approhes par ltrage ou les approhes bayési-


























Carte sémantique, niveau 0
Carte sémantique, niveau 2
Carte sémantique, niveau 3
Carte topologique
Carte sémantique, niveau 1
Fig. 1.8  Carte sémantique et arte spatiale topologique.
ennes (dont le SLAM
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), la struture et la loalisation sont estimées simultanément en
tenant ompte d'un modèle de déplaement. Le leteur pourra se référer aux tutoriaux
de Bailey et Durrant-Whyte [Durrant-Whyte 06, Bailey 06℄ pour les méthodes les plus
lassiques de SLAM. La plupart des travaux sur le SLAM utilisent un télémètre laser
tandis que les premiers résultats dans le domaine du SLAM visuel ont été présentés
dans [Davison 03℄. Dans e ontexte, les travaux exploitent une améra unique et des
primitives de type points d'intérêts ([Davison 03, Solà i Ortega 05℄), des systèmes de
stéréovision ([Lemaire 07℄) ou des approhes d'appariement dense ([Silveira 08℄).
Lorsque la artographie porte sur des environnements de grande éhelle, il est
souhaitable d'intégrer à elle-i des informations onernant les éventuels retours du
robot à une situation déjà renontrée. La détetion et l'intégration de es événements
au proessus de artographie est un problème important et est largement abordé dans
la littérature sous le terme de fermeture de boule. Celle-i peut permettre de orriger
les erreurs d'estimation aumulées omme dans [Vitorino 05℄. Le leteur pourra se
référer entre autres à [Beevers 05, Angeli 08a℄ pour plus d'informations sur ette prob-
lématique.
1.1.3 Loalisation
L'étape de loalisation onsiste à déterminer la situation du robot dans sa arte. Les
approhes de loalisation peuvent être divisées en deux atégories [Filliat 01, Filliat 03℄ :
 l'inférene direte de position : seules les données proprioeptives ourantes sont
dans e as utilisées pour loaliser le robot. Dans ette approhe, on fait les hy-
pothèses que l'environnement n'est pas onfronté à des problèmes d'ambiguïté
pereptuelle et que les algorithmes utilisés sont robustes aux bruits de mesure et
aux hangements de ontenu.
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alization And Mapping, lo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artographie simultanée
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 le suivi de plusieurs hypothèses de position : les données proprioeptives et extéro-
eptives présentes et passées sont dans e as utilisées pour alimenter le proessus
de loalisation. Plusieurs alternatives peuvent être onservées en mémoire et on-
frontées en utilisant :
 des hypothèses expliites [Arleo 00℄,
 une distribution de probabilités de présene sur l'ensemble des positions.
Cette distribution permet de prendre en ompte les informations proprioep-
tives (déplaement des probabilités) ainsi que les informations extéroeptives
(modulation des probabilités). A. Angeli utilise e proédé dans [Angeli 08a℄
an de traiter du problème de fermeture de boule.
1.1.4 Planiation
Dans le as d'une arte topologique, la phase de planiation onsiste à dénir
une séquene de noeuds amenant le système robotique dans une situation souhaitée à
partir de la situation initiale tandis que dans le as d'une arte métrique, elle onsiste
à dénir une séquene disrète ou ontinue de situations dénies dans le repère absolu.
On pourra se référer à l'ouvrage [Latombe 91℄ pour les tehniques de planiation dans
une arte métrique. Dans e ontexte, l'approhe la plus lassique onsiste tout d'abord
à disrétiser l'espae libre : l'environnement est déomposé en ellules ou en hemins
simples. Parmi les méthodes de onstrution de hemins, on peut iter le diagramme de
Voronoï [Choset 95℄, l'extration de silhouettes, le graphe de visibilité [Latombe 91℄. La
planiation s'apparente alors, omme dans le as des artes topologiques, à la reherhe
dans un graphe. Les algorithmes utilisés peuvent être les algorithmes de BellmanFord
ou de Dijkstra (voir, par exemple, [Cherkassky 96℄).
1.1.5 Commande
Les objetifs de la ommande peuvent être divers : suivre un hemin, éviter les
obstales, garder un objet dans le hamp de vue du apteur . . . Plusieurs arhitetures
de ommande sont possibles pour réaliser es objetifs.
Parmi elles-i, on peut iter les arhitetures délibératives qui onsistent en un
déoupage modulaire des fontionnalités néessaires à la navigation. Les modules sont
agenés vertialement et reliés en série (voir Figure 1.9 (a)). On parle alors également de
shéma pereption-planiation-ation
11
. Dans e shéma, la ouhe ave la hiérarhie la
plus haute est en ontat diret ave les apteurs et met en forme les grandeurs physiques
mesurées pour les rendre utilisables par la ouhe de modélisation. Ces informations sont
transformées et permettent de mettre à jour une arte interne de l'environnement. À
partir de ette arte, la ouhe de planiation met en plae les ations et la dernière
ouhe est responsable de leur exéution. Une telle approhe est notamment proposée
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Sense-plan-at, littéralement déteter, planier, agir


















Fig. 1.9  Arhiteture de ommande (a) délibérative, (b) à subsomption.
dans [Novales 94℄.
Un inonvénient des arhitetures délibératives est qu'elles ne prennent pas en
ompte les hangements dynamiques de l'environnement dans la arte. An de résoudre
e problème, des arhitetures dites réatives emploient diretement les informations
aquises par les apteurs sans passer par une utilisation ou mise à jour de la arte. Dans
l'arhiteture réative à subsomption, proposée dans [Brooks 86℄, les fontions sont dis-
tribuées sur plusieurs niveaux travaillant en parallèle (voir Fig. 1.9 (b)). Ce déoupage
horizontal de type pereption-ation s'oppose ainsi au déoupage vertial vu préédem-
ment. Chaque niveau utilise les données issues des apteurs, et ationne diretement les
eeteurs. Ces niveaux sont gérés automatiquement par priorité, un module inférieur
prenant la priorité sur un module supérieur s'il est ativé.
D'un té, les arhitetures délibératives permettent de onstruire une représenta-
tion de l'environnement mais elles débouhent souvent sur une imbriation forte entre
les diérentes fontionnalités. De e fait, l'identiation des interonnexions à mettre en
plae peut s'avérer problématique. D'un autre té, les diérents niveaux d'une arhite-
ture réative sont simples à dénir et sont relativement indépendants mais elles rendent
diile l'utilisation des modèles dénis dans un niveau diérent. Il est de plus nées-
saire de dénir les priorités entre les niveaux. D'autres arhitetures ont été développées
omme le méanisme de oordination d'ations [Pirjanian 99℄, la séletion d'ations par
réseau d'ativation [Maes 90℄ ou l'arhiteture orientée shéma [Arbib 81℄.
Les lois de ommande implémentées dans es arhitetures peuvent utiliser diérents
onepts. Les lois de ommande peuvent lassiquement être dénies dans l'espae des
ongurations. L'état du robot est alors estimé à partir de sa loalisation dans un
modèle global de l'environnement (voir Fig. 1.10 (a)). An d'éliminer la phase de loal-
isation globale, il est possible d'exploiter les onepts relatifs à la ommande référenée





























(b) Commande référenée apteurs
Fig. 1.10  Commande lassique et ommande référenée apteurs. r représente la sit-
uation dans l'espae des ongurations et s le veteur de données apteurs.
gurations mais diretement dans l'espae du apteur (voir Fig. 1.10 (b)). De e fait,
ette atégorie de ommande est réputée plus robuste vis-à-vis des bruits de mesure
et des erreurs de modélisation que les ommandes appartenant à la atégorie préé-
dente. Lorsque le apteur est une améra, on parle alors d'asservissement visuel (voir,
par exemple, les tutoriaux [Huthinson 96, Cervera 04, Chaumette 06, Chaumette 07℄).
Depuis de nombreuses années, ette approhe est appliquée ave suès notamment sur
les robots manipulateurs.
1.2 Approhe ognitive
Dans la majorité des as, l'homme a façonné l'environnement dans lequel navigue
un robot. Il se loalise, planie ses déplaements et se déplae dans es environnements
en mettant en orrespondane sa pereption ourante de la sène réelle observée ave
un modèle interne onstitué au fur et à mesure de ses expérienes de navigation. Pour
ela, il dispose d'un système omplet de traitement et de mémorisation des données.
Dans ette Setion, nous nous intéressons à e système souvent soure d'inspiration des
développements en robotique.
Nous présentons tout d'abord la représentation de l'espae employée par l'homme
ainsi que ses omportements lors des déplaements (voir Setion 1.2.1). Cette représen-
tation est ontenue dans la mémoire (terme déni en psyhologie omme la faulté de
l'esprit de stoker, onserver et rappeler des informations et des expérienes passées)
qui peut être déomposée en fontion du type d'information mémorisé et de leur durée
de rétention (voir Setion 1.2.2).
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1.2.1 Carte ognitive et navigation
D'après [Tolman 48℄, un individu possède une représentation mentale de l'espae
dans lequel il se trouve appelée arte ognitive. Cette arte représente diérents espaes
dérits relativement à soi [Tversky 01℄ : l'espae du orps, l'espae autour du orps, l'es-
pae de navigation et l'espae abstrait. L'espae du orps ontient les données relatives à
l'état interne (données idiothétiques) obtenues via un modèle orporel. L'espae autour
du orps ontient les éléments de l'environnement qui peuvent être vus et rejoints depuis
la position ourante. L'espae de navigation est l'espae dans lequel l'homme peut se
déplaer. Il en possède une onstrution mentale représentée sous la forme d'un shéma
simplié. Enn, l'espae abstrait ou espae des graphiques ontient des représentations
graphiques telles que des artes, des shémas, des dessins et des diagrammes.
L'organisation de l'espae de navigation nous intéresse ii plus partiulièrement.
D'après [Golledge 01℄, et espae est organisé sous la forme d'une base de données in-
dexée. Il n'est pas sûr que ette représentation soit enregistrée omme une arte spatiale
mais l'analyse des ellules de lieux suggère que les lieux diérents sont mémorisés dans
diérentes parties du erveau [O'Keefe 78℄. Des expérimentations sur des rats ont mon-
tré qu'un système d'intégration du mouvement n'est pas néessaire pour se loaliser
dans l'espae de navigation [Redish 99℄. En outre, l'estimation de la position métrique
et de l'orientation n'a qu'un rle de support dans e proessus d'après [Kuipers 91℄.
Cette représentation de l'espae de navigation est employée pour réaliser des dé-
plaements. Chez les hommes, trois omportements spatiaux ressortent des études : les
personnes peuvent avoir une onnaissane des amers, des routes ou des ongurations
[Golledge 01℄. Dans le premier as, elles sont apables de reonnaître un lieu mais ne
peuvent planier un hemin entre deux noeuds. Elles doivent alors faire appel à d'autres
soures d'informations pour la planiation (demander à d'autres personnes, reherher
sur une arte extérieure . . .). Dans le deuxième as, les personnes mémorisent les lieux
mais également les hemins pour aller d'un lieu au suivant. Elles sont don apables de
suivre une route apprise. Par ontre, elles ne sont pas apables de hanger de route une
fois que elle-i a été planiée, ni de prendre des raouris. Enn, les personnes de la
dernière atégorie peuvent développer de nouvelles routes à partir de la onnaissane
de la nature du réseau de routes. Cette dernière approhe est ertainement la plus in-
téressante ar les possibilités d'adaptation et d'optimisation fae aux hangements de
l'environnement sont très importantes.
On s'aperçoit que l'homme n'utilise pas uniquement une représentation spatiale de
l'environnement pour se déplaer. Il emploie également des shémas généraux et des
gabarits de lieux aquis lors d'expérienes passées. Même dans un lieu où il n'est jamais
venu, un homme est apable de retrouver des repères. Il peut ainsi se repérer failement
dans un magasin ou dans un réseau de transport ar il a déjà fait fae à e genre de
situation auparavant. D'autre part, le omportement de l'homme est également inu-


































Fig. 1.11  Représentation shématique du modèle de la mémoire.
diérents pour se déplaer entre deux mêmes lieux.
1.2.2 Organisation de la mémoire
La représentation de l'espae de navigation est obtenue à partir de phases d'ap-
prentissage où les éléments utiles sont mémorisés. D'après le modèle formulé dans
[Atkinson 68℄, la mémoire peut être déomposée en fontion du type d'information mé-
morisé et de la durée de rétention. Dans e modèle qui a émergé dans la psyhologie
ognitive de la n des années 1960, le système de mémorisation peut être déomposé
en trois modules : le registre sensoriel, la mémoire à ourt terme (MCT) - mémoire de
travail et la mémoire à long terme (voir Figure 1.11). Conernant la navigation, la mé-
moire à long terme (MLT) ontiendrait entre autres la arte ognitive, les expérienes
passées ainsi que les habitudes.
Registre sensoriel Le registre sensoriel réalise un pré-traitement des informations
reçues par les apteurs (ou stimuli) et les ode. L'information du stimulus sensoriel
est onservée pendant une durée dépassant sa durée de présentation. Les stimuli les
plus importants onernent les informations visuelles (onservées durant environ 300
milliseondes) et les informations auditives (onservées pendant une à deux seondes).
Lorsque l'être humain exéute une ation, il foalise son attention sur ertains éléments,
e qui inuene les pré-traitements réalisés par le registre sensoriel.
Mémoire à ourt terme et mémoire de travail La mémoire à ourt terme est




















Fig. 1.12  Composantes de la mémoire de travail.
retenues dans l'empan mnésique) [Miller 56℄ et par une durée de onservation de es
informations relativement ourte (de l'ordre d'une dizaine de seondes). C'est dans la
mémoire de travail que les informations stokées dans la MCT en prévision d'une ation
sont manipulées. Dans la suite, nous inlurons la mémoire de travail dans la MCT.
Plusieurs représentations de la mémoire de travail ont été proposées dans la littéra-
ture omme, par exemple, le modèle des proessus emboîtés [Cowan 99℄ et le modèle à
omposantes multiples [Baddeley 74℄. Nous nous foaliserons ii sur le modèle à om-
posantes multiples, ommunément employé. Dans ette représentation, la MCT est om-
posée d'un administrateur entral et de deux systèmes eslaves : la boule phonologique
et le alepin visuo-spatial [Baddeley 74℄ (voir Fig. 1.12). La boule phonologique est des-
tinée au stokage temporaire de l'information verbale. Le méanisme de réapitulation
artiulatoire permet de rafraîhir ette information et de transférer l'information ver-
bale présentée visuellement. Le système responsable des informations visuo-spatiales est
impliqué dans la génération et la manipulation des images mentales. Enn, l'administra-
teur entral ou entre exéutif est responsable du maintien temporaire des informations
et utilise pour ela les deux systèmes eslaves. Dans le modèle de Luria [Luria 85℄, les
fontions d'exéution prinipales de l'administrateur sont l'identiation et le maintien
d'un objetif, la planiation, l'exéution du programme planié et la vériation du ré-
sultat. Le buer épisodique peut être assoié à es trois modules. Il est dédié au stokage
temporaire d'informations multimodales et à l'intégration des informations provenant
des autres systèmes eslaves et de la mémoire à long terme.
Mémoire à long terme Le proessus de transfert des données de la mémoire de
travail vers la MLT passe par une phase de odage des informations. Seules les infor-
mations les plus pertinentes et les plus signiatives sont onservées et organisées. Ces
informations peuvent ensuite être restituées lorsqu'il est néessaire. Cette mémoire a











Sémantique Proédurale Habiletés motries et
savoir-faire
Tab. 1.1  Déomposition de la mémoire à long terme.
La MLT peut être déomposée en quatre atégories : les mémoires épisodique, sé-
mantique, inonsiente et proédurale [Tulving 85℄ (voir Tab. 1.1). Les deux premières
atégories sont expliites et permettent de garder les événements liés à l'apprentis-
sage (savoir que) tandis que les deux autres atégories sont impliites et permettent
d'apprendre sans retenir le souvenir de l'apprentissage (savoir omment). La mémoire
épisodique ontient les souvenirs d'événements véus (expérienes personnelles). Elle
dépend don du ontexte dans lequel les informations ont été mémorisées. La représen-
tation mentale de l'espae (la arte ognitive) est ontenue dans ette mémoire. La mé-
moire sémantique porte sur les faits et les onnaissanes générales. Elle fontionne par
des onepts objetifs, e qui la rend plus able et plus sûre que la mémoire épisodique.
La mémoire inonsiente ontient des mesures indiretes de la rétention d'expérienes
passées. Enn, la mémoire proédurale porte sur les habiletés motries, les savoir-faire
et les gestes habituels. Elle permet ainsi de mémoriser l'exéution d'une séquene de
gestes an de réaliser une tâhe donnée.
1.3 Cadre de travail
Dans le adre de ette thèse, nous nous sommes intéressés à l'amélioration de l'au-
tonomie et des apaités d'adaptation des systèmes robotiques et plus partiulièrement
aux stratégies de navigation référenée apteurs de robots mobiles dans des environ-
nements a priori inonnus. La navigation adresse des problématiques omplexes qu'il
est diile de déoupler pour bâtir un système autonome omplet. Nous nous sommes
don foalisés sur la dénition d'une approhe omplète allant de l'apprentissage de site
à la ommande automatique du robot.
1.3.1 Motivations
Cette thèse a été proposée onjointement par le LAboratoire des Sienes et Matéri-
aux pour l'Életronique et d'Automatique (LASMEA) et par le Laboratoire de Téléopéra-
tion et Cobotique (LTC) du Commissariat à l'Énergie Atomique, Laboratoire d' Inté-
gration des Systèmes et des Tehnologies (CEA-LIST) et a été réalisée pour moitié dans
haque laboratoire. Elle a été onanée par la Région Auvergne et le CEA. Les deux
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laboratoires travaillent depuis de nombreuses années sur la problématique de la navi-
gation autonome des robots, l'objetif étant d'augmenter l'autonomie du robot. Leurs
ibles appliatives peuvent être lassées en trois atégories :
 les robots à roues dans les maisons ommuniantes.
Les deux laboratoires ont, par exemple, partiipé au projet exploratoire Waif où
ils ont étudié et développé un assistant robotique à roues réalisant des tâhes de
téléprésene et de surveillane dans un environnement d'intérieur.
 les véhiules urbains autonomes.
Dans e ontexte, le LASMEA a partiipé à de nombreux projets dont Mo-
biVIP
12
. Le LASMEA travaille atuellement sur la mise à disposition d'une otte
de véhiules totalement autonomes dans le adre du projet VIPA (Véhiules In-
telligents Publis Automatiques).
 les robots aériens.
Lors du projet français RobVolInt (Robot Volant d'Intérieur) [Hamel 06a℄, le CEA
a développé un drone quadrirotor. An de rendre la ommande d'un tel drone plus
abordable aux personnes novies, N. Guénard a réalisé lors de sa thèse des algo-
rithmes de ommande permettant une téléopération simple de e type d'appareil
[Guénard 06℄. Les travaux atuels, dont eux eetués dans le projet européen
µDrones, portent sur la navigation autonome de es engins.
1.3.2 Approhe proposée
Notre objetif est de bâtir une approhe de navigation omplète mais également su-
isamment souple et légère d'un point de vue algorithmique pour être intégrée sur une
életronique dédiée destinée à équiper un robot autonome. La omplexité des tâhes de
navigation résulte en partiulier de l'étendue spatiale de l'environnement de travail du
robot et de la nature dynamique de et environnement. Cependant, et espae ontient
généralement des éléments xes permettant de le aratériser et dont l'observation peut
s'avérer très utile à la loalisation.
Dans les appliations envisagées, les robots se déplaent dans des espaes urbains ou
domestiques façonnés par l'homme. Comme nous l'avons vu dans le paragraphe 1.2.1,
l'homme en onnaît un modèle interne issu de proessus omplexes de mémorisation de
données allothétiques et idiothétiques aquises au fur et à mesure de es expérienes de
navigation. Il se loalise et planie ses déplaements en mettant en orrespondane les
modèles issus de ses expérienes passées et sa pereption de la sène réelle observée. De
la même manière, le développement d'une stratégie de navigation pour les robots mo-
biles néessite l'utilisation d'une représentation de l'environnement. Assez logiquement,
ette représentation peut s'inspirer de la représentation de l'espae de navigation que
l'on retrouve hez l'homme. Cette représentation doit, bien entendu, permettre au robot
d'alimenter tous les proessus néessaires à sa navigation (voir Setion 1.1) mais peut
également être vue omme un moyen de ommuniation entre l'utilisateur et le robot.
12
MobiVIP : http ://www-sop.inria.fr/visa/mobivip/http ://www-sop.inria.fr/visa/mobivip/
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L'utilisateur peut notamment spéier un objetif de navigation au robot en désig-
nant diretement une situation à atteindre dans la représentation. Le robot est alors
à même de proposer une visualisation de sa loalisation dans ette même représentation.
Le suès des approhes référenées apteurs pour le ontrle des mouvements des
robots manipulateurs, s'aranhissant d'une loalisation géométrique absolue du robot,
enourage la transription des méthodes formalisées dans e adre à la navigation des
robots mobiles. Comme nous l'avons vu dans la Setion 1.1.5, les approhes référenées
apteurs onsistent à spéier la tâhe robotique dans l'espae d'observation du sys-
tème de pereption. Les informations sensorielles aquises ontinuellement par le robot
alimentent diretement une loi de ommande destinée à stabiliser es informations sen-
sorielles sur une onsigne de même nature. Les approhes référenées apteurs doivent
leur popularité à leur robustesse intrinsèque. Spéiée à l'aide d'informations sensorielles,
la tâhe robotique ne néessite pas de modèle omplexe de la sène ni de proessus
d'estimation d'une pose absolue du robot, oûteuse et inertaine, pour être aomplie.
Cependant, l'utilisation d'approhes référenées apteurs en robotique mobile se heurte
à deux problèmes majeurs :
 D'une part, le robot est sujet à de grands déplaements, e qui induit que les
informations sensorielles de onsigne ne peuvent pas forément être mises en or-
respondane ave les informations sensorielles ourantes.
 D'autre part, les robots mobiles se aratérisent en grande majorité par des on-
traintes de déplaement fortes (non-holonomie, sous ationnement, . . . ). La nature
non linéaire de es ontraintes impose alors une remise en ause des approhes de
ommande ommunément utilisées en robotique manipulatrie.
Les solutions au premier de es deux problèmes reposent sur la oneption d'une représen-
tation de l'environnement adéquate pour la navigation, de manière à e que le robot
puisse disposer d'une desription de la tâhe à aomplir sous forme d'un ensemble d'ob-
jetifs à atteindre onséutivement, spéiés dans l'espae d'observation de son système
de pereption extéroeptif. Le deuxième problème est bien souvent ontourné. Par ex-
emple, en dotant le apteur extéroeptif embarqué de degrés de liberté par rapport
à une base mobile non-holonome, la inématique non-holonome de elle-i est intégrée
dans une modélisation onférant au apteur une inématique holonome. La tâhe de
ontrle des déplaements du robot onsistant à réguler les informations apteurs sur
une référene, la non-holonomie de la base mobile n'aete alors pas la tâhe. En re-
vanhe, la pose de la base mobile n'est pas expliitement ontrlée dans ette approhe.
Il est à noter que ette solution se traduit souvent par une augmentation du poids du
apteur ainsi que de son enombrement, e qui peut être problématique dans ertaines
appliations (pour les robots aériens par exemple).
L'approhe de navigation que nous suggérons a pour objetif de proposer une solu-
tion viable en réponse aux problématiques énumérées préédemment. Elle repose sur une
représentation topologique originale de l'environnement appelée mémoire sensorielle.
Cette arte ontient les informations extéroeptives issues des apteurs embarqués sur
le robot mobile et aquises lors d'une phase de mémorisation téléopérée. La mémoire


































Fig. 1.13  Notre approhe de navigation par mémoire sensorielle.
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sensorielle permet alors de dénir une stratégie globale de navigation basée sur les in-
formations des apteurs. Cette stratégie, représentée Fig. 1.13, peut être divisée en trois
étapes :
1) Constrution de la mémoire sensorielle (hors ligne) : lors d'un déplaement téléopéré,
une séquene d'images est aquise par le apteur extéroeptif embarqué sur le robot.
An de réduire la omplexité de ette séquene, des images lés sont séletionnées,
organisées et ajoutées à la arte. L'ensemble de es images forme alors la mémoire
sensorielle du robot.
2) Loalisation initiale (en ligne) : avant le déplaement autonome, le système robotique
est loalisé. Cette étape onsiste à déterminer l'image de la mémoire sensorielle la
plus ressemblante à l'image ourante aquise par le apteur extéroeptif.
3) Navigation autonome (en ligne, en temps réel) : étant donnée une image ible on-
tenue dans la mémoire sensorielle, la mission de navigation est dénie omme une
suession d'images intermédiaires appelée hemin sensoriel, amenant le robot de sa
situation ourante à la situation ible. Le robot est ensuite ommandé le long de e
hemin en utilisant les onepts de la ommande référenée apteur.
Tout omme la représentation spatiale de l'environnement s'intègre dans un shéma
global de traitement des stimuli et de mémorisation hez les êtres humains, la mémoire
sensorielle doit s'insérer dans un shéma de traitement des informations apteurs. Ce
shéma peut, par exemple, s'inspirer du modèle de la mémoire dérit Setion 1.2.1.
1.3.3 Organisation du manusrit
Outre ette introdution, e mémoire de thèse omporte inq hapitres qui portent
respetivement sur les points suivants :
 Le Chapitre 2 a pour objetif de présenter le onept de mémoire sensorielle. Nous
exposons tout d'abord la représentation de l'environnement (appelée mémoire
sensorielle) exploitée dans notre stratégie de navigation. Le système global de
navigation basé sur e modèle et inspiré des approhes ognitives est ensuite dérit.
 Dans le Chapitre 3, nous présentons des stratégies de ommande pour le suivi
d'un hemin sensoriel pour deux types de robots : les robots mobiles à roues non-
holonomes de type har ou biylette et les robots aériens de type quadrirotor.
Pour haun d'entre eux, nous préisons tout d'abord l'objetif de ommande
puis nous proposons des shémas de ommande permettant de les atteindre. Des
simulations permettent nalement de valider les approhes proposées ainsi que
d'analyser leurs limites.
 Dans le Chapitre 4, nous étudions le as des apteurs visuels grand-angle. Nous
dérivons alors les éléments mis en plae pour haque étape de notre stratégie de
navigation ave e type de apteur.
 Le Chapitre 5 est dédié à la mise en ÷uvre omplète de notre système de navigation
et à sa validation expérimentale. À ette n, trois robots seront utilisés : un robot
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)
Fig. 1.14  Trois types de robots utilisés lors de nos expérimentations : (a) un robot
Pioneer, (b) un véhiule urbain életrique de type RobuCab et () un drone quadrirotor.
Pioneer 3-AT, un RobuCab et un X4-yer (voir Fig. 1.14). Nous analysons les
résultats obtenus dans diérents ontextes.
 Finalement, le sixième hapitre dresse un bilan de nos ontributions et présente
les perspetives qui en déoulent.
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Chapitre 2
Navigation à l'aide d'une mémoire
sensorielle
La navigation onsiste à déplaer le robot de manière sûre vers une destination
donnée. Nous supposons que le robot dispose pour ela d'une représentation de l'envi-
ronnement. Les besoins auxquels doit répondre ette représentation sont divers omme
nous l'avons évoqué dans l'introdution. Tout d'abord, la arte doit permettre la spéi-
ation de l'objetif de navigation du robot. Elle doit également supporter sa loalisation
et la planiation de ses déplaements. En outre, an que ses déplaements soient réal-
isés de manière sûre, la arte peut intégrer les notions de navigabilité (le robot peut se
déplaer sans entrer en ollision ave des obstales) mais également de ommandabil-
ité (il existe une ommande, appliquée sur un intervalle de temps ni, qui permet de
rejoindre la situation ible en partant de la situation initiale). Le robot étant sujet à
de grands déplaements, ette représentation peut fournir une desription de la tâhe
à aomplir sous forme d'un ensemble d'objetifs à atteindre onséutivement. Enn,
pour améliorer les possibilités d'adaptation et d'optimisation fae aux hangements de
l'environnement, la arte doit ontenir des réseaux de routes.
La représentation par arte sensorielle permet de répondre à es besoins. En eet,
une telle arte est diretement dénie dans l'espae d'observation du système de per-
eption. De e fait, e type de représentation est aisément interprétable et permet de
désigner un objetif diretement dans et espae. De plus, les déplaements du robot
peuvent être diretement générés en utilisant les onepts de la ommande référenée
apteurs qui est réputée plus robuste vis-à-vis des bruits de mesure et des erreurs de
modélisation que les ommandes lassiques. Dans le but de répondre aux autres besoins
que nous avons dénis, il est néessaire d'assoier à ette représentation d'autres artes.
Comme nous l'avons évoqué dans l'introdution, plusieurs solutions sont possibles
pour rejoindre un objetif lointain. La première solution onsiste à exploiter onjoin-
tement les artes sensorielle et ommande. Une image sensorielle est alors assoiée ex-

















Fig. 2.1  Cartes sensorielle et topologique : représentation (a) par lieu, (b) par image.
un réseau de neurones omme dans [Gaussier 97, Giovannangeli 06℄. Une seonde so-
lution onsiste à assoier une arte topologique à la arte sensorielle. Un noeud de
la arte topologique peut alors représenter un lieu ('est-à-dire un ensemble d'images,
omme dans [Ulrih 00℄) (Fig. 2.1 (a)) ou une image unique (Fig. 2.1 (b)). Une arête
de la arte topologique dénit généralement la navigabilité entre deux noeuds. Dans
[Valgren 06, Zivkovi 06, Briggs 06℄, les arêtes relient les images ontenant susamment
d'amers ommuns. Dans [Booij 07, Remazeilles 04℄, le oût entre deux noeuds est déni
omme la possibilité de réaliser la tâhe de navigation entre es noeuds. Dans [Booij 07℄,
il dépend de la possibilité de reonstruire la géométrie loale entre les deux noeuds de
façon robuste tandis que dans [Remazeilles 04℄, il est déni de façon empirique à partir de
onsidérations sur les déplaements du robot. Dans [Gaspar 00, Argyros 05, Blan 05℄,
la dénition de l'arête prend en ompte la navigabilité et la ommandabilité entre deux
noeuds. Dans [Santos-Vitor 99, Vassallo 00℄, les arêtes de la arte topologique onti-
ennent également une notion omportementale (suivi de mur, entrage au milieu du
ouloir, suivi de la séquene d'images . . .).
Pour obtenir une représentation de plus haut niveau, plusieurs approhes ont été
proposées dans la littérature. Une première approhe onsiste à regrouper les noeuds
par lieux (voir Fig. 2.2 (a)) manuellement omme dans [Zhou 03℄ ou automatiquement
omme dans [Zivkovi 06, Booij 07℄. Les noeuds peuvent également être regroupés en
hemins simples (voir Fig. 2.2 (b)) omme proposé dans [Gaspar 00, Blan 05℄ . Ces
hemins peuvent, par exemple, représenter une route (en environnement extérieur) ou
un ouloir (en environnement d'intérieur).
Nous détaillons la représentation que nous avons adoptée dans la Setion 2.1. Dans
la Setion 2.2, nous dérivons le système omplet de navigation, inspiré de l'organisation
de la mémoire hez l'homme, dans lequel s'intègre la mémoire sensorielle.
2.1 Représentation globale de l'environnement par une mé-
moire sensorielle
An de répondre aux besoins énonés préédemment, nous proposons de représenter
l'environnement par un modèle appelé mémoire sensorielle (MS) omposé de trois
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Carte sensorielle
Carte topologique, niveau 1











Ehelle topologique, niveau 1
Ehelle topologique, niveau 0
(b)
Fig. 2.2  Regroupement des éléments de la arte topologique (a) par lieux, (b) en
hemins simples.
artes (MS = {CS ,CT1 , CT0}) : une arte sensorielle (CS) et une arte topologique
à deux niveaux (CT1 et CT0). Ces trois artes CS, CT1 et CT0 sont formalisées en
utilisant la théorie des graphes et seront dérites en détail dans la suite de ette setion.
2.1.1 Quelques dénitions
Nous rappelons tout d'abord quelques dénitions de base de la théorie des graphes
permettant de formaliser la notion de mémoire sensorielle.
Un graphe G = (N,A) est un ensemble ni non vide de n÷uds (ou sommets)
N = {N1, N2, . . . , Nnn} assoié à un ensemble (possiblement vide) d'arêtes (ou ars)
A = {a1, a2, . . . , ana} où haque arête peut être dénie par deux sommets ar = as,t =
{Ns, Nt}.
La taille d'un graphe est le nombre na de ses arêtes.
G est un graphe orienté ou digraphe si tous les éléments de A sont des arêtes orien-
tées (as,t 6= at,s).
Un pseudo-graphe est un graphe dans lequel au moins deux n÷uds sont liés par au
moins deux arêtes. Un graphe simple est un graphe sans boule dans lequel deux n÷uds
sont liés par au plus une arête.
Une haîne Γ d'un graphe G est une suite de sommets adjaents. Un hemin d'un
graphe orienté G est une suite ordonnée de sommets reliés par des arêtes (identique à
une haîne dans un graphe orienté).
Un graphe onnexe est un graphe dans lequel toute paire de sommets distints est
reliée par une haîne.
Un graphe pondéré est un graphe G suppléé d'une fontion qui assoie un poids aux
arêtes (γ : A→ ℜ+) ou aux noeuds (γ : N→ ℜ+).
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2.1.2 Dénitions des artes
La arte sensorielle est dénie par le graphe CS = (NCS,ACS) ave :{
ACS un ensemble vide,
NCS =
{
I ij | j ∈ {1, 2, . . . , nΓi} | i ∈ {1, 2, . . . , nΓ}
}
où I ij est la jème image lé du ième hemin, nΓ représente le nombre de hemins simples
onsidérés dans l'environnement et nΓi est le nombre d'images du i
ème
hemin.
Le premier niveau de la arte topologique est déni par le graphe : CT1 = (NCT1,ACT1).
Chaque noeud de CT1 orrespond à un lieu de l'environnement déni par une image
unique de la arte sensorielle. Les noeuds de la arte CT1 sont alors dénis omme suit :
NCT1 =
{{
N ij | j ∈ {1, 2, . . . , nΓi}
} | i ∈ {1, 2, . . . , nΓ}}
où le noeud N ij orrespond au lieu d'aquisition de l'image I ij et où les noeuds N ij et
N ij+1 sont liés par une arête. Les propriétés des arêtes ACT1 de e graphe seront détail-
lées dans la suite. Pour des raisons pratiques, il est néessaire que e graphe CT1 soit
onnexe. Cela garantit qu'il est possible d'atteindre n'importe quel noeud du graphe
depuis n'importe quel autre noeud.
Les hemins simples de l'environnement sont représentés dans la arte topologique
CT0 dénie par le graphe CT0 = (NCT0,CCT0). Dans la suite, nous nommerons es
hemins des séquenes an de les diérenier des hemins tels que dénis dans la théorie
des graphes. Les nΓ séquenes de CT0 sont des hemins simples obtenus par onaté-
nation des arêtes de CT1 joignant deux noeuds de CT0. Ce regroupement a plusieurs
avantages. Tout d'abord, une séquene peut représenter un ouloir ou une route, lieu le
long duquel se déplae le robot tandis qu'un arrefour entre deux séquenes orrespond
à un lieu où le robot peut bifurquer. De plus, le robot mémorisant des séquenes d'im-
ages lors de la phase d'apprentissage, la phase de onstrution de la arte est simpliée.
Les noeuds de la arte sont alors dénis omme suit :
NCT0 = {Γ1,Γ2, . . . ,ΓnΓ}
où Γi représente la ième séquene :
Γi =
{
N ij | j ∈ {1, 2, . . . , nΓi}
}
Une arête c = ci,j appartenant à CCT0 relie le noeud nal N
i
nΓi
de la séquene Γi et le
noeud initial N j1 de la séquene Γ
j
. Elle est dénie de la même manière que les arêtes
du graphe CT1 (voir Setion 2.1.3).
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An de dénir les ritères d'optimalité exploités lors de la phase de planiation de
hemin, il est possible d'assoier une pondération aux artes topologiques. Le graphe
CT1 est alors muni d'une fontion de pondération γ :{
ACT1 7→ ℜ+
ai,j → γ(ai,j) (2.1)
Plusieurs hoix de pondération sont possibles. Les notions de navigabilité et de om-
mandabilité étant impliitement ontenues dans ACT1 (omme nous le verrons dans le
paragraphe suivant), il n'est pas néessaire de les introduire via la fontion de pondéra-
tion. On peut alors envisager une pondération unitaire ou des fontions de pondération :
 dépendant des données apteurs (par exemple de la qualité des appariements entre
les images Ii et Ij),
 dépendant de la ommande (par exemple de la qualité de l'estimation des entrées
de ommande à partir des données ontenues dans Ni et Nj).
La fontion de pondération de CT0 est, quant à elle, obtenue diretement à partir
de elle de CT1 : 
NCT0 7→ ℜ+





γ(aN ij ,N ij+1
)
(2.2)
Un exemple de mémoire sensorielle est représenté Figure 2.3 dans le adre de la
navigation d'un véhiule urbain à roues muni d'une améra grand-angle. Sur ette gure,
uniquement les images orrespondant aux noeuds extrêmes des séquenes de CT1 sont
représentées. Cette représentation ontient à la fois des observations de l'environnement
failement interprétables par l'utilisateur (les images) et un modèle de haut niveau
permettant de omprendre le réseau des routes.
2.1.3 Propriétés des arêtes des artes topologiques
Comme nous l'avons évoqué au début de e hapitre, la navigabilité entre les noeuds
est une information qui nous parait indispensable dans une stratégie de navigation. Cette
notion est diretement intégrée aux arêtes du graphe CT1 onstruites sous l'hypothèse
suivante :
Hypothèse 1 Soient les repères de ommande Fi et Fj assoiés respetivement au robot
pour les noeuds Ni et Nj liés par une arête orientée a = (Ni, Nj). Alors, il existe un
hemin admissible (Υ) allant de Fi à Fj pour le robot dont on onnaît les ontraintes
de déplaement.
La représentation de l'environnement MS permet la desription de la tâhe de navi-
gation sous la forme d'une séquene d'objetifs intermédiaires. La ommande doit alors











































Fig. 2.3  Mémoire visuelle d'un robot urbain à roues obtenue ave une améra grand
angle.
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du hemin à parourir. De manière impliite, nous faisons don la seonde hypothèse
suivante :
Hypothèse 2 Les images Ii et Ij orrespondant aux noeuds Ni et Nj, liés par une arête
orientée a = (Ni, Nj), sont telles qu'il est possible d'estimer les entrées de ommande
tout au long du hemin (Υ) parouru entre Fi et Fj .
On note que l'hypothèse 2 assure la ommandabilité du robot entre deux situations
suessives. Elle ne signie pas que l'état omplet du robot doit être à estimer dans un
repère absolu omme nous le verrons plus préisément dans les hapitres 3 et 4.
2.2 Système omplet de navigation à l'aide d'une mémoire
Nous venons de dénir l'organisation de la mémoire sensorielle. Cette mémoire peut
s'insérer, omme évoqué dans le ontexte de la psyhologie ognitive, dans un shéma
global de navigation allant du traitement du stimulus jusqu'au déplaement autonome.
Nous proposons un système global de navigation inspiré de l'organisation de la mémoire
hez l'homme présentée dans la Setion 1.2.2. Ce système peut être déomposé en trois
modules : le registre sensoriel, la mémoire de travail et la mémoire à long terme (voir
Figure 2.4). Le registre sensoriel ltre les données aquises par les apteurs en fontion
de la tâhe à eetuer. La mémoire à long terme ontient la représentation spatiale de
l'environnement, ii, la mémoire sensorielle (MS) ainsi que les informations omplémen-
taires utiles à la réalisation de la tâhe de navigation (modèle du robot et modèle du
apteur par exemple). Enn, les diérents proessus impliqués dans la tâhe de naviga-
tion sont eetués au niveau de la mémoire de travail à partir d'informations provenant
à la fois de la mémoire à long terme et du registre sensoriel. Comme nous l'avons évoqué
dans l'introdution et omme illustré Fig. 1.13, es proessus sont la onstrution de la
arte que nous dérivons Setion 2.2.1, la loalisation initiale, détaillée Setion 2.2.2 et
la ommande le long d'un hemin sensoriel, présentée Setion 2.2.3.
2.2.1 Constrution de la mémoire sensorielle
L'étape de onstrution de MS se déroule hors ligne. Lors d'une phase d'appren-
tissage, le robot est téléopéré dans son environnement de travail an d'aquérir une
séquene d'images S = {I[i] | i ∈ {1, 2, . . . , nS}} (un exemple de trajets suivis est
représenté Figure 2.5).
Les trois artes de la mémoire sensorielle sont alors onstruites simultanément en
trois étapes :
Étape 1 : les images lés {I[k] | k ⊂ {1, 2, . . . , nS}} sont séletionnées au niveau de la
mémoire de travail et transférées vers la mémoire à long terme (voir Figure
2.6) en respetant les hypothèses (1) et (2).
Étape 2 : pour haque image lé I[k] :





























Fig. 2.4  Système omplet de navigation par mémoire sensorielle.
Fig. 2.5  Exemple de hemins parourus lors de la phase d'apprentissage.
 un noeud Nk orrespondant est ajouté à la arte topologique CT1,
 si ette image n'est pas la première ajoutée, une arête liant Nk au noeud
Nk−1 est réée dans CT1.
L'ensemble de es noeuds et arêtes permet de dénir une nouvelle séquene
dans CT0. Cette étape est représentée Figure 2.7.
Étape 3 : des noeuds de séquenes diérentes sont reliés manuellement par des arêtes
(lorsque ela est possible) an de ompléter le graphe CT0 (voir Fig. 2.8).
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(a) Ajout d'une image lé, d'un
noeud et d'une arête
CS
CT1






() Création de la séquene dans
CT0
Fig. 2.7  Étape 2 de la onstrution de la mémoire : ajouts des images lés dans CS,












(a) Ajout d'arêtes et mise à jour de
CT0
Carte topologique, niveau 1











(b) Mémoire sensorielle obtenue
Fig. 2.8  Étape 3 de la onstrution de la mémoire : mise à jour de CT0.

























Fig. 2.9  Système omplet de navigation par mémoire sensorielle : loalisation initiale.
2.2.2 Loalisation initiale
La première tâhe à réaliser en ligne lors de la navigation autonome onsiste en
la loalisation initiale du robot dans sa mémoire sensorielle MS. Nous avons hoisi
d'employer une loalisation par inférene direte ar elle-i permet la loalisation sans
déplaement du robot (voir Setion 1.1.3). Cette tâhe peut être onduite en omparant
l'image ourante Ic aux images de la arte sensorielle CS (voir Figure 2.9). Cela suppose
qu'il existe une fontion d permettant de mesurer la distane (ou similarité) entre deux
images. La loalisation est alors l'image Ij0i0 de CS telle que :
Ij0i0 = arg minIji ∈NCS
d(Ic,Iji )
An de réduire le oût alulatoire de ette étape, la dimension de l'espae de
reherhe peut être diminuée en exploitant des données fournies par des apteurs om-
plémentaires ou bien par l'utilisateur. On a alors :
Ij0i0 = arg minIji ∈N′CS
d(Ic,Iji )
où N′CS ⊂ N est un sous-ensemble d'images de CS. N′CS peut, par exemple, être
obtenu onnaissant la séquene Γi de CT0 sur laquelle est situé initialement le robot :
N′CS = {I ij | j ∈ {1, 2, . . . , nΓi}}.
Nous détaillerons ette étape de loalisation initiale lorsque les images sont aquises
par une améra grand-angle dans la Setion 4.2.
2.2.3 Navigation autonome
On suppose maintenant que la loalisation initiale I1 = Ij0i0 et l'objetif de navigation
In = Ijfif sont onnus dans CS. La navigation autonome de robot est alors onduite en
deux étapes. La première étape onsiste à extraire de MS un hemin sensoriel Ψ liant
I1 à In :
















Fig. 2.10  Système omplet de navigation par mémoire sensorielle : planiation de
hemin
La seonde étape onsiste alors au suivi de Ψ.
Extration du hemin sensoriel L'extration de Ψ emploie les artes topologiques
CT1 ou CT0. Cette étape, eetuée en ligne, est représentée Fig. 2.10. De manière
synthétique, onnaissant Ij0i0 et I
jf
if
, il est possible et aisé de retrouver les n÷uds orre-
spondants N j0i0 et N
jf
if
dans CT1 ainsi que les haînes Γj0 et Γjf orrespondantes dans
CT0. La onstrution de Ψ peut alors être onduite via des algorithmes de reherhe
du plus ourt hemin bien onnus en théorie des graphes tels que les algorithmes de
Dijkstra ou de BellmanFord (voir, par exemple, [Cherkassky 96℄).
An de réduire le oût alulatoire de ette étape, il est préférable d'utiliser la arte
CT0 plutt que la arte CT1 ar e oût roît ave la taille du graphe de reherhe.
On note Γj1 , Γj2 . . . Γjf−1 la suession de séquenes du graphe CT0 permettant de lier
Γj0 à Γjf (via le plus ourt hemin). Alors les images du hemin sensoriel dénissant














0 = {N j0i | i ∈ {i0, i0 + 1, i0 + 2, . . . , nΓj0}}
Γj
′
f = {N jfi | i ∈ {1, 2, . . . jf − 2, jf − 1, jf}}
et où l'opérateur de onaténation est déni omme suit :





Np1i si i < np1
Np2i−np1 si np1 < i ≤ np1 + np2
.
Un exemple de hemin sensoriel est représenté Fig. 2.11. Dans et exemple, le hemin
sensoriel Ψ joignant l'image initiale Ij0i0 à l'image ible I
jf
if
est obtenu à partir du hemin
Γ déni dans CT1 : Γ = Γ4
′ ⊕ Γ5 ⊕ Γ6 ⊕ Γ7 où Γ4′ = {N4i |i ∈ {i0, i0 + 1, . . . , nΓ4}}.
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Fig. 2.12  Système omplet de navigation par mémoire sensorielle : suivi de hemin.
Suivi de hemin Comme nous l'avons évoqué préédemment, le hemin sensoriel Ψ
est déni par une suession d'images apteurs. An d'en assurer le suivi, il est alors
possible de s'aranhir d'une loalisation géométrique absolue du robot (et ainsi a-
roître la robustesse vis-à-vis des erreurs de modélisation et des bruits de mesure) en
exploitant les onepts de la ommande référenée apteurs. Le registre sensoriel fournit
les données apteurs ourantes tandis que les données apteurs de onsigne suessives
sont extraites de la mémoire sensorielle MS (voir Fig. 2.12). Lorsque l'image désirée Ii
a été atteinte, la loalisation du robot est mise à jour (approhe de suivi d'hypothèse
expliite). La tâhe de navigation autonome se termine lorsque l'image nale du hemin
sensoriel a été atteinte.
Nous proposerons dans le Chapitre suivant des lois de ommande adaptées au suivi
d'un hemin sensoriel dans le as de robots mobiles à roues non-holonomes de type har
ou biylette ainsi que dans le as de robots aériens de type quadrirotor.
2.3 Conlusion
Dans e hapitre, nous avons détaillé la représentation de l'environnement exploitée
par notre stratégie de navigation. Nous avons vu que elle-i permet d'alimenter tous
les proessus néessaires à la navigation autonome référenée apteur d'un robot mobile
(loalisation, planiation et ommande). De manière assez remarquable, elle intègre en
outre impliitement les notions de navigabilité et de ommandabilité. Constituée par
un réseau d'observations apteurs organisées, elle donne également une vue globale de
l'environnement aisément exploitable pour la planiation de hemins vers des objetifs
lointains via la théorie des graphes.
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Lors du développement de la représentation de l'environnement par mémoire sen-
sorielle, deux hypothèses ont été faites. L'hypothèse 1 est indispensable an d'assurer la
navigabilité de l'environnement de déplaement du robot. An d'en assurer la validité,
il serait souhaitable (même si nous ne l'avons pas traité dans ette thèse) d'intégrer la
notion d'espae libre à la représentation par mémoire sensorielle. Cette notion, dont les
problématiques de pereption sous-jaentes sont très omplexes, devrait s'intégrer assez
aisément à la mémoire sensorielle, par exemple, via l'ajout des informations pertinentes
au niveau des noeuds de CT1.
La seonde hypothèse suppose que les entrées de ommande puissent être estimées
le long de toute arête reliant deux noeuds de CT1. Notons tout d'abord que ela ne
suppose pas que la pose (position et orientation) du robot soit onnue dans un repère
absolu. Plusieurs situations répondant à ette hypothèse peuvent être renontrées :
 le apteur fournit la loalisation absolue du robot (et par onséquent elle entre
deux noeuds). Dans e as, la loalisation doit être onnue de manière exate
et non bruitée an de réaliser un déplaement préis sur une distane impor-
tante. Ces hypothèses restant diilement aeptables en pratique, nous ne nous
intéresserons pas à ette situation.
 le apteur fournit une loalisation préise entre deux noeuds. Cela peut, par ex-
emple, être le as ave un système stéréosopique ou enore ave un sanner 3D.
Dans e as, omme nous le verrons dans le hapitre 3, l'hypothèse 2 est vériée.
 le apteur fournit partiellement la loalisation entre deux noeuds. C'est notam-
ment le as d'une améra embarquée sur le robot, la position étant alors onnue à
une onstante multipliative près (fateur d'éhelle). Cette situation onstituera
notre as d'étude. Nous verrons alors qu'il est possible de onstruire des lois de
ommande pour les robots mobiles à roues et les drones quadrirotors permettant
de suivre un hemin sensoriel an d'assurer la validité de l'hypothèse 2.
Nous n'avons traité ii que des solutions ave un apteur unique. Cependant, il est
également possible de oupler plusieurs apteurs an de répondre à l'hypothèse 2. Le
système pereptuel obtenu doit alors fournir une loalisation préise ou partielle entre
deux noeuds. Les données provenant de plusieurs apteurs s'intègrent assez aisément à
la mémoire sensorielle via leur ajout dans CS et la mise en orrespondane des images
ave les noeuds de CT1.
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Chapitre 3
Commande de robots le long d'un
hemin sensoriel
La troisième étape de notre stratégie de navigation onsiste tout d'abord à extraire
de la mémoire un hemin sensoriel Ψ puis ensuite à ommander le robot le long de Ψ.
Dans e hapitre, nous nous foalisons sur ette seonde phase (voir Fig. 3.1) pour deux
types de robots : les robots mobiles à roues non-holonomes
1
(sujets de nos appliations
au LASMEA) et les robots aériens de type quadrirotor (sujets d'appliations au CEA-
LIST). Nous présentons dans la Setion 3.1 un bref état de l'art sur la ommande de
es robots et sur le suivi de hemin sensoriel. Nous traitons du suivi de hemin sensoriel
pour les robots mobiles à roues non-holonomes dans les Setions 3.2 et 3.3 et pour les
quadrirotors dans les Setions 3.4 et 3.5.
3.1 Commande des robots mobiles
Pour les robots à roues et volants, diérents types de tâhes ont été étudiés dans
la littérature. Nous présentons ii les prinipales tâhes assignées à es robots ave un
intérêt partiulier pour elles de suivi de hemin sensoriel.
3.1.1 Commande des robots mobiles à roues
Trois types de tâhes peuvent être distingués pour les robots mobiles à roues : la
stabilisation, la poursuite de trajetoire et le suivi de hemin. La stabilisation a pour
objetif d'asservir le robot sur une pose (position et orientation) xe. La résolution de
e problème pour un robot non-holonome est diile ar elle ne peut pas être réal-
isée au moyen d'une loi de ommande par retour d'état ontinu (théorème de Brokett
1
Un système est dit non-holonome lorsque les ontraintes de déplaement sont sous la forme d'équa-
tions diérentielles non omplètement intégrables 'est-à-dire que ertaines diretions d'évolution ne
sont pas instantanément possibles. Par exemple, pour les robots à roues de e type, l'évolution latérale
n'est pas réalisable de façon instantanée.
43











Fig. 3.1  Suivi du hemin sensoriel.
[Brokett 83℄). Pour le seond type de tâhe, il s'agit de réaliser le suivi d'une traje-
toire ne omportant pas de points d'arrêt, selon une loi horaire donnée. Enn, pour le
dernier type de tâhe, la trajetoire à suivre n'est pas assoiée à une loi horaire. Pour ré-
soudre les problèmes de suivi et de poursuite dans le as non-holonome, plusieurs pistes
ont été explorées dans la littérature. La première piste onsiste à onstruire des lois de
ommande non linéaires via des fontions de Lyapunov omme dans [Zhang 02℄. La prin-
ipale diulté est alors de dénir une fontion de Lyapunov satisfaisante. Une seonde
solution onsiste à linéariser exatement les modèles non linéaires assoiés aux robots
non-holonomes an d'exploiter les onepts de l'automatique linéaire. Cependant, les
modèles inématiques ne sont généralement pas omplètement linéarisables au moyen
de retours d'état statique. En partant du onstat que dans de nombreuses appliations,
la plage de fontionnement des véhiules reste dans le voisinage d'une onguration
donnée, la synthèse des lois de ommande peut être simpliée en linéarisant le modèle
du véhiule autour de elle-i omme dans [Broggi 99℄. Toutefois, le modèle linéarisé
n'est pas valable en dehors du voisinage de ette onguration, e qui se traduit par des
diultés lorsque le hemin présente des variations géométriques importantes. An de
ommander le robot en tenant ompte de sa non-holonomie et sur toute sa plage de fon-
tionnement, des retours d'état disontinu [Astol 96℄ ou dynamique [De Lua 00℄ ont
été proposés. Une autre approhe possible onsiste à onvertir les modèles non-linéaires
sous une forme dite haînée. Il est ensuite possible d'obtenir une expression linéaire de
l'éart par rapport à la trajetoire de référene [Samson 95℄. Nous reviendrons plus en
détails sur ette méthodologie que nous avons adoptée dans la Setion 3.2.3.
Le problème de suivi de hemin sensoriel, qui nous intéresse plus partiulièrement
dans le adre de nos travaux, a également été abordé sous divers angles dans la littéra-
ture. Il peut tout d'abord être vu omme un problème de stabilisation en une suession
de poses orrespondant aux prises de vue des images du hemin sensoriel de référene.
Pour les robots holonomes, e problème est largement simplié et peut, par exem-
ple, être traité via les stratégies de retour au nid (homing en anglais). La thèse de S.
Gourihon [Gourihon 04℄ donne un état de l'art omplet de ette stratégie introduite
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par les biologistes Cartwright et Collett dans [Cartwright 83℄. Celle-i, inspirée par les
systèmes de navigation des abeilles et des fourmis, onsiste à déduire un veteur de
mouvement pointant vers la situation ible à partir des observations apteurs ourantes
et désirées. Dans sa forme de base, le retour au nid est une stratégie loale. Cette ap-
prohe a été étendue au suivi d'une séquene d'images dans [Argyros 01, Argyros 05℄
puis a été reprise dans [Goedemé 05, Kirigin 05℄. Les stratégies de retour au nid ne
sont, ependant, pas adaptées au as des robots mobiles à roues non-holonomes ar les
stabilisations suessives ne peuvent pas être réalisées au moyen d'une loi de ommande
par retour d'état ontinu ave un apteur rigidement lié au robot. Cette diulté peut,
ependant, être ontournée en dotant le apteur de degrés de liberté supplémentaires
an de lui onférer une inématique holonome. Cette méthodologie a été introduite dans
[Pissard-Gibollet 91, Pissard-Gibollet 95℄ ave une améra montée sur un bras manipu-
lateur puis reprise dans [Cadenat 99, Folio 07℄. L'objetif de ommande est alors formulé
omme une tâhe de positionnement de la améra et est réalisé par asservissement vi-
suel.
Le parours automatique d'un hemin sensoriel peut également être traité omme
une tâhe de suivi de hemin. Pour ela, on peut se ontenter de ommander uniquement
la vitesse angulaire du robot et ainsi laisser libre la vitesse longitudinale par exemple,
xée par l'utilisateur. Plusieurs stratégies ont été proposées dans la littérature en util-
isant des informations extraites d'images visuelles. Dans [Rivlin 03, egvi¢ 07, Diosi 07℄,
la vitesse angulaire est hoisie proportionnelle à une erreur dépendant des positions des
points dans les images ourante et désirée. Dans [Cherubini 09℄, plusieurs approhes
d'asservissement visuel sont proposées. Les lois de ommande dérites permettent une
déroissane de l'erreur dans l'image de façon exponentielle mais le omportement 3D
du robot n'est pas maîtrisé. Dans [Beerra 08℄, la vitesse angulaire permet de réguler
la position de l'épipole par rapport à l'image désirée. Une loi de ommande par modes
glissants est employée dans e but. Dans [Blan 05℄, le hemin de référene pour attein-
dre l'image intermédiaire à rejoindre est déni omme la droite passant par le entre de
ommande et dans la diretion du robot lors de la prise de vue. Une loi de ommande
basée sur la théorie des systèmes haînés permet alors de suivre e hemin.
En e qui nous onerne, nous n'avons pas souhaité équiper le apteur d'un système
méanique omplémentaire. Nous nous foalisons don sur des approhes adéquates
pour un apteur xé sur la base du robot mobile et non-ationné. Les ontraintes de
mouvement de la améra sont alors identiques à elles du robot. An d'assurer le meilleur
onfort pour les passagers ainsi que pour le matériel, nous souhaitons que le robot se
déplae ave une vitesse longitudinale donnée (onstante ou variable). En outre, il est
important de maîtriser le plus possible la trajetoire 3D parourue an d'assurer un
déplaement sûr du véhiule. Nous verrons dans la suite omment atteindre es diérents
objetifs (se référer à la Setion 3.2). Dans la Setion 3.3, nous étudierons en simulations
les performanes de l'approhe proposée.
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3.1.2 Commande des quadrirotors
Le suivi d'un hemin sensoriel par les robots aériens autonomes de petites dimensions
omme le quadrirotor du CEA a fait l'objet de peu de travaux. En eet, les reherhes
sur e type d'engins n'ont pris un réel essor que depuis une dizaine d'années. Des travaux
ont porté sur la oneption de l'engin (struture méanique, énergie, életronique embar-
quée, apteurs . . .) omme dans [Pounds 02, Bouabdallah 04b℄. L'estimation de l'état
du drone (orientation, position, vitesse) est également un axe de reherhe important.
L'orientation peut être estimée en ltrant les données fournies par la entrale iner-
tielle [Hamel 06b℄ ou à partir de la position de l'horizon dans l'image [Demoneaux 06℄.
L'orientation et la position d'un drone peuvent également être obtenus par une fusion
des informations provenant des diérents apteurs embarqués (GPS, entrale inertielle,
améra) omme dans [Wu 05℄.
Plusieurs types de tâhes peuvent être distingués pour la ommande de es engins.
La première tâhe est la stabilisation en assiette du drone (problème non linéaire).
Dans [Bouabdallah 04a, Lozano 05℄ par exemple, le modèle de l'engin est linéarisé à
l'équilibre et une ommande PID (Proportionnelle, Intégrale, Dérivée), dissoiée sur
haque axe de rotation, permet de stabiliser l'assiette. Des ommandes non-linéaires,
basées sur les angles d'Euler ont également été proposées et permettent la onvergene
exponentielle de l'orientation (voir [Benallegue 07℄ par exemple). Toutefois, l'utilisa-
tion des angles d'Euler pour la ommande introduit des singularités supplémentaires. Il
est don préférable d'utiliser une représentation plus omplète omme les quaternions.
Dans [Guénard 04℄, la loi de ommande pour la stabilisation de l'orientation est basée
sur ette représentation et emploie une tehnique de bakstepping.
Les autres types de tâhes sont la stabilisation en vitesse, la stabilisation en une
position xe et le suivi de trajetoire. La stabilisation en vitesse onsiste à dénir une
orientation désirée à un régulateur d'orientation et à s'assurer que les onditions de
vol en régime quasi-stationnaire sont respetées. Dans [Guénard 08℄, la ommande en
vitesse est basée sur une tehnique de bakstepping. Cette ommande peut être alimen-
tée par une onsigne d'asservissement visuel omme il est proposé dans [Hamel 02a,
Guénard 07℄. La onsigne de la ommande en position peut alimenter la ommande en
vitesse. Les diérentes ommandes (position, vitesse, orientation) sont alors organisées
en plusieurs boules imbriquées omme dans [Bourquardez 09℄ où la onsigne en posi-
tion provient d'un shéma d'asservissement visuel.
Le suivi de trajetoire peut être basé sur des tehniques de bakstepping [Mahony 02℄,
des modèles préditifs de ommande [Kim 03℄ ou des lois de ommande par retour d'é-
tat non linéaire [Hua ℄. Ces tehniques reposent sur l'hypothèse que l'état omplet du
drone peut être estimé. En pratique, ertaines omposantes du veteur d'état ne sont pas
disponibles omme la vitesse de translation par exemple. An de résoudre e problème,
une première solution onsiste à dénir un observateur an d'estimer les omposantes
manquantes. Une autre solution est proposée dans [Bertrand 07℄ et onsiste à onstruire
une loi de ommande par retour d'état partiel lorsque la vitesse de translation n'est pas
disponible.
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Le suivi de hemin visuel a été abordé pour les drones quadrirotors dans [Chitrakaran 06,
Ne 07℄. Dans es travaux, la améra embarquée est munie de deux degrés de liberté
supplémentaires (améra pan-tilt) an de la rendre totalement ationnée. L'objetif
de ommande est une nouvelle fois formulé omme une tâhe de positionnement de la
améra et est réalisée par asservissement visuel.
Nous dénirons l'objetif de ommande pour e type de robot dans la Setion 3.4.
Des résultats de simulations permettront d'étudier les performanes de l'approhe pro-
posée (Setion 3.5).
3.2 Cas des robots à roues non-holonomes
Soit Ψ = {I1, I2, . . . In−1, In} un hemin sensoriel extrait de la mémoire MS
omme déni dans le Chapitre 2. Nous nous intéressons ii au suivi de Ψ par un robot
mobile à roues non-holonome. Dans un premier temps, nous préisons l'objetif de
ommande. Nous proposons ensuite un shéma de ommande permettant de l'atteindre.
3.2.1 Objetif de ommande
Le repère ourant assoié au véhiule est noté Fc = (Oc,Xc,Yc,Zc) où Oc est le
entre de ommande, Xc est dirigé dans la diretion d'avane du véhiule, Zc est dirigé
perpendiulairement au sol et Yc omplète le trièdre diret. Soient Ii et Ii+1 deux im-
ages onséutives du hemin sensoriel Ψ et Ic l'image ourante (le apteur se situant
entre les prises de vue Ii et Ii+1). Nous supposons que les paramètres extrinsèques
du apteur ('est-à-dire la position et l'orientation du repère lié au apteur exprimées
dans le repère de ommande du robot) sont onnus. On notera Fi = (Oi,Xi,Yi,Zi),
Fi+1 = (Oi+1,Xi+1,Yi+1,Zi+1) et Fc les repères assoiés au véhiule lors des prises de
vue Ii, Ii+1 et Ic.
L'objetif de ommande est d'amener suessivement le apteur, rigidement xé au
orps du robot, aux positions et aux orientations orrespondant aux prises de vue dénis-
sant le hemin sensoriel Ψ.
À ette n, nous utiliserons deux stratégies diérentes. La première stratégie on-
siste à guider Ic vers Ii+1 en régulant asymptotiquement l'axe Xc sur la droite (Υ) =
(Oi+1,Xi+1) (voir Fig. 3.2). L'objetif de ommande est alors atteint si l'axe d'avane
ourant Xc est régulé sur (Υ) avant que l'origine de Fc atteigne l'origine de Fi+1. Nous
verrons dans la Setion 3.2.3.2 que ette stratégie a l'avantage d'être d'une mise en
÷uvre simple. Cependant, la trajetoire de référene est dans e as disontinue lors des
hangements d'image lé.
La seonde stratégie onsiste à dénir une trajetoire de référene (Υ) ontinue.
An d'atteindre l'objetif de ommande, (Υ) doit passer par les origines de Fi et Fi+1.



























(b) Shéma blo de la ommande
Fig. 3.2  Réalisation de l'objetif de ommande par la Stratégie 1.
































(b) Shéma blo de la ommande
Fig. 3.3  Réalisation de l'objetif de ommande par la Stratégie 2.
De plus, les droites (Oi,Xi) et (Oi+1,Xi+1) doivent être tangentes à (Υ) en Oi et Oi+1
(voir Fig. 3.3). L'objetif de ommande se ramène alors à la régulation de Xc le long de
ette trajetoire avant que l'origine de Fc atteigne l'origine de Fi+1. Par onstrution,
les disontinuités dans la trajetoire de référene disparaissent au prix d'une omplexité
de mise en ÷uvre arue omme nous le verrons dans le paragraphe 3.2.3.2. De manière
assez lassique, nous utiliserons des splines ubiques de Hermite pour onstruire (Υ).
On note que nous ne herhons ii qu'à éliminer les problèmes de disontinuité dans la
trajetoire de référene.
Assez lairement, es deux stratégies (Stratégies 1 et 2) se ramènent à des tâhes
de suivi du hemin de référene (Υ). Pour résoudre e problème, nous avons hoisi de
onevoir des lois de ommande basées sur le formalisme des systèmes haînés. Comme
nous le verrons dans la suite, e hoix permet de répondre à l'ensemble de nos objetifs :
 le apteur peut avoir les mêmes ontraintes de déplaement que le robot,
 le robot se déplae à une vitesse longitudinale donnée,
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 la trajetoire parourue est maîtrisée.
La dénition de la loi de ommande est réalisée en deux étapes. Tout d'abord, le
modèle d'état du robot est onverti en un système haîné e qui permet d'obtenir une
expression linéaire. Les onepts de l'automatique linéaire peuvent ensuite être exploités
pour onstruire une loi de ommande ave des performanes garanties (voir Setion
3.2.3).
3.2.2 Modélisation des robots à roues
Nous supposons que les véhiules à roues sont des orps rigides, symétriques, se
déplaçant sur des sols plans horizontaux et à vitesse réduite. Il est ainsi possible de nég-
liger les omposantes dynamiques (suspensions. . .) et la déformation des pneumatiques.
En outre, le ontat entre la roue et le sol est supposé sans glissement. Compte tenu
de es hypothèses, les lois de ommande utilisées pour les véhiules à roues se baseront
sur un modèle inématique. Parmi les types de robots mobiles à roues, on renontre
prinipalement eux onstitués de deux roues arrières non orientables, ationnées in-
dépendamment l'une de l'autre, et d'une roue folle plaée à l'avant et eux onstitué de
deux roues arrières non orientables et de deux roues avant orientables.
Les modèles inématiques de es deux types de robots mobiles (har et biylette)
sont présentés dans la suite.
Modèle har L'état du véhiule peut être déni dans le repère de Frenet relatif à la
trajetoire de référene (Υ) à suivre. On introduit les notations suivantes (se référer à
la Figure 3.4) :
 Oc est le entre de l'essieu arrière (point de ontrle).
 M est le point appartenant à (Υ) le plus prohe de Oc. Ce point est supposé
unique, e qui est réaliste en pratique si la trajetoire est susamment ontinue
et si le véhiule reste prohe de elle-i.
 s est l'absisse urviligne du pointM le long de (Υ) et c(s) dénit la ourbure de
(Υ) en e point.
 y et θ sont respetivement les erreurs latérale et angulaire du véhiule par rapport
au hemin (Υ).
 φ˙G et φ˙D sont les vitesses angulaires des roues gauhe et droite.
 V est la vitesse longitudinale (vitesse de Oc le long de l'axe Xc du repère Fc).
 ω est la vitesse angulaire autour de l'axe Zc du repère Fc.
La onguration du véhiule peut être dérite sans ambiguïté par le veteur d'état
e = [s y θ]⊤ : les deux premières omposantes représentent la position du entre du
robot tandis que la troisième omposante dérit sa diretion. Le veteur de ommande
d'un tel robot est [φ˙D φ˙G]
⊤
. Par une relation inversible, il est possible de passer du


























Fig. 3.4  Modèle har pour le suivi de hemin.
ave R le rayon des roues et 2L la largeur de l'essieu arrière.
Le modèle inématique d'un tel robot est obtenu en érivant que les veteurs vitesses
au point Oc et aux milieux des roues arrières sont dirigés dans le plan des roues et que le
mouvement du véhiule est, à haque instant, une rotation autour du entre instantané




y˙ = V sin θ
θ˙ = ω − V c(s) cos θ
1− yc(s)
(3.1)
Le modèle (3.1) est lairement singulier si y =
1
c(s)
'est-à-dire quand le point Oc est
superposé ave le entre de ourbure d'absisse s. Cependant, ette onguration n'est
jamais renontrée en pratique ar, d'une part, la ourbure de la trajetoire de référene
(Υ) est généralement assez faible et, d'autre part, le véhiule est supposé prohe de (Υ).
Modèle biylette Ce type de véhiule peut se ramener à une roue arrière motrie et
à une roue avant diretrie. On introduit les notations supplémentaires suivantes (voir
Fig. 3.5) :
 δ est l'angle de braquage virtuel des roues avant (moyenne des angles de braquage
droit et gauhe).
 l est l'empattement (la distane entre les entres des essieux arrière et avant).












Fig. 3.5  Modèle biylette pour le suivi de hemin.
Le veteur de ommande virtuel de e modèle est [V δ]⊤. Lorsqu'on suppose que
la vitesse longitudinale est non nulle (V 6= 0), le modèle biylette est équivalent au





L'équation d'état du modèle biylette (également appelée modèle d'Akermann)








− V c(s) cos θ
1− yc(s)
(3.3)
On notera que les singularités du modèle (3.3) sont identiques à elles du modèle har.
3.2.3 Commande
Sans perte de généralité, nous utilisons le modèle har dérit par l'équation (3.1). Il a
été prouvé dans [Samson 95℄ qu'un système non linéaire omme (3.1) peut être onverti
par des hangements de variable en un système dit haîné, beauoup plus simple à
manipuler du point de vue de la ommande. Dans le paragraphe 3.2.3.1, l'équation
(3.1) est onvertie en un système haîné. La loi de ommande est ensuite onstruite à
partir de e système en exploitant des outils lassiques d'automatique linéaire. Nous
verrons alors que les trajetoires spatiales peuvent être ommandées quelle que soit la
vitesse longitudinale [Thuilot 04℄.
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3.2.3.1 Chaînage du système
Soient la transformation d'état donnée par (3.4) et la transformation de ommande












s y (1− yc(s)) tan θ ] (3.4)












((1− yc(s)) tan θ) (3.7)
Les transformations Φ et Ξ sont inversibles sous les onditions y 6= 1
c(s)
et V 6= 0 et
sous la ondition θ 6= π2 [π]. Cette onguration orrespond à une diretion du véhiule
perpendiulaire à la trajetoire. Dans la pratique, on onsidérera que l'éart angulaire
restera dans l'intervalle ]− π2 ; π2 [.
En substituant (3.4), (3.6) et (3.7) dans (3.1), le système non linéaire (3.1) peut être
réérit sans approximation sous la forme haînée suivante :
a˙1 = m1
a˙2 = a3 m1
a˙3 = m2
(3.8)
Le modèle (3.8) onstitue un système haîné, dépendant de deux variables de om-
mande : m1 qui est homogène à la vitesse d'avane (s˙) du véhiule le long de (Υ) et
m2 dépendant de la vitesse de rotation ω (la dépendane de m2 à ω intervient par
l'intermédiaire de θ˙ dans (3.1)).
An de onstruire une loi de ommande ave des performanes indépendantes de la
vitesse d'avane V , il est judiieux de réérire le système haîné (3.8) en dérivant par












3.2.3.2 Loi de ommande
En utilisant le système linéarisé exat (3.9), une loi de ommande dédiée au suivi
du hemin (Υ) peut être onstruite de la façon suivante. L'objetif du suivi de hemin
est d'asservir à zéro les erreurs latérale et angulaire par rapport à (Υ). D'après (3.4),
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et objetif se traduit par la onvergene des variables a2 et a3 vers zéro. Au vu de la
struture du système (3.9) (équivalent à un double intégrateur), ela peut être obtenue
par le hoix d'un régulateur proportionnel dérivé pour la variable m3 omme suit :
m3 = −Kda3 −Kpa2 (Kp, Kd) ∈ R+∗ ×R+∗ (3.10)
où Kd et Kp sont deux réels dénis positifs xant la réponse du système. Ce régulateur
permet, en eet, d'aboutir à l'équation diérentielle suivante :
da´2
da1
+Kda´2 +Kpa2 = 0. (3.11)
Les gains Kd et Kp sont don homogènes à des gains proportionnel et dérivé d'un
orreteur lassique. De plus, omme a2 = y, les gains Kd et Kp imposent une distane
d'établissement. Par onséquent, pour une erreur latérale initiale donnée, la trajetoire
du véhiule est identique quelle que soit la valeur de V , même si ette vitesse, non nulle,
varie ave le temps [Thuilot 04℄. Par inversion de la transformation haînée, l'expression
non linéaire de la loi de ommande s'érit :








−Kd(1− c(s)y) tan θ
−Kpy + c(s)(1 − c(s)y) tan2 θ
)
+ c(s) cos θ1−c(s)y
] (3.12)
sous les trois onditions évoquées préédemment (V 6= 0, y 6= 1
c(s) et θ 6= π2 [π]).
La loi de ommande (3.12), valable pour les robots de type har peut être ombinée
ave l'équation (3.2) an d'obtenir la loi de ommande pour les systèmes de type biy-
lette :










−Kd(1− c(s)y) tan θ
−Kpy + c(s)(1 − c(s)y) tan2 θ
)
+ c(s) cos θ1−c(s)y
]) (3.13)
Comme pour la loi de ommande (3.12), la loi (3.13) suppose que la vitesse longitudinale
est non nulle (V 6= 0) et que les hypothèses y 6= 1
c(s) et θ 6= π2 [π] sont vériées.
Réglage des gains Nous nous intéressons maintenant au réglage des gains de om-
mande Kp et Kd. La relation (3.11) dénit un système du seond ordre. On peut alors
poser : Kp = ω
2
n et Kd = 2ζωn où ωn représente la pulsation propre du système et ζ le
fateur d'amortissement. An d'éviter toute osillation de l'éart latéral autour de zéro
et garantir la onvergene la plus rapide possible, le système doit être amené en régime




1 + ωn(s − s0) + y′(s0)(s− s0)
)
e−ωn(s−s0)
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où s0 désigne l'absisse urviligne initiale et y(s0) (respetivement y
′(s0)) l'éart latéral
entre le hemin de référene et la position initiale du véhiule (respetivement sa dérivée
en fontion de s). On onsidère que les objetifs de la régulation sont atteints dès que
l'erreur latérale est inférieure à 5% de l'erreur initiale y(s0). La distane d'établissement
dm peut don être dénie par la relation :
0.05 =
(




On suppose que lors du démarrage, l'évolution de l'erreur latérale est nulle (y′(s0) = 0).











Ces gains assurent que l'éart latéral aura diminué de 95% lorsque le véhiule aura
parouru une distane dm le long de la trajetoire de référene.
Réalisation de nos objetifs Dans le as général, il est néessaire d'estimer le
veteur d'état du robot e = [s y θ]⊤ an de aluler les ommandes (3.12) et (3.13),
l'absisse urviligne s permettant d'estimer la ourbure et sa dérivée au point M de
(Υ). Nous verrons dans le Chapitre 4 omment une améra peut permettre d'estimer
es paramètres.
Comme nous l'avons évoqué préédemment, la Stratégie 1 onsiste à suivre le hemin
(Υ) = (Oi+1,Xi+1). Ce hemin ayant une ourbure nulle (c(s) = 0, ∀s), les lois de
ommandes (3.12) et (3.13) se réérivent sous les formes :
ω(y, θ) = V cos3 θ (−Kd tan θ −Kpy) (3.18)
et
δ(y, θ) = arctan
(
l cos3 θ [−Kd tan θ −Kpy]
)
(3.19)
Dans e as, on peut se ontenter de la mesure de l'état partiel ep = [y θ]
⊤
an de
aluler les ommandes (3.18) et (3.19).
Jusque là, nous avons supposé que les variables d'état étaient parfaitement estimées
à partir des données apteurs. Nous verrons dans le Chapitre 4 que, dans le as d'une
améra, l'erreur angulaire est parfaitement estimée tandis que les erreurs de translation
sont déterminées ave un fateur d'éhelle s ∈ ℜ+∗. Pour la Stratégie 1, la distane
d'établissement réelle vaut alors
dm
s
. On obtient à partir de (3.15) la relation suivante :
dmωn ≃ 4.75s
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D'après ette équation et (3.14), l'erreur latérale sera inférieure à 95% de l'erreur initiale
y(s0) au bout d'une distane dm si le fateur d'éhelle est surestimé. Pour la Stratégie 2,
nous n'avons pas démontré que le suivi sera réalisé de façon onvenable ave un fateur
d'éhelle diérent de 1. Nous verrons, ependant, lors des simulations (Setion 3.3.2.1)
que les résultats de la tâhe de navigation sont satisfaisants lorsque s est supérieur à 1.
3.3 Résultats de simulation
Les simulations sont réalisées sous Matlab en onsidérant un robot d'intérieur non-
holonome de type har muni d'une améra xe. Le repère améra et le repère robot sont
supposés onfondus (l'axe optique de la améra est dirigée vers le plafond). Le veteur
de translation pour passer du repère améra au repère robot est don nul :
rtc = 03×1
et la matrie de rotation vaut l'identité :
r
Rc = I3×3 (paramètres extrinsèques).
Rappelons que notre approhe de navigation peut se déomposer en trois étapes :
(1) onstrution de la mémoire sensorielle, (2) loalisation initiale et (3) navigation
autonome. Nous onsidérerons ii que la mémoire se résume à une séquene unique
d'images. La loalisation initiale sera la première image de la séquene et l'objetif
onsiste (sauf exeption) à rejoindre la dernière image de la séquene.
Le hemin suivi lors de la phase d'apprentissage est représenté Fig. 3.6 dans le repère
monde Fw. Tout d'abord, le robot avane de la position [2 8 0]⊤ à la position [7 8 0]⊤
(l'orientation est nulle), il suit ensuite un ar de erle de rayon 1 mètre dans le sens
trigonométrique, de façon à arriver à la position [8 7 0]⊤ ave un angle de −π2 radians.
Le robot avane de 1 mètre (position [8 6 0]⊤ ). Le robot eetue ensuite un quart de
erle de 2 mètres de rayon, une translation de 4 mètres puis un demi-erle de rayon 2
mètres an de revenir à la position initiale. Le hemin total mesure 21 mètres.
Les positions du robot orrespondant aux aquisitions des images de référene sont
situées tous les 1 mètre au début du déplaement, puis tous les 0.5 mètre lors du dernier
virage. La mémoire visuelle est alors formée de 27 images de référene. Le apteur simulé
est une améra qui aquiert des images de taille 640×480 pixels ave un objetif sheye
dont les paramètres intrinsèques sont eux d'une améra réelle : fu = 864.7, fv = 831.8,
u0 = 305.1 pixels, v0 = 266.9 pixels et ξ = 2.875 (nous reviendrons sur e modèle
de améra dans le Chapitre 4). La fréquene d'aquisition des images est xée à 10
Hz. Nous onsidérons 200 points 3D oplanaires situés sur un plan horizontal situé
à une hauteur de 3 mètres par rapport à l'origine du repère robot. Ces points sont
projetés sur le plan image. L'appariement des points entre deux images est réalisé en
simulation et permet d'estimer la matrie d'homographie en utilisant l'équation (4.14)
dénie p. 126. Les entrées de ommande sont estimées à partir de la déomposition de
ette matrie omme nous le verrons dans le Chapitre 4. On obtient ensuite aisément
l'erreur angulaire θ et l'erreur latérale y (à un fateur d'éhelle près). Pour la stratégie 2,
l'absisse urviligne est également néessaire. Dans nos expérimentations, nous utilisons
une spline de Hermite. Celle-i est dénie par l'équation paramétrée par le réel t ∈ [0, 1] :
M(t) = h00(t)M0 + h10(t)T0 + h01(t)M1 + h11(t)T1 (3.20)
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ave M0 = M(0) et M1 = M(1) les positions initiale et nale et T0 = T(0) et T1 = T(1)
les tangentes en es points. Les oeients du polynme (3.20) sont donnés par :
h00(t) = 2t
3 − 3t2 + 1
h10(t) = t
3 − 2t2 + t




Les variables d'état néessite de aluler l'estimation de la tangente et de la normale à
la spline ainsi que de la ourbure en un point M de la spline. Les oordonnées de e





























(t) les dérivées de x(t) et y(t) par rapport à t. La ourbure en e point










Les paramètres de la spline ubique de Hermite utilisée dans e as sont obtenus à partir
de l'erreur angulaire, de l'erreur latérale et de l'absisse urviligne alulées pour l'image
lé préédente.
Nous dénissons l'erreur dans l'image ErrImage omme la moyenne des distanes
entre les positions des points appareillés.
Dans un premier temps, nous supposons que les paramètres extrinsèques et intrin-
sèques de la améra sont parfaitement onnus, que les données apteur sont non bruitées
et que le fateur d'éhelle est onnu de manière exate. Nous analysons alors l'inu-
ene des paramètres intervenant dans la ommande (ritère de hangement d'image
lé, amplitude des erreurs initiales, stratégie de suivi et distane d'établissement). Nous
analysons ensuite l'inuene d'erreurs sur les paramètres relatifs à l'estimation des vari-
ables d'état (fateur d'éhelle et paramètres extrinsèques du apteur). Nous proposons
enn d'analyser la robustesse de l'approhe vis-à-vis d'erreurs sur les paramètres intrin-
sèques du apteur visuel et en présene de bruits de mesure.
3.3.1 Inuene des paramètres intervenant dans la ommande
Dans ette partie, nous étudions l'inuene des ritères de hangement d'image lé,
des erreurs initiales, des stratégies de ommande employées et de la distane d'étab-
lissement sur le suivi du hemin sensoriel.
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Fig. 3.6  Environnement de simulation utilisé pour la navigation des robots à roues.
Les oordonnées sont exprimées en mètres. Les points 3D permettant d'estimer l'état
sont représentés par des roix.
3.3.1.1 Inuene du hoix du ritère de hangement d'image lé
Deux ritères de hangement d'image lé sont étudiés ii :
Critère 1 : e ritère est déni dans l'espae apteur : une image lé est atteinte lorsque
l'erreur dans l'image ErrImage est inférieure à un seuil.
Critère 2 : e ritère est déni dans l'espae artésien : une image lé est atteinte
lorsque l'absisse urviligne du pointM de (Υ) le plus prohe du entre du
robot est supérieure à l'absisse urviligne de Oi+1.
Nous utilisons la Stratégie 2 et analysons l'inuene du ritère de hangement d'im-
age sur la réalisation de l'objetif de suivi. La distane d'établissement dm est xée à
1 mètre (distane raisonnable au vue des dimensions de l'environnement) et la vitesse
d'avane V à 0.2 m/s. La position initiale du robot est [2 8.1 0]⊤ (y(s0) = 0.1 m) et
l'orientation est nulle
2
(don θ(s0) = 0). L'erreur initiale dans l'image est de 40 pixels.
Nous onsidérons le Critère 1 ave un seuil xé à 3 pixels. Les résultats sont représentés
Figure 3.7 où les diérentes grandeurs (ommande, éarts, erreur dans l'image) sont
données en fontion du temps (exprimé en seondes) et les roix marquent un hange-
ment d'image lé.
On observe sur la Fig. 3.7 (a) que les résultats du suivi de hemin sont satisfaisants.
La moyenne de l'éart latéral réel par rapport au hemin parouru lors de l'appren-
tissage est nulle et l'éart type est de 1 entimètre
3
. Les erreurs angulaire et latérale
onvergent vers zéro (voir Fig. 3.7 ()) tandis que l'erreur dans l'image déroît vers le
2
Si ela n'est pas préisé, ela sera toujours le as lors des simulations suivantes.
3
Nous onsidérons que les éarts par rapport au hemin appris sont mesurés une fois que l'image
Mem2 a été rejoint an de ne pas prendre en ompte la phase initiale pour rejoindre le hemin appris.
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Fig. 3.7  Critère 1 (ErrImage < 3 pixels) ave une position initiale prohe du hemin
appris (y(s0)= 0.1 m). (a) hemin parouru (oordonnées exprimées en mètres) et (b)
erreur dans l'image (en pixels), () erreur latérale y exprimée en mètre et erreur angulaire
θ exprimée en radians et (d) ommande ω (exprimée en rad/s) en fontion du temps
(en seondes).
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Fig. 3.8  Critère 1 (ErrImage < 3 pixels) ave une position initiale éloignée du hemin
appris (y(s0) = 0.5 m). (a) hemin parouru (oordonnées exprimées en mètres) et (b)
erreur dans l'image (en pixels) en fontion du temps (en seondes).
seuil xé pour haque image du hemin sensoriel (voir Fig. 3.7 (b)).
Nous positionnons maintenant le robot en [2 8.5 0]⊤ (l'erreur latérale initiale vaut
alors 0.5 mètre). Les résultats de la navigation autonome sont représentés Figure 3.8. Le
robot se rapprohe du hemin appris ave les aratéristiques voulues (y(s) ≤ 0.05y(s0)
après avoir parouru une distane dm). Cependant, ela ne permet pas d'atteindre le
seuil déni dans l'espae apteur (ErrImage < 3 pixels ; voir Fig. 3.8 (b)). La tâhe de
suivi éhoue don.
An de surmonter ette diulté, il est possible d'augmenter le seuil assoié au
Critère 1. Le robot étant initialement positionné omme préédemment ([2 8.5 0]⊤),
nous xons le seuil du Critère 1 à 13 pixels. Les résultats sont représentés Fig. 3.9. On
observe que l'erreur entre le hemin appris et le hemin parouru n'est plus régulée de
façon onvenable dans l'espae artésien : l'erreur moyenne est de 5 entimètres ave un
éart type de 6 entimètres. Le plus souvent, e omportement résulte du hangement
d'image qui se produit bien avant que la position orrespondant à la prise de vue de
l'image de référene ne soit atteinte.
Nous utilisons maintenant le Critère 2. Les résultats sont représentés Fig. 3.10. Le
omportement de l'erreur dans l'image et le hemin parouru dans l'espae artésien
(éart latéral moyen nul ave un éart type inférieur à 1 entimètre) sont satisfaisants
bien que l'erreur latérale initiale soit importante. Dans e as, le Critère 2 semble don
plus adapté que le Critère 1.
Au vu de es résultats, plusieurs hoix sont envisageables. Un bon omportement
peut être obtenu ave le Critère 2, même en présene d'erreurs initiales importantes.
Cependant, dans le adre de la Stratégie 1, ette solution néessite d'estimer l'absisse
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Fig. 3.9  Critère 1 (ErrImage < 13 pixels) ave une position initiale éloignée du hemin
appris (y(s0) = 0.5 m). (a) hemin parouru (oordonnées exprimées en mètres) et (b)
erreur dans l'image (en pixels) en fontion du temps (en seondes).
urviligne en plus des variables d'état. Si les erreurs initiales sont faibles, le Critère 1
peut être employé. Dans le adre de la Stratégie 1, ela impose un éhantillonnage plus
n dans les virages serrés an d'assurer que les erreurs soient faibles lors des hangements
d'image lé. Une autre possibilité, que nous n'avons pas approfondie dans ette thèse,
est de dénir un ritère dans l'image fontion de l'erreur initiale. Cela permettrait de
traiter de manière indiérente les deux stratégies, même en présene d'erreurs initiales
importantes.
3.3.1.2 Inuene des erreurs initiales
Nous proposons ii d'étudier la robustesse de notre approhe vis-à-vis d'erreurs
initiales importantes (erreur latérale tout d'abord puis erreur angulaire ensuite).
Erreur latérale Nous vérions que la ommande par suivi de hemin et le ritère de
hangement d'image lé permettent de réaliser l'objetif de ommande par la Stratégie
1 pour inq positions initiales situées entre [2 7 0]⊤ et [2 9 0]⊤. L'orientation initiale est
identique à elle du hemin appris au niveau de l'image désirée (θ(s0) = 0). Les hemins
parourus sont représentés Fig. 3.11 (a). La distane d'établissement étant plus impor-
tante que la distane pour rejoindre l'image Mem2, l'éart latéral diminue mais n'est
pas régulé à zéro avant d'atteindre ette image lé.
Nous vérions maintenant que les performanes attendues en terme de onvergene
sont atteintes : la valeur d'éart latéral y = 0.05y(s0) est atteinte pour une distane
inférieure à 1 mètre (distane d'établissement) sur le hemin à suivre (0.97 mètre pour
|y(s0)| = 1 mètre et 0.96 mètre pour |y(s0)| = 0.5 mètre).
Les diérentes grandeurs (ommande, erreurs latérale et angulaire, erreur dans l'im-
age) sont représentées Fig. 3.11 (b), () et (d) pour une position initiale située à 1 mètre
du hemin appris.
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Fig. 3.10  Critère 2 ave une position initiale éloignée du hemin appris. (a) hemin
parouru (oordonnées exprimées en mètres) et (b) erreur dans l'image (en pixels), ()
erreur latérale y exprimée en mètre et erreur angulaire θ exprimée en radians et (d)
ommande ω (exprimée en rad/s) en fontion du temps (en seondes).
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Fig. 3.11  Robustesse par rapport à l'éart latéral initial y(s0). (a) hemins parourus
pour des valeurs initiales de y(s0) valant -1 mètre, -0.5 mètre, 0 mètre, 0.5 mètre et
1 mètre (représentés en oordonnées métriques) et (b) erreur dans l'image (en pixels),
() erreur latérale y exprimée en mètre et erreur angulaire θ exprimée en radians et (d)
ommande ω (exprimée en rad/s) en fontion du temps (en seondes) pour un éart
latéral initial y(s0) = -1 mètre.
Erreur angulaire Nous analysons maintenant les performanes de notre approhe
en présene d'une erreur angulaire initiale qui peut être importante. Le robot est posi-
tionné en [2 8.5 0]⊤ et l'orientation par rapport à la diretion initiale du hemin appris
(et don l'éart angulaire initial θ(s0)) varie entre -20 degrés et 20 degrés. Les diérents
hemins parourus sont représentés Fig. 3.12. Pour les diérentes erreurs d'orientation
initiales, la réalisation de la tâhe de navigation est satisfaisante. Une fois enore, les
résultats montrent qu'un éart latéral inférieur à 5% de l'éart initial est obtenu pour
une distane inférieure ou égale à la distane d'établissement.
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Fig. 3.12  Chemins parourus ave des valeurs initiales de l'état de y(s0) = 0.5 mètre
et θ(s0) de −20 degrés, −10 degrés, 0 degré, 10 degrés et 20 degrés (représentés en
oordonnées métriques).
3.3.1.3 Stratégie 1 et Stratégie 2
Nous omparons maintenant les Stratégies 1 et 2 le long du hemin omplet. Le
robot est initialement positionné en [2 8.5 0]⊤ ave une orientation nulle (on a don
y(s0) = 0.5 mètre et θ(s0) = 0). Les hemins parourus sont représentés Fig. 3.13. Dans
les deux as, le hemin parouru lors de l'apprentissage est bien suivi : l'éart moyen par
rapport au hemin appris est inférieur à 1 entimètre et atteint une valeur maximale
d'environ 2 entimètres pour les deux stratégies.
Les évolutions de [y θ], de l'erreur dans l'image et de la ommande sont représentées
Fig. 3.14. Pour la Stratégie 1 (olonne de gauhe), les disontinuités dans la référene
dans les deux virages impliquent des disontinuités dans [y θ] (voir entre 25 seondes et
55 seondes puis entre 75 seondes et 105 seondes). Il en résulte des disontinuités dans
la ommande. La Stratégie 2 permet, quant à elle, d'obtenir des variations ontinues de
[y θ].
Comme nous l'avons évoqué dans la Setion 3.2.3.2, la Stratégie 1 a l'avantage d'être
d'une mise en ÷uvre simple. Cependant, la trajetoire de référene est disontinue e
qui se traduit, omme nous venons de le voir, par des disontinuités dans la ommande.
Les disontinuités dans la trajetoire de référene disparaissent dans la Stratégie 2 au
prix d'une omplexité de mise en ÷uvre arue.
3.3.1.4 Inuene de la distane d'établissement
Dans e paragraphe, on onsidère diérentes valeurs de la distane d'établissement :
0.5 mètre, 1 mètre, 2 mètres et 5 mètres. On rappelle que les premières images lés du
hemin sensoriel (Mem1 à Mem15) ont été aquises tous les 1 mètre puis les dernières
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Fig. 3.13  Chemins (représentés en oordonnées métriques) parourus ave les Straté-
gies 1 et 2.
images (Mem16 à Mem26) tous les 0.5 mètre. L'inuene de dm sur la tâhe de naviga-
tion est analysée dans la suite.
Stratégie 1 Les hemins parourus en utilisant les diérentes distanes d'établisse-
ment sont représentés Fig. 3.15. Tant que ette distane d'établissement est inférieure
ou égale à 2 mètres, le hemin appris est suivi ave un éart de moyenne inférieure à 1
entimètre et d'éart type inférieur à 2 entimètres. Ave une distane dm = 5 mètres,
on observe que le hemin parouru se situe à l'extérieur des virages du hemin appris
(l'éart moyen est alors de 17 entimètres et atteint 45 entimètres). Après environ 2.5
mètres parourus en ligne droite, l'éart entre le hemin parouru et le hemin appris
diminue jusqu'à devenir nul.
Les évolutions de [y θ], de l'erreur dans l'image et de la ommande ave des distanes
d'établissement de 0.5 mètre et 5 mètres sont représentés Figure 3.16. On observe sur
ette gure qu'ave une distane dm = 0.5 mètre, les vitesses atteignent des valeurs
plus élevées (2 rad/s ontre 0.18 rad/s en valeur absolue) et les sauts de vitesse sont
beauoup plus importants qu'ave une distane de 5 mètres. Une valeur importante
de la distane d'établissement permet don de s'éloigner des limites des ationneurs et
d'améliorer le onfort du matériel et/ou des passagers.
Stratégie 2 Les hemins parourus sont représentés Fig. 3.17. Le hemin appris est
bien suivi : l'éart moyen entre e hemin et le hemin suivi est inférieur à 1 entimètre
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Fig. 3.14  Erreur dans l'image (en pixels), erreur latérale y exprimée en mètre et
erreur angulaire θ exprimée en radians et ommande ω (exprimée en rad/s) en fontion
du temps (en seondes) ave la Stratégie 1 (olonne de gauhe) et ave la Stratégie 2
(olonne de droite).
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Fig. 3.15  Chemins (représentés en oordonnées métriques) parourus ave la Stratégie
1 et diérentes distanes d'établissement.
pour dm ≤ 2 mètres et vaut 4 entimètres pour dm = 5 mètres. Contrairement à la
Stratégie 1, le robot ne s'éloigne pas du hemin appris une fois qu'il a été rejoint, même
lorsque la distane d'établissement est importante.
Comme nous venons de l'évoquer, il est préférable de hoisir une valeur importante
de la distane d'établissement an d'éloigner le robot des limites de ses ationneurs et
ainsi d'améliorer le onfort du matériel et/ou des passagers. Dans la Stratégie 1, les
erreurs initiales importantes dans les virages se traduisent par un éart latéral impor-
tant par rapport à la trajetoire de référene. Cet éart est faible lorsque les positions
d'aquisition des images lés sont prohes (après Mem20) et roissent lorsqu'elles sont
éloignées (vers Mem7 et Mem8). An de limiter l'amplitude des éarts latéraux par
rapport à la trajetoire apprise, il serait don souhaitable de séletionner plus d'images
lés dans les virages lors de la phase de onstrution de la arte sensorielle. Toutefois,
ela entraînerait des hangements de référene plus nombreux et un aroissement de
la taille mémoire néessaire au stokage de la mémoire sensorielle.
3.3.2 Inuene des paramètres relatifs à l'estimation des variables
d'état
La distane d'établissement est maintenant xée à dm = 1 mètre et nous nous
foalisons sur l'inuene des paramètres relatifs à l'estimation des variables d'état 'est-
à-dire le fateur d'éhelle et les erreurs sur les paramètres extrinsèques du apteur.
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Fig. 3.16  Erreur dans l'image (en pixels), erreur latérale y exprimée en mètre et
erreur angulaire θ exprimée en radians et ommande ω (exprimée en rad/s) en fontion
du temps (en seondes) ave la Stratégie 1 ave une distane d'établissement de 0.5
mètre (olonne de gauhe) et de 5 mètres (olonne de droite).
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Fig. 3.17  Chemins (représentés en oordonnés métriques) parourus ave la Stratégie
2 et diérentes distanes d'établissement.
3.3.2.1 Fateur d'éhelle
Pour les deux stratégies de suivi proposées, nous supposons que l'erreur latérale y
peut être obtenue ave un fateur d'éhelle s de valeurs 0.3, 0.6, 1 et 5. Nous analysons
l'inuene de e fateur sur la réalisation de la tâhe de navigation.
Stratégie 1 Les hemins parourus sont représentés Fig. 3.18 ave les diérents fa-
teurs d'éhelle. Quand le fateur d'éhelle est inférieur à 1 (s= 0.3 ou s = 0.6), l'inuene
de l'erreur angulaire devient prépondérante par rapport à l'erreur latérale. Le hemin
suivi dans les lignes droites est satisfaisant mais il se situe à l'intérieur des virages (l'er-
reur latérale n'est alors pas régulée à zéro). Lorsque l'éhelle est largement surestimée
(s = 5), des osillations apparaissent. L'éart maximal observé ave le hemin appris
est alors de 31 entimètres.
Stratégie 2 Les hemins parourus pour es diérents fateurs d'éhelle sont représen-
tés Fig. 3.19. Les éarts entre les hemins suivis et le hemin appris ont pour moyenne
11 entimètres (s = 0.3), 2 entimètres (s = 0.6) et 0 entimètre (s = 1 et s = 5) et
atteignent des valeurs maximales de 25 entimètres, 9 entimètres, 2 entimètres et 1
entimètres. Comme pour la Stratégie 1, une éhelle sous-estimée onduit à un hemin
parouru situé à l'intérieur du virage. Si le fateur est supérieur ou égal à 1, les éarts
entre les hemins appris et parourus sont faibles. Contrairement à la Stratégie 1, l'éart
latéral n'osille pas lorsque le fateur d'éhelle est surestimé.
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Fig. 3.18  Chemins (représentés en oordonnées métriques et ave diérentes ouleurs)
parourus ave la Stratégie 1 et diérents fateurs d'éhelle.






























Fig. 3.19  Chemins (représentés en oordonnées métriques ave diérentes ouleurs)
parourus ave une Stratégie 2 et diérents fateurs d'éhelle.
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Dans le adre de la Stratégie 1, l'éhelle doit être orretement estimée ou légèrement
surestimée. Il peut être néessaire pour ela d'utiliser un autre apteur. La Stratégie 2
est ii plus adaptée si le fateur d'éhelle est mal estimé, une surestimation de l'éhelle
étant susante pour obtenir un omportement satisfaisant.
3.3.2.2 Erreurs sur la pose du apteur
Jusqu'à maintenant, nous avons supposé que la pose du apteur était parfaitement
onnue dans le repère robot. On xe la translation à





Rc = I3×3. Nous supposons que le fateur d'éhelle est parfaitement onnu.
Nous étudions l'inuene d'erreurs sur la pose du apteur dans le repère du robot. Soient
r˜tc = [∆X ∆Y 0]
⊤
l'erreur sur la position et ∆θ l'erreur sur la rotation autour de l'axe
Zc ajoutées à la pose et à l'orientation réelles.
Erreur de translation le long de l'axe d'avane On suppose que les erreurs ∆Y
et ∆θ sont nulles. Nous étudions l'inuene de trois valeurs pour l'erreur de position
sur l'axe Xc :
 ∆X = -0.3 mètre,
 sans erreur (∆X = 0),
 ∆X = 0.3 mètre.
Les résultats ave la Stratégie 1 sont représentés Figure 3.20. Le hemin sensoriel est
entièrement suivi par le robot. On observe Fig. 3.20 (a) que si la valeur exate de ∆X
n'est pas onnue, les éarts entre le hemin appris et les hemins parourus sont plus
importants que lorsque ∆X = 0 (4 entimètres ontre 1 entimètre en moyenne et ave
des valeurs maximales de 13 entimètres ontre 3 entimètres). En eet, la valeur de
∆X inuene le hangement d'image de référene. Dans le as ∆X = -0.3 mètre, l'éart
latéral est régulé à zéro tandis que l'éart angulaire dans les virages ne onvergent que
jusqu'à des valeurs d'environ 4 degrés (voir Fig. 3.20 (b)). Pour une erreur de posi-
tion ∆X = 0.3 mètre, des dépassements sont observés sur les variables d'état avant les
hangements d'image lé. Des résultats similaires sont obtenus ave la Stratégie 2.
Erreur de translation le long de l'axe latéral On suppose maintenant que les
erreurs ∆X et ∆θ sont nulles. Nous étudions l'inuene de trois valeurs pour l'erreur
de position sur l'axe Yc :
 ∆Y = -0.5 mètre,
 sans erreur (∆Y = 0),
 ∆Y = 0.5 mètre.
Les résultats ave la Stratégie 1 sont représentés Figure 3.21. L'éart entre les hemins
parourus et le hemin appris est faible (les éarts moyens sont inférieurs à 2 entimètres
ave des valeurs maximales de 8 entimètres, 2 entimètres et 7 entimètres). La régu-
lation de l'éart angulaire est, ependant, perturbée par les erreurs de positions (voir
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Fig. 3.20  (a) hemins (représentés en oordonnées métriques) parourus ave la
Stratégie 1 et diérentes erreurs de position de la améra sur l'axe d'avane. Erreur
latérale y exprimée en mètre et erreur angulaire θ exprimée en radians en fontion du
temps (en seondes) pour des erreurs de position (b) ∆X = -0.3 mètre et () ∆X = 0.3
mètre.
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Fig. 3.21  (a) hemins (représentés en oordonnées métriques) parourus ave la
Stratégie 1 et diérentes erreurs de position de la améra sur l'axe latéral. Erreur latérale
y exprimée en mètre et erreur angulaire θ exprimée en radians en fontion du temps (en
seondes) pour des erreurs de position (b) ∆Y = -0.5 mètre et () ∆Y = 0.5 mètre.
Fig. 3.21 ()). Des résultats similaires sont obtenus ave la Stratégie 2.
Erreur d'orientation autour de l'axe de rotation du véhiule On suppose main-
tenant que les erreurs ∆X et ∆Y sont nulles. Nous introduisons les erreurs d'orientation
suivantes :
 ∆θ = -20 degrés,
 ∆θ = -10 degrés,
 sans erreur (∆θ = 0 degré),
 ∆θ = 10 degrés,
 ∆θ = 20 degrés.
74 SUIVI DE CHEMIN














































































Fig. 3.22  (a) hemins (représentés en oordonnées métriques) parourus ave une
Stratégie 2 et diérentes erreurs d'orientation de la améra. Erreur dans l'image (en
pixels), erreur latérale y exprimée en mètre et erreur angulaire θ exprimée en radians et
ommande ω (exprimée en rad/s) en fontion du temps (en seondes) ave la Stratégie
2 et une erreur d'orientation du apteur de ∆θ = −20 degrés.
Les résultats ave la Stratégie 2 sont représentés Fig. 3.22, le hemin parouru ave une
erreur d'orientation ∆θ = 20 degrés n'étant pas représenté ar la tâhe de navigation
éhoue. L'inuene d'une erreur sur e paramètre est très importante omme on peut le
onstater Figure 3.22 (a). Les hemins sont parourus ave des éarts de moyenne : 14
entimètres (∆θ = -20 degrés), 7 entimètres (∆θ = -10 degrés), nul (∆θ = 0 degré) et
8 entimètres (∆θ = 10 degrés) et de valeur maximale : 20 entimètres, 10 entimètres,
2 entimètres et 35 entimètres. De plus, des erreurs d'orientation importantes entraî-
nent des osillations. Les erreurs latérale et angulaire onvergent vers des valeurs de -
15 entimètres (resp. -14 entimètres) et de 16 degrés (resp. 14 degrés) sur le début du
trajet (resp. sur la n du trajet, lorsque les situations d'aquisition des images lés sont
plus prohes). Il est à noter qu'ave la Stratégie 1, les erreurs de suivi sont enore plus
importantes.
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Comme nous venons de le voir, les hemins parourus sont satisfaisants en présene
d'erreurs sur la position du apteur. De légères osillations peuvent, ependant, appa-
raître en présene d'une erreur longitudinale. Cela est du à l'utilisation du Critère 2
de hangement d'image lé qui dépend entre autres de l'absisse urviligne du point de
(Υ) le plus prohe du entre du robot. Ce dernier étant mal estimé dans ette situation,
des hangements d'image de référene sont réalisés trop tt ou trop tard. Ce problème
peut probablement être résolu par l'utilisation d'un ritère de hangement d'image lé
diérent. Les simulations montrent également que l'orientation du apteur par rapport
au repère de ommande doit être orretement estimée an d'assurer la réussite de la
navigation.
3.3.3 Inuene des paramètres relatifs à la pereption
Nous supposons que les paramètres extrinsèques de la améra ainsi que le fateur
d'éhelle sont parfaitement onnus. Aux paramètres d'étalonnage ont été ajoutés un
bruit additif d'une valeur de 20% sur les foales réelles, de 2 pixels sur les oordonnées
exates du point prinipal et de 20% sur le paramètre ξ. D'autre part, les erreurs de
mesure sont représentées via un bruit aléatoire de distribution uniforme et de variane
0.5 pixels sur la position des points dans l'image. Les résultats sont représentés Fig.
3.23. Les hemins parourus, non représentés ii, sont suivis ave des éarts de moyenne
inférieure à 1 entimètre et de valeur maximale inférieure à 3 entimètres malgré les
erreurs importantes sur les paramètres internes du apteur et sur les bruits de mesure.
Les erreurs latérale et angulaire sont régulées à zéro (voir Fig. 3.23 () et (d)).
76 SUIVI DE CHEMIN
























































































Fig. 3.23  Erreur dans l'image (en pixels), erreur latérale y exprimée en mètre et
erreur angulaire θ exprimée en radians et ommande ω (exprimée en rad/s) en fontion
du temps (en seondes) ave la Stratégie 1 (olonne de gauhe) et la Stratégie 2 (olonne
de droite) ave des erreurs d'étalonnage et des erreurs sur la pereption (20% sur les
foales, 2 pixels sur les oordonnées du point prinipal, 20% sur ξ et un bruit aléatoire
de distribution uniforme et de variane 0.5 pixels sur les positions des points).















Fig. 3.24  Repères utilisés pour modéliser le drone et position des 4 rotors générant la
poussée T .
3.4 Cas des drones quadrirotors
Nous nous intéressons maintenant au suivi de hemin sensoriel pour les drones
quadrirotors. Nous présentons tout d'abord quelques notations utiles à la bonne om-
préhension de la suite. Le modèle simplié du quadrirotor que nous employons pour
la dénition de la ommande est présenté dans la Setion 3.4.2. Nous préisons en-
suite l'objetif de ommande pour e type d'engin. Nous présentons nalement la loi de
ommande permettant de réaliser et objetif dans la Setion 3.4.4.
3.4.1 Notations
Deux repères seront utilisés dans la suite (voir Fig. 3.24) :
 un repère inertiel Fw(Ow, Xw, Yw, Zw) onsidéré Galiléen, lié à la terre, relatif à
une origine xe Ow. Les axes de e trièdre, onsidérés omme xes, pointent vers
le Nord (Xw), vers l'Est (Yw) et vers le entre de la Terre (Zw).
 un repère Fc(Oc, Xc, Yc, Zc) lié au orps du drone, ayant pour origine le entre
de gravité Oc du véhiule. Xc est appelé axe de roulis et est dirigé vers l'avant du
véhiule, Yc est l'axe de tangage (dirigé vers la droite) et Zc est l'axe de laet,
dirigé vers le bas.
L'orientation du repère lié au orps, exprimée dans le repère inertiel Fw, peut être
représentée de diérentes manières (angles d'Euler, matrie de rotation, quaternions
. . .). Les angles RTL (Roulis, Tangage, Laet) ou angles de Tait-Bryan, souvent employés
dans le domaine aéronautique, permettent d'exprimer la relation de passage du repère
Fc au repère Fw à partir d'une suession de trois rotations :
 une rotation d'angle ψ (ψ ∈] − 180◦, 180◦]), appelé angle de laet, autour de Zc
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 une rotation d'angle θ (θ ∈ [−90◦, 90◦[), appelé angle de tangage, autour de Y′c
transformant F ′c en un repère F
′′







 une rotation d'angle φ (φ ∈ [−180◦, 180◦]), appelé angle de roulis, autour de X′′c
transformant F ′′c en Fw
Le veteur ξ = [φ θ ψ]⊤ onstitué respetivement des angles de roulis, tangage et
laet permet de représenter la rotation assurant le passage de Fc vers Fw ou orientation
du drone. L'attitude du drone (également appelée assiette) est la rotation dénie par
les angles de roulis et de tangage.
Soit SO(3) le groupe des matries de rotations de dimension 3 tel que :
SO(3) =
{
Θ ∈ ℜ3×3 | Θ⊤Θ = I3×3 et det(Θ) = 1
}
La matrie de rotation Θ ∈ SO(3) du drone assoiée aux angles RTL est de la forme :
Θ =




ave les notations : sθ = sin(θ) et cθ = cos(θ).
Soit Ω le veteur instantané de rotation du drone exprimant la vitesse de rotation
dans le repère Fc. La dynamique de Θ est donnée en fontion de la vitesse de rotation
Ω par la relation suivante :
Θ˙ = Θ [Ω]×
où [Ω]× représente la matrie antisymétrique assoiée au veteur Ω.
La position (respetivement la vitesse linéaire) du entre de gravité du robot ex-
primée dans le repère inertiel Fw est noté p (resp. v).
Le drone est ationné par 4 rotors disposés en roix (voir Fig. 3.24). En onsidérant
que la dynamique des moteurs est négligeable par rapport à elle du drone, les vitesses de
rotation des quatre rotors sont onsidérées atteintes immédiatement. La onguration
du drone peut alors être dérite sans ambiguïté par le veteur d'état :
[
p⊤ v⊤ ξ⊤ Ω⊤
]⊤
.
3.4.2 Modélisation des quadrirotors
Dans la littérature, deux méthodes sont prinipalement employées pour dérire la
dynamique du drone : la première est basée sur le formalisme de Lagrange (par ex-
emple dans [Castillo 04℄) alors que la seonde utilise les équations de Newton (voir,
par exemple, [Hamel 02b℄). Nous utilisons plutt la seonde méthode qui est, de notre
point de vue, plus failement interprétable. On pourra, par exemple, se référer à la
thèse [Guénard 06℄ pour une modélisation omplète des drones X4 via les équations de
Newton.
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Le bilan des fores impliquées dans ette modélisation fait intervenir : le poids du
drone, le ouple gyrosopique (résultant de la rotation simultanée de la struture du
drone et de la rotation à grande vitesse des hélies), les fores de traînée, le ouple de
réation (réé par le hangement des vitesses de rotation des rotors) et T la poussée
générée par les 4 moteurs. Dans les diérents modèles dynamiques proposés dans la lit-
térature ([Pounds 02, Bouabdallah 05, Waslander 05, Metni 05℄ entre autres), ertaines
de es fores sont négligées.
Nous utiliserons également un modèle simplié du quadrirotor pour la synthèse de
la loi de ommande. Nous supposons que la géométrie du drone est parfaite. Soient m
la masse du drone et g la onstante de gravité. Le poids, onstant, s'applique au entre
de gravité du drone et est dirigée dans la diretion onstante Zw :
P = mgZw
Le drone est supposé être en vol quasi-stationnaire e qui se traduit par les onditions
suivantes :
 la vitesse v reste modérée (‖v‖ < vlim, vlim ∈ ℜ+∗).
 la poussée T reste assez prohe de elle de la poussée à l'équilibre (mg− δ ≤ T ≤
mg + δ ave δ ∈ ℜ+∗ tel que 0 < δ ≪ mg).
La première ondition implique que les eorts dus au déplaement en translation
(traînée) peuvent être négligés. Comme la géométrie du drone est parfaite et omme les
rotors, en nombre pair, évoluent autour de leur vitesse d'équilibre (seonde ondition),
l'eet gyrosopique provoqué par la rotation des rotors est impereptible et sera don
négligé dans la suite. Nous négligeons également le ouple de réation.
La fore de poussée est donnée par :
Fp = −TΘZw
On note Γ1, Γ2 et Γ3 les ouples de ommande relatifs aux angles RTL. Le veteur
[T Γ1 Γ2 Γ3]
⊤ = [T Γ⊤]⊤ peut être onsidéré omme entrée de ommande virtuelle. Il
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où b et κ sont des onstantes positives qui dépendent de la densité de l'air, du pas et
des aratéristiques géométriques des hélies et d est la distane entre l'axe d'un rotor
et le entre de gravité du robot.


















Fig. 3.25  Suivi du hemin sensoriel.
où I est la matrie d'inertie du système exprimée au entre de gravité Oc dans le repère
lié au orps Fc. Comme la géométrie du drone est supposée parfaite, ette matrie est











+ Ω× IΩ = IΩ˙+ Ω× IΩ (3.24)
Le modèle dynamique du drone peut alors s'érire à partir des équations de Newton :
p˙ = v
mv˙ = −TΘZw +mgZw
Θ˙ = Θ [Ω]×
IΩ˙ = −Ω× IΩ+ Γ
(3.25)
3.4.3 Objetif de ommande
Nous supposons que les paramètres extrinsèques du apteur ('est-à-dire la posi-
tion et l'orientation du repère lié au apteur exprimées dans le repère de ommande
du robot) sont supposés parfaitement onnus. Soient Ii et Ii+1 deux images onsé-
utives du hemin sensoriel Ψ et Ic l'image ourante. On notera Fi = (Oi,Xi,Yi,Zi),
Fi+1 = (Oi+1,Xi+1,Yi+1,Zi+1) et Fc = (Oc,Xc,Yc,Zc) les repères assoiés au véhiule
lors des prises de vue Ii, Ii+1 et Ic (voir Fig. 3.25).
En théorie, l'objetif de ommande est identique à elui proposé pour les robots
mobiles dans le paragraphe 3.2.1 :
L'objetif de ommande est d'amener suessivement le apteur, rigidement xé au orps
du robot, aux positions et aux orientations orrespondant aux prises de vue dénissant
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le hemin sensoriel Ψ.
Cependant, les ontraintes de déplaement du drone sont très diérentes de elle
des robots mobiles à roues. En partiulier, la dynamique de rotation est ouplée ave
la dynamique de translation (voir Éq. (3.25)). Ainsi, le déplaement en translation est
eetuée par une inlinaison en assiette du drone. An que la vitesse de translation du
drone ne soit pas ontrainte à être similaire à elle de la phase d'apprentissage au niveau
des situations de référene, il est néessaire de ne pas imposer l'inlinaison en assiette.
Cela se traduit par le nouvel objetif de ommande pour le quadrirotor :
L'objetif de ommande est d'amener le apteur suessivement aux positions et aux
angles de laet orrespondant aux prises de vue dénissant le hemin sensoriel Ψ.
Pour les robots à roues, nous avons employé une stratégie de suivi de hemin. Dans
le ontexte des drones, il n'existe, à notre onnaissane, pas de travaux se rapportant
à ette problématique. Nous proposons ii d'utiliser une stratégie de stabilisation pour
réaliser et objetif. Soient p et ψ (respetivement pi+1 et ψi+1) la position et le laet du
drone, exprimés dans le repère inertiel Fw et orrespondant au repère Fc (resp. Fi+1).
L'objetif de ommande se ramène alors à réguler la position p vers pi+1 et le laet ψ
vers ψi+1. On dénit alors les erreurs de position p˜ = p− pi+1 et de laet ψ˜ = ψ−ψi+1
(voir Fig. 3.25).
3.4.4 Commande
Notre objetif de ommande peut être vu omme une tâhe de positionnement et
une tâhe de régulation en laet. An de synthétiser ette ommande, nous proposons
d'employer le système de ommande hiérarhique représenté Fig. 3.26. Ce système a
été hoisi ar sa stabilité a été démontrée dans [Guénard 08℄. De plus, haque niveau
de ommande peut permettre de ompenser les perturbations internes à ette boule.
La ommande en position onsiste à assigner une vitesse de translation désirée vd et à
assurer que le système est en vol quasi-stationnaire.
Le système (3.25) étant sous-ationné et les dynamiques de rotation et de trans-
lation ouplées, la ommande en translation impose les onsignes d'assiette. La loi de
ommande peut alors être dissoiée en deux ontrleurs interdépendants permettant :
 le ontrle de la dynamique de translation, pour lequel la poussée et une onsigne
d'assiette sont dénies,
 le ontrle de la dynamique de rotation, pour lequel les ouples de ommande sont
dénis.
La dynamique de translation est stabilisée par un régulateur embarqué omme elui
proposé dans [Guénard 08℄. Ce régulateur permet la onvergene de la vitesse du en-
tre de gravité v vers la vitesse désirée vd, tout en garantissant que le véhiule reste en
régime quasi-stationnaire, en imposant une assiette désirée et une poussée T . La rota-
tion désirée Θd est obtenue en fusionnant l'assiette désirée ave le laet désiré.


















Fig. 3.26  Shéma blo de la ommande hiérarhique du drone.
La dynamique de rotation est ensuite stabilisée par un régulateur qui permet la
onvergene de la matrie de rotation Θ vers la matrie de rotation désirée Θd en im-
posant les ouples de ommande Γ. Ce régulateur assure que l'assiette est limitée aux
petits angles et que la vitesse de translation est bornée. Cela permet de rester dans les
onditions de vol quasi-stationnaire si la vitesse désirée vd permet ette ondition.
La stabilité de e régulateur embarqué a été démontrée dans [Guénard 06℄. En pra-
tique, le dispositif expérimental et le réglage des gains amènent une onvergene rapide
de l'orientation vers l'orientation désirée. Pour la dynamique de translation, les gains
assoiés sont plus petits que les gains de la ommande en rotation. De e fait, en onsid-
érant la dynamique de v lente par rapport à elle de Θ, on peut onsidérer Θd omme
lentement variable (quasiment onstant). On peut ainsi négliger les termes de ouplage
entre les deux boules imbriquées et assurer que Θd tend vers Θ et que vd tend vers v.
Il nous reste maintenant à dénir la vitesse désirée vd permettant d'atteindre notre
objetif de ommande. Soient l'erreur de position p˜ et l'erreur de vitesse de translation
v˜ dénies par : {
p˜ = p− pi+1
v˜ = v− vd (3.26)
où pi+1 est la position désirée, supposée onstante (p˙i+1 = 0).
Nous introduisons la fontion vetorielle satǫ(x) (ǫ ∈ ℜ+∗) représentant la saturation
de haque omposante xi du veteur x à ǫ :{
satǫ(xi) = xi si |xi| ≤ ǫ
satǫ(xi) = ǫ signe(xi) si |xi| > ǫ
Théorème 3.4.1 La loi de ommande suivante :
vd = −Ksatǫ(p˜) (3.27)
ave K ∈ ℜ+∗ un salaire petit omparé aux gains de la dynamique de translation et ǫ
un salaire qui dépend des onditions limites de vol quasi-stationnaire sur la vitesse de
translation, permet de réguler l'erreur de position p˜ à zéro.
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Preuve: An de vérier que ette loi de ommande assure la stabilisation du drone,





En utilisant la première ligne du système (3.25) et la dénition de l'erreur de position,
la dérivée de S par rapport au temps peut s'érire :
S˙ = p˜⊤v (3.29)
Ave la loi de ommande (3.27) et la dénition de l'erreur de vitesse, l'équation (3.29)
peut se réérire sous la forme :
S˙ = −Kp˜⊤satǫ(p˜) + p˜⊤v˜ (3.30)
Le terme p˜⊤v˜ agit omme une perturbation sur la stabilisation de la position. Si le gain
K est hoisi petit omparé aux gains de la dynamique de translation, alors on peut
onsidérer que vd est lentement variable et que la dynamique de translation est plus
rapide que elle de p. Dans es onditions, on peut armer que v˜ onverge vers zéro. Le
terme perturbateur onverge alors rapidement vers zéro et l'équation (3.30) peut être
réérite :
S˙ ≃ −Kp˜⊤satǫ(p˜)
Sahant queK est positif et que la fontion de saturation a pour propriété x⊤satǫ(x) > 0
pour tout x 6= 0, la relation S˙ ≤ 0 est assurée. La fontion de stokage S est don dénie
négative e qui assure la onvergene de p vers pd. La loi de ommande (3.27) est alors
stabilisante pour le système (3.25) et assure que les onditions de vol quasi-stationnaire
sont remplies.
Réalisation de nos objetifs La loi de ommande (3.27) permet de réguler la posi-
tion ourante p vers la position pi+1 où l'image désirée a été aquise tandis que le laet
est régulé au niveau de la boule de ommande en orientation.
Notons nalement que lorsque l'erreur de translation est estimée à un fateur d'éhelle
près s ∈ ℜ+∗ (e qui est le as ave une améra), la loi de ommande (3.27) est toujours
stabilisante tant que Ks est petit omparé aux gains de la dynamique de translation.
3.5 Résultats de simulation
Nous proposons de réaliser des simulations sous Matlab an d'analyser les per-
formanes de l'approhe dérite préédemment. Le même environnement et la même
améra que pour les simulations ave les robots à roues (voir Setion 3.3) sont employés.
Les paramètres du modèle omplet du drone orrespondent aux paramètres d'un drone
réel. En partiulier, les ommandes en orientation et en poussée sont réalisées toutes les
6 milliseondes (adene du DSP embarqué sur le drone ; voir Setion 5.2.2, p. 146). Des
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bruits blans sont ajoutés sur les estimations des angles de rotation et sur les vitesses de
rotation et orrespondent aux bruits obtenus, après ltrage des données de la entrale
inertielle. D'autre part, la poussée n'est pas instantanée et les moteurs ont un temps
de réponse de 13 milliseondes. Les ouples de ommande sont limités à 0.6 Nm. La
fréquene d'aquisition des images est xée à 10 Hz. Le repère améra et le repère robot
sont supposés onfondus (l'axe optique de la améra est don dirigée vers le plafond).
Le veteur de translation pour passer du repère améra au repère robot est don nul :
rtc = 03×1 et la matrie de rotation vaut l'identité : rRc = I3×3 (paramètres extrin-
sèques).
Le hemin parouru lors de la phase d'apprentissage est, dans le plan XwYw, similaire
à elui utilisé pour les robots mobiles à roues dans la Setion 3.3 et ontient également
des hangements d'altitude (voir Fig. 3.27). Ainsi, la position sur Zw est de 0 mètre lors
de la première ligne droite. Cette position passe de 0 mètre à 1 mètre lors du virage 1
et reste stabilisée à ette hauteur. Enn, lors du virage 3 la position sur Zw passe de
1 mètre à 0 mètre. An d'être prohe des onditions expérimentales réelles, l'angle de
laet est onstant tout le long du trajet parouru et est xée à θ = 0 deg.
Les positions du robot orrespondant aux aquisitions des images de référene sont
situées tous les 1 mètre au début du déplaement, puis tous les 0.5 mètre lors du dernier
virage. La mémoire visuelle est don formée de 27 images de référene. Nous onsidérons
que lors de l'apprentissage, la vitesse de translation est très faible. Les angles d'assiette
des lieux d'aquisition des images sont don onsidérés omme nuls.
L'appariement des points entre deux images est réalisé en simulation et permet
d'estimer la matrie d'homographie en utilisant l'équation (4.14) dénie p. 126. Les
variables d'état du robot sont estimées à partir de la déomposition de ette ma-
trie omme nous le verrons dans le Chapitre 4. On obtient alors aisément l'erreur
de laet ψ˜ et l'erreur de position p˜ (à un fateur d'éhelle près). Dans la suite, on notera
p˜ = [ErrX ErrY ErrZ]⊤. La saturation sur la position est xée à ǫ = 0.5 mètre.
Dans un premier temps, nous supposons que les paramètres extrinsèques et intrin-
sèques de la améra sont parfaitement onnus, que les données apteur sont non bruitées
et que le fateur d'éhelle est onnu de manière exate. Nous analysons alors l'inu-
ene des paramètres intervenant dans la ommande (ritère de hangement d'image lé,
saturation). Nous analysons ensuite l'inuene d'erreurs sur les paramètres relatifs à
l'estimation des variables d'état (fateur d'éhelle et paramètres extrinsèques du ap-
teur). Nous proposons ensuite d'analyser la robustesse de l'approhe vis-à-vis d'erreurs
sur les paramètres intrinsèques du apteur visuel et en présene de bruits de mesure.
Enn, l'inuene de perturbations (biais sur l'estimation de la vitesse de translation,
perturbation sur les ouples, perturbations de type vent) est analysée.
3.5.1 Inuene des paramètres intervenant dans la ommande
Ces paramètres sont les ritères de hangement d'image lé, les erreurs initiales et
la valeur de la saturation.






















































(r=2 m, z=1 m)
Virage 1 (r=1m, z=0 à 1 m)
Ligne droite z=1m
Virage 3 (r=2 m, z=1 à 0 m)
Fig. 3.27  Environnement de simulation utilisé pour la navigation d'un quadrirotor.
Les oordonnées sont exprimées en mètres. Les points 3D utilisés pour l'estimation des
entrées de la ommande sont représentés par des roix.
3.5.1.1 Inuene du ritère de hangement d'image lé
Deux ritères de hangement d'image lé sont étudiés ii :
Critère 1 : le premier est déni dans l'espae apteur : une image lé est atteinte lorsque
l'erreur dans l'image ErrImage est inférieure à un seuil.
Critère 2 : le seond est déni dans l'espae des variables d'entrée de la ommande :
une image lé est atteinte lorsque la norme de l'erreur de position ‖p˜‖ est
inférieure à un seuil.
Nous analysons l'inuene du ritère de hangement d'image sur la réalisation de
l'objetif de suivi. La position initiale du robot est [2 8.5 0.5]⊤ (p˜ = [1 0.5 − 0.5]⊤).
L'erreur initiale dans l'image est d'environ 50 pixels. Nous onsidérons le Critère 1 ave
un seuil xé à 3 pixels. Les résultats sont représentés Figure 3.28. Lors de la réalisation
de la tâhe de navigation, l'éart entre le hemin parouru et le hemin appris a pour
moyenne 2 entimètres et éart type 3 entimètres ave un maximum de 19 entimètres
4
. Les erreurs en position et en laet onvergent vers zéro et les erreur dans l'image
déroissent jusqu'au seuil xé avant haque hangement d'image lé.
On onsidère maintenant le Critère 2 ave un seuil xé à 0.02 mètre. Les résul-
tats sont représentés Figure 3.29. On observe des résultats similaires à eux obtenus
préédemment.
4
Les éarts ne sont pris en ompte qu'à partir de l'image Mem2.





























































































Fig. 3.28  Critère 1 (ErrImage < 3 pixels) ave une erreur initiale p˜ = [1 −0.5 −0.5]⊤.
(a) hemin parouru (oordonnées exprimées en mètres) et (b) erreur dans l'image (en
pixels), () erreurs de position p˜ exprimées en mètre et erreur de laet ψ˜ exprimée
en radians et (d) ommande (poussée T exprimée en Newton et ouples Γ1, Γ2 et Γ3
exprimés en Nm) en fontion du temps (en seondes).






























































































Fig. 3.29  Critère de hangement déni dans l'espae artésien (erreur de position
inférieure à 0.02 m) ave une erreur initiale p˜ = [1 − 0.5 − 0.5]⊤. (a) hemin parouru
(oordonnées exprimées en mètres) et (b) erreur dans l'image (en pixels), () erreurs de
position p˜ exprimées en mètre et erreur de laet ψ˜ exprimée en radians et (d) ommande
(poussée T exprimée en Newton et ouples Γ1, Γ2 et Γ3 exprimés en Nm) en fontion
du temps (en seondes).






















Fig. 3.30  Chemins parourus ave diérentes positions initiales (oordonnées ex-
primées en mètres).
Les deux ritères de hangement d'image lé proposés sont tous les deux satisfaisants.
Cependant, nous n'avons pas pris en ompte le fait que les images pouvaient être de
mauvaise qualité omme ela est le as dans nos expérimentations (voir Chapitre 5).
Cela résulte en des perturbations sur les erreurs de position et de laet mais également
sur l'erreur dans l'image. Dans e as, le Critère 2 de hangement d'image lé nous
semble plus approprié ar il est plus robuste vis-à-vis de es perturbations.
3.5.1.2 Norme de l'erreur de position
Nous analysons maintenant le omportement du drone en fontion de l'erreur de
position. On rappelle que la saturation sur la position est xée à ǫ = 0.5 mètre. Nous
onsidérons l'objetif de rejoindre l'image lé Mem2, le drone étant situé à la position
[3−δ 8+δ δ]⊤ ave δ telle que la norme de l'erreur initiale soit égale à 0.25 mètre, 0.5
mètre, 1 mètre, 1.5 mètre, 2 mètres puis 2.5 mètres. On rappelle que haque omposante
de l'erreur de position est saturée par ǫ avant d'alimenter la loi de ommande.
Les résultats sont représentés Figure 3.30. Pour es diérentes erreurs initiales, la
position désirée est toujours atteinte. Il est à noter que les hemins parourus sont sim-
ilaires.
On note φ la valeur absolue de l'angle de tangage maximum du drone observé sur
la trajetoire pour rejoindre la position désirée. Sur la gure 3.31 (a), φ est représentée
en fontion de la norme initiale de l'erreur de position. Pour une distane supérieure à
1.5 mètre, φ atteint une valeur de 0.04 radians (soit 2.8 degrés). On observe également
que le temps de onvergene vers la position désirée est approximativement linéaire en
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Fig. 3.31  (a) Angle de tangage maximum φ (en radians) et (b) temps de onvergene
pour rejoindre Mem2 (en seondes) en fontion de l'erreur initiale (exprimée en mètres)
pour une valeur de saturation de l'erreur de position p˜ valant ǫ = 0.5 mètre.
fontion de la norme initiale pour une norme de l'erreur supérieure à 0.7 mètre (voir
Fig. 3.31 (b)).
Les hemins parourus ave diérentes normes de l'erreur de position initiale sont
similaires. La saturation limite les angles d'assiette maximum lorsque la valeur de la
norme est importante, permettant ainsi de rester en vol quasi-stationnaire.
3.5.1.3 Inuene de la saturation
Suite aux simulations préédentes, nous étudions l'inuene de la valeur de la sat-
uration ǫ. On fait varier ette saturation de 0.1 mètre à 0.9 mètre. Sur la Figure 3.32
(a), φ et le temps de onvergene pour une distane de 3 mètres sont représentés en
fontion de la valeur de la saturation ǫ. Plus ǫ est grand, plus le temps néessaire pour
rejoindre l'image lé (ave une erreur initiale de 3 mètres) est faible (voir Fig. 3.32 (b)).
Cependant, on observe que φ est quasi proportionnelle à la saturation. Ainsi, l'angle de
tangage maximum roît quasi linéairement ave la saturation. Cela onduit à une forte
inlinaison du drone pouvant amener à un dérohage.
Dans la suite, on xera la valeur de la saturation à ǫ = 0.5 mètre e qui permet un
bon ompromis entre rapidité et séurité omme nous venons de le voir.
3.5.2 Inuene des paramètres relatifs à l'estimation des variables
d'état
Nous étudions maintenant l'inuene des paramètres relatifs à l'estimation des vari-
ables d'état : le fateur d'éhelle et la pose de la améra (paramètres extrinsèques).
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Fig. 3.32  (a) Angle de tangage maximum φ (en radians) observé pour des normes
d'erreur initiale supérieures à 1.5 mètre et (b) temps de onvergene jusqu'à Mem2 (en
seondes) en fontion de la valeur de la saturation ǫ (exprimée en mètres).
3.5.2.1 Fateur d'éhelle
Le ritère de hangement d'image lé est déni dans l'espae artésien et est xé
à ‖p˜‖ = 0.03 mètre. Nous supposons que les erreurs de position sont données ave un
fateur d'éhelle s égal à 1/3, 1 et 3. Les résultats sont représentés Fig. 3.33.
Ave les diérents fateurs d'éhelle, le drone rejoint la situation ible en parourant
des hemins diérents (voir Fig. 3.33). Les éarts par rapport au hemin appris ont pour
moyenne 3 entimètres (s = 1/3), 2 entimètres (s = 1), 3 entimètres (s = 5) et pour
valeur maximale 26 entimètres, 17 entimètres et 24 entimètres.
Le hemin parouru est plus prohe du hemin appris lorsque l'éhelle est orrete-
ment estimée (on a alors un hemin parouru de 21.5 mètres pour un hemin appris de
21.4 mètres). Ave un fateur s = 1/3, le hemin parouru est plus ourt tandis qu'ave
un fateur de 3, le hemin est plus long (26.5 mètres). En eet, un fateur d'éhelle
supérieur à 1 entraîne une surestimation des erreurs de translation e qui onduit à des
ommandes d'amplitudes plus importantes (voir Fig. 3.34). On observe que les mouve-
ments obtenus ave s = 3 sont de fortes amplitudes (voir Fig. 3.34, dernière ligne) e qui
peut être problématique pour la séurité du matériel embarqué. En outre, les données
aquises par les apteurs étant diretement liées à es mouvements, l'estimation des
variables d'état ave l'image de la mémoire peut s'avérer diile.
La tâhe de navigation autonome a été réalisée orretement ave diérents fateurs
d'éhelle. On peut, ependant, améliorer le omportement en vol du drone en estimant le
fateur d'éhelle via les apteurs embarqués sur e type d'engin, notamment un télémètre
à ultrason.













































Fig. 3.33  Inuene du fateur d'éhelle : hemins parourus (oordonnées exprimées
en mètres).
3.5.2.2 Erreur d'estimation de la pose du apteur
Jusqu'à maintenant, nous avons supposé que la pose du apteur était parfaitement
onnue dans le repère robot. On xe ette pose à





Rc = I3×3. Nous supposons que le fateur d'éhelle est parfaitement onnu.
Erreur de position Soient
r˜tc = [∆X ∆Y 0]
⊤
l'erreur sur la position ajoutées à la
pose réelle du apteur dans le repère du robot. Nous étudions l'inuene de ette erreur
sur la tâhe de navigation. Les résultats sont représentés Fig. 3.35 (a) pour une erreur
de pose sur Xc de ∆X = -0.1 mètre, ∆X = 0 mètre et ∆X = 0.1 mètre, ∆Y étant nulle
puis Fig. 3.35 (b) pour une erreur de pose sur Yc ave les mêmes valeurs, ∆X étant nulle.
Dans es deux as, on observe que les hemins parourus lors de la phase autonome
sont très prohes de elui eetué lors de la phase d'apprentissage : la moyenne de
l'erreur entre les hemins parourus et le hemin appris est inférieure à 2 entimètres
ave un éart type de 2 entimètres et une valeur maximale inférieur à 20 entimètres.
Erreur de laet Soient ∆ψ l'erreur sur le laet ajoutée à l'orientation en laet réelle
du apteur dans le repère du robot.
 ∆ψ = -20 degrés,
 ∆ψ = -10 degrés,
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Fig. 3.34  Inuene du fateur d'éhelle : erreurs de position p˜ exprimées en mètre et
erreur de laet ψ˜ exprimée en radians, ommande (poussée T exprimée en Newton et
ouples Γ1, Γ2 et Γ3 exprimés en Nm) et orientation du drone en fontion du temps
(en seondes) ave un fateur d'éhelle de 1/3 (olonne de gauhe) et de 3 (olonne de
droite)




















































































(b) Erreur de position du apteur sur Yc
Fig. 3.35  Inuene d'une erreur de position de la améra (a) sur Xc et (b) sur Yc.
Chemins parourus (oordonnées exprimées en mètres) pour diérentes valeurs de es
erreurs.










































∆ ψ = −20°
∆ ψ = −10°
∆ ψ = 0°
∆ ψ = 10°
∆ ψ = 20°
Fig. 3.36  Inuene d'une erreur de laet de la améra. Chemins parourus (oordon-
nées exprimées en mètres) pour diérentes valeurs de ette erreur.
 sans erreur (∆ψ = 0 degré),
 ∆ψ = 10 degrés,
 ∆ψ = 20 degrés.
Pour les diérentes valeurs de l'erreur, le hemin sensoriel est entièrement suivi (voir
Fig. 3.36).
À travers es simulations, nous observons que la stratégie proposée est relativement
robuste vis-à-vis des erreurs sur l'estimation des paramètres extrinsèques du apteur.
3.5.3 Inuene des paramètres relatifs à la pereption
Nous nous intéressons à l'inuene des paramètres de la améra sur la tâhe de
navigation. Aux paramètres d'étalonnage ont été ajoutés un bruit additif d'une valeur
de 20% sur les foales réelles, de 2 pixels sur les oordonnées exates du point prinipal
et de 20% sur le paramètre ξ. D'autre part, les erreurs de mesure sont représentées
par un bruit aléatoire de distribution uniforme et de variane 0.5 pixel sur la position
des points dans l'image. Les résultats sont représentés Figure 3.37. Le hemin est suivi
ave une erreur de moyenne de 5 entimètres, un éart type de 3 entimètres et une
valeur maximale de 14 entimètres. L'erreur dans l'image déroît jusqu'à atteindre 3
pixels pour haque image lé (Fig. 3.37 (b)). La stratégie adoptée est don relativement
robuste vis-à-vis de e type d'erreurs.






















































































Fig. 3.37  Inuene des paramètres de pereption. (a) hemin parouru (oordonnées
exprimées en mètres) et (b) erreur dans l'image (en pixels), () erreurs de position p˜
exprimées en mètre et erreur de laet ψ˜ exprimée en radians et (d) ommande (poussée
T exprimée en Newton et ouples Γ1, Γ2 et Γ3 exprimés en Nm) en fontion du temps
(en seondes).
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3.5.4 Inuene des perturbations
Nous supposons que les paramètres extrinsèques et intrinsèques de la améra sont
parfaitement onnus, que les données apteur sont non bruitées et que le fateur d'éhelle
est onnu de manière exate. On onsidère ii des perturbations sur l'estimation de la
vitesse de translation, sur les ouples puis des perturbations de type vent.
3.5.4.1 Inuene d'un biais sur la vitesse de translation
On onsidère un biais b xe sur la mesure de la vitesse sur l'axe Yc. Le ritère de
hangement d'image lé est déni omme le hangement de signe de la position sur Xc.
Les résultats sont représentés Fig. 3.38 (a) ave un biais de 0 m/s, 0.025 m/s, 0.05 m/s,
0.1 m/s puis 0.2 m/s.
Les erreurs de position sur Xc et sur Zc onvergent vers 0 tandis que le biais sur la
vitesse se traduit par une erreur statique de position sur Yc, proportionnelle au biais
sur la vitesse ave un rapport
1
K
ave K le gain de la ommande (voir Fig. 3.38 (b)).
An d'éviter des erreurs sur la position, il est néessaire d'estimer la vitesse de
translation sans biais. En général, les drones disposent d'une entrale inertielle mesurant
les aélérations en translation. En théorie, la vitesse de translation peut être estimée
par intégration des aélérations. Cependant, ette mesure dérive assez rapidement.
D'autres apteurs doivent don être employés. Nous verrons dans le Chapitre 5.2.2 que
sur notre plateforme expérimentale, la vitesse de translation est estimée en utilisant les
images aquises par une améra embarquée dirigée vers le sol.
3.5.4.2 Perturbations sur les ouples
On onsidère dorénavant que la vitesse de translation mesurée est orrete. L'erreur
initiale vaut p˜ = [1 − 0.5 − 0.5]⊤. Des ouples de perturbation de 0 à 0.2 rad/s ont été
introduits sur l'axe Xc puis sur l'axe Yc. Les résultats présentés Fig. 3.39 et Fig. 3.40
montrent une bonne robustesse vis-à-vis de e type de perturbation. On observe sur la
Fig. 3.40 (a) que les hemins suivis sont dièrents en présene d'erreurs sur le ouple
Γ2. Toutefois, les erreurs en position et en laet onvergent vers 0.
On note ii l'intérêt d'un shéma de ommande ave des boules imbriquées : la
boule de ommande en assiette stabilise l'assiette même en présene de perturbations
extérieures sur les ouples.
3.5.4.3 Inuene du vent
On onsidère la vitesse de translation omme onnue de manière able et les per-
turbations autres que le vent nulles. Une perturbation de valeur xe, due au vent, est
ajoutée dans la diretion Xw. Les résultats sont représentés Fig. 3.41. Dans la première
partie du trajet, le vent est dans la diretion d'avane du drone. Une erreur statique









































Fig. 3.38  (a) hemins parourus ave diérents biais sur la vitesse (oordonnées ex-
primées en mètres) et (b) erreur sur Yc (∆Y ) exprimée en mètre en fontion du temps
(exprimé en seondes).





































































Fig. 3.39  Perturbation sur le ouple Γ1. (a) hemins parourus (oordonnées exprimées
en mètres) ave plusieurs valeurs de perturbation et (b) erreur dans l'image (en pixels),
() erreurs de position p˜ exprimées en mètre et erreur de laet ψ˜ exprimée en radians
en fontion du temps (en seondes) pour une perturbation valant 0.2 rad/s
2
.





































































Fig. 3.40  Perturbation sur le ouple Γ2. (a) hemins parourus (oordonnées exprimées
en mètres) ave plusieurs valeurs de perturbation et (b) erreur dans l'image (en pixels),
() erreurs de position p˜ exprimées en mètre et erreur de laet ψ˜ exprimée en radians
en fontion du temps (en seondes) pour une perturbation valant 0.2 rad/s
2
.





































































Fig. 3.41  Perturbation de type vent onstant. (a) hemins parourus (oordonnées
exprimées en mètres) ave plusieurs valeurs de perturbation et (b) erreur dans l'image
(en pixels), () erreurs de position p˜ exprimées en mètre et erreur de laet ψ˜ exprimée
en radians en fontion du temps (en seondes) pour un vent de 1 m/s dans la diretion
Xw.
sur Xc apparaît. Dans la seonde partie du trajet, la diretion du vent et la diretion
d'avane du drone sont diérentes. On observe alors que la tâhe de navigation éhoue
(Fig. 3.41 (a)). Nous avons également réalisé des simulations ave un vent tourbillon-
nant. Dans e as, les résultats obtenus ne sont pas satisfaisants (la tâhe de navigation
éhoue).
Notre approhe n'est don pas robuste vis-à-vis des perturbations de type vent. On
peut envisager deux stratégies pour atténuer les eets du vent sur la navigation au-
tonome. La première onsiste à mesurer ette perturbation an de l'introduire dans le
shéma de ommande. Il s'agit alors de s'interroger sur le dispositif à utiliser, en parti-
ulier sur un drone quadrirotor dont la harge utile est très limitée. Une autre stratégie
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onsiste à établir une loi de ommande robuste vis-à-vis de e type de perturbation.
3.6 Conlusion
Dans e hapitre, nous avons présenté des lois de ommande pour les robots mobiles
à roues non-holonomes et pour les drones de type quadrirotor permettant le suivi d'un
hemin sensoriel. Dans le premier as, l'objetif est déni omme le suivi d'un hemin
de référene passant par les situations d'aquisition des images lés du hemin sensoriel.
Des stratégies basées sur la théorie des systèmes haînés permettent de réaliser et ob-
jetif sans néessiter l'ajout de degrés de liberté au apteur. La trajetoire parourue est
alors maîtrisée et le onfort pour le matériel et les passagers est pris en ompte. Dans le
seond as, l'objetif est déni diéremment en raison des ontraintes de déplaement de
e type d'engin. L'objetif de ommande onsiste alors à amener le drone aux positions
et aux angles de laet des lieux d'aquisition des images. Cet objetif est réalisé par
une stabilisation en position et laet du drone. L'erreur de position est régulée via un
shéma de ommande hiérarhique. Les onditions de vol en régime quasi-stationnaire
peuvent être remplies et la stabilisation assurée.
De manière générale, les diérents résultats de simulation ont montré que les straté-
gies de suivi de hemin sensoriel sont eaes et robustes vis-à-vis d'erreurs potentielles
de modélisation ou vis-à-vis de bruits de mesure pour les robots mobiles à roues et pour
les drones quadrirotors.
De manière plus partiulière, onernant les robots à roues, nous avons testé deux
ritères de hangement d'image lé. Le premier (Critère 1) est déni dans l'image et
le seond (Critère 2) dans l'espae artésien. Nous avons onstaté qu'il était préférable
d'employer le Critère 2 pour améliorer globalement la robustesse du système de naviga-
tion. Nous avons également observé que dans le as d'une estimation des translations à
un fateur d'éhelle près ('est, par exemple, le as ave une améra), les performanes
de la ommande sont garanties si elui-i est surestimé.
Dans e même ontexte (robots mobiles à roues), nous avons réalisé des simulations
pour deux stratégies (dénies Setion 3.2.1, p. 47). La Stratégie 1 ombinée au Critère
1 pour le hangement d'image lé a l'avantage d'être d'une mise en ÷uvre simple dans
le sens où elle requiert uniquement l'estimation de l'état partiel ep = [y θ]
⊤
. Toutefois,
la Stratégie 1 entraîne des disontinuités importantes de ep lors des hangements d'im-
age lé. La Stratégie 2 permet, par onstrution, d'éliminer les disontinuités observées
sur ep au prix d'une omplexité de mise en ÷uvre arue (en plus de l'état partiel ep,
elle néessite l'estimation de la ourbure et de sa dérivée omme déni dans la Setion
3.2.3.2, p. 55).
La stratégie proposée pour le suivi de hemin sensoriel dans le as d'un drone
quadrirotor permet généralement de suivre les hemins appris de façon robuste. On
note que la saturation doit être hoisie an d'assurer un bon ompromis entre rapid-
ité et séurité du drone. Dans le as d'une estimation des positions partielle, il est
préférable d'estimer orretement le fateur d'éhelle an de parourir des hemins sim-
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dans l'image
Suivi de traj.








Fig. 3.42  Shéma blo d'une stratégie de ommande permettant d'éliminer les dis-
ontinuités dans les variables d'état et dans la ommande en planiant un hemin de
référene dans l'image, admissible par le robot.
ilaires à eux parourus lors de l'apprentissage. Cependant, des résultats satisfaisants
sont tout de même obtenus dans le as d'une mauvaise estimation. On observe que les
biais sur la vitesse de translation ont une inidene direte sur le résultat du suivi. Il
est don néessaire de l'estimer orretement. Enn, le shéma de ommande proposé
est peu robuste vis-à-vis des perturbations de type vent.
An d'améliorer le suivi du hemin sensoriel, une stratégie possible, dans la philoso-
phie des travaux dérits dans [Mezouar 01℄, onsisterait à planier diretement dans
l'image un hemin admissible pour le robot (voir Fig. 3.42). De ette façon, les disonti-
nuités du veteur d'état mais également de la ommande pourraient être omplètement
éliminées. Cette étude reste à mener et onstitue une de nos perspetives de reherhe.
Chapitre 4
Navigation par mémoire
sensorielle : as d'une améra
grand-angle
Ces dernières années, la vision panoramique a pris un essor onsidérable dans de
nombreux domaines et notamment en robotique. En eet, les améras perspetives
lassiques fournissent un hamp de vue restreint de l'environnement dans lequel elles
sont plongées, e qui peut être ontraignant dans ertaines appliations. Trois proédés
ont été proposés dans la littérature an d'aroître le hamp de vue des apteurs vi-
suels. Le premier onsiste à ombiner plusieurs améras (omme dans [Fermuller 00℄)
ou à utiliser une améra en mouvement pour onstruire une mosaïque. Cette solution a
l'avantage de fournir des images panoramiques ave une très grande résolution et l'in-
onvénient d'être omplexe à mettre en oeuvre (étalonnage, synhronisation, . . .). Le
seond proédé onsiste à ombiner des miroirs à un apteur visuel lassique [Baker 98℄
(améra atadioptrique). Cette solution a pour avantage la simpliité de mise en ÷uvre
et le temps réduit d'obtention de l'image panoramique. Cependant, d'un point de vue
appliatif, les apteurs atadioptriques ont deux inonvénients majeurs : une zone im-
portante au milieu de l'image est inexploitable (voir Fig. 4.1 (b)) et la présene du miroir
rend le apteur enombrant et fragile. Enn, le troisième proédé repose sur l'utilisation
d'un objetif à très ourte foale ou lentille sheye
1
(voir Fig. 4.1 ()). Ces objetifs sont
généralement onstruits selon le modèle  rétrofous  formulé en 1950 par Angénieux
qui onsiste à oupler une lentille optique divergente ave une lentille onvergente (voir
Fig. 4.2 (a)). Lorsque l'angle de vue est plus large que la pereption de l'oeil humain,
un tel apteur est dit grand angle. Cette solution, qui nous intéressera dans la suite, est
très attrative du point de vue appliatif ar elle permet une observation panoramique
et sans zone morte. De plus, les progrès de oneption et de fabriation ont permis
d'obtenir des lentilles légères, de faibles dimensions et peu onéreuses. La lentille Ori
190-3 (voir Fig. 4.2 (b)) d'Omniteh Robotis en est un bon exemple : elle mesure 24
mm de diamètre extérieur, pèse environ 25 grammes, oûte 250 dollars et possède un
1
La dénomination française objetif hypergone est peu usitée.
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(a) (b) ()
Fig. 4.1  Images aquises en environnement urbain ave (a) une améra perspetive,
(b) une améra atadioptrique et () une améra sheye.
(a) (b)
Fig. 4.2  (a) Géométrie d'une lentille sheye (soure : Coastal Opti System, 1971).
(b) Lentille grand-angle Ori 190-3 de Omniteh Robotis.
hamp de vue supérieur à 180 degrés.
Nous proposons dans e hapitre de revisiter les trois étapes de notre stratégie de
navigation lorsqu'une améra grand-angle est employée (voir Figure 4.3). L'étape de
onstrution de la mémoire sensorielle MS (Étape 1) a été présentée dans la Setion
2.2.1. La première phase de elle-i onsiste à séletionner les images lés tandis que
les deux phases suivantes permettent d'insérer les données apteurs dans la arte sen-
sorielle CS et de mettre à jour les artes topologiques CT1 et CT0. Comme es deux
dernières phases sont indépendantes du type de apteur employé, nous nous intéressons
ii uniquement à la séletion des images lés dérite dans la Setion 4.1 de e hapitre.
L'Étape 2 (loalisation initiale) est présentée dans la Setion 4.2. Conernant la navi-
gation autonome des robots à roues, nous avons déni deux stratégies de ommande (se
référer au Chapitre 3). Les lois de ommande (3.18) et (3.19), dénies pour la Stratégie
1, sont alimentées par le veteur d'état partiel ep = [y θ]
⊤
. Le veteur ep peut être ex-
trait trivialement de la pose (Fi+1RFc ,Fi+1 tFc) du repère ourant Fc assoié au véhiule
par rapport au repère désiré Fi+1 (voir Fig. 4.4 (a)). Pour la Stratégie 2, l'état omplet
du robot e = [s y θ]⊤ est néessaire an d'alimenter les lois de ommande (3.12) et
(3.13). De la même façon que préédemment, elui-i peut être extrait aisément de la
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pose (Fi+1RFc ,Fi+1 tFc) onnaissant la trajetoire de référene (voir Fig. 4.4 (b)). Pour
les robots aériens, la ommande (3.27) est alimentée par l'erreur de position p˜ et la
ommande en laet par ψ˜. La onnaissane de la pose (Fi+1RFc ,Fi+1 tFc) permet une
nouvelle fois de les estimer aisément (voir Fig. 4.4 ()). On observe que la transformation
(Fi+1RFc ,Fi+1 tFc) peut être obtenue à partir de la transformation (R, t) liant le repère
améra lors de l'aquisition de l'image Ii+1 et le repère améra ourant (image Ic), on-




Rc). Nous verrons dans la Setion 4.3.1.2 omment les paramètres du mou-




) peuvent être déterminés pour toute améra à point entral à partir des images
Ic et Ii+1 permettant ainsi l'estimation de l'état du robot mobile pour une lasse im-
portante de améras inluant les améras onventionnelles, les apteurs atadioptriques
entraux et, omme nous le détaillerons dans la Setion 4.3.2, les améras sheye.
4.1 Séletion des images lés
An de réaliser la séletion des images lés, nous nous baserons sur les sores d'ap-
pariement de primitives entre les images suessives de la séquene vidéo aquise lors
de la phase d'apprentissage. Comme nous le verrons dans la suite de e doument,
l'appariement est d'autant plus une omposante majeure de notre système qu'elle sera
également utilisée lors de la phase de loalisation initiale et lors de la phase de naviga-
tion autonome. Dans le paragraphe suivant, nous traitons de la mise en orrespondane
pour les images grand-angle et présentons l'approhe d'appariement de points hoisie.
Nous dérivons ensuite dans le paragraphe 4.1.2 l'étape de séletion des images lés.
4.1.1 Détetion et mise en orrespondane dans les images grand-
angle
Les stratégies de mise en orrespondane peuvent être lassées en trois atégories.
Dans la première atégorie (approhe globale), l'ensemble de l'image est représenté par
un desripteur unique. La mise en orrespondane est obtenue à partir de la distane
ou similitude entre les desripteurs. Dans la deuxième atégorie (approhe loale), des
primitives visuelles sont tout d'abord détetées dans l'image. Chaune de es primi-
tives est ensuite dérite par un desripteur. Un sore de ressemblane est nalement
alulé entre deux primitives. La mise en orrespondane se base alors sur une séletion
des ouples en fontion des sores de ressemblane et assez souvent sur des ontraintes
géométriques. Enn, dans la dernière atégorie (approhe hybride), l'image est partagée
en zones globalement dérites. La mise en orrespondane se base alors sur les sores
de ressemblane entre les desripteurs des mêmes zones.
Pour les images aquises ave une améra grand-angle, deux stratégies sont envisage-
ables. Dans la première stratégie, les desripteurs sont alulés diretement dans l'image
panoramique. Il est alors possible d'employer soit des outils lassiques de traitement












































Fig. 4.3  Notre approhe de navigation par mémoire sensorielle appliquée au as de
apteurs visuels.

































































Fig. 4.4  Repères pour la ommande des robots à roues (a) par la Stratégie 1, (b) par
la Stratégie 2 et () pour la ommande du quadrirotor.

















Histogrammes niveau de gris
Fig. 4.5  Représentation des données apteurs aquises ave un apteur visuel grand-
angle.
d'images soit des outils adaptés à la géométrie des apteurs visuels omnidiretionnels.
Dans la seonde stratégie, employée entre autres dans [Matsumoto 99, Briggs 06℄, l'im-
age panoramique est projetée sur un ylindre dit ylindre englobant et les desripteurs
sont alulés sur l'image projetée. L'aspet de ette image est relativement similaire à
elle d'une image aquise par une améra perspetive e qui permet d'utiliser eae-
ment les outils de traitement d'image lassiques. Cependant, ette méthode a un oût
alulatoire important en raison de la projetion de l'image sur un ylindre et de l'inter-
polation du ontenu de l'image projetée. En outre, elle entraîne une perte d'information
(altération due à l'interpolation).
4.1.1.1 Desripteurs
Diérents types de desripteurs ont été proposés dans la littérature pour des images
aquises ave une améra grand-angle (voir Fig. 4.5).
Desripteurs globaux Dans [Matsumoto 99℄, le ontenu de l'image est représenté
par l'ensemble des niveaux de gris de l'image projetée sur le ylindre englobant. Ce
desripteur n'est pas robuste aux mouvements de rotation autour de l'axe optique ni
aux hangements d'illumination. An de rendre e desripteur invariant à la rotation,
l'image peut être orientée dans une diretion de référene [Pajdla 99℄. Cependant, l'es-
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timation de la diretion de référene proposée n'est pas robuste aux oultations. Dans
[Ulrih 00℄, le desripteur global de l'image est l'histogramme des niveaux de gris. Ce
desripteur est invariant vis-à-vis des rotations autour de l'axe optique mais n'est pas
robuste aux hangements d'illumination. Une normalisation de l'histogramme permet de
surmonter ette diulté omme il a été proposé, par exemple, dans [Blaer 02℄ ave des
images ouleur. Dans [Linåker 04℄, le desripteur PHLAC (pour Polar High-order Loal
AutoCorrelation) est basé sur 35 fontions d'autoorrélation adaptées aux oordonnées
polaires. Ce desripteur, invariant à la rotation, a un oût alulatoire très faible. Dans
[Menegatti 04℄, les oeients orrespondants aux omposantes basse fréquene de la
transformée de Fourier forment le desripteur global. Dans [Charron 06℄, une signature
invariante est dénie formellement en utilisant les intégrales de Haar.
Desripteurs loaux On ne disute ii que des primitives de type points d'intérêt
même si d'autres primitives omme les droites (dans [Murillo 07a℄ par exemple) peuvent
être avantageusement utilisées.
Les déteteurs et desripteurs développés pour les améras onventionnelles sont as-
sez ouramment utilisés pour les améras omnidiretionnelles. Par exemple, le déteteur
et desripteur SIFT
2
, dérit dans [Lowe 04℄, a été utilisé entre autres dans [Goedemé 05℄
pour des images omnidiretionnelles. Cette approhe a montré de très bonnes perfor-
manes ave des images aquises par des améras lassiques et de nombreuses variantes
ont été proposées dans la littérature. Parmi elles-i, un déteteur itératif a été présenté
dans [Tamimi 05℄ pour les images omnidiretionnelles. Le nombre de points d'intérêt
obtenus ave e déteteur est plus faible que elui obtenu ave le SIFT lassique. Cela
permet de diminuer le oût alulatoire des phases de desription et d'appariement. Dans
[Murillo 07b℄, le déteteur et desripteur SURF
3
, initialement dérit dans [Bay 08℄, est
utilisé ave des images omnidiretionnelles.
Des desripteurs basés sur des traitements adaptés à la géométrie des améras omni-
diretionnelles ont également été proposés. Dans [Svoboda 01, Ieng 03℄, les points sont
détetés à l'aide d'un déteteur de Harris et Stephens [Harris 88℄ et la taille et la forme
du voisinage utilisé pour la desription dépendent de la position du point dans l'image
et de la géométrie de la améra. Dans [Andreasson 05℄, les points sont détetés dans
l'image omnidiretionnelle à partir d'un ltre de Sobel puis dérits à l'aide d'une signa-
ture SIFT modiée. Ce desripteur est alulé sur le voisinage du point d'intérêt qui est
orienté en fontion de la position du point dans l'image. Dans [Mauthner 06℄, une image
est onstruite à partir de la projetion de zones d'intérêts de l'image omnidiretionnelle
sur un plan tangent à la surfae du miroir. Des déteteurs et desripteurs lassiques
sont ensuite employés sur ette image.
Desripteurs hybrides Dans [Gonzalez-Barbosa 02℄, l'image est déomposée en an-
neaux (voir Fig. 4.6(a)) puis haque anneau est dérit par les histogrammes des dérivées
du premier et seond ordre des images. Dans [Gaspar 00℄, l'image projetée sur le ylin-
2
SIFT : Sale Invariant Feature Transform
3
SURF : Speeded Up Robust Features
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(a) (b) ()
Fig. 4.6  Diérents types de déompositions en région pour une image omnidiretion-
nelle : (a) anneaux, (b) seteurs angulaires, () maillage triangulaire.
dre englobant est déomposée en une grille régulière et haque ellule est ensuite dérite
globalement. Dans [Tapus 06℄, l'image est déomposée en seteurs angulaires. Des prim-
itives sont alors détetées sur haun d'entre eux. Le desripteur de l'image, appelé em-
preinte digitale, est onstitué des primitives ordonnées en fontion du seteur angulaire
sur lequel elles se situent.
4.1.1.2 Méthode d'appariement hoisie
Il existe, omme nous l'avons vu, de nombreuses méthodes permettant la détetion,
la desription et l'appariement de primitives. Parmi elles-i, il s'agit de séletionner
la plus pertinente dans notre ontexte. Notre prinipale ontrainte est le oût alu-
latoire lors de la phase de navigation autonome. Il faut également que la méthode
hoisie permette d'alimenter le proessus d'estimation de l'état du système robotique
(présenté Setion 4.3). Cei nous a onduit à utiliser le déteteur de Harris et Stephens
pour l'extration des points d'intérêt [Harris 88℄. Nous disposons pour elui-i d'une
implémentation optimisée. Ce déteteur est assoié à un alul de orrélation roisée,
entrée, normalisée an de réaliser des appariements de manière très rapide. Plus pré-
isément, nous dénissons le support d'un point omme son voisinage entré de taille
(2N+1)×(2N+1). Les supports des points sont ensuite omparés par une mesure de or-
rélation. Cette orrélation peut être dénie omme la somme de la distane pixel à pixel
entre les supports. Cependant, ette mesure n'est pas robuste vis-à-vis des hangements
d'illumination. Pour améliorer e point, il est préférable d'employer, omme nous l'avons
évoqué préédemment, le sore de orrélation roisée, entrée, normalisée (ZNCC) qui




[Ii(P1 + d)− Ii(P1)] [Ij(P2 + d)− Ij(P2)]√∑
d∈V
[Ii(P1 + d)− Ii(P1)]2√∑
d∈V
[Ij(P2 + d)− Ij(P2)]2 (4.1)
ave Ii(Pi) = 1|V |
∑
d∈V
Ii(Pi + d), V = {−N, . . . ,N}×{−N, . . . ,N} et où Ii(P ) représente
le niveau de gris du pixel P dans l'image Ii.
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P1
I1 I2
Fig. 4.7  Fenêtre de reherhe pour l'appariement de P1 dans l'image I2. Le entre
d'un erle marque la position d'un point d'intérêt.
On dénit alors les appariements (P1, P2, ZNCC(P1, P2)) ave Pi un point d'intérêt
de l'image Ii. An de limiter le oût alulatoire de la phase de mise en orrespondane,
le sore de orrélation entre un point P1 de l'image I1 et un point P2 de l'image I2 n'est
alulé que si P2 appartient à une ertaine zone de l'image. Cette zone de reherhe
est dénie omme le retangle entré sur la position du point P1 (voir Fig. 4.7). Tous
les appariements (P1, P2, ZNCC(P1, P2)) possibles ave P2 un point d'intérêt déteté
dans la zone de reherhe sont formés puis sont retenus si le sore de orrélation est
supérieur à un ertain seuil.
On impose ensuite la ontrainte d'uniité : un point d'une image ne peut orrespon-
dre qu'à un unique point dans l'autre image. Pour ela, l'appariement
(P1, P2, ZNCC(P1, P2)), ayant le sore de orrélation le plus élevé, est onservé et les
autres appariements ontenant P1 ou P2 sont éliminés. Ce proessus est répété tant qu'il
reste des appariements possibles.
Notons que ette méthode peut produire de faux appariements. Les algorithmes
utilisant es points doivent don être robustes à e type d'erreur.
4.1.2 Séletion des images lés
Diérentes méthodes de séletion des images lés ont été proposées dans la lit-
térature. Celle-i peut être réalisée manuellement omme dans [Ulrih 00℄ ou automa-
tiquement. Dans e as, l'éhantillonnage de la séquene peut être régulier : tous les
N mètres parourus [Gaspar 00℄, toutes les N seondes [Chen 06℄, toutes les N images
[Hong 91, Zheng 92℄. Comme il est noté dans [Kortenkamp 94℄, es stratégies peuvent
amener à séletionner un grand nombre d'images inutiles. En outre, la première stratégie
néessite l'utilisation d'un apteur additionnel omme l'odométrie. Il est également pos-
sible de se baser sur le nombre de primitives suivies depuis la dernière image séletion-
née [Argyros 05℄ ou appareillées ave les primitives de la dernière image [Booij 07℄.
L'éhantillonnage obtenu par es méthodes dépend alors fortement de la robustesse des
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algorithmes de détetion et de desription des primitives. Enn, il est possible de séle-
tionner une image lorsqu'une transition est détetée entre deux lieux (porte, intersetion
de ouloirs. . .) omme dans [Kortenkamp 94℄.
La représentation par mémoire sensorielle est basée sur la séletion d'images lés.
Pour limiter les ressoures néessaires au stokage de la mémoire, le nombre d'images
doit être le plus faible possible. Pour ela, le déplaement de la améra entre deux prises
de vue doit être le plus important possible tout en garantissant qu'un nombre susant
de points puissent être mis en orrespondane entre deux images suessives. Nous
utilisons une méthode heuristique qui, en pratique, donne de très bons résultats. An de
dérire ette méthode, onsidérons la séquene d'images S = {I[i] | i ∈ {1, 2, . . . , nS}}
aquises lors de la phase d'apprentissage et notons {kj | j = {1, 2, . . . , n}} (1 ≤ kj <
kj+1 ≤ nS) les indies des images séletionnées. La première image de la séquene
I[1] est toujours séletionnée omme la première image lé (k1 = 1). Une image lé
d'indie ki est ensuite séletionnée dans la séquene d'apprentissage S de manière à
être la plus éloignée possible de l'image d'indie ki−1 et à ontenir au moins M points
d'intérêt ommuns ave I[ki−1]. Comme nous le verrons dans le Chapitre 5 dédié aux
expérimentations, ette méthode permet d'assurer que susamment de primitives sont
mises en orrespondane entre une image ourante Ic et les deux images qui l'enadrent
dans la mémoire visuelle pour l'estimation de l'état du système robotique.
4.2 Loalisation initiale
Nous nous intéressons maintenant à la phase de loalisation initiale du robot dans
sa mémoire sensorielle. Lors de ette étape, le ontenu de l'image ourante est omparé
à elui des images de la arte sensorielle CS an d'extraire l'image la plus similaire.
On rappelle que ette étape est réalisée en ligne. Elle doit don être un bon ompromis
entre 1) préision, 2) quantité de données à mémoriser et 3) oût alulatoire.
4.2.1 État de l'art
Le problème de loalisation dans une mémoire d'images omnidiretionnelles a été
traité de diverses façons dans la littérature. Les méthodes proposées emploient des de-
sripteurs globaux [Menegatti 04, Charron 06℄ ou des primitives loales [Murillo 07b℄.
Les méthodes globales ont un oût alulatoire relativement faible mais sont peu ro-
bustes vis-à-vis des hangements de ontenu dans l'image. Au ontraire, les approhes
de loalisation loales sont plus robustes mais le oût alulatoire induit est plus élevé
omparé aux stratégies globales. An de ombiner les avantages de es deux types d'ap-
prohes, une approhe hiérarhique omme elle proposée dans [Murillo 07a℄ est possi-
ble : dans un premier temps, les desripteurs globaux permettent de séletionner des
images andidates tandis que dans une seonde étape, les primitives loales permettent
de loaliser l'image la plus prohe parmi es images. Le oût alulatoire est alors plus
faible que elui d'une approhe loale tandis que la robustesse vis-à-vis des hangements
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Fig. 4.8  Approhe hiérarhique de loalisation.
loaux dans l'image est plus élevée que elle d'une approhe globale. La stratégie de lo-
alisation dérite dans [Gonzalez-Barbosa 02℄ est basée sur des desripteurs hybrides.
Dans [Charron 06℄, une approhe basée sur les intégrales de Haar a été proposée et
omparée à d'autres approhes. Cette approhe montre de meilleurs résultats pour la
loalisation de robot en environnement d'intérieur qu'ave les représentations par pro-
jetion dans l'orientation de référene [Pajdla 99℄, les signatures basée sur la transformée
de Fourier [Menegatti 04℄ et l'histogramme des niveaux de gris.
4.2.2 Stratégie de loalisation proposée
An de réduire les temps de alul d'une méthode loale, une approhe hiérarhique
semble bien adaptée. En eet, elle permet un traitement relativement plus rapide tout
en assurant un ertain degré de robustesse vis-à-vis des hangements de ontenu. Dans
ette setion, nous détaillons la stratégie globale de loalisation adoptée, représentée
Figure 4.8.
Une image I peut être vue omme une surfae en trois dimensions où la troisième
oordonnée orrespond au niveau de gris (voir Fig. 4.9) :
I :
{
[1, . . . , N ]× [1, . . . ,M ] 7→ [0, 255]
(u, v) → I(u, v)
où N ×M est la taille de l'image.
L'interpolation onsiste alors à approximer loalement ette surfae I(u, v) par une
surfae f(s, t), s ∈ [0; 1], t ∈ [0; 1] passant par des points d'interpolation ou points de
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(a) (b)
Fig. 4.9  (a) image omnidiretionnelle et (b) même image vue omme une surfae ave
les points de ontrle de la surfae interpolées (erles)
ontrle. Plusieurs fontions d'interpolation peuvent être employées. An de limiter le
oût alulatoire et de réduire au maximum les erreurs d'interpolation par rapport au
ontenu initial de l'image, une fontion ubique a été hoisie.
An que les points de ontrle utilisés soient uniformément positionnés, nous les
dénissons omme les noeuds d'un maillage triangulaire régulier (voir Fig. 4.6()). Un
tel maillage peut, par exemple, être obtenu ave le générateur proposé dans [Persson 04℄.
L'extration du maillage est alors basée sur l'analogie ave une struture méanique où
les points du maillage orrespondent à des noeuds de la struture et les segments à des
barres. La position des noeuds est obtenue en amenant la struture méanique, soumise
à des eorts internes dus aux barres et à des eorts externes dus aux frontières de la
struture, à l'équilibre.
An d'augmenter la robustesse vis-à-vis des hangements d'illumination, l'histogramme
de l'image est tout d'abord égalisé. Le desripteur global Z est ensuite déni omme
l'altitude des points de ontrle de la surfae interpolée. La distane di entre deux de-
sripteurs Zc et Zi orrespondant aux images ourante Ic et mémorisée Ii est hoisie
omme la distane eulidienne L1 entre es veteurs, elle-i ayant donnée les meilleurs
résultats sur une série de tests.
Les images séletionnées sont les images Ii telles que didmin ≤ τ ave τ ∈ ℜ+ , τ ≥ 1
le seuil de séletion et dmin la plus petite des distanes di.
Si, après ette phase, plus d'une image est séletionnée, alors une loalisation loale
est réalisée. Celle-i est basée sur l'approhe de mise en orrespondane présentée dans
le paragraphe 4.1.1.2. La distane entre deux images est alors dénie omme l'inverse du
nombre nb de primitives appareillées entre l'image ourante et la ième image andidate




Dans ette partie, nous présentons tout d'abord les bases de tests ainsi que les
diérentes approhes omparées. L'étude omparative est ensuite menée en terme de
quantité de données requises, de préision et de oût alulatoire.
4.2.3.1 Bases de test et méthodes omparées
Trois ensembles d'images omnidiretionnelles sont utilisés : Almere, UAV et Walk.
L'ensemble Almere a été proposé lors de l'atelier [Data Set 06℄. Il ontient des images
omnidiretionnelles de dimension 1024×768 pixels aquises dans un environnement d'in-
térieur par une améra atadioptrique embarquée sur un robot mobile. Quelques images
de et ensemble sont représentées Fig. 4.10(a). Comme il est proposé dans [Murillo 07b℄,
nous n'utilisons qu'une image sur 5 de et ensemble : la moitié de es images est utilisée
omme référene tandis que l'autre moitié sert d'images tests (978 images). L'ensem-
ble UAV ontient des images de dimension 384×288 pixels aquises par une améra
sheye embarquée sur un drone quadrirotor se déplaçant dans un environnement d'in-
térieur. La améra est dirigée vers le sol (voir Fig. 4.10(b)), le plafond ou l'avant (voir
Fig. 4.10()). Les images de référenes sont séletionnées toutes les 5 images tandis que
les images tests sont séletionnées toutes les 20 images (188 images). Enn, l'ensemble
Walk ontient 445 images de dimension 640×480 pixels aquises par une améra sheye
portée à main d'homme dans des environnements d'intérieur et d'extérieur (voir Fig.
4.10(d) et Fig. 4.10(e)). Contrairement aux autres ensembles, les images tests n'ont pas
été aquises en même temps que les images de référene. Les onditions d'illumination,
le ontenu et les prises de vues orrespondant aux images de la mémoire et aux images
à loaliser sont don diérents.
Le logiiel Matlab a été utilisé an de omparer les résultats obtenus ave diérentes
approhes. L'approhe par interpolation ubique (Cub) proposée omme desripteur
global (voir le paragraphe préédent) est omparée au PHLAC [Linåker 04℄ (PHLAC )
et à l'approhe hybride dérite dans [Gonzalez-Barbosa 02℄ (Gonz ). Nous omparons
également ette approhe ave trois approhes hybrides. La première onsiste à dérire
un seteur angulaire de l'image par la moyenne des niveaux de gris (Set). La seonde
approhe onsiste à dérire une région triangulaire de la même façon (Triang). Enn,
dans la dernière approhe, haque seteur est représenté par l'histogramme de niveau de
gris des pixels de e seteur (HistoSet). Les seteurs angulaires utilisés sont représen-
tés Fig. 4.6 (b) tandis que les seteurs triangulaires sont obtenus à partir des points
de ontrle dénis pour notre desripteur global (voir Fig. 4.6 ()). L'approhe loale
adoptée (CorrHar
4




. Enn, la méthode
4
Dans ette approhe, nous utilisons 500 points d'intérêt extraits dans l'image et appareillés ave le
ode C
++
utilisé dans [Royer 07℄.
5
Le déteteur SIFT et le desripteur SIFT de taille 128 sont alulés ave le ode de démonstration
implémenté en C
++
disponible sur le site internet de D. Lowe : http ://www.s.ub.a/ lowe/key-
points/http ://www.s.ub.a/ lowe/keypoints/.
6
Le SURF ave un desripteur de dimension 64 est alulé ave le ode C
++
disponible sur le site
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(a) Images de la base Almere
(b) Images de la base UAV ave la améra dirigée vers le sol
() Images de la base UAV ave la améra dirigée vers l'avant
(d) Images de la base Walk en environnement d'intérieur
(e) Images de la base Walk en environnement d'extérieur
Fig. 4.10  Quelques images des diérentes bases.
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(a) Desripteurs globaux et hybrides
HistoSet : nombre d'éléments 20
Gonz : nombre d'éléments par histogramme 100
Gonz : nombre d'anneaux 5
Seuil séletion approhe hiérarhique τ 0.20
(b) Desripteurs loaux
CubHar : nombre de points extraits 500
CubHar : seuil appariement 0.8
SIFT : ratio des distanes (plus prohe voisin) 0.7
SURF : ratio des distanes (plus prohe voisin) 0.7
() Divers
Almere UAV Walk
Taille image 1024×768 384×288 640×480
Cub et Triang : paramètre extration 0.15 0.25 0.2
Cub et Triang : nombre de sommets, nombre de triangle 159, 274 55, 85 88, 143
Tab. 4.1  Paramètres utilisés lors de nos tests pour les diérentes approhes de loal-
isation.
hiérarhique nale (CubCorrHar) est omparée aux autres approhes et également à
l'approhe hiérarhique utilisant une déomposition par seteurs (Set) ombinée ave
la méthode (CorrHar) (méthode SetCorrHar).
Pour toutes les méthodes globales et hybrides, l'histogramme de l'image initiale est
tout d'abord égalisé an d'augmenter la robustesse vis-à-vis des hangements d'illu-
mination. Si ela n'est pas préisé, la distane entre deux desripteurs est la norme
eulidienne L2. Les paramètres relatifs aux diérentes méthodes utilisées sont résumés
dans le Tableau 4.1.
4.2.3.2 Taille mémoire requise
Nous omparons tout d'abord les diérentes méthodes en terme de taille mémoire
requise pour sauvegarder les desripteurs de haque image. Les résultats sont détaillés
dans le Tableau 4.2. Les meilleurs résultats vis-à-vis du ritère testé sont en gras tandis
que les moins bons sont en italiques.
La taille mémoire requise par les desripteurs loaux est plus importante que elle
requise par les desripteurs globaux (voir Tab. 4.2). Les méthodes Gonz et PHLAC
néessitent très peu de mémoire (0.3 Ko et 0.5 Ko par image) tandis que elle requise
par le desripteur ubique reste raisonnable (inférieure ou égale à 1.8 Ko). Ces résultats
sont toutefois à nuaner ar la taille des desripteurs dépend fortement des paramètres
utilisés.
internet des auteurs : http ://www.vision.ee.ethz.h/ surf/http ://www.vision.ee.ethz.h/ surf/.
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Almere UAV Walk
Images en niveau de gris 768 108 300
SURF 194 87 150
SIFT 1100 501 887
CorrHar 356 356 356
Gonz 0.3 0.3 0.3
PHLAC 0.5 0.5 0.5
Set 0.9 0.9 0.9
Triang 1.8 4.0 4.0
Cub 1.5 1.8 1.8
Tab. 4.2  Taille mémoire requise par image pour diérents desripteurs (exprimée en
Ko).
Pour l'approhe CorrHar, le nombre de points détetés est xe (500) et don la
taille mémoire ne dépend pas de la taille de l'image. Un seuil de détetion est, par
ontre, xé dans les approhes SIFT et SURF e qui onduit à un nombre de points
détetés dépendant du ontenu de l'image. Ave des paramètres de détetion et de
desription ordinaires, le desripteur SIFT néessite environ inq fois plus de mémoire
que le desripteur SURF.
4.2.3.3 Performanes des desripteurs globaux
Les desripteurs globaux sont ii omparés à travers les indiateurs suivants :
 GM est le pourentage de tests où l'image orrete est trouvée,
 extr. est le nombre moyen d'images séletionnées (traitées lors de la seonde étape
dans une approhe hiérarhique),
 GCM est le pourentage de tests où l'image orrete appartient à l'ensemble des
images séletionnées (le ratio rg=GCM/GCM
Cub
permet de omparer e pour-
entage à elui obtenu ave le desripteur ubique GCM
Cub
),
 t représente le oût alulatoire et est omparé au oût obtenu ave le desripteur
ubique t
Cub
à l'aide du ratio rt=t/t
Cub
.
On observe à travers les résultats synthétisés dans le Tableau 4.3 que l'indiateur
GCM de la méthode PHLAC est faible (toujours inférieur à 50% des images). Pour
les ensembles Almere et Walk, la méthode HistoSet est plus préise en terme d'indi-
ateur GCM (94% et 87% des images). Cependant, le oût alulatoire (indiateur t)
est relativement élevé (4.5 seondes). La méthode Triang donne de bons résultats pour
les ensembles Almere et Walk mais ave un oût alulatoire plus important que elui
de l'approhe Cub. La méthode par interpolation ubique Cub donne de bons résultats
pour l'ensemble UAV et est un bon ompromis entre préision, oût alulatoire et
nombre d'images séletionnées pour les ensembles Almere et Walk.
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GM(%) GCM(%) rg(%) t rt extr.
Almere
Set 62.7 62.8 70.5 0.55 4.58 1
HistoSet 90.1 94.4 105.9 4.58 38.16 1.26
Triang 90.5 90.5 101.6 0.38 3.16 1
PHLAC 27.8 32.7 36.6 0.47 3.91 1.27
Gonz 86.9 88.5 99.3 4.09 34.08 1.07
Cub 89 89.1 100 0.12 1 1
UAV
Set 94.1 94.1 96.7 0.1 2.5 1
HistoSet 84 94.1 96.7 1.45 36.25 1.68
Triang 96.8 96.8 99.1 0.11 2.75 1
PHLAC 42 48.9 50.2 0.12 3 1.2
Gonz 83.5 86.1 88.5 0.53 13.25 1.11
Cub 97.3 97.3 100 0.04 1 1
Walk
Set 80.8 81.1 96.7 0.28 2 1
HistoSet 69.2 86.9 103.7 4.49 32.07 2.82
Triang 83.8 83.8 100 0.28 2 1
PHLAC 22.6 28 33.5 0.25 1.78 1.5
Gonz 54.6 60.8 77.5 1.56 11 1.3
Cub 83.1 83.8 100 0.14 1 1
Tab. 4.3  Performanes des desripteurs globaux.
4.2.3.4 Performanes des desripteurs loaux
Les performanes relatives des approhes SURF, SIFT et CorrHar sont ii analysées.
Les deux prinipaux indiateurs utilisés pour ela sont le pourentage de résultats or-
rets (GM) mesurant la préision de la méthode et le oût alulatoire t. Le ratio
rt=t/tCorrHar permet de omparer e oût à elui obtenu ave la méthode CorrHar.
Les performanes sont résumées dans le Tableau 4.4.
La méthode SIFT donne les meilleurs résultats en terme de préision (indiateur
GM) pour les ensembles Almere (93.6% de bons résultats) et Walk (supérieur à 92% des
images) mais le oût alulatoire est très élevé (31 seondes pour la base Almere et 152
seondes pour la baseWalk). Ave les méthodes SURF et CorrHar, e oût est environ 7
fois plus faible. L'approhe CorrHar donne les meilleurs résultats pour l'ensemble UAV
(plus de 96% des images sont orretement trouvées).
Au vu de es résultats, l'approhe CorrHar semble être le meilleur ompromis entre
préision et oût alulatoire pour les diérentes bases testées.
4.2.3.5 Performanes de l'approhe hiérarhique
Nous omparons ii l'approhe hiérarhique proposée (basée sur une interpolation
ubique dans un premier temps puis sur la méthode CorrHar dans un seond temps)
aux autres approhes. Les résultats sont présentés dans le Tableau 4.5 où les dénitions
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GM(%) t rt
Almere
SURF 93.4 4 0.43
SIFT 93.6 31.5 3.46
CorrHar 91.5 9.1 1
UAV
SURF 91.4 1 0.83
SIFT 90.4 7.1 5.91
CorrHar 96.8 1.2 1
Walk
SURF 88.7 8.5 0.89
SIFT 92.5 152.1 16.01
CorrHar 91.2 9.5 1
Tab. 4.4  Performanes des desripteurs loaux.
de GM et t sont identiques à elles données dans la Setion 4.2.3.3. La omparaison ave
l'approhe hiérarhique proposée est eetué à l'aide des ratios : rg=GM/GMCubCorrHar
et rt=t/tCubCorrHar .
L'approhe SIFT donne les meilleurs résultats en terme de préision pour les en-
sembles Almere et Walk mais a un oût alulatoire très élevé. L'approhe SURF est
un bon ompromis entre préision et oût alulatoire pour l'ensemble Almere mais est
moins préise pour les deux autres ensembles. Si on onsidère les trois bases d'images,
l'approhe proposée CubCorrHar semble être le meilleur ompromis entre oût alula-
toire et préision.
Cette setion a permis d'introduire la méthode de loalisation initiale que nous ex-
ploiterons dans notre stratégie de navigation et d'en appréier les performanes. Nous
avons notamment onstaté qu'elle onstitue un très bon ompromis entre oût alula-
toire, préision et taille mémoire requise. Quelques exemples de résultats de loalisation
initiale ave les diérentes méthodes dérites sont présentés dans l'Annexe A.
La setion suivante traite de la tâhe de navigation autonome qui peut débuter
lorsque le robot est loalisé.
4.3 Estimation d'état ave une améra grand angle
Nous avons vu en introdution que les variables d'état alimentant les lois de om-
mande (3.12), (3.13) et (3.27) peuvent être obtenues à partir du déplaement (R, t) entre
deux prises de vue. Cette setion est dédiée à ette problématique. Nous nous foalisons
en partiulier sur des méthodes de reonstrution partielle susamment génériques pour
être appliquées à diérents types de améras (onventionelle, atadioptrique et sheye).
Bien souvent, la géométrie des systèmes de vision omnidiretionnelle ne peut pas être
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GM rg(%) t rt
Almere
Set 62.7 68.5 0.55 0.11
SURF 93.4 102.1 4.06 0.87
SIFT 93.6 102.4 31.5 6.75
HistoSet 90.1 98.5 4.58 0.98
Cub 89 97.3 0.12 0.02
Triang 90.5 99 0.38 0.08
PHLAC 27.8 30.4 0.47 0.1
CorrHar 91.5 100.1 9.13 1.95
Gonz 86.9 95 4.09 0.87
SetCorrHar 85.1 93.1 2.07 0.44
CubCorrHar 91.4 100 4.66 1
UAV
Set 94.1 97.2 0.1 0.19
SURF 91.4 94.4 1.04 2.07
SIFT 90.4 93.3 7.1 14.14
HistoSet 84 86.7 1.45 2.88
Cub 97.3 100.5 0.04 0.07
Triang 96.8 100 0.11 0.21
PHLAC 42 43.3 0.12 0.23
CorrHar 96.8 100 1.22 2.42
Gonz 83.5 86.2 0.53 1.05
SetCorrHar 95.2 98.3 0.12 0.23
CubCorrHar 96.8 100 0.5 1
Walk
Set 80.8 88.4 0.28 0.05
SURF 88.7 97 8.59 1.69
SIFT 92.5 101.2 152.1 30.07
HistoSet 69.2 75.7 4.49 0.88
Cub 83.1 90.9 0.14 0.02
Triang 83.8 91.6 0.28 0.05
PHLAC 22.6 24.7 0.25 0.04
CorrHar 91.2 99.7 9.53 1.88
Gonz 61.1 66.8 1.56 0.3
SetCorrHar 84.9 92.8 0.54 0.1
CubCorrHar 91.4 100 5.05 1
Tab. 4.5  Performanes des approhes étudiées.
dérite par un modèle de projetion simple [Benosman 00℄. Toutefois, lorsque le entre
de projetion du apteur (point entral) est supposé unique ('est à dire que haque
pixel sur le plan image mesure la luminane du rayon passant par le point entral dans
une diretion partiulière et onnue) alors un modèle de projetion relativement simple
est disponible [Geyer 00℄. Ces apteurs sont d'un intérêt partiulier ar, après étalon-
nage, leurs propriétés géométriques sont similaires à elles des améras modélisées par
une projetion perspetive. Cela implique que des algorithmes onçus pour les améras
lassiques pourront assez aisément être transposés au as plus général des améras en-
trales. Dans [Nayar 97, Baker 98, Baker 99℄, une liste exhaustive des apteurs à points
entraux ombinant des miroirs de révolution ave des imageurs onventionnels (améra
atadioptrique) est déduite des propriétés géométriques des systèmes de vision en-
traux. On y note en partiulier qu'une améra atadioptrique à point entral unique
peut être obtenue en ombinant une améra lassique ave un miroir plan, sphérique,
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onique, hyperbolique ou elliptique ou bien en ombinant une améra orthographique
ave un miroir parabolique [Baker 98℄. En pratique, seules les ombinaisons {miroir
hyperbolique - améra perspetive} et {miroir parabolique - améra orthographique}
permettent d'obtenir une image omnidiretionnelle [Pajdla 01℄.
Comme nous l'avons évoqué en introdution de e hapitre, les améras sheye
permettent également d'obtenir un hamp de vue important. Il est, ependant, om-
munément admis que elles-i ne rentrent pas dans la atégorie des améras à point
entral unique si les diérentes distortions observées dans les images sont modélisées.
Ces distortions peuvent être lassées en trois atégories [Weng 92℄ : les distortions tan-
gentielles, de déentrage et radiales. Si les distortions tangentielles et les distortions de
déentrage sont négligées devant les distortions radiales alors le entre de distortion peut
être supposé onfondu ave le entre de l'image et le apteur supposé entral. Nous ver-
rons que ette hypothèse est tout à fait réaliste dans notre ontexte appliatif. Cela nous
permettra, de manière remarquable, d'utiliser un modèle de projetion unique pour les
améras atadioptriques, onventionelles mais également sheye. Ainsi, notre stratégie
de navigation pourra être utilisée sans modiation ave es trois types de apteurs.
Pour ela, nous présentons le modèle de projetion unié dans la setion 4.3.1 et nous
vérions son adéquation aux améras sheye dans la setion 4.3.2.
La géométrie de deux prises de vue, appelée géométrie épipolaire, joue un rle primor-
dial dans de nombreux problèmes relatifs aux améras à point entral unique. Svoboda
et Pajdla sont les premiers à avoir étudié la géométrie épipolaire pour les apteurs ata-
dioptriques entraux à miroirs hyperbolique [Svoboda 98℄ et parabolique [Pajdla 01℄.
Une formulation générale de ette géométrie pour tout apteur à projetion entrale est
présentée dans [Svoboda 02℄. En partiulier, il a été noté que les apteurs à point en-
tral unique étalonnés admettent une géométrie épipolaire similaire à elle des améras
onventionnelles [Svoboda 98℄. Ce résultat est important ar les algorithmes d'estima-
tion des géométries projetive et eulidienne, onçus pour les améras onventionnelles,
peuvent être assez diretement utilisés pour des apteurs atadioptriques entraux.
4.3.1 Modèle de projetion unié et reonstrution eulidienne
La première partie de ette setion ouvre la présentation du modèle de projetion
utilisé dans la suite du doument. La seonde partie présente les méthodes mises en
÷uvre pour la reonstrution Eulidienne à partir de la projetion d'un ensemble de
points dans une image panoramique.
4.3.1.1 Modèle de projetion unié
La améra est un apteur qui réalise une projetion d'un ensemble d'entités géométriques
d'une sène tridimensionnelle dans un espae à deux dimensions : le plan image. Une
améra perspetive est dérite par le modèle projetif dit sténopé ou pinhole. Une telle
améra réalise une projetion perspetive, de entre C, de la sène 3D dans le plan image.
An de dérire plus préisement le modèle sténopé, assoions un repère Fc(C,Xc,Yc,Zc)
à la améra dans sa position ourante tel que :
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 C est le entre optique de la améra,
 Zc est onfondu ave l'axe optique,
 Xc et Yc sont respetivement parallèles aux lignes et aux olonnes de l'image.
Le modèle pinhole transforme tout point X de la sène (de oordonnées X = [X Y Z]⊤
dans Fc), en l'intersetion de la droite joignant X au entre optique ave le plan image
normalisé. Les oordonnées homogènes xp = [xp yp 1]
⊤










Le point dans le plan image réel est obtenu après une transformation homographique
Kp :





sont les oordonnées du point image exprimées en pixels,
 Kp ∈ ℜ3×3 est une matrie ontenant les paramètres intrinsèques de la améra.
Notons maintenant f la foale de la améra et θ l'angle d'inidene du rayon entrant
('est-à-dire l'angle entre le rayon XC et l'axe optique de la améra). La distane rp entre
le point de l'espae image de oordonnées xp et le point entral (projetion du entre
optique dans l'image) est donnée par :





Le modèle de projetion (4.2) est largement utilisé pour les améras sans distortion. Pour
les apteurs ave distortion omme les améras atadioptriques, d'autres modèles sont
disponibles dans la littérature. On s'intéresse plus partiulièrement au modèle unié
de projetion proposé dans [Geyer 00℄ pour les apteurs atadioptriques entraux. Il
permet une desription simple de l'ensemble des apteurs atadioptriques entraux. Ce
modèle repose sur deux projetions suessives, une première projetion entrale sur une
sphère virtuelle (induisant une distortion de l'image) suivie d'une projetion perspetive
sur le plan image [Geyer 03, Barreto 03℄.
An de dérire plus préisement e modèle de projetion, onsidérons une sphère
virtuelle unitaire entrée en M et assoions lui le repère Fm(M,Xm,Ym,Zm) omme
indiqué sur la gure 4.11. On peut maintenant supposer qu'une améra perspetive
plaée en l'origine du repère améra Fc observe le monde 3D à travers ette sphère
unitaire. Nous supposons dans la suite que Fm et Fc sont liés par une translation de
−ξ le long de l'axe de l'axe Zm de Fm. L'origine M de Fm est appelée dans la suite
entre prinipal de projetion et a pour oordonnées [0 0 ξ]⊤ dans le repère Fc. Soit
X = [X Y Z]⊤ les oordonnées du point 3D X exprimées dans le repère Fm. Le point
X est projeté dans le plan image en un point de oordonnées homogènes m = [u v 1]⊤.
La formation du point m peut être déomposée en trois étapes :











Fig. 4.11  Modèle de améra unié.
Étape 1 : Le point 3D X est tout d'abord projeté sur la surfae de la sphère unitaire
en un point Xm dont les oordonnées Xm exprimées dans le repère Fm sont :
Xm = X/ρ (4.4)
ave ρ = ‖X‖ = √X2 + Y 2 + Z2.
Étape 2 : Le point sur la sphère Xm est ensuite projeté perspetivement sur le plan










où ξ ∈ ℜ+ dépend du type de améra.
Étape 3 : Le point dans l'image réelle est nalement obtenu après une transformation
homographique K :
m = Kx (4.6)
La matrie K ∈ ℜ3×3 ontient les paramètres intrinsèques de la améra ouplés aux
paramètres intrinsèques du système visuel (paramètres du miroir par exemple). Cette
matrie K et le paramètre ξ peuvent être obtenus en utilisant des proédures d'étalon-
nage omme elles dérites dans [Barreto 03℄ ou dans [Mei 07℄.
Notons nalement, que le modèle sténopé peut être obtenu à partir du modèle unié
en posant ξ = 0.
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Lorsque le apteur est étalonné, les oordonnées du point sur la sphère unitaire
peuvent être obtenues à partir des oordonnées du point image en inversant les deux
dernières étapes du proessus de formation de l'image. Les oordonnées x du point dans
le plan image normalisé sont obtenues simplement :
x = [x y 1]⊤ = K−1m (4.7)
Les oordonnées du point orrespondant sur la sphère sont ensuite obtenues en
inversant la fontion de projetion (4.5) :
Xm = (η










−γ − ξ(x2 + y2)
ξ2(x2 + y2)− 1
γ =
√
1 + (1− ξ2)(x2 + y2)
.
Notons que l'équation (4.8) est vériée pour tout point 3D tel que Z 6= 0.
4.3.1.2 Contrainte épipolaire
Comme évoqué préédemment, la ontrainte épipolaire est une propriété de la pro-
jetion entrale jouant un rle primordial dans la reonstrution eulidienne d'un dé-
plaement d'une améra entre deux prises de vue. Nous en rappelons ii les relations
mathématiques fondamentales.
Soit le point 3D X de oordonnées X = [X Y Z ]⊤ dans le repère Fm lié à l'image
ourante Ic et X∗ = [X∗ Y ∗ Z∗ ]⊤ dans le repère F∗m lié à l'image désirée Ii+1 (voir
Fig. 4.12). Ces deux repères sont liés par une rotation R et une translation t. Le plan
ontenant les entres optiques C et C∗ ainsi que le point 3D X est appelé plan épipolaire.
On remarque que les points Xm et X ∗m (de oordonnées respetives Xm et X∗m dans les
repères assoiés aux sphères) appartiennent également à e plan (voir Fig. 4.12), e qui
se traduit par la relation :
Xm
⊤
R(t× X∗m) = 0







EX∗m = 0 (4.10)
où [t]× représente la matrie antisymétrique relative au veteur t etE = R [t]× représente
la matrie essentielle [Svoboda 02℄.
Supposons maintenant que la améra observe un plan (π) de la sène déni par
le veteur π∗T =
[
n∗T − d∗] où n∗ est le veteur unitaire normal au plan et d∗ la
distane entre (π) et l'origine de F∗m. Les oordonnées du point sur la sphère Xm et les





























Fig. 4.12  Géométrie de deux vues ave le modèle unié sur la sphère.
où ρ =
√
X2 + Y 2 + Z2.
En ombinant les Équations (4.11) et (4.8), on obtient :
ρ(η−1 + ξ)x = [R t] ρ∗(η∗−1 + ξ)x∗ (4.12)
Après quelques manipulations algébriques, on peut érire :
ρ(η−1 + ξ)x = ρ∗(η∗−1 + ξ)Hπx∗ + αt (4.13)
où : Hπ = R +
t
d∗
n∗T et α = −d(X ,π)
d∗
ave d(X , π) la distane signée entre le point X
et le plan (π) (indépendante du hoix du repère dénissant le point et le plan).
Hπ est une matrie 3×3 non singulière appelée matrie d'homographie eulidienne
relative au plan de référene (π). Cette matrie est fontion des déplaements de la
améra et des oordonnées du plan par rapport au repère F∗m. Elle a la même forme que
dans le as perspetive (elle se déompose en une matrie de rotation et une matrie
de rang 1). En outre, si le point X appartient au plan (π) (i.e α = 0), on déduit de
l'équation (4.13) la relation :
x ∝ Hπx∗ (4.14)
L'équation (4.14) peut se ramener en une équation linéaire :
x×Hπx∗ = 0 (4.15)
où × représente le produit vetoriel. Comme dans le as lassique, ette matrie peut
être estimée à un fateur d'éhelle près en utilisant quatre ouples de oordonnées
(xk, x
∗
k), k = 1..4 orrespondant à la projetion dans l'image de points Xk appartenant
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au plan (π). Si seulement 3 points de (π) sont disponibles, inq ouples de points sup-
plémentaires sont néessaires pour estimer la matrie d'homographie en utilisant, par
exemple, l'algorithme linéaire proposé dans [Malis 00℄.
De notre oté, pour les simulations présentées dans le Chapitre 3, nous avons ex-
ploité l'équation (4.15) pour estimer la matrie d'homographie et l'algorithme présenté
dans [Faugeras 88℄ an d'estimer le déplaement (R, td∗). Pour les expérimentations
réelles qui seront présentées dans le Chapitre 5, nous avons utilisé l'algorithme des inq
points proposé par D. Nistér dans [Nistér 04℄, ouplé à l'algorithme de RanSaC (Ran-
dom Sample Consensus) [Fishler 81℄ an de aluler la matrie essentielle de manière
robuste. Les paramètres du mouvement (R, td∗) sont ensuite extraits de E à partir de
sa déomposition SVD (déomposition en valeurs singulières) omme il est dérit dans
[Hartley 00℄.
4.3.2 Modèle unié et améra sheye
Le modèle de projetion, dérit Setion 4.3.1.1, a été développé pour les apteurs
atadioptriques entraux. Cependant, omme nous l'avons déjà évoqué, la présene du
miroir rend le apteur enombrant, fragile et une partie de l'image inexploitable. L'utili-
sation d'une améra sheye permet de surmonter es diultés. Les prinipaux modèles
de projetion proposés pour e type de apteurs peuvent être lassés en deux familles :
les modèles basés sur une projetion perspetive et eux basés sur l'angle d'inidene
du rayon entrant. On peut ajouter à es deux familles prinipales une troisième famille
basée sur le modèle unié présenté Setion 4.3.1.1. Cette famille inlut les propositions
dérites dans [Ying 04, Barreto 06, Mei 07℄. Celle-i s'est développée à partir du onstat
que les images obtenues ave des améras sheye et atadioptrique ont de fortes simili-
tudes [Ying 04℄. Par exemple, une droite de l'espae se projette en une onique dans le
plan image d'un apteur atadioptrique à point entral [Barreto 02℄, ainsi que dans le
plan image de ertaines améras sheye [Smith 99℄ (voir Fig. 4.13). Dans la suite, nous
allons voir que le modèle unié peut, en fait, être interprété omme un modèle appar-
tenant à la première ou à la seonde des familles mentionnées i-dessus. Ce résultat est
intéressant ar il implique que le modèle de projetion unié pourra être utilisé pour
les améras sheye et, par onséquent, que notre stratégie de navigation pourra être
utilisée ave e type de apteur sans modiation.
4.3.2.1 Modélisation des améras sheye
Nous nous intéressons ii uniquement aux modèles de distortions radiales. Le entre
de distortion étant supposé onfondu ave le point origine du plan image, es distortions
inuent uniquement sur la distane rf entre le point de l'espae image de oordonnées
projetives x et le point prinipal (intersetion de l'axe optique ave le plan image).
Les modèles de distortions radiales proposés dans la littérature sont nombreux mais
ils respetent tous deux ontraintes fondamentales :
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(a) (b)
Fig. 4.13  Estimation des paramètres de la projetion de droites dans l'image (a) d'une
améra atadioptrique entrale, (b) d'une améra sheye, en utilisant le modèle unié
et deux points liqués à la souris sur haque droite.
Contrainte 1 : le rayon arrivant le long de l'axe optique n'est pas déformé.
Contrainte 2 : la distane rf roit de façon monotone lorsque l'angle d'inidene aug-
mente.
Pour les améras ave distortions, la distane entre le entre de l'image et le point
image est diérente de elle obtenue dans le as sténopé :
rf = rf (θ) 6= rp(θ) = f tan θ
La première famille de modèles repose sur le modèle sténopé. Le rayon rf est obtenu en








La seonde famille de modèles repose sur une transformation entre l'angle d'inidene




Quelques modèles de projetions de type T1 sont présentés dans le Tableau 4.6.
Dans [Pajdla 97℄, le modèle de distortion polynomial r1f (rp) est utilisé. Ce modèle est
lassiquement employé pour modéliser les distortions d'une améra perspetive réelle
[Zhang 98℄. Peu de paramètres sont néessaires lorsque le hamp de vue est restreint
mais la modélisation des distortions des améras grand-angle néessitent de nombreux
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r4f (rp) = rp
L1(rp, n1)
L2(rp, n2)










, ω ∈ [0, 2π]
Tab. 4.6  Prinipaux modèles de améra sheye basés sur une projetion perspetive.




p + · · ·+ knr2np , (k1, k2, . . . , kn) ∈ ℜn.
paramètres. A. Fitzgibbon a proposé le modèle de division r2f (rp) [Fitzgibbon 01℄ qui
peut être utilisé ave un paramètre unique (r3f (rp)) même pour un hamp de vue im-
portant. La projetion peut également être représentée par le modèle rationnel r4f (rp)
(n1 + n2 paramètres) [Li 05℄, le modèle logarithmique r
5
f (rp) [Basu 95℄ (ontenant un
paramètre d'éhelle s et un paramètre λ permettant de orriger la distortion) ou par le
modèle de hamp de vue (FOV pour Field-Of-View) r6f (rp) [Devernay 01℄.
Les prinipales fontions de projetion basées sur l'angle d'inidene (type T2) sont
présentées dans le Tableau 4.7. La fontion la plus lassique est la projetion f-theta
(également appelée projetion linéairement divisé ou projetion équidistante) r1f (θ)
proposée dans [Kingslake 89℄. Ce modèle de projetion est, ependant, limitée aux
améras ave de faibles distortions. La projetion stéréographique r2f (θ) proposée dans
[Flek 94, Stevenson 95℄ préserve la irularité. Le modèle orthographique r3f (θ) a été
proposé dans [Ray 94℄ et le modèle à angle équisolide (ou à surfae dèle) r4f (θ) dans
[Smith 92℄. La projetion polynomiale r5f (θ) [Xiong 97, Kannala 06, Saramuzza 06℄ per-
met d'améliorer la préision par rapport au modèle r1f (θ). Des modèles hybrides ont
également été étudiés : r6f (θ) ave α un fateur d'éhelle et β le paramètre de proje-
tion radiale [Kumler 00℄ et r7f (θ) qui est une ombinaison du modèle stéréographique (de
paramètres a, b) et de la projetion d'angle équisolide (de paramètres c, d) [Bakstein 02℄.
4.3.2.2 Équivalenes ave le modèle unié
Dans le as de la projetion perspetive, la distane rp (équation 4.3)) peut se réérire




X2 + Y 2 omme Z > 0.
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r1f (θ) = fθ





r3f (θ) = f sin θ





r5f (θ) = f(k1θ + k2θ
3 + · · · + knθ2(n−1)+1), (k1, k2, . . . , kn) ∈ ℜn
r6f (θ) = α sin(βθ)
r7f (θ) = a tan(θ/b) + c sin(θ/d)
Tab. 4.7  Prinipaux modèles de améra sheye basés sur l'angle d'inidene
On onsidère maintenant la projetion ave le modèle unié. Les oordonnées du



























L'équation (4.17) peut alors se réérire sous la forme :








L'équation (4.18) est une transformation de type T1 qui relie la distane rp à la distane
rf . On vérie failement que lorsque le rayon d'inidene arrive le long de l'axe optique
alors rp = 0 et la distane entre le entre optique et le point projeté est don nulle
(rf (0) = 0). La Contrainte 2 est également respetée.
En utilisant l'équation (4.18) et omme rp = f tan θ, on obtient diretement la
relation :




tan2 θ + 1
(4.19)
L'équation (4.19) est une transformation de type T2 reliant la distane rf et l'angle
d'inidene θ. On vérie failement que lorsque le rayon d'inidene arrive le long de
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l'axe optique (θ = 0), la distane entre le entre optique et le point projeté est nulle
(rf (0) = 0) et que la Contrainte 2 est respetée.
On remarque de manière lassique que le modèle présenté sous ette forme n'est pas







Nous ne pouvons pas onlure diretement à partir des équations (4.18) et (4.19)
que le modèle unié permet de modéliser eaement les améras sheye (tout omme
pour l'ensemble des modèles proposés dans la littérature). De manière expérimentale,
nous pouvons, ependant, nous faire une idée sur e point. À titre d'exemple, un résultat
d'estimation des paramètres de projetion de droites dans l'image d'une améra sheye
en utilisant le modèle unié et deux points liqués à la souris sur haque droite est
représenté Fig. 4.13 (b). On onstate visuellement que le résultat est orret. An de
s'assurer que e modèle est susant pour les appliations robotiques envisagées, nous
proposons dans la suite des résultats plus quantitatifs d'étalonnage et de reonstrution
eulidienne.
4.3.2.3 Étalonnage
Nous proposons, tout d'abord, d'étalonner quatre améras à l'aide d'une mire plane.
Trois modèles de projetion sont omparés :
 le modèle polynomial basé sur la projetion perspetive : r1f (rp) = rp(1 + a1r
2
p +
· · ·+ a3r6p),
 le modèle unié auquel des paramètres de distortions radiales sont ajoutés
7
:
rf (rc) = rc(1 + a1r
2
c + · · · + a3r6c ) (ave rc la distane obtenue ave le modèle
unié),
 le modèle unié.
Les quatre apteurs onsidérés sont des améras munies de lentilles :
 Pentax TS212A (C70214) (hamp de vue de 94 degrés). Les images sont de taille
640×480 pixels.
 Sigma 8/3,5 EX DG
8
(hamp de vue de 180 degrés). Les images sont de taille
1020×1020 pixels.
 Fujinon Fisheye E5 1 :1.4/1.4mm (hamp de vue de 185 degrés). Les images sont
de taille 1024×768 pixels.
 Ori 190-3 d'Omniteh Robotis (hamp de vue de 190 degrés). Les images sont
de taille 640×480 pixels.
7
Ce modèle a été proposé dans [Mei 07℄. Nous négligeons ii les paramètres de distortions tangen-
tielles.
8
Contrairement aux autres lentilles, elle-i a été montée sur une améra analogique et les images
brute diretement aquises par le apteur sont employées.
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Tab. 4.8  Étalonnage d'une améra munie d'une lentille Pentax TS212A (C70214).
Cette améra a un hamp de vue de 94 degrés. La taille de l'image est xée à 640×480
pixels.
L'étalonnage des améras est réalisé en utilisant les toolbox Matlab de Calteh
9
pour
le modèle perspetive et de C. Mei
10
pour les modèles uniés. La matrie des paramètres
intrinsèques de la améra est :
Kp =




Selon les lentilles, les points d'étalonnage sont extraits sur 5 à 7 images d'une grille. Les
mêmes points sont utilisés pour les trois modèles. Pour haque améra et haque modèle
de projetion, l'erreur moyenne de reprojetion sur l'image [erru errv]
⊤
, exprimée en
pixels, est alulée. Nous estimons également l'erreur de reprojetion annotée V al. des
points d'une image mise de té lors de l'étalonnage, ela an de valider les valeurs des
paramètres intrinsèques du apteur.
Les résultats sont présentés dans les Tableaux 4.8 pour la TS212A (C70214) de Pen-
tax, 4.9 pour la Sigma 8/3,5 EX DG de Canon, 4.10 pour la Fisheye E5 de Fujinon et
4.11 pour l'objetif Ori190-3 d'Omniteh Robotis.
Pour les deux premiers apteurs, les résultats sont similaires ave les diérents mod-
èles de projetion, que e soit pour les distanes foales, la position du point prinipal
ou les erreurs de reprojetion. Lorsque le hamp de vue devient supérieur à 180 degrés,
les erreurs de reprojetion données par le modèle r1f (rp) ne sont pas satisfaisantes (plus
de 2 pixels sur haque axe pour la lentille Fujinon et plus de 50 pixels pour la lentille
ORIFL). Le modèle unié est alors plus apte à modéliser les fortes distortions. On ob-
serve que elles-i sont bien représentées par le paramètre ξ du modèle unié et que
les paramètres de distortion additionnels apportent peu de préision supplémentaire
([0.197 0.156]⊤ ontre [0.156 0.174]⊤ pour la lentille Fujinon), une préision similaire
9
Toolbox de Calteh : http ://www.vision.alteh.edu/bouguetj/alib_do/http ://www.vision.alteh.edu/bouguetj/alib_do/.
10
La toolbox de Mei est disponible sur son site internet : http ://www.robots.ox.a.uk/ mei/Tool-
box.htmlhttp ://www.robots.ox.a.uk/ mei/Toolbox.html.
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Tab. 4.9  Étalonnage d'une améra munie d'une lentille Sigma 8/3,5 EX DG. Cette
améra a un hamp de vue de 180 degrés. La taille de l'image est xée à 1020×1020
pixels.







































































Tab. 4.10  Étalonnage d'une améra munie d'une lentille Fujinon Fisheye E5
1 :1.4/1.4mm. Cette améra a un hamp de vue de 185 degrés. La taille de l'image
est xée à 1024×768 pixels.







































































Tab. 4.11  Étalonnage de la améra munie d'une lentille Ori 190-3 d'Omniteh
Robotis. Cette améra a un hamp de vue de 190 degrés et une foale de 1.24 mm. La
taille de l'image est xée à 640×480 pixels.
134 NAVIGATION PAR MÉMOIRE VISUELLE
([0.163 0.136]⊤ ontre [0.159 0.142]⊤ pour la lentille Sigma) ou moins de préision dans
le as de la lentille Sigma ([0.218 0.205]⊤ ontre [0.153 0.168]⊤) que le modèle unié
sans paramètres supplémentaires.
4.3.2.4 Reonstrution eulidienne partielle
La stratégie de suivi de hemin proposée néessite l'estimation des variables d'état.
Comme nous l'avons évoqué dans l'introdution de e hapitre, es variables peuvent
être alulées à partir de la reonstrution eulidienne entre deux vues. Il est don
intéressant d'évaluer les performanes de ette reonstrution lorsque le modèle unié
est employé. Nous utilisons pour ela des données synthétiques puis des données réelles.
Évaluation de la reonstrution ave des données synthétiques An d'évaluer
les performanes de la reonstrution 3D partielle en utilisant le modèle unié pour une
améra sheye, la améra est plaée dans un espae de travail virtuel. Elle est dirigée
vers un plan (π) ontenant N points plaés aléatoirement. Les images synthétiques de
taille 640 × 480 pixels sont générées en projetant es points sur le plan image à partir
du modèle de projetion r1f (rp) ave la valeur des paramètres de la améra Ori trouvés
préédemment (i.e r1f (rp) = rp(1− 0.238.r2p +0.040.r4p +0.002.r6p − 0.001.r8p)). Un bruit
gaussien 2D ave une moyenne nulle et un éart type σ est ajouté sur les oordonnées
de haque point image. Pour haque expériene, deux positions aléatoires de la améra
sont générées ave un déplaement orrespondant à une rotation R et une translation
t. La matrie d'homographie Hπ entre les deux images, relative au plan (π), est estimée
à partir du modèle unié de la améra ave les paramètres de la améra Ori (i.e
ξ = 2.875). La matrie de rotation R̂ et la translation à un fateur d'éhelle près t̂ sont
extraites de Hπ
11
puis les erreurs suivantes sont alulées :
 erreur de rotation ΘR : angle de rotation de la matrie RR̂
−1
 erreur de translation ΘT : angle entre les veteurs normalisés t/‖t‖ et t̂/‖̂t‖
Pour omparer les résultats ave eux du as onnu des améras perspetives (voir, par
exemple, [Hartley 00℄), la matrie d'homographie Hπ est également estimée à partir du
modèle de projetion utilisé pour générer les images. Les résultats sont omparés ave
la réalité terrain et l'erreur RMS (Root Mean Square) est alulée à partir de 200 tests
pour haque expériene. L'erreur RMS de la reonstrution est représentée en fontion
de l'éart type du bruit de mesure ave le modèle de projetion perspetive (lignes
pointillées) et ave le modèle unié (lignes pleines), pour un mouvement de translation
pure Fig. 4.14 (a) et un mouvement de rotation pure Fig. 4.14 (b).
On observe de manière lassique que l'erreur RMS augmente quand l'éart type du
bruit augmente et qu'elle diminue ave le nombre de points. En l'absene de bruit, le
modèle perspetive (utilisé pour générer les données) permet d'obtenir exatement le
mouvement eetué, e qui n'est pas le as du modèle unié. Cependant, le modèle
unié est plus robuste vis-à-vis des bruits de mesure surtout lorsque le nombre de
11
Une estimation approximative de la normale au plan ontenant les points 3D permet de lever
l'ambiguïté de la déomposition.
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Erreur en Rotation  / Points aleatoires




















Fig. 4.14  Reonstrution eulidienne partielle obtenue à partir de données synthé-
tiques : erreur RMS (a) en translation ΘT et (b) en rotation ΘR à partir de 6, 10, 20 et
40 points en orrespondane en fontion de l'éart type σ = 0 . . . 2 pixel(s).
points utilisés pour estimer la matrie d'homographie est faible. De manière générale,
les résultats de reonstrution eulidienne pour une améra sheye sous le modèle de
projetion unié sont toujours similaires (voir plus satisfaisants) que les résultats sous
le modèle sténopé.
Évaluation de la reonstrution ave des données réelles Trois déplaements
de la améra sont onsidérés : une translation t, une rotation R et un mouvement om-
posé (R, t). La réalité terrain est mesurée à partir de la position de la améra sur une
table à mesurer tridimensionnelle. La matrie d'homographie est estimée à partir de la
position de quatre ouples de points en orrespondane dans les images aquises par
l'objetif grand-angle Ori190-3 aux positions initiale et nale. Les déplaements sont
ensuite obtenus par déomposition de ette matrie et sont omparés à la réalité terrain.
Les résultats sont donnés Tab. 4.12.
Les déplaements sont orretement estimés. Lors d'une translation pure, une erreur
de translation inférieure à 1 degré est observée. Lors d'une rotation pure, l'erreur entre
la rotation eetuée et la rotation estimée est d'environ 3 degrés. Quand les mouvements
sont ouplés, les erreurs sont inférieures à 2 degrés.
4.4 Conlusion
Dans e hapitre, nous avons étudié les omposantes de notre stratégie de navigation
à mettre en plae ave une améra orant un hamp de vue important.
Tout d'abord, nous avons hoisi d'utiliser des primitives de type points d'intérêt
dans les trois étapes de ette stratégie. Ils ont pour avantage d'être utilisables dans
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(a) Translation
t/‖t‖ (m) 0.843 -0.334 0.422
t̂/‖̂t‖ (m) 0.841 -0.344 0.417
ΘT (deg.) 0.917
(b) Rotation
uθ (deg.) 0 -40.00 0
ûθ (deg.) 0.206 -39.4 -3.20
ΘR (deg.) 3.20
() Déplaement ombiné
t/‖t‖ (m) 0.688 0 0.726
t̂/‖̂t‖ (m) 0.673 -0.015 0.740
ΘT (deg.) 1.21
uθ (deg.) 0 -20.00 0
ûθ (deg.) 0.470 -21.77 -0.006
ΘR (deg.) 1.831
Tab. 4.12  Reonstrution 3D partielle ave des données réelles. Calul du déplae-
ment : (a) en translation, (b) en rotation et () en rotation et translation. La rotation
est représentée par uθ (rotation d'axe u d'angle θ exprimé en degrés).
des environnements d'intérieur et d'extérieur. Toutefois, l'utilisation d'autres primitives
peut être envisagée. Dans les environnements d'intérieur par exemple, de nombreuses
droites 3D sont présentes et pourraient permettre une estimation plus robuste des vari-
ables d'état. On peut également envisager d'utiliser onjointement plusieurs types de
primitives an, une nouvelle fois, d'aroître la robustesse du système de navigation.
Une autre possibilité est la dénition d'un desripteur global permettant l'estimation du
déplaement entre deux vues. Cela permettrait d'éviter la phase de détetion néessaire
aux méthodes loales et don de limiter le oût alulatoire. Cette problématique est
largement ouverte et onstitue une de nos perspetives.
Une méthode hiérarhique de loalisation initiale a ensuite été proposée. Celle-i
est réalisée en deux temps. Dans un premier temps, un ensemble d'images andidates
à la loalisation sont extraites de la mémoire sensorielle en exploitant des desripteurs
d'images globaux. Dans un seond temps, des desripteurs loaux sont utilisés an de
séletionner la meilleure image. Les résultats expérimentaux ont montré que ette méth-
ode onstituait un bon ompromis entre préision, oût alulatoire et taille mémoire
requise.
Pour la loalisation initiale, nous avons employé une méthode lassique de mise
en orrespondane d'images à partir de primitives géométriques. Il serait ertainement
frutueux d'exploiter d'autres types de méthodes, omme par exemple elles basées sur
les mots visuels [Filliat 07, Angeli 08b℄ an d'aélérer la phase de loalisation ini-
tiale. Le onept de base de es méthodes est que les desripteurs des primitives dans
plusieurs images peuvent être très similaires. Un mot est don assoié à es desripteurs
similaires et est ajouté à un ditionnaire. À partir de e ditionnaire, la loalisation,
apparentée à la reherhe de mots dans un texte, peut être réalisée très rapidement.
L'évaluation de e type d'approhe dans notre système de navigation est également une
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de nos perspetives.
Enn, nous avons exploité et validé le modèle de projetion unié pour les améras
sheye. Ce type de améras peut alors bénéier diretement des nombreux développe-
ments dédiés aux améras atadioptriques entrales (traitement d'image, étalonnage,
. . .). De plus, les algorithmes d'estimation des géométries projetive et eulidienne,
onçus pour les améras onventionnelles, peuvent être assez diretement utilisés pour
les apteurs atadioptriques entraux et, par onséquent, pour les améras sheye. En
partiulier, l'estimation des variables d'état intervenant dans nos stratégies de om-
mande pourra être réalisée ave des images aquises par les améras onventionnelles,
atadioptriques entrales ou sheye, sans modiation de l'algorithme de reonstrution
eulidienne.
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Chapitre 5
Mise en ÷uvre et expérimentations
Pour évaluer un système global de navigation, de nombreuses expérimentations
doivent être réalisées. Il s'agit à la fois de les eetuer dans des ontextes diérents
(robots, apteurs et sites de navigation diérents) mais également de les répéter. Bien
entendu, la réalisation de es expérimentations peut prendre du temps. Il faudrait, en
eet, pouvoir tester tous les as de gure et toutes les ongurations possibles. En
pratique, des ontraintes matérielles (disponibilité du matériel, état de fontionnement,
lieux d'expérimentation, problèmes logiiels . . .) et temporelles limitent souvent le nom-
bre d'expérimentations menées. Nous verrons dans e hapitre que nous avons tout de
même pu eetuer un ertain nombre d'expérimentations dans des onditions variées
permettant ainsi de valider les prinipes de notre stratégie globale de navigation.
Les performanes d'un système de navigation peuvent également être visualisées à
travers ertaines expérimentations type omme le boulage et la navigation dans des
environnements de grande taille. Les stratégies proposées se heurtent souvent à e prob-
lème de passage à l'éhelle. En eet, la réalisation d'une tâhe de navigation dans des
environnements de très grande taille (éhelle d'une ville) est diile à mettre en ÷uvre.
Comme nous l'avons vu dans le hapitre 2, notre approhe se prête en théorie bien à
ela ar la quantité d'information à mémoriser est relativement faible au regard des
ressoures atuellement disponibles sur PC. En pratique, et objetif est, ependant,
diile à atteindre sans la mise en plae d'un outil dédié à la gestion de la mémoire
sensorielle.
Dans e hapitre, nous présentons dans un premier temps l'environnement logiiel
SOVIN (pour SOftware for VIsual Navigation) développé an d'aborder les environ-
nements de navigation de grande taille (voir Setion 5.1). Les onditions expérimentales
et les sites de navigation sont ensuite dérits dans les Setions 5.2 et 5.3. Finalement,
notre approhe est validée à travers des expérimentations sur diérents types de robots
et dans diérents environnements dans les Setions 5.4 et 5.5.
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Utilisateur
Application de navigation autonome
Interface Graphique
Mémoire visuelle(Mémoire à long terme)
Base de données
Interface BDD









Données Etat, commande, image désirée, localisation...
Recherche d’éléments
Eléments de la mémoire (Points2D, image, vitesse)
Fig. 5.1  Implémentation de notre système omplet de navigation.
5.1 Environnement logiiel
D'un point de vue expérimental, nous souhaitons aborder des sites de navigation
de l'éhelle d'une ville. An d'atteindre et objetif, nous avons développé ave L.
Lequièvre, ingénieur d'études CNRS au LASMEA, un logiiel nommé SOVIN dont les
prinipes sont détaillés dans la suite.
5.1.1 Présentation brève du logiiel SOVIN
Le logiiel SOVIN se ompose de trois modules (voir Figure 5.1). Le premier module
est dédié à la gestion de la mémoire sensorielle. Une librairie permet de faire l'inter-
fae entre l'outil de gestion (dérit dans le paragraphe suivant) et les objets manipulés
par les diérents algorithmes. Le seond module intègre les prinipaux algorithmes de
traitements mathématiques et de vision (détetion et appariement des primitives, reon-
strution Eulidienne partielle . . .). Enn, le dernier module réalise l'Interfae Homme
Mahine (IHM). Ce module permet de visualiser le ontenu de la mémoire et de la
modier de manière interative.
5.1.2 Gestion de la mémoire sensorielle
Un soin partiulier a été porté au module gérant la mémoire sensorielle MS. Dans
le ontexte de la navigation de robots mobiles, le système de gestion de la arte de
l'environnement doit répondre à plusieurs besoins :
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Élément de MS Objet (O) ou relation (R) de la BDD
CS Image Ii Image (O)
CT 1
Noeud Ni Noeud (O)
Arête pondérée (Ni, Nj) A_pour_noeud_suivant (R)
CT 0
Séquene Γi Séquene (O)
CT 0 JeuTest (O)
Contient_Séquene (R)
CS - CT 1
Capteur Capteur (O)
Ii → Ni Contient_Image_Aquis_Par (R)
CT 1 - CT 0
Noeud d'une séquene Contient_Noeud (R)
Arête entre séquenes A_pour_séquene_suivante (R)
CS visuelle
Point image Point2D (O)
Relation image - point image Contient_Point2D (R)
Point3D physique Point3D (O)
Relation point image - point 3D Est la projetion de (R)
Tab. 5.1  Correspondane entre la struture de la mémoire sensorielle et les objets et
relations de la BDD.
 les données doivent être sauvegardées, réupérées et gérées de façon eae an
de supporter des environnements de grande taille,
 l'aès et la réupération des données doivent être rapides pour permettre une
utilisation en temps réel,
 l'intégrité des données par rapport à la struture proposée doit être onservée,
 la struture et les données mémorisées doivent s'adapter à plusieurs approhes de
navigation.
Ces besoins ont guidé le développement d'un système de gestion de la mémoire sen-
sorielle utilisant une Base De Données (BDD). Dans le ontexte des BDD, de nombreux
outils sont disponibles pour la oneption, la gestion et la sauvegarde eaes des don-
nées. En partiulier, la méthode d'analyse et de oneption MERISE a été employée
pour dérire la struture orrespondant à notre mémoire sensorielle. Cette méthode
onsiste en deux étapes : dans un premier temps, les entités de la BDD et leurs re-
lations sont dénies dans le Modèle Coneptuel de Données (MCD) ; dans un seond
temps, le Modèle Physique de Données (MPD) est généré à partir du MCD. Il est en-
suite implémenté dans un moteur de base de données.
Les objets et leurs attributs puis les relations entre les objets sont diretement
dénis dans le MCD à partir de la struture de la mémoire sensorielle MS présen-
tée dans le Chapitre 2. Les orrespondanes entre les éléments de MS et eux de la
BDD sont dérites dans le Tableau 5.1. On retrouve les objets : Image, Noeud et
Séquene deMS. De plus, les séquenes de CT0 aquises lors d'une même expérimen-
tation peuvent être regroupées en JeuTest. En pratique, plusieurs apteurs peuvent
être employés pour les diérentes phases d'apprentissage (objet Capteur). Des objets
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Est la projection de
1..*0..1
Contient_Image_Acquis_Par
Fig. 5.2  Éléments prinipaux du Modèle Coneptuel des Données de MS.
Point2D (orrespondant à un point image) et Point3D (orrespondant à un point
physique de l'environnement)
1
sont également ajoutés au MCD.
Une Image a pour attribut le ontenu de l'image (image en niveau de gris lorsqu'elle
est aquise ave un apteur visuel) mais également le desripteur global. Un Point2D
est déni par la position du point dans l'image ainsi que le desripteur du point. On
note que la taille des images et des desripteurs n'est pas imposée. Les attributs d'un
Capteur sont les paramètres intrinsèques et extrinsèques.
Des liaisons sont ensuite ajoutées au MCD. Ainsi, un JeuTest ontient des Séquenes
(relation Contient Séquene). Une Séquene débute à un Noeud initial
(Commene_au_Noeud), nit à un Noeud nal (Finit_au_noeud) et peut être
suivie de plusieurs séquenes (relation A_pour_Séquene_Suivante). Les arêtes de
CT1 sont traduites dans le MCD par la relation A_pour_Noeud_suivant. Noeud,
Capteur et Image sont liés par la relation Contient_Image_Aquis_Par. Les Point2D
extraits dans une image sont liés à ette image par la relation Contient_Point2D.
Enn, la relation Est la projetion de lie un Point2D à un Point3D.
Les éléments prinipaux du MCD obtenu sont représentés Figure 5.2.
1
Un point 3D peut être déni par ses oordonnées ou simplement traduire le fait que des points
image sont appareillés.
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Le Modèle Physique des Données, généré à partir du MCD, ontient l'implémen-
tation des strutures physiques de la base de données. Dans e modèle, haque en-
tité du MCD est exprimée dans une table et haque attribut est représenté par une
olonne de ette table. Un élément de ette entité orrespond alors à une ligne de ette
table, identiée de manière unique par une lé (ou identiant). Le MPD de la mé-
moire sensorielle ontient une table pour haque objet déni au paragraphe préédent
(JEUTEST, SEQUENCE, CAPTEUR, NOEUD , IMAGE, POINT2D et POINT3D) et
d'autres tables intermédiaires réées à partir des liaisons (CONTIENT_SEQUENCE,
A_POUR_SEQUENCE_SUIVANTE, ARC et CONTIENT_IMAGE_ACQUIS_PAR).
Les données relatives à es tables sont aessibles à la modiation et à la leture via
des requêtes qui utilisent les identiants et les attributs des tables. Par exemple, une
requête pour obtenir les identiants (IDPOINT2D), les positions (U et V) et les desrip-
teurs des points extraits d'une image (l'image d'identiant 1 ii) utilise les données de
la table POINT2D et s'érit : SELECT IDPOINT2D, U, V, DESC FROM POINT2D WHERE
IDIMAGE=1. Il est ainsi possible d'aéder rapidement aux diérents éléments de la mé-
moire à partir de requêtes plus ou moins évoluées.
5.1.3 Mode opératoire
Les trois phases de notre stratégie de navigation sont réalisées en exploitant le logiiel
SOVIN :
Étape 1 : la mémoire sensorielle est tout d'abord onstruite en trois étapes omme
dérit dans la Setion 2.2.1 :
 la première étape (séletion des images lés) est réalisée de façon automa-
tique omme proposé dans la Setion 4.1,
 la seonde étape (ajout des données dans la mémoire sensorielle) est au-
tomatique et onsiste en l'insertion des données dans la BDD de SOVIN,
 la troisième étape (mise à jour de la arte) est réalisée manuellement via
l'IHM.
Étape 2 : la phase de loalisation initiale exploite l'approhe dérite dans la Setion
4.2.2. An d'aélérer les traitements, l'utilisateur peut désigner la séquene
sur laquelle se situe le robot. La loalisation est ensuite réalisée de façon
omplètement automatique. On peut noter que les primitives loales et les
desripteurs globaux des images sont stokés dans la BDD et peuvent être
réupérés séparément des images. Une fois l'étape de loalisation terminée,
l'utilisateur peut vérier que le résultat est orret via l'IHM.
Étape 3 : la phase de navigation autonome (voir Setion 2.2.3) est réalisée en deux
temps :
 dans un premier temps, le hemin sensoriel Ψ est extrait de MS. Cette
phase onsiste à réupérer les identiants des images de Ψ onnaissant
l'image initiale et l'image ible spéiée par l'utilisateur,
 dans un seond temps, le suivi de hemin est réalisé de façon automatique.
Les images de Ψ et les points image assoiés sont tout d'abord réupérés
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depuis la base de données via les identiants des images
2
. Les points de
l'image ourante sont ensuite détetés et appareillés ave eux de l'image
ible. Le déplaement entre deux vues est obtenu omme dérit dans la
Setion 4.3.1.2 et permet d'estimer les variables d'état. L'utilisateur peut
à tout moment stopper la phase automatique en as d'anomalie. En outre,
de nombreuses séurités logiielles ont été intégrées (arrêt du robot si le
nombre de points reonstruits n'est pas susant ou si les entrées de om-
mande ont des valeurs aberrantes. . .).
5.2 Conditions expérimentales
Nous détaillons dans la suite le matériel utilisé lors de nos expérimentations.
5.2.1 Matériel informatique
Le logiiel SOVIN a été implémenté en C
++
sur un PC utilisant un OS Linux RTAI
ave un proesseur Centrino de 2 GHz. La librairie Qt4 développée par Trollteh a été
utilisée. Cette librairie, gratuite et multiplateforme, à l'avantage d'orir des fontion-
nalités pour la ommuniation ave les bases de données. Le système de gestion de la
base de données représentant la mémoire sensorielle est MySQL.
5.2.2 Robots mobiles
Trois robots mobiles ont été utilisés lors de nos expérimentations : un robot mobile
à roues Pioneer, un véhiule urbain nommé RobuCab et un quadrirotor développé au
CEA-LIST.
Robot Pioneer Ce robot tout-terrain életrique Pioneer 3-AT est ommerialisé par
AtivMedia (voir Fig. 5.3). Il est bien adapté à la navigation en intérieur de par ses di-
mensions (50 entimètres de long, 49 entimètres de large, 26 entimètres de haut) mais
peut également être utilisé en environnement extérieur. Les roues, non diretries, sont
ationnées par des moteurs életriques alimentés par une batterie permettant une au-
tonomie de 3 à 6 heures. Chaque moteur est ommandé par un ontrleur bas-niveau et
est muni d'un enodeur. La librairie ARIA (Advaned Robot Interfae for Appliations),
développée par MobileRobots, permet de ommuniquer ave le robot et ses omposants
via une liaison série.
Ce robot est dérit par le modèle inématique har. L'objetif de ommande est
réalisé par la Stratégie 1 (voir Setion 3.2.1) dans laquelle le Critère 2 de hangement
d'image est employé (voir Setion 3.3.1.1).
2








Fig. 5.3  Robot Pioneer et équipements.
RobuCab Dans le adre de la navigation en milieu urbain, nous utilisons un véhiule
appelé RobuCab, industrialisé par la ompagnie Robosoft (voir Fig. 5.4). Ce véhiule est
ationné par un moteur életrique sur haque roue, alimenté par des batteries plomb-
aide pour une autonomie de 2 heures. Il est spéiquement onçu pour les zones où
la irulation automobile est fortement restreinte : entre-ville urbain, gare, aérogare,
site touristique, hpital, ampus universitaire . . . Ses dimensions peu importantes (1.90
mètre de long, 1.20 mètre de large, 2.20 mètres de haut) sont, en eet, bien adaptées à de
tels environnements. Un ordinateur embarqué permet de gérer la ommande manuelle
via un joystik et l'aès aux ommandes de bas niveau. Notre PC et l'ordinateur du
RobuCab sont onnetés via un bus CAN. L'interfae entre les données fournies par
les apteurs, la ommande et notre système de navigation est réalisée via l'arhiteture
multi-apteurs temps réel Aroam développée onjointement au Cemagref de Clermont-
Ferrand et au LASMEA (voir [Tessier 06℄).
Le véhiule est équipé d'un DGPS diérentiel inématique temps réel RTK-DGPS
Sagitta de Thales qui a une préision de 1 entimètre d'éart type dans le plan horizontal
et de 20 entimètres sur l'axe vertial. An d'évaluer les performanes de notre approhe,
les données aquises par e DGPS seront utilisées omme réalité terrain. Les données
aquises lors du suivi automatique seront omparées à elles aquises lors de la phase
d'apprentissage et permettront d'estimer l'éart latéral entre les trajetoires parourues.
Dans nos expérimentations, nous emploierons la onguration du RobuCab {roues
avants orientables, roues arrières non orientables}. La onguration inématique de









































































































Fig. 5.4  RobuCab et équipements.
e véhiule suit alors le modèle biylette. Par manque de temps, nous n'avons pas pu
mettre en ÷uvre la Stratégie 2. L'objetif de ommande sera don réalisé par la Stratégie
1. Le Critère 2 de hangement d'image sera employé (voir Setion 3.3.1.1). An d'obtenir
un omportement onfortable pour les passagers et sûr pour les ationneurs, la distane
d'établissement est xée à dm = 15 mètres pour e véhiule.
Drone quadrirotor Le drone quadrirotor développé au CEA-List est ationné par 4
moteurs életriques brushless alimentés par une batterie Lithium-Polymère. Il mesure 80
entimètres de large et de long. Son autonomie en vol atteint 20 minutes en régime quasi
stationnaire. Il pèse environ 700 grammes et a une harge utile de 200 grammes, perme-
ttant ainsi d'embarquer une ou deux améras et un apteur supplémentaire. Pour sim-
plier le développement de l'életronique embarquée, le drone est équipé de diérentes
artes életroniques empilables (voir Fig. 5.5). La première arte (Carte moteurs) gère
l'asservissement des vitesses de rotation des moteurs et génère les diérentes tensions
d'alimentation néessaires aux artes életroniques à partir de la tension batterie. La
deuxième arte embarque une Centrale Inertielle (CI) omposée de 3 aéléromètres, 3
gyromètres et 2 magnétomètres de tehnologie MEMS (Miro Eletro Mehanial Sys-
tem). Une troisième arte est dédiée à la gestion des apteurs proximétriques (baromètre,
ultrason, infrarouge. . .). Le DSP (Digital Signal Proessor) eetue les opérations de
ltrage et fusion des données de la entrale et implémente les algorithmes de stabilisa-
tion du drone, à une adene de 6 milliseondes.
La ommuniation entre le drone et le poste au sol est réalisée par une ommuni-















Fig. 5.5  Cartes életroniques embarquées sur le quadrirotor.
peuvent être ommandés depuis e poste au sol à l'aide d'un joystik. Les algorithmes
développés sur e poste (interfae et ommuniation ave le drone) sont implémentés en
C/C
++
sous Windows. Un onvertisseur analogique / numérique GrabBeeX transforme
le signal vidéo émis depuis le drone en un signal numérique utilisable par le PC. Les
images de mauvaise qualité sont éliminées.
L'attitude du drone est estimée à partir des données des aéléromètres et des gy-
romètres à l'aide d'un ltre omplémentaire [Hamel 06b℄ tandis que la stabilisation en
assiette de l'engin est eetuée ave les algorithmes développés dans [Guénard 04℄. La
stabilisation en vitesse néessite l'estimation de la vitesse de translation v du drone.
En pratique, nous avons utilisé deux méthodes pour estimer v. Celles-i emploient une
améra embarquée sur le drone, dirigée vers le sol :
Méthode 1 : la vitesse est estimée à partir des données de la entrale inertielle et est re-
alée grâe à la mesure du ot optique sur le sol en utilisant une approhe
par logique oue. Une demande de brevet a été déposée au CEA-List par
N. Guénard, ingénieur au CEA-LIST, onernant ette méthode.
Méthode 2 : la vitesse est estimée à partir d'un appariement de l'image ourante ave
une mosaïque onstruite en ligne et en utilisant une fusion ave les données
de la entrale inertielle (approhe développée par L. Ek, ingénieur au
CEA-LIST, dans le adre du projet européen µDrones).





















Fig. 5.6  Drone quadrirotor et équipements.
Ces méthodes ne permettant pas d'estimer orretement la vitesse de translation suiv-
ant Zc, nous ne traiterons que de la ommande en position dans le plan XcYc et de la
ommande en laet, la ommande en altitude étant réalisée manuellement. Nous utilis-
erons alors le ritère de hangement d'image lé déni omme la norme de l'erreur de
position dans le plan : err = ‖[ErrX ErrY ]T ‖ ave un seuil xé à 0.05 mètre.
5.2.3 Capteurs visuels
Les trois apteurs visuels utilisés sont dérits par le modèle unié et ont été étalonnés
ave la toolbox développée par C. Mei et al. [Mei 07℄. Dans haque as, les paramètres
extrinsèques ont été estimés grossièrement.
Caméra atadioptrique analogique Ce apteur est omposé d'un miroir parabolique
ouplé ave une améra orthographique. Les images de résolution 640× 480 pixels, on-
verties en signaux numériques via un onvertisseur GrabBeeX, sont aquises en niveau
de gris à une fréquene de 7.5 Hz. Les paramètres du modèle de améra sont : fu = 176.3,
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Caméra sheye
Fig. 5.7  Véhiule életrique RobuCab muni de la améra sheye Fujinon, dirigée vers
l'avant du véhiule.
fv = 160.0, u0 = 333.8 pixels, v0 = 281.8 pixels et ξ = 1. Cette améra est xée sur
la base du Pioneer et son axe optique est approximativement onfondu ave l'axe de
rotation du robot (voir Fig. 5.3).
Caméra sheye Fujinon Ce système visuel est onstitué d'une améra CMOS et
d'un objetif grand-angle Fujinon Fisheye E5 1 :1.4/1.4 mm dont le hamp de vue est
de 185 degrés. Dans nos expérimentations, les images, de résolution 800 × 600 pixels,
sont aquises en niveau de gris sur le PC à une fréquene de 15 Hz. Les paramètres du
modèle de améra sont : fu = 264.9, fv = 263.8, u0 = 400.4 pixels, v0 = 304.8 pixels
et ξ = 1.63. Cette améra est approximativement plaée à l'avant du RobuCab, sur la
gauhe et à 1 mètre du sol. Son axe optique est dirigé vers l'avant du véhiule (voir Fig.
5.7).
Caméra Drone Pour les appliations sur le drone, les ontraintes de dimension et de
poids ont onduit au hoix d'un système visuel léger. La améra est munie d'une lentille
de foale 2.1 mm permettant d'obtenir un hamp de vue de 110 degrés. La masse de
l'ensemble { améra + objetif } est alors inférieure à 13 grammes. Les images, de
résolution 640× 480 pixels sont onverties en niveau de gris. Les paramètres du modèle
de améra sont : fu = 429.5, fv = 467.1, u0 = 345.4 pixels, v0 = 292.4 pixels et ξ = 2.52.
Lors des expérimentations, ette améra est plaée sous les artes du drone et est dirigée
dans la diretion Xc (voir Fig. 5.6).
150 MISE EN ×UVRE ET EXPÉRIMENTATIONS
. . .
. . .
Fig. 5.8  Quelques images de la séquene Couloir.
5.3 Sites de navigation
Nos expérimentations ont été onduites sur diérents sites. Nous les présentons ii
à travers les phases d'apprentissage réalisées.
5.3.1 Phases d'apprentissage ave le Pioneer
Séquene Couloir Le robot Pioneer est ommandé manuellement dans un ouloir
le long d'une trajetoire de 12 mètres en ligne droite, ave une vitesse d'avane de 200
mm/s. 370 images sont aquises par la améra atadioptrique embarquée. La onstru-
tion de la arte onduit à une séquene unique (Couloir) ontenant 75 images lés. La
distane moyenne entre les positions d'aquisition de es images est de 15 entimètres.
Quelques images lés de la séquene Couloir sont représentées Fig. 5.8. On observe
sur es images des onditions d'illumination diérentes selon la situation du robot. De
plus, omme il est visible, par exemple, sur la première image représentée Fig. 5.8, e
type d'environnement ontient de nombreuses zones non texturées où il sera diile de
déteter des points d'intérêt.
5.3.2 Phases d'apprentissage ave le RobuCab
Grand Environnement et Chemin simple Le RobuCab a été onduit manuelle-
ment le long de plusieurs trajetoires sur le Campus des Cézeaux (voir Fig. 5.9
3
). Les
trajetoires parourues ontiennent des virages serrés (près des lieux STAPS, IFMA et
le virage en U au lieu Tramway) ainsi que des montées et desentes (entre ISIMA et
IFMA puis vers IFMA). La mémoire sensorielle relative à e site de navigation (appelée
Grand Environnement dans la suite) ontient 47 séquenes et 1400 images lés. Toutes
es séquenes ont été enregistrées ave un temps ensoleillé. Lorsque le soleil est bas et
dans le hamp de vue du apteur, elui-i est saturé e qui rend inutilisable une partie
de l'image omme on le voit sur l'image représentée en bas à droite Fig. 5.9. Comme
3
Les données DGPS sont utilisées an de représenter le hemin dans un repère métrique absolu.
L'image satellite de fond a été realée manuellement sur es données.



















































Fig. 5.9  Trajetoires parourues lors de la onstrution de la mémoire sensorielle
Grand Environnement.
le hamp de vue du apteur est important, il reste, ependant, susamment de prim-
itives détetées dans le reste de l'image. Des phénomènes de réverbération sur les sols
lairs apparaissent en raison de la position du soleil omme on peut le voir sur les trois
images représentées près du lieu Tramway. Nous verrons dans la suite que la tâhe de
navigation autonome peut tout de même être menée à bien dans es onditions.
Nous onsidérons également une sous partie de la mémoire Grand Environnement
orrespondant à la trajetoire de 200 mètres représentée Figure 5.10. Cette séquene,
appelée Chemin simple dans la suite, ontient 110 images lés.
Boule CUST Lors d'une nouvelle phase d'apprentissage, un trajet en boule long
de 270 mètres est parouru (Boule CUST). 1100 images sont aquises par la améra
embarquée. La mémoire sensorielle est onstituée de trois séquenes et ontient un total
de 153 images lés (soit une moyenne d'une image tous les 1.7 mètres). Les positions
du robot orrespondant aux prises de vue de es images sont représentées Figure 5.11.
5.3.3 Phases d'apprentissage ave le drone
Les expérimentations menées sur le drone sont réalisées dans un environnement
d'intérieur de type hangar. Deux séquenes sont onsidérées.
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Fig. 5.10  Trajetoire orrespondant aux lieux d'aquisition des images de la séquene
Chemin simple.
Séquene Drone I Le drone est ommandé manuellement le long d'un hemin hori-
zontal, approximativement linéaire, dirigé à 45 degrés par rapport à la diretion d'avane
Xc du drone et long de 6 mètres environ (voir Fig. 5.12). La séletion des images lés
est, dans le as du drone, réalisée manuellement en raison de la mauvaise qualité de
ertaines images des séquenes d'apprentissage. La mémoire visuelle obtenue ontient
10 images lés (voir Fig. 5.12).
Séquene Drone II Cette séquene a été aquise le long d'un hemin d'apprentis-
sage en ligne droite dans la diretion d'avane Xc du drone. Le hemin total mesure plus
de 15 mètres. Après séletion manuelle des images lés, la mémoire visuelle est formée
d'une séquene ontenant 11 images (voir Fig. 5.13).
Pour e type de robot, les graphes CT1 et CT0 sont non-orientés. On suppose, en
eet, que si le robot peut se déplaer du lieu d'aquisition de Ii à elui de Ii+1, alors il
peut également se déplaer du lieu d'aquisition de Ii+1 à elui de Ii. Nous verrons dans
l'expérimentation dérite Setion 5.4.3.1 que ette hypothèse est tout à fait raisonnable.






Fig. 5.11  Boule CUST. (a) hemin, représentée en oordonnées métriques, eetué
lors de la phase d'apprentissage, (b) dernière image de Γ3, () première image de Γ1.
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Fig. 5.12  Représentation shématique du hemin parouru lors de la phase d'appren-
tissage de la séquene Drone I ave quelques unes des images lés.
(a) I1 (b) I2 () I3 (d) I4
(e) I5 (f) I6 (g) I7 (h) I8
(i) I9 (j) I10 (k) I11
Fig. 5.13  Images de la séquene Drone II.
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5.4 Validation
L'objetif de ette partie est de valider notre stratégie de navigation au travers de
diverses expérimentations. Celles-i sont menées sur les trois robots onsidérés, ave
des améras diérentes (améra sheye et améra atadioptrique) et dans des environ-
nements d'intérieur et d'extérieur.
5.4.1 Navigation en intérieur ave une améra atadioptrique
Le Pioneer est positionné près du lieu d'aquisition de la séquene Couloir. Il a pour
objetif de rejoindre le lieu d'aquisition de l'image nale de ette séquene. Le robot est
tout d'abord loalisé automatiquement omme proposé dans le Chapitre 2. Un hemin
est ensuite extrait entre l'image initiale et la onguration désirée puis la phase de suivi
débute ave une vitesse longitudinale de 100 mm/s. 35 ouples de points sont mis en
orrespondane de façon robuste entre l'image ourante et la première image du hemin
sensoriel (voir Fig. 5.14 (a)). L'erreur latérale initiale est y(s0) ≈ 1.5 mètre 4.
Le hemin sensoriel est entièrement suivi. Les erreurs angulaire et latérale et la om-
mande sont représentées Figure 5.15
5
. Le robot rejoint le hemin appris au bout de 5
seondes. Ensuite, la valeur absolue de l'erreur angulaire est inférieure à 2 degrés, elle
de l'erreur latérale inférieure à 30 entimètres et elle de la ommande inférieure à 1
deg/s (voir Fig. 5.15). Lors du suivi, l'erreur dans l'image est inférieure à 15 pixels et
atteint, dans la majorité des as, une valeur d'environ 4 pixels lorsque l'image lé est
rejointe (voir Fig. 5.16). Lors de ette expérimentation, 49 appariements robustes sont
obtenus en moyenne et permettent d'estimer les entrées de ommande.
À travers ette expérimentation, nous voyons que notre stratégie peut être appliquée
ave une améra atadioptrique. Une telle améra ouvrant un hamp de vue plus im-
portant qu'une améra lassique, des points d'intérêts sont détetés tout autour du robot
omme on peut le voir sur les images représentées Fig. 5.14. Dans une telle appliation,
on note également que la présene de la zone morte au entre de l'image ne onstitue
pas un inonvénient majeur ar elle-i orrespond à la projetion du robot.
5.4.2 Navigation en milieu urbain
Nous évaluons ii les performanes de notre stratégie dans un environnement d'ex-
térieur ave le RobuCab équipé d'une améra sheye. Celui-i est tout d'abord onduit
manuellement vers une position prohe de elle orrespondant au début de la séquene
Chemin simple. Après la phase de loalisation initiale, un hemin visuel omposé de 94
images est extrait de la mémoire sensorielle an de rejoindre la onguration désirée
(orrespondant à l'image nale du hemin appris). La vitesse d'avane est xée à V =
0.9 m/s.
4
Étant données les aratéristiques de notre environnement, le fateur d'éhelle est ii surestimé.
5
Sur es gures, les roix marquent un hangement d'image lé.
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(a)
(b)
Fig. 5.14  Images aquises par la améra lors de la phase automatique (à gauhe)
et images de la mémoire orrespondantes. Les segments relient les primitives visuelles
appareillées de façon robuste entre es images. (a) Image initiale, (b) image en ours de
navigation.
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Fig. 5.15  Séquene Couloir : erreur angulaire θ (exprimée en radians), erreur latérale
y (exprimée en mètres) et ommande (exprimée en deg/s) en fontion du temps (en
seondes).
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Fig. 5.16  Séquene Couloir : erreur dans l'image ErrImage (exprimée en pixels) en
fontion du temps (exprimé en seondes).
L'image désirée est atteinte par le RobuCab après 165 seondes de navigation au-
tonome. Il a parouru environ 150 mètres et plus de 2 000 images ont été traitées.
Les hemins parourus lors des phases d'apprentissage et de navigation autonome sont
représentés Fig. 5.17. La trajetoire réalisée lors de l'apprentissage est suivie ave un
éart latéral moyen de 20 entimètres et d'éart type 15 entimètres. Les erreurs an-
gulaire et latérale ainsi que la ommande sont représentées Fig. 5.18. On observe que
l'erreur angulaire n'est pas régulée à zéro entre les temps 40 et 50 seondes et entre
les temps 90 et 110 seondes. Lors de es périodes, le robot était situé dans les virages
serrés. La distane d'établissement étant élevée (15 mètres), la Stratégie 1 ne permet
pas de totalement réguler à zéro les erreurs dans les virages, omme nous l'avons vu en
simulation.
Un éart important par rapport à la trajetoire de référene, omme dans la situation
présente, peut être problématique du point de vue de la pereption. La mise en orre-
spondane des points extraits de l'image ourante ave eux de l'image désirée s'avère
alors diile (sores de orrélation trop faibles) voire impossible (sortie du hamp de
vue).
La Figure 5.19 montre une séquene de 14 images suessives aquises lors de la phase
de navigation autonome entre deux images lés Ii et Ii+1 se situant dans le Virage 2.
Cette gure permet de visualiser les erreurs dans l'image, les segments en rouge liant
les points de l'image ourante aux points orrespondants dans l'image désirée Ii+1. On
observe qu'à la n de la séquene, l'erreur est quasiment nulle. On peut également noter
que la répartition spatiale des points n'est pas homogène. Cela peut s'expliquer par le
ontenu peu texturé de l'image, prinipalement oupée par le maadam et le iel. Il
pourrait être frutueux de déteter les zones peu texturées. Cela permettrait de ibler les
zones les plus intéressantes en terme de ontenu pour le traitement d'image, diminuant
ainsi son oût alulatoire.
5.4.3 Navigation du drone
Nous nous intéressons ii à la navigation autonome du drone le long des séquenes
Drone I et Drone II. Contrairement aux robots à roues étudiés préédemment, et
engin se déplae en trois dimensions, a une dynamique importante et est très sensible
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Fig. 5.17  Séquene Chemin simple : hemins (exprimés en oordonnées métriques)
parourus lors des phases d'apprentissage et de navigation automatique.
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Fig. 5.18  Séquene Chemin simple : erreur angulaire θ (exprimée en radians), erreur
latérale y (exprimée en mètres) et ommande δ (exprimée en deg/s) en fontion du
temps (en seondes).
aux perturbations extérieures.
5.4.3.1 Séquene Drone I
Le quadrirotor est téléopéré vers une position prohe de elle orrespondant au lieu
d'aquisition de l'image I3 de la séquene Drone I. Le hemin visuel est déni manuelle-
ment omme Ψ = {I3, I4, . . . I10, I9, . . . I2, I3, . . . I10, I9, . . . I2}. Nous utilisons la
Méthode 1 pour l'estimation de la vitesse de translation (voir Setion 5.2.2). Dans ette
expérimentation, nous désirons observer le omportement en translation du drone. La
ommande en laet n'est don pas appliquée.
Lors de navigation autonome, le drone se déplae jusqu'à atteindre la dernière image
du hemin sensoriel. Lors de ette expérimentation qui a duré 200 seondes, 50 ouples
de points ont été appareillés en moyenne. Les erreurs ErrX et ErrY sont représentées
Fig. 5.20. Ces erreurs atteignent des valeurs prohes de zéro à haque image lé. Au
début du suivi, on observe des osillations de l'erreur de position avant d'atteindre les
images lés (prinipalement sur l'axe Xc). Nous pensons que es osillations sont dues en
partie à une mauvaise estimation de la vitesse de translation et plus partiulièrement
à une mesure erronée du ot optique. Deux prinipaux fateurs peuvent être mis en
ause : le manque de texture sur la zone observée et la mauvaise qualité des images
reçues par le onvertisseur GrabBeeX.
Nous vérions également que les graphes CT1 et CT0 peuvent être hoisis non
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Fig. 5.19  Séquene Chemin simple : images aquises suessivement dans un virage
et mises en orrespondane ave une même image lé.
Validation 161














Fig. 5.20  Séquene Drone I : erreurs de position ErrX et ErrY (exprimées en mètres)
en fontion du temps (exprimé en seondes)
orientés : le drone a pu se déplaer d'images Ii à des images Ii+1 mais également de
Ii+1 à Ii à plusieurs reprises lors de ette expérimentation.
5.4.3.2 Séquene Drone II
Nous onsidérons maintenant la séquene Drone II. Comme le sol n'est pas texturé,
la Méthode 1 d'estimation de la vitesse de translation ne peut pas être employée (voir
Setion 5.2.2). Nous utilisons alors la Méthode 2. Le robot est téléopéré vers une posi-
tion prohe de la trajetoire apprise. Il est loalisé sur l'image I3 (voir Fig. 5.13) puis
un hemin ontenant 8 images lés est extrait an de rejoindre I10. Lors de la tâhe de
navigation, les erreurs de position ainsi que de laet doivent être régulées à zéro.
En raison d'un problème tehnique, le mode automatique est arrêté, après que l'im-
age I9 ait été atteinte. Les erreurs de position et de laet sont représentées Fig. 5.21.
On observe que l'erreur ErrX déroît jusqu'à atteindre une valeur prohe de 0.05 mètre
lorsque les images lés sont atteintes et que ette erreur est toujours positive. Le drone
ne dépasse don pas les situations d'aquisition des images lés dans la diretion Xc.
Le hemin parouru lors de l'apprentissage étant approximativement dirigé dans ette
diretion, de faibles erreurs de position le long de Yc sont attendues. Cela est eetive-
ment observé au début du hemin parouru (|ErrY | < 10 entimètres) puis on observe
des valeurs supérieures à 20 entimètres en valeur absolue à partir du temps t = 37 se-
ondes. Ce omportement est du à un déplaement latéral du drone probablement ausé
par une perturbation extérieure. On observe, ependant, que ette erreur est régulée à
zéro avant haune des images lés suivantes. Quant à l'erreur de laet, elle est régulée
à zéro exepté à la première et à la quatrième image lé où l'erreur est inférieure à 0.1
radian en valeur absolue.
Les onsignes du régulateur d'orientation sont représentées Fig. 5.22. On observe
qu'elles sont souvent nulles. En eet, les onsignes sont transmises au drone toutes les
60 milliseondes par le poste au sol alors que le temps moyen de alul des entrées de
ommande par notre système de navigation est de 85 milliseondes dans ette expéri-
mentation. Une valeur de onsigne nulle est alors envoyée par défaut. Nous voyons ii
que des algorithmes plus rapides seront à mettre en plae pour éviter ette situation.
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Fig. 5.21  Séquene Drone II, exp. 1 : (a) erreurs de position ErrX et ErrY exprimées
en mètre et erreur de laet ψ˜ exprimée en radians, (b) err = ‖ [ErrX ErrY ]T ‖ exprimée
en mètres en fontion du temps (en seondes).
Au temps t = 3.9 seondes, le ontenu de l'image aquise est très altéré (voir Fig.
5.23). Seuls 5 ouples de points sont alors appareillés de façon robuste ave l'image
désirée, e qui onduit à une mauvaise estimation des entrées de ommande omme on
peut l'observer sur la Fig. 5.21 (a). An d'assurer la séurité du drone, les ommandes
sont xées à une valeur nulle lorsque e as de gure se présente (plus exatement,
lorsque le nombre de points appareillés est inférieur à 10).
De manière générale, les résultats obtenus sur le drone sont satisfaisants au vu
des onditions expérimentales diiles. Tout d'abord, les hypothèses faites lors de la
modélisation du drone (géométrie parfaite. . .) ne sont pas vériées en pratique. En outre,
les retards imposés par les liaisons sont très importants. De plus, le fait d'utiliser des
liaisons hertziennes pour rapatrier les images aquises par les améras soit vers le PC
(pour l'estimation des entrées de ommande) soit vers le poste au sol (pour l'estimation
de la vitesse de translation) engendre des retards, des images de mauvaises qualités
(voir l'image utilisée pour estimer les entrées de ommande représentée Fig. 5.23 et
les images aquises pour estimer la vitesse de translation représentées Fig. 5.24 par
exemple) voire même la perte d'images. An de résoudre es problèmes, la solution idéale
serait de réaliser tous les traitements en embarqué. Pour ela, les diérents algorithmes
devront être modiés an de réduire leur omplexité et ainsi les rendre ompatibles
ave la faible puissane de alul disponible sur le proesseur embarqué du drone. Une
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Fig. 5.22  Séquene Drone II, exp. 1 : angles désirés (exprimés en radian) en fontion
du temps (exprimé en seondes).
Fig. 5.23  Séquene Drone II, exp. 1 : image au ontenu très altéré, aquise au temps
t= 3.9 seondes.
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Fig. 5.24  Séquene Drone II, exp. 1 : deux images de la améra dirigée vers le sol.
autre approhe onsisterait à embarquer des proesseurs plus performants. Toutefois,
les solutions atuelles (type PC104 ou autre) ne sont, pour l'instant, guère ompatibles
ave la faible harge utile du drone.
5.5 Évaluation des performanes
Après avoir valider notre stratégie de navigation dans diérents environnements, les
performanes de notre stratégie sont ii évaluées à travers plusieurs indiateurs et ex-
périmentations. Dans un premier temps, nous évaluons la gestion de la mémoire et les
temps de alul. Dans un seond temps, nous donnons quelques éléments permettant
de juger de la robustesse vis-à-vis des hangements dans les images. Finalement, nous
présentons des expérimentations dans des environnements de grande taille et nous éval-
uons la préision et la reprodutibilité de notre stratégie à travers des expérimentations
de navigation répétées et / ou en boule.
5.5.1 Gestion de la mémoire
Le logiiel SOVIN a été onçu pour gérer la mémoire sensorielle orrespondant à
un environnement de grande taille. Nous présentons ii le ontenu de la BDD intégrant
l'ensemble des mémoires sensorielles apprises ave le RobuCab (se référer au Tableau
5.2). Elle ontient environ 1.1 million d'objets qui représentent presque 1.5 Go de don-
nées. 68 séquenes ont été sauvegardées et des images ont été aquises par 3 apteurs
(une améra, un DGPS et un odomètre) pour plus de 2 000 situations diérentes. Ave
es apteurs ont été aquises 2 093 image visuelles (images en niveau de gris, au format
PGM, de taille 800×600), 2 093 images ontenant les oordonnées DGPS orrespondant
aux prises de vue de es images et 1 324 images orrespondant aux positions données
par l'odométrie du véhiule pour ertaines séquenes. À raison de 500 points détetés
par image, la mémoire ontient plus de 1 million de points image. Les données les plus
volumineuses sont les images et les points 2D (99% de la taille mémoire totale).
L'utilisation d'une BDD a permis de sauvegarder tous les éléments néessaires à
la navigation dans un environnement de grande taille. De plus, eux-i peuvent être
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modiés aisément via l'IHM. On peut, par exemple, supprimer des images, modier des
séquenes, supprimer des apteurs, tout en préservant l'intégrité de la struture de la
mémoire.
Dans un ontexte réel d'appliation, il peut être néessaire de limiter la taille de la
mémoire. Pour ela, on pourrait tout d'abord envisager de ne pas sauvegarder le ontenu
global de l'image mais seulement une image en taille réduite permettant de visualiser
son ontenu. De plus, il apparaît que ertains points image ne sont jamais utilisés pour
la navigation (voir Annexe B). On pourrait alors envisager de les supprimer de la mé-
moire an de limiter la taille mémoire. Cependant, les problématiques de pereption
sous-jaentes sont très omplexes et doivent être étudiées spéiquement.
Table Nb éléments Taille mémoire
JEUTEST 4 132 o
SEQUENCE 68 4.35 Ko
CONTIENT_SEQUENCE 68 630 o
A_POUR_SEQUENCE_SUIVANTE 75 684 o
ARC 2 025 26.02 Ko
CAPTEUR 3 180 o
NOEUD 2 093 18.62 Ko
CONTIENT_IMAGE_ACQUIS_PAR 5 510 70.28 Ko
IMAGE 5 510 964.69 Mo
POINT2D 1 046 500 512.56 Mo
POINT3D 89 456 7.67 Mo
Total 1 151 312 1485.05 Mo
Tab. 5.2  État de la base de données ontenant les mémoires sensorielles du RobuCab.
5.5.2 Temps de alul
An de ommander eaement les plateformes robotiques utilisées, il est néessaire
que les entrées de ommande soient estimées à une fréquene la plus élevée possible. Cela
passe tout d'abord par des algorithmes de vision rapides. Nous utilisons une librairie
développée par E. Royer au LASMEA dont le ode de détetion des points d'intérêt
et d'appariement a été partiulièrement optimisé en faisant usage de la parallélisation
SIMD (Single Instrution Multiple Data). Les temps de détetion et de mise en orre-
spondane pour une image de taille 800 × 600 pixels sont les suivants :
Détetion et desription des points 35 ms
Mise en orrespondane 10 ms
Le logiiel SOVIN a été développé an de gérer de façon eae les données de
la mémoire sensorielle. Que e soit lors de la loalisation initiale, lors de l'estimation
des entrées de ommande ou pour la visualisation de es données, il est néessaire que
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la réupération soit rapide. Les temps moyens de réupération, pour la BDD dérite
préédemment, sont les suivants :
Réupération d'une image de taille 800×600 pix-
els dérite en niveau de gris
4 ms
Réupération du desripteur global 1-2 ms
Réupération des 500 points image à partir de
l'identiant de l'image
25 ms
On observe que le temps de réupération des points d'une image est plus rapide que
la détetion et la desription de eux-i à partir de l'image. Il est don préférable de
sauvegarder les points dans la BDD plutt que ne sauvegarder que les images puis de
déteter les points ensuite. Cela devrait être enore plus avantageux si la détetion et la
desription des points sont réalisées ave une méthode ave un oût alulatoire élevé.
À travers es résultats, on remarque que l'étape de loalisation initiale peut être réalisée
très rapidement. Nous vérions ela ave un exemple. Le RobuCab se situe initialement
près du lieu Tramway et aquiert l'image Ic représentée Fig. 5.25. La séquene sur
laquelle le véhiule se situe est désignée manuellement. Le robot est ensuite loalisé
parmi les 51 images de ette séquene. Les temps et résultats sont les suivants :
Temps moyen par image Résultat
Approhe globale 2 ms I23
Approhe loale 33 ms I10
Approhe hiérarhique 7 ms I9
Ave l'approhe hiérarhique proposée Setion 4.2.3, la loalisation est obtenue en 360
ms (5 images lés ont été séletionnées à partir des desripteurs globaux ave le seuil
τ=1.2). Le résultat (I9) est relativement similaire à l'image ourante Ic (voir Fig. 5.25).
Si l'approhe globale est employée seule, la loalisation est obtenue en 103 ms mais le
résultat obtenu (I23) est très diérent de l'image ourante. Ave une approhe loale
seule, la loalisation est obtenue en 1 680 ms et le résultat est très similaire à Ic. Nous
observons des temps de alul similaires en omparant l'image ourante ave un ensem-
ble de 1 390 images de la BDD, exepté pour l'approhe hiérarhique qui est plus rapide
(ar peu d'images ont été séletionnées pour la seonde phase de la stratégie).
5.5.3 Robustesse
Nous avons pu mener un grand nombre d'expérimentations dans des lieux variés ave
diérents types de robots. C'est la répétition de telles expérimentations qui permet de
tirer des onlusions quant à la robustesse du système de navigation proposé. Par ex-
emple, par le suivi de la séquene Grand Environnement lors de la première expérimen-
tation (qui sera détaillée dans la Setion 5.5.4), nous pouvons nous faire une idée de la
robustesse vis-à-vis des modiations dans l'image entre les phases d'apprentissage et de
navigation autonome. La Figure 5.26 montre plusieurs ouples d'images (I∗k , Ik) où I∗k
dénote une image lé et Ik l'image orrespondante aquise lors de la phase autonome. On
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(a) Distane entre les de-
sripteurs globaux

















(e) I10 (lo. lo-
ale.)
(f) I13 (g) I22 (h) I23 (lo.
globale)
(i) I24
Fig. 5.25  Étape de loalisation. L'image la plus prohe de Ic est I23 ave l'approhe
globale, I10 ave l'approhe loale et I9 ave l'approhe hiérarhique (les images I9,
I13, I22, I23 et I24 ont été séletionnées ave la méthode globale).
peut observer de nombreuses modiations dans les images. Pour les ouples (I∗99, I99),
(I∗300, I300), (I∗379, I379), (I∗481, I481) et (I∗839, I839), les onditions d'élairage sont
modiées. Pour les ouples (I∗238, I238), (I∗1273, I1273), (I∗1206, I1206) et (I∗1158, I1158),
on observe que des véhiules sont apparus tandis que d'autres ont disparus. On observe
également que pour les ouples (I∗1206, I1206) et (I∗839, I839), les images ontiennent très
peu de zones texturées (ondition néessaire pour déteter les points d'intérêt). Malgré
es hangements d'illumination et de ontenu, la tâhe de navigation a pu être réalisée
orretement.
De la même manière, lors du suivi de la séquene Drone I par le drone (se référer
à la Setion 5.4.3.1), on observe de nombreux hangements dans les images entre les
phases d'apprentissage et de suivi. Par exemple, sur les images représentées Fig. 5.27,
un véhiule a disparu. On observe également que l'image ourante représentée Fig. 5.27
(a) est de mauvaise qualité. Malgré ela, le hemin sensoriel a pu être suivi presque
entièrement.
5.5.4 Navigation dans des environnements de grande taille
Comme nous l'avons dit dans le paragraphe 5.5.2, les temps de alul et de réupéra-
tion des données sont ompatibles ave une expérimentation le long d'un hemin visuel
de taille importante. Nous proposons maintenant des expérimentations sur le RobuCab
an de valider notre stratégie omplète de navigation dans e ontexte.
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(a) I
∗
99 (b) I99 () I
∗





379 (h) I379 (i) I
∗





1273 (n) I1273 (o) I
∗
1158 (p) I1158 (q) I
∗
839 (r) I839
Fig. 5.26  Robustesse fae aux hangements dans l'environnement : l'image Ik est
l'image aquise lors de la phase autonome lorsque l'image I∗k de la mémoire est atteinte.
(a)
(b)
Fig. 5.27  Appariements robustes entre l'image ourante (à gauhe) et l'image lé à
rejoindre qui est (a) l'image I5 et (b) l'image I6.
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Fig. 5.28  Mémoire Grand Environnement, exp. 1 : hemins parourus lors de l'ap-
prentissage et lors du suivi (représentés en oordonnées métriques).
Le RobuCab est amené initialement près de la séquene Γ1 de la mémoire sen-
sorielle Grand Environnement (voir Fig. 5.9). L'objetif est de réaliser entièrement la
grande boule (1 200 mètres de long) puis de suivre à nouveau ette boule jusqu'au lieu
Tramway soit un trajet de plus de 1 700 mètres. Le véhiule est tout d'abord loalisé
en omparant l'image initiale ave les 15 images de la séquene Γ1. Le hemin visuel
de référene ontient 38 séquenes (soit plus de 1 000 images lés). Deux expérimenta-
tions sont présentées ii. Lors de la première expérimentation, la tâhe de navigation
éhoue. Le robot est stoppé au lieu IFMA après un trajet de 740 mètres parouru en
13 minutes (soit une vitesse moyenne de 0.8 m/s) en raison d'un nombre insusant
de primitives appareillées ave une des images lés. Le trajet parouru de façon au-
tonome est représenté Fig. 5.28
6
. Lors de ette expérimentation, 123 ouples de points
en moyenne ont été appareillés de façon robuste, ave un temps de alul moyen de 82
ms / image. L'éart latéral par rapport au hemin de référene, estimé ave le DGPS,
a pour moyenne 25 entimètres et éart type 35 entimètres. La médiane n'est que de
10 entimètres. Le zoom représenté Fig. 5.29 permet d'appréier le omportement du
véhiule lors du virage en U Tramway. On observe que le véhiule revient sur le hemin
appris, après s'en être éarté au plus fort du virage.
La seonde expérimentation est réalisée quelques jours plus tard ave la même mé-
moire visuelle et le même objetif de navigation. Le robot est positionné au début de
la séquene Γ1. Lors de ette seonde expérimentation, le véhiule suit entièrement le
hemin sensoriel (voir Fig. 5.31). L'expérimentation a duré 26 minutes pour une distane
totale parourue de 1 700 mètres. Lors de ette expérimentation, 115 ouples de points
en moyenne ont été appareillés de façon robuste, ave un temps de alul moyen de 79
6
Pour plus de larté, seule la partie du hemin appris orrespondant au hemin réalisé a été représen-
tée.
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Fig. 5.29  Mémoire Grand Environnement, exp. 1 : zoom sur les hemins vers le virage
en U Tramway (représentés en oordonnées métriques)
Fig. 5.30  Mémoire Grand Environnement, exp. 1 : erreur angulaire (exprimée en
radians), erreur latérale (exprimée en mètres) et ommande (exprimée en radians) en
fontion du temps (exprimé en seondes).
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Fig. 5.31  Mémoire Grand Environnement, exp. 2 : (a) hemins parourus lors de
l'apprentissage et lors de la phase de navigation autonome (représentés en oordonnées
métriques) et (b) zoom sur les trajetoires au niveau de la position initiale.
ms / image. L'éart entre le hemin appris et le hemin désiré est de 22 entimètres en
moyenne ave un éart type de 30 entimètres. Les erreurs sont représentées Fig. 5.32.
Elles déroissent jusqu'à zéro exepté dans les virages importants.
Nous avons ii montré que notre approhe peut être employée dans des environ-
nements de grande taille. De plus, on note que la navigation autonome a pu être réal-
isée quelques jours après la première expérimentation (et après la phase d'apprentis-
sage), sans modiation de la mémoire. Des expérimentations plus poussées doivent
être menées an d'étudier la robustesse de notre stratégie au ours du temps.
À notre onnaissane, e trajet de 1 700 mètres parouru de manière autonome en
utilisant uniquement une améra est le plus important reporté dans la littérature.
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Fig. 5.32  Mémoire Grand Environnement, exp. 2 : erreur angulaire (exprimée en
radians), erreur latérale (exprimée en mètres) et ommande (exprimée en radians) en
fontion du temps (exprimé en seondes)..
5.5.5 Boulage
Le as d'une séquene en boule est intéressant ar 'est un bon moyen de visu-
aliser les performanes des stratégies de navigation. De manière remarquable, la arte
topologique de la mémoire sensorielle dénit expliitement e boulage. C'est un avan-
tage ertain de notre approhe par rapport aux méthodes basées sur une représentation
métrique de l'environnement, sujette à des dérives potentielles importantes. L'expéri-
mentation qui suit est réalisée le long du hemin Boule CUST (voir Setion 5.3.2). Le
hemin à suivre est déni à partir de la onaténation des séquenes Γ1, Γ2 et Γ3. Le
point à vérier est que le robot rejoint la situation orrespondant à la première image de
Γ1 à la n d'une boule. Nous vérions e point en donnant pour objetif au RobuCab
de suivre inq fois de suite le hemin Boule CUST.
Les hemins parourus sont représentés Fig. 5.33. On observe que, pour haque
boule, la tâhe de suivi est réalisée entièrement. Le véhiule se situe alors à la position
orrespondant à la première image de Boule CUST et il peut alors suivre à nouveau
le hemin sensoriel.
5.5.6 Reprodutibilité
Un autre point intéressant pour visualiser les performanes de notre stratégie est de
vérier que, pour un même hemin sensoriel, les trajetoires parourues lors de la phase
de navigation automatique sont similaires (reprodutibilité). Revenons sur l'expérimen-
tation préédente. Comme nous l'avons vu en simulation et lors de l'expérimentation
le long de la séquene Chemin Simple, le long d'une ligne droite, l'éart entre les tra-
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I3 à I4 I4 à I5 I5 à I6 I6 à I7 I7 à I8 I8 à I9 I9 à I10
Exp. 1 8.8 4.5 10.4 5.5 6.7 6.4 -
Exp. 2 15.3 3.7 8.0 6.1 7.7 4.7 7.6
Exp. 3 10.2 3.1 11.0 4.5 5.8 4.5 4.4
Tab. 5.3  Séquene Drone II : temps (exprimé en seondes) mis pour parourir le
hemin entre deux images lés pour les 3 expérimentations.
jetoires parourues lors des phases de navigation autonome et d'apprentissage est nul
(voir Zoom 1 Fig. 5.33) tandis que dans les virages serrés, et éart est important (il
atteint ii 70 entimètres, voir Zoom 2 Fig. 5.33).
Par ontre, on observe que l'éart entre les hemins parourus de façon autonome est
faible (voir les zooms Fig. 5.33). Cela est vrai exepté sur la partie du hemin représen-
tée Zoom 3 (Fig. 5.33) orrespondant au lieu de hangement de boule. On observe,
ependant, que le véhiule revient sur la même trajetoire ensuite. Comme les traje-
toires parourues sont similaires, les erreurs latérale et angulaire ainsi que la ommande,
représentées Fig. 5.34, sont similaires pour haque boule (sur ette gure, les segments
vertiaux marquent le début d'une nouvelle boule).
Nous étudions maintenant la reprodutibilité du suivi de hemin dans un autre on-
texte en répétant deux nouvelles fois l'expérimentation menée sur le drone le long de
la séquene Drone II. Le robot est téléopéré vers une position initiale approximative-
ment identique à elle de la première expérimentation. Dans les deux as, la tâhe de
navigation est entièrement réalisée (l'image I10 est atteinte). Les évolutions de l'erreur
(err = ‖ [ErrX ErrY ]T ‖) sont très similaires lors des trois expérimentations (voir Fig-
ure 5.35). Selon les onditions expérimentales, le temps mis pour parourir le hemin
entre deux images lés suessives est diérent (voir Tab. 5.3). En eet, e temps dépend
entre autres des onditions expérimentales (amplitude des perturbations, qualité des im-
ages, état de harge de la batterie. . .).
5.6 Conlusion
Dans e hapitre, nous avons tout d'abord présenté la mise en ÷uvre de notre sys-
tème de navigation. Celle-i a largement été simpliée par l'utilisation d'un logiiel
(SOVIN) développé dans le adre de nos travaux. Nous avons ensuite présenté plusieurs
expérimentations permettant de valider notre stratégie omplète de navigation. Nous
avons tout d'abord montré que la tâhe de navigation pouvait être réalisée ave dif-
férentes améras, dans diérents types d'environnement et ave les trois plateformes
expérimentales onsidérées. Nous avons ensuite vu que notre stratégie peut être em-
ployée à l'éhelle d'un ampus tout en respetant les fermetures de boule. Nous avons
également montré la robustesse de notre approhe vis-à-vis de hangements dans l'im-
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Fig. 5.33  Boule CUST : hemins (exprimés en oordonnées métriques) parourus
lors de la phase d'apprentissage et lors des phases de suivi autonome.
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Fig. 5.34  Boule CUST : erreur angulaire θ (exprimée en radians), erreur latérale
y (exprimée en mètres) et ommande (exprimée en deg/s) en fontion du temps (en
seondes).





















Fig. 5.35  Séquene Drone II : valeur du ritère de hangement d'image lé err =
‖ [ErrX ErrY ]T ‖ exprimée en mètres en fontion du temps (en seondes) pour les trois
expérimentations.
176 MISE EN ×UVRE ET EXPÉRIMENTATIONS
age.
Diultés renontrées
Comme nous l'avons vu lors de la desription des diérentes expérimentations,
ertaines situations rendent diile la réalisation de la tâhe de navigation. Cela est
généralement du à la ombinaison de plusieurs fateurs (souvent très ouplés). On peut
tout de même distinguer deux atégories : les diultés liées aux stratégies de pereption
et elles liées aux stratégies de ommande.
Problèmes liés à la pereption La première diulté est liée à la qualité des images
qui peut être détériorée. Cette situation est notamment renontrée lorsque les images
sont transmises par liaison HF omme dans nos expérimentations sur le drone. Un pre-
mier remède onsiste à utiliser un transmetteur plus performant. Cependant, le hoix
d'un tel transmetteur est ontraint par la masse utile embarquable et par les ressoures
énergétiques disponibles sur le drone. Dans le même ordre d'idée, il est également possi-
ble de oupler un ampliateur de signal au transmetteur. Cette dernière solution a été
testée sans apporter totale satisfation. Une alternative onsiste à traiter les images en
embarqué. Cette solution soulève une nouvelle fois la question des ressoures disponibles
pour eetuer les traitements.
La seonde soure de diulté renontrée provient de la mauvaise adéquation des
opérateurs de traitement d'image bas niveaux aux apteurs utilisés. Par exemple, pour
l'expérimentation réalisée ave une améra atadioptrique (dérite Setion 5.4.1), les
lieux d'aquisition des images lés sont situés tous les 15 entimètres en moyenne ar
le voisinage des points dans l'image varie très rapidement pour des points 3D prohes
de la améra. Cette distane inter-image relativement faible onduit au stokage d'in-
formations inutiles. De plus, lorsque la Stratégie 1 est employée, elle onduit également
à un hangement fréquent de onsigne entraînant des disontinuités fréquentes de la
ommande. La solution à e problème réside dans la dénition d'opérateurs bas niveaux
parfaitement adaptés aux images panoramiques et utilisable dans des appliations temps
réel. Cette problématique est enore largement ouverte.
Une troisième diulté est liée aux variations de luminosité dans la sène. L'algo-
rithmique atuelle est robuste dans une ertaine limite à elles-i. Toutefois, l'algorithme
d'appariement peut être mis en diulté lorsque es variations ne sont pas homogènes
dans le voisinage des points onsidérés. Ce problème peut être traité soit par l'utilisa-
tion d'algorithmes eaes de e point de vue ou soit par l'utilisation de améras plus
performantes. En partiulier, des problèmes de saturation dans l'image peuvent être
ausés par la faible dynamique des améras atuelles. En pratique, il s'agit de trouver
un ouple {ouverture du diaphragme, temps d'exposition} qui permet d'orir un bon
ompromis à la fois pour une même sène ontenant des zones très illuminées et des
zones à l'ombre mais également pour toute la séquene d'images. Ce problème peut être
résolu en partie en hoisissant une améra ayant une dynamique plus importante ou en
utilisant une améra intelligente dont les aratéristiques hangent automatiquement
en fontion de la sène (voir, par exemple, [Brame 96℄).
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Enn, une quatrième soure de diulté renontrée provient des modiations qui
interviennent dans la sène entre la phase d'apprentissage et la phase de navigation
autonome. À travers les diérentes expérimentations menées, nous avons vu que l'ap-
prohe était relativement robuste vis-à-vis de e genre de situation. Une mémoire visuelle
peut alors être employée durant un ertain temps. An d'augmenter la robustesse de
l'approhe vis-à-vis des hangements de ontenu, deux solutions sont dors et déjà envis-
ageables. La première solution possible onsiste à mettre à jour la mémoire sensorielle
lors des phases de navigation autonome. De nouvelles images pourraient être ajoutées
à la mémoire sensorielle et d'autres supprimées en fontion des observations apteurs
ourantes. La seonde solution onsiste à séparer la sène en trois parties : les éléments
xes à long terme (omme les bâtiments, le bord des routes, du ouloir), les éléments
xes à ourt terme (végétation) et la partie mobile (piétons, personne dans le hamp
de vue, autres robots). Les éléments xes sont alors les éléments de référene à prendre
en ompte pour estimer orretement les variables d'état de la ommande tandis que
les éléments xes à ourt terme (supposés statiques lors d'une phase de navigation)
permettraient d'obtenir le mouvement propre de la améra.
Problèmes liés à la ommande Pour les robots à roues, les résultats sont relative-
ment satisfaisants malgré la présene de nombreuses perturbations (glissements, erreurs
d'estimation des entrées de ommandes. . .). Ces performanes sont, ependant, à nu-
aner, surtout dans le as du RobuCab. En eet, de par son inertie, elui-i ltre assez
largement es perturbations. Dans le as du drone, nous avons réalisé des expérimenta-
tions dans un environnement d'intérieur fermé où il n'y a théoriquement pas de vent. En
pratique, nous avons observé la présene de nombreuses perturbations (vent réé par la
rotation des hélies du drone, eet de sol) qui empêhent alors le bon déroulement de la
tâhe de navigation autonome. An d'envisager des expérimentations en extérieur ave
e type d'engin, il est don néessaire de onstruire des shémas de ommande robustes
vis-à-vis de es perturbations.
Une autre diulté importante est l'estimation de la vitesse de translation du drone.
Les deux méthodes proposées utilisent une améra dirigée vers le sol supposé plan. La
Méthode 1 fontionne onvenablement dans es onditions mais néessite l'observation
d'un sol texturé. La Méthode 2 est plus diile à mettre en ÷uvre et ne fontionne que
lorsque le sol est quasiment plan. Dans les deux as, l'utilisation d'une améra supplé-
mentaire est ontraignante ar elle surharge l'engin. Il serait souhaitable d'approfondir
notre étude sur e point an d'aboutir à un estimateur préis de vitesse employant la
améra déjà utilisée pour la navigation. Une autre piste de développement est la on-
strution d'un shéma de ommande ne néessitant pas l'estimation de la vitesse de
translation.
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Chapitre 6
Conlusion et perspetives
Le travail que nous avons présenté dans e mémoire avait omme première ambition
de rendre les robots mobiles plus autonomes. Cette ambition nous a amenés à proposer
une stratégie globale de navigation basée sur la représentation de l'environnement par
une mémoire sensorielle.
Bilan
Notre ontribution prinipale est la oneption d'une stratégie omplète de naviga-
tion pour les robots mobiles allant de l'apprentissage de site à la ommande automa-
tique. De manière très synthétique, la stratégie adoptée se divise en trois étapes.
Dans la première étape, la mémoire sensorielle du robot est onstituée. Pour ela, le
robot se déplae dans son environnement de travail et aquiert des images représentant
et environnement tel qu'il est perçu par le apteur embarqué. Les données sont triées
et struturées dans une base de données : la mémoire sensorielle. Cette représentation
permet au robot d'alimenter tous les proessus néessaires à sa navigation. De manière
assez remarquable, elle intègre impliitement les notions de navigabilité et de ommand-
abilité et donne également une vue globale de l'environnement aisément exploitable pour
la planiation de hemins vers des objetifs lointains. En outre, elle peut également
être vue omme un moyen de ommuniation entre l'utilisateur et le robot
La deuxième étape onsiste à déterminer la loalisation initiale du robot en om-
parant l'image ourante aquise par le apteur aux images de la mémoire. Nous avons
proposé une stratégie de loalisation hiérarhique lorsque le apteur est une améra
grand-angle. Celle-i se base sur une mise en orrespondane de desripteurs globaux
an de réaliser une première séletion des images lés potentielles. Dans un seond
temps, le résultat de la loalisation est obtenu via l'appariement de points d'intérêt en-
tre l'image ourante et les images séletionnées. Cette approhe semble être le meilleur
ompromis entre préision, quantité de données à mémoriser et oût alulatoire dans
notre étude omparative.
Dans la dernière étape, le hemin sensoriel permettant d'aller de la position ourante
à un objetif déni dans la mémoire, est extrait. Ce hemin, onstitué d'un ensemble
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de données apteurs, est ensuite suivi par le robot via un shéma de ommande basé
sur les onepts de la ommande référenée apteurs. Dans e ontexte, des stratégies
de ommande ont été développées pour les robots mobiles de type har et biylette et
pour les drones de type quadrirotor. Des simulations ont permis de les évaluer et de
souligner leurs limites. Ces lois de ommande sont alimentées par des variables d'état
alulées à partir de la mise en orrespondane de l'observation ourante ave les don-
nées suessives du hemin sensoriel. An de réaliser l'estimation des variables d'état,
sans auune modiation algorithmique, pour une lasse importante de apteurs vi-
suels (améras onventionnelles, améras atadioptriques et améras à optique sheye),
nous avons montré l'adéquation (théorique et pratique) du modèle de projetion unié,
originellement développé pour les améras atadioptriques entrales, pour les améras
sheye. Ce résultat est très intéressant ar il permet d'étendre de manière immédiate
les tehniques de reonstrution eulidienne partielle, exploitées pour l'estimation du
veteur d'état des systèmes robotiques onsidérés, au as d'une observation de la sène
par une améra sheye.
D'un point de vue expérimental, notre objetif était de réaliser des tâhes de navi-
gation dans des environnements de taille importante (par exemple, à l'éhelle d'un am-
pus ou d'une ville). Pour ela, nous avons développé le logiiel nommé SOVIN (pour
SOftware for VIsual Navigation). À l'aide de e logiiel, la stratégie de navigation par
mémoire sensorielle a pu être validée pour diérents types de robots mobiles à roues
en milieu intérieur et extérieur et pour un robot volant de type quadrirotor en milieu
intérieur. Nos expérimentations ont également été onduites ave diérents types de
améras (améras atadioptriques et sheye). En partiulier, les dernières démonstra-
tions sur le ampus des Cézeaux ont montré l'eaité de l'approhe proposée pour des
tâhes de navigation en boule et sur des distanes importantes.
Perspetives
Comme nous l'avons évoqué dans le Chapitre 2, ertaines étapes de notre stratégie
de navigation sont réalisées manuellement, notamment lors de la phase d'apprentissage.
An d'aroître enore l'autonomie du système robotique, deux prinipaux points sont
à traiter en priorité.
Le premier point onerne le remplaement de l'étape de téléopération par une
exploration automatique de l'environnement. Cette thématique est vaste et soulève de
nombreuses problématiques. En eet, le système robotique devra alors être apable de se
déplaer de façon sûre dans un environnement inonnu. De plus, il serait souhaitable que
tout l'espae de navigation du robot soit omplètement exploré. En outre, les hemins
parourus lors de ette phase d'exploration doivent être exploitables lors du suivi au-
tomatique, le omportement obtenu lors de la navigation autonome étant fortement lié
à elui du robot lors de l'apprentissage. Pour répondre à es besoins, une solution en-
visageable onsiste à déplaer le robot le long des branhes du diagramme de Voronoï
omme il a été proposé dans [Vitorino 02℄. La stratégie développée dans es travaux
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est intéressante pour plusieurs raisons. Tout d'abord, elle ne néessite pas de dénir
expliitement e diagramme dans une arte métrique. De plus, l'utilisation d'un shéma
de ommande basé sur le onept de la ommande référenée apteurs permet un suivi
robuste vis-à-vis des erreurs de modélisation et des bruits de mesure. Dans e ontexte,
une autre piste pour l'exploration de l'environnement est l'utilisation de gabarits de
lieux et de shémas généraux omme ela est fait par les êtres humains. Il s'agit alors
de développer des outils pour onstruire et exploiter es gabarits et shémas.
Le seond point à traiter pour automatiser la phase d'apprentissage est la mise à
jour des artes topologiques sans intervention humaine. À ette n, il serait judiieux
d'inlure à notre système de navigation des outils de détetion robuste des lieux de
l'environnement déjà mémorisés, en s'inspirant par exemple de la stratégie de détetion
visuelle de fermeture de boule mise en ÷uvre dans [Angeli 08a℄.
Une autre perspetive intéressante est l'enrihissement de la mémoire sensorielle par
une ouhe sémantique an d'améliorer l'interation ave l'utilisateur. On peut ainsi
imaginer que la mémoire fournisse des informations sur l'environnement (pièe, bu-
reau, route, ruelle . . .) et sur le ontenu de et environnement (feux de signalisation,
photoopieuse. . .).
Dans le Chapitre 3, nous avons dérit les objetifs et développé des shémas de
ommande pour le suivi d'un hemin sensoriel pour deux types de robots : les robots
mobiles à roues et les robots aériens de type quadrirotor. À partir de notre expériene
sur es deux as partiuliers, il serait intéressant de dénir un formalisme générique
pour tous les types de robots mobiles.
L'objetif de ommande que nous avons déni onsiste à amener le robot aux po-
sitions et aux orientations (dans le as du quadrirotor, en laet uniquement) orre-
spondant aux prises de vue dénissant le hemin sensoriel. Cependant, es positions et
orientations dépendent fortement du mode opératoire employé lors de l'apprentissage.
Elles peuvent aboutir à un omportement peu naturel du robot et peu onfortable pour
le matériel et les passagers. On pourrait envisager de dénir un shéma de ommande
plus souple an de permettre l'ajout de ontraintes additionnelles liées au type de robot,
aux méanismes du robot ainsi qu'à l'environnement. On pourrait, par exemple, s'in-
téresser aux ontraintes d'évitements des butées des robots et d'optimisation de l'espae
libre l'entourant. Comme nous l'avons évoqué dans la onlusion du hapitre 3, la plan-
iation diretement dans l'image d'un hemin admissible pour le robot, prenant en
ompte es ontraintes, pourrait alors être employée. L'évitement d'obstales pourrait
également être introduit à e niveau.
Enn, nous nous sommes uniquement intéressés à la tâhe de navigation pour les
robots mobiles. Cependant, la stratégie proposée pourrait être étendue à d'autres tâhes
et à d'autres robots. On peut par exemple imaginer d'utiliser ette stratégie pour un bras
manipulateur qui réalise une tâhe de préhension d'un objet en utilisant des observations
apteurs aquises lors d'une phase d'apprentissage.
182 CONCLUSION
Annexe A
Résultats de loalisation initiale
Dans ette Annexe, nous présentons quelques exemples permettant de visualiser les
résultats obtenus ave diérentes approhes de loalisation initiale (voir Setion 4.2).
Pour ertains tests, toutes les méthodes onsidérées donnent un résultat relativement
similaire. C'est le as dans les exemples représentés Fig. A.1 pour une image d'ensemble
Almere et Fig. A.2 pour une image de l'ensemble UAV.
Dans l'exemple Almere II, les résultats sont diérents (voir Fig. A.3). Le résultat
obtenu ave l'approhe PHLAC est faux. On observe que la loalisation obtenue par la
méthode Gonz est similaire à l'image espérée à une rotation près. Les autres méthodes
donnent des résultats satisfaisants. Les mesures de distane entre l'image à loaliser et
l'ensemble des images de la mémoire prises en ompte sont représentées Fig. A.4 pour
quelques desripteurs. On s'aperçoit que le desripteur Set est peu disriminant dans
et exemple. Les stratégies de loalisation globales présentent des ourbes de distane
relativement similaires entre elles ainsi que les stratégies loales.
Un exemple de loalisation dans l'ensemble Walk est présenté Fig. A.5. L'image à
loaliser est l'image Ic (Fig. A.5(a)). Le résultat attendu est l'image I17 (Fig. A.5(g)).
Les résultats des méthodes sont : I13 pour le SIFT, I14 pour le SURF, I15 pour Gonz,
I17 pour la méthode CubCorrHar et I25 pour le PHLAC.
Nous onsidérons maintenant la loalisation d'une image de l'ensemble Walk aquise
en environnement d'extérieur ave la améra dirigée vers le sol (voir Fig. A.6 (a)). Lors
de l'aquisition de ette image, une partie de l'environnement était fortement illuminée
tandis qu'une autre partie était située dans l'ombre de bâtiments. Des onditions sim-
ilaires existaient lors de la phase de test. Les méthodes Gonz et PHLAC s'attahant
plutt à l'apparene globale de l'image donnent des résultats erronés tandis que les im-
ages trouvées par les autres méthodes sont relativement similaires à l'image test.
Nous analysons maintenant les résultats de la loalisation d'une image de l'ensem-
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(a) Ic (I1066) (b) I1021 : Triang, Cub, Cor-
rHar, SetCorrHarr, CubCor-
rHar
() I1061 : Set, Gonz, HistoSet,
SIFT
(d) I1071 : PHLAC, SURF
Fig. A.1  Loalisation Almere I : image à loaliser Ic et résultats obtenus.
(a) Ic (I237) (b) I235 : Triang, Cub, CorrHar,
Set, Gonz, HistoSet, SetC-
orrHarr, CubCorrHar, PHLAC,
SURF, SIFT
Fig. A.2  Loalisation UAV I : image à loaliser Ic et résultat obtenu.
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(a) Ic (I456) (b) I451 : Cub () I461 : Triang, HistoSet,
Set, SURF, SIFT, CorrHar,
SetCorrHar, CubCorrHar
(d) I491 : Gonz (e) I531 : PHLAC
Fig. A.3  Loalisation Almere II (base Almere) : image à loaliser Ic et résultats
obtenus.
(a) Set (b) SURF () Triang
(d) SIFT (e) HistoSet (f) CorrHar
(g) Cub
Fig. A.4  Loalisation Almere II : distane entre l'image ourante Ic et les images de
la base pour diérents desripteurs.
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(a) Ic (b) I12 () I13 (d) I14
(e) I15 (f) I16 (g) I17 (h) I18
(i) I19 (j) I20 (k) I21 (l) I22
(m) I23 (n) I24 (o) I25
Fig. A.5  Image à loaliser Ic et sous ensemble des images de la baseWalk (I12 . . . I22).
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(a) Ic (b) I80 : PHLAC () I124 : Gonz
(d) I198 : Triang, HistoSet,
Cub, SURF, SIFT
(e) I200 : Set, CorrHar, SetC-
orrHar, CubCorrHar
Fig. A.6  Loalisation Walk I (base Walk) : image à loaliser Ic et résultats obtenus.
ble Walk aquise dans un environnement d'extérieur ave la améra dirigée vers l'avant
(voir Fig. A.7 (a)). Dans et exemple, les onditions d'illumination ont relativement
hangé entre la phase d'apprentissage et la phase de test. L'approhe SURF donne ii
le meilleur résultat et on observe que le ontenu des images trouvées par les approhes
Cub et Set est diérent de elui de l'image test.
Nous étudions enn les résultats de la loalisation pour les images aquises dans
un environnement peu struturé. Lors de l'apprentissage de la base Walk, une ourte
séquene a été aquise dans un environnement naturel. On observe Fig. A.8 que les
résultats ne sont pas satisfaisants. On peut voir sur les ourbes de distane représentées
Fig. A.9 que les méthodes sont souvent peu disriminantes. Notre stratégie, omme les
autres méthodes onsidérées, est don peu adaptée à e type d'environnement. An
d'améliorer les résultats, il serait néessaire de prendre en ompte d'autres informations
ontenues dans les images telles que la ouleur ou la texture.
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(a) Ic (b) I154 : PHLAC () I155 : Triang, Set
(d) I159 : Gonz (e) I162 : SetCorrHar (f) I181 : SURF
(g) I195 : CorrHar, CubCor-
rHar
(h) I197 : SIFT (i) I237 : Cub
(j) I248 : HistoSet
Fig. A.7  Loalisation Walk II : image à loaliser Ic et résultats obtenus.
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(a) Ic (b) I160 : SetCorrHar () I168 : SURF
(d) I222 : Triang (e) I228 : SIFT (f) I231 : CorrHar, CubCorrHar
(g) I244 : HistoSet (h) I249 : Gonz (i) I268 : PHLAC
Fig. A.8  Loalisation Walk III : image à loaliser Ic et résultats obtenus.
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(a) Set (b) SURF () Triang
(d) SIFT (e) HistoSet (f) CorrHar
(g) Cub
Fig. A.9  Loalisation Walk III : distane entre l'image ourante Ic et les images de
la base pour diérents desripteurs.
Annexe B
Comportement dans l'image
Nous onsidérons la seonde expérimentation détaillée Setion 5.5.4. Le omporte-
ment des points dans les 16 images aquises entre deux images lés suessives est
analysé (voir Fig. B.1). Les positions des points à atteindre dans l'image désirée (voir
Fig. B.1 (a)) sont marquées par des erles tandis que les positions des points appareillés
dans les images aquises lors de la phase autonome sont marquées par des roix (voir
Fig. B.1 (), (d), (e), (f)). La distane moyenne entre les points appareillés ErrImage est
représentée Fig. B.1 (b). L'erreur dans l'image est initialement de 16 pixels (Im 3305)
et déroit jusqu'à atteindre 3 pixels à l'image Im 3322.
Nous nous intéressons maintenant aux points d'intérêts de ette image de référene
appareillés ave des points des images Im 3305 à Im 3322. On rappelle que 500 points
ont été détetés dans l'image désirée. Sur es 500 points, seuls 200 ont été appareillés
ave les points des 16 images aquises lors de la phase autonome (voir Fig. B.2), dont
la moitié ave les points d'au moins 10 images. Il serait intéressant d'étudier plus en
détail e phénomène sur les diérentes images de la mémoire à partir des phases de suivi
autonome. Ainsi, si des points des images de la mémoire ne sont jamais utilisés (que e
soit pour la loalisation initiale ou pour l'appariement robuste en vu de la ommande),
il est envisageable de les supprimer de la mémoire. Cela permettrait alors de diminuer sa
taille. De plus, dans le as présenté, les points sont situés prinipalement sur le feuillage
des arbres. Il serait intéressant d'étudier le omportement du suivi lorsque es arbres
ont perdu leur feuillage.
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(a) Image désirée











Image 3305 (113 app., errImage=16 )
() Im 3305 (1ère image)
Image 3310 (111 app., errImage=13 )
(d) Im 3310
Image 3316 (117 app., errImage=8 )
(e) Im 3316
Image 3322 (146 app., errImage=3 )
(f) Im 3322
Fig. B.1  Image de la mémoire à rejoindre, erreurs dans l'image sur les images aquises
jusqu'à rejoindre ette image et ertaines de es images. Le entre des erles représente
la position du point dans l'image désirée tandis que le milieu d'une roix sa position
dans l'image ourante.
Fig. B.2  Points de l'image désirée appareillés ave des images ourantes et nombre
de fois que es points ont été utilisés.
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