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Introduction
Most categories covered in store-level scanner data commonly exhibit temporary price reductions (sales), which naturally result in a large increase in the quantity sold. Since it is reasonable to assume that for many of these products variation in consumption is not large enough to explain this increase, the additional quantity purchased is likely to be stockpiled for future consumption. This has lead researchers to propose a model of household inventory behavior and test it using household-level data (for example, Shoemaker, 1979; Blattberg, Eppen and Lieberman, 1981; Neslin, Henderson and Quelch, 1985; Currim and Schneider, 1991; Gupta, 1988 Gupta, , 1991 Chiang, 1991; Bell, Chiang and Padmanabhan, 1999) .
Generally, the finding has been that when buying during a sale consumers buy more and accelerate their purchases (i.e., the duration to next purchase is longer and the duration since the previous purchase is shorter). The household inventory model predicts that in the weeks after a sale, since the households have increased inventory, they will purchase less, holding everything else constant. This suggests that following the (observed) spike in quantity sold during a sale there should be a dip in the aggregate quantity sold.
These dips have proven hard to find Neslin, 1989, 1990; Grover and Srinivasan, 1992; Moriatry, 1985; Neslin and Shoemaker, 1983) . Neslin and Schneider Stone (1996) discuss eight possible arguments to sort out the apparent difference between the household-level data and the aggregate data. Our analysis below sheds light on two of these explanations, reconciling the apparent contradiction between the micro and aggregate findings.
First, using panel data methods to control for cross household heterogeneity in a general way we show that household responses, while economically and statistically significant, are smaller than previously reported in the literature. Therefore, it is not surprising that these effects have been hard to detect in the aggregate 3 data. Second, we show that once we control for the dynamic effect of feature and display the post promotion dip is present in the store-level data.
Our first finding relates to Neslin and Schneider Stone (1996) , who also provide (using a different approach) evidence that the size of the effect measured at the household level might be small. They estimate the effect of inventory, constructed under the assumption of constant consumption, on the probability of purchase. We, on the other hand, directly measure household responses to promotions by comparing the increase in quantity purchased and the change in inter-purchase duration time.
The measures we examine have been studied by previous work. The reason our findings differ from this literature is that we decompose the overall, or total, difference between sale purchases and non-sale purchases into two different components. The first component is the difference in an "average" household's behavior in purchases made during sale versus non-sale periods. We will refer to this as the within (household) difference. The second component, the between (household) effect, is driven by the difference in the composition, or identity, of the households who buy during sale and non-sale periods. Both, within and between differences have interesting economic and marketing implications. However, the within estimator controls for heterogeneity in a more general way and under this general form of heterogeneity only it, the within estimator, consistently estimates the effects of stockpiling.
From a statistical point of view, the within and between differences will be the same if the variation across households is not systematic. In other words, if there is no correlation between a household's propensity to purchase on sale and a household-specific effect on the variables in question (namely, quantity purchased, and inter-purchase duration). One can test if the difference between the two estimators is systematic. If the difference is systematic, as in our data, then for the purpose of testing a stockpiling theory we have to focus on the within effects. The between variation, although interesting for reasons like price 4 discrimination, has to be purged from the data as it biases the measurement of the reaction to promotions.
The economics behind the bias is intuitive. Those consumers that purchase more, and consume more, have a bigger incentive to wait for a sale and stockpile, in turn, having stockpiled will purchase less frequently. Such behavior creates a positive correlation between the propensity to purchase on sale and both quantity purchased and inter-purchase duration. Hence, when one compares sale and non-sale purchases, part of the differences is due to a composition effect. Namely, during sale periods quantity sold is higher because more intense consumers buy. The composition effect testifies to the heterogeneity across households who typically purchase on sale as oppose to those who do not.
Our results below suggest that the overall, or total, increase in quantity purchased during a sale and the change in inter-purchase time is similar in magnitude to the effects previously reported in the literature.
However, we find that the within differences are smaller and our tests suggest that only they are a consistent estimate of the effect we want to measure. Our conclusion is that since the household level response is smaller than previously estimated the predicted dip in aggregate data might be smaller than expected.
We next turn to the aggregate (store-level) data and show that once we control for the effect of duration from last feature and display, the post promotion dip is present in the store-level data. This result is partly related to the fifth argument provided by Neslin and Schneider Stone (1996) : retailers may extend display and/or feature activity beyond the period of the sale. This result is also consistent with other models of a long lasting dynamic effect of feature and display activity (Lattin and Bucklin, 1989) . Our findings suggest that the long lasting effects of feature and display, if not accounted for, may be clouding the post promotion dip. This finding is closely related to the results provided in Van Heerde, Leeflang and Wittink (2000) . The main difference is that we have to impose little structure on the data and therefore confirm our 5 results are driven by patterns in the data and not the modeling.
The rest of this paper is organized as follows. We outline a consumer inventory model and intuitively derive its predictions. Next we present the results from the household-level data, followed by the results from the aggregate data.
The Model

Implications of Stockpiling
A model of consumer inventory behavior is both intuitive and not new to this paper. We therefore only outline the elements of the model and the implications. For a formal model see, for example, Arrow, Harris and Marschak (1951), or Blattberg, Eppen and Lieberman (1981) .
A consumer obtains utility from consuming the product, which is sold at a "regular" price with occasional temporary price reductions. The product is storable at a cost that is an increasing and convex function of inventory held. When the price is low the consumer balances the benefits from buying at the low price with the cost of holding the inventory. The optimal strategy is to buy when beginning-of-period inventory is below a threshold, which is a decreasing function of prices. In other words when prices are high it is optimal to buy only if the inventory is low, and when the prices are low it is optimal to buy even with a relatively large inventory. Similarly, the end-of-period, or target, inventory is decreasing in prices. If prices are low you will be willing to pay a higher inventory cost so that you can save in the future.
There are several implications of this optimal behavior which have been tested, and which we will examine below. First, the quantity purchased is a decreasing function of price. The standard neo-classical static economic model will also predict this effect: if price goes down consumers consume more. Here the effect exists even if one believes that consumption does not respond at all to prices.
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(1) Second, the timing of the purchase is changed. In this model, a purchase is made when the (beginning of the period) inventory falls below a threshold, which is a decreasing function of price. In other words, there is a range of inventory for which the consumer will buy when the product is on sale and not when it is at the regular price. This suggests that all else equal, when buying on sale, the duration to previous purchase should be shorter and the duration to next purchase should be longer (compared to a purchase during a non-sale period).
Third, aggregating consumer-level behavior we predict that the aggregate quantity sold should increase during a sale, both because consumers are buying more and because they are buying earlier.
Furthermore, the effect should depend on the duration since the pervious sale. The longer it has been since the previous sale the lower on average are the inventories held by consumers. Therefore the larger the quantity sold today. Finally, the quantity sold during non-sale periods increases in the duration from the last sale. The logic is the same as the one during sales.
Econometric Model and Estimation of Household-level Predictions
In order to test the above predictions we use the following econometric models. For the household panel we estimate where are different measures of quantity purchased by household i at purchase instance t, is an indicator if the product was on sale, is a household-specific effect and is a disturbance term (which is assumed to be uncorrelated with the right-hand side variables). This is probably the simplest model one could use to estimate the above relations. It can be generalized in many ways. However, this simple framework is rich enough to show how misleading estimates can be if one does not control for (2) heterogeneity in a general way.
Without the household-specific effects the estimation of equation (1) is straight-forward. There are several ways to estimate this equation once we introduce the household-specific effects. First, we could assume that the terms are uncorrelated with the indicator , in which case OLS estimation of equation
(1) yields consistent, but inefficient, estimates of . These are the so called Total estimates (Hsiao, 1986) .
One can show that the Total estimate of is equal to the difference between the mean of during sale and non-sale purchases.
Second, one could construct the Between estimator of , which is obtained from the following regression where a "bar" denotes the average of the variable over t, and the error term . If the panel is unbalanced (i.e., the number of observations is different for each household) then this equation can be estimated by GLS, where the weights are proportional to the inverse of the number of observations for each household. If we continue to assume that the terms are uncorrelated with the indicator , then the estimates will be consistent, but not fully efficient.
Third, we can estimate equation (1) using GLS. We will refer to these estimates as the Random Effects estimates. Under the assumption that the terms are uncorrelated with the indicator , this will yield consistent and efficient estimates (Hsiao, 1986 ).
Finally, we could relax the assumption that the household-specific effects, , are uncorrelated with the right-hand side variable. We do this by estimating a different intercept for each household. We can either estimate equation (1) with these additional parameters or estimate, by OLS, the transformation
Note, that in this transformed equation the household-specific effects no longer appear. Therefore, estimated with OLS it will yield consistent estimates under a wide range of assumptions on the correlation between the household-specific term and the right-hand side variables. We will refer to these estimates as the Within estimates.
We note that if the household specific terms are uncorrelated with then both the Random Effects and the Within estimates will be consistent, but only the Random Effects estimates will be efficient.
On the other hand, under the alternative assumption in which they are correlated, only the Within estimates will be consistent. This can be used to form a Hausman test (Hausman, 1978) . In section 4 we use this test to evaluate which of the estimators is appropriate for this data. For more details on this test or the above estimators see Hsiao (1986) .
Econometric Model and Estimation of Store-level Predictions
In order to test the aggregate predictions we estimate the model where is the quantity of UPC j sold at store s at week t, is the price, denotes the natural logarithm, denotes the duration from the previous sale (which we define exactly in the next section) and is a disturbance term. The regression also includes feature and display dummy variables as well as store and UPC-specific intercept terms, denoted as dumvars. In the specifications below we also include non-linear terms in . Finally, in some of the specifications we also add the duration from last feature and duration from last display.
We estimate equation (4) using OLS. In principle, since this is an aggregate demand equation one 2 See Hendel and Nevo (2002a) for a cross-market analysis. 9 might worry that the error-term is correlated with some of the right-hand side variables. We control for difference across UPC's and stores by including the relevant fixed effects. We also control for additional promotional activity. In one of the products we examine, soft-drinks, one might worry about seasonality (Chavelier, Rossi and Kayshap, 2003) . We, therefore, control for predicted high periods of demand for soft-drinks like 4 th of July. What is left in the error-term is hopefully unanticipated demand shocks that are not correlated with the current price, which is set before the demand shock is realized.
The key parameter of interest is the effect of duration. As we noted in the previous section a prediction of the stockpiling model is that quantity demanded should increase with the duration since previous sale. Therefore, we expect that will be positive. We expect this to be true both, in the whole sample and when we split it into sale and non-sale periods.
The Data
We estimate the above models using data on laundry detergents and soft-drinks categories taken from the Stanford Basket data set (Bell and Lattin, 1998) . The data are drawn from two separate metro markets in a large US city and cover a two-year period from June 1991 to June 1993. For the purposes of this paper we do not separate the two markets. 2 Overall we have 12,673 purchases of laundry detergent and 64,970 purchases of soft-drinks (27,906 purchases of cans of cola or flavored soda, which will be our primary focus) by 1,012 households. The aggregate data comes from eight different stores in these two markets.
For the household panel we know the UPC of the product purchased, the number of units purchased, if a store was visited and detailed demographics of the household. From the aggregate data we know that total quantity sold for each UPC, the weekly price, feature and display. We also have a description of each UPC, including size and brand information.
In order to perform the above tests we need to define a "sale". Eyeballing the data it is clear that for most products there is a "regular" price and occasional price reductions. In order to define a sale systematically we need to define a "regular" price and we need to define the threshold for a "sale". In the results below we define the regular sale as the modal price for each UPC in each store over the 104 weeks of data. A sale is defined as any price at least 5 percent below the regular price. We explored various alternative definitions. First, we explored defining the regular price as the maximum price in the last x weeks, where we varied x between 3 and 6. Second, we define the threshold for a sale at 0, 10, 25 and 50 percent. Some statistics from these different definitions can be found in Hendel and Nevo (2002a) . The important thing to note is that the results below are robust to these different definitions.
In order to estimate equation (4) The means and standard deviations of the main variables are provided in Table 1 .
Results from Household-Level Data
There are fundamentally two predictions taken from the theory that we test using the household-3 As we discuss in Section 3 we performed several robustness tests to this definition. The results in the table are not sensitive to the different definitions we tried. 4 Notice the unit of observation is a household purchase. Visits to the supermarket that did not generate a purchase are irrelevant for our analysis. They generate no purchase, the same as a period without a visit to the supermarket. 11 level data. First, we test whether there is an increase in the quantity purchased during a sale. Next, we test if there is a change in the inter-purchase time. As we pointed out both these predictions have been tested before. Our goal is to show that the way these differences are computed is critical for the economic interpretation of the findings. More precisely, most of the findings in the literature confound two distinct effect, one of which should be purged in order to quantify the effect of promotions. We first present our results, we then discuss how they compare to previous findings, explain the differences and their implications for the post-promotion dip puzzle. However, only the former directly relates to stockpiling. Hence, the latter should be purged in order to isolate the effect of promotions on household behavior, and the implications on aggregate behavior.
We separate these effects next. The second way we look at the difference between sale and nonsale purchases is by computing the Within difference. It is equivalent to computing the difference between sale and non-sale purchases for each household and taking a (weighted) average across the households.
The weights are proportional to the number of observations: households with more observations get a higher weight. The advantage of this statistic is that it controls for heterogeneity across households in a general way. Next, we compute the Between difference, which is the slope coefficient in the regression of the household average of the variable being measured (quantity, inter-purchase time, etc.) when regressed on the fraction of purchases the household makes during sales. This statistic measures the variation across households, as opposed to the within statistic that measures the effect of promotions on a typical household. Finally, we compute the Random Effects estimate. This measure, like the Total, uses both the within and between household variation. However, it weights the different sources of the variation optimally.
The first three rows, in each category, of Studying the effects on Size and Units we learn two things. First, the increase in total quantity purchased comes from different sources in each product category. In detergents consumers buy more units and larger sizes, while soft-drinks are purchased in fewer but bigger containers during sales. In Hendel and Nevo (2002a) we examine these differences across the categories more carefully.
Second, we once again notice the difference in the Within and Between estimates. We again computed the Random Effects estimator and reject that hypothesis that the household effects are uncorrelated with the propensity to purchase on sale. This, in a way, should not be surprising since we know that households vary in their tendency to purchase on sale and the factors determining this tendency could also be correlated with the quantity purchased. The implication is that the Total difference is not a good measure of consumers' responses to promotions as it mixes responses with composition effects.
While the findings on quantity purchased are consistent with the predictions of the stockpiling theory, they are also consistent with alternative theories. Therefore, we follow past work and also examine inter-purchase duration differences. The last two rows, for each category, in Table 2 present the results.
The two variables measure the number of days between the current purchase and either the previous purchase or the next purchase. The duration measured, is the duration between the purchases of any product in these categories. A negative within effect confirms the theoretical prediction, that sales accelerate purchases. On the other hand, a positive between difference testifies to household heterogeneity of the following form. The interpurchase duration is longer for households who typically purchase on sale than the duration of households who typically do not buy on sale. In other words, on average households who tend to buy more on sale also tend to buy less frequently, which is consistent with an inventory model. Sale-prone households buy less often, but purchase a much larger quantity. The between quantity difference for soft-drinks is 144% (7.20/5.00), while the between difference in duration is about 100%, suggesting that on average typical sales-buyers consume 40% more than households who do not typically buy on sale. Since they are more intense buyers they gain more from stockpiling.
This cross-household pattern, although consistent with a stockpiling theory, is not the effect we are trying to measure. It does not tell us whether the average household is buying earlier because of the promotion. It tells us that buyers are heterogeneous, which is interesting because it testifies about the firms'
incentives to have sales. The numbers suggest differences across households; intense users are more willing to wait for a promotion. Hence, cyclical prices (sales) help the seller discriminate between the less intense buyer, who more frequently will end up paying the modal price, and the more intense buyer who is willing to wait for promotions. Notice that one sort of heterogeneity, consistent with our findings, is the presence of deal prone and non-deal prone buyers. Where the former by from sale-to-sale, while the latter are not sensitive to promotions. In its extreme form, this heterogeneity would lead to large total effects due to between differences, but no within effects of promotions.
The Within estimate is instead the true test of the theory. All the Within effects are statistically significant but are relatively small, compared to the Total difference. They predict roughly a change of 5-10 percent in the inter-purchase duration. As a side point we note that the Within estimates generally predict larger effects on quantity than on duration, which can be interpreted as evidence of consumption effects.
If the consumption rate did not change one would expect the effects to be the same: if you buy 25 percent more it should take you on average 25 percent longer till your next purchase. 6 While Shoemaker (1978) does not call his estimate a "within" estimate, his procedure is identical to what we call Within. Indeed, like him, we also find relatively small effects.
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With the exception of Shoemaker (1978) 6 , the rest of the literature that tested these predictions provided either a Total estimate or some form of a random-effects estimator (not necessarily the efficient version). Blattberg, Eppen and Lieberman (1981) compute what we call the Total estimate for four categories. The magnitude they report (in their Tables 2 and 3) is similar to our Total estimates. For example, they find that in the four categories the increase in duration to next purchase is 23-36 percent. Our
Total estimates are 20-60 percent, much larger than our Within estimates. Neslin, Henderson and Quelch (1985) using very similar data find acceleration of purchases, for coffee and bathroom tissue, as a reaction to advertised price cuts. They test the impact of promotions through regressions of: quantity purchased and time elapsed since the previous purchase on a proxy for inventory (derived from past behavior) and
dummies for different promotional activities. They find substantial effects of promotions on duration to next purchase as well as on quantity purchased. Consistent with the previous literature they report total effects, without decomposing the household response from the composition effect. Subsequent work (Currim and Schneider, 1991; Gupta, 1988 Gupta, , 1991 find effects of the same magnitude as Blattberg, Eppen and Lieberman (1981) . Neslin and Schneider Stone (1996) summarize that the estimates of accelerated purchase are between 14 and 50 percent, consistent with out Total estimates but again somewhat larger than our Within estimates.
Once we isolate individual responses to promotions we find that while the effects are still present they seem to be smaller than originally thought. This can explain why they might be hard to find in aggregate data. This explanation has been suggested by Neslin and Schneider Stone (1996) . In their empirical analysis they estimate the effect of inventory, constructed under the assumption of constant consumption, 7 We do not present the results for the sale sample. They generally give us the expected result even before we control for the additional duration, and become larger once we do control for the additional variables. Pesendorfer (2002) also reports results for the sale sample and finds the expected sign. His focus is not an inventory model and therefore 17 on the probability of purchase. Our findings add in several ways. First, our analysis requires fewer assumptions. For example, we do not need to make assumptions to generate the unobserved inventory series. Indeed, a small estimated effect of inventory could be driven by measurement error in the construction of the inventory series, a problem we do not face. Second, our analysis decomposes the overall, or total, difference between sale purchases and non-sale purchases into two different components, the within and between effects. While we claim that only the within effects truly measures the importance of stockpiling, both the within and between effects have interesting economic and marketing implications.
Results from Store-Level Data
In the previous section we showed that the household-level estimates are consistent with the inventory model but much smaller than previously found. Therefore, it is likely that the effects will be harder to find in aggregate data. In particular it is likely that the expected post-promotion dip is masked by other effects. In this section we show that indeed for our data the post-promotion dip is initially missing.
However, once we allow for a simple control for other dynamic effects, a post-promotion dip is detected . non-sale observations. 7 As before, a sale is defined as any price at least 5 percent below the modal he does not examine the non-sale sample. 8 The regression also includes a square term to control for non-linear effects. Within the range of the observed data the marginal effect is determined by the linear term and therefore for the rest of the discussion we focus on this term.
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price for that product in that store. Within each sample we present two regressions that differ in the controls. Duration from previous sale/feature/display is measured as number of weeks, divided by 100, from previous sale/feature/display for that brand in that store for any size.
In all the regressions the price, feature and display coefficients are of the expected signs. The key coefficient, from the viewpoint of a stockpiling model, is the coefficient on the effect of duration. As explained in Section 2 we expect this coefficient to be positive: the longer since the last sale the higher the demand, everything else constant. A post-promotion dip will be reflected by a positive coefficient on duration from last sale. 8
The first regression in each sample finds that for detergents (and other categories not reported in the table) the effect of duration is negative, i.e., rather than a post-promotion dip we find a boost in sales.
This effect is true for the all sample and for the non-sale sample. It is the opposite of expected and is consistent with findings in the literature. Indeed this is the basis for the so called post-promotion-dip-puzzle.
The effect for soft-drinks is positive instead.
In the next column in each sample we add controls for the duration from previous feature and display. We speculate that both display and feature have dynamic effects that are of opposite sign to the effect we are after. For example, feature or display generate awareness of the product, and could impact demand (positively) even after they are over. That it, it is reasonable to assume the effects of these activities shifts out demand in later periods as well. This explanation is consistent with many neo-classical theories of "advertising" (see for example Bagwell (2002) ) or behavioral economic theories. Our purpose here is not to separate these theories, or to test them, just to point out that they have a different effect than that of a sale. Once we control for their effect we can recover the post-promotion dip. Since we have previously established that the effects we are after are small it is likely that they will be masked by the counter effects of feature and/or display. They will be masked because during a sale the probability of feature and/or display increases, but also because there could have been a feature and/or display a few weeks prior to the sale.
By adding duration from feature and display we control for these effects. Indeed once these controls are included the coefficients on duration from sale all become positive, as expected. For the softdrinks category they increase substantially in magnitude. The magnitude of the effects also makes sense.
They are largest for soft drinks, where the demand right after a sale is predicted to be almost 7 percent lower than 4 weeks later. For detergents the demand right after a sale is roughly 3 percent lower than 4 weeks later.
The explanation we provide above has been suggested by Neslin and Schneider Stone (1996) . Van
Heerde, Leeflang and Wittink (2000) propose a "sophisticated distributed lag analyses of weekly sales data in the hope of measuring the post-promotion dip statistically." Indeed their model shows that adding various lags and leads can help to find the dip. Our analysis is closely related. However, we impose little structure on the data and show that a simple control is enough to uncover the effects.
Conclusions
In this paper we investigate one of the mysteries of scanner data: the lack of a post-promotion dip in store-level data. Previous work, using household-level data, found an increase in quantity and acceleration in the timing of purchase. On the other hand, dips in aggregate weekly scanner data have been hard to find. We re-examine two explanations that have been previously proposed. First, by applying panel data methods we show that the magnitude of the effects previously reported from household-level data were too high. Second, we show that a simple control for the duration since last feature/display is sufficient to recover the effects at the aggregate level.
Our main findings, for the data we examine, are as follows:
• The effects at the household level are smaller than previously reported. For example, we find that timing is accelerated between 5 and 10 percent, compared to 14 to 50 percent found by previous work.
• This provides support to the conjecture made by Neslin and Schneider Stone (1996) that the effects might be smaller than expected and therefore hard to detect.
• Once we control for duration from previous feature/display, a post-promotion dip can be detected in the weekly store-level data. This can be found using a simple linear regression and does not require more elaborate models of lags and leads.
Our analysis is not a substitute for a structural model of the effects of promotions.
In order to answer many of the interesting questions regarding dynamic consumer stockpiling behavior one needs a structural dynamic model like the one proposed and estimated in Erdem, Imai and Keane (2003) or Nevo and Hendel (2002b) . Since our findings are consistent with stockpiling they suggest that researches estimating demand should control for current inventories or duration from last purchase. The dependent variable in all regressions is the natural logarithm of quantity purchased (measured in 16 ounce units). Each observation is a brand-size combination in a particular store. Duration from previous sale/feature/display is measured as number of weeks, divided by 100, from previous sale/feature/display for that brand in that store for any size. All regressions include brand and store dummy variables. The regressions in the soft-drinks
