Abstract. Associative Models were created and used for pattern recognition tasks, but recently such models have shown good forecasting capabilities; by a preprocessing of a time series and some fit of the Model. In this paper, the Gamma Classifier is used as a novel alternative for currency exchange rate forecasting, where experimental results indicate that the proposed method can be effective in the Exchange Rate Time Series Prediction, compared to classical Machine Learning Models (ANN, SVM, MLP) and well known for the Financial and Economy Fields Box-Jenkins Models (AR, ARMA, ARIMA).
Introduction
The exchange rate forecasting is one of the most difficult and important tasks in modern study of time series prediction. Several factors influence in the value of a currency, such as oil prices, the rise or fall of imports of goods and services, inflation, consumer price index, interest rate, among others [1] . There exists a debate about what are the real factors that are affecting the currency value [2] , this kind of problem with many variables, most of the times unknown, is usually treated as a stochastic and univariable problem [3, 4] .
The Exchange rate as a critical issue of Financial Time Series Study has led into several forecasting models development for accurate and timely decision making, by the Economy, Financial and Statistical fields. For the analysis of financial time series, from economy perspective, the regression techniques are widely used and popular for their statistical properties [6] . Some of these models are AR, Ma, ARMA, and the more general ARIMA [4 -6] .
On the other hand, Computer Science has various techniques for time series analysis and forecasting, some of these techniques are:
 Artificial Neural Networks [7] .  Support Vector Machines [8] .  Support Vector Regression [9] .  Fuzzy Logic [10] .  Associative Models [11, 18] .
Another approach that has been rising for the financial time series forecasting is the combination of different models; this concept is based on the idea of improving the weaknesses of certain models with the strengths of others. These are called hybrid models and are the most prolific approach for financial time series forecasting in the actual literature. In 2010 Huang, Chuang, Wu and Lai create a Chaos-based support vector regressions model for Exchange rate forecasting [12] , Khashei, Bijari and Ardali work on financial time series forecasting using an ARIMA with probabilistic neural networks [13] model, in 2013 Kazem, Sharifi, Khadeer, Morteza, and Khadeer used a Support vector regression with bio-inspired algorithm [14] , in 2014 Wei, Cheng, and Wu, present a hybrid ANFIS ( Adaptive Network-Based Fuzzy Inference System) based on n-period moving average model [15] , also in 2014 Gharleghi, Shaariy and Shafighi did exchange rates forecasting using a Cointegration Based Neuro-Fuzzy System [16] and Minakhi, Majhi Babita, Majhi Ritanjali and Panda created a forecasting model for currency exchange rates using an adaptive ARMA model with differential evolution based training [17] .
These sophisticated hybrid models are inherently difficult to implement, in addition to being computationally expensive. In this paper we study a simple and computationally efficient way to forecast currency exchange rates using an Associative Model, given the competitive results that the Associative Model Gamma Classifier has shown on previous works of Time Series Forecasting [18] .
Gamma Classifier
As mentioned before, we use the Associative Model Gamma Classifier (GC). This work is strongly based on [18] , however, the steps of the Gamma Classifier for exchange rate forecasting are a modification of the Algorithm shown in [18] , described in section 3. For the forecasting of several points we used the separation method taken directly from [18] .
The Gamma Classifier Algorithm for the forecasting task uses 3 important definitions, mentioned below; also it must do a pre-processing of the time series data, a codification of the time series, so the GC can treat the forecasting problem as a classification problem. This codification is named Modified Johnson-Möbius (MJM) see [18] for specific codification algorithm. 
Definition 1 (Alpha and Beta operators).
The Gamma Classifier Algorithm for Time Series Forecasting is described below: 1. Convert the patterns in the fundamental set into binary vectors using the MJM code. 2. Code the test pattern with the MJM code, using the same parameters used for the fundamental set. 
where k i is the cardinality in the fundamental set of class i. 8. If there is more than one maximum among the different ci, increment θ by 1 and repeat steps 6 and 7 until there is a unique maximum, or the stop condition θ ≥ ρ is fulfilled. 9. If there is a unique maximum among the c i , assign ỹ to the class corresponding to such maximum. 10. Otherwise, assign ỹ to the class of the first maxima found.
Definition 4 (Separation). Given a TS D with samples d 1 d 2 d 3 . . ., the separation s between a segment d i d i+1 . . . d n−1 (of length n) and sample d j is given by the distance between the closest extreme of the segment and the sample.
Based on this definition and the GC, the proposed TS forecasting method follows the algorithm presented below, considering a TS D of length l with a prediction (test) segment of length t, and a length for the patterns of size n. 
Proposed Model
The Gamma Classifier Algorithm for Exchange Rate Forecasting is described below: 1. Convert the patterns in the fundamental set into binary vectors using the MJM code. 2. Code the test pattern with the MJM code, using the same parameters used for the fundamental set. 
9. If there is a unique maximum among the c i , increment θ by 1 and repeat steps 6 and 7 until there is more than one maximum, or the stop condition θ ≥ ρ is fulfilled. 10. Otherwise, assign ỹ to the class of the first maxima found.
Opposed to the Gamma Classifier that seeks for a unique maximum for the class assignation for the unknown pattern ỹ, the proposed model seeks for several alike classes. The idea is to find similar classes (time series patterns) that have occurred in the past, and assign an average of those alike classes to the unknown pattern ỹ.
To do this the conventional initialization of Ө in 0 is not appropriate, because if we do this it takes more iterations to find similar patterns; also, on a low value of Ө, the lower amount of similar classes we will have (could be only two). Experimental results have shown that the best results are given when we have more than 2 similar classes, but we should be careful of not giving a high value of Ө because this could lead the classifier to determine that classes are similar, and they are not, because, while Ө increases, the similarity between the features of the unknown pattern and the known patterns decreases.
For Ө initialization purpose we propose the equation 3.Experimental results also have shown that low size of n, (size of the pattern codification) between 4 and 6, have better performance that high values of n (10 or more).
Experiments Design

Data Sets
The time series used in these experiments were taken from 2 web sites, daily values of MXN/USD (Mexican Peso/American Dollar) and JPN/USD (Japanese Yen/USD) were taken from www.forecasts.org, and USD/GBP (USD/British Pound) monthly values, were taken from http://www.ny. 
Error Metrics
The error metrics used for the models comparison are Mean Square Error (MSE), Root Mean Square Error (RMSE) and Mean Absolute Percent Error (MAPE), also we calculate the Pearson's Correlation Coefficient (PCC) to see the behavior of the forecasted result. For MSE, RMSE and MAPE lower values are better, meanwhile for PCC closest values to 1 are better. The metrics equations are given as follows:
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where: e t -mean error on time t, where: e t = a t -f t . a t -is the actual value. f t -is the forecasted value, and n -The amount of samples. σ xy -is the covariance of (x,y) σ x -is the standard deviation of x σ y -is the standard deviation of y
Models Construction
We used 3 tools for the models construction, for the regression models (AR, ARIMA, ARMA) we used Matlab 2013 which includes an Econometric toolbox that allows to create an ARIMA(p,D,q) model, and an Estimate function that uses maximum likelihood to estimate the parameters of the ARIMA(p,D,q) model given the observed univariate time series. For the Machine Learning Algorithms we used Weka 3.7.11 that now includes a forecast utility. The model configuration used for Multi-Layer Perceptron (MLP), Support Vector Regression, MLP Regressor are the default suggested by Weka Optimization class. Finally we implemented in Java Language the Gamma Classifier.
Experimental Results
Models Comparison
The models are ordered from lower to higher RMSE. The tables 2-4 show the performance of the models implemented for this work. The Gamma Classifier with Combined (C) method and Combined Average (CA) method are highlighted. For GBP-USD predictions (Table 2) , the Gamma Classifier with CA method has the second best performance and also it have the best PCC. For JNP-USD predictions (Table 3) , the Gamma Classifier with C method has the third best performance; meanwhile the Gamma Classifier with CA method has the fourth best PCC. Finally, for MXN-USD predictions (Table 4) , the Gamma Classifier with CA method has the third best performance and the third best PCC. 
Conclusions and Future Work
The Performance of the Gamma Classifier is a promising model for the forecast exchange rate problem, it is simple for understanding, implementing and is computationally efficient. However, one open problem is find a way to decide which method for the result of the Gamma Classifier should be used, combined or combined average, because where Combined method does not have the best of the performances the Combined Average improve the results and conversely. Empirical results have shown that ranges between 4 and 6 for the size of the pattern n have better performance. Other open problem is, find a way to determinate the optimal initial values of n and Ө for this kind of problem. This algorithm can be extended to other forecasting financial problems, because other financial problems present .similar features that exchange rate problem also does. Another approach for this forecasting task. is that the Gamma Classifier could be considered to be part of a hybrid model for the forecasting problem, given that, sometimes GC has better performance than classical financial or machine learning approaches.
