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Let (G,G+) be a quasi-lattice-ordered group with positive cone G+. Laca and Raeburn have
shown that the universal C∗-algebra C∗(G,G+) introduced by Nica is a crossed product
BG+ ×α G+ by a semigroup of endomorphisms. The goal of this paper is to extend some
results for totally ordered abelian groups to the case of discrete lattice-ordered abelian
groups. In particular given a hereditary subsemigroup H+ of G+ we introduce a closed
ideal IH+ of the C
∗-algebra BG+ . We construct an approximate identity for this ideal and
show that IH+ is extendibly α-invariant. It follows that there is an isomorphism between
C∗-crossed products (BG+/IH+ ) ×α˜ G+ and B(G/H)+ ×β G+ . This leads to our main result
that B(G/H)+ ×β G+ is realized as an induced C∗-algebra IndĜH⊥ (B(G/H)+ ×τ (G/H)+).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Suppose that (G,G+) is a lattice-ordered abelian group. It was shown in [10, Corollary 2.4] that the C∗-algebra C∗(G,G+)
is the crossed product BG+ ×α G+ of the dynamical system (BG+ ,G+,α) consisting of the C∗-subalgebra BG+ of ∞(G+)
spanned by the functions {1x: x ∈ G+} (for 1x see (2.1)), and the action α given by αx(1y) = 1x+y for x, y ∈ G+ . Moreover,
denote by {εx: x ∈ G+} the usual basis for the Hilbert space 2(G+). For each x ∈ G+ , there is an isometry Tx on 2(G+)
satisfying Tx(εy) = εx+y for all y ∈ G+ . The Toeplitz algebra of G is the C∗-subalgebra T (G) of B(2(G+)) generated by the
isometries {Tx: x ∈ G+}. These Toeplitz algebras include as special cases the algebras studied by Coburn [5] and Douglas [6].
Moreover, generalizations to various classes of groups have attracted a great deal of attention in recent years (see [10,14,15],
for example).
We begin with a brief discussion of quasi-lattice and lattice-ordered groups (G,G+), the relation between them and
their covariant isometric representations. In Section 3, we consider semigroup dynamical systems, their covariant isometric
representations and their crossed products. For an abelian quasi-lattice-ordered group (G,G+) and a general semigroup
dynamical system (A,G+,α), there is a continuous action αˆ : Ĝ → Aut(A ×α G+). In Section 4, we discuss invariant ideals
and produce our ideal IH+ of the algebra BG+ . We create an approximate identity for our ideal and show that IH+ is an
extendibly α-invariant ideal of BG+ . In Section 5, we introduce the group G/H and we show that it is lattice ordered under
a natural order. We then show that there is an isomorphism of BG+/IH+ onto B(G/H)+ .
In our last section, we use the results of the previous sections to show that the C∗ crossed products (BG+/IH+) ×α˜ G+
and B(G/H)+ ×β G+ are isomorphic. Our main theorem allows us to realize B(G/H)+ ×β G+ as the induced C∗-algebra
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M.A. Ahmed, A.J. Pryde / J. Math. Anal. Appl. 364 (2010) 498–507 499IndĜH⊥ (B(G/H)+ ×τ (G/H)+). This theorem is an analogue of Theorem 2.1 in [4] with some modiﬁcations as we are working
with groups that are not totally ordered and with C∗-algebras which are not Toeplitz algebras.
The ﬁrst author wishes to thank Professor Iain Raeburn for his assistance as supervisor at the University of Newcastle.
2. Lattice-ordered groups
By a partially ordered group we mean a group G together with a partial order  which is left invariant in the sense that
x  y implies zx  zy for all x, y, z ∈ G . Its positive cone is the subsemigroup consisting of all positive elements, that is
x ∈ G with x e where e is the identity element.
Let G+ be a subsemigroup of a group G such that G+ ∩ G−1+ = {e}. Then the relation  deﬁned by x y if x−1 y ∈ G+
makes G a partially ordered group with positive cone G+ . Henceforth we will use the notation (G,G+) to mean the partially
ordered group with the natural ordering determined by the subsemigroup G+ .
Deﬁnition 2.1. The partially ordered group (G,G+) is quasi-lattice-ordered if every ﬁnite subset of G with an upper bound
in G+ has a least upper bound in G+ .
Equivalently, (G,G+) is quasi-lattice-ordered if and only if every element of G with an upper bound in G+ has a least
upper bound in G+ , and every two elements in G+ with a common upper bound in G+ have a least upper bound in G+
[15, Section 2.1].
Deﬁnition 2.2. The partially ordered group (G,G+) is said to be a lattice-ordered group if every two elements x, y ∈ G have
a least upper bound x∨ y ∈ G .
There are two possible deﬁnitions for lattice-ordered groups, the one we have in Deﬁnition 2.2 and the other mentioned
in [15] which requires instead that every two elements x, y ∈ G+ have a least upper bound x∨ y ∈ G+ . It is easy to see that
every lattice-ordered group is a quasi-lattice-ordered group.
Deﬁnition 2.3. Let (G,G+) be a quasi-lattice-ordered group and H ⊂ G+ . Then H is said to be hereditary if for any x, y ∈ G+ ,
e  x y and y ∈ H imply that x ∈ H [13, Deﬁnition 2.3].
Totally ordered groups are lattice-ordered and so are direct products of lattice-ordered groups. A concrete example of
lattice-ordered groups is (Z2,N2). Some examples of hereditary subsets are as follows.
Example 2.4. Let (G,G+) be a quasi-lattice-ordered group. For x0 ∈ G+\{e}, let H = {z ∈ G+: there exists n ∈ N such that
z xn0}. Then H is a hereditary subset of G+ .
Example 2.5. Let (G,G+) = (Z2,N2). The only hereditary subsemigroups of N2 are {(0,0)}, N × {0}, {0} × N and N2.
Let (G,G+) be a quasi-lattice-ordered group. We now consider a particular C∗-subalgebra of ∞(G+). Denote by 1x the
function on G+ deﬁned by
1x(y) =
{
1 if y  x,
0 otherwise.
(2.1)
The quasi-lattice condition gives
1x1y =
{
1x∨y if x, y have a common upper bound,
0 otherwise.
(2.2)
The algebra BG+ := span{1x: x ∈ G+} is an abelian C∗-algebra with multiplication satisfying Eq. (2.2) [10, §2].
Deﬁnition 2.6. Let (G,G+) be a lattice-ordered group, B a unital C∗-algebra and V a map from G+ to B . Then V is said to
be an isometric representation of G+ if it satisﬁes the following three conditions:
(i) Ve = 1B ;
(ii) V ∗x Vx = 1B for any x ∈ G+;
(iii) VxV y = Vxy for any x, y ∈ G+ .
If in addition V satisﬁes VxV ∗x V yV ∗y = Vx∨y V ∗x∨y for all x, y ∈ G+ , then V is a covariant isometric representation.
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We introduce some deﬁnitions and recall some known facts. Let φ be a homomorphism from a C∗-algebra A into a
C∗-algebra B . Then φ is non-degenerate if there exists an approximate identity {ai} in A such that φ(ai) converges strictly
to 1 in the multiplier algebra M(B) of B (i.e. φ(ai)b → b for all b ∈ B). A homomorphism ψ : A → M(B) is extendible if
there exists an approximate identity {aλ}λ∈Λ for A and a projection pψ in M(B) such that ψ(aλ) converges strictly to pψ
in M(B). One can see that every non-degenerate homomorphism is extendible (by taking p = 1M(B)). In [1, Proposition 3.1.1]
Adji proves that the extendibility of ψ : A → M(B) is equivalent to the existence of a strictly continuous homomorphic
extension ψ of M(A) into M(B). An extendible homomorphism satisﬁes the condition that ψ(aλ) → ψ(1M(B)) (see [12, §1]).
Deﬁnition 3.1. A semigroup dynamical system is a triple (A,G+,α) where A is a C∗-algebra and α is an action of the
semigroup G+ on A by endomorphisms (i.e. α : G+ → End(A) is a homomorphism such that αx is an endomorphism of A
for each x ∈ G+). Two dynamical systems (A,G+,α) and (B,G+, β) are equivalent (isomorphic) if there is an isomorphism
φ : A → B such that φ ◦ αx = βx ◦ φ for all x ∈ G+ . A covariant representation of a dynamical system (A,G+,α) is a pair
(π, V ), where π is a non-degenerate representation of A on a Hilbert space H, and V is an isometric representation of G+
on H satisfying
π
(
αx(a)
)= Vxπ(a)V ∗x for all x ∈ G+, a ∈ A.
Deﬁnition 3.2. A crossed product for a dynamical system (A,G+,α) is a C∗-algebra B together with a non-degenerate
homomorphism i A : A → B and a homomorphism iG+ of G+ into the semigroup of isometries in M(B) such that:
1. i A(αx(a)) = iG+ (x)i A(a)iG+ (x)∗ for x ∈ G+ and a ∈ A;
2. for every covariant representation (π, V ) of (A,G+,α) there is a non-degenerate representation π × V of B such that
(π × V ) ◦ i A = π and π × V ◦ iG+ = V ;
3. B is generated by {i A(a)iG+ (x): a ∈ A, x ∈ G+}.
We write A ×α G+ to denote the crossed product for the dynamical system (A,G+,α). The homomorphisms (i A, iG+ ) are
the universal covariant representation.
Remark 3.3.
(i) If A is unital and (A,G+,α) has a non-trivial covariant representation, then it is shown in [10, Proposition 2.1] that
there is a crossed product and it is unique up to isomorphism.
(ii) Let G+ be an Ore semigroup (a cancellative semigroup which is right-reversible, in the sense that G+x ∩ G+ y = ∅
for all x, y ∈ G+) and let (A,G+,α) be a dynamical system with extendible endomorphisms which has a non-zero
covariant representation. Then there exists a crossed product for the system which is unique up to isomorphism
[12, Proposition 1.4].
(iii) [11, p. 11] If A has a unit, the representation π of Deﬁnition 3.1 and the homomorphism i A of Deﬁnition 3.2 must be
unital, and condition (2) of Deﬁnition 3.2 reduces to the existence of a unital representation π × V of B such that
(π × V ) ◦ i A = π and (π × V ) ◦ iG+ = V .
Following [10, §2] we consider the left action α of G+ on BG+ determined by
αx(1y) = 1xy for all x, y ∈ G+. (3.1)
Remark 3.4.
(i) Let (G,G+) be a lattice-ordered group and (iBG+ , iG+ ) denote the universal representation of the dynamical system
(BG+ ,G+,α). Then the homomorphism iG+ is a covariant isometric representation of G+ . This is a special case of
Proposition 2.3 in [10].
(ii) [10, Corollary 2.4] If (G,G+) is a quasi-lattice-ordered group, then the maps iBG+ and iG+ are faithful.
(iii) If the group G is discrete, its dual Ĝ := {γ : G → T: γ is a continuous homomorphism} is a compact group under
pointwise multiplication [8, Proposition 4.4].
(iv) For a quasi-lattice-ordered group (G,G+) with G discrete and abelian, let α be an action of the semigroup G+ by
endomorphisms of a unital C∗-algebra A. There is a continuous action
αˆ : Ĝ → Aut(A ×α G+)
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αˆγn (b) → αˆγ (b) for all b ∈ A ×α G+ . The action αˆ is called the dual action of Ĝ on A ×α G+ . This is standard in the
subject see [10, Remark 3.6].
4. Extendibly invariant ideals
In this section we will introduce a speciﬁc extendibly α-invariant ideal IH+ of the C
∗-algebra BG+ . Our main goal in this
section will be to introduce an approximate identity for the ideal IH+ .
Deﬁnition 4.1. Suppose that α is an extendible endomorphism of a C∗-algebra A and I is an ideal of A. Let ψ : A → M(I)
denote the canonical non-degenerate homomorphism deﬁned by ψ(a)b = ab, a ∈ A, b ∈ I . Let ψ : M(A) → M(I) be the
strictly continuous extension of ψ . Then I is called extendibly α-invariant if it is α-invariant, in the sense that α(I) ⊂ I , and
there exists an approximate identity (iλ) for I such that α(iλ) converges strictly to ψ(α(1M(A))) in M(I) [12, Deﬁnition 1.6].
Remark 4.2. The homomorphism ψ : A → M(I) in the above deﬁnition is non-degenerate because if {aλ} is an approximate
identity for A, then for any b ∈ I we have
ψ(aλ)b = aλb → b = 1M(I)b.
Henceforth we assume that G+ is the positive cone of a partially ordered discrete abelian group G , (G,G+) is a
lattice-ordered group and H+ is a hereditary subsemigroup of G+ . Moreover, we change to additive notation rather than
multiplicative for the group operation. We now introduce our ideal IH+ of BG+ .
Lemma 4.3. Let (G,G+) be a lattice-ordered group with G abelian and let H+ be a hereditary subsemigroup of G+ . Then
IH+ = span{1x − 1x+h: h ∈ H+, x ∈ G+}
is a closed ideal in BG+ .
Proof. Let x ∈ G+ , h ∈ H+ and take 1y ∈ BG+ . Then
1y(1x − 1x+h) = 1y1x − 1y1x+h = 1y∨x − 1y∨(x+h). (4.1)
To show that 1y(1x − 1x+h) ∈ IH+ , we show ﬁrst that y ∨ (x+ h) (y ∨ x)+ h. To see this, note that (y ∨ x)+ h y ∨ x and
y ∨ x y, therefore (y ∨ x) + h  y. Now as y ∨ x x then (y ∨ x) + h  x+ h. Thus y ∨ (x+ h) (y ∨ x) + h. Observe that
y ∨ (x+ h) − (y ∨ x) h (left invariant property of the order  on G) also y ∨ (x+ h) − (y ∨ x) ∈ G+ . As H+ is hereditary,
then y ∨ (x + h) − (y ∨ x) ∈ H+ . Hence by (4.1), 1y(1x − 1x+h) is an element of IH+ , and by continuity of multiplication
in BG+ we conclude that IH+ is a closed ideal in BG+ . 
Remark 4.4. Let (G,G+) be a lattice-ordered group and α be the action of G+ determined by (3.1). Since BG+ is a unital
C∗-algebra with unit 1BG+ = 1e , then M(BG+ ) = BG+ and so each αx is an extendible endomorphism of BG+ .
The following result is easily checked.
Lemma 4.5. Let (G,G+) be a lattice-ordered group with G abelian and let H+ be a hereditary subsemigroup of G+ . Then the set
D = {(F ,h): F is a ﬁnite subset of G+, h ∈ H+}
is a directed set when (F ,h) (F ′,h′) ⇐⇒ F ⊂ F ′ and h h′ .
Lemma 4.6. Let (G,G+) be a lattice-ordered group with G abelian, H+ be a hereditary subsemigroup of G+ , D denote the directed
set in Lemma 4.5 and let E(F ,h) := {y ∈ G+: ∃x ∈ F such that y  x and y  x+ h}. Then
1(F ,h) :=
∑
∅=A⊂F
(−1)|A|+1
∏
x∈A
(1x − 1x+h) = χE(F ,h)
for all (F ,h) ∈ D.
Proof. Fix (F ,h) ∈ D and y ∈ G+ . For x ∈ G+ and h ∈ H+ we have
(1x − 1x+h)(y) =
{
1 if y  x and y  x+ h,
0 if y  x+ h or y  x.
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1x − 1x+h = χ{y: yx and yx+h} = χE(x,h). (4.2)
Using Eq. (4.2) we have
1(F ,h)(y) =
∑
∅=A⊂F
(−1)|A|+1
∏
x∈A
(1x − 1x+h)(y)
=
∑
∅=A⊂F
(−1)|A|+1
∏
x∈A
χE(x,h)(y)
=
∑
∅=A⊂F
(−1)|A|+1χ⋂
x∈A E(x,h)(y).
Suppose ﬁrst that B = {x ∈ F : y ∈ E(x,h)} is non-empty. Then y ∈ ⋂x∈B E(x,h) and y /∈ ⋂x∈A E(x,h) for A  B , and
hence
1(F ,h)(y) =
∑
∅=A⊂B
(−1)|A|+1
=
|B|∑
k=1
(−1)k+1
(|B|
k
)
= −
( |B|∑
k=1
(|B|
k
)
(−1)k
)
= −
(( |B|∑
k=0
(|B|
k
)
(−1)k
)
− 1
)
= −((1+ (−1))|B| − 1), by the binomial theorem
= 1.
Now suppose B = {x ∈ F : y ∈ E(x,h)} = ∅ then 1(F ,h)(y) = 0. Thus
1(F ,h) = χ{y: ∃x∈F such that yx and yx+h} = χE(F ,h). 
Proposition 4.7. Let (G,G+) be a lattice-ordered group with G abelian, H+ be a hereditary subsemigroup of G+ , I H+ be the ideal in
Lemma 4.3 and D denote the directed set in Lemma 4.5. Then the set
C I =
{
1(F ,h) =
∑
∅=A⊂F
(−1)|A|+1
∏
x∈A
(1x − 1x+h): (F ,h) ∈ D
}
is an approximate identity for IH+ .
Proof. Firstly, if 1(F ,h) ∈ CI then 1(F ,h) = χE(F ,h)  0 and ‖1(F ,h)‖ = sup |1(F ,h)(y)| 1.
Secondly, suppose that (F ,h)  (F ′,h′). For y ∈ G+ , we know from Lemma 4.6 that 1(F ,h)(y) = 1 if and only if there
exists x ∈ F such that y  x and y  x+h. As F ⊂ F ′ then x ∈ F ′ and so x+h  x+h′ (since h h′). Therefore if y ∈ E(F ,h)
then y ∈ E(F ′,h′). Hence, 1(F ,h)  1(F ′,h′) .
We now show that 1(F ,h) f → f for all f ∈ IH+ . To do so we will show ﬁrst that it is true for 1x − 1x+k ∈ IH+ and then
we show it for any f ∈ IH+ . For 1x − 1x+k ∈ IH+ , take F = {x} ⊂ G+ and choose h = k ∈ H+ . Then
1(F ,k)(1x − 1x+k) = χ{y: ∃z∈F such that yz and yz+k}χ{w: wx and wx+k}
= χ{w: wx and wx+k}, as F = {x}
= 1x − 1x+k.
For f ∈ IH+ we know that f is a limit of ﬁnite sums of elements in the spanning set of IH+ , and a standard ε/3 argument
shows the desired result. 
Corollary 4.8. Let (G,G+) be a lattice-ordered group with G abelian, H+ be a hereditary subsemigroup of G+ , I H+ be the ideal in
Lemma 4.3 and α denote the action in Eq. (3.1). Then IH+ is an extendibly αz-invariant ideal of BG+ for all z ∈ G+ .
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(1x − 1x+k) ∈ IH+ , the approximate identity {1(F ,h)} in Lemma 4.7 satisﬁes
αz(1(F ,h))(1x − 1x+k) → ψ
(
αz(1BG+ )
)
(1x − 1x+k).
Since αz(1BG+ ) = 1z , this is equivalent to
αz(1(F ,h))(1x − 1x+k) → ψ(1z)(1x − 1x+k) = 1z(1x − 1x+k). (4.3)
To prove (4.3) it is enough to ﬁnd (F ,h) ∈ D (directed set in Lemma 4.5) such that if (F ′,h′) (F ,h), then
αz(1(F ′,h′))(1x − 1x+k) = 1z(1x − 1x+k). (4.4)
We claim that (F ,h) = ({(x∨ z) − z},k) suﬃces. Notice that
1x − 1x+k = χ{y: yx and yx+k}.
Fix (F ′,h′) (F ,h) and y ∈ G+ . If y  x or y  x+ k, then
αz(1(F ′,h′))(1x − 1x+k)(y) = 0= 1z(1x − 1x+k)(y).
So we are left to consider y satisﬁes y  x and y  x + k. Then (1x − 1x+k)(y) = 1, and so we need to check that
αz(1(F ′,h′))(y) = 1z(y). Using Lemma 4.6 we have
αz(1(F ′,h′))(y) = 1(F ′,h′)(y − z)
=
{
1 if there is x′ ∈ F ′ such that y − z x′ and y − z  x′ + h′,
0 otherwise.
Now we check what happens when y  z and when y  z. If y  z then y  x′ + z for all x′ ∈ F ′ and therefore 1z(y) = 0=
αz(1(F ′,h′))(y). On the other hand, if y  z then 1z(y) = 1. As y  x then y  x∨ z. So choose x′ = (x∨ z) − z ∈ F ⊂ F ′ then
y  x′ + z and since y  x+ k then y  (x∨ z) + k. Therefore y  (x∨ z) + h′ = x′ + z + h′ . So αz(1(F ′,h′))(y) = 1 and hence
the functions in (4.4) agree at every y ∈ G+ .
To ﬁnish off, let b ∈ IH+ we know that b is a limit of ﬁnite sums of elements in the spanning set of IH+ . Take ε > 0 and
choose b0 ∈ span{1x − 1x+h: x ∈ G+, h ∈ H+} such that ‖b − b0‖ < ε/3. Choose (F ,h0) ∈ D such that for (F ′,k)  (F ,h0)
then αz(1(F ′,k))b0 = 1z b0 (this is true by (4.4)). Therefore, for (F ′,k) (F ,h0) we have∥∥αz(1(F ′,k))b − 1z b∥∥= ∥∥αz(1(F ′,k))(b − b0) + αz(1(F ′,k))b0 − 1zb0 + 1zb0 − 1zb∥∥

∥∥αz(1(F ′,k))(b − b0)∥∥+ ∥∥αz(1(F ′,k))b0 − 1zb0∥∥+ ∥∥1z(b − b0)∥∥
< ε/3+ ε/3+ ε/3
= ε.
Thus IH+ is an extendibly αz-invariant ideal of BG+ . 
5. The C∗-algebras B(G/H)+ and BG+/IH+
In this section we will introduce the C∗-algebra B(G/H)+ and to do so we need the group G/H to be lattice-ordered. Let
H = H+ − H+ , which is a subgroup of G , q : G → G/H be the quotient map of G onto G/H and deﬁne the positive cone
of G/H to be (G/H)+ := {q(x): x ∈ G+}. It is straightforward to show:
Lemma 5.1. For x, y ∈ G, we have q(y) − q(x) ∈ (G/H)+ if and only if there exists h ∈ H such that x y + h.
Lemma 5.2. The quotient group G/H is a lattice-ordered abelian group with order
q(x) q(y) ⇐⇒ there exists h ∈ H such that x y + h.
Moreover, q(x∨ y) = q(x) ∨ q(y).
Proof. It is not hard to see that (G/H)+ ∩ (G/H)−1+ = H . So we only need to show that every two elements of G/H have
a least upper bound in G/H . Fix x, y ∈ G . We know that x  x ∨ y (x ∨ y exists because G is lattice-ordered), and so
q(x)  q(x ∨ y). The same is true for y, therefore q(x ∨ y) is an upper bound for q(x) and q(y). Suppose that for z ∈ G ,
q(z) is an upper bound for q(x) and q(y). Then there exist h1,h2 ∈ H such that x  z + h1 and y  z + h2. Without loss
of generality we may suppose that h1,h2 ∈ H+ (this is true because h1 = t − t′ for some t, t′ ∈ H+ so z + t − t′ − x  0
and then z + t − x  t′  0 and a similar argument works for h2). Then x, y  z + h1 + h2 and hence x ∨ y  z + h1 + h2.
Thus q(x ∨ y) q(z), and it follows that q(x ∨ y) is the least upper bound of q(x) and q(y) in G/H . Hence G/H is lattice-
ordered. 
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span{1q(x): x ∈ G+} is an abelian C∗-algebra with unit 1q(0) = 1H .
Proposition 5.4. Let IH+ be the ideal of BG+ deﬁned in Lemma 4.3 and q be the quotient map of the group G onto the group G/H.
Then there is an isomorphism Φ of BG+/IH+ onto B(G/H)+ such that Φ(1x + IH+) = 1q(x) for all x ∈ G+ .
We prove some results which will lead to the proof of our proposition.
Lemma 5.5. Let q be the quotient map of the group G onto the group G/H. Then there is a surjective unital homomorphism φ : BG+ →
B(G/H)+ such that φ(1x) = 1q(x) for x ∈ G+ .
Proof. Take the set {Lx := 1q(x): x ∈ G+} in the C∗-algebra B(G/H)+ . Then for x, y ∈ G+ we have
1q(x)1q(y) = 1q(x)∨q(y) = 1q(x∨y) and 1q(0)1q(x) = 1q(0∨x) = 1q(x∨0) = 1q(x),
and this is true in B(G/H)+ because G/H is lattice-ordered group and q(x)∨q(y) = q(x∨ y) (Lemma 5.2). Hence L0 = 1q(0) =
1B(G/H)+ and LxL y = Lx∨y . Thus by [10, Proposition 1.3] there exists a unital homomorphism φ : BG+ → B(G/H)+ such that
φ(1x) = 1q(x) and since the range of φ contains all the generators of B(G/H)+ , φ is surjective. 
Corollary 5.6. Let q be the quotient map of G onto G/H and IH+ be the ideal of BG+ in Lemma 4.3. Then there exists a unital
homomorphism φ˜ : BG+/IH+ → B(G/H)+ satisfying φ˜(1x + IH+ ) = 1q(x) .
Proof. To show this corollary we need ﬁrst to show that IH+ ⊂ ker(φ) where φ is the unital homomorphism of Lemma 5.5.
To see this, take x ∈ G+ , h ∈ H+ . Then
φ(1x − 1x+h) = φ(1x) − φ(1x+h), since φ is a homomorphism
= 1q(x) − 1q(x+h)
= 1q(x) − 1q(x), since h ∈ H+
= 0.
Now, for any f ∈ IH+ we know that f is a limit of elements in the spanning set of IH+ , so by linearity and continuity
of φ we have φ( f ) = 0. Hence IH+ ⊂ ker(φ) and as IH+ is a closed ideal in BG+ , there exists a unital homomorphism
φ˜ : BG+/IH+ → B(G/H)+ with the desired properties. 
Lemma 5.7. Let IH+ be the ideal of BG+ in Lemma 4.3 and q be the quotient map of G onto G/H. Then there is a unital homomorphism
ψ : B(G/H)+ → BG+/IH+ satisfying ψ(1q(x)) = 1x + IH+ for x ∈ G+ .
Proof. Take the set {Lq(x) := 1x + IH+ , x ∈ G+} in the C∗-algebra BG+/IH+ . We want to apply [10, Proposition 1.3], so we
need ﬁrst to show that Lq(x) is well deﬁned. To see this, suppose that x, y ∈ G+ satisfy q(x) = q(y). Then x− y ∈ H , and since
H = H+ − H+ , we have x− y = h1 −h2 for some h1,h2 ∈ H+ . Notice that 1x = 1x+h2 + (1x − 1x+h2 ) and so 1x ∈ 1x+h2 + IH+ .
But as x+h2 = y+h1, then 1x ∈ 1y+h1 + IH+ . Now 1y+h1 + IH+ = 1y − (1y −1y+h1 )+ IH+ , therefore 1y+h1 + IH+ = 1y + IH+ .
Hence 1x ∈ 1y + IH+ . Thus 1x + IH+ = 1y + IH+ , which means that Lq(x) = Lq(y) . Our next step is to check the conditions of
[10, Proposition 1.3]. For f ∈ BG+ we have
(10 + IH+)( f + IH+) = (10 f ) + IH+ = f + IH+ , since 10 = 1BG+ ∈ BG+
and since BG+ is commutative, ( f + IH+ )(10 + IH+ ) = f + IH+ . Hence Lq(0) = 1 ∈ BG+/IH+ . Moreover,
Lq(x)Lq(y) = (1x + IH+)(1y + IH+) = 1x1y + IH+
= 1x∨y + IH+
= Lq(x∨y)
= Lq(x)∨q(y), by Lemma 5.2.
Since G/H is a lattice-ordered group, then [10, Proposition 1.3] gives a unital homomorphism ψ : B(G/H)+ → BG+/IH+ such
that ψ(1q(x)) = 1x + IH+ . 
Proof of Proposition 5.4. To show that the C∗-algebras B(G/H)+ and BG+/IH+ are isomorphic, consider the homomorphisms
φ˜ and ψ of Corollary 5.6 and Lemma 5.7 respectively. It is enough to show that ψ ◦ φ˜ and φ˜ ◦ ψ are the respective identity
maps. Since ψ and φ˜ are both continuous and linear it suﬃces to check that ψ ◦ φ˜(1q(x)) = 1q(x) and φ˜ ◦ ψ(1x + IH+) =
1x + IH+ which is clearly true. 
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Let IH+ be the ideal of BG+ in Lemma 4.3 and α be the action of G+ by endomorphisms of BG+ given by (3.1). By
Remark 4.4, each αx is extendible. Since IH+ is an αx-invariant ideal of BG+ (Corollary 4.8), then as in [2, §2] it follows that
each αx induces an endomorphism α˜x of the quotient C∗-algebra BG+/IH+ characterized by α˜x(1y + IH+ ) = αx(1y) + IH+ .
Because α˜x ◦ α˜y = α˜x+y , α˜ is an action of G+ on BG+/IH+ . Since the C∗-algebra BG+/IH+ is unital (because IH+ is a closed
ideal of BG+ ), then each α˜x is extendible.
Remark 6.1.
(i) Since (G/H, (G/H)+) is a lattice-ordered group, then there is an action τ : (G/H)+ → End(B(G/H)+ ) such that
τx+H (1y+H ) = 1x+y+H and every τx+H is extendible because B(G/H)+ is unital. If we deﬁne β := τ ◦ q, then β is an
action of G+ on B(G/H)+ by extendible endomorphisms.
(ii) Isomorphic dynamical systems give isomorphic crossed products. That is, suppose (A, P , ξ), (B, P , ζ ) are two dynamical
systems and there is an isomorphism φ of A onto B satisfying φ◦ξt = ζt ◦φ for all t ∈ P . Then there is an isomorphism ϑ
of A ×ξ P onto B ×ζ P satisfying
ϑ
(
i A(a)
)= iB(φ(a)) and ϑ(i P (t))= i P (t) for all a ∈ A, t ∈ P .
Lemma 6.2. There is an isomorphism Ω of the crossed product (BG+/IH+ ) ×α˜ G+ onto the crossed product B(G/H)+ ×β G+ .
Proof. Proposition 5.4 gives an isomorphism Φ : BG+/IH+ → B(G/H)+ satisfying Φ(1x + IH+ ) = 1q(x) . So to prove this lemma
it is enough to show that Φ ◦ α˜x = βx ◦ Φ for all x ∈ G+ . Let y ∈ G+ , then
Φ ◦ α˜x(1y + IH+) = Φ(1x+y + IH+) = 1q(x+y)
= τx+H (1y+H )
= βx(1q(y))
= βx ◦ Φ(1y + IH+). (6.1)
Since Φ , βx and α˜x are all continuous and linear then φ ◦ α(b) = β ◦ φ(b) for every b ∈ BG+/IH+ . Thus (BG+/IH+) ×α˜ G+
and B(G/H)+ ×β G+ are isomorphic. 
Proposition 6.3. Let (iB(G/H)+ , i(G/H)+ ) and ( jB(G/H)+ , jG+ ) denote the universal representations of the dynamical systems (B(G/H)+ ,
(G/H)+, τ ) and (B(G/H)+ ,G+, β) respectively and q be the quotient map of G onto G/H. Then there exists a surjective homomorphism
Q : B(G/H)+ ×β G+ → B(G/H)+ ×τ (G/H)+,
such that Q ◦ jB(G/H)+ = iB(G/H)+ and Q ◦ jG+ = i(G/H)+ ◦ q.
Proof. The map i(G/H)+ ◦q is a homomorphism of the semigroup G+ into the semigroup of isometries of B(G/H)+ ×τ (G/H)+
and the map iB(G/H)+ is a unital homomorphism such that, for x ∈ G+ and a ∈ B(G/H)+ we have
iB(G/H)+
(
βx(a)
)= iB(G/H)+ (τq(x)(a))= i(G/H)+(q(x))iB(G/H)+ (a)i(G/H)+(q(x))∗.
Therefore the pair (iB(G/H)+ , i(G/H)+ ◦ q) is a covariant representation of the dynamical system (B(G/H)+ ,G+, β) in the
C∗-algebra B(G/H)+ ×τ (G/H)+ . Thus there exists a unital homomorphism
Q : B(G/H)+ ×β G+ → B(G/H)+ ×τ (G/H)+
satisfying Q ◦ jB(G/H)+ = iB(G/H)+ and Q ◦ jG+ = i(G/H)+ ◦q. And since the range of Q is a C∗-subalgebra of B(G/H)+ ×τ (G/H)+
containing all the generators, Q is surjective. 
Remark 6.4. Since H is a subgroup of G , then (G/H)∧ is isomorphic to H⊥ = {ξ ∈ Ĝ: ξ(x) = 1 for all x ∈ H} and Ĝ/H⊥ is
isomorphic to Ĥ [8, Theorem 4.39].
Deﬁnition 6.5. Suppose that K is a compact group and α : S → Aut A is an action of a closed subgroup S of K on a
C∗-algebra A. Then the induced C∗-algebra IndKS (A,α) is the subalgebra of C(K , A) consisting of the functions f satisfying
f (gh) = α−1h ( f (g)) for g ∈ K and h ∈ S [4, §2].
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is a representation ρ of B such that π = ρ ◦ φ . Then φ is injective.
Proof. This is straightforward. 
We now introduce our main result in this paper which shows that we can realize the C∗-algebra B(G/H)+ ×β G+ as the
induced C∗-algebra IndĜH⊥ (B(G/H)+ ×τ (G/H)+). This theorem is an analogue of Theorem 2.1 in [4] with some modiﬁcations
as we are working with C∗-algebras which are not Toeplitz algebras. The argument of the proof of our theorem is similar
in outline to the one of Theorem 2.1 in [4]. However, under our weaker assumptions, especially that we are working with
lattice-ordered not totally ordered groups, the proof offers more challenges.
Theorem 6.7. Let βˆ be the dual action as in Remark 3.4, τ be the action in Remark 6.1 and Q be the surjective homomor-
phism of Proposition 6.3. Then there is an isomorphism Ψ of the crossed product B(G/H)+ ×β G+ onto the induced C∗-algebra
IndĜH⊥ (B(G/H)+ ×τ (G/H)+) such that Ψ (a)(γ ) = Q (βˆ−1γ (a)) for a ∈ B(G/H)+ ×β G+ and γ ∈ Ĝ .
Proof. Given μ ∈ H⊥ = (G/H)∧ , one can check on generators Q ◦ βˆ−1μ = τˆ−1μ ◦ Q . Since βˆ is continuous, by Remark 3.4, then
Ψ (a) : Ĝ → B(G/H)+ ×τ (G/H)+ is continuous and a straightforward calculation show that Ψ (a) ∈ IndĜH⊥ (B(G/H)+ ×τ (G/H)+).
Further routine calculations show that Ψ is a homomorphism of C∗-algebras.
To show that Ψ is injective we will apply Theorem A.14 of [16] and Corollary 6.6. Given that π is an irreducible
representation of B(G/H)+ ×β G+ , we need to ﬁnd a representation σ of IndĜH⊥ (B(G/H)+ ×τ (G/H)+) such that π = σ ◦ Ψ .
To do so we prove some claims.
Claim 1. π ◦ jG+ is an isometric representation of G+ which is unitary on H+ .
Proof. We know that the composition of any isometric representation with a unital homomorphism will give an isometric
representation and another routine calculation will show that π ◦ jG+ is unitary on H+ . 
Claim 2. For x ∈ H+ , π ◦ jG+(x) commutes with every π ◦ jG+(y), π ◦ jG+(y)∗ and π ◦ jB(G/H)+ ( f ), for y ∈ G+ and f ∈ B(G/H)+ .
Proof. Since the group G is abelian, the operators in the range of π ◦ jG+ commute. When x ∈ H+ , we know from the
previous claim that π ◦ jG+(x) is unitary and therefore it commutes with π ◦ jG+(y)∗ for all y ∈ G+ . Further calculations
show that π ◦ jG+ (x) commutes with every operator of the form π ◦ jB(G/H)+ ( f ), for f ∈ B(G/H)+ . 
Thus we deduce that (π ◦ jG+(x)) is in the commutant of π (π(B(G/H)+ ×β G+)′) and since π is irreducible, π(B(G/H)+ ×β
G+)′ = C1H . Therefore there is a character γ of H+ such that (π ◦ jG+(x)) = γ (x)1H .
Claim 3. The character γ : H+ → T has an extension χ to G.
Proof. Since π ◦ jG+ is unitary on H+ , γ (x) satisﬁes |γ (x)| = 1 for all x ∈ H+ . Notice that the abelian subgroup H =
H+ − H+ of G is generated by H+ , which is a normal subsemigroup of H . So by [9, Lemma 1.1] there exists a unique group
homomorphism γ ′ extending γ to all of H . Since H is a closed subgroup of G , then [8, Corollary 4.41] implies that there
exists a character χ of G such that χ |H = γ ′ . 
Consider the isometric representation U : x → χ(x)π( jG+ (x)) of G+ . Then Ux = 1 for all x ∈ H+ since χ |H+ = γ . Also U
is constant on H cosets. To see this, suppose that x, y ∈ G+ satisfy x+ H = y + H . Then x− y ∈ H and as H = H+ − H+ we
have x− y = h1 − h2 for h1,h2 ∈ H+ . Therefore x+ h2 = y + h1, and as Uh1 = 1= Uh2 we have
Ux = UxUh2 = Ux+h2 = U y+h1 = U yUh1 = U y .
To construct σ , let q be the quotient map of G onto G/H and deﬁne W : (G/H)+ → B(H) by Wq(x) = Ux , then W is an
isometric representation of (G/H)+ . We claim that W is covariant. To see this let x, y ∈ G+ , since 0 x x∨ y and (G,G+)
is lattice-ordered then x ∨ y ∈ G+ . So by Remark 3.4, jG+ is a covariant isometric representation of the semigroup G+ .
Therefore,
Wq(x)W
∗
q(x)Wq(y)W
∗
q(y) =
∣∣χ(x)∣∣2π( jG+(x))π( jG+(x))∗∣∣χ(y)∣∣2π( jG+(y))π( jG+(y))∗
= π( jG+(x) jG+(x)∗ jG+(y) jG+(y)∗)
= Wq(x)∨q(y)W ∗ , by Lemma 5.2.q(x)∨q(y)
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for covariant isometric representations of (G/H)+ , hence there is a representation ρW of B(G/H)+ ×τ (G/H)+ such that
ρW (i(G/H)+ (q(x))) = Wq(x) . The representation ρW is an irreducible representation since it has the same range as π . So we
take for σ the representation M(χ,ρW ) and check that π = M(χ,ρW ) ◦ Ψ .
Fix y ∈ G+ , then we ﬁnd
M(χ,ρW ) ◦ Ψ
(
jG+(y)
)= ρW (Ψ ( jG+(y)(χ)))= χ(y)ρW (i(G/H)+ ◦ q(y))= π( jG+(y)). (6.2)
Since ( jB(G/H)+ , jG+) is the universal representation of the dynamical system (B(G/H)+ ,G+, β) and jB(G/H)+ (1y+H ) =
jG+(y) jG+ (y)
∗ we can see that jG+(y), y ∈ G+ , generate the C∗-algebra B(G/H)+ ×β G+ . Therefore (6.2) implies that
M(χ,ρW ) ◦ Ψ = π and thus Ψ is injective.
We still need to show that Ψ is surjective. To do so observe ﬁrst that, for each γ ∈ Ĝ the set {Ψ (b)(γ ): b ∈
B(G/H)+ ×β G+} = B(G/H)+ ×τ (G/H)+ . Moreover, for x ∈ H+ , Ψ ( jG+ (x))(γ ) = γ (x)1B(G/H)+×τ (G/H)+ and Ψ ( jG+(x)) is con-
stant on H⊥-orbits, which implies that Ψ ( jG+ (x)) is really a function on Ĝ/H⊥ . By applying the Stone–Weierstrass Theorem
on the set S = span{ex : γ H⊥ → γ (x): x ∈ H} we can see that S is dense in C(Ĝ/H⊥). Since every h ∈ H has the form
h1 − h2 for some h1,h2 ∈ H+ , eh = eh1e∗h2 therefore the elements {ex: x ∈ H+} generate C(Ĝ/H⊥) as a C∗-algebra. Thus the
set {Ψ ( jG+ (x)): x ∈ H+} generates C(Ĝ/H⊥), and hence the range of Ψ – which is a C∗-algebra – contains C(Ĝ/H⊥). These
observations along with a partition of unity argument on Ĝ/H⊥ (see [7, p. 704], for example) shows that the range of Ψ is
dense and as it is a C∗-subalgebra, we have that Ψ is surjective. 
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