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The free energy and the specific heat of the two-dimensional Gaussian random bond Ising model on
a square lattice are found with high accuracy using graph expansion method. At low temperatures
the specific heat reveals a zero-temperature criticality described by the power law C ∝ T 1+α, with
α = 0.55(8). Interpretation of the free energy in terms of independent two-level excitations gives
the density of states, that follows a novel power law ρ(ǫ) ∝ ǫα at low energies. An exact high-
temperature series for this model up to the term β29 is found. A proof that the density of one-site
spin flip states vanishes at low energy is given.
PACS numbers: 05.70.Jk, 64.60.F-, 75.10.Nr, 75.40.Cx
I. INTRODUCTION
Nernst’s law of thermodynamics states that the en-
tropy and the specific heat of physical systems must van-
ish at zero temperature. Experiments, that study the
specific heat at low temperatures, are a simple yet pow-
erful tool to reveal the nature of the ground state and
of the low-energy excitations. Examples are the Stefan-
Boltzmann law, C ∝ T 3, revealing the relativistic nature
of the photons in equilibrium, the specific heat of a metal:
C ∝ T , which arises from the Fermi surface and the Pauli
exclusion principle. In the insulating solids the two com-
mon laws: C ∝ T 3 and C ∝ T 3/2, distinguish between
the massless phonons and the massive spin-wave exci-
tations. The numerical experiment of this paper finds
a novel power law behaviour of the specific heat at low
temperatures in a realistic model of a spin glass.
The disordered two-dimensional systems are ubiqui-
tous in the modern experiment, reflecting the current
technological state of growing films. Put simplistically,
there are two dimensions to disorder: the strength and
the frustration it induces in the system, both varying
with the chemical composition. Accordingly, there are
several types of order at zero temperature: a homoge-
neous order, when the frustration is small and an alter-
native order, the random glass state, frequently observed
at low temperatures1,2. In magnetic spin systems with
a phase transition in a low-temperature ordered phase,
like the ferromagnet, weak disorder suppresses the phase
transition temperature. In strongly disordered systems
the phase transition in the spin glass state, that normally
takes place at a finite freezing temperature, Tf , can be
suppressed by varying the chemical composition, as well
as by decreasing the film thickness3–5, all the way down
to zero temperature.
The random bond Ising model, describing disordered
spin systems, is the short-range version of the Edwards-
Anderson model6. Usually, such models are divided into
several classes: with continuous and discontinuous, and
symmetric and asymmetric, distributions of the bond
interactions. For a continuous symmetric disorder, of
which the Gaussian distribution is a typical example, the
random bond Ising model develops no order in two di-
mensions7–10, with Tf equal to zero. In this situation
two-dimensional thermal fluctuations can produce a zero-
temperature criticality phenomenon.
At low temperatures the thermodynamic properties of
the spin glass are determined by its low-energy spectrum,
described qualitatively by the picture of the droplet exci-
tations11. In particular, this spectrum determines the
lower critical dimension. In this paper, for the two-
dimensional Gaussian random bond Ising model on the
square lattice, we find the free energy and the specific
heat in a wide range of temperatures and show, that the
density of states vanishes at low energies, unlike the den-
sity of states in the spin glass.
In the homogeneous spin systems, where the discrete
symmetry, like Z2 for the Ising system, breaks down
spontaneously, the ground state [or the pair of ground
states] is unique, and all excitations have a finite en-
ergy, the gap. Non-frustrating disorder induces tails of
the density of states inside the gap. In two dimensions
these excitations are the domain walls, encircling the con-
nected area of flipped spins. The longer the domain wall
is, the more excitation energy it brings in. Similarly, the
ground state of the two-dimensional Gaussian random
bond Ising model is probably also unique12,13, whereas
the low-energy excitations are droplets11,14,15, represent-
ing connected clusters of flipped spins with fractal-like
boundaries. Since the two dimensions lie below the
lower critical dimension of the spin glass phase1, the en-
ergy of the droplets, albeit distributed randomly, scales
with the droplet size L as ǫ ∝ Lθ, where the exponent
θ ≈ −0.295 has been found in multiple studies8,9,16–18.
The boundary of the droplet (the domain wall) treads a
long fractal path before its total energy, locally positive
and negative due to the frustration, will be fine-tuned
into some positive value close to zero. From the thermo-
dynamic point of view these droplet excitations represent
two-level, flip/non-flip states, taken as non-interacting19.
They determine the free energy and the specific heat at
low temperatures. The extended low-energy excitations
can be studied by methods of classical statistics, despite
2that at low temperatures the quantum fluctuations domi-
nate on small scales. In the work [10] the density of states
for a continuous and symmetric distribution of the bond
interactions was found to be finite at zero energy and
growing linearly with the excitation energy. Accordingly,
the specific heat was found to behave linearly, C ∝ T , at
low temperatures10,20,21.
In this paper we study the two-dimensional Gaussian
random bond Ising model on the square lattice at low
temperatures. The usual method of choice for study-
ing such models is the Monte-Carlo simulations. How-
ever, the Monte Carlo method at low temperatures suf-
fers markedly from slowing down1. The graph expansion
method24 gives observables, properly averaged over dis-
order, in the thermodynamic limit of an infinite lattice
in terms of observables of the same model restricted to
small clips of the lattice. Owing to a lack of the interven-
ing phase transition from the paramagnetic phase in the
spin-glass state and the finite size of the clips, the high-
temperature series, defined and valid in the paramagnetic
phase at high temperatures, can be continued all the way
down towards zero temperature, provided a long enough
series is known. In our approach, the Griffiths singu-
larities1, ubiquitous in the disordered systems, develop
progressively as the size of the clips grows and, eventu-
ally, a proper average becomes divergent from a typical
average as the temperature freezes, whereas the Monte-
Carlo simulations and the new Pfaffian algorithms, that
have been recently developed in [20] on larger samples,
rely on the typical average. In this paper we find the
free energy and the specific heat. The specific heat van-
ishes at low temperatures, in accordance with the third
law of thermodynamics, and is found to follow the power
law: C(T ) ∝ T 1+α, with α ≈ 0.55. The 3/2-law has also
been observed in the experiments1,2, though, its origin
might be due to the spin-waves, different to that found
in our paper. In terms of independent two-level states,
we find, that the density of states follows the power law,
ρ(ǫ) ∝ ǫα, at a low energy ǫ.
This paper is organized as follows. In section II the
Gaussian random bond Ising model on the square lat-
tice is described and the graph expansion method is ex-
plained. In section III the proof of the vanishing density
of one-site states is given. In section IV the efficient
high-temperature series method for evaluating the ther-
modynamic observables on small clips from the lattice is
described. In section V the results for the average free
energy and the specific heat are found. In the approxi-
mation of independent two-level excitations the density
of states is found at low energies.
II. MODEL AND GRAPH EXPANSION
The two-dimensional Gaussian random bond Ising
model on the square lattice describes an anisotropic easy-
axis magnetic system. It consists of Ising spins, charac-
terized by a binary value sx = ±1, assigned to each site
x on the square lattice. The two spins across the bond
〈xy〉, a pair of the nearest-neighbour sites x and y, are
coupled by an exchange interaction. The total energy of
this system reads
H = −
∑
〈xy〉
Jxysxsy. (1)
The nearest-neighbour interaction Jxy is a quenched ran-
dom variable, which changes from one bond to another,
and is distributed independently, randomly and symmet-
rically around zero:
P [Jxy] =
1√
2πJ
exp
(
−J
2
xy
2J2
)
. (2)
The average strength of the bond interaction can be nor-
malized as: J = 1, without loss of generality. The ran-
domness of the bond interactions, Eq. (2), introduces a
certain amount of frustration to the spin order. In par-
ticular, finding the ground state for a given disorder rep-
resents a difficult, global minimization problem. It is dif-
ficult to construct a meaningful theory, starting from this
unknown ground state. Instead, the proper glass order
parameter is of the Edwards-Anderson type1:
qEA(T ) = 〈 〈sx〉2T 〉J , (3)
where 〈...〉T is the Gibbs canonical statistics thermal av-
erage with the Hamiltonian, Eq. (1), at temperature T ,
and 〈...〉J is the quenched disorder average with the dis-
tribution Eq. (2). However, for many two-dimensional
random bond Ising models with a continuous distribution
of the bond interactions, like the Gaussian distribution,
qEA(T ) = 0
7–10. This property is due to the presence of
soft modes, representing, for the Ising systems, flipped
(with respect to the ground state) clusters of connected
spins. Also, some sites may be connected to the outside
by couplings that all turn out to be small, or the ‘effec-
tive’ field from the outside spins may too turn out to be
small. This should be contrasted to the homogeneous
Ising model on the square lattice, where any excitation
with respect to the ground state carries an energy greater
than the gap ∆ = 8J , and the specific heat follows the
Arrhenius activation law: C(T ) ≈ (β∆)2 exp(−β∆), at
low temperatures T = 1/β. The average susceptibility
of the Gaussian random bond Ising model with respect
to the uniform external magnetic field is: 〈χ〉 = 1/T per
site, whereas the low temperature behaviour of the non-
linear third harmonics susceptibility 〈χ3〉 may be more
revealing of the ground state properties1.
Since the energy reference point is physically irrele-
vant, it is convenient to shift the bond energy by a con-
stant, thus redefining the Hamiltonian as:
H ′ = −
∑
〈xy〉
(Jxysxsy − T log [cosh (βJxy)]) . (4)
The thermodynamic averages of the observables can be
derived from the partition function, corresponding to the
3Hamiltonian (1): Z[J ]. The reduced partition function
Z ′[J ] of the model Eq. (4) is normalized by the total
number of configurations 2N :
Z ′[J ] =
1
2N
∑
{s}
exp (−βH ′), (5)
where the total number of sites is N and the total number
of bonds is 2N . The disorder-averaged free energy per
site of the model (1) reads:
F (T )=
1
N
〈F(T, {J})〉{J} = 1
N
〈F ′(T, {J})〉{J} −
−T log 2− 2T 〈log cosh (βJ)〉J , (6)
where F ′(T, {J}) = −T logZ ′[J ] is the total free energy
of the model (4) and the disorder averaging is given by
the Gaussian integral Eq. (2):
〈F ′(T, {J})〉{J} =
(
2N∏
i=1
∫ ∞
−∞
e−J
2
i /2
dJi√
2π
)
F ′(T, {J}).
(7)
Evaluating this integral for the entire lattice is impossible
at present. However, if we are interested in the thermo-
dynamics of a small part of the lattice only, then there
are methods available to find the disorder average.
Suppose we know the averaged free energy of the model
restricted onto several small clips from the regular lattice.
Is it possible to evaluate the averaged free energy for the
entire lattice? The graph expansion method answers this
question in assertive way. Previously, the linked-cluster
expansion method was used to find the high-temperature
series for the model Eqs. (4, 18)22. In this method the
thermal fluctuations, contributing to the free energy in
the given order of the inverse temperature β, are sorted
out by their footprint on the lattice, i.e. by the minimal
cluster in which a given fluctuation process may occur.
It further turns out that many apparently different clus-
ters give identical high-temperature series contributions,
and therefore can be combined into broader classes, rep-
resented by a single graph, embeddable in the lattice.
For that reason we shall call this expansion a graph ex-
pansion. This paper’s novel approach is to evaluate the
free energy of the graph before summing up the graphs.
Namely, for each given graph we aim to account for all
possible fluctuations in all orders of β, i.e. we try to find
the accurate free energy for each graph in a wide inter-
val of temperatures β. In this way we order the thermal
fluctuations by widening the footprints rather than by
growing the perturbation order. A similar approach was
developed recently in [23], where a graph property like Fa
was found numerically by the Hamiltonian diagonalizing
procedure rather than by series expansion.
The average free energy per site of the square lattice
is given by the graph expansion24,25:
F (T ) =
∑
a
ga〈δFa(T, {J})〉{J}, (8)
where a numerates the connected simple graphs that are
embeddable into the square lattice. ga is the number of
embeddings of the graph a into the square lattice. It
is comprised of the degeneracy under the action of the
point group D4 of the square lattice on the embedded
cluster and the degeneracy under the action of all the
possible flexes in the joints of the embedded cluster. The
cumulant of the graphs’ a contribution to the free energy
is defined recursively as24,25:
〈δFa(T, {J})〉{J} =
〈Fa(T, {J})〉{J} −
∑
b∈a
gab〈δFb(T, {J})〉{J}, (9)
where 〈Fa(T, {J})〉{J} is the average free energy of the
Gaussian random bond Ising model, limited to some em-
bedding of the graph a into the square lattice. If b is a
subgraph of graph a, then gab is the number of the em-
beddings of the graph b into any particular variant of the
embedding of the graph a into the square lattice. Both
gab and 〈Fa(T, {J})〉{J} are independent of a particu-
lar variant of the embedding. Note, that Eq. (8) follows
from the above expression when a covers a very large
part of the square lattice and, therefore, the identity:
〈δFa(T, {J})〉{J} = 0, holds asymptotically.
For any graph, that has at least one free end, i.e. a
vertex with only one incident edge (denoted hereunder a
‘dangling’ edge), the average cumulant of the free energy,
evaluated using Eq. (18), is exactly zero. Eliminating
such dangling bonds one by one, we end up with a back-
bone graph, that consists of vertices of incidence degree
two, three and four, all embeddable into the square lat-
tice. The cumulant contributions from the graphs that
are one-line reducible also vanish. As well as the cumu-
lant contributions from the graphs that can be discon-
nected by cutting out a four-fold vertex, the so-called
articulate graphs. The average free energy may depend
only on the total length of the line, and not on its par-
ticular embedding route.
A weight of a graph is defined by its number of edges.
We enumerate all backbone graphs without dangling
edges up to weight fifteen and calculate their lattice de-
generacy constants ga, as well as their subgraph constants
gab. As the weight of a graph a increases the degeneracy
constant ga grows exponentially. In addition, the sign of
the graph cumulant δFa changes from one graph to an-
other graph, resulting in the divergent sum Eq. (8). One
way to proceed is to combine graphs into broader classes
with the convergent total cumulant contribution. A clas-
sification, in terms of graph weights, do not produce a
convergent series. In section V we describe a classifica-
tion of graphs in terms of their envelopes.
One example of the graph expansion is a representation
of the famous Onsager formula for the free energy of the
regular Ising model on the square lattice:
∫∫ π
0
dθdϑ
2π2
log
[
(1 + x2)2 − 2x(1 − x2) (cos θ + cosϑ)]
4= log
[
(1 + x4)(1 + x6)2
(
1 + 2x4 + x6
(1 + x4)2(1 + x6)
)2
·
(
1 + x8
)7( 1 + x4 + x6 + x8
(1 + x4)(1 + x6)(1 + x8)
)12(
1 + x10
)28
...
]
(10)
in terms of graph polynomials in variable x = tanh(βJ)
in the rhs, each representing the high-temperature ex-
pansion on a particular graph a. Powers 1, 2, 2, 7, 12, 28
in the rhs count the first ga constants whereas polynomi-
als in the denominators represent the high-temperature
expansion on subgraphs b with their powers being the
corresponding gab constants.
III. VANISHING DENSITY OF ONE-SITE
STATES AT LOW ENERGY
At finite temperatures, the Curie-Weiss mean field the-
ory is appropriate for the Ising model, with the excita-
tions being the spin flips on one site in the mean field
of the adjacent spins. However, for the two-dimensional
Gaussian random bond Ising model at zero temperature
the situation is different. In this section, restricted to
zero temperature, we will show that the density of the
one-site spin flip states vanishes at zero energy.
Consider a site x with four adjacent sites on the square
lattice numerated by an index i = 1..4. The four bonds
adjacent to the site x with exchange interactions Ji con-
stitute a star. Let σx[Ji, Jj ] = ± and σi[Ji, Jj ] = ± be
the value of the central spin and the values of the four tip
spins in the ground state. They depend on the disorder
configuration Ji on the star as well as on the Jj of all the
remaining bonds on the infinite lattice. The excitation
energy of a spin flip on the site x averaged with respect
to the disorder outside the star reads:
〈ǫx〉 = 2
4∑
i=1
JiC(Ji), (11)
where the correlation function reads:
C(Ji) = 〈σx[Ji, Jj ]σi[Ji, Jj ]〉{Jj} (12)
For a moment we consider the correlation function as
being averaged with respect to all the random bonds ex-
cept one, Ji. In this case, if the given exchange coupling
Ji is strong enough, the correlation function saturates:
C(Ji) → sign(Ji). For Ji = 0 the ground state configu-
ration σ[J ] is the same as that in the lattice model with
a defect - the bond i being cut out. Gaussian symmetry
requires C(0) = 0. For the Gaussian random bond Ising
model, defects that break down the translational invari-
ance introduce locally two-level states with a dangling
bond attached to the boundary being a one plain exam-
ple. Those local excitations that flip σxσi are therefore
more numerous on average in the presence of the defect,
Ji = 0, compared to the case of no defect, Ji is arbitrary,
or, equivalently: ρlocal(ǫ) > ρ(ǫ). By definition:
C(J) = 2
∫ J
0
ρlocal(ǫ)dǫ. (13)
For a finite density of local defect states we find: C(J) =
βeffJ , at a weak exchange coupling. The mean-field
Ansatz, C(Ji) = tanh(Jiβeff ), interpolates between the
strong and the weak limits, where βeff is the mean-field
bond susceptibility. Returning to the entire star, the cor-
relation function for the one hand of the star will depend
also on the remaining random bonds inside the star Jk:
C(Ji) = tanh(Jiβeff −
∑
k 6=i
β′ikJk). (14)
The diagonal elements βeff dominate over the off-
diagonal elements β′ik and the total matrix has all the
eigen values positive. We combine all the matrix ele-
ments into one 4 × 4 matrix βik. The number of the
one-site spin flip excitations with energy less than ǫ is:
N1(ǫ) =
∫
θ
(
ǫ− 2
4∑
i=1
Ji tanh(βikJk)
)
4∏
i=1
e−J
2
i /2
dJi√
2π
.
(15)
For small ǫ and small Ji it is given by the volume of a
four-dimensional ellipsoid, which is an eigen property of
the matrix βik. Let the surface of this ellipsoid be S4.
The density of the one-site states is a derivative of the
number of states, Eq. (15):
ρ1(ǫ) =
S4
2(2π)2
ǫ, (16)
and it vanishes at low energy. Note, that in the one-
dimensional Gaussian random bond Ising model the den-
sity of one-site spin flip states follows the linear law of
Eq. (16), whereas the total density of states including
extended excitations has a finite limit ρ(0) 6= 0.
Let us assume now the power law for all the densities
of states under consideration: ρlocal(ǫ) ∝ ǫαl , ρ1(ǫ) ∝ ǫα1
and ρ(ǫ) ∝ ǫα. Since the local density of states near a
defect is greater than without a defect: αl ≤ α, and also:
α1 ≥ α, since the one-site excitations are a part of all the
excitations. The exponent of the rewritten Eqs. (15, 16)
now reads: α1 = −1 + 4/(2 + αl). If all the three expo-
nents for the density of states are equal, we find:
α =
√
17− 3
2
. (17)
The exponent α1 ≥ (
√
17 − 3)/2 ≈ 0.56 of the one-site
density of spin flip states is positive and ρ1(0) = 0.
To conclude this section, we find that in two dimen-
sions the one-site excitations are subleading to the ex-
tended excitations.
5IV. HIGH-TEMPERATURE SERIES
Since there is no Edwards-Anderson order at any tem-
perature, the properties of the Gaussian random bond
Ising model on the square lattice (1) at low tempera-
tures can be approached starting from the well-defined
maximum-entropy state at high temperatures. Indeed, in
Appendix A we demonstrate the equivalence of i) the di-
rect disorder average Eq. (7) and ii) the high-temperature
series, when the model is restricted to small lattice clips.
In practice, however, the analysis of continuation of the
high-temperature series is more efficient.
Let us recall how the high-temperature series is con-
structed. We transform the partition sum of the model
Eq. (5) as follows:
Z ′[J ] =
1
2N
∑
{s}
exp (−βH ′)
=
1
2N
∑
{s}
∏
〈xy〉
[1 + sxsy tanh (βJxy)] . (18)
Here, we use the identity exp (βJxysxsy) = cosh (βJxy)+
sxsy sinh (βJxy), following from the properties of the
Ising spins: (sxsy)
2 = 1, and from cosh and sinh being
an even and an odd function, respectively.
Expanding the product over the bonds in the reduced
partition function (18), before taking the sum over all
the configurations, we find a polynomial of the variables:
sx and tanh (βJxy). A graph on the square lattice can
be assigned to each term of this polynomial. It consists
of edges (bonds) which end in the neighbouring pair of
vertices (sites) connected by this bond. To each edge
〈xy〉 corresponds a factor tanh (βJxy), and to each vertex
x a factor snx
x
, where nx is the incidence degree of the
vertex x, i.e. the number of edges which are incident on
it. As each lattice site x has 4 neighbours, so 1 ≤ nx ≤ 4.
After summing up over all the configurations sx = ±1,
the terms which contain odd powers of sx will vanish.
As s0
x
= s2
x
= s4
x
= 1, so each term of the polynomial,
containing all the variables sx in even powers, will give
a contribution to the partition function, proportional to
the total number of the configurations 2N . This fact
signifies geometrically that an even number of edges meet
at each vertex of the graph. Then, the sum proceeds over
closed paths in the graph (denoted ‘loops’ hereunder)
only, including loops with self-crossings. And we deduce
a formula for the partition function of the Ising model:
Z ′[J ] = 1 +
∑
k
Lk[J ], (19)
where the loop contribution to the free energy is a prod-
uct over the loop edges:
Lk[J ] =
mk∏
〈xy〉=1
tanh (βJxy), (20)
with mk being the number of the edges in the kth loop.
The smallest loop is the square with four edges.
An important advantage of the high-temperature se-
ries is that the disorder average Eq. (7) is reduced to
a straightforward combinatorial using the coefficients:
〈J2n
xy
〉J = (2n − 1)!!. The graph expansion method pro-
vides a practical way to produce the high-temperature se-
ries for the infinite lattice. We find the high-temperature
series of the disorder-averaged free energy for all the
graphs up to weight fifteen. And using Eq. (8), the av-
erage free energy per lattice site can be expanded as an
exact high-temperature series:
F (β)= − log(2)T − β + 1
2
β3 − 2
3
β5 +
23
12
β7 − 122
15
β9
+
1786
45
β11 − 66364
315
β13 +
3085051
2520
β15 −
− 22444382
2835
β17 +
813234346
14175
β19 −
− 72006710824
155925
β21 +
1898949509689
467775
β23 −
− 233827938123784
6081075
β25 +
16626101378460212
42567525
β27
− 2719397636783542268
638512875
β29 +O(β31), (21)
where the energy unit J = 1 can be reinstated by dimen-
sion counting. This series is impractical to analyse at
low temperatures as it is too short and irregular. At in-
termediate temperatures βJ ∼ 1 we will use these series
as a reference goal when finding the extrapolation from
smaller graphs to larger graphs.
At low temperatures, we evaluate the free energies for
each graph that have weight less or equal than fourteen
individually and more precisely, namely up to the 127th
order of β. The asymptotic behaviour of this longer high-
temperature series justify the Borel transformation, then
the series is re-summed using the Pade´ approximation
method and the free energy is found by a subsequent
Borel integral, see Appendix A for the explicit proce-
dure. In the temperature interval 0 < βJ < 3, the thus
calculated average free energy for any particular set of
graphs turns out to be of high accuracy. Occasionally,
but not for the specific sets of graphs used below, the
Pade´-approximants develop pole-like singularities which
can be dealt with by finding some longer series. In or-
der to reach even lower temperatures one needs a longer
series.
V. SPECIFIC HEAT AND DENSITY OF STATES
Important practical problem besetting the graph ex-
pansion method is how to arrange graphs in a meaning-
ful way. We notice, that rearranging graphs by weight
up to W results in a partial sum of graphs: FW (β). The
high-temperature series of FW (β) in powers of β coin-
cides with that of Eq. (21) up to the power 2W − 1, and
deviates in higher orders. Unfortunately, we also observe
that at low temperatures the functions FW (β) start to
increasingly overshoot at β > 2 in opposite directions,
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FIG. 1. Lattice clips used in the graph expansion re-
summation, sorted by length of envelope: 4(red), 6(green),
8(blue), 10(magenta and red), 12(green) and shape. Here L,
W , S, H , R, C stand for “ladder, window, sombrero, hedge-
hog, rectangle, cross”-like, whereas lower-case a,b,c numerate
anonymous graphs of envelope length 12. (Color online.)
for odd and even weights W = 10, 11, 12, 13, 14. There
exist mathematical methods for the re-summation of di-
vergent series like the Euler method but after trial and
error, we find a physically meaningful way for a proper
ordering of the graphs. Namely, we draw a particular
embedding of a self-avoiding polygon l on the square lat-
tice and, then, draw progressively more and more lines
of edges inside this polygon until all the edges inside will
be filled. This procedure gives us a set of graph’s embed-
dings {a}l with the partial sum δFl(β) becoming smaller
and smaller as the polygon l grows longer and longer.
Physically, we count all possible places of excitations and
interactions inside a “lattice clip” with a boundary l. To
find δFl(β), practically, the lattice constants are split:
ga = gl + gm + ... for l,m, ... ∈ a into different lattice
clips l, m. Arranging the graphs further by the lengths
l of the enveloping polygons gives us apparently conver-
gent partial sums of the graph expansion, Eq. (8).
We evaluate the average free energy, Fl(β), for seven
sets of graphs with lengths of envelopes no longer than
l = 4, 6, 8, 8, 10, 10, 12. A “window” graph, Fig. 1, of
weight W = 12, is the most “stuffed” lattice clip that
can be encircled by a polygon of length l = 8. Accord-
ingly, we split the free energy, corresponding to l = 8,
into two parts: F8L(β) = F6(β) + δF8L(β), belonging to
the “ladder”-like, and F8(β) = F8L(β) + δF8W (β), the
“window”-like lattice clips, Fig. 1. Here and below we
use a convention that δFi shows the incremental contri-
bution of a given set of graphs, whereas Fi shows the
contribution of all the sets of graphs less or equal to
the given set. Lattice clips drawn in Fig. 1 illustrate
these and the “sombrero”-like and the “hedgehog”-like
shapes. We can not calculate the average free energy
for all the graphs of envelope circumference l = 12 as
there are many difficult ones of weights W ≥ 17. An
especially hard one is the ”rectangle”-like lattice clip
of envelope length l = 10, Fig. 1. We single it out:
F10(β) = F10H(β) + δF10R(β), where the partial sum,
F10H(β) = F8(β) + δF10L(β) + δF10S(β) + δF10H(β),
combines the “ladder”-like, the “sombrero”-like and the
“hedgehog”-like lattice clips of circumference l = 10. The
next partial sum, F12C = F10 + δF12L + δF12T + δF12a +
δF12b + δF12c + δF12C , includes six lattice clips of enve-
lope length l = 12, with the last one being the ”cross”-like
clip. However, since it also includes the ”rectangle”-like
clip, we can only calculate F12C(β) at high temperatures.
At low temperatures we exclude the ”rectangle”-like clip
and use a definition: F12C = F10H + δF12L + δF12T +
δF12a + δF12b + δF12c + δF12C . For each of the seven
sets of graphs: l = 4, 6, 8L, 8, 10H, 10, 12C, the high-
temperature series up to the 721t order for l = 4, 6, 8L,
up to the 481t order for l = 8, 10H, 12C and up to the
177th order for l = 10 are found. Then, the Borel
transformation is applied to these series, followed by a
Pade´ approximation and, in the end, the free energy is
found using the Borel integral, see Appendix A for de-
tails. Thus found free energies turn out to be already
converged enough to be almost independent on the in-
creasing of the maximum order further in the interval
0 < βJ < 7, except for F10(β), which is accurate only
if 0 < βJ < 3.6. The free energy curves as functions
of the parameter l are shown in details in Fig. 2, in the
same colour as they appear in Fig. 1, and are clearly
converging. For the free energy, T = J/7 is the lowest
temperature we can accurately access.
What is the extrapolation function F∞(β) of the free
energy when we add all the larger graphs with longer
envelopes? The first chunk of additional larger graphs
of weights W = 12, 13, 14, 15 is already calculated in
Eq. (21), which is exact up to the order shown. Ap-
plying the Borel-Pade´-approximation to the exact short
series, Eq. (21), produces the function F∞(β), which is
only accurate in the interval 0 < β < 1.4, but diverges
from the exact free energy at lower temperatures. At
high temperatures all the differences F∞(β) − Fl(β) are
small and approach zero according to β2l−1 as β → 0.
We examined many ratios of such differences for the sets
of graphs arranged by their envelopes: F12C , F10H , F8
and F8L. In Fig. 3 two of such ratios are shown. One of
them, namely
R(β) =
(F∞ − 54F12C + 14F8)(F12C − F8)
(F∞ − F8)2 , (22)
apparently saturates to a constant value R(β) ≈ 0.2 at
β > 1. We assume that the relationship R(β) = 1/5
holds at lower temperatures as well. Solving it for the
function F∞(β) produces the extrapolation of the free
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FIG. 2. The free energy Fl(β), in units of J , vs the inverse
temperature, Jβ, for the seven sets of lattice clips with l =
4, 6, 8L, 8, 10H, 12C, 10, shown in the order from bottom up
and in the same colours as in Fig. 1. The extrapolation of the
free energy onto infinite lattice, F∞(β), is the up-most curve,
shown in black. (Color online.)
energy of the Gaussian random bond Ising model:
F∞(β) =
5
2
F12C(β)− 3
2
F8(β), (23)
shown in Fig. 2. The extrapolation (23) commutes ap-
proximately with the Borel-Pade´-approximation, e.g. it
makes little difference if the extrapolation (23) is applied
to the original high-temperature series followed by the
Borel-Pade´-approximation or if the extrapolation (23)
is applied to the results, functions, of the Borel-Pade´-
approximation. Extrapolation (23) sacrifices the accu-
racy at temperatures, already high and where R 6= 1/5,
to improve the accuracy at low temperatures.
Our best estimate of the average free energy per site
of the Gaussian random bond Ising model on the square
lattice F∞(β), Eq. (23), is fitted in the interval 2.3 <
βJ < 6.9, using the following ad-hoc formula:
F (T ) = − ((AT )2+α + |E|2+α)1/(2+α) . (24)
This expression is a simple one and is the best to rep-
resent our free energy data. It extrapolates between the
ground state energy, F (0) = E, and the critical scaling
law for the specific heat, C ∝ T 1+α, at zero temperature,
and the high-temperature behaviour F = − log(2)T ,
corresponding to a bunch of independent spins. How-
ever, it misrepresents the high-temperature specific heat
C ∝ T−2−α, instead of the correct behaviour C ∝ 1/T 2,
and may miss next to the leading crossover term in the
description of the zero-temperature criticality. We find,
by best fitting 461 points of F∞(β) with the overall accu-
racy of 0.0006%, that A = 0.7356, which is indeed close
to log(2), α = 0.591 and the average ground state energy
β

FIG. 3. The ratio R(β), Eq. (22), the lower blue line and the
ratio (F12C−F8)/(F∞−F8L), the upper red line, as functions
of the inverse temperature β. (Color online.)
per site E = −1.3162J . The negative ground state en-
ergy is somewhat higher in comparison with E = −2J
of the homogeneous Ising model. This effect is due to
the frustration and can be understood as follows. All the
bonds on the square lattice can be divided into two types,
relaxed and frustrated ones, according to the value of
sign(J〈xy〉sxsy) in the ground state configuration of the
spins. The frustrated bonds have relatively smaller inter-
actions |J〈xy〉|, whereas the relaxed bonds have relatively
larger interactions |J〈xy〉| in the ground state.
One of the advantages of the graph expansion method
is that the high-T series obtained, for, say, the free en-
ergy, can be analytically manipulated. We use the for-
mula:
C(β) = −β d
dβ
β2
dF
dβ
, (25)
to produce a high-T series for the specific heat, with
the original series for F given by Eq. (23). Borel-Pade´-
approximations of varying nominator and denominator
polynomials all give almost the same function C(β) in
the interval 0 < βJ < 20. The specific heat, therefore,
can be approximated to lower temperatures than the free
energy. In part this is due to the absence of the −T log(2)
term in the specific heat, as opposed to the free energy.
In Fig. 4 we show the specific heat as a function of the
inverse temperature using the log-log plot. A power law
is observed and the best fit gives:
C(T ) = c T 1+α, α = 0.55(8), (26)
where c ≈ 0.40. Integrating numerically the specific heat
function over all temperatures:
E = −
∫ ∞
0
C(T )dT, (27)
gives the ground state energy per site: E ≈ −1.3160(16),
agreeing with previous findings26,27. The systematic er-
rors to the values of α and E are estimated using the
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FIG. 4. A log-log plot of the specific heat C(β) as a function
of the inverse temperature β. In a wide interval 6 < βJ < 20
a power law sets in.
comparison with the Borel-Pade´-approximation of the
specific heat, C12C(T ), on the largest non-extrapolated
lattice clips, and the comparison with the free energy re-
sults, Eq. (24). To conclude, we find a zero-temperature
critical behaviour for the specific heat, Eq. (26), in the
Gaussian random bond Ising model on the square lattice.
One microscopic theory for the low temperature free
energy and the specific heat19 is the model of non-
interacting two-level states, the droplets. An excited
state in an Ising system is specified by a set of connected
clusters of flipped spins with respect to the ground state.
Mutually disconnected clusters contribute independently
to the total excitation energy. The excitation energy of
a flipped cluster is positive, and is equal to the energy
of the domain wall boundary. The domain wall energy is
the sum of the energies of the local bonds, positive and
negative alike. With a small probability, we can find a
specific fractal-like loop with many negative bonds across
it and, if the spins inside are overturned, the domain wall
energy will be atypically small, although positive. Such
loops are rare in the space of random walks, but in real
space are dense. The two-level states are also dense but
taken as independent. The free energy of a system of
independent two-level states reads19:
F (T ) = E − T
∫ ∞
0
ρ(ǫ) log
(
1 + e−ǫ/T
)
dǫ, (28)
where ρ(ǫ) is the density of states, and E is the ground
state energy. Working out the relationship between the
FIG. 5. A possible phase diagram of the Gaussian random
bond Ising model criticality. The vertical axis is the tempera-
ture. The horizontal axis is a special variation of the exchange
couplings as explained in the text. (Color online.)
free energy, Eq. (24), and the two-level states model,
Eq. (28), we find the low-energy asymptote for the den-
sity of states:
ρ(ǫ) =
A2+α
(2 + α)|E|1+α
ǫα
(1− 2−1−α)Γ (1 + α) ζ (2 + α) .
(29)
This result, Eq. (29), shows that the excitation spectrum
of the Gaussian random bond Ising model on the square
lattice differs from i) the same model defined in one di-
mension and ii) other systems, that develop the spin glass
phase at finite temperatures.
VI. DISCUSSION
The average free energy and the specific heat of the
Gaussian random bond Ising model on the square lat-
tice have been found with high accuracy in a wide range
of temperatures. At low temperatures both show power
law criticality, with C(T ) ∝ T 1+α. A convergent graph
expansion ordering was found for this model, which may
aid in improving the results when using more efficient
algorithms for the most difficult graphs.
Graphs used in this study, Fig. 1, are tiny when com-
pared to clusters of size L = 128 or so, used in the Monte
Carlo methods. Our method evaluates observables di-
rectly in the thermodynamic limit of the infinite lattice
and the sizes of the graphs are indicative of the correla-
tion length accessible. Unlike it, in the Monte Carlo sim-
ulations the boundary effects, the systematic distortions,
have to decay below the required accuracy on the lattice
size, thus, limiting the accessible correlation lengths.
Our specific heat C(T ) = cT 1+α deviates from the spe-
cific heat C(T ) = aT found in [18] using the Monte Carlo
method. Here we give an account for this discrepancy.
A plausible phase diagram of zero-temperature critical-
ity may look like in Fig. 5. Suppose we find an exact
ground state of some large cluster of the Gaussian ran-
dom bond Ising model. There will be a critical density
of the low energy states, Eq. (29). By varying all the
exchange couplings slightly but adjusting the amplitude
and the sign, we can push all these low energy states to
9even lower energies. It is possible that in this way we
can enhance the density of excited states to a small fi-
nite value at the zero energy: ρ(0) 6= 0. This signals a
transformation of the cluster state into a spin glass. If
we now change the sign of this unique variation: δJ [J ],
which is a functional of a given distribution of J , we
push the excitations to a higher energy and will deplete
the density of the low energy states, thus, creating some
gapped state. We normalize the variation δJ [J ] by a
scalar measure h = ||δJ [J ]||. Equating the specific heats
of the two phases on the spin glass transition line we
find a = cTαSG(h). For the zero-temperature criticality a
scaling law TSG ∝ hν holds, with the exponent ν being
less than one, and typically ν ≈ 0.5. Thus, a ∝ hαν . In
the Monte Carlo method a particular realization of the
exchange disorder J may fluctuate away from the Gaus-
sian one by a large-number value h ∝ 1/√N = 1/L. It
may be difficult in practice to tell apart a ∝ 1/Lαν from
a = const if αν is small enough, say αν = 0.3. Also, our
zero-temperature criticality hypothesis explains why the
observed a is so small18.
The low-temperature specific heat of the Gaussian ran-
dom bond Ising model on the square lattice was predicted
in [21] to be dominated by the regular term C(T ) ∝ T ,
with the singular, hyper-scaling term ∝ T−2/θ being a
sub-leading correction. Recently in [28] a hypothesis that
the two-dimensional Gaussian random bond Ising model
can be described by a conformal theory, as well as the
exact value of θ, was proposed. The conformal theory
is scale free. We note, that a small remnant density of
states ρ(0) advocated in [21] presents a well defined scale
1/
√
ρ(0)T , i.e. the average spatial distance between the
two-level excitations. Any such divergent scale, smaller
than the correlation length ξ = T 1/θ, would contradict
the conformal invariance proposed in [28].
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Appendix A
The high-temperature series for the Gaussian random
bond Ising model on the square lattice:
F (β) = T
∞∑
n=0
anβ
2n, (A1)
shows the asymptotic behaviour of the coefficients: an →
(−1)n (n + 5)!, as n → ∞, and bears a close similarity
with the celebrated Borel re-summation example:
∞∑
n=0
(−1)n n!β2n =
∫ ∞
0
1
1 + zβ2
e−z dz. (A2)
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FIG. 6. The error Ri(β) as a function of the inverse tempera-
ture β for the high-temperature series of lengths: i = 40, the
upper blue line, i = 80, the magenta line, i = 160, the brown
line and i = 320, the lower green line. (Color online.)
Nevertheless, the series Eq. (A1) has a zero radius of con-
vergence and a question arises whether the re-summation
of the high-temperature series faithfully represents the
averaged free energy. In this Appendix we will demon-
strate the equivalence of the two ways to evaluate the
average free energy on a finite graph, specifically in the
simplest case of a one square graph with four edges and
four nodes. The first approach uses the direct calculation
of the disorder integral:
〈F (β)〉 = −T
∫
dJ1dJ2dJ3dJ4
(2π)2
e−(J
2
1
+J2
2
+J2
3
+J2
4
)/2
log
∑
s1s2s3s4=±
eβ(J1s1s2+J2s2s3+J3s3s4+J4s4s1).
(A3)
The second approach employs the expansion of the
disorder-averaged free energy into the high-temperature
series of i terms followed by the Borel transformation and
the Pade´ approximation:
F (β)→
i∑
n=0
an
(n+ k)!
β2n → Pi(β)
Qi(β)
, (A4)
where Pi(β) and Qi(β) are polynomials of the order of or
around i, and the number k can be varied. Finally, the
Borel integral renders the free energy:
F (β) ≈ Fi(β) =
∫ ∞
0
dz zk
Pi(β
√
z)
Qi(β
√
z)
e−z. (A5)
In this way we evaluate four approximations for the free
energy: Fi(β), for series of i = 40, 80, 160, 320 terms.
These four are compared with the multi-dimensional in-
tegral value Eq. (A3) in terms of the error function:
Ri(β) = log
∣∣∣∣Fi(β)− 〈F (β)〉〈F (β)〉
∣∣∣∣ . (A6)
We plot the error Ri(β) in Fig. 6 as a function of β
for i = 40, 80, 160, 320 terms ordered from up to bot-
tom. For medium temperatures β ∼ 1 both methods
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are accurate up to exp(−30) or better. Here, the accu-
racy of the high-temperature series is much better than
the accuracy of the multi-dimensional integral Eq. (A3),
resulting in a somewhat erratic picture. For low tem-
peratures β ≫ 1, the accuracy of the high-temperature
series deteriorates faster than the multi-dimensional inte-
gral Eq. (A3). However, by increasing systematically the
length of the high-temperature series one can improve
the accuracy up to exp(−20).
In conclusion, there is no systematic obstruction for the
application of the high-temperature series, and, more-
over, proceeding with the high-temperature series turns
out to be a more efficient way than taking the multi-
dimensional disorder integrals.
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