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1 INTRODUCTION 
Camera calibration is a process of estimating intrinsic 
parameters and extrinsic parameters of camera [1]. It makes 
the measurement of distances in a real world from their 
projections on the image plane possible [2]. Thus, With the 
continuous development of computer/machine vision, 
camera calibration is believed to be widely applied in 3D 
reconstruction [3,4], structure from motion [5], object 
tracking [6-8] and gesture recognition [9,10], etc. 
With the development of computer vision, more and more 
cameras that can acquire 3D information have been 
proposed, such as stereo cameras and Time of Flight (TOF) 
cameras. On 4 November 2010, With the launch of low-cost 
Microsoft Kinect sensors, 3D depth cameras are 
increasingly attracting researchers due to their versatile 
applications in computer vision [11]. Kinect was originally 
developed to improve the game player's experience, 
enhance human-computer interaction, it actually an RGB-D 
sensor which provides Synchronized RGB color and depth 
images. The image capture device of the Kinect include a 
color camera and a depth sensor which consists of the 
infrared (IR) projector combined with the IR camera. The 
experimental results show that Kinect was more accurate 
than the TOF depth sensor, and close to a 
medium-resolution stereo camera. However, it is well 
known that these parameters vary from device to device, and 
that the factory presets are not accurate enough for many 
applications [12]. To deal with the above issue, N. Burrus 
[13] obtained basic Kinect calibration algorithms by using 
                                                           
This work is supported by National Nature Science Foundation under 
Grant 51575407, 51575338, 61273106, 51575412 and the EU Seventh 
Framework Programme under Grant No. 611391. 
OpenCV camera calibration, but it calibrated only the 
intrinsic parameters of the infrared camera. On the other 
hand, Hirotake et al. [14] tried to independently calibrate 
the intrinsic of the depth sensor and color camera, and then 
register both in a common reference frame. Herrera et al. 
[15] proposed a high-precision color camera to assist Kinect 
calibration, which can achieve a high accuracy. In addition, 
Zhang et al. [16] augmented Herrera's work with 
correspondences between the color and depth images. 
However, their methods were generally limited to a single 
external camera, and could not be effectively employed in 
multiple devices.  
For this reason, this paper presents a novel method, which 
can simultaneously calibrate a Kinect, three external 
cameras, and their relative positions. By optimizing the final 
cost function, the joint calibration of the depth sensor in 
Kinect and multiple external high-pixel color cameras is 
realized. Experiment results show that the proposed joint 
calibration methods can achieve a good performance. It 
does not only reduce the dependence on the number of input 
pictures, but also improves the accuracy of calibration. 
2 CALIBRATION MODEL 
2.1 Color camera projection model 
In this paper, the intrinsic model of the color camera is 
similar to that in [17], which includes the pinhole model 
with radial and tangential distortion coefficients. It is 
assumed that the color camera coordinates 
is [ ]TcccC zyx ,,=Χ , and it can be normalized 
by nx [ ]TccccTnn zyzxyx /,/],[ == , which can be solved 
by the following formula [18]: 
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Similarly, tangential distortion happens when the camera 
lens is not perfectly parallel to the image plane [19]. It can 
be solved by the following formula: 
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wherein 222 nn yxr += , ( )ctct yx , represents the corrected 
coordinate point. 1k , 2k , 3k  and 1p , 2p  are the radial and 
tangential distortion coefficients, respectively. Therefore, 
[ ]32121 ,,,, kppkk=k  is used to represent the distortion 
coefficients. In addition, [ ]32121 ,,,, cccccc kppkk=k  and 
[ ]32121 ,,,, dddddd kppkk=k  represent the distortion 
coefficients of the color and depth cameras, respectively. 
Then, the image coordinates can be obtained by this 
formula: 
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where ( )yx fff ,=  is the focal length and ( )000 ,vuP =  is the 
principal point of the image coordinate ( )vuP ,= . The 
same model can be applied to the color and external cameras. 
In this paper, the subscript c and d are used to distinguish the 
same parameter in the color camera and the depth camera, 
respectively. For example ( )cycxc fff ,=  represents the 
focal length of the color camera. 
2.2 Depth camera intrinsic 
The transformation relation between the depth camera 
coordinates and the depth image coordinates is similar to the 
model that used for the color camera [20]. According to the 
imaging principle of the depth sensor, the relation between 
the obtained disparity value kd  and the depth value kz  can 
be expressed as: 
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wherein 1c , 0c  are part of the intrinsic parameters of the 
depth camera to be calibrated. If the measured value of 
disparity d is directly substituted into equation (4) for 
calibration (i.e. the disparity distortion correction is not 
performed). The depth information in the observation 
process produces a fixed error which could be corrected by 
adding a spatially varying offset δZ  to effectively reduce 
the re-projection error [21], where the depth value kkz  can 
be re-expressed as: 
( )vuZzz kkk ,δ+=                        (5) 
In order to improve the calibration accuracy, the method 
that in [20] is used to correct the original 
disparity d directly, [20] took the errors of all pixels from 
planes at several distances and normalized them. It can be 
found that the normalization error satisfies exponential 
decay [22]. Therefore, a distortion model that uses an 
attenuated spatial offset to counteract the increasing 
disparity error can be constructed, and expressed as: 
( ) ( )dvuDddk 10exp, ααδ −+=            (6) 
where d is the uncorrected disparity value obtained from 
Kinect, δD  is used to eliminate the influence of the 
distortion, and it represents the spatial distortion related to 
each pixel. 10 ,αα  models the decay of the distortion effect, 
kd  is the corrected disparity value. 
According to the inverse of equation (4), it can be known 
that: 
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and we use Guo’s method that simplified the formula (6) by 
Taylor's formula[23].  
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The model for the depth camera is described 
by { }10100 ,,,,,,, ααδDccPfL dddd k= , where the first 
three represent internal parameters of depth camera, and the 
last five are used to transform disparity-to-depth values. 
3 JOINT CALIBRATION FOR MULTIPLE 
SENSORES 
In this section, we present a novel method that can 
simultaneously calibrate a Kinect, three external cameras, 
and the relative poses among them. The block diagram of 
proposed calibration method is presented in Figure 1. The 
proposed calibration method that consists of three main 
consecutive steps: 
 Selecting all the checkerboard corners by Zhang's 
method, and the four corners of the calibration 
plane are extracted in depth map to initially 
estimate the intrinsic parameters of depth camera 
 Using Herrera's method to estimate the relative 
positions. 
 Initializing the disparity distortion parameters, 
after that, substituting all the parameters into the 
new proposed cost function to calculate the 
nonlinear minimization. 
In the workflow framework, step 1 and step 2 complete the 
initialization of the parameters. In step 3, providing the 
corresponding initial value, the nonlinear minimization of 
the parameters can be achieved by iteratively calculating the 
new cost function. When all the parameters meet the pre-set 
range, the joint calibration results are output, otherwise it 
will continue to iterate until the maximum number of 
iterations. 
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Fig 1. The illustration of work flow of the proposed method 
3.1 Preparing corresponding image data and 
Preprocessing 
This article relies on the experimental project. The existing 
experimental devices that require joint calibration are 
shown in Figure 2. Kinect was located in front of children 
who had Autism Spectrum Disorders (ASD), and the same 
place had an external color camera, which called Middle 
Camera (External Camera 0). Similarly, in the lower left 
corner and lower right corner were also fixed the others 
external color cameras, which called Left Camera (External 
Camera 1) and Right Camera (External Camera 2), 
respectively. They were fixed on the same rigid platform 
and did not change the relative position during the course of 
the experiment, and the color camera of Kinect was set to 
the origin of the experimental frame coordinate system. 
Left Camera
Right Camera
Kinect and 
Middle Camera
 
Fig 2. Relative Positions between Kinect and Three Cameras on the 
Framework 
In the process of selecting the checkerboard corners, 
Zhang's method [24] was used to initialize parameters of the 
color camera in Kinect and three external cameras. Using a 
standard checkerboard grid with a width of 0.025 m, and 
there are 9 and 6 corner points in the x-axis and y-axis 
directions, respectively. When the number of input images 
is larger than 3, the unique solution of equation (3) can be 
found by Zhang's method [24]. In this paper, three sets of 
data are recorded at the distance of 0.8m, 1.6m and 2.4m 
away from the camera frame plane, respectively. Each set of 
data is divided into five pictures. Generally speaking, the 
corners of the checkerboard cannot be displayed in the 
depth image, we can only select the four corners of the 
calibration plate in the depth image. the plane formed by the 
four selected corners can only be used to initially guess the 
depth data of the calibration plate plane. 
3.2 Relative Pose Estimation 
In the relative position estimation, the color camera of 
Kinect was assumed the origin of the experimental frame 
coordinate system. All the equipment was fixed on the same 
rigid frame during the whole experiment. All the reference 
frames and transformations are illustrated in Figure 3. {D}, 
{C}, {W}, {V} and ({E0}, {E1}, {E2}) are the coordinate 
system of depth, color, checkerboard (world), calibration 
plate and external cameras, respectively. A point on a 
coordinate system can be transformed to another coordinate 
system by T = {R, t}, where R is the rotation variable, t is the 
translation variable. For example, WCT  represents the 
transformation from the checkerboard to the color camera 
coordinate system, and a point WX  in {W} can be 
transformed into {C} by the 
equation WCWWCC XX tR += . 
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Fig 3. Reference frames and transformations. {D}, {C} and ({E0}, {E1}, 
{E2}) are the coordinate system of depth, color, and external cameras, 
respectively. 
3.3 Nonlinear Minimization 
Least square method is a basic, practical, widely used 
mathematical model [25], by minimizing the sum of squares 
of the error between samples and its reconstruct samples, 
and find the best cost function. During the camera 
calibration, the core of the calibration method aims to 
minimize the weighted sum of squares of the measurement 
re-projection errors over all parameters. The re-projection 
error for the color camera and external camera are the 
Euclidean distance between the measured corner position 
and its re-projected position, we assume that the 
re-projection positions of the color camera and the external 
camera are cpˆ , epˆ  respectively, and their actual 
measurement positions are cp , ep ,respectively. For depth 
camera, the re-projection error is the difference between the 
original disparity measurement value d and the 
re-projection value dˆ  (i.e. the estimated value of the 
original disparity) of the disparity. In the formula (4), we 
can get the original disparity estimated value dˆ . the method 
of [26] can be used to obtain the parameter kkZ in equation 
(5), then, the original disparity measurement value d can 
also be obtained. At this point, we have a preliminary cost 
function: 
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where 2cσ ,
2
dσ  and 
2
eσ  are the variances of the measurement 
error of color camera, depth camera and external camera 
respectively. Obviously, the formula (10) does not comply 
fully with our requirements. For example, some external 
camera parameters are completely not used. Thence, 
equation (10) needs to be modified. 
First of all, taking into account the disparity distortion 
correction of the depth camera, the estimated value dˆ of the 
original disparity is replaced by kdˆ which corrected by the 
equation (7), the measurement value d of original disparity 
is replaced by kd which corrected by the equation (8). In the 
equation (8), the parameters δD and { }10 ααα ，= are 
independent of all the other parameters, it only depends on 
the observed values of the pixel ( )vu , . Therefore, it can be 
optimized through least squares method individually, and 
the cost function of disparity distortion can be described as 
formula (11). Provided the initial values of δD andα , then, 
achieved the optimal solution by iteration.  
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Secondly, the cost function (10) cannot achieve the 
simultaneous calibration of all external cameras. On this 
basis, we extend the intermediate term in Equation (10) that 
is associated with external cameras. Therefore, the modified 
new cost function is: 
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It is not difficult to find, the formula (11) is the same as the 
corresponding intermediate term of the new cost function 
(12) and does not interact with the others parameters. 
Therefore, we can directly replace the corresponding initial 
value in equation (12), the nonlinear minimization of the 
parameters can be achieved by iteratively calculating the 
new cost function. 
4 EXPERIMENTS 
In order to verify the new method in the actual project, all 
the input images in this experiment comes from the same 
database, which was collected and produced by our existing 
experimental equipment. All pictures are collected in the 
way described in section 3.1 and saved in JPG format. For 
comparison with Herrera's method, all depth images in this 
experiment were saved in the same PGM format as Herrera. 
In addition, since Herrera's method had a strong dependency 
on the number of input pictures, the results were random 
when the number of pictures was less than 20 [22], and the 
joint calibration method proposed in this paper only needs 
15 pictures. The devices intrinsic parameters that calculated 
by proposed method as shown in Table 1 and Table 2, 
wherein C.C. represents Color Camera and E.C. represents 
External Camera. 
Table2. Depth sensor intrinsic parameters 
dxf  dyf  0du  0dv  1dk  
592.54 
±0.00 
588.83 
±0.00 
321.05 
±0.00 
236.02 
±0.00 
0.0701 
±0.0000 
2dk  2dk  2dp  3dk  0c  
-0.1596 
±0.0000 
0.0034 
±0.0000 
-0.0108 
±0.0000 
0.0000 
±0.0000 
3.28 
±0.000967 
1c  0α  1α    
-0.003016 
±0.00 
2.4471 
0.0718 
0.0042 
±0.0001   
This table shows the focal length ( dxf , dyf ), the principal 
point ( 0du , 0v ), the distortion coefficient =dk  
[ 1dk 2dk 1dp 2dp 3dk ], the depth parameters ( 0c , 1c ) and 
the depth distortion ( 0α , 1α ), respectively 
In our results, each device corresponds to a unique set of 
values, which is what we expect. Because Herrera's 
calibration method was limited to a single external camera, 
and could not be effectively employed in multiple devices. 
That is, we can only calibrate each external camera one by 
one. Thence, in the actual calibration process, each of the 
different external cameras will correspond to a new set of 
Kinect data. How to choose from multiple sets of Kinect 
parameters is also a problem. 
In this paper, Herrera's method is still used to calibrate the 
external camera 0, 1, 2, and there are three different sets of 
Kinect parameter values. We put each set of Kinect 
parameter values into the 3D reconstruction module, 
Table1. Color Camera Intrinsic Parameters 
 cxf  cyf  0cu  0cv  1ck  2ck  1cp  2cp  3ck  
C.C. 513.10 ±0.06 
514.71 
±0.06 
323.89 
±0.06 
247.65 
±0.06 
0.0436 
±0.0003 
-0.1521 
±0.0016 
0.0036 
±0.0000 
0.0000 
±0.0000 
-0.0175 
±0.0030 
C.E.0 1611.02 ±12.99 
1613.66 
±11.58 
864.99 
±22.24 
507.01 
±14.97 
0.4011 
±0.1055 
-1.9637 
±0.7412 
0.0282 
±0.0034 
0.0341 
±0.0084 
2.0976 
±1.4582 
C.E.1 1727.82 ±5.31 
1698.45 
±4.73 
432.49 
±18.42 
244.32 
±13.85 
-0.1442 
±0.0420 
-0.0262 
±0.2397 
-0.0139 
±0.0014 
-0.0262 
±0.0030 
0.2329 
±0.4790 
C.E.2 1611.02 ±12.99 
1613.66 
±11.58 
864.99 
±22.24 
507.01 
±14.97 
0.4011 
±0.1055 
-1.9637 
±0.7412 
0.0282 
±0.0034 
0.00341 
±0.0084 
2.0976 
±1.4582 
      This table shows the focal length ( )cycx ff , , the principal point ( 0cu , 0cv ) and the distortion coefficient =ck  [ 1ck 2ck 1cp 2cp 3ck ], 
respectively, wherein C.C. and E.C. represents Color and External Camera, respectively. 
  
respectively. By observing the effect of 3D reconstruction, 
and choosing the best group of values for Herrera's method. 
By analyzing the calibration results of the two methods for 
the same set of data, it can be obtained standard deviation of 
the re-projection error as shown in table 3. Here, the 
standard deviation of each re-projection error can be 
regarded as the actual value of the corresponding 
intermediate term after the nonlinear minimization by 
formula (12). Therefore, the actual value of c in equation 
(12) directly reflects the accuracy of the calibration. The 
smaller the value, the higher the calibration accuracy of the 
corresponding device. Which can be intuitively found that 
the results of these two methods are very close, both 
methods achieve accurate calibration, and the data shows 
that proposed joint calibration method is more accurate. 
Therefore, our method not only realize the joint calibration 
of the depth sensor and multiple external camera, but also 
improves the accuracy of calibration and reduces the 
dependence on the number of input images. 
Table3. Standard deviation of re-projection error 
 Herrera’s Method Proposed Method 
C.C. 0.136091 0.141069 0.142754 0.136812 
E.C.0 3.424092   3.416770 
E.C.1  4.049291  4.093718 
E.C.2   1.667060 1.617560 
D.C. 0.799590 0.654227 0.654599 0.650924 
c 9.935739 9.915784 
Wherein C.C. represents Color Camera, E.C. represents 
External Camera and D.C. represents Depth Camera. c is 
the parameter in equation (12). To compare the data sets, the 
variances were kept constant ( 01.0=cσ px, 90.0=dσ kud, 
30.0=eiσ px). 
5 CONCLUSION 
Considering the problem that current research only focuses 
on the calibration of a single external camera instead of the 
calibration of multiple external cameras, we present a novel 
method that can simultaneously calibrate relative poses of a 
Kinect and three external cameras. By optimizing the final 
cost function, the joint calibration of multiple devices is 
efficiently constructed. At the same time, the validity and 
accuracy of the method are verified with comparative 
experiments. Experimental results show that the proposed 
method not only reduce the dependence on the number of 
input pictures, but also improves the accuracy of calibration. 
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