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0. Swnrnnry. This paper i s  concerned with t h e  problems of 
s e l e c t i o n  and ranking of  k non-central  chi-squaregainon-centra1 F 
populat ions,  defined i n  t e r m s  o f  t h e i r  non-cent ra l i ty  
parameters. We a re  in t e re s t ed  i n  se l ec t ing  the  t l a r g e s t  
of the  k populat ions and a subset  containing the  t 
l a r g e s t  for which two procedures, named R1 and- R2 a re  
given. It i s  required tha t  the p robab i l i t y  o f  a co r rec t  
s e l e c t i o n  using these  procedures should be a t  l e a s t  as l a r g e  
as any given number P < 1 .  We c a l l  t h i s  the  rrP”c conCition. 
The main p a r t  o f  t he  problem i s  t o  determine the  l e a s t  
favorable  configurat ions o f the  parameter space for which 
* 11 
t h e  p r o b a b i l i t y  of  a correct  s e l e c t i o n  i s  minirizum. 
expression for the  minimum value determines the  s n a l l e s t  
sample s i z e  needled t o  s a t i s f y  the Tr‘ condi t ion.  The 
l e a s t  favorable  configurat ions and the  corresponding expr5ssions 
f o r  the minimun- of the  probabi l i ty  of a co r rec t  s e l e c t i o n  a r e  
obtained f o r  R1 and R2. 
TIE 
.b 
The s e l e c t i o n  procedures R, and- R, suggest them- 
I L 
se lves  na tu ra l ly .  Some operat ing charac teTis t ics  of  these  
procedures deal ing with a s t o c h a s t i c a l l y  orliered f m i l y  of  
populat ions a r e  shotm. 
* T h i s  a u t h o r ’ s  work was supported i n  p a r t  by N a t i o n a l  
A e r o n a u t i c a l  a n d  Space A d m i n i s t r a t i o n  G r a n t  N o .  NGR 36-008-OLtO 
a t  The O h i o  S t a t e  U n i v e r s i - t y .  
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The ranking o f  k mul t iva r i a t e  normal populat ions with mean ' 
column vectors  P." and covariance matrices xi (i = 1 ,.. . ,k) i n  terms 
1 
- 1 -1 of t h e  Mahalanobis [ 10 ] d i s t ance  func t ion  
reduces t o  ranking (witln respec t  t o  the  non-cen t r a l i t y  
parameters) the non-central  chi-squaredm non-central Fpopulations . T h i s  
gi - pi ci pi 
parametr ic  d i s t ance  funct ion has wide app l i ca t ions  in multivariate analysis . 
1.  In t roduct ion ,  Bechhofer [ 31 used R, (to be 
descr ibed below) t o  rank the  means of s eve ra l  normal popula- 
t i o n s  w i t h  knovn variances.  Gupta [4] used R2 ( t o  be 
descr ibed below) t o  s e l e c t  a subset  o f  t he  given normal popula- 
t i o n s  containing t h e  l a r g e s t  mean. These procedures have 
been also used f o r  s e l e c t i o n  from binomial and some o t h e r  
populat ions.  Ea11 [ 73 has s h o w  SODS optimal p rope r t i e s  
of Ynese r u l e s .  
Let  U, , . . . ,IT be k 2 2 given populat ions which k 
can be ordered by a real-valued parameter 8 .  P r e c i s e l y ,  
each populat ion generates a random va r i ab le  >: having a 
(cumulative) d i s t r i b u t i o n  func t ion  Z(x, e )  which, we 
assume, i s  non-incrsasing i n  8 f o r  constant x . When 
t h i s  assumption holds we say t h a t  t he  given populat ions be- 
L V L I b  t n  2 l ls t .ochast ical ly  ordered f a q i l y .  Denote by gi 
t h e  value of g f o r  ni; i = 1 ,. . . ,k. We say t h a t  ni 
is l a r g e r  t han  
p r i o r i  information i s  ava i l ab le  regarding t h e  r e l a t i v e  
values  o f  t h e  eils. 
ll 
if gi > e j .  I t  i s  assmed t h a t  no a. '3 
I .  
3 
Two problems of s e l e c t i o n  a r e  considered, which we 
I propose t o  c a l l  Problem I and Problem 11. I n  Problem I it i s  
1 .  
requi red  t o  s e l e c t  the t l a r g e s t  o f  t h e  k populat ions 
where 1 5 t < k.  In  Problem I1 it i s  requi red  t o  s e l e c t  
a subse t  o f  t h e  k populatiolr; which contains  the  t l a r g e s t  
populations.  I n  both t h e  problems it i s  f u r t h e r  requi red  
that  t h e  p r o b a b i l i t y  of a c o r r e c t  s e l e c t i o n  i s  not  smaller  
t han  a pre-assigned quant i ty  P , < P e 1 . We s h a l l  
c a l l  t h i s  t h e  IlP conditionll. With regard t o  Problem 11, 
it  w i l l  be observed- t h a t  t h e  P condi t ion can be s a t i s f i e d  
by inc luding  all t h e  populations i n  t h e  se l ec t ed  subset .  




be such t h a t  the s i z e  of the s e l e c t e d  subset  o r  i t s  expected 
va lue ,  i n  case it i s  a random v a r i a b l e ,  i s  l e s s  than  k.  
I f -  g i : , = . g  ., then  'ni i s  no t  c o n s i d e r e d ' d i s t i n c t  f rom n j ,  
J 
t h a t  i s  t o  say, t he  ranks o f  ni and n j  can be i n t e r c h g e d  . 
However, i n  t h e  l i m i t i n g  case i n  which all- B ~ ' S  a r e  equal and  
which  i s  considered for evalua t ing  t h e  infjmum o f  t h e  probab- 
i l i t y o f  a c o r r e c t  s e l ec t ion ,  t h e  d e f i n i t i o n  o f  a c o r r e c t  
s e l e c t i o n  i s  modified t o  mean t h e  s e l e c t i o n  of  a s e t  o f  
t1taggeilI1 * -  Do-mlations 
L e t  xi denote a real-valued observat ion o r  t he  value 
of such a . s t a t i s t i c  based on seve ra l  observat ions taken 
from ni. Order t h e  IC populat ions according t o  t h e  values  
of xi 's. For Problem I ,  R1 s e l e c t s  t h e  t l a r g e s t  
4 
populat ions according t o  t h i s  ordering. I n  case of  a t i e  
between seve ra l  populations f o r  a given rank t h e  s e l e c t i o n  
between the  competing members may be made by any rand-ora 
procedure not  depending on t h e  observat ions.  
but ions involved are continuous t h e  p r o b a b i l i t y  of t h e  
occurrence of a t i e  i s  zero. 
If t h e  ciistri- 
We denote t h e  ordered values  of a set  of k numbers by 
3 u s i n g  square brackets  around t h e  subsc r ip t  . 
denotes t h e  i t h  sma l l e s t  number i n  the  s e t  [x l , .  . . ,xk}. 
For  Problem 11, R2 s e l e c t s  a subset  of t h e  k populatio.ns 
such t h a t  ni 
d(xi yX[k-t+1 3 
the func t ion  d represents  a measure o f  ciistanee. Two such 
func t ions  w i l l  be considered, namely dl and _ .  d2 given 
Thus, 
i s  re ta ined  i n  t h e  subset  i f  and- only if 
) c where C: i s  a p o s i t i v s  number and 
by d l ( y , z )  = z - y and d2(y ,z )  = z/y. The value o f  g 
i s  determined-' by t h e  P* condition. Clear ly ,  t'fie p r o b a b i l i t y  
G of a co r rec t  s e l e c t i o n  as wel l  a s  t h e  s i z e  o r  t h e  s3 lec ted  
subset  tend t o  increase  with. 6 .  
L e t  .w 8 denote t h e  vector  ( p l , . . . , e k )  and n t h e  
space of all admissible values of .NI e .  For exampl-e, n may 
be t h e  k-dirnensioiiai E-iccllZean s:pacte n r  t h e  sub-space 
{g B i  2 0,  i = 1 ,  ..., k]. We denote by P 1 ( @ )  w the  
p r o b a b i l i t y  of a co r rec t  s e l e c t i o n  f o r  R1 an< by P 2 ( g )  \'Le 
t h e  p r o b a b i l i t y  of  a cor rec t  s e l e c t i o n  f o r  R2 when 0. g . i s  





I ( 1 . 1 )  P l ( e )  = 1 II H(x,eu) [1 - H(x,e,)] 3. I-1 ( x , e j ) ,  
l and P 2 ( e )  i s  tke  coe f f i c i en t  o f  yt-' i n  t h e  expression 
.w 
j EJ U ~ Z I  ,V ~ J ,  v f j  
- 
0 f€i(x,e,) - ? I ( X , ? ~ )  3- yE1 - H(x,e,)l ]d EI(x,gi), 
where I denotes the  s e t  { [ l  3 , .  . . , [k- t ] ] ,  J the  s e t  
{ [k - t + l],*..,[k]] agd xo = d(E,x) .  
For a s t o c h a s t i c a l l y  ordered family of populat ions 
it i s  shown i n  sec t ion  2 t h a t  P ( 0 )  i s  non-increasing 1 -  
i n  each o f  t he  components i = I , * . * , k - t ,  and non- 
decreasing i n  each. of the components G [ ~ ~  , j = k-t-i-I ,. . . ,k. 
Therefore,  
where 8, denzltes ~ 2 3 ~  vector  point  i n  n whose components 
a r e  a l l  equal .  Thus the P condi t ion may be sa t i sTied  
only on a subset  of 
zone. One such subset  which we consider for t h e  mul t ivq r i a t e  
* -4. 
0 which may be termed. a llpreferencell 
normal problem t o  be descr ibed below i s  n3 = n,n n,, where 
c 
6 
> 1 .  Such a preference zone has &2 f o r  some ti1 > 0,  
been considered by Sobel [ l l ]  f o r  ranking Poisson populat ions.  
For R2 i t  is shown i n  sec t ion  2 tha t  P2(e )  "W i s  non- 
increas ing  i n  ]7""e[k-t]' I t  f o l l o w s  t h a t  for 
t = 1 ,  
. inf P2(e )  = i n f  
0 % 
P ( 0  ) 
m 2 -0 
where no ( C Q )  i s  t h e  set  of a l l  p o i n t s  .go* 
Consider an appl-ication o f  these  procedures t o  the  
mul t ivar ia te  norms1 populations.  Let ni represent  a 
mul t iva r i a t e  normal population with mealr pi and covariance 
i s  a column vector  o f  p components and .z' 
Y 
1$7., where p i  
1 
i s  a pos i t i ve  d e f i n i t e  p x p matr ix ,  i = 1 ,. . . ,k. We r a n k  
t h e  k populat ions according t o  thc; values o f  the  parametr ic  
rc.-5 -1 where p'  i s  t h e  t ranspose of pi. Then funct ions Q~ - pi -,. 1 - 
-. P i '  i 
r-1 -1 I -1 1 
A 
P j  .T- i s  ca l led  l a r g e r  than TT i f  pi &. pi > clj  -L3 'i. j 1 
Suppose t h a t  a sample o f  s i z e  ni i s  draT.\in from ni. 
Denote t h e  i t h  sample vector  mean and covariance matr ix  
by xi and s i  respect ively;  these a re  maximum l ike l ihood 
- 1 - - A -  
est imates  r e spec t ive ly  of pi and C . Let  ui = x iL4  xi 
i -i 
L?. - .- 
=_ 1 - . I - (ni - - p)  
and vi = (xi Si ' xi) .-- I )  L l l t x l  iii ITi has the  
n; P 
I 
d i s t r i b u t i o n  o f  a non-central  chi-squared ranc!om va r i ab le  
with p degrees of freedom and non-central i ty  parameter 
and ni Vi has the  non7central F d i s t r i b u t i o n  1 -1 nipi pi. i 
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with p and (ni - p )  degrees of  freedom and non-cen t r a l i t y  
( see  [ l ]  pp. 113-114). Two cases ' -1 parameter ni pi 7;.3,; F,i 
may a r i se  , according a s  t h e  popLJation covariance matr ices  
a r e  supposed t o  be known o r  
f o r  x and car ry  use ui 
R2 as descr ibed above. In  
X Detai led ana lys i s  i s  
i 
We s h a l l  consider only 
unkno-m. I n  the  f i r s t  case we 
out  t h e  proced-ures R, and 
t h e  second case w e  use vi for 
given f o r  t h e  f i r s t  case only. 
the  case when t h e  sample s i z e  
i s  same f o r  each population, t h a t  i s ,  ni = n, say, f o r  a l l  
i. From t he  po in t  of  view of  t he  design o f  experiments t:ie 
e q u a l i t y  o f  t h e  n i r s  i s  suggested by t h e  invar iance  o f  t h e  
problem and of  t h e  s e l e c t i o n  procedures und.er permutation of 
t h e  l a b e l s  of t h e  populations. An expression i s  obtained 
g iv ing  t h e  smal les t  value o f  n requirkd t o  s a t i s f y  t h e  P* 
condi t ion  f o r  t h e  procedure R1. S imi la r  expression f o r  t he  
smal les t  value of  c requiTed t o  s a t i s f y  t h e  P condi t ion 
_ .  
% 
i s  obtained for R2 when t = 1.  
L e t  S denote t h e  s i z e  of t he  s e l e c t e d  subse t  i n  
Problem 11. S i s  a random va r i ab le  f o r  R2; d-enote i t s  
expected value by E ( S ) .  Then E(S)  may be taken as a 
c r i i e r i o n  T o r  the s u i t ~ b i l i t y  o f  t h e  procedure R,. L An 
expression for E(S)  i s  given i n  (5 .2) .  I t  i s  shown t h a t  I 
Sup E(S)  = Sup E(S)  = k 
n 00 
To c a r r y  o u t  t he  procedure R for a g iven  P* one needs  t o  know 1 
the smal les t  value of n s a t i s f y i n g  t h e  P* conclition. 
8 
This i s  determined froin equation (3.6) o r  (3.7). T k  values 
- o f  n a re  under t abu la t ion  %.id w i l l  be published shor t ly .  
For the  procedure R2 one needs t o  know the  smallest  
value o f  E s a t i s f y i n g  t h e  P$ condi t ion.  FOP t = 1 
t h i s  i s  obtained f rom equation ( Q . 2 ) .  Tables i n  Gupta [5] 
and Armitage and Kris'hnaiah [ 2 ]  provide so lu t ions  of E i n  some cases 
when t h e  c o v a r i a n c e  matrices a re  known 
few r e s u l t s  on the  minimization of P 1 ( e )  and P2(8) 
f o l l o w  from the following lemraa. 
2. Operating Charac te r i s t ics  o f  'R1 and. R2. A 
v-9 w.- 
** 
Lemma 2.1. Let X = ( X I ,  ..., Xk) be a vector-valued 
random var iab le  o f  k 2 1 independent components such that  
for each i the  random var iab le  Xi has the  d i s t r i b u t i o n  
func t ion  :-;(xi, gi), which i s  non-increasing i n  Q~ f o r  
constant  i = 1 ,  . . . ,k. If i s  a monoto= funct ion 
of xi when t he  o t h e r  components a re  f ixed  then E Jr (X) i s  
monotone i n  gi i n  t he  same d i r ec t ion .  
P r o o f :  For k = 1 ,  see  p r o o f  i n  [SI. For k > 1, 
suppose that  ,j (x) i s  non-decreasing . . i n  xi. Let  
- 8 = ( 8 1 ~ o o ~ ~ 9 i - l ~ e ~ ,  Q~+~,...,O k ,  ) where ei 2 ei m  Denoting 
by Ei the  expectat ion with respec t  t o  X i  we ge t  
* * 
Y i-1 j 1 i i -y- 9 ] v r . /v \  
7 -  K i  ..1 E{,ji lZj;e j = E Ei tI#(Al  j x1 , . . . , A  w * 
E EiC~(X);xl'"*'xi_l~xi+l~*~*~xk,~ ".d ] 
* 
= E [$(XI; .4 8 3. 
The case when g(x) i s  non-incrsasing i n  xi can be t r e a t e d  
s imi l a r ly .  T h i s  completes t h e  p roof  oE the  lemma. 
** While t h i s  pape r  w a s  i n  t h e  p r o c e s s  o f  p u b l i c a t i o n ,  t h e  
a u t h o r s  l e a r n t  t h a t  D e s u  M .  Mahamunulu had o b t a i n e d  a s i m i l a r  
r e s u l t  i n  h i s  p a p e r  "On a g e n e r a l i z e d  g o a l  i n  f ixed-sample 
r a n k i n g  and s e l e c t i o n  problems",  T e c h n i c a l  R e p o r t  N o .  72, 
Dept .  o f  S t a t i s t i c s ,  Univ. o f  Minnesota ,  1966. 
- 
9 
the random variable of the ith (i) Let us denote by X 
smallest population. Note that the X( 1s are unknown i) 
quantities. Let 
= 1 if max (x(,),...,x (k-t)) ' min ('(k-t+l> 7 
9 X(k) )  
= 0 , otherwise. 
Then q (x) is non-increasing in x(~) for i = I ,  ..., k-t 
and non-decreasing in 
P 1 ( 9 )  = E $(X). 
increasing in 
in @ [ j ]  for j = k-t+l,. . . , k. 
f o r  j = k-t+l, ..., k and 
x(j) 
Therefore, by Lemma 2.1, P,(e> hu is non- 
w- 
for i = 1 ,. . . ,k-t and non-decreasing %I 
Similarly, define 
if 
= 0 otherwise. 
for i = 1 ,  ..., k-t x(i> Then ~ ( x )  is non-increasing in 
and P2(@) .. .- = E q ( X > .  Therefore, by the above lemm 
P2(e) -a,.* is non-increasing in @El for i = 1 ,  . .. ,k-t. 
Thus we have 
------- Theorem 2.1 For a stochastically ordered family of 
populations P, (9) is non-increasing in for 
v. 0 
for I,  ... ,k-t. and non-decreasing in "[j -j _ I - . -  
j = k-t+l , . . . , k; also P2(e) is non-increasing in %I 
for i = 1,. . . ,k-t. 
t = 1, inf P ( e )  = infP2 ( e  .WO ) .  2 .-.- 
n no 
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For a f ixed  i l e t  pi denote t h e  p robab i l i t y  t h a t  
i s  included i n  the  subset s e l ec t ed  by R2. Then =i 
’i = E q ( X ) ,  where 
v(X)  = 1 i f  ni i s  included i n  the  subset  
s e l ec t ed  by R2 
= 0,  otherwise,  
Clear ly ,  T(x) i s  non-decreasing i n  xi and, t he re fo re ,  by 
. Lemma 2.1, pi i s  non-decreasing i n  ei, Thus, a des i rab le  
c h a r a c t e r i s t i c  of t h e  procedure R2 f o r  any s t o c h a s t i c a l l y  
ordered family o f  populations i s  given by 
--.__.-- Theorem 2.2. - pi 2 p j  for gi 2 gj. 
3. Prob].em I, (Normal) .Consider the problem (described i n  sect ion 1) of 
s e l e c t i n g  the -t l a r g e s t  o f  k mul t ivar ia te  normal populations.  F i r s t  
we suppose t h a t  t h e  population covariance matr ices  _ .  
I n  t h i s  case we use t o  rank the  populations.  
Corol lary 2.1 the  P condi t ion cannot be sa t i s f ied .  over 
0 ,  the  s e t  of a l l  
components. Consider the infimum of P, ( e )  rc over the  subset  
n l .  
are known. 
1 
ui s By * 
k-dimensional vec tors  with non-negative 
Applying Theorem 2.1, we ob ta in  
f p ( X y $  + n61)dx, 
where fp(x ,g)  and F (x,e)  denote the  dens i ty  func t ion  and 
the  d i s t r i b u t i o n  funct ion,  r e spec t ive ly ,  o f  t he  non-central  
chi-square3 rarLd-om variable  with p d-egrees of  freedom aiict 
P 
11 
non-cent ra l i ty  parameter 8 .  These funct ions can be 




F P ( x , d  = e -e/2 I* Fp+2% ( X I ,  x > 0 ,  e 2 0 
r=o  
represents  t he  dens i ty  x( Y/2) -1 -x/2 
3 7 2  \ Y y / 2 )  
where f (x) = e I 
Y 
func t ion  of a c e n t r a l  chi-squared var iab le  with Y degrees 
o f  freedom, and 
(3.3) + b a  F P (x,o) = ~ ~ + ~ ( x , e )  - F ~ ( x , Q )  = -2: p - i - 2 ( ~ , e ) e  
Le t  A denote the i n t e g r a l  on the  r i g h t  s ide  o f  (3.1). 
D i f f e r e n t i a t i n g  with respect  t o  8 and making use of (3.2) 
and- (3.3) we have 
12 
In t eg ra t ing  by p a r t s  t he  t h i r d  i n t e g r a l  on the  r i g h t  i n  the  
above equat ion we have 
By Lema 3.1 given a t  the end of t h i s  s ec t ion ,  f ( x , e ) / f p ( x , e )  
p+2 
AA- 5 0 .  i s  non-increasing i n  8. Hence, a e  
Next consider the infimum o f  P 1 ( g )  yu over n2. Like  
(3.1) we obta in  
Denote the  i n t e g r a l  on the r i g h t  s ide  of ( 3 , 4 )  by B,  D i f f e r e n t i a t i n g  
with respec t  t o  e we have 
By the  help o? Lemma 3.1 it can be shown t h a t  the quant i ty  
in s ide  the  square brackets above  i s .  non-negat ive .  
3k 5 0 and 34 2 0,  we conclude t h a t  Pl(e) - i s  
a 0  ae S i n c e  
a t  the vector  point  - 1 whose components “3 minimized on 
a r e  given by 
(3.5) 
13 
= 6 6 / ( 6 2  - l ) ,  i = k - t + I,**.,k7 1. 2 
and the s m a l l e s t  n r e q u i r e d  t o  s a t i s f y  the  P* condi t ion 
of the  problem i s  o b t a i n d  Trom the  equat ion 
(3.6) 
S imi la r ly  i n  the second case where t h e  population 
1 
covariance mat r ic ,es  a r e  unknown, using v.S 1 t o  rank the  
populat ions,  the  p robab i l i t yo f  a cor rec t  s e l e c t i o n  i s  a g a i n  
minimized a t  h i n  0 The smallest  value o f  n required 
t o  s a t i s f y  the  P* 
rw 3' 
condition i n  t h i s  c a s e  i s  o b t a i n e d  f r o m  t h e  
e q u a t i o n  
00 
( = ; , e )  and Gp,q (x,e) denote the  dens i ty  
gP ,q 
where 
f u n c t i o n  and the d i s t r i b u t i o n  func t ion  respec t ive ly  of the 
r a t i o  of a non-central  chi-squared var iab le  with p d-egrees 
of freedom and! non-central i ty  par,meter e and. an indepenGeiit 
c e n t r a l  chi-squares  var iab le  with q degrees of freedom. 
These funct ions can be wr i t ten  as ( sea  [ I ] ,  p.  1 I r t )  
( 14-x) 
To der ive the  equation (3.7) we use the  following 
r e l a t i o n s ?  which a re  e a s i l y  ve r i f i ed .  
(3.9) 
Summarizing t h e  above d i s c u s s i o n  w e  have 
Theorem 3.1. The p-robabi l i tyofa co r rec t  s e l e c t i o n  
a t  the  point  n3 using the  procedure R1 i s  mini.mizeci on 
h given by (3.5).  The smallest  value of n requ i r ed  to 
s a t i s f y  the P condi t ion i s  obtained from equat ion (3.6) 
01' (3.7) according a s  t h e  populat ion covariance m a t r i c e s  are 
*- * 
known o r  unknown. 
The following Lemma has been c i t e d  above ( f o r  proof 
Lemma 3.1. Let  h ( z )  = (1 bi zi) /  1 aizi, t h e r e  the  
i = o  i = o  
i 
constants  ai.,bi a r e  3 0 and 1 a . z  1 
converge for a l l  z > 0. If the sequence {bi/ai] i s  monoton,? then 
h ( z )  i s  a monotone func t ion  of z i n  t h e  same d i r e c t i o n .  
and 1 bizi 
. 
4. Problem I1 (Normal) .Consider  R2 f o r  t h e  problem ( d e s c r i b e d  
i n  s e c t i o n  1). of s e l e c t i n g  a subse t  c o n t a i n i n g  t h e  t l a r g e s t  of k m u l t i -  
~ j , ? $ e ~ m a l p o p U l a t i o n s .  If the  d i f fe rence  dl  i s  used f o r  t h e  d i s t a n c e  f u n c t i o n  
d d e s c r i b i n g  R2 t hen  i t  i s  e a s i l y  seen  t h a t  t h e  p r o b a b i l i t y  of a 
k 
However, u s ing  t h e  r a t i o  d2 for  t h e  
comec t  s e l e c t i o n  approaches i t s  minimum value a s  
t he  p a r m e t e r s  become large.  
d i s tance  funct ion t! w e  have from C o r o l l a r y  2 . 1  for  t = 1 , 
Q) 
= i n f  I ~ k - l ( ~ x , n a ) d M ( x , n e )  , 
e20 o 
according as the  GP , n-P where H(=,=) = Fp(* , - )  or 
populat ion covariance, matrice2 a r e  known o r  unknown and where 
E. > 1 . By t h e  help ol” Lemma 3.1 the  l a s t  i n t e g r a l  on the  
. r i g h t  s i d e  o f ( 4 . l )  can be shown t o  be non-decreasing i n  8. The 
* 
smal les t  value of  E r e q u i r e d  t o  s a t i s f y  the  P condi t ion 
i s ,  t he re fo re ,  determined by the  equat ion 
(4.2) 
where H(x) = H ( x , O )  represents  t h e  c e n t r a l  ch i - squa red  
d i s t r i b u t i o n  funct ion F (.)  or  t h e  c e n t r a l  F d i s t r i b u t i o n  func t iur i  
P 
G ( *  1.. For the  s p e c i a l  case k = 2 and the  populat ion 
P ,n-P  
covariance. m a t r i c e s  known, Gupta [ 61 o b t a i n s  (4.2) w i t h  k=2 and 
H ( - )  = F ( e ) ;  he a l s o  t r e a t s  problem I1 f o r  any k when cova r i ance  
m a t r i c e s  are  known b u t  r e s t r i c t s  h i s  d i s c u s s i o n  t o  l a r g e  v a l u e s  
P 
of p on ly .  
. 16 
5. S ize  of t h e  Selected Subset. The s i z e  of t h e  subse t  
s e l e c t e d  by R2 i s  a random va r i ab le .  Denote the  s i z e  by 
S and i t s  expected value by E ( S ) .  Then E(S)  may be 
taken  as a measure of t h e  e f f i c i e n c y  of t h e  procedure R2. 
Let  p i  denote the  p r o b a b i l i t y  that  ni i s  included i n  
t h e  se l ec t ed  subse t ,  then 
k 
i= 1 
Suppose t h a t  ei = 0 f o r  i = l,...,m and Bi > 0 f o r  
t-1 i = m + 1 ,. . . ,k. Then E ( S )  i s  t h e  c o e f f i c i e n t  of y i n  
the polynomial expans ion  of 
L e t  H ( * Y * )  = Fp(- , - ) .  D i f f e r e n t i a t i n g  with respec t  t o  0 
we obtain (-- aEEsl - m )  a s  t h e  c o e f f i c i e n t  of y i n  t-1 
V W  
k 
The same r e s u l t  holds fo r  E ( - 9 . )  = G ( - 9 . )  . Therefore,  
P ,n-P 
sup E(S)  = Sup E(S)  
n % 
l i m  
i n  [++ e-+- t - 1  = coe f f i c i en t  of y 




in -- t - 1  = coef 'f icient o f  y 
= k. 
Thus we have 
---- Theorem 5.1. Sup E(S) = k . iz 
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