Although many studies have been performed to investigate the spectral induced polarization (SIP) response of nonaqueous phase liquid (NAPL)-contaminated soil samples, there are still many uncertainties in the interpretation of the data. A key issue is that altered pore space geometries due to the presence of a NAPL phase will change the measured IP spectra. However, without any information on the NAPL distribution in the pore space, assumptions are necessary for the SIP data interpretation. Therefore, experimental data of SIP signals directly associated with different NAPL distributions are needed. We used high-resolution X-ray tomography and 3D image processing to quantitatively assess NAPL distributions in samples of fine-grained sand containing different concentrations of tetrachloroethylene and link this to SIP measurements on the same samples. The total concentration of the sample constituents as well as the volumes of the individual NAPL blobs were calculated and used for the interpretation of the associated SIP responses. The X-ray tomography and image analysis showed that the real sample properties (porosity and NAPL distributions) differed from the targeted ones. Both contaminated samples contained less NAPL than expected from the manual sample preparation. The SIP results showed higher real conductivity and lower imaginary conductivity in the contaminated samples compared to a clean sample. This is interpreted as an effect of increased surface conductivity along interconnected NAPL blobs and decreased surface areas in the samples due to NAPL blobs larger than and enclosing grains. We conclude that the combination of SIP, X-ray tomography, and image analysis is a very promising approach to achieve a better understanding of the measured SIP responses of NAPL-contaminated samples.
INTRODUCTION
Laboratory research focusing on the spectral induced polarization (SIP) response of nonaqueous phase liquid (NAPL)-contaminated samples has been carried out by many different research groups during the past few decades (e.g., Olhoeft, 1985; Börner et al., 1993; Vanhala, 1997; Martinho et al., 2006; Cassiani et al., 2009; Schmutz et al., 2010; Revil et al., 2011; Schwartz et al., 2012; Ustra et al., 2012; Shefer et al., 2013) . The large number of laboratory studies in this field can be explained by the need of obtaining a better understanding of the measured electrical response of controlled samples.
The interpretation of NAPL-contaminated samples is, however, complex even in a laboratory setting. No consensus has been reached between different studies about the expected SIP response of a NAPL-contaminated soil (Johansson et al., 2015) . One major issue is that the oil-like NAPL contaminants exist as a separate phase in the pore system, and it is unknown how the NAPLs interact geometrically with grain surfaces and change the pore system. Interpretation of laboratory data has, therefore, often relied on conceptual models of the geometry of the three-phase system in the samples (Olhoeft, 1985; Titov et al., 2004; Martinho et al., 2006; Schmutz et al., 2010; Revil et al., 2011; Shefer et al., 2013) . Johansson et al. (2015) review different possible NAPL configurations in a granular pore space and discuss how these conceptual NAPL configurations would be expected to change the IP spectra based on the current understanding of different IP mechanisms. In this work, it was concluded that different NAPL configurations in the pore space might explain why the SIP results from different studies in previous research are inconsistent. In a recent study by Bücker et al. (2017) , analytical modeling provides mechanistic support for varying SIP responses with different geometric NAPL configurations.
The main objective of the current study is to recreate, in a real sample, some of the conceptual NAPL configurations presented by Johansson et al. (2015) and to test the hypotheses of how different NAPL configurations affect the measured IP spectra. We use a sample preparation method based on manual mixing of sand and NAPL because this is the most common approach in previous research (see, e.g., Martinho et al., 2006; Schmutz et al., 2010 Schmutz et al., , 2012 Revil et al., 2011; Schwartz et al., 2012; Ustra et al., 2012; Shefer et al., 2013) . The dense NAPL (DNAPL) species tetrachloroethylene (PCE) is considered because this is a common contaminant (e.g., from old dry cleaners), and efficient field site investigation methods for the detection of PCE spills are needed (see, e.g., Johansson et al., 2015) .
It is well-known that IP mechanisms arise at the pore scale (e.g., Kemna et al., 2012) ; therefore, an altered pore space due to the NAPL phase will change the measured IP spectra. However, we expect that the NAPL configuration in the pore space is difficult to control during sample preparation, especially when manual sample preparation methods are used. Therefore, in this work, a novel combination of SIP measurements and high-resolution X-ray tomography on the same samples is used to assess the actual configuration of the NAPL and the associated SIP signal. The high-resolution X-ray tomography enables visualization and quantification at the pore scale thus removing the need to assume that a certain NAPL distribution has been achieved; the actual configuration can be characterized instead. Furthermore, sample properties that are considered to influence the SIP signal can be calculated from the images.
The importance of knowing the NAPL distribution in samples for interpretation of measured SIP responses has been previously stressed by Cassiani et al. (2009) . Cassiani et al. (2009) use X-ray tomography to measure the bulk distribution of NAPLs in their SIP investigated samples. However, the low-resolution tomography used only enabled a measurement of density variations in the samples, but it did not allow any detailed inspection of the NAPL configurations in the pore space. Quantification of sample properties from X-ray tomography images is a new method for interpretation of SIP data; as far as we know, only a limited amount of studies have been presented yet as conference abstracts (Johansson et al., 2017a (Johansson et al., , 2017b Kruschwitz et al., 2017; Zhang et al., 2017) .
The use of high-resolution X-ray tomography in the geosciences is not new. The technique has been successfully applied to a range of problems within the geosciences; see, e.g., the reviews from Cnudde and Boone (2013) , Ketcham and Carlson (2001) , and Wildenschild and Sheppard (2013) . One of the geoscientific applications is to use high-resolution X-ray tomography to investigate details such as the shapes, configuration, and flow mechanisms of NAPLs in porous materials (Turner et al., 2004; Willson et al., 2004; Al-Raoush and Willson, 2005; Culligan et al., 2006) . Different NAPL species have been investigated in these studies, including PCE (Schnaar and Brusseau, 2006; Goldstein et al., 2007; Brusseau et al., 2008) .
In contrast to the above-mentioned studies using X-ray tomography to characterize NAPL distributions, in this work the tomography imaging is performed on samples that are also measured with SIP. This implies some extra experimental constraints regarding the sample holder dimensions and X-ray scanning time to realize the combination of X-ray tomography and SIP measurements on the same samples. Another difficulty was that chemical dopants could not be used to increase the X-ray attenuation contrast of the NAPL because it is unknown how the dopant would affect the electrical and physical properties of the fluid.
The aim of this work is to provide new insights about both the interpretation of SIP spectra measured on NAPL-contaminated samples and sample preparation methods. The theoretical background of SIP measurements is first reviewed before describing the experimental methods and data analysis. The X-ray tomography and SIP results are presented before the SIP and X-ray data are interpreted together to draw conclusions on how the NAPL configuration affects the SIP signal.
We believe that the combination of SIP, X-ray tomography, and image analysis is a very promising approach to move forward with a better understanding of the measured SIP responses of NAPLcontaminated samples. Such an understanding also improves the interpretation of spectral IP data measured at NAPL-contaminated field sites.
THEORETICAL BACKGROUND
SIP measurements carried out in the frequency domain are based on the principle of injecting an alternating current (AC) between two electrodes in contact with the sample material. The electrical potential in the sample is simultaneously measured across a second pair of electrodes, which returns the amplitude (jρj) and phase shift (φ) of the received AC potential in relation to the injected current. The measurements are repeated over a range of AC frequencies, usually in between 0.01 and 1000 Hz, which results in amplitude and phase spectra showing the spectral response of the sample material to the injected current frequencies. The complex conductivity (σ Ã ) measured with frequency-domain systems can be expressed as
where σ 0 is the real part and σ 0 0 is the imaginary part of the complex conductivity σ Ã . The SIP amplitude spectrum is related to the electrical resistivity (or its reciprocal conductivity) of the sample, whereas the phase spectrum is a measure of the electrical polarization of the sample. The main part of this polarization, also referred to as the IP effect, arises in metal-free sands when charges are not able to move freely with the electrical current. Such charges can be blocked in front of narrow passages in the pore system or can be attached to grain surfaces in the electrical double layer (EDL). Two different mechanistic frameworks exist for explaining and quantifying (for simple approximations of geologic microstructures) the low-frequency IP effect in metal-free geologic materials: the membrane polarization mechanism and the electrochemical polarization mechanism. There is currently no consensus in the research field about which of these two polarization mechanisms that better describe spectral IP effects in geologic materials, and it is possible that both mechanisms exist simultaneously. Therefore, both mechanisms will be introduced here and both are used to interpret the experimental results in the "Discussion" section.
The membrane polarization mechanism, which was first suggested by Marshall and Madden (1959) , is based on the idea that zones of different ion transparency exist in geologic materials, e.g., clayey ion-selective zones or narrow pore throats. Ions are blocked in front of these zones when an electrical field is applied, which leads up to charge accumulations. The magnitude of the charge accumulation is dependent on the distance between zones of different ion transparency, and the existence of these different zones is a prerequisite for any IP effects to occur at all (Marshall and Madden, 1959) . In membrane polarization models of granular materials, the length distribution of pore throats or pores, working as ion-selective and nonselective zones, control the relaxation time of the polarization (Titov et al., 2002; Bücker and Hördt, 2013) .
The electrochemical polarization mechanisms arise when ions in the fixed layer of the EDL are displaced under the influence of an electrical field (Schwarz, 1962) . In addition to the inner and strongly attached fixed layer, the EDL also consists of an outer and weakly attached layer called the diffuse layer. It is mainly the displacement of the fixed layer that gives rise to IP effects in granular materials; the diffuse layer is often considered continuous over neighboring grains and therefore only contributes to surface conduction (Leroy et al., 2008; Revil and Florsch, 2010) . In electrochemical polarization models, smaller grain sizes produce larger polarization magnitudes and shorter relaxation times compared to larger grain sizes (e.g., Revil and Florsch, 2010) .
As shown by, e.g., Slater and Lesmes (2002) , the electrical conduction and the ionic polarization processes described above can be viewed as two parallel conduction paths in the pore system. In a water-saturated medium, the main part of the electrical conduction is transferred by ions in the pore fluid, whereas the polarization of ions requires that some of the current is also transported along the EDLs of the grains in the sample. In the case of a sample material with high porosity and high pore fluid salinity, most of the current will be transported by ionic conduction through the pore fluid and the phase response will, therefore, be weaker (Slater and Lesmes, 2002) . That is, higher pore fluid salinity will lead to weaker phase response even though the electrical properties of the grain surfaces are the same. Slater and Lesmes (2002) show that the imaginary part σ 0 0 can be approximated by
for σ 0 0 ≪ σ 0 . So, the imaginary part σ 0 0 is the phase angle normalized by the conductivity of the sample. The effect of the normalization is to neutralize the dependence of the phase parameter on the bulk pore fluid salinity. Therefore, the imaginary part can be interpreted as a parameter that only represents the polarization of charges along surfaces in the sample. The complex response of a material to alternating electric fields is determined not only by the complex conductivity σ Ã but also by the complex dielectric permittivity ε Ã of the material, which becomes increasingly important as the AC frequency is increased. The complex dielectric permittivity is a measure of the ability of the material to obtain an intrinsic electrical polarization, where the real part ε 0 describes the electrical energy storage (polarization) and the imaginary part ε 0 0 describes the energy loss from electrical conduction. The complex dielectric permittivity is related to the complex conductivity (e.g., de Lima and Sharma, 1992) as
where ω is the angular frequency. Equation 3 shows that the imaginary part of the complex conductivity is increasingly affected by the real part of the complex dielectric permittivity of the sample as the frequency increases. That is, the SIP effect cannot be measured without also measuring the frequency dispersion of the real part of the dielectric permittivity ε 0 . In summary, the measured real conductivity (σ 0 ) can be interpreted as the bulk electrical conductivity of the sample, whereas the imaginary conductivity (σ 0 0 ) is a measure of the total electrical polarization in the sample. The total electrical polarization consists of a superposition of two types of electromagnetic interactions: (1) ionic, i.e., polarization of ions with restricted mobility in the pore water (referred to as the IP effect), and (2) dielectric, i.e., intrinsic polarization of the sample materials caused by their ability to store electrical energy by alignment of atoms or molecules (quantified by their real-valued dielectric permittivity ε 0 ). The ionic relaxation processes, or SIP effect, can consist of the electrochemical and/or membrane polarization mechanisms described above. At high frequencies, they can also be influenced by the MaxwellWagner polarization, which is an ionic charge separation that occurs at interfaces between materials with different conductivity and permittivity.
METHODS AND MATERIALS
The objective of the experiments in this study was to investigate how the distribution and configuration of the NAPL PCE in sand samples affect measured SIP responses. A major drawback with using PCE in SIP laboratory experiments is that it reacts aggressively and rapidly when in contact with certain materials, e.g., plastics. For this reason, a sample holder of glass, which is stable against PCE, was developed for this experiment. PCE is also a volatile and toxic chemical. Practical laboratory work with PCE therefore demands careful handling as well as awareness of safety issues and risk assessments. Naturally, these issues lead to practical limitations to the experiments. Due to safety issues and national regulations, the major part of the experimental work was carried out under a fume hood. To avoid skin contact, thick gloves were used during the sample preparations. To transport and contain the contaminated samples in the X-ray tomography laboratory, silicon was used to seal all openings of the sample holders, e.g., the potential electrode channels (see Figure 1b) . In addition, the sample holder was mounted in an external glass cylinder to eliminate the risk of PCE leakage into the X-ray tomograph (Figure 1c ). The lid of the cylinder was sealed to the cylinder by using silicon, Parafilm, and metal film to eliminate any risk of gas escaping from the sample.
To realize the combination of SIP measurements and highresolution X-ray tomography on the same samples, special sample holders were designed with the requirements that they should follow geometric recommendations for measuring high-quality SIP data (Zimmermann et al., 2008) and have small enough diameters to enable high-resolution X-ray tomography of the full sample width over reasonable timescales. The sample holders should also be able to withstand exposure to PCE, which is why they are manu-factured and they should be X-ray transparent. A photograph of the sample holder is shown in Figure 1b , and Figure 1a shows a sketch of the sample holder dimensions. The lengths and diameters of the sample holders are 16 and 2.4 cm, respectively. Current plate electrodes of stainless steel are used at each end of the cylinder, and the channels for potential electrodes are placed 6 cm from each current electrode. The potential electrodes are made of copper and are extracted from the current path using drilled rubber lids. The contact medium between the potential electrode and the sample is agar-agar gel made from the same electrolyte used in the sample.
The targeted sample properties investigated in this study are shown in Table 1 . A medium-grained sand with grain sizes ranging from 250 to 355 μm was used for the experiments. The sand was chosen because SIP measurements resulted in repeatable and distinct Cole-Cole-shaped spectra serving as appropriate background signals for the experiments. The grain size distribution of the sand is also appropriate for the resolution of the X-ray tomography imaging performed in this study. Petrographic data from the sand provider show that it consists of 74% quartz, 24% feldspar, and 2% mica. A sodium chloride (NaCl) electrolyte with a conductivity of 10 mS∕m was prepared from deionized water and salt, and the sand was packed in the sample holder with a glass rod. The low salinity was chosen to increase the signal strength of the phase data. To ensure water-saturated conditions, the electrolyte surface was kept slightly higher than the surface of the packed sand during the major part of the sample preparation.
The porosity of the clean sand sample was estimated from the weight of the dry sand, the weight of the dry sample holder, and the total weight of the water-saturated sample prepared in the sample holder. From these measurements, the volumetric water content was then determined and used as a measure of the sample porosity. Repeated preparations of replicas showed that the packing method resulted in sample porosities of approximately 34%-35%. The expected pore volume of the sand after packing can therefore be considered to be known. This value was used to calculate the required amount of PCE for the mixture to obtain a PCE concentration of approximately 10 vol% and 40 vol% of the pore space (samples PCE1 and PCE2 in Table 1 ). To obtain water-wet conditions in the samples, the required mass amount of dry sand was mixed with small amounts of electrolyte in a beaker until the sand was moist. The selected amount of PCE was then added to the moist sand and manually mixed before the sample holder was packed with the mixture according to the same method described above.
The main experimental procedure for each contaminated sample consists of the following steps:
• preparation of the sample holder and potential electrodes A similar experimental procedure was used for the clean sand sample, with the exception that the sample holder was not enclosed in the air-sealed glass cylinder during the X-ray tomography.
SIP measurements and data analysis
The SIP measurements were performed with a ZWL-SIP04 impedance meter in the frequency range of 0.01-1000 Hz (Zimmermann et al., 2008) . The measurement protocol took less than 1 h to complete, which was considered an acceptable time range for the contaminated samples. During this time, no major chemical interactions were expected to occur in PCE1 and PCE2. The clean sand sample was also measured in the broader frequency range of 0.001-1000 Hz that took more than 8 h to complete, a time scale that was not acceptable for the contaminated samples. The extended frequency range of the clean sand sample was motivated by the minor risk of chemical interactions within the sample and absent risk of toxic gas leakage through the sample holder. Furthermore, the investment in the X-ray tomography investigation of the clean sand Johansson et al.
sample motivated measurements of SIP data sets that were as comprehensive as possible. The measurement accuracy of the SIP setup was tested with a 1 k Ω resistor as well as with measurements on pure electrolyte to ensure that no spurious phase values from the sample holders or electrodes were recorded. Several replicas of clean and water-saturated sand samples were prepared, and the SIP results on these replicas ensured repeatability in the measurements. All SIP measurements were performed at a temperature of 20°C-21°C, whereas the temperature in the tomograph was 28°C.
A common way to describe the results measured with SIP is to fit the phase data with a phenomenological model and extract the model parameters. The most commonly used phenomenological model for this purpose is the Cole-Cole model (Pelton et al., 1978) :
where ρ Ã ðωÞ is the complex resistivity as a function of frequency and ρ 0 is the low-frequency limit of resistivity. The chargeability m 0 (mV∕V), relaxation time τ (s), and frequency exponent c (unitless) are the Cole-Cole parameters. The Cole-Cole model assumes a spectrum with a single phase peak described by the parameters τ and c in terms of position and width on the frequency axis. In this study, we used a double Cole-Cole model to fit the phase data. The use of multiple Cole-Cole models for fitting data is based on the assumption of several superimposed Cole-Cole-like relaxations in the phase spectrum, an approach that was also used by Pelton et al. (1978) . The Cole-Cole parameters of the relaxation at the lower frequency end are used to describe the electrochemical or membrane polarization mechanism in our samples. To analyze data at the highfrequency end of the phase spectra, we use mixing models to calculate the dielectric permittivity of the samples. For the contaminated samples, we follow the method presented by Brovelli and Cassiani (2010) to calculate the dielectric response of a three-phase mixture based on the Hashin-Shtrikman bounds and Archie's law (Archie, 1942) . For the clean sand sample, we use the Brovelli and Cassiani approach for a two-phase mixture as well as the permittivity low-frequency limit of the Bruggeman-Hanai-Sen effective medium mixing model . For both approaches, we use values of 80 and 4.5 for the relative dielectric permittivity of the water and sand, respectively (Brovelli and Cassiani, 2010) . For the three-phase mixture, we use a value of 2.29 for the dielectric constant of PCE (Ajo-Franklin et al., 2006) . For water conductivity and porosity, the same values as in the experiments were used. When applicable, the value for the Archie saturation exponent n was set to 2.0 (Archie, 1942) . The Archie cementation exponent m was adjusted so that the corresponding bulk conductivity value matched the measured values for the clean sample.
X-ray tomography and image analysis
In X-ray tomography, the sample is exposed to X-rays from different angles during a 360°rotation. The X-rays are transmitted through the sample in which they interact with the matter and become attenuated. The transmitted X-rays are recorded by a 2D detector providing radiographs, which can be used to reconstruct a 3D volume of the linear attenuation coefficients in the sample. The linear attenuation coefficient depends on the energy of the beam as well as the electron density and mass density of the sample material. It is the differences in linear attenuation coefficient between different materials that makes them distinguishable in X-ray tomography. The spatial resolution of the reconstructed X-ray tomography depends on the type of equipment used, the distances between the X-ray source, the sample, and the detector, and the signal-to-noise ratio in the data. The signal-to-noise ratio can be increased by increasing the exposure time or the incident radiation intensity on the sample. High spatial resolution generally requires longer exposure times. For more details about the X-ray tomography method, the reader is referred to, e.g., Wildenschild and Sheppard (2013) .
The X-ray tomography in this study was performed at the 4D imaging Lab at Lund University with a ZEISS XRM520. The X-ray source is a polychromatic cone beam, and a source voltage of 160 kV, a power of 10 W, and an exposure time of 6 s was used for the contaminated samples PCE1 and PCE2. A source voltage of 100 kV, power of 6 W, and exposure time of 6 s was used for the clean sand sample. An HE1 filter (as provided by the manufacturer) was used in between the X-ray source and the sample to reduce beam-hardening artifacts. The glass walls of the sample holder and the external glass cylinder enclosing the PCE1 and PCE2 samples also act as additional filters. The full cross section of the sample holders was scanned over a height of approximately 2 cm. The imaged volumes were centered in between the potential electrodes in the middle of the cylindrical sample holder (Figure 1 ). Radiographs from 1601 angles were measured during the 360°projection, and the voxel sizes of the reconstructed image stacks are 15 μm for PCE1 and PCE2 and 13 μm for the clean sand.
Despite the large mass density contrast between the PCE and the sand grains, the intensity contrast between these materials is low in the reconstructed images. The explanation for the low contrast can be found in the variation with the incident X-ray energy of the X-ray attenuation coefficients for PCE (C 2 Cl 4 ) and quartz grains (SiO 2 ). The linear attenuation coefficients in Figure 2a were calculated with the online tool NIST-XCOM (Berger et al., 2010) and multiplied by the mass density values for PCE (1.59 g∕cm 3 ), quartz grains (2.66 g∕cm 3 ), and water (1.0 g∕cm 3 ), respectively. The linear attenuation coefficient of a material is dependent on the electron density and the atomic number, with the latter becoming increasingly important as the energy decreases. Figure 2a shows that the attenuation coefficient of PCE theoretically exceeds that of quartz sand at energies <60 kV (due to the higher atomic number of PCE), whereas it falls below the value of quartz sand at energies >60 kV (due to the lower electron density in PCE). The energy produced by X-ray tubes consists of a continuous Bremsstrahlung spectrum. Although the maximum energy of the X-rays is determined by the source voltage (in this case 160 kV), the energy spectrum is typically skewed toward the lower end of the continuum. The effective intensity is typically found at a value of less than half of the source voltage (in this case <80 kV; see, e.g., Ketcham and Carlson, 2001; Poludniowski, 2007) . In our case, the effective intensity of the incident radiation seems to have coincided with a value close to the overlap at 60 kV in the attenuation coefficients of PCE and quartz grains. Figure 2b shows the result of a test tomography scanning of a smaller sample with the same constituents. In this case, a source voltage of 80 kV was used, which resulted in a maximum intensity in the energy range <40 kV. In this range, the attenuation coefficient of PCE is larger than quartz sand (Figure 2a) , thus resulting in the higher intensity in the reconstructed images (Figure 2b ).
The reconstructed images were processed in MATLAB 2015b in two dimensions. A schematic overview of the different processing steps is shown in Figure 3 , and an example of the results in each step can be found in the supplementary information that can be accessed through the following link: S1. A Wiener filter was applied to the images, which uses a statistical approach to remove noise in each pixel based on the local mean and standard deviation in a neighborhood window. An advantage of the Wiener filter, over other noise filtering approaches, is that it preserves edges in the image, in contrast to, e.g., a median filter that blurs the interfaces between different objects in the images. The Wiener filtered images can then relatively easily be used to segment the air, water, and glass phases using manual intensity thresholds. However, the PCE and sand grains could not be successfully separated from each other due to their similar intensities in the images.
To separate grains and PCE from each other in the images, a tophat filter was first used. The top-hat filter uses pixel morphology (erosion and dilation) in a window of a user-specified size, such that bright areas larger than a specified size are identified and subtracted from the original image. In this case, the top-hat filtering operation suppresses bright regions larger than the size of a few grains; that is, individual grains keep high intensities in the resulting images while the larger regions containing PCE become dark (this, unfortunately, could result in some grains within PCE-filled regions being grouped with the PCE). A manual threshold could then be applied to the images to separate the dark PCE/water phases from the grains. To separate the PCE from the water phase, the top-hat filtered binary images were subtracted from the binary water images.
The images, segmented using the procedure described above, were used for 3D visualization as well as to calculate the relative amounts of the different phases via pixel counting. In addition, the volumes of the PCE blobs were calculated from the segmented PCE image stacks. It was assumed that segmented regions corresponding to 5 pixels or less correspond to image noise rather than PCE. Three-dimensional watershed segmentation was performed on the binary images from the clean sand sample to separate each individual grain in the image stack. This procedure enabled calculation of the grain volume distribution in the sample.
RESULTS
Initial inspection of the X-ray tomography images showed that the sample properties obtained in PCE1 and PCE2 differed from the targeted properties in Table 1 . Therefore, qualitative descriptions and quantitative results, as obtained by image analysis of the X-ray tomography, are presented in the following and prior to the SIP measurement results.
Sample properties revealed by X-ray tomography
The X-ray tomography results consist of three image stacks representing the imaged volumes in between the potential electrodes of the clean sand sample, PCE1 and PCE2. Figure 4 shows a comparison of a section of an unprocessed image from the PCE2 image stack (Figure 4a ) and the corresponding section after the image processing and segmentation ( Figure 4b ). As can be seen in Figure 4a , the level of detail is high in the reconstructed images and grains and pores can easily be distinguished. However, the distribution of PCE is difficult to analyze due to its low intensity contrast relative to the grain intensity. On the other hand, in the segmented image in Figure 4b , the PCE distribution is clearly visualized and can be used to quantify the actual amount of PCE in the sample. In general, image segmentation is a trade-off between visual details in the unprocessed images and the possibility to separate a single phase from the other phases and the background in the images. Segmentation reduces the information content of the images, and there are uncertainties in, for example, the choice of threshold intensity. In this case, however, the image filtering and segmentation resulted in grayscale images in which the PCE distribution is much more efficiently identified compared to a visual analysis. The comparison between unprocessed and segmented image sections, as in Figure 4 , also shows that the distribution of the segmented PCE phase corresponds well to the patterns that can be identified by eye in the unprocessed image.
Selected images from the processed PCE1 and PCE2 image stacks are shown in Figures 5 and 6 , respectively. Figure 5 shows examples of typical pore space conditions in sample PCE1. The pore space contained water, air voids, and PCE with the PCE phase mainly distributed as isolated blobs at various locations in the imaged volume. Figure 5a -5c shows examples of these typically isolated PCE blobs, whereas Figure 5d shows a region of sample PCE1 that contained many air voids.
Examples of typical PCE phase distributions in the pore space of sample PCE2 are shown in Figure 6 . Sample PCE2 generally contained less air voids than sample PCE1, and the PCE phase was, in most cases, distributed as larger blobs with encapsulated grains. For example, a large interconnected PCE blob with encapsulated grains is visible in Figure 6b , whereas the PCE phase is located along the glass cylinder wall in Figure 6d . Smaller, isolated PCE blobs were also present in sample PCE2; examples of these are shown in Figure 6a and 6c.
Three-dimensional renderings of the segmented image stacks from both samples are shown in Figure 7 , as well as in the digital ancillary files. It is clear that the preparation of the two samples with different PCE concentrations was successful, and that the grains are relatively well-packed. The 3D renderings also give an overview of the heterogeneity of the samples. Some packing effects can, for example, be observed in sample PCE2 as layers with different amounts of PCE (Figure 7b and 7d) .
The qualitative observations reported so far are confirmed by the quantitative results from the image analysis shown in Table 2 . The porosity in the clean sand sample was 37% according to the image analysis, whereas the porosity determined by the weight was 35%. Although there are uncertainties in both methods of estimating porosity, it is likely that the value calculated from the images is slightly overestimated due to, e.g., segmentation and discretization effects. Even so, the porosity determined for sample PCE1 of 44% is clearly far from the targeted value of 34%-35% (Table 1 ). In PCE2, the calculated porosity value is 40%, which confirms the qualitative observation that the preparation of sample PCE2 was more successful. Furthermore, the proportion of air in the pore space is calculated to be 4.4% in PCE1, whereas it is only 1.2% in sample PCE2. Combining SIP and X-ray tomography
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As expected, the pore space in sample PCE2 contained more PCE compared to PCE1. Calculated values of 11% and 1.5% of the pore space volume, respectively, are reported in Table 2 , which confirms that the preparation of two samples with different PCE concentrations was successful. However, the actual amounts of PCE were much lower than expected for both samples. It is possible that the PCE concentrations in the samples differ in parts of the sample holders that were not covered by the X-ray tomography. However, the most likely explanation is that larger amounts of PCE than expected were left in the beaker after the manual mixing of the sample constituents. Furthermore, a significant amount of the added PCE might have vaporized during the sample preparations because PCE is a volatile chemical. Finally, uncertainties in the segmentation of the PCE phase might also account for a slight part of the discrepancy between the targeted and calculated values.
The image calculations also enabled a quantification of the amount and volumes of the PCE blobs in each sample. The blob volume distribution can be used as a qualitative measure of how interconnected the PCE phase is in the respective samples. Results from both samples are shown in Figure 8 . In sample PCE1, all approximately 83,000 segmented blobs have volumes below approximately 1 mm 3 . The three largest blobs have volumes of 1.1, 1.0, and 0.7 mm 3 , corresponding to 3%, 3%, and 2% of the total PCE volume in the sample. These numbers indicate that the PCE phase is mainly distributed as isolated blobs with relatively well-distributed volumes of <1 mm 3 .
In contrast to the well-distributed pattern of blob volumes in PCE1, sample PCE2 contained five major PCE blobs that stand out in Figure 8 in comparison with the rest of the approximately 152,000 smaller blobs. The largest of the major blobs has a volume of 142 mm 3 , which corresponds to 31% of the total amount of PCE in the sample. The second and third largest blobs have volumes of 38 and 11 mm 3 , respectively, corresponding to 8% and 2% of the total PCE amount. It is evident that these larger blobs must be interconnected across several grains and pores, an observation also indicated by visual analysis.
The average volume of grains in the two samples is 0.018 mm 3 (shown with a vertical line in Figure 8 ), and 98% of the grains have volumes less than 0.04 mm 3 . According to these calculations, approximately 92% of the PCE blobs are larger than the mean grain size in sample PCE2. The corresponding number for the PCE1 sample is 60%. Figure 9a shows the results from a test SIP measurement on the NaCl electrolyte together with the theoretical response of the electrolyte calculated from equation 3. The measured and calculated data are in acceptable agreement with each other over the entire frequency range. The error bars of the data points are of the same order of magnitude as the markers, except for occasional data points appearing as outliers with high standard deviation values (the mean standard deviation of the phase data is 0.06 and 0.02 mrad in Figure 9a and 9b, respectively). The reason for the presence of these outliers is not clear (except when they appear at the power grid frequency of 50 Hz as in Figure 9b ), but they are likely due to stochastic electromagnetic noise.
SIP results
In Figure 9b , the imaginary part of the SIP signal measured on the clean sample is plotted together with a replica sample in which the same sand and electrolyte was used. The comparison in Figure 9b shows that the sample preparation method is repeatable and yields similar bulk properties for water-saturated sand samples.
The results from the SIP measurements on the clean sand sample and the PCE-contaminated samples, PCE1 and PCE2 (before the X-ray tomography scanning), are shown in Figure 10 . The results in Figure 10a show that the real conductivity is increased slightly in sample PCE1 and more pronounced in PCE2, compared with the clean sample. Simultaneously, the imaginary part of the complex conductivity (Figure 10b ) decreased relative to the clean sand sample in PCE1 and PCE2. Although the difference is small, the imaginary part decreased more in PCE2 than in PCE1 for frequencies lower than 30 Hz. Figure 10c shows the phase responses of the samples, which are very similar to the imaginary part response in Figure 10b . This means that the phase spectra are not mainly determined by the differences in real conductivity observed in Figure 10a . The shapes of the phase and imaginary conductivity spectra in Figure 10b and 10c resemble a Cole-Cole model at low frequencies (<1 Hz). The phase data in Figure 10c are fitted with double ColeCole models. The fitted models are shown with solid lines, and the corresponding Cole-Cole parameters of the relaxations for each sample are reported in Table 3 . According to the fitted parameters, the low-frequency relaxation time shifts to slightly different values in the PCE-contaminated samples compared with the clean sand sample (from 1.69 s for the clean sand to 1.92 s for PCE1 and 1.37 s for PCE2). The real conductivity is generally higher in the contaminated samples compared with the clean sample, whereas (b) the imaginary conductivity is generally lower. (c) The phase spectra follow the same pattern as the imaginary conductivity. Here, the phase data are fitted with a triple Cole-Cole model to extract the Cole-Cole parameters of the low-frequency response. Table 3 . Cole-Cole parameters of the low-and highfrequency relaxations in the fitted models shown in Figure 10c . Combining SIP and X-ray tomography
Low frequency High frequency
m 0 (mV∕V) τ (s) c m 0 (mV∕V) τ (s) c
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Between 1 and 100 Hz, the spectra in Figure 10b and 10c flatten out before a steep increase above approximately 100 Hz. The steepness of the increase between 100 and 1000 Hz is largest for sample PCE2. SIP data at frequencies above 100 Hz are usually attributed to Maxwell-Wagner effects (e.g., Loewer et al., 2017) and/or inductive coupling effects. Our control measurements on electrolyte (Figure 9a ) indicate only small errors due to coupling effects at these frequencies, leaving the permittivity of water as the main source to the increase in imaginary conductivity observed above 100 Hz in Figure 9a .
To evaluate the importance of dielectric permittivity on the imaginary conductivity spectra measured on the clean and contaminated sand samples, we used the models presented in Sen et al. (1981) and Brovelli and Cassiani (2010) together with the sample properties obtained from the image analysis to calculate bulk permittivities. The results are presented in Figure 11 (note the different scales compared with Figure 10) , in which the imaginary conductivity has been calculated from the bulk permittivities according to equation 3. In Figure 11a , Archie's cementation exponent m is calibrated so that the calculated real conductivity with 37% porosity fits the real conductivity values measured on the clean sand sample (see Figure 10a ). Relative to a water-saturated sand with 37% porosity, Figure 11a shows that the real conductivity is expected to decrease in a sand with 40% porosity and 88% water saturation (representing sample PCE2). However, in our measurements, the opposite result was obtained; larger real conductivity values were measured on sample PCE2 compared with the clean sample. Figure 11a also shows that the real conductivity according to Archie's law is expected to increase significantly in the sand with 44% porosity and 94% water saturation (representing sample PCE1) relative to the water-saturated sand with 37% porosity. The results in Figure 10a show that the real conductivity only increased slightly in sample PCE1 relative to the clean sand. Figure 11b shows the theoretical influence of the sample permittivity on the imaginary conductivity values between 10 and 1000 Hz. The low-frequency approximation of the Bruggeman-Hanai-Sen equation is valid for mixtures under the conditions that σ w ≫ ωðε 0 w − ε 0 g Þ and σ ≫ ωðε 0 − ε 0 g Þ, where σ and σ w are the conductivity values of the mixture and water, respectively, whereas ε 0 , ε 0 w , and ε 0 g are the real permittivity values of the mixture, water, and grains, respectively . For the mixtures plotted in Figure 11b , σ and σ w are more than 1000 times larger than the right sides of the inequalities at 1000 Hz, which justifies the use of the low-frequency approximation of the Bruggeman-Hanai-Sen equation. The models from Sen et al. (1981) and Brovelli and Cassiani (2010) give consistent predictions of the sample permittivity for water-saturated sands with porosities of 37%, 40%, and 44%, respectively. According to the results in Figure 11b , the imaginary conductivity is expected to be slightly less influenced by the dielectric permittivity in three-phase systems (representing samples PCE1 and PCE2) compared with purely water-saturated sands. Comparing Figure 11b with the measured imaginary conductivity data in Figure 10b , it is evident that the dielectric permittivity of the samples alone cannot explain the steep increase in the data between 10 and 1000 Hz. Samples PCE1 and PCE2 seem to increase more than the clean sample in this frequency range, which is in contradiction to the calculated responses in Figure 11b .
SIP measurements repeated over time
SIP measurements were performed before and after the X-ray tomography. During the preparation of the PCE1 sample, a replica was prepared from the same sand-PCE mixture in a second sample holder. Figure 12a-12c shows results of all SIP measurements performed on sample PCE1 and on the replica. The results differ slightly between the two samples immediately after packing (day 1, 12:00 in Figure 12a-12c) . One main reason for this is probably that the phase data are more noisy at the low-frequency end of the replica sample (as indicated by the scattered appearance of the data in Figure 12b and 12c and the size of the mean standard deviation values of the first data five data points, 0.15 mrad). If these data points would be excluded, the imaginary part spectrum (Figure 12b ) would be close to identical as the spectrum from the PCE1 sample. However, after being left standing for 20 h, the measured real and imaginary conductivity as well as the phase spectra of the replica sample (day 2, 8:00 in Figure 12a-12c) are almost identical to the spectra measured on the scanned sample PCE1 directly after packing (day 1, 12:00). The standard deviation values of the low-frequency data also decreased to acceptable values (0.05 mrad). Therefore, it is likely that it took a few hours to reach an electrochemical equilibrium in the replica sample, in contrast to the PCE1 sample. (Archie, 1942) . The water conductivity is 10 mS/m, and Archie's cementation exponent is fixed at 1.12. For the unsaturated samples, Archie's saturation exponent is 2. (b) Theoretical response of the imaginary conductivity (equation 4) for various two-and three-phase mixtures according to the permittivity models of Sen et al. (1981) and Brovelli and Cassiani (2010) .
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The results of the SIP measurements on the scanned sample PCE1 after the X-ray tomography (Day 2, 15:00 in Figure 12a-12c) show that the real part of the conductivity increased after the scanning. The relative magnitudes of the phase results are no longer similar to the relative magnitudes of the imaginary conductivity spectra, indicating that the phase data (Figure 12c ) are influenced by the increase in real conductivity. The shape of the imaginary conductivity (Figure 12b ) changed after the scanning and decreased at frequencies below approximately 2 Hz and above approximately 200 Hz, whereas it increased slightly at frequencies between approximately 2 and 200 Hz.
For practical reasons, no replica sample was packed when PCE2 was prepared. Figure 12d-12f shows the results of the SIP measurements before and after the Xray tomography scanning of PCE2. Similar patterns, such as for sample PCE1 (Figure 12a-12c) , can be observed in Figure 12d-12f ; the real conductivity increases (Figure 12d) , and the shape of the imaginary conductivity spectrum changes (Figure 12e ) after the scanning, whereas the phase spectrum (Figure 12f ) is affected by the combination of these changes. The imaginary conductivity decreases after the scanning at low frequencies (in this case below approximately 0.5 Hz), similar to PCE1. In contrast to PCE1, the imaginary conductivity increased in PCE2 at frequencies greater than 1 Hz.
A different behavior compared to the contaminated samples can be seen for the clean sand sample (Figure 12g-12i) . The first SIP spectrum was collected shortly after the sample preparation, and the second measurement was performed approximately 15 h later. During this time, no significant differences can be found in the SIP results. The third measurement was carried out directly after the X-ray tomography. Even though the time period between the second and third measurement is shorter (approximately 9 h), the real conductivity has now increased significantly (Figure 12g ). However, in contrast to the contaminated samples, no significant change of the imaginary conductivity spectra can be observed after the X-ray tomography (Figure 12h ). The decrease of the phase response (Figure 12i ) can be explained by the increase of the real conductivity (Figure 12g ).
DISCUSSION
The effect of NAPLs on the lowfrequency SIP response
The membrane and electrochemical polarization mechanisms (described briefly in the theory section) are clearly dependent on the geometric arrangements of grains and pores in the geologic material. Different alterations of the pore space geometry due to the presence of NAPLs were discussed by Johansson et al. (2015) in light of both polarization mechanisms. In this section, we will discuss the actual NAPL configurations obtained in our samples and interpret the measured change in SIP results. For brevity, we refer the reader to Johansson et al. (2015) for more details on the theoretical relationships between NAPL geometry and the membrane or electrochemical polarization mechanisms.
The SIP results from our study show that the real conductivity of the samples was high in the PCE-contaminated sand samples compared with the clean sand. This result is in contradiction to many previous studies in which the displacement of water by highresistive NAPLs have resulted in decreased conductivity of the sample (e.g., Chambers et al., 2004; Cassiani et al., 2009; Schmutz et al., 2012; Ustra et al., 2012) . However, increased real conductivity with The real part increases after the X-ray scanning in PCE2, and (e) the imaginary part decreases at frequencies less than approximately 0.5 Hz and increases greater than approximately 1 Hz. (f) The phase spectrum in PCE2 is affected by the increase in real conductivity. (g) The real part increased significantly in the clean sand sample after the X-ray tomography around noon on day 2. (h) The imaginary part spectrum did not change significantly with time or by exposure to X-rays. (i) The phase data decreased in the clean sand sample after the X-ray tomography as a result of the increased real conductivity.
increasing NAPL content has also been observed in previous laboratory studies (e.g., Revil et al., 2011) . In this previous work, the increasing conductivity in samples contaminated with oil under oilwet conditions is attributed to an increased presence of polar components at the water-oil interface. In addition, Schwartz et al. (2012) and Shefer et al. (2013) observe increased the real conductivity in unsaturated samples contaminated with diesel fuel or motor oil and decane, respectively. Schwartz et al. (2012) interpret the increased real conductivity as an effect of an exchange process between polar organic compounds and inorganic cations in the EDLs of the soil grains. This would lead to a release of inorganic cations to the water (which was confirmed by conductivity measurements on water extracted from the samples) and, thus, an increase in the bulk conductivity.
In contrast to the light NAPL species used in the studies by Revil et al. (2011 ), Schwartz et al. (2012 , and Shefer et al. (2013) , PCE is a nonpolar chemical compound. The presence of polar organic compounds bound at the mineral or oil surfaces can therefore not be expected in our samples shortly after the sample preparation. The SIP results and image analysis on sample PCE2 also rule out the possibility that the increased real conductivity measured in this sample is purely an effect of different bulk properties (see Figures 10a and 11a) . Instead, we believe that EDLs form around the nonpolar DNAPL phase due to negatively charged interfaces between nonpolar oil and water (see the discussion in Johansson et al., 2015) . This hypothesis is supported by measured negative zeta potentials associated with other nonpolar oils (Marinova et al., 1996) . The increased real conductivity observed for sample PCE2 in our study can be interpreted as increased surface conductivity due to the interconnected surfaces of the PCE phase and the sand grains. The X-ray tomography and the image analysis show that the PCE blobs are larger than the sand grains and that the grains are often encapsulated or bridged by the PCE. Assuming that EDLs form around the PCE phase, the presence of PCE in the pore space probably enhances current transport through the sample by providing straighter (and possibly stronger) surface conduction paths than would exist in a clean sand sample. Recent modeling results by Bücker et al. (2017) support the nonintuitive interpretation of increased sample conductivity due to surface conduction along NAPLs. With high NAPL zeta potential, their modeling results show that the high ion concentrations in the EDL of the NAPL droplets seem to reverse the insulating effect of the NAPL phase displacing electrolyte (Bücker et al., 2017) .
Surface conduction along interconnected EDLs of the PCE phase could also explain the decreased imaginary conductivity in sample PCE2, as previously discussed for conceptual model C in Johansson et al. (2015) . The electrochemical polarization mechanism is based on the assumption that the fixed layer around the sand grains is discontinuous and therefore contributes to the polarization. For an interconnected PCE phase, the fixed layer of the EDL would also be interconnected and therefore not contribute to any polarization. Like the assumed interconnected nature of the diffuse layer in mechanistic models (Leroy et al., 2008; Revil and Florsch, 2010) , this geometry would only contribute to surface conduction. Similar conclusions can be drawn if the membrane polarization mechanism is considered. Because this mechanism considers the diffusion of ions along alternating series of different ion transparency in the pore space, occupation of the pore space with an interconnected PCE phase would theoretically block the mechanism (Johansson et al., 2015) and/or occupy the nonselective zones (i.e., the pores). Occupation of nonselective zones could disable the necessary alternating geometry for the membrane polarization mechanism.
The NAPL configuration obtained in this study for sample PCE2 resembles a combination of conceptual models C and D in Johansson et al. (2015) , i.e., a continuous NAPL phase through several pores (C) and NAPL phase coating grains (D). For both conceptual models, a decrease in the polarization magnitude is expected when the electrochemical polarization mechanism is considered. For model D, it is the larger particle sizes of the PCE-coated grains that might result in the lower net polarization of the sample (however, this prediction also depends on the relative EDL strengths of grains and NAPLs and might only be valid if the EDL of the PCE is weaker than the grain EDL; see Johansson et al., 2015) .
The electrochemical polarization mechanism also predicts increased relaxation times for conceptual model D (due to the larger particle sizes), whereas no change in relaxation time is expected for model C (due to the unaltered dominant length scales in the sample; see Johansson et al., 2015) . This is in contradiction to our data, assuming that the relaxation time values obtained from the Cole-Cole model fitting of PCE2 and the clean sand sample (Table 2) are significant. In contrast, a decrease in the relaxation time for conceptual model D can be predicted from the membrane polarization mechanism (due to the reduced length scale of the nonselective pores; see Johansson et al., 2015) , whereas this mechanism was expected to be absent for model C by Johansson et al. (2015) as discussed above. The change in relaxation time in the current study is thus in agreement with conceptual models C and D in Johansson et al. (2015) if it is assumed that the spectral responses of the NAPL-contaminated samples are mainly determined by the membrane polarization mechanism. According to the recent modeling of the membrane polarization mechanism from Bücker et al. (2017) , a decrease in membrane polarization can be expected at higher NAPL concentrations after an initial increase. A possible existence of a critical snapoff value might explain why the results in this study show a decrease of polarization magnitude, whereas in Johansson et al. (2015) an increase for model D is predicted for the membrane polarization mechanism. However, the observed decrease in polarization magnitude in our study might also indicate an influence of the electrochemical polarization mechanism overlapping the membrane polarization response. The predicted increase in membrane polarization magnitude due to conceptual model D might, for example, be overridden by a decrease in the electrochemical polarization magnitude due to conceptual model C.
For sample PCE1, the higher porosity, compared with the clean sand, is probably a major reason for the observed increase in real conductivity. The image analysis showed that the porosity of sample PCE1 is significantly larger than expected (Tables 1 and 2 ). The measured increase in the bulk conductivity of sample PCE1, relative to the clean sample, is however significantly lower than the value estimated with Archie's law (Figures 10a and 11a ). This suggests that there might be other mechanisms active in the sample that prohibit the current transport.
The X-ray tomography images reveal that the PCE1 sample contained more air bubbles compared to the PCE2 sample. The presence of air bubbles should theoretically have the effect of increasing the imaginary conductivity by strengthening the current path through the EDLs (Titov et al., 2004; Cassiani et al., 2009 ). Research has also confirmed the existence of a negative zeta potential of gas bubbles in water (Yang et al., 2001) , which theoretically could increase the total electrochemical polarization of the sample due to air bubble-associated EDLs. However, the opposite result is observed in this study. It is probable that the size of the air voids play an important role; although air voids in desaturated samples are of smaller size than the pores (as in the samples in Titov et al., 2004) , the size of the air bubbles in our samples (trapped during the mixing of moist sand and PCE) is often large. Air bubbles larger than the pores will not force current transport through the EDLs of all the grains like the presence of air will when the current path is intact, i.e., when water drains from the pores but remains in the pore throats and as water films around the grains. Other possible explanations for the decrease in the imaginary conductivity of sample PCE1 might be the relatively large porosity and/or the fact that 60% of the PCE blobs in the sample have larger volumes (and thus smaller specific surface areas) than the average grain volume of the sand.
Our results indicate that the Cole-Cole relaxation times increased in PCE1 compared with the clean sand, indicating longer characteristic length scales in the DNAPL-contaminated sample. A possible explanation might be that the PCE blobs increase the average particle size in the samples, a mechanism discussed by Johansson et al. (2015) . Increased relaxation times in NAPL-contaminated samples were observed also by Cassiani et al. (2009 ), Schmutz et al. (2010 , and Revil et al. (2011) . It is possible that in their experiments, the NAPL phase was also configured in blobs larger than the average grain size.
The sample PCE1 in this study does not directly resemble any of the conceptual models in Johansson et al. (2015) , although several grains were occasionally coated with NAPLs, similar to conceptual model D. The changing SIP results from PCE1, relative to the clean sand sample, are probably caused not only by the distribution of PCE blobs. The X-ray tomography and image analysis revealed that the differences in the SIP signals more likely are caused by a combination of the higher water content, a significant amount of large air bubbles, and large PCE blobs. All of these factors can be expected to decrease the polarization magnitude of the sample.
High-frequency SIP response
SIP data at frequencies below approximately 10 Hz measured on metal-free soils are often discussed in terms of the electrochemical and/or membrane polarization mechanisms. Interpretations in terms of these low-frequency mechanisms are generally accepted in the research field, whereas it is more uncommon in the literature with comprehensive analyses of the frequency range approximately 10-1000 Hz and above. In several studies, SIP data at frequencies greater than 10-100 Hz are attributed to the Maxwell-Wagner effect and/or coupling effects (e.g., Revil and Florsch, 2010; Weller et al., 2010; Zisser et al., 2010; Loewer et al., 2017) . According to a relatively recent review of the SIP method (Kemna et al., 2012) , the Maxwell-Wagner polarization mechanism is mainly relevant above 1 kHz.
The Maxwell-Wagner effect is an electric relaxation that occurs in composite materials due to conductivity and permittivity differences in the medium. The Bruggeman-Hanai-Sen effective medium equation is frequently used to model the Maxwell-Wagner effect in granular media . In this study, we used the low-frequency approximation of the Bruggeman-Hanai-Sen equation to calculate the dielectric permittivity of our samples (Figure 11b) , thereby assuming that the Maxwell-Wagner relaxation occurs at frequencies higher than our measurement range. At frequencies above the Maxwell-Wagner relaxation, the real part of the permittivity decreases, which is equivalent to a decrease in the imaginary part of the conductivity.
Although the dielectric permittivity can explain the highfrequency increase in the imaginary conductivity of water samples (Figure 9a) , the magnitudes calculated with mixing models in this study is not sufficient to explain the observed high-frequency SIP behavior (Figures 10b and 11b ). According to Sen (1981) , remarkably high values of dielectric permittivity can be observed in geologic materials. These values greatly exceed the permittivity values of the mixture components, and the phenomenon can be explained theoretically by certain geometric factors in the samples. Such geometric factors are, for example, the presence of so-called dead-end pores with encapsulated water or small concentrations of high-aspect-ratio particles in the sample (Sen, 1981) . In our data, it is possible that the steep increase in imaginary conductivity in sample PCE2 is related to such geometric effects. However, more research is needed to verify this hypothesis.
An alternative explanation, to the one given above, of the large values of imaginary conductivity at higher frequencies, is that they are caused by polarization of ions at the particle surfaces in the sample. In previous research, several models have been developed in which analytical descriptions of the electrochemical and/or membrane polarization are combined with macroscopic mixing models (often the Bruggeman-Hanai-Sen equation). Examples of such models are presented by de Lima and Sharma (1992), Leroy et al. (2008) , and Kremer et al. (2016) . However, the use of most of these models requires detailed knowledge about appropriate values for a range of parameters describing the EDLs in the samples. This kind of information cannot be obtained from the current experiment. Future research about the SIP response of NAPL-contaminated samples should therefore focus on the EDL properties of the NAPLs of interest.
X-ray interactions and changed SIP response
The SIP measurements performed after the X-ray tomography indicated that changes occurred during the scanning of all samples. Redistribution of the grain or NAPL phases can be excluded as a reason because the tomography results showed no sign of sample movement during the approximately 4 h scans. The data from the clean sand sample suggest that the salinity of the water increased due to interactions with the X-rays. Because no significant increase in real conductivity occurred during the approximately 15 h long time period between the first two measurements, it is unlikely that any electrochemical evolution during the approximately 9 h long time period between the second and third measurement is the cause of the increase in real conductivity. A more likely explanation is that the X-ray interactions with the materials changed the samples enough for the results to be measureable with SIP. At energies below the 160 kV used here, the X-ray attenuation is caused by the photoelectric effect and Compton scattering processes, both of which involve ejection of electrons from the studied materials. It is well-known that X-ray interaction with water leads to ionization and excitation of water molecules as well as hydrated electrons (water radiolysis). This interaction is quickly followed by different chemical reactions with water molecules, resulting in ionic products (OH − and H 3 O + ), radicals (H, OH, and H 2 O), and molecular products (H 2 and H 2 O 2 ). The ions and radicals also react with other materials, e.g., oxides such as SiO 2 and dissolved metals (Le Caër, 2011) . Electrical conductivity has been used as a tool to study water radiolysis (Le Caër, 2011) , and an irreversible increase in electrical conductivity after X-ray irradiation of water has been observed (Schmidt, 1960) . The real conductivity also increased significantly in the contaminated samples PCE1 and PCE2 after the X-ray tomography scanning. For unknown reasons, the real conductivity increased more at low frequencies (<0.05 Hz) than at higher frequencies, especially in PCE2 (Figure 12d) . In contrast to the clean sand sample, the shapes of the imaginary part spectra also changed after the X-ray tomography. This indicates that the X-rays could also have changed the chemical properties of the PCE fluid. Elsewhere, controlled PCE radiolysis experiments have resulted in chemical degradation and acidic products (Sutherland and Spinks, 1959) . Another possible reason for the changing SIP results might be that the electrochemical environment in the samples changes or stabilizes with time, as has been observed in other studies of NAPL-contaminated samples (e.g., Olhoeft, 1985; Shefer et al., 2013) . However, it is interesting to observe different behaviors of sample PCE1 after the X-ray scanning and the replica that was left in the laboratory. The real and imaginary conductivity had changed more significantly in sample PCE1 after 27 h compared with the changes in the replica sample after 20 h. In sample PCE2, significant changes could be observed after only 9 h. A possible reason for the increased rate of change in the scanned samples might be the elevated temperature in the tomograph. The temperature is fixed at 28°C, and the total scan time for each sample was approximately 4 h. In addition, the X-ray beam might cause further local heating of the samples, although this effect is probably very small.
Possible reasons for the change in spectral shape of the real and imaginary conductivity in PCE1 and PCE2 after the tomography remain unknown. The imaginary conductivity results, however, indicate some changes in the chemical or physical properties of the interfaces in the samples, which are not visible at the micrometer scale.
A discussion on sample preparation
The sample preparation method used in this experiment is similar to the methods described in several previous studies (Martinho et al., 2006; Schmutz et al., 2010 Schmutz et al., , 2012 Revil et al., 2011; Schwartz et al., 2012; Ustra et al., 2012; Shefer et al., 2013) . In all of these studies, the sample preparation method is based on manual mixing of the sample constituents before the columns were packed. The geometric NAPL configurations A and B (of Johansson et al., 2015) , i.e., small NAPL droplets isolated in the pores or pore throats of the sample, could not be obtained in this experiment with this preparation method. The sample preparation method itself probably limits the possibilities of obtaining different geometric distributions of the PCE phase in the samples. Therefore, it is important to also use other sample preparation methods in similar future studies, e.g., with volumetric injection of PCE into a packed sand sample as used by Cassiani et al. (2009) . To obtain more realistic and field-like PCE configurations in the samples, another approach would be to let the dense PCE fluid sink through a packed and water-saturated sand sample. Although these kinds of sample preparations are practically difficult to fulfill due to the chemical aggressiveness of PCE, they might result in geometric PCE configurations different to those obtained in the current experiment, e.g., configurations more similar to conceptual models A and B in Johansson et al. (2015) .
The combination of SIP measurements and X-ray tomography scanning of the same samples in this study gives important insights into what samples properties are actually achieved with the given sample preparation method. The concentration of PCE in the scanned part of the packed sample holders is significantly lower than expected when the sand-PCE mixtures were prepared. It is likely that other experiments of this kind in previous research also yielded sample properties different from the targeted ones. The combination of SIP with high-resolution X-ray tomography is, therefore, an important tool for future experimental investigations of the SIP response of NAPL-contaminated samples as demonstrated in this study.
CONCLUSION
In this study, three samples with increasing concentration of PCE have been tested for SIP response and scanned with high-resolution X-ray tomography. We interpret the relative decrease of the SIP phase and imaginary conductivity in PCE-contaminated samples as a combination of two effects. The first effect is a result of interconnected grain EDLs, caused by surface conductivity along the PCE phase. The second effect is a result of groups of grains coated in PCE, in which the PCE prohibits the EDLs around these grains and decreases the specific surface area in the sample.
NAPL configurations characterized by presence of small NAPL droplets in pores or pore spaces could not be obtained with the sample preparation method used in this study. To investigate the SIP response of these NAPL geometries further, a different sample preparation method is recommended. However, the practical issues encountered when an aggressive chemical such as PCE is used in laboratory would probably be increasingly difficult to handle with different sample preparation methods.
We conclude that the combination of SIP measurements with high-resolution X-ray tomography and image analysis on the same samples is a highly useful approach. Our results show that the real sample properties (mainly the distribution of the contaminant phase) differ from the expected result despite careful sample preparation. In addition to the possibility of quantifying many sample properties relevant for the low-frequency behavior of SIP, X-ray tomography can, in future studies, also be used for detailed analysis of the effects of the geometry at microscale on the sample permittivity. With such studies, the SIP behavior of different samples at frequencies above 10-1000 Hz might be better understood and interpreted.
