Combining the characteristic method and the local discontinuous Galerkin method with carefully constructing numerical fluxes, we design the variational formulations for the time-dependent convection-dominated Navier-Stokes equations in R 2 . The proposed symmetric variational formulation is strictly proved to be unconditionally stable; and the scheme has the striking benefit that the conditional number of the matrix of the corresponding matrix equation does not increase with the refining of the meshes. The presented scheme works well for a wide range of Reynolds numbers, e.g., the scheme still has good error convergence when Re = 0.5e + 005 or 1.0e + 008. Extensive numerical experiments are performed to show the optimal convergence orders and the contours of the solutions of the equation with given initial and boundary conditions.
Introduction
Based on the assumption that the fluid, at the scale of interest, is a continuum, and the conservation of momentum (often alongside mass and energy conservation), the equation to describe the motion of fluid substances can be derived, which is named after the French engineer and physicist Claude-Louis Navier and the Ireland mathematician and physicist George Gabriel Stokes to memory their fundamental contributions. Nowadays, it is still the central equation to fluid mechanics. Let Ω be a bounded polygonal domain in R 2 with Lipschitz-continuous boundary ∂Ω. The time-dependent Navier-Stokes equation for an incompressible viscous fluid confined in Ω is 16 :
x ∈ Ω, u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ].
(1.1)
It is well known that if the body force function f ∈ L 2 (0, T ; H −1 (Ω) 2 ) and the initial value u 0 ∈ H(div, Ω), then this problem has a unique solution u ∈ L 2 (0, T ; H (Ω)), and u t ∈ L 2 (0, T ; V ′ ), where V is defined below (2.2) 16 . The constant ν is the fluid viscosity coefficients. Since p is uniquely defined up to an additive constant, we also assume that Ω p = 0. The (u · ∇)u is a nonlinear convective term. If the components of u are u 1 and u 2 , this term is defined as (u · ∇)u = u 1 ∂u ∂x 1 + u 2 ∂u ∂x 2 .
The idea of the characteristic methods dates back to the works of Arbogast and Wheeler 1 , and Boukir et al 2 . Boukir et al further extend the idea to two and three dimensional nonlinear coupled system, and the detailed numerical analysis for the incompressible Navier-Stokes equation is performed 3 . The characteristic method tackles the time derivative term and the nonlinear convective term together; we use it to solve the considered equation with first order accuracy in time. It seems that the advantages of the characteristic methods can be listed as: 1) efficient in solving the advection-dominated diffusion problems; 2) easily obtaining the existence and uniqueness of the solutions of the discretized system; 3) making the nonlinear equations linear, conveniently tackling the nonlinear obstacles; 4) easily performing the numerical stability analysis. Another idea to treat the nonlinear term is to use the technique of operator splitting 12 .
Because of the inherent performances of the Navier-Stokes or Stokes equations in characterizing the turbulence (most flows occurring in nature are turbulent) in fluids or gases, from the finite element methods to discontinuous Galerkin methods a lot of research works on these topics have been done 4, 5, 6, 7, 8, 9, 10, 14, 17, 23 ; and important progresses have been made. However, it seems that there are less works on the discontinuous Galerkin method to solve the time-dependent incompressible Navier-Stokes equation, and much less works on the local discontinuous Galerkin method. Splitting the nonlinearity and incompressibility, and using discontinuous or continuous finite element methods in space, Girautl et al solve the time-dependent incompressible Navier-Stokes equation 12 . In this paper, we use the local discontinuous Galerkin methods to discretize the space derivative of the considered equation. It seems that the following advantages can be obtained: 1) by introducing the local auxiliary variable, the order of the diffusion term can be reduced and adding the penalty term makes the symmetric formulation possible which is valuable for stability analysis and numerical computation; 2) the introduced auxiliary variablē σ = √ ν∇u lessens the challenges caused by the big Reynold number since √ ν is not as small as ν. Of course, the general advantages of discontinuous Galerkin methods still exist, e.g., suitable for complex geometries, easy to get high order accuracy and to perform hp-adaptivity, and the semi-discrete scheme is explicit, etc.
The outline of this paper is as follows. The computational schemes are presented and discussed in Sec. 2. We prove the existence, uniqueness, and numerical stability in Sec. 3. We perform the numerical experiments and show some numerical simulations to verify the theoretical results and illustrate the powerfulness of the given schemes in Sec. 4. Some concluding remarks are given in Sec. 5; and in the Appendix, we present the other two different variational formulations for the time-dependent Navier-Stokes equations.
Derivation of the numerical scheme
We first introduce the notations, and then focus on deriving the full discrete numerical schemes of the time-dependent Navier-Stokes equations.
Preliminaries
For the mathematical setting of the Navier-Stokes problems, we describe some Sobolev spaces. The L 2 (Ω) is the classical space of square integrable functions with the inner product (f, g) = Ω f g dx; and L 2 0 (Ω) is the subspace of functions of L 2 (Ω) with zero mean value, that is,
and
It is well known that C ∞ 0 (Ω) is the space of infinitely differentiable functions with compact support; and
(Ω). Denote X as the space of functions of (H 1 0 (Ω)) 2 with zero divergence, i.e.,
and X ′ as its dual space. The fundamental work spaces for solving the Navier-Stokes equations are X and M :
The inner product and norm of vector functions v = (v i ) 1≤i≤d are defined as:
The gradient of a vector function v :
is a matrix; and the divergence of a matrix function A :
Consequently, for a vector function v = (v i ) 1≤i≤d , we have
The L 2 inner product of two matrix functions A, B is defined by
equipped with the norm
Obviously, it is a norm; we just prove that it possesses the third property of a norm as follows:
The Broken Sobolev spaces are the natural spaces to work with the DG methods. These spaces depend strongly on the partition of the domain. Let Ω be a polygonal domain subdivided into elements E. Here E is a triangle or a quadrilateral in 2D. We assume that the intersection of two elements is either empty, or an edge (2D). The mesh is called a regular mesh if
where E h is the subdivision of Ω, C is a constant, h E is the diameter of the element E, and ρ E is the diameter of the inscribed circle in element E. We introduce the Broken Sobolev space for any real functions,
equipped with the Broken Sobolev norm:
Jumps and averages:
We denote by E B h the set of edges of the subdivision E h . Let E i h denote the set of interior edges; and
h the set of edges on ∂Ω. With each edge e, we have a unit normal vector n e . If e is on the boundary ∂Ω, then n e is taken to be the unit outward vector normal to ∂Ω.
If v belongs to H 1 (E h ) 2 , the trace of v along any side of one element E is well defined. If two elements E e 1 and E e 2 are neighbors and share one common side e, there are two traces of v belong to e. Now we define an average and a jump for v. We assume that the normal vector n e is oriented from E e 1 to E e 2 , and
If e is on ∂Ω, we have the definition:
Scheme
By introducing an auxiliary variableσ = √ ν∇u, we rewrite (1.1) as a mixed form:
where ν = 1/Re is the viscosity coefficient. Obviously, if √ ν is small enough we have √ ν > ν. Before presenting the variational form, let us clarify the notation: v ·σ · n := 2 i,j=1 v iσij n j :=σ : (v ⊗ n). Multiplying the first, the second, and the third equation of (2.1), by the smooth test functions v,τ , q, respectively, and integrating by parts over an arbitrary subset E ∈ E h , we get the following weak variational formulation:
where n E is the outward unit normal to ∂E, and
:
The above equations are well defined for any functions (u,σ, p) and (v,τ , q) belonging to V × V 2 × M . The exact solution (u,σ, p) will be approximated by the functions (u h ,σ h , p h ) belonging to the finite element spaces
· n e = 0 will also be used in the following analysis. That is to find
h × M h and E ∈ E h , the following holds:
whereσ * h and p * h are to be determined numerical fluxes. By carefully adding the penalty terms and choosing the numerical fluxes:
we develop the following numerical scheme:
The exact solution of (1.1) is expected to be at least continuous; and the boundary is homogeneous; so the added penalty terms
e still keep the consistency of the scheme. Moreover, the locality of the discontinuous Galerkin method still remains since the penalty in the second equation is about u h element-by-element and it is independent ofσ h . The most important thing is that these two additions make the variational formulation well-symmetric. Then it makes the theoretical analysis and numerical implementation of the scheme convenient.
Definitions of the bilinear form:
Then the numerical scheme (2.5) can be recast as for any
where
Characteristics method
For each positive integer N , let 0 = t 0 < t 1 < · · · < · · · < t N = T be a partition of T into subintervals T n = (t n−1 , t n ], with uniform mesh and the interval length ∆t = t n − t n−1 , 1 ≤ n ≤ N . And denote u n = u(x, t n ). The characteristics tracing back along the field of a point x ∈ Ω at time t n to t n−1 is approximately 1,2,3
For the discontinuous Galerkin method, ∀ x ∈ E, we must havex(x, t n−1 ) = x − u n−1 ∆t ∈ E which implies that the ∆t must be small enough to ensure the property. If the initial value is rather small, it can also ensure the property. Consequently, the approximation for the hyperbolic part of (1.1) at time t n can be derived as follows:
Then there exists
From all above, we get the characteristic method:
So the fully discretized scheme, i.e., the characteristic local discontinuous Galerkin (CLDG) scheme, corresponding to the variational formulation (2.5) is to find (u
3. Existence, uniqueness, and stability analysis
Existence and uniqueness
For the notational convenience we define the following equation:
and the right side hand
Hence, the linear system of equations (2.8a)-(2.8c) can be written equivalently as:
Therefore,
and from Lemma 2.1, we get
Hence, p n h = 0, which completes the proof of the uniqueness of the solution.
Remark. Here u n h and p n h can be solved simultaneously, being different from some of the other methods which need to first solve u n h then p n h .
Stability analysis
In this subsection, we present and prove the numerical stability result. 
where u 0 h = u 0 , and C is a constant depending on ∇u.
Proof: Taking v = 2∆tu n h ,τ =σ n h , and q = p n h , respectively, in (2.8a)-(2.8c), we get the following equations:
Multiplying 2∆t in (3.6), 2∆t in (3.7), and adding all the above equations lead to
Then, we get
(3.9)
Summing up the above equation from n = 1 to N , we have
Then the following holds.
From the discrete Gronwall's inequality, we have
The proof is completed.
CLDGM for solving time-dependent convection-dominated NS Eq. 13
Numerical experiment
We perform the extensive numerical experiments to show the powerfulness of the presented schemes; comparing the numerical solutions with the constructed analytical ones, we show that the optimal convergence orders are obtained for the presented numerical schemes with a wide range of Reynolds numbers; one of the striking benefits of the proposed numerical schemes is that with the refining of the meshes the conditional number of the matrix A of the matrix equation Ax = b corresponding to the numerical schemes does not increase. Furthermore, with the specified initial and boundary conditions and the given source term, we simulate the contours of the velocity and pressure at different time t. 
Then the exact solution u has the homogeneous boundary value. And the forcing term f (x, y, t) is determined accordingly from (1.1) for any given ν. In the numerical simulations, we respectively take Re = 1/ν = 1.0e + 002, 1.0e + 003, 1.0e + 005, and 1.0e + 008. Computations are performed with the (P k , P k , P k ) finite element pair on uniform meshes with the stepsize h. With a wide range of Reynolds numbers, the numerical results in Tables 1-8 illustrate that the optimal convergence orders ((k + 1) order accuracy) for both velocity and pressure are obtained. Table 2 . Numerical errors and convergence orders, for u(T ) − u T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 1000, i.e., ν = 0.001; N is the degree of polynomial. Table 3 . Numerical errors and convergence orders, for u(T ) − u T h L 2 Ω with ∆t = 10 −4 and 0005, Re = 50000, i.e., ν = 0.00002; N is the degree of polynomial.
In Figures 1-4 , we numerically show one of the striking benefits of the proposed schemes: the conditional number of the matrix of the corresponding matrix equation does not increase with the refining of the meshes for a wide range of Reynolds numbers. The well symmetric properties of the schemes should make contribution to this benefit. The N denotes the degree of polynomial. Table 4 . Numerical errors and convergence orders, for u(T ) − u T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 10 8 , i.e., ν = 1.0e − 008; N is the degree of polynomial. Table 5 . Numerical errors and convergence orders, for p(T ) − p T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 100, i.e., ν = 0.01; N is the degree of polynomial.
follows:
In this simulation, we use the first order polynomial, the spatial stepsize h = 1/8, and the Reynolds number Re = 100. Figures 5-13 show the contours of u 1h , u 2h , and p h (t) for the different times t = 0.001, 0.01, 0.1. Table 6 . Numerical errors and convergence orders, for p(T ) − p T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 1000, i.e., ν = 0.001; N is the degree of polynomial. Table 7 . Numerical errors and convergence orders, for p(T ) − p T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 50000, i.e., ν = 0.00002; N is the degree of polynomial.
Conclusions
By carefully constructing the numerical fluxes, adding the penalty terms, and using the characteristic method to discretize the time derivative and nonlinear convective term, we design the effective LDG scheme to solve the time-dependent convectiondominated Navier-Stokes equations in R 2 . Besides the general advantages of the LDG scheme, the proposed scheme is theoretically proved or numerically verified to have the following benefits: 1) it is well symmetric, so easy to do theoretical analysis and numerical computation; 2) theoretically proved to unconditionally stable; Table 8 . Numerical errors and convergence orders, for p(T ) − p T h L 2 (Ω) with ∆t = 10 −4 and 0005, Re = 1.0e + 008, i.e., ν = 1.0e − 008; N is the degree of polynomial. 3) numerically verified to have the optimal convergence orders; 4) the conditional number of the matrix of the corresponding matrix equation does not increase with the refining of the meshes; 5) the scheme is efficient for a wide range of Reynolds numbers. The other possible variational formulation is presented in the Appendix. method to discretize the time derivative and the nonlinear convection term. Multiplying the first, second, and third equation of (2.1) by arbitrary smooth test functions v,τ , q, respectively, and integrating by parts over an arbitrary subset E ∈ E h twice, we obtain
Eσ :τ + E √ ν∇ ·τ · u − ∂E √ νu * ·τ · n E = 0, ∀τ ∈ V 2 , − E ∇q · u + ∂E qu * * · n E = 0, ∀q ∈ M,
where n E is the outward unit normal to ∂E. Choosing the fluxes ofσ * , u * , u * * , p * as:σ * = {{σ}}, u * = {{u}}, p * = {{p}}, u * * = {{u}}, leads to the second variational formulation: 
