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Abstract
An adequate set of temporal connectives for CTL is a subset of the logic's temporal
connectives that is suÆcient to express equivalents for all CTL formulas.
In this paper, a characterization of all such adequate sets is presented. Specically,
it is shown that a subset of CTL's temporal connectives is adequate if and only if
it contains one of fAX;EXg, one of fEG;AF;AUg, and EU.
The proof requires, among other things, the analysis of a certain class of mod-
els, the reexive models. These models have the desirable property that several
connectives become redundant, thus simplifying the analysis.
1 Introduction
Recall the denition of an adequate set of connectives:
Denition 1.1 An adequate set of connectives for a logic is a subset S of its
connectives such that every formula of the logic is equivalent to some formula
of the sublogic generated by S.
Why should we be interested in adequate sets? There are several reasons.
One is the tradeo between expressive power and diÆculty of proof and imple-
mentation. For instance, it is certainly easier to express typical propositional
sentences using
:
, ^, _, and! rather than using a single adequate connective
such as the Sheer stroke (NAND). But inductive proofs and computer imple-
mentations will be simpler if there are fewer connectives. So it is of interest
to have ways to express formulas using a larger set of connectives in terms of
a smaller set.
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Adequate sets of connectives are also connected to the problem of clas-
sifying sublogics generated by subsets of connectives. Determining which of
these are distinct up to equivalence of formulas is equivalent to describing the
adequate sets of connectives for each of the sublogics. In practice it is usually
only necessary to consider the original logic and a few of its sublogics.
Most reasonable logics have a substitution theorem, which states that uni-
form replacement of an atom with an arbitrary formula preserves validity and
equivalences. If this is the case then an adequate set of connectives can be used
to express equivalents not only for formulas, but also for formula schemes.
In this paper, we are particularly interested in Computation Tree Logic, or
CTL, a branching-time temporal logic due to Clarke and Emerson [1]. Some
earlier work on branching-time temporal logics [4,7] allowed the application
of path quantiers to linear-time temporal logic (LTL) formulas. A very gen-
eral such logic is CTL* (see, for example, [6]), a logic with good expressive
power but an NP-complete model-checking problem [1]. CTL was developed
as a logic that provides much expressive power, but unlike CTL*, admits an
eÆcient model-checking algorithm.
CTL has been used as the basis for model checking systems in practice.
The model checker SMV [9] is based on CTL, and it has been used to verify
properties of various systems, for example a cache coherence protocol for an
IEEE bus architecture standard (see [2]).
In this paper, we will dene the formulas of CTL using the BNF:
 ::=Atom j > j ? j
:
 j  ^  j  _  j !  j A j E
 ::=X j F j G j  U 
Here  denes the state formulas, while  denes the path formulas. This
mutually recursive denition is derived from CTL*, of which CTL is a sublogic;
only the state formulas are considered to be CTL formulas, but the use of path
formulas simplies the semantics. Accordingly, the temporal connectives of
CTL are considered to be the combinations of path quantiers A and E with
modal connectives X, F, G, and U. That is, there are unary connectives
fAX;AF;AG;EX;EF;EGg and binary connectives fAU;EUg.
A model M for CTL consists of a set S of states, a labelling function
L : S ! Atoms, and a transition relation Tran  S  S, such that for every
s 2 S, there is s
0
2 S such that (s; s
0
) 2 Tran.
The satisfaction relation j= is dened by mutual recursion over state formu-
las and path formulas, according to the following rules, where M is a model,
s 2 S, and  = (s
0
! s
1
! s
2
!    ) is a path in M:

M; s j= A if and only if for all paths 
0
in M starting at s, M; 
0
j= .

M; s j= E if and only if there exists a path 
0
in M starting at s such
that M; 
0
j= .

M;  j= X' if and only if M; s
1
j= '.

M;  j= F' if and only if there is i  0 such that M; s
i
j= '.
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
M;  j= G' if and only if for all i  0, M; s
i
j= '.

M;  j= 'U  if and only if there exists i  0 such that M; s
i
j=  and for
all j such that 0  j < i, M; s
j
j= '.
The usual rules apply for propositional connectives and constants, and an
atom p is satised at those states s with p 2 L(s).
This paper presents a complete characterization of the adequate sets of
temporal connectives for CTL.
After this paper had been written, the author learned that the main result
of Lemma 3.5 had been previously proven [8].
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2 Adequacy Theorem
Theorem 2.1 The adequate sets of temporal connectives for CTL are exactly
those sets of temporal connectives containing at least one of fAX;EXg, at least
one of fEG;AF;AUg, and EU.
The requirement for EU may seem surprising at rst. However, the fact
that there is no such requirement for AU does not give a contradiction, since
AU and EU are not dual. If we allow boolean combinations of path formulas
with the usual semantics (as in CTL*), we can write the path formula equiva-
lence
:
('U )  ((
:
 )U(
:
'^
:
 ))_G
:
 (see, for example, [6]). However,
when we apply a path quantier to both sides of this equivalence, we get a
CTL equivalence only if that quantier distributes over _, that is, only for E
(in which case we get equivalence (6), below), not for A.
One direction of the proof is straightforward: to prove that every such set
of temporal connectives is in fact adequate.
Lemma 2.2 The sets of temporal connectives specied in Theorem 2.1 are
adequate.
Proof. We claim that the following are equivalences in CTL:
AX'
:
EX
:
'(1)
AF'
:
EG
:
'(2)
AG'
:
EF
:
'(3)
AF'A[> U '](4)
EF'E[> U '](5)
A[' U  ]
:
E[
:
' U (
:
' ^
:
 )] ^ AF (6)
3
Martin
#
"
 
!
s
0
-
#
"
 
!
s
1
-
#
"
 
!
p
s
2




Fig. 1. ModelM demonstrating inadequacy of S
1
For proofs of these and similar equivalences, see, for example, [6].
Given any set of connectives S as specied in Theorem 2.1 and any CTL
formula ', we can use equation (1) to write whichever of AX and EX does not
occur in S in terms of the other one. Then, if one of EG or AF occurs in S,
we can use equations (2) and (6) to write all of EG, AF, and AU in terms of
EU and whichever of them occurs in S. Otherwise, AU occurs in S and we
can use equations (2) and (4) to write EG and AF in terms of AU. Finally, we
can use equations (3) and (5) to write AG and EF in terms of EU. In all cases
we have found a formula '
0
of the sublogic generated by S that is equivalent
to the given formula '. 2
The other direction is more diÆcult. We must show that any set of tem-
poral connectives not meeting the conditions of Theorem 2.1 is not adequate.
Since a superset of an adequate set is adequate, it is enough to consider only
three sets of temporal connectives:
S
1
:=C n fAX;EXg
S
2
:=C n fEG;AF;AUg
S
3
:=C n fEUg
where C := fAX;AF;AG;AU;EX;EF;EG;EUg is the set of all CTL temporal
connectives.
Lemma 2.3 The set of temporal connectives S
1
:= C n fAX;EXg is not ad-
equate.
Proof. We consider the CTL formula EX p and the model M shown in Fig-
ure 1.
There is only one path,  = (s
0
! s
1
! s
2
! s
2
!    ), starting at s
0
,
and similarly there is only one path 
0
= (s
1
! s
2
! s
2
!    ) starting at s
1
.
We have M; s
0
6j= EX p and M; s
1
j= EX p. But we claim that if ' is a
formula not using AX or EX, then M; s
0
j= ' if and only if M; s
1
j= ', so in
particular ' cannot be equivalent to EX p. This will show that S
1
is not an
adequate set.
We will prove this claim by structural induction on '. We may assume by
equivalences (1){(6) that ' uses only the temporal connectives EG and EU.
The base case is if ' is an atom, >, or ?. In this case the claim is obvious,
since s
0
and s
1
are identically labeled.
If ' has a propositional connective as its principal connective, then the
claim follows trivially from the induction hypothesis.
4
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Fig. 2. ModelM demonstrating inadequacy of S
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If ' = EG , then M; s
0
j= ' if and only if M; s
i
j=  for i 2 f0; 1; 2g,
and M; s
1
j= ' if and only if M; s
i
j=  for i 2 f1; 2g. But by the induction
hypothesis, M; s
0
j=  if and only if M; s
1
j=  ; so we can conclude that
M; s
0
j= ' if and only if M; s
1
j= '.
If ' = E[ U  
0
], then M; s
0
j= ' if and only if there exists i  0 such
that M; 
i
j=  
0
, and for all j with 0  j < i, M; 
j
j=  . (Here 
i
denotes
the i
th
state of , numbered from zero.) Using the induction hypothesis,  
and  
0
each have the same truth value at s
0
and s
1
. We consider cases: if
i < 2, then M; s
0
j=  
0
, and if i  2, then M; s
0
j=  and M; s
2
j=  
0
.
Each of these implies M; s
0
j= ', so we can conclude that M; s
0
j= ' if
and only if one of these conditions holds. We can do a similar case analysis
and nd that M; s
1
j= ' if and only if either M; s
1
j=  
0
, or M; s
1
j=  
and M; s
2
j=  
0
. But using the induction hypothesis again, the two sets of
conditions are equivalent, so again we conclude that M; s
0
j= ' if and only if
M; s
1
j= '. This completes the induction. 2
We have seen the rst technique that will be needed to prove that a set S
is not adequate: Find a CTL formula ', which is claimed not to be equivalent
to any formula in the sublogic generated by S. Then for any given CTL
formula  with temporal connectives from S, nd two states (in the same or
dierent models) such that ' is true at one and false at the other, but  has
the same truth value at both. (Similar techniques were used by Lamport [7].)
Lemma 2.4 The set of temporal connectives S
2
:= C n fEG;AF;AUg is not
adequate.
Proof. In this case we will consider an innite model M. Its states are s
i
for i  0 and s
0
i
for i < 0. All states are labeled with ; except for s
0
which is
labeled with fpg. There are transitions from s
i
to s
i+1
, from s
0
i
to s
i+1
, from
s
0
i
to s
0
i
for i < 0, and from s
0
to s
0
. Part of this model is shown in Figure 2.
There is a unique path starting at any state s
i
, which eventually reaches
s
0
which satises p. So for all i  0, M; s
i
j= AF p. But starting at any
state s
0
i
, there are innitely many paths that may remain at s
0
i
for some time
5
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but eventually transition to s
i+1
and continue on to s
0
, as well as a constant
path remaining at s
0
i
forever. The latter path does not satisfy F p, so for all
i < 0, M; s
0
i
6j= AF p. But we claim that for any formula ' not using EG, AF,
or AU, there exists n
'
< 0 such that ' has the same truth value at all states
s
i
and s
0
i
with i  n
'
, so in particular ' cannot be equivalent to AF p. This
will show that S
2
is not an adequate set.
Again we proceed by structural induction on '. We may assume, using
the equivalences (1){(6), that ' uses only the temporal connectives EX and
EU. The base case, where ' is an atom, >, or ?, is trivial. If the principal
connective of ' is propositional, we can take n
'
to be the minimum of the n
values for the operand(s) of this connective and the claim clearly holds.
If ' = EX , let n
'
:= n
 
  1. For i  n
'
, M; s
i
j= ' if and only if
M; s
i+1
j=  , and M; s
0
i
j= ' if and only if either M; s
0
i
j=  or M; s
i+1
j=  .
But by the induction hypothesis,  has a constant truth value on s
i
and s
0
i
for i  n
 
, and i  n
'
implies i+ 1  n
 
. So we can conclude that ' has the
same truth value on s
i
and s
0
i
for i  n
'
as  has on s
i
and s
0
i
for i  n
 
, and
the claim holds.
If ' = E[ U 
0
], then by the induction hypothesis,  has a constant truth
value on s
i
and s
0
i
for i  n
 
, and  
0
has a constant truth value on s
i
and s
0
i
for i  n
 
0
. Let n
'
:= min(n
 
; n
 
0
). If  
0
is true at the states s
i
and s
0
i
for
i  n
'
, then so is ' and the claim holds. Otherwise we may assume  
0
is false
at all of these states, since it has a constant truth value on them. In this case,
we consider  . If it is false at the states s
i
and s
0
i
for i  n
'
, then so is ' and
the claim holds. So we may also assume that  is true at all of these states.
Now if any state s
i
or s
0
i
for i  n
'
satises ', then the path from that state
satisfying  U  
0
must go through s
n
'
+1
, and we must have M; s
n
'
+1
j= '.
But every state s
i
or s
0
i
with i  n
'
has a path to s
n
'
+1
along which every
state satises  ; then all of these states satisfy '. So either all of these states
satisfy ' or none of them do, and in either case the conclusion holds. This
completes the induction. 2
This time we needed a slightly dierent approach. For any xed nite
n, every CTL formula is equivalent on models with at most n states to some
formula using only the next-time connectives AX and EX. (This can be shown
using xed-point techniques; see, for example, [6].) So when proving that a set
of temporal connectives that includes AX or EX is not adequate, it is necessary
to consider arbitrarily large models. (Again, similar techniques were used in
[7].)
Showing that S
3
is not adequate will use both of the techniques we have
seen already. But rst we need some results on reexive models.
3 Reexive models
Denition 3.1 A model M is reexive if its transition relation is reexive,
i.e. if there is a loop on every state.
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Reexive models are of interest for a variety of reasons. In modal logics,
reexiveness corresponds to a meaningful axiom, and in models of compu-
tation, reexiveness corresponds to allowing idling. But our interest in this
property is simply that it will eliminate many of the diÆculties involved in a
proof that S
3
is not an adequate set.
When considering a subclass of models, it is natural to ask about equiva-
lence (and validity) relative to this subclass. Since equivalence means having
equal truth values in all models, a smaller class of models yields a coarser
equivalence relation.
Denition 3.2 Let ' and  be CTL formulas. Suppose that for all reexive
models M and states s of M, M; s j= ' if and only if M; s j=  . Then we
will say that ' and  are equivalent on reexive models, and we will write
' 
r
 .
There is, as usual, a substitution theorem:
Theorem 3.3 If ' 
r
'
0
,  
r
 
0
, and p is any atom, then '[ =p] 
r
'
0
[ 
0
=p].
Proposition 3.4 The following equivalences hold on reexive models, where
' and  are arbitrary CTL formulas:
EG'
r
'(7)
AF'
r
'(8)
A[' U  ]
r
 (9)
Proof. Suppose M is a reexive model and s is a state inM. Then M; s j=
A[' U  ] if and only if for every path  starting at s, M;  j= ' U  . In
particular, the constant path at s (which must exist since M is reexive)
satises 'U , soM; s j=  . Conversely, ifM; s j=  , clearlyM; s j= A['U ].
So we have proved (9). The other cases are similar. 2
We have shown that the connectives EG, AF, and AU are redundant on
reexive models. This will make the job of proving that S
3
is not an adequate
set much easier.
On the other hand, the connectives AG, EF, and EU behave exactly the
same on any modelM and its reexive closureM
0
(which has the same states
asM). That is, any CTL formula using only these three temporal connectives
has the same truth values on corresponding states of M and M
0
. This can
be proved by induction; the base case and the cases AG and EF are obvious.
The case EU is more interesting. Suppose ' and  have the same truth
values on corresponding states of M and M
0
. Clearly, for any path  in M,
M;  j= 'U  if and only ifM
0
;  j= 'U  . Conversely, if 
0
is a path inM
0
satisfying ' U  , dene a path  in M with the same starting state as 
0
by
eliminating loop edges from 
0
up to the rst state satisfying  . This gives a
nite path in M since all non-loop edges of M
0
are edges of M, and it can
7
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be extended arbitrarily to an innite path. Clearly we have M;  j= ' U  .
Using the denition of satisfaction for E, the inductive step for EU follows.
Lemma 3.5 The set of temporal connectives S
3
:= C nfEUg is not adequate.
Proof. We will consider the formula E[p U q]. Suppose ' is an arbitrary
formula not using the connective EU; we want to show that it is not equivalent
to E[p U q]. This will show that S
3
is not an adequate set and thus complete
the proof of Theorem 2.1.
We may assume, using our earlier equivalences (1){(6), that ' uses only the
connectives EX, EF, and AU. (We cannot eliminate EF using equivalence (5)
because it would leave us with EU, nor can we replace AU with another
connective using equivalence (6) for the same reason.)
Now using equivalence (9) and Theorem 3.3, we can replace each occur-
rence of AU in ' with its second operand to obtain a formula '
0
using only
the connectives EX and EF with ' 
r
'
0
. We may further assume that none
of the subformulas of '
0
with principal connective EF are equivalent in reex-
ive models to ?, without loss of generality since we could replace any such
subformulas with ? and still have ' 
r
'
0
.
Let '
1
; '
2
; : : : '
m
be the subformulas of '
0
with principal connective EF.
By assumption, none of them is equivalent to ? in reexive models, so letM
i
be a reexive model and t
i
a state of that model such that M
i
; t
i
j= '
i
, for
1  i  m. Now we will dene two reexive modelsM andM
0
as follows: M
will consist of the disjoint union of the states of the M
i
, together with states
r
i
for 0  i  m and s
i
for i  0. The labelling of the states from the M
i
will be unchanged, the labelling of the states r
i
will be ;, and the labelling
of the states s
i
will be fpg. The transitions of the M
i
will be retained, and
there will also be transitions from r
i
to t
i
for 1  i  m, from s
i
to s
i+1
for
i < 0, from s
0
to r
i
for 0  i  m, and from every state to itself. This model
is shown in Figure 3. M
0
will be identical toM, with its states distinguished
by primes, except that the labelling of r
0
0
will be fqg.
ClearlyM; s
i
6j= E[pU q] andM
0
; s
0
i
j= E[pU q] for all i  0. Indeed, in the
former case every path from s
i
must either remain among the s
j
, or eventually
reach one of the r
j
, and in either case it does not satisfy p U q. In the latter
case, the path s
0
i
! s
0
i+1
!    ! s
0
0
! r
0
0
! r
0
0
!    starting at s
0
i
satises
p U q.
But we claim that for any subformula  of '
0
, there exists n
 
 0 such
that  has a constant truth value on all states s
i
and s
0
i
with i  n
 
. We
again use induction. The base case of atoms, >, or ? is trivial. Also, as in
the proof of Lemma 2.4, if  has a propositional principal connective, we can
take n
 
to be the minimum of the n values of this connective's operand(s). So
only the temporal cases are left.
If  = EF 
0
, then  = '
k
for some k. In this case M; t
k
j=  and
M
0
; t
0
k
j=  . But this means that there are states s and s
0
reachable from t
k
and t
0
k
respectively withM; s j=  
0
andM
0
; s
0
j=  
0
. But by construction, for
8
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Fig. 3. ModelM demonstrating inadequacy of S
3
any i  0, t
k
is reachable from s
i
by the path s
i
! s
i+1
!    ! s
0
! r
k
! t
k
,
so by concatenating paths, s is reachable from s
i
; similarly s
0
is reachable from
s
0
i
. So M; s
i
j=  and M
0
; s
0
i
j=  for all i  0; so we can take n
 
:= 0 and
the claim is satised.
Finally we have the case  = EX 
0
. But this case is similar to the EX
case in the proof of Lemma 2.4, and the same argument holds. This completes
the induction.
Since our modelsM andM
0
are reexive by construction, we can conclude
that '
0
6
r
E[p U q]. Since 
r
is an equivalence relation, this implies ' 6
r
E[p U q]; a fortiori, ' 6 E[p U q], as required. 2
Thus we have completed the proof of Theorem 2.1.
Laroussinie [8] gives a much more direct proof of Lemma 3.5 using just a
single CTL model and without using results on reexive models. The proof
given here was developed independently by the author.
4 Further questions
We have characterized the adequate sets of temporal connectives for CTL.
Where do we go from here? There are several possibilities.

Characterize the sublogics generated by subsets of connectives.
We have identied the subsets of the set C of temporal connectives that
are adequate for CTL; but what about the sublogics generated by subsets
that are not adequate? Some of them are equivalent in terms of expressive
power, others are not. The equivalences (1){(6), together with Theorem 2.1,
9
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go a long way toward characterizing these sublogics. The key fact is that
if S; S
0
 C are two sets of connectives generating equivalent sublogics,
then S [ S
00
and S
0
[ S
00
generate equivalent sublogics for any S
00
 C.
This means that the pairs of nonequivalent sublogics consisting of CTL it-
self together with the inadequate sets of Lemmas 2.3, 2.4, and 3.5 induce
additional pairs of nonequivalent sublogics generated by smaller sets of con-
nectives. However, there is still some more work to be done, in particular
to determine whether S and S[fAUg can generate nonequivalent sublogics
for S containing EG or AF but not EU.

Consider other types of sublogics.
There is also the question of sublogics not generated by subsets of con-
nectives. For example, some recent research on this topic by Etessami and
Wilke is [3], in which sublogics of LTL are dened by limiting the nesting
depth of certain connectives. The possibilities for dening such sublogics
appear endless. Some of them are interesting in their own right, as in [3],
and it may also be an interesting question whether or not such sublogics
can be treated systematically.

Consider combinations of temporal logic and linear logic.
Another possibility is to consider the eect of changing the base logic,
specically using Girard's linear logic [5] instead of classical logic. A CTL-
like semantics can be dened using trees whose nodes are labeled with mod-
els of linear logic, such as phase spaces. The question of expressiveness and
adequate subsets of connectives applies in this setting as well, and it may
be an interesting question given the unique properties of linear logic such
as resource sensitivity.
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