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ABSTRACT 
A class of clockedlautonomous circuits is defined in which 
the behaviour is described by a one-dimensional mapping. 
For these circuits, the power density spectrum at the harmon- 
ics of the clock frequency can be calculated directly from the 
invariant density of the mapping. An algorithm for carry- 
ing out this calculation is derived and illustrated, using the 
clocked monostable multivibrator as an example. An appli- 
cation to EMC improvement is suggested and possible ex- 
tensions to the work are discussed. 
1. INTRODUCTION 
The possibility of using chaos in a switch-mode power sup- 
ply to improve its electromagnetic compatibility (EMC) was 
raised in [l] and taken further in [2]. Our thesis there was 
that, rather than concentrating energy in peaks, correspond- 
ing to periodic operation, chaotic behaviour leads to a broad- 
band spectrum which would in turn have favourable impli- 
cations for EMC. 
In [2] we showed how to calculate the periodic spectral 
components, i.e. the power density spectrum (PDS) at the 
clock frequency and its harmonics, in a chaotically operat- 
ing boost converter. Certain simplifying assumptions were 
made, for example that the exact 2-D mapping [3] can be ap- 
proximated as a 1-D mapping. We verified our calculations 
expermentally. 
In this paper we describe how to calculate the periodic 
spectral components in a class of systems that are clocked, 
autonomous and one-dimensional (1-D). After defining the 
class of systems for which this is possible, we briefly sum- 
marise the derivation of the method used. We then present 
results for chaotic behaviour in a clocked monostable multi- 
vibrator to illustrate the calculation and discuss to what de- 
gree the calculation can be carried out in closed form. 
2. THE SPECTRAL CALCULATION 
The spectral calculation we now describe applies to systems 
which are autonomous, 1-D and clocked (period T) .  For 
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Figure 1: The waveform of a two-state clocked/thresholding 
system. 
convenience we use rescaled time x = t /T and frequency 
R = 27r f T (where f is the linear frequency). The n-th cycle 
consists of the following steps (see figure 1): 
0 Initially: in state S, in which case the state variable as 
a function of rescaled time z is y,(z); (x = 0 at the 
beginning of the cycle). Clock pulses are ignored. 
0 At time x, later: y,(x,) = yt, a threshold value, 
when the system switches to state S’. The state vari- 
able is now given by yL(x). At the start of S’, x is 
reset to 0. 
0 At the arrival of the next clock pulse, a time x; later: 
system switches back to state S. 
Notethatx;=l-x,rnodlandz,+x~= [xnl.To 
compute the periodic spectral components we need to find 
the Fourier transform of R, (T) ,  the autocorrelation function 
of y(x): 
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The line of argument advanced in [2] then runs as follows: 
0 y(x) = p ( z )  + c(z), where p and c are the periodic 
and non-periodic components respectively. 
0 The periodic component can be expressed as a Fourier 
series: 
00 
p(z)  = Am&2Kmx 
with A, = A(27rm), where, for any 0, 
m=--00 
A(R) = lim - /'" y(z)e-jnZ dx 
TO-+W 2T0 -To 
0 The autocorrelation function of y, R,(T) = Rp(7) + 
RC(7) ,  i.e. the cross-correlation RPc(7) = 0. 
The PDS is the Fourier transform of R, (T).  The peri- 
odic spectral components, from the Fourier transform 
of Rp(7) ,  are [4, Theorems 11.9 and 11.10]. 
Hence, we need to calculate 
1"' yl n (z)e-jn(Jn+Z+Zn) dx (1) 
where the integers Jn+l = c!=,[zil with J I  = 0, and 
( X O )  = limn.+oo J,/n is the mean cycle length. 
For the clock frequency and its harmonics, R = 2rm, 
m integer, and equation (1) simplifies to 
y' (x)e-j2am('XfZn) dz (2) l-x."odl 
The fact that the system is autonomous and I-D means 
that gn(z) and y; (x) are monotonic functions of a single ini- 
tial condition. The implications of this are that: 
1, The function yn(x) is invertible, and we can therefore 
write it as y(y,, x) or y(z,, z). It is best to choose 
y,(x) = y(xn, x). The 1-D nature of the system and 
the fact that yL(0) = Yt implies that yL(o) does not 
depend on n, and so we write y;(x) = y'(x). 
2. There is a function F(o)  such that xn+l = F(Xn). 
This function can be written down explicitly if y is in- 
vertible explicitly. This is the case, for instance, when 
the system in state S is linear. 
The minimum value of F ( z )  will be 0; let its maximum 
be X. If F is an expanding mapping and has normalised in- 
variant density p(z) on [0, X) then Birkhoff's Ergodic The- 
orem [5] states that 
N X 
lim -!- 4 (F["- '](x))  = Jd p(u)4(u) du (3) 
N+* N n=l 
for almost all initial conditions x and for any integrable func- 
tion 4 which maps [0, X) to R. Here, F[i](z) is the i-th it- 
erate of F .  The theorem can be used to evaluate the sum in 
equation (2) as 
yf (x)e-j2nm(u+z) dz ] du (4) rUmod1 
The ergodic theorem can also be used to find (Xo) ,  the 
mean cycle length, which is 
X 
W O )  = 1 P(x)rzl dz ( 5 )  
Equations (4) and (5) together can be used to calculate 
IAmI2, which is the PDS at the rn-th harmonic of the clock 
frequency. 
3. EXAMPLES 
Several circuits can be modelled as described above. For in- 
stance, current-mode controlled buck, boost and buck-boost 
converters when the smoothing capacitor is large, leading to 
approximately 1-D behaviour, come into this category. All 
the details, including spectral calculations, are in [2] for the 
boost converter, but what is said there applies to the other 
two topologies merely by redefining the parametera that ap- 
pears in the mapping F. The definitions of a are given in the 
table below; Vi and V, are the input and mean output volt- 
ages respectively. The functions yn (z)/y'(x), representing 
the inductor current, are risinglfalling linear ramps. 
A circuit that also comes into this category is the astable 
multivibrator. This has been treated as an example of chaotic 
behaviour in [6], although its spectral properties have not 
been discussed. 
The repetitively-triggered monostable multivibrator - 
see figure 2 -can also be modelled in the same way and we 
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now calculate IA,I2 for this circuit. An analysis of chaotic 
monostable behaviour, spectral properties apart, is presented 
in [7]. In this case, y(x,, x )  = efl(zn-z) - 1 and y'(z)  = 
1 - e-'z, with y and y' representing the rescaled timing ca- 
pacitor voltage, (UA - vg)/I&. The parameters are ,f3 = 
T/(RlC)  and y = T/(R&) where T is the clock period. 
The mappings F for the circuits are given below. 
Circuit Maming, F ( x )  
Buck converter 
a ( 1 -  x mod 1) I V Boost converter "=a a z Y Q - 1  V; 
Buck-boost converter I 
Vi I 
Astable 
Monostable 
1 - (ax + b)  mod 11 
1 1 4 2  - e-y(l-zmod1) 
B 1 
In order to use equations (4) and ( 5 )  to calculate A,, 
and hence I A,  1 2 ,  the periodic spectral components, we now 
only need the invariant density p of F ,  which exists provided 
that ,f3 and y are such that F is an expanding mapping. This 
condition is met when IdF/dzl > 1 everywhere, which is 
equivalent to j? < y/(2e' - 1). We use p = 0.043 and 
y = 0.92, corresponding to reference [7] with clock fre- 
quency 5kHz; then IdF/dxl 2 5.4 everywhere. When x is 
just greater than an integer F ( x )  attains its maximum value, 
X ,  which is (l/P) ln[2 - e-']. The invariant density can 
now be calculated simply by iterating F a large number of 
times and plotting a normalised histogram of the distribution 
of iterates on [0, XI.  The result for lo6 iterations is plotted 
in figure 3. The final stage involves evaluating ( X o )  from 
equation (3, using numerical integration, and then finding 
A,  from equation (4). For the monostable multivibrator, 
the integrals with respect to x can be done analytically, but, 
since p(u) is not known explicitly, the integral with respect 
to U is done numerically. The periodic spectral components, 
IA,I2, can then be found. 
For the purposes of comparison the spectral calculation 
has been carried out in a number of different ways and the 
results are compared in figure 4. First of all, the periodic 
spectrum was computed by finding the sum in equation 1 
for N = 5000. The invariant density algorithm was also 
used. Finally, a segment of the monostable waveform was 
generated ( N  = 151, corresponding to 1024 clock periods; 
128 sample points per clock period) and a FFT algorithm 
used to estimate the PDS. Such a short segment was used 
because of the large number of sampling points required- 
217 = 131,072. 
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Figure 2: A monostable multivibrator. 
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Figure 3: The invariant density of the monostable mapping 
F ( x )  = (1//?) 142 - e-'(l-zmodl)] with ,f3 = 0.043 and 
y = 0.92. 
Invariant density algorithm 
0 Numerical algorithm 
io-' 
in" 
m e 
t 
d 
0 1 2  3 4 5 6 7 8 9 10 
Harmonic, m 
Figure 4: The PDS of the monostable waveform calculated 
in three different ways. 
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Figure 5: The invariant density of the boost converter map- 
ping. It was calculated by the algorithm in [2] with a = 
2.65, and h is chosen so that the density is normalised. 
4. DISCUSSION, FURTHER WORK AND 
CONCLUSIONS 
We have defined a class of clockedautonomous two-state 
circuits whose behaviour can be described by a mapping F .  
Under certain conditions it is possible to calculate the peri- 
odic components of the PDS from the invariant density of F ,  
when it exists. The degree to which this calculation can be 
carried out in closed form depends on the exact nature of F .  
For instance. 
1. F is Markov [8], i.e. [0, X )  can be partitioned into a 
finite number of intervals such that F maps these in- 
tervals into each other. In this case, p is a piecewise 
constant function over the intervals. The spectral cal- 
culation can be carried out entirely in closed form. 
2. F is piecewise linear but not Markov. This is true for 
the power converters mentioned earlier, for almost all 
values of a. Here, p is still piecewise constant, but 
there are an infinite number of partitions. The situ- 
ation is illustrated in figure 5 for the boost converter 
mapping with 0: = 2.65, which shows how the map- 
ping can be represented in ‘almost closed form’. 
3. F is of some other form. The monostable mapping is 
an example of this. The invariant density has to be cal- 
culated numerically, as does equation 4. 
The class of systems that can be analysed in this way 
can clearly be extended, for instance to three or more states, 
and, for linear y and g‘, ones in which the threshold is 
time varying. The latter case would apply to converters with 
PWM by natural sampling. Of interest too is the problem of 
calculating the PDS at frequencies other than the clock har- 
monics. 
The possibility of switch-mode power supply interfer- 
ence reduction by chaos has already been mentioned [l], [2]. 
Of interest therefore is the behaviour of spectral peaks as cir- 
cuit parameters are varied, and the algorithm for calculating 
these peaks presented here is ideal for spectral peak tracking. 
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