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Preface
Steam Assisted Gravity Drainage (SAGD) has been one of the most prevailing in-situ heavy
oil recovery techniques for decades in Canadian bitumen recovery projects. The target
of this method is bitumen which is ultra-heavy oil extracted from oil sands. Because of
the shallowness of heavy oil reservoirs and the cold ambient environment, typical reservoir
temperature is about 10◦C where viscosity is commonly over 1 million cP. Obviously in-situ
bitumen is too viscous to induce flow. However, as widely known, oil viscosity is sharply
reduced as temperature increases. Canadian bitumen reservoirs have also been developed
using steam which is an ideal heat carrier because of its huge heat capacity. In addition,
since pure water resource is abundant in Canada, steam injection to subsurface formation
has been widely applied. However, there are several drawbacks that could impair the SAGD
performance. The main drawback of SAGD is nontrivial consumption of energy to generate
steam. Since SAGD is a thermal process using steam, fuel gas must be burned. It is
not only uneconomical but also environmentally unfriendly. To curtail the consumption of
steam, many SAGD variants have been proposed. Solvent assisted (SA)-SAGD is one of the
promising candidates that can mitigate the drawbacks of the SAGD process without losing
SAGD advantages. Since SA-SAGD is a process where steam and solvent are co-injected,
the resulting oil flow rate is expected to be further enhanced improving economics due to the
viscosity reduction effect brought by the dissolution of solvent into highly viscous bitumen.
The mechanism of solvent assisted processes such as SA-SAGD is complex because the
combined effect of heat and solvent to yield viscosity reduction governs the process. Even
though it is complicated, the thermal-compositional effect of solvent assisted methods can
be represented by two basic physical laws: thermal conduction and compositional mixing
brought by diffusion and dispersion. Since the pressure gradient is trivial in SA-SAGD
process, the driving force of solvent mixing with bitumen is the molecular diffusion and
mechanical (transverse) dispersion. In this research, effective diffusion coefficients between
solvents and bitumen were characterized. Then the transverse dispersivity was estimated.
I successfully measured them through a series of diffusion and dispersion experiments using
X-ray computed tomography (CT).
To estimate the performance of field scale implementations of SA-SAGD, numerical sim-
ulation approaches and semi-analytical approaches have been investigated in the industry.
However, SA-SAGD process is governed by multiple physical laws in different scale. A
iii
reliable numerical simulation has yet to be developed. Hence, alternatively, analytical so-
lution frameworks for SAGD have been modified to express the SA-SAGD process. Due
to high nonlinearity, physical models of SA-SAGD are assisted by numerical techniques
such as Newton-based nonlinear solvers (the Newton-Raphson method and the trust region
method, for example). Particularly in this research, a complex phase behavior involving wa-
ter and hydrocarbons occurring at the interface between solvent mixture and bitumen was
modeled by a four-phase equilibrium calculation framework with a robust nonlinear solver
using sequential substitution iteration (SSI), the Newton-Raphson and the trust region (TR)
methods. A semi-analytical model was constructed to reproduce the previous experimental
results and to estimate the field scale performance of SA-SAGD implementation to actual
bitumen reservoirs in Canada.
This thesis is organized as follows. First, an overall summary of this research is provided
in Chapter 1 – Executive summary. A comprehensive background and literature review is
done in Chapter 2 - Introduction. Then, in Chapter 3 – Estimation of diffusion coefficients,
the experimental characterization of molecular diffusion coefficients is discussed. The tor-
tuosity of an actual oil sand core is estimated in Chapter 4 – Estimation of tortuosity. The
effective diffusion coefficients can be calculated based on the estimated molecular diffusion
coefficients and tortuosity. In Chapter 5 – Estimation of dispersivity, a series of laboratory
experiments conducted to determine a transverse dispersivity are shown. The field scale
dispersivity by which the oil production rate in the SA-SAGD process is controlled is esti-
mated using a correlation. Chapter 6 – Four-phase equilibrium calculations demonstrates
the framework of phase equilibrium calculations which determine the boundary and initial
conditions of mixing process between solvents and in-situ bitumen. In Chapter 7 – Semi-
analytical model, the construction of semi-analytical solutions for SAGD and SA-SAGD is
discussed. Chapter 8 – Discussion and conclusions summarizes key findings, current limita-
tions and the way forward of this research.
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The Steam Assisted Gravity Drainage (SAGD) process has been widely used for in-situ
heavy oil recovery. However, there are several drawbacks that could impair the SAGD
performance. The main drawback of SAGD is nontrivial consumption of energy to gener-
ate steam. Since SAGD is a thermal process using steam, fuel gas must be burned. It is
not only uneconomical but also environmentally unfriendly. To curtail the consumption of
steam, many SAGD variants have been proposed. Solvent-Assisted Steam-Assisted Gravity
Drainage (SA-SAGD) is one of the promising candidates that can mitigate the drawbacks
of the SAGD process without losing SAGD advantages. Rather, since SA-SAGD is a pro-
cess where steam and solvent are co-injected, the resulting oil flow rate may be further
enhanced due to the viscosity reduction effect brought by solvent dissolution into highly
viscous bitumen. Enhanced oil flow rate improves economics.
Although the fundamental mechanisms of SA-SAGD are too complicated to be fully un-
derstood, but the key issue has been the evaluation of fluid mixing between injected solvents
and in-situ bitumen. Since the pressure gradient is trivial in SA-SAGD process, the driving
force of solvent mixing into bitumen is molecular diffusion and mechanical (transverse) dis-
persion. In this research, effective diffusion coefficients between solvents and bitumen were
characterized. Then the transverse dispersivity was estimated. Both diffusion coefficients
and dispersivity were successfully measured through a series of diffusion and dispersion
experiments using X-ray computed tomography (CT).
To estimate the performance of field scale implementations of SA-SAGD, numerical sim-
ulation approaches and semi-analytical approaches have been investigated in the industry.
However, SA-SAGD process is governed by multiple physical laws in different scale. A reli-
able numerical simulation has yet to be developed. Hence, alternatively, analytical solutions
for SAGD have been modified to express the SA-SAGD process. Due to high nonlinearity,
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SA-SAGD physical models are assisted by numerical techniques such as Newton-based non-
linear solvers (the Newton-Raphson method and trust region method, for example). Particu-
larly in this study, a complex phase behavior involving water and hydrocarbons occurring at
the interface between solvent mixture and bitumen was modeled by four-phase equilibrium
calculation framework with a robust nonlinear solver using sequential substitution iteration
(SSI), Newton-Raphson and trust region (TR) methods.
1.2 Key findings
1.2.1 Estimation of diffusion coefficients
Binary diffusion coefficients between solvents and bitumen at different temperature condi-
tions were measured using a medical CT scanner shown in Figure 1.1. The diffusion coef-
ficients are given as a function of solvent concentration. The Boltzmann-Matano method
was adopted to analytically derive those diffusion coefficients. Three diffusion experiments
were conducted to observe the sensitivity of solvent species and temperature on diffusion
coefficients. The experiments were performed at the fixed pressure conditions around 35
bar (500 psia). Figures 1.2 through 1.4 show the measured diffusion coefficients of the high
temperature hexane-bitumen system, the high temperature diluent-bitumen system and the
low temperature hexane-bitumen system. The averaged diffusion coefficients are 1.47×10−9
m2/s, 1.23×10−9 m2/s and 0.72×10−9 m2/s, respectively. Those values are in a good range
according to a review paper on measurements of diffusion coefficients between hydrocarbons
(Ghanavati et al., 2014).
1.2.2 Estimation of tortuosity
To mathematically model the spontaneous mixing phenomena in porous media, a factor
called tortuosity should also be identified. Tortuosity indicates the complexity of local
flow paths in porous media, and can be estimated by a statistical method (Nakashima and
Kamiya, 2007; Nakashima et al., 2008). The micro scale pore structure of oil sand samples
was captured by a micro focus X-ray CT scanner shown in Figure 1.6. The estimated
tortuosity of an actual oil sand sample was 2.23.
1.2.3 Estimation of dispersivity
A transverse dispersivity αT of Athabasca oil sands was measured using a medical X-ray
CT scanner shown in Figure 1.1. The transverse dispersivity was estimated by the trend
line fitting based on the averaged transverse dispersivities measured in different interstitial
flow velocity conditions (Figure 1.5). The resulted laboratory scale transverse dispersivity
was 4.12×10−5 m which is slightly larger than the estimated transverse dispersivities by
the existing correlations (De Josselin De Jong, 1958; Olsson and Grathwohl, 2007). Since
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dispersivity has a dependence on flow distance, laboratory-scale dispersivities should be up-
scaled. A field-scale dispersivity was estimated by extrapolating the trend line representing
the existing transverse dispersivity measurements in field scale. The estimated field-scale
transverse dispersivity was 6.82×10−3 m.
1.2.4 Four-phase equilibrium calculations
In SA-SAGD process, four phase may coexist. However, four-phase equilibria involving
steam and hydrocarbons have yet to be modeled successfully. In this research, a comprehen-
sive framework for four-phase equilibrium calculations applicable to SA-SAGD is proposed.
The reduced variables method is adopted to achieve computational efficiency and also to
solve the numerical problems in the Newton iterations of flash calculations with trace com-
ponents in the aqueous phase. The computational efficiency was improved by up to 42%
in the benchmark case study compared with the existing approaches. The robustness and
efficiency achieved in the new framework are particularly important for future four-phase
compositional reservoir simulators and semi-analytical solutions for SA-SAGD.
1.2.5 Semi-analytical model
SA-SAGD solutions can be given by semi-analytical approaches under the appropriate as-
sumptions. In this research, semi-analytical solutions based on Butler, 1985, Reis, 1992,
Rabiei Faradonbeh, 2013 and Rabiei Faradonbeh et al., 2016 were constructed. The semi-
analytical model is compiled by assuming mass and energy balance equations and Darcy’s
law. The solutions are compared with the experimental results reported by Hosseininejad
Mohebati et al., 2012 for the purpose of validation. In this research, newly measured dis-
persivity, tortuosity and diffusion coefficients of liquids in Athabasca oil sands are used to
construct the semi-analytical model. The complex phase transitions have been accurately
modeled using a multi-phase equilibrium calculation framework. The flash calculation mod-
ule created by Connolly, 2018 and Imai et al., 2019c is integrated into the semi-analytical
model to give thermodynamic information during the SA-SAGD process.
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Figure 1.1: SIEMENS SOMATOM Definition Flash Medial X-ray CT scanner (JOGMEC
TRC)
Figure 1.2: Diffusion coefficients (hexane, 134◦C)
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Figure 1.3: Diffusion coefficients (diluent, 135◦C)
Figure 1.4: Diffusion coefficients (hexane, 75◦C)
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Figure 1.5: Estimation of transverse dispersivity
Figure 1.6: Xradia Versa XRM-500 Micro focus X-ray CT scanner (JOGMEC TRC)
Chapter 2
Introduction
SAGD has been one of the most prevailing in-situ heavy oil recovery techniques for decades
in Canadian bitumen recovery projects. Japan National Oil Corporation (JNOC) which
is a former organization of Japan Oil, Gas and Metals National Corporation (JOGMEC)
started their experience in Alberta, Canada in the 1970s to seek an opportunity to develop
unconventional heavy oil resources using in-situ recovery techniques. The target is ultra-
heavy oil called bitumen. Because of the shallowness of heavy oil reservoirs and the cold
ambient environment, typical reservoir temperature is about 10◦C where viscosity is com-
monly over 1 million cp (Wada, 2006). Obviously in-situ bitumen is too viscous to induce
flow. However, as widely known, oil viscosity is sharply reduced as temperature increases.
Even in less-viscous heavy oil cases such as Kern River Oil which is widely populated in
San Joaquin Valley, California, thermal methods have been adopted. Canadian bitumen
reservoirs have also been developed by use of steam which is an ideal heat carrier because of
its huge latent heat. Also, since pure water resource is abundant in Canada, steam injection
has been widely applied. JNOC and Calgary based affiliated company named Japan Canada
Oil Sands Limited (JACOS) which is now a consolidated subsidiary of partially state-owned
Japan Petroleum Exploration Co., Ltd. (JAPEX) initially tried to utilize Cyclic Steam
Stimulation (CSS) in the Hangingstone project located in about 50 km south of Fort Mc-
Murray, Alberta. Due to the technical and commercial difficulties, CSS was not successful
in Hangingstone. Later in 1999, JACOS started bitumen production in Hangingstone using
SAGD. Their SAGD operation has achieved 8,000 BOPD plateau rate in Hangingstone 3.75
Section “Demo Area” for decades (Ogino, 2014; Wada, 2006).
In SAGD process, driving force is not pressure gradient but gravitational potential.
As Butler, 1998 described in his book, oil flows downward along the interface between
expanding steam and existing bitumen. Since steam gives huge energy to cold bitumen
when steam is condensed to water, heated bitumen becomes movable along the edge of
steam expanded area which is called steam chamber. This induced oil flow is actually
perpendicular to the temperature gradient, which makes SAGD process different from other
displacement processes where the direction of oil flow is basically parallel to the pressure
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gradient. This kind of recovery process evoked by gravity is called gravity drainage. To
collect the dropped oil efficiently, SAGD producers are drilled horizontally so as to lie on
the reservoir bottom. Typically, SAGD injectors are drilled just a few meters above SAGD
producers to be paired. Because of its characteristic features, unique analytical approaches
have been proposed to evaluate SAGD process. Butler et al., 1981 and Reis, 1992 provided
SAGD analytical solutions by introducing a linearly shaped moving steam chamber edge.
Later on, Butler, 1985 modified the model to reproduce curved interface. In parallel with
analytical approaches, numerical approaches using reservoir simulator have been proposed.
The de facto standard of commercial simulator for SAGD evaluation is Computer Modeling
Group (CMG) STARS where equilibrium ratios (K-values) between oil, gas and water are
given by a preset tabular format. K-value based thermal compositional reservoir simulators
have been widely and successfully used in SAGD evaluation. In Hangingstone, simulation
based evaluation has been successful in conjunction with a continuous attempts to construct
reliable geological models using concepts of geostatistical modeling techniques (Kato et al.,
2013).
Although SAGD has been widely applied in in-situ heavy oil recovery projects in Canada,
problems emerge. One of the critical issues on SAGD operation is the cost of steam gen-
eration (Ogino, 2004). Typically, steam is generated by gas-driven boilers. Since produced
bitumen is almost pure dead oil, fuel gas should be purchased from outside resources. Ef-
forts have been made to curtail steam consumption or to enhance steam oil ratio (SOR). In
some cases, operation techniques such as sub-cool control and pressure management work,
but the industry soon started to seek the possibility of non-thermal alternatives of SAGD.
In the late 80s, Vapor Extraction (VAPEX) was proposed by Butler and Mokrys, 1989.
In VAPEX process, solvents which consist of hydrocarbon(s) are injected into SAGD wells
instead of steam. Solvent selection varies depending on operation conditions but usually
propane or butane have been used. Viscosity reduction is achieved not by thermal effect
but by solvent dissolution into bitumen. Hence, heat conduction in SAGD corresponds to
molecular diffusion and dispersion in VAPEX process. In other words, VAPEX is a solvent
analogue of SAGD. However, Ardali et al., 2012 mentioned that VAPEX faced difficulties
when the industry attempted pilot tests and field applications. Because of the slowness of
diffusion/dispersion mass transport compared with thermal conduction, oil recovery could
not be enough enhanced.
To overcome the limitation of VAPEX and its variant processes, hybrid solvent-heat
recovery processes have been proposed. Those processes include Solvent-Aided Processes
(SAP) (Gupta et al., 2003), Solvent-Assisted SAGD (SA-SAGD) which is conceptually same
as the process so called Expanding-Solvent SAGD (ES-SAGD) (Nasr et al., 2003), Liquid
Addition to Steam to Enhance Recovery (LASER) (Leaute, 2002) and Steam Alternating
Solvent (SAS) (Zhao, 2004). According to Ardali et al., 2012, some Canadian E&P com-
panies have conducted field pilot tests in Encana at Christina Lake (SAP), Imperial Oil at
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Cold Lake (LASER) and Nexen at Long Lake (ES-SAGD). JACOS also plans SA-SAGD pi-
lot tests and its commercial application in the Hangingstone Expansion (HE) project whose
expected peak rate is 30,000 BOPD (Ogino, 2014). Among the past field test cases, the
Christina Lake SAP where butane was co-injected with steam into SAGD wells increased
bitumen production by 30% and the Cold Lake LASER where the mixture of steam and
pentane plus (C5+) is injected and produced in huff-and-puff mode at a vertical well marked
35% improvement of bitumen production as well as about 70% solvent recovery. The Long
Lake ES-SAGD also achieved the increment of bitumen production by 6%. SOR reduction
varies from 25% to 100% depending on projects and methods. However, in some cases such
as Suncor at Firebag and Nexen at Long Lake (both in ES-SAGD), no clear indication of
improvement on bitumen production and SOR was observed (Chen and Keshavarz, 2015).
Obviously, the performance of solvent assisted methods varies widely. It depends on vari-
ous factors including solvent selection, solvent injection timing/duration, solvent fraction in
vapor, temperature and/or pressure conditions and reservoir heterogeneity.
Meanwhile, academia has also made nontrivial contribution to the investigation of solvent
assisted methods. In 2008, University of Calgary initiated the Solvent Heat Assisted Recov-
ery Processes (SHARP) research consortium in which 17 entities including JACOS partici-
pated. The SHARP research consortium has played a major role in the effort of investigating
the fundamental mechanisms of solvent assisted methods to optimize its performance. A
number of important papers have been published from theoretical and experimental aspects.
The major areas of interest include molecular diffusion, mechanical dispersion and phase be-
havior. As briefly mentioned earlier, diffusion and dispersion are key factors in solvent based
processes like VAPEX, because they completely govern the speed of viscosity reduction of
bitumen. The situation of solvent assisted processes such as SA-SAGD is more complex be-
cause the combined effect of thermal and solvent to yield viscosity reduction is considered.
The thermal-compositional effect of solvent assisted methods is the multi-physics problem
which is governed by two physical laws. However, as Edmunds, 2013 stated, thermal and
solvent (compositional) effects can be evaluated separately. Mathematically, both effects
can be modeled by diffusion equations. The thermal effect is purely expressed by a thermal
diffusion equation which is defined by the temperature distribution (initial and boundary
conditions) and heat conductivity. On the other hand, the solvent effect, which is caused by












where C is the volumetric solvent concentration, t is the time, ξ is the one-dimensional
(1D) coordinate perpendicular to the steam/vapor chamber edge and DT is the transverse
dispersion coefficient. The mass transport of solvent molecules penetrating through bitumen
saturated formation is governed by transverse dispersion because there is no convective flux
(i.e. no pressure gradient) across the interface in SA-SAGD process (Rabiei Faradonbeh
et al., 2017).
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The transverse dispersion coefficient dictates the speed of the compositional mixing be-
tween solvents and bitumen in actual oil sand reservoirs. It is crucial to determine its value
quantitatively to estimate the performance of the SA-SAGD process. First of all, we should
familiarize ourselves with the transverse dispersion coefficient DT . According to Neri, 2009,
the hydrodynamic dispersion is macroscopic outcome of the combined effects of molecu-
lar diffusion and mechanical dispersion, and the transverse dispersion coefficient (DT ) can
be generally expressed by the linear combination of the molecular diffusion term and the
mechanical dispersion term:
DT = De + αT |v| (2.2)
where De is the effective diffusion coefficient, αT is the transverse dispersivity and v is the









where Dm is the molecular diffusion coefficient, φ is the porosity, τ is the tortuosity and u
is the Darcy velocity (Donaldson et al., 1976).
Molecular diffusion coefficients between solvent and bitumen have been discussed by sev-
eral researchers. According to Ghanavati et al., 2014 who reviewed the existing researches,
there are two major approaches to define diffusion coefficients. One is concentration inde-
pendent diffusion coefficients which have been measured by spinning disk, modified transpi-
ration, Taylor dispersion and nuclear magnetic resonance (NMR). The other is concentration
dependent diffusion coefficients which have been measured by the pressure decay method,
laser or visible light transmission imaging and X-ray computer tomography (CT) scanning.
As intuitively understood, concentration dependent diffusion coefficients are more difficult to
be measured but more appropriate and convincing in the context of mass transport observed
in SA-SAGD cases because solvent penetration into bitumen happens in a domain where
concentration distribution varies in space and time. Given a time-lapse diffusion profile of
a diffusion experiment, concentration dependent diffusion coefficients can be calculated by
the graphical interpretation technique called the Boltzmann-Matano method proposed by
Matano, 1933. The Boltzmann-Matano method is used in this research to compute binary
diffusion coefficients between bitumen and solvents. Ghanavati et al., 2014 reports that
the order of diffusion coefficients between Athabasca bitumen and typical solvents including
pentane and hexane at the atmospheric condition is ranging from 10−11 to 10−10 m2/s.
To the best of my knowledge, there are few examples of concentration dependent diffusion
coefficient measurement at a high temperature in-situ condition, but diffusion coefficients
should be larger in high temperature conditions.
In this research, high temperature and high pressure experiments are designed and im-
plemented to measure concentration dependent diffusion coefficients whose order was 10−9
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m2/s. Three diffusion experiments were conducted. The first and the third experiments are
high temperature (134◦C) and low temperature (76◦C) hexane-bitumen cases, and the sec-
ond experiment is high temperature (135◦C) diluent-bitumen case. In this context, diluent is
mixture of various hydrocarbons. The experiments were conducted in JOGMEC Technology
Research Center (TRC), Chiba, Japan using a dual-energy X-ray CT scanner. Generally,
it is challenging for medical CT scanners to measure high temperature systems because
CT scanners cannot be housed in a heat bath. In this research, though, the high-pressure
and high-temperature diffusion cell which can be four-dimensionally captured by the CT
scanner was manufactured by combining pumps, pipes, valves, line-heaters and pressurized
fluid containers. In fact, it is not very difficult to maintain temperature of the system if
thermostats and heaters are properly used, but it is much harder to get an isobaric condi-
tion. The system created was similar to what Song et al., 2010 designed in their research,
but in this research high pressure (35 bar) liquid-liquid diffusion is aimed unlike previously
proposed papers where gas-liquid diffusion has been measured at the atmospheric condition.
The biggest challenge here is the volume change (typically volume reduction) due to the
liquid-liquid mixing which happens while the diffusion process is active. Because of the
low compressibility of liquids, tiny volume reduction due to the liquid-liquid mixing causes
significant pressure drop if the experimental system is isolated. This kind of abrupt and
large pressure falling should not be allowed because the assumption is strictly isobaric. A
solution is to make a solvent inlet line always open and controlled so as to maintain pressure
using an extra pump. Thus, the system is now subject to constant pressure-temperature
(PT) condition but technically is not isolated; the diffusion process can be jammed by fresh
solvent influx from the outside of the system. Since the cumulative influx was still little (a
few volume percent total influx of solvent), measured diffusion profiles looked undisturbed
but attention should be paid on solvent influx which is always active during the experiment.
In this research, molecular diffusion phenomena were captured by chasing the density
changes over the domain of a diffusion cell. The diffusion cell which is a pressurized con-
tainer made of a hollow aluminum cylinder lying horizontally is initially filled with liquid
solvents. Diffusion process starts right after the bitumen is pushed into the diffusion cell
while solvent is drained simultaneously to maintain pressure. The CT scanner can visualize
three-dimensional (3D) time-lapse density profiles of the designated domain. In the initial
condition, the homogeneous solvent layer exists on top of the bitumen layer with a sharp
density discontinuity between them. As time goes, the discontinuity blurs due to the develop-
ment of molecular diffusion. Time-lapse CT images capture the density change sequentially.
Theoretically, molecular diffusion is caused not by density gradient but by chemical poten-
tial or concentration gradient. Therefore, it is necessary to convert density profile which is
the processed data directly obtained by CT scanning into concentration profile before calcu-
lating diffusion coefficients. The relation between density and concentration is linear if pure
component system is assumed. However, it is not always true if multicomponent system is
assumed. Although additional investigation including pressure-volume-temperature (PVT)
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experiments may be needed in order to correlate density and concentration more properly,
the linear correlation which was supported by the preliminary experiments was adopted in
this research.
Other unknown parameters in Equation (2.2) are αT and v. However, v is a control
parameter that we can arbitrarily determine in the experiment. Thus, the transverse dis-
persivity (αT ) is the last remaining unknown parameter. Clearly, the transverse dispersion
coefficient must have a dependence on the interstitial velocity as Perkins and Johnston, 1963
demonstrated. Note that the dispersivity itself is independent from the interstitial velocity.
Thus, the eventual objective is to obtain one transverse dispersivity based on a series of
experiments where the interstitial velocity is gradually changed (increased). To measure
the transverse dispersion coefficients for different velocity conditions, a series of core flood
experiments have been conducted in this research. The experiments intended to produce
steady state mixing in a horizontally aligned cylindrical sand pack core. Two different but
miscible fluids were injected simultaneously from the left-most boundary of the experimen-
tal system. Using this system, a transverse dispersivity was measured by changing the flow
rate. However, as Lake, 1989 introduced in his book, dispersivity has scale dependence. The
larger flow distance (scale) becomes, the larger dispersivity is. Transverse dispersivity is less
common in literature than longitudinal dispersivity, but some researchers such as Gelhar et
al., 1992 summarized the relation between the flow distance and the transverse dispersivity.
A correlation between the flow distance and the transverse dispersivity was estimated based
on the reported values in Gelhar et al., 1992. The laboratory based dispersivity can now be
upscaled to the field-scale value using the correlation.
Equation (2.3) tells that the tortuosity is also required to quantify the effective diffusion







where l is the length of the given domain and lt is the distance in which a tracer particle
actually travels. Tortuosity is characterized by geometric connectivity and complexity of
pore network. As Hibi et al., 2012 stated, tortuosity can be measured experimentally.
However, it demands nontrivial extra labor. Since a micro focus X-ray CT scanner which
has much finer resolution compared with the medical X-ray CT scanner is available in
JOGMEC TRC, simulation based random-walk method was adopted to estimate tortuosity
in this research. A core pellet was extracted from the actual oil sands sample obtained in the
Hangingstone reservoir where JACOS operated. A pore network model was constructed by
taking micro CT images of the core so that imaginary particles can travel through it. Then
tortuosity was statistically estimated by random walk simulations (Nakashima and Kamiya,
2007; Nakashima et al., 2008).
Besides the evaluation of diffusion and dispersion coefficients, evaluation of phase be-
havior occurring throughout steam-solvent co-injection process is of extreme importance for
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the better understanding of the SA-SAGD mechanism. Thermal and solvent efficiency can-
not be properly evaluated without the knowledge of the complex phase transition between
vapor, liquid and even solid. To characterize fluid properties which cause complex phase
behavior, PVT experiments and collateral fluid modeling based on equation of state (EOS)
framework are essential. Fortunately, solvent-bitumen systems’ PVT experiments and fluid
modeling procedures are almost same as those of conventional oil reservoirs, but some spe-
cial care is needed to handle heavy components including gigantic alkanes and aromatic
compounds. Gao et al., 2017b and Gao et al., 2017a did a comprehensive research on PVT
experiments and fluid modeling for bitumen-solvent systems. In their research, the in-situ
interaction between Athabasca bitumen and several solvents including butane, hexane and
octane is measured and characterized. Nevertheless, the volumetric change and the viscos-
ity reduction of bitumen due to the mixing with solvent cannot be well reproduced by the
EOS based approach. They used correlations to reproduce viscosity and density while EOS
was still used to reproduce phase equilibrium identification appropriately. In this research,
fluid models proposed by Gao et al., 2017b and Gao et al., 2017a were referred to calculate
fluid properties needed for the analysis of the hexane-bitumen diffusion experiments and the




3.1 Preparation of experiments
3.1.1 Background
Diffusion coefficients between bitumen and solvents have been measured in the context of
VAPEX modeling. There are three major approaches to measure concentration dependent
diffusion coefficients. The first one is the pressure decay method (Etminan et al., 2014).
Liquid bitumen contacts gaseous solvents in a transparent container. If the experimental
environment is pressurized, PVT cells are often used. Initially, bitumen and solvent are in
a closed container. As the mixing induced by inter-phase molecular diffusion advances, the
pressure is decayed and the interface height between bitumen and solvent rises due to the
dissolution of solvent into bitumen. The diffusion coefficients can be determined by analyzing
time-lapse monitoring data of pressure and interface height. This method is convenient in
that no special equipment is needed except for PVT equipment. However, the analysis
is cumbersome because the numerical model which can reproduce one-dimensional inter-
phase molecular diffusion is required. Furthermore, this method is only valid for two-phase
systems. Since the objective in this research is to measure diffusion coefficients between two
miscible liquids, the pressure decay method cannot be used.
The second one is laser or visible light transmission imaging (Oballa and Butler, 1989).
This method measures intensity of light transmission through the mixture of bitumen and
solvents. Diffusion coefficients are determined such that the time-lapse concentration profiles
which are measured by the light transmission imaging technique. This method also can be
conducted in a normal PVT equipment with a laser transmitter and a receiver. However,
laser beam cannot go through the bitumen system. Due to this limitation, laser transmission
imaging does not have sufficient accuracy for the solvent-bitumen systems.
14
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The last one is X-ray CT imaging (Luo et al., 2007) which was adopted in this research.
The idea is almost same as the laser transmission imaging but in this method, X-ray is
used instead of laser or visible light. The X-ray CT imaging is particularly suited for the
system consisting of bitumen and solvents because three-dimensional density distribution in
a diffusion cell is clearly captured.
The contents of this chapter form the basis of the following publications: Mikami et al.,
2018; Imai et al., 2019a.
3.1.2 Diffusion cell
The diffusion experiments are conducted in a so-called diffusion cell. The schematic of the
diffusion cell is illustrated in Figure 3.1. Molecular diffusion between solvents and bitumen
progresses in a fluid chamber. The fluid chamber which is made of aluminum alloy is plugged
by end pieces and surrounded by a rubber sleeve which is pressurized by confining water. In
a series of experiments, the confining pressure was 49 bara (700 psig). The inner diameter
is 90 mm and the length is 53 mm. The total volume of fluid chamber is 337 ml. There was
no leakage of fluid throughout the experiments. The CT image of the cross-sectional view
of the diffusion cell is shown in Figure 3.2.
The end plugs have multiple ports for different purposes. The left-most end plug has
two ports which are the temperature gauge port and the bitumen inlet port. The right-
most end plug has only one port which is the solvent inlet/outlet port. Figure 3.3 shows
the projection view of the end plugs. The bitumen port was arranged as low as practical
so that the bitumen can be injected calmly and steadily without the convective mixing.
Consequently, the bitumen port is located at 25 mm below of the center position of the end
plug. Once the position of the bitumen port is fixed, the position of the other port where a
thermometer is mounted is automatically decided. The same setting was used for all three
experiments.
Figure 3.1: Cross-sectional schematic of diffusion cell
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Figure 3.2: Cross-sectional CT image of diffusion cell
3.1.3 Experimental setup
The experimental setup is shown in Figure 3.4. The experiments were conducted in isobaric
and isothermal conditions. Pressure is controlled by multiple pumps. Injection Pump-1 is
only used when the bitumen is transferred from the bitumen accumulator to the diffusion cell.
A valve between diffusion cell and the bitumen accumulator is shut right after the injection of
bitumen is finished. Injection Pump-2 working throughout the experiments actually controls
the system pressure. The pump is automatically operated so as to maintain a pressure at 35
bara (490 psig). The confining pressure (700 psig) is maintained by the confining pressure
pump. The make of pumps is Teledyne ISCO. Two MODEL 260Ds and a MODEL 500D
(shown in Figure 3.5) were used.
Generally, liquid-filled closed vessels may experience huge pressure change when the
liquid volume is slightly changed. To prevent the sharp pressure drop due to the volume
reduction of liquid mixture, all valves between the diffusion cell and Injection Pump-2 stay
open during the experiments. Pressure is maintained by solvent influx from the right hand
side of the system. Molecular diffusion is partly disturbed by the influx, but the experimental
results showed that the influence was negligible. This issue is discussed later.
Temperature is maintained by flexible ribbon heaters which are controlled by ther-
mostats. All of the accumulators, the diffusion cell and the connection lines are heated
and covered by heat insulation material. The experimental laboratory is conditioned by a
normal air-conditioner. Temperature and pressure data are collected and stored in a logger
PC accordingly for the purpose of the validation of system environment.
The diffusion cell is mounted on the bed of a medical CT scanner shown in Figure 3.6
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Figure 3.3: Projection view of end plugs
(SIEMENS SOMATOM Definition Flash). The basic system specs are summarized in Table
3.1.
3.1.4 Correlation between CT values and density
What X-ray CT scanners can provide is a three-dimensional image of CT values. Since
CT value is a linear function of density, a correlation between CT value and density can be
created. Six samples whose densities are known were injected into the diffusion cell and were
scanned by the CT scanner to identify their CT values. Table 3.2 specifies the conditions to
create a correlation. Samples 1 to 5 are measured at an atmospheric condition, but Sample
6 is measured at the condition of steam chamber edges. A standard liquid for calibrating
viscometer (CANNON S8000) was used as a polymer to populate the gap between pure water
and crude oil. The spec of S8000 viscosity standard is summarized in Table 3.3. Figures
3.7 through 3.12 show the actual CT images at Z = 16. The minimum and maximum CT
values are -500 and 200, respectively. As shown in Figure 3.13, the measured CT values and
the given density are well correlated:
ρ = 1.0278xct + 999.59 (3.1)
where xct is the CT value, ρ is the density in kg/m
3. The coefficient of determination was
0.9989. The resulted correlation is used to convert a CT value image to a density image.
Note that the CT value of Athabasca bitumen is also plotted on Figure 3.13, but it is not
included for the creation of the correlation because its density is estimated by a correlation
proposed by Gao et al., 2017b. In their paper, the density of bitumen is correlated by the
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Figure 3.4: Experimental setup
following Tait equation which can take into account pressure and temperature:
ρ(T, p) = ρ0(T, p0)/
(





ρ0 = 1149.3967− 0.3822T − 3.5378× 10−4T 2 (3.3)
β = −16.7695 + 0.0578T (3.4)
B = 3.7568× 104 − 1.8009× 107T−1 + 2.0605× 109T−2. (3.5)
According to Gao et al., 2017b, ρ is the density of bitumen in kg/m3, ρ0 is the density at
atmospheric pressure in kg/m3, T is the temperature in K, and p is the pressure in kPa.
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Figure 3.5: Controller of Teledyne ISCO MODEL 500D pump (JOGMEC TRC)
Figure 3.6: SIEMENS SOMATOM Definition Flash Medial X-ray CT scanner (JOGMEC
TRC)
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Figure 3.7: CT image of pure water
(997 kg/m3)
Figure 3.8: CT image of polymer (886
kg/m3)
Figure 3.9: CT image of light crude oil
(768 kg/m3)
Figure 3.10: CT image of n-Decane
(727 kg/m3)
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Figure 3.11: CT image of n-Hexane
(655 kg/m3)
Figure 3.12: CT image of n-Hexane
(550 kg/m3)
Figure 3.13: Correlation between CT value and density
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Figure 3.14: Cross-sectional view of Region of interest (ROI) and coordinate of 1D z-axis
(Slice 17/34)
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Figure 3.15: Size and layout of ROI in a cross-section
Figure 3.16: Filter effect comparison in different time steps on ROI
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Figure 3.17: Morphological watershed transform from markers
Figure 3.18: Hexane-bitumen mixing experiments
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3.2 Experiments
3.2.1 Schedule of experiments
Three consecutive diffusion experiments have been conducted as summarized in Table 3.4.
The first and the third experiments measured diffusion coefficients between normal hex-
ane and bitumen at different temperatures. The second experiment measured diffusion
coefficients between actual condensate blend (diluent) and bitumen at the chamber edge
temperature (135◦C). Pressure is fixed to 35 bara (490 psig) during all of the experiments.
3.2.2 Solvent and bitumen injection procedures
A diffusion experiment consists of three major parts: solvent injection, bitumen injection
and CT scanning. Each experiment basically follows the same procedure for solvent and
bitumen injection.
Solvent (hexane or diluent) injection
1: Calibrate clocks of the experimental equipment including CT scanner, pumps and data
logger
2: Inject solvent into the accumulator
3: Assemble the diffusion cell
4: Inject confining hot water into the diffusion cell
5: Do X-ray CT scanner checkup
6: Mount the diffusion cell on the bed and install heaters
7: Start data logging (60 sec. logging interval)
8: Do a trial scan for location setting
9: Pressurize the confining water to 700 psig by an ISCO pump
10: Connect lines accordingly by following Figure 3.4.
11: Pressurize the solvent accumulator and lines to 490 psig before the diffusion cell
12: Vacuum the fluid chamber of the diffusion cell and the solvent injection line
13: Stop the vacuum pump
14: Open the valve at the solvent injection line to transfer solvent from the accumulator
to the diffusion cell
15: Set a temperature of the thermostat at the diffusion cell accordingly to maintain the
target temperature
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16: Set a temperature of the thermostats at the solvent accumulator and the solvent
injection lines accordingly to maintain the target temperature
17: Scan the solvent-saturated diffusion cell when the temperature becomes stable
Bitumen injection
1: Inject bitumen into the accumulator (300 ml)
2: Connect the injection line to the accumulator
3: Install and activate heaters to warm the bitumen accumulator and injection lines
4: Make sure bitumen is movable by discharging small amount of bitumen
5: Pressurize the bitumen accumulator to 500 psig
6: Change the logging interval to 30 sec.
7: Open the valve at the bitumen injection line and report the start time
8: Make sure the ISCO pump on the solvent side is working correctly to maintain a
pressure of 490 psig
9: Change the mode of the bitumen injection pump from pressure control to flow rate
control (40 cc/min)
10: Shut the bitumen injection valve after 120 ml of bitumen is injected into the diffusion
cell
11: Change the control mode of the bitumen injection pump from constant flow rate to
constant pressure (500 psig) and reduce the thermostat temperature of the bitumen
accumulator to 50◦C
12: Start CT scanning
3.2.3 CT scanning
CT scanning is consecutively conducted right after the completion of bitumen injection into
the diffusion cell. Since the speed of molecular diffusion is decelerated with the square root
of time, the frequency of the CT scanning is gradually reduced. An example of the frequency
of CT scanning is shown in Table 3.5. The scanning condition and reconstruction condition
are summarized in Tables 3.6 and 3.7.
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3.3 Image processing
3.3.1 Region of interest
A two-dimensional rectangular area is defined as a region of interest (ROI) which is sur-
rounded by a yellow frame in Figure 3.14. The CT values on the ROI are averaged using
slices (Z) from No. 6 to 19. On the ROI, a one-dimensional z-axis is defined downward. The
ROI has 81.7 mm height as specified in Figure 3.15
3.3.2 Image analysis workflow
Raw data of CT scanning should be processed for the evaluation of diffusion coefficients. The
objective of image analysis is to obtain the average CT value profile on the ROI. Specifically,
the following steps are adopted to achieve the objective.
1. Pre-processing
• Apply the median filter to reduce image noise
• Check the boundary effects by creating contour maps and profile plots
• Conduct segmentation of the images and calculate volume of the container and
fluids
2. Convert the CT value to the density using a correlation
3. Extract a ROI
• Determine and extract the ROI
• Calculate an average CT value profile of the ROI
3.3.3 Pre-processing
To smooth the noisy response of the raw CT value profile, the median filter is applied. A
two-dimensional filter was applied because slice thickness is about 7 times larger than the
lateral resolution. In this research, the selected radius and iteration number are three voxels
and three times, respectively. The comparison between original and filtered images is shown
in Figure 3.16. The filtering effects that can eliminate noises are clearly observed.
Also, to calculate the volume of the injected bitumen, segmentation is conducted. First,
a marker image is created. Then the morphological watershed transform is applied. An
example of morphological watershed transform from markers is shown in Figure 3.17.
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3.4 Calculation of diffusion coefficients
3.4.1 Calculation of concentration profile
Molecular diffusion is driven by a gradient in chemical potential of the diffusing species.
Thus, it is possible to evaluate diffusivity if chemical potential distribution is provided.
However, it is difficult to determine chemical potential profiles over the given domain, be-
cause there is no convenient way to measure chemical potential.
Generally, the total derivative of chemical potential is given by the following equation at
constant pressure and temperature (PT) conditions:
dµ̂i = RTd ln f̂i (3.6)
where, µ̂ is the chemical potential, R is the universal gas constant, T is the temperature,






where xi is the mole fraction of component i. Taking a partial derivative of the chemical












The above expression implies that diffusion flux is related to a gradient in molar concen-
tration. Empirically, therefore, to evaluate diffusion coefficients, time-lapse profiles of molar
concentration can be used instead of those of chemical potential.
Fortunately, concentration is correlated with density somehow, and density profiles are
obtained by processing the experimental data. Our intuition tells that concentration can be









where C is the volumetric molar concentration, ρ is the density, MW is the molecular weight
and subscripts 1 and 2 are solvent and bitumen, respectively.
This equation is true when the partial molar volume is constant (i.e. there is no volume
change in mixing of fluids 1 and 2). According to the preliminary mixing experiments where
hexane and bitumen was mixed by 30:70 in weight percent, actual mixing between hexane
and bitumen does not perfectly behave as an ideal mixture (Figure 3.18). However, since
the root-mean-square deviation (RMSD) between actual mixing and linear ideal mixing was
2.22%, it is reasonable to assume the mixing is in constant partial molar volume condition.
Hence, Equation (3.9) was used in this research, but more precisely, the following equation
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where, V is the partial molar volume.
3.4.2 Assumptions
Two assumptions were made to determine diffusion coefficients. The first assumption is
that the mass transport happening near a vapor chamber is approximated by binary diffu-
sion/dispersion. Binary diffusive flux is defined between a solvent pseudo component and a
bitumen pseudo component. The second assumption is that diffusion coefficients have con-
centration dependence which can be handled in the Boltzmann-Matano method (Matano,
1933).
3.4.3 Boltzmann-Matano method














(vCi) i = 1, 2 (3.11)
where Di is the intrinsic diffusion coefficient and v is the flow velocity along the z-axis. The
first term on the right hand side is the diffusion term (Fick’s second law) and the second
term is the superficial convection term which is brought by the difference between D1 and
D2 and the volume change due to mixing. If the partial molar volume is constant (i.e. the
system volume is unchanged due to mixing), the above equation can be written using mutual













D̃ = C2V2D1 + C1V1D2. (3.13)
The partial differential equation (PDE) shown in Equation (3.12) can be converted to
the ordinary differential equation (ODE) by Boltzmann’s transformation with introducing



















The above expression is further simplified to the total derivative form because dB can be











In the experimental condition, the initial and boundary conditions (IC and BCs) are
given by the simple expressions if the initial contact position between solvent and bitumen
is zero:
• IC:
C(z, 0) = 1 z < 0 (3.17)
C(z, 0) = 0 z > 0 (3.18)
• BCs:
C(B = −∞) = 1 (3.19)
C(B =∞) = 0 (3.20)
At an arbitrary concentration C, the following equation is satisfied by integrating Equa-















is satisfied at C = 0.






























(z − zM )dC = 0. (3.25)
The Matano interface indicates the equal-area point can be interpreted as shown in
Figure 3.19. In this research, the Matano interface was captured by an in-house MATLAB
program.
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Figure 3.19: Schematic of the Matano interface to get left and right integral equal
Figure 3.20: Diffusion coefficients (hexane, 134◦C)
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Figure 3.21: Diffusion coefficients (diluent, 135◦C)
Figure 3.22: Diffusion coefficients (hexane, 75◦C)
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3.5 Results and discussion
3.5.1 Hexane (high temperature) case
The first experiment was conducted at a temperature of 134◦C. The concentration depen-
dent diffusion coefficients calculated by the Boltzmann-Matano method is shown in Figure
3.20. The averaged diffusion coefficient which is calculated by averaging data obtained from
3 hours to 9 hours is illustrated as a solid black line. The profile of concentration depen-
dent diffusion coefficients is supposed to be identical regardless of time. However, in the
first several time steps, the diffusion coefficients are deviated from the averaged curve. This
deviation is caused by the disturbance during the injection process which evokes convec-
tive mixing. According to Figure 3.20, the profiles are almost identical to each other after
√
t = 15.
3.5.2 Diluent (high temperature) case
The second experiment was conducted at a temperature of 135◦C using a condensate blend
(diluent) as solvent. The profile of diffusion coefficients is shown in Figure 3.21. The averaged
diffusion coefficient becomes slightly smaller than that of the hexane case.
3.5.3 Hexane (low temperature) case
The third experiment was conducted at a temperature of 75◦C to examine temperature
dependence of diffusion coefficients. The profile of diffusion coefficients is shown in Figure
3.22. As expected, the averaged diffusion coefficient becomes smaller than that of the high
temperature case.
3.5.4 Dependence of diffusion coefficients
Figure 3.23 shows dependence of diffusion coefficients on concentration, solvent type and
temperature. The overall tendency is that:
• all of the experiments show dependence of diffusion coefficients on concentration in a
similar manner;
• hexane and diluent have almost same diffusion coefficients at the vapor chamber con-
dition (490 psig, 135◦C), but diluent shows slightly smaller ones;
• a clear dependence on temperature was observed in the hexane experiments;
• diffusion coefficients become about a half, if temperature is decreased from 407 K
(134◦C) to 348 K (75◦C).
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Figure 3.23: Diffusion coefficients (all experiments)
3.5.5 Phase separation
In the first and second experiments, unexpected phase separation in the diffusion cell was
observed. Previously reported fluid characterization research using hexane and JACOS
bitumen (Gao et al., 2017a) does not observe this kind of phase separation. In other words,
hexane and bitumen are supposed to be miscible. However, in the high temperature hexane
experiment, small amount of the second phase was observed on the right hand side of the
diffusion cell after 118 hours (Figure 3.24). Similarly, in the diluent case, the second phase
emerges after 120 hours (Figure 3.25).
In the case of low temperature hexane case, phase separation was not detected during
the experiment, but small amount of separated phase was observed along the right most wall
when the system temperature was reduced to 26◦C (Figure 3.26). Asphaltene-like solid state
was actually observed when the diffusion cell was dismantled. Since the point of deposition
particularly corresponds to the inlet point of fresh hexane, it seems that asphaltene was
precipitated because of the contact of existing bitumen and substantial amount of fresh
hexane. During the cooling period, about 40 cm3 of hexane was supplied to the system
(Figure 3.28).
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Figure 3.24: Phase separation (high temperature hexane case)
3.5.6 Summary of major findings
The averaged diffusion coefficients are summarized in Table 3.8. As already mentioned,
diffusion coefficients have dependence on solvent type and temperature as well as concen-
tration.
Table 3.9 summarizes the observed phase separation. Note that values for the low tem-
perature (75◦C) hexane case are in brackets because density and volume of separated phase
may not be accurate due to partial volume effect. The largest phase separation was observed
in the diluent case.
Table 3.1: Spec of SOMATOM Definition Flash
Scan system Third generation
Tube voltage (sinigle) 80, 100, 140 kV
Tube voltage (dual) 80+140 kV
Multi slice 64 rows
Minimum slice thickness 0.6 mm
Resolution 512 × 512
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Figure 3.25: Phase separation (high temperature condensate case)
Figure 3.26: Phase separation (low temperature hexane case)
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Figure 3.27: Asphaltene-like solid state (low temperature hexane case)
Figure 3.28: History of hexane supply (low temperature hexane case)
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Table 3.2: Benchmark case specification
Sample Temperature Pressure Density CT value σ
◦C bara kg/m3
Water 25.0 1.01 997.05 -3.74 10.26
Polymer 23.6 1.01 885.48 -107.02 7.94
Crude oil 25.0 1.01 768.00 -234.40 8.87
n-Decane 25.0 1.01 726.53 -262.33 8.74
n-Hexane 25.0 1.01 654.78 -331.03 8.30
n-Hexane 137.7 35.1 550.18 -438.77 7.92
Table 3.3: Analysis of S8000 CANNON R© Certified Viscosity Reference Standard
Temperature Kinematic viscosity Dynamic Viscosity Density
◦C cSt cP g/cm3
20.00 39,380 34,950 0.8875
25.00 24,750 21,890 0.8847
37.78 8,344 7,323 0.8777
40.00 7,009 6,143 0.8764
50.00 3,345 2,914 0.8709
80.00 548.5 468.6 0.8544
100.00 216.4 182.5 0.8434
Table 3.4: Schedule of experiments
Solvent Preparation CT scanning Dismantling
Hexane 11/13-15, 2017 11/15-19, 2017 11/20-21, 2017
diluent 1/15-17, 2018 1/17-22, 2018 1/22-23, 2018
Hexane 2/5-7, 2018 2/7-16, 2018 2/19-20, 2018
Table 3.5: Frequency of CT scanning
Elapsed time Frequency # of scan
Before bitumen injection - 1
Initial condition (at bitumen injection) - 1
0 - 1 hour 5 min. 12
1 - 2 hours 10 min. 6
2 - 6 hours 30 min. 8
6 - 12 hours 60 min. 6
12 - 72 horus 180 min. 20
Total 54





Rotation Time 1.00 sec.
Pitch 0.35 mm
FOV 110.0 mm
Slice thickness 0.6 mm
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Table 3.7: Reconstruction condition
Kernel D34s
SAFIRE OFF
Table 3.8: Summary of diffusion coefficients
Solvent Pressure Temperature Averaged diffusion coefficient
psia ◦C m2/s
Hexane 509.2 134.2 1.47×10−9
Diluent 508.5 135.3 1.23×10−9
Hexane 499.0 75.3 0.72×10−9
Table 3.9: Summary of phase separation:
Elapsed Separated Separated Surrounding
Solvent time phase volume phase density phase density
hours cm3 kg/m3 kg/m3
Hexane (135◦C) 118 0.27 912 783
Diluent 120 8.33 921 821




In the context of SAGD-based solvent processes such as VAPEX and SA-SAGD, the diffu-
sive mass transport of solvents in bitumen-saturated oil sands is the key to quantitatively
characterize the process. The speed of the mixing between solvents and bitumen in solvent-
based/assisted recovery processes is completely or partly governed by mass transport caused
by the hydrodynamic transverse dispersion (Bayestehparvin et al., 2018; Rabiei Faradonbeh
et al., 2016).
According to Neri, 2009, the hydrodynamic dispersion is macroscopic outcome of the
combined effects of molecular diffusion and mechanical dispersion, and the transverse disper-
sion coefficient (DT ) can be generally expressed by the linear combination of the molecular
diffusion term and the mechanical dispersion term:
DT = De + αT |v|. (4.1)
where De is the effective diffusion coefficient, αT is the transverse dispersivity and v is the









where D is the molecular diffusion coefficient, φ is the porosity, τ is the tortuosity and u is
the Darcy velocity (Donaldson et al., 1976).
Equation (4.2) tells that the tortuosity is required to quantify the effective diffusion
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where l is the length of the given domain and lt is the distance in which a tracer particle
actually travels.
In this research, a core pellet was extracted from the actual Athabasca oil sand core
obtained in the Hangingstone reservoir. The micro scale pore structure of the oil sands was
captured by a micro focus X-ray CT scanner. Then tortuosity was statistically estimated by
random walk simulations proposed by Nakashima and Kamiya, 2007 and Nakashima et al.,
2008). An in-house simulation program was constructed in C++ (Mikami et al., 2018).
A portion of this chapter is from Mikami et al., 2018.
4.2 Random walk simulations
In the random walk theory, the statistical behavior of random walkers is mathematically
related to diffusion equation. The diffusion coefficient is calculated by the derivation of







In a free space (i.e. porosity = 100%), the mean squared displacement is given by:
r(tDi)
2
free = 6D0t = A
2tDi (4.6)
where tDi is the dimensionless integer time (time step), A is the dimension of cubic lattice,
D0 is the diffusion coefficient of a walker in the free space.
The procedure to calculate tortuosity by random walk simulations is listed below.
• A pore voxel is chosen randomly from among the whole image system as the start
position of the lattice walk at tDi = 0, where tDi is the dimensionless integer time
(time step)
• The walker executes a random jump to one of the nearest pore voxels and tDi is
incremented by a unit time after the jump
• If the randomly selected voxel is a solid voxel (i.e. a grain), the jump is not performed
but the time step is increased by one (tDi = tDi + 1)
• Calculate mean squared displacement 〈r2〉 of the walkers as a function of tDi






(xi(tDi)− xi(0))2 + (yi(tDi)− yi(0))2 + (zi(tDi)− zi(0))2
]
(4.7)
where x, y, z are the coordinates of a walker and n is the number of walkers. After simulating
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Note that periodic boundary is adopted to resolve the imaginary boundary problem.
Since the pore structure used in this simulation has a limited volume which is not roomy
enough for every walker to travel without reaching an edge of the region of interest (ROI).
However, the edges of the ROI is not physical boundary. The effect of this imaginary bound-
aries should be eliminated. Otherwise, tortuosity will be significantly overestimated. The
imaginary boundary problem was resolved by creating mirror images which are smoothly
connected to each other (Figure 4.1). In two-dimensional cases, three mirror images are
needed. In three-dimensional cases, seven mirror images are needed to eliminate the bound-
ary effect. Consequently, the required volume for simulation is eight times bigger than the
original size in three-dimensional cases.
4.3 Micro focus X-ray scanning
To capture the actual pore structure of oil sands, a sample of oil sand core was extracted
and scanned by a micro focus X-ray CT scanner. An small oil sand sample was extracted
from a whole core slab which was taken from JACOS Athabasca oil sand reservoir. The
extracted sample has about 2 cm height and 1 cm diameter. Since the oil sand core was soft
and unconsolidated at a room temperature, the shape of the extracted sample was skewed
as shown in Figure 4.2. The core was set on the sample mount of the micro focus X-ray CT
scanner owned by JOGMEC (Figures 4.3 and 4.4).
The scanning condition is summarized in Table 4.1. CT images of the same oil sand
sample were taken in different settings. Since the resolution of Sample A was too coarse to
capture pore structure, a finer resolution was tested in Sample B. The pore structure and
tortuosity were evaluated only using Sample B because clear images were successfully taken
from Sample B.
4.4 Image analysis
4.4.1 Region of interest
Firstly, a ROI was decided as shown in Figure 4.7. The extracted ROI is a cube which has
512 voxels (1.3 mm) on a side.
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4.4.2 Noise reduction
Then to eliminate noises on CT images, the anisotropic diffusion filter (ADF) was applied.
The iteration number of ADF was decided by sensitivity analysis and 30 was eventually
chosen as an appropriate value in terms of boundary sharpness and noise reduction effect.
Figure 4.8 shows the comparison of boundary sharpness and Figure 4.9 shows the comparison
of noise reduction.
4.4.3 Determination of threshold CT values
Next, threshold CT values are decided to identify components in CT images. In the given
sample, two major mineral species which are quartz and rutile were identified by XRD
analysis (Figure 4.10). Obviously those minerals form grain. As shown in Table 4.2, quartz
dominates in grain. On the other hand, pore space is basically filled with reservoir fluid
(bitumen and water) and air. Consequently, the assumption is that four components (quartz,
rutile, reservoir fluid and air) populate the ROI. The threshold CT values were decided by
analyzing line profiles of CT images. Figures 4.11 and 4.12 show line profiles of CT values. In
Figure 4.11, the difference between quartz and reservoir fluid is clearly identified. Also, rutile
can be identified for its extreme upsurge of CT values. In Figure 4.12, air contamination can
be observed as a sharp drop of the CT value profile. In this case, rutile was not observed.
By carefully analyzing these line profiles manually, the threshold CT values were decided as
summarized in Table 4.3. The histogram of CT values is shown in Figure 4.13.
4.4.4 Segmentation
The next step is segmentation to identify boundaries between grain and pore space. The
boundaries were identified based on gradient information of CT values. A spike of derivative
is observed at a boundary as shown in Figure 4.14. The threshold CT value for identifying
boundaries is 250,000. If the gradient of a CT value is above 250,000, the corresponding
voxel is regarded as a boundary voxel.
Then a marker image was created by thresholding the CT value and gradient. This
marker image is used to implement watershed transform. The two-dimensional marker
image and the segmented image are shown in Figures 4.15 and 4.16. In Figure 4.16, white
area is the densest rutile, black area is the lightest air, light gray area is the second densest
quartz (grain), and dark gray area is reservoir fluid. Based on the segmented image, finally
pore structure which is used for tortuosity calculation was visualized as shown in Figure
4.17.
4.4.5 Porosity calculation
Since the obtained pore structure image is three-dimensional, porosity can be calculated.
As summarized in Table 4.4, the ROI whose dimensions are 1.26 mm × 1.26 mm × 1.26
mm consists of 0.7% of rutile, 65.9% of quartz, 32.2% of reservoir fluid and 1.2% of air in
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volume percent. Thus the porosity is 33.4% which is consistent with the industrial rule of
thumb (about 33%).
4.5 Results
The random walk simulation was performed to calculate tortuosity using a workstation with
an Intel Xeon E5-2699 2.20 GHz processor. The number of walkers (particles) is 100,000
and the number of time steps is 1,000,000. The elapsed calculation time was about 30 hours
with 18 CPU cores.
A trajectory of a walker in the ROI is visualized in Figures 4.18 through 4.21. The
trajectory has a complex path because of the given pore structure. Note that the original
ROI has dimensions of 512 × 512 × 512, but the walker could move across edges of the ROI
to connected mirror images.
The mean squared displacement profile of the simulation is shown in Figure 4.22. The-
oretically, the derivative of mean squared displacement in a free space becomes one, but it
becomes much smaller in a porous medium. In this research, the derivative of mean squared
displacement of the oil sand core is 0.448. Thus, the tortuosity is found to be 2.23.
For reference, tortuosities are calculated for each dimension as summarized in Table
4.5. The profile of each dimension is shown in Figure 4.23. Basically, there is no signifi-
cant difference between dimensions, but tortuosity for Z-direction is slightly larger than the
others.
Table 4.1: Frequency of CT scanning
Sample A Sample B
Source filter LE3 LE3
X-ray tube voltage (KV) 60 45
X-ray tube current (µA) 83 78
Electric power (W) 5.0 3.5
Angle ranges 360◦ 360◦
Number of views 2,000 2,000
Exposure time (sec.) 5.0 25.0
Optical magnification 0.39X 4.0X
Resolution 1004 × 1024 × 1014 988 ×1012×994
Voxel size (µm) 5.17×5.17×5.17 2.47×2.47×2.47
FOV (mm) 5.19×5.29×5.24 2.44×2.50×2.46
Table 4.2: Mineral composition of Athabasca oil sands
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Figure 4.1: Mirror images for periodic boundaries
Figure 4.2: Oil sand sample for pore structure analysis
CHAPTER 4. ESTIMATION OF TORTUOSITY 46
Figure 4.3: Xradia Versa XRM-500 Micro focus X-ray CT scanner (JOGMEC TRC)
Figure 4.4: Alignment of devices and sample on micro focus X-ray CT scanner
Table 4.3: Threshold CT value of components in oil sand sample
Component Threshold value
Rutile > 16,000
Quartz 9,750 − 11,500
Bitumen 7,500 − 8,500
Air < 6,900
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Figure 4.5: CT image of Sample A
Figure 4.6: CT image of Sample B




Reservoir fluid (bitumen and water) 0.322
Air 0.012
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Figure 4.7: Region of interest (ROI) for Sample B
Table 4.5: Calculated tortuosity
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Figure 4.8: Sensitivity of number of ADF iterations for image sharpness
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Figure 4.9: Sensitivity of number of ADF iterations for noise reduction
Figure 4.10: XRD profile of Athabasca oil sands
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Figure 4.11: Line profile of CT values (z = 256, y = 126)
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Figure 4.12: Line profile of CT values (z = 396, y = 277)
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Figure 4.13: Histogram of CT values of original image and after ADF smoothing (grain in
blue; bitumen in green; air in red)
Figure 4.14: Line profiles of CT values (black solid line) and its gradient (red solid line) to
determine boundaries (gradient threshold: 250,000)
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Figure 4.15: Marker image created by
gradient thresholding (boundaries are
highlighted in black lines)
Figure 4.16: Segmented image (grain
in white and light gray; bitumen in
dark gray; air in black)
Figure 4.17: Pore structure of the Athabasca oil sands
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Figure 4.18: Example of 3D trajectory of a random walker
Figure 4.19: Example of 2D projected trajectory of a random walker to XY-plane
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Figure 4.20: Example of 2D projected trajectory of a random walker to XZ-plane
Figure 4.21: Example of 2D projected trajectory of a random walker to YZ-plane
CHAPTER 4. ESTIMATION OF TORTUOSITY 57
Figure 4.22: Mean squared displacement averaged over all directions




The laboratory scale transverse dispersivity could be successfully measured through a series
of dispersion experiments. Steady-state mixing in a cylindrical core was intended using
aqueous solution of sodium iodide (NaI aq.) and brine. A portion of this chapter is from
Imai et al., 2019b.
5.2 Selection of flooding fluids
Two different fluids are required to visualize transverse dispersion phenomena using X-
ray CT technique. In the earliest plan, heated (135◦C) toluene and bitumen were the
candidates. They were injected into a sand pack made of oil sands simultaneously. However,
the preliminary experiment revealed that toluene cannot be used in the flooding experiment
because the heated toluene lead to the severe corrosion in the experimental devices.
The most damaged part was the cylinder piston installed in the toluene accumulator.
During the preliminary experiment using toluene, the piston was totally damaged and de-
stroyed by the corrosion caused by heated toluene solvent as shown in Figure 5.1. A healthy
piston (same model but different piece) is shown in Figure 5.2.
Due to the limitations above, in this research, brine and aqueous solution of sodium
iodide (NaI aq.) were finally selected as experimental fluids.
58
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Figure 5.1: Expansion and corrosion of the accumulator piston caused by heated toluene
Figure 5.2: Healthy accumulator piston
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5.3 Original plans for flooding experiments
Before the core flooding experiments, we have examined several different designs for the
experimental setups. Originally we pursued the unsteady-state mixing in a sand pack,
which was called Plan A. In parallel with Plan A, the contingency plan called Plan B was
also examined. Plan B intends to produce a steady-state mixing as shown in Figure 5.3.
There are pros and cons in Plans A and B, obviously. The biggest advantage of Plan
A is the simplicity of the experimental setup. It is not necessary to prepare a complex
boundary conditions to generate a steady-state mixing in a core. Bitumen can be lead into
the core at a point. This type of systems are frequently adopted in the field of environmental
engineering where the transverse dispersion of pollutants is evaluated in the domain affected
by the underground water stream. However, it is difficult to create steady-state mixing flux
in this system. Plan B generates steady-state mixing, but the successful creation of steady-
state mixing depends on precise manufacturing of the porous plate between the sand pack
and the end plug. Plan B was eventually selected because of the simplicity of the analysis.
The analytical solution can be used to determine transverse dispersivity if the steady-state
mixing is ideally created.
Figure 5.3: Original core flooding experiment plans (Plans A and B)
CHAPTER 5. ESTIMATION OF DISPERSIVITY 61
5.4 Core flood experiment
5.4.1 Design and setup
The schematic of the experimental setup is shown in Figure 5.4. Some actual pictures are also
shown in Figures 5.5 and 5.6. In this experiment, 10 wt% sodium iodide aqueous solution
(NaI aq.) and 10 wt% sodium chloride aqueous solution (brine) were used. Using NaI aq.,
the visualization of the mixing zone becomes significantly clear. Note that NaI aq. and brine
were adjusted so as to have the same fluid density to avoid the gravity segregation. The
measured densities of NaI aq. and brine were 1,073.8 kg/m3 and 1,066.2 kg/m3, respectively.
To improve the porous plate precision, new porous plates have been manufactured as
shown in Figure 5.7. A porous plate shown left in Figure 5.7 was used. This porous plate
was made of two separate Berea half-disks which were bonded by impermeable caulking
material.
We aligned the porous plate, the sand pack and the sand screen (mesh) in a row. Figures
5.8 through 5.10 show the actual pictures of the sand pack system. The whole system is
covered by thermal shrinkage tube to hold the system tight. In Figure 5.8, the band of
thermal shrinkage tube can be observed in the center of the face. This impermeable band
prevents the mixing of two fluids on the end plug outlet. At the bottom, double screen
structure was adopted. There are two screen structures. The first structure is very fine
screen made of metal mesh to prevent sand production. The second structure is rough
screen made of thermal shrinkage tube.
Figure 5.4: Schematic of core flooding experiment
5.4.2 Experimental conditions
The experimental conditions are summarized as follows.
• Experimental conditions
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Figure 5.5: Experimental setup (from upstream)
– Temperature: 26◦C
– Pressure: atmospheric pressure (outlet is open to air)
• Injected fluids
– 10 wt% NaCl aqueous solution (measured density = 1,073.8 kg/m3)
– 10 wt% NaI aqueous solution (measured density = 1,066.2 kg/m3)
• Flow rate
– Low/medium flow rate (0.2; 20 cc/min.: ideal steady-state mixing was not ob-
served)
– High flow rate (60; 80; 100; 120; 140 cc/min.: transverse dispersion coefficients
were measured)
– Super high flow rate (200; 400 cc/min.: sand pack damaged)
5.4.3 Processed CT value profiles
In the low/medium flow rate (0.2; 20 cc/min.) experiments, ideal steady-state mixing could
not be created. The problem arises at the outlet of the porous plate. The two fluids (NaI
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Figure 5.6: Experimental setup (from downstream)
aq. and brine) are supposed to contact each other along the boundary of the half disks
of the porous plate. However, in reality, NaI aq. could not saturate the bottom half-disk.
Consequently, the intended boundary condition could not be created. This was caused by
the heterogeneity of Berea sand. The Berea sample used for the porous plate has laminar
structure. Looking at Figure 5.7, several horizontal low permeability bands are observed as
black lines. In low flow rate conditions, those barriers disturb the steady spreading of NaI
aq. in a porous plate.
Here, the processed CT value profiles are shown only for the high flow rate experiments.
Figures 5.11 through 5.15 show the normalized iodine (tracer) concentration profile of 60,
80, 100, 120 and 140 cc/min. experiments. Those figures are generated by processing the
raw CT images taken by the medical CT scanner. The anisotropic diffusion filter (ADF)
was applied. Image analysis workflow will be introduced later on.
To convert a CT value to a concentration, a simple linear relation was used. A CT value
of NaI dilute solution has a linear relation with a concentration as shown in Figure 5.16
which is obtained by the simple preliminary experiment conducted in advance. Note that
this result is only used to check the linearity of the relation between CT value and NaI
concentration in dilute solution. In image processing, it has a linear relation where the CT
value of the NaI saturated voxel is 1,480 and the CT value of the brine saturated voxel is
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Figure 5.7: Porous plate prototypes (left: two Berea disks bonded by impermeable caulking
material; right: two Berea disks and impermeable granite band)
1,130. In-between values were linearly interpolated.
Each profile has dimensions of 34.2 mm length and 8.9 mm height. The flow direction
is from left to right. The voxel sizes are 0.218 mm for vertical direction and 0.6 mm for
horizontal direction. There is a boundary between NaI aq. and brine at the coordinate (0,
21). Mixing zones can be visualized in the middle of the domain.
5.4.4 Image processing
The image processing workflow for the second experiment is summarized below.
1. To retrieve DICOM images (raw CT images) from X-ray CT scanner
2. To convert DICOM images to RAW images
3. To remove noise by filtering (either of the followings)
• Median filter
• Anisotropic diffusion filter (ADF)
• None
4. To extract and average region of interest (ROI)
5. To convert CT value profile to concentration profile
The ADF is the best among three options listed above for the analysis to eliminate noise.
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Figure 5.8: Top view of sand pack system (upstream)
Figure 5.9: Bottom view of sand pack system (downstream)
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Figure 5.10: Side view of sand pack system
Figure 5.11: Normalized iodine tracer concentration profile of 60 cc/min. (30 cc/min. for
each fluid) flooding
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Figure 5.12: Normalized iodine tracer concentration profile of 80 cc/min. (40 cc/min. for
each fluid) flooding
Figure 5.13: Normalized iodine tracer concentration profile of 100 cc/min. (50 cc/min. for
each fluid) flooding
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Figure 5.14: Normalized iodine tracer concentration profile of 120 cc/min. (60 cc/min. for
each fluid) flooding
Figure 5.15: Normalized iodine tracer concentration profile of 140 cc/min. (70 cc/min. for
each fluid) flooding
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Figure 5.16: Correlation between CT value and NaI concentration
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5.5 Mathematical background
As already mentioned, the intention was to create a 2D cross-sectional mixing. In general, the
experimental system is schematically described by Figure 5.17. Tracer influx with the tracer
concentration C0 is from the bottom-left. Mathematically, this system can be described by














C(x, 0, t) = C0(0 < x < ε) (5.2)







C(x,∞, t) = 0 (5.6)
Initial condition (IC):
C(x, y, 0) = 0 (5.7)
where C is the molar concentration of tracer (e.g. iodine ion), t is the time, v is the interstitial
velocity, x and y are the vertical and horizontal coordinates, DT is the transverse dispersion
coefficient and DL is the longitudinal dispersion coefficient.
In Equation (5.1), the second term of the LHS is the convection term, the first term of
the RHS is the transverse dispersion term and the second term of the RHS is the longitudinal
dispersion term.
This equation has an analytical solution (Bruch, 1970):








































































































CHAPTER 5. ESTIMATION OF DISPERSIVITY 71
Figure 5.17: General schematic of the experimental system
Obviously, it is almost impossible to determine the transverse dispersion coefficient by
solving Equation (5.8). However, in our experiment, the flow and mixing is going to be
eventually steady state as shown in Figure 5.18. Steady state mixing can be expressed by a
much simpler PDE shown below:
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Boundary conditions (BCs):
C(x, 0) = C0(−∞ < x < 0) (5.12)

















For convection dominant conditions, the transverse dispersion coefficient can be approx-
imated to the product of transverse dispersivity and interstitial velocity:
DT ≈ αT v. (5.16)













As implied by this solution, the mixing zone appears in the same manner regardless
of interstitial velocity (or flow rate in this context). The normalized concentration profile
estimated by the analytical solution is shown in Figure 5.19 where the unit of the coordinates
is cm.
The diffusion experiments give the tracer concentration map as results. Thus using
Equation (5.17) and the resulted profiles, transverse dispersivity maps for each flow rate
condition can be obtained.
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Figure 5.19: Normalized concentration profile estimated by steady-state analytical solution
5.6 Transverse dispersivity maps
Figures 5.20 through 5.24 show the transverse dispersivity maps of 60, 80, 100, 120 and
140 cc/min. flooding experiments. Note that the area where color is not defined (white) is
singularity that is not used in the analysis. The dispersivities in the upstream region are
not trustworthy because those area may not be reached by the mixing flux.
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Figure 5.20: Transverse dispersivity map of 60 cc/min. (30 cc/min. for each fluid) flooding
Figure 5.21: Transverse dispersivity map of 80 cc/min. (40 cc/min. for each fluid) flooding
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Figure 5.22: Transverse dispersivity map of 100 cc/min. (50 cc/min. for each fluid) flooding
Figure 5.23: Transverse dispersivity map of 120 cc/min. (60 cc/min. for each fluid) flooding
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Figure 5.24: Transverse dispersivity map of 140 cc/min. (70 cc/min. for each fluid) flooding
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5.7 Averaged transverse dispersivities and diffusion co-
efficients
Averaged transverse dispersivities were estimated from the transverse dispersivity maps
obtained by the experiments. Transverse dispersivities of the right-most wall of the map
were averaged. Since no value is defined along y-axis, ±20 voxels around y-axis (x = 0) are
not used for averaging. Table 5.1 summarizes the results.
Table 5.1: Averaged transverse dispersivities and diffusion coefficients
Volumetric Averaged transverse Averaged transverse
flow rate dispersivity dispersion coefficient







5.8 Estimation of transverse dispersivity
Dispersivity itself is not changing with the flow velocity. An unique value is decided for
the given flow distance. In our research, the flow distance is fixed to be 3.42 cm. Thus,
theoretically, dispersivity must be a single value.
When people talk about dispersion coefficients, often a log-log plot where the horizontal
axis is vDp/Dm and the vertical axis is DT /Dm is displayed. Here, Dp is the averaged pore
diameter. In this research framework, the plot is called Perkins plot because Perkins and
Johnston, 1963 used in their paper to discuss dispersion coefficient. Plotting our experimen-
tal results summarized in Table 5.1, a Perkins plot was generated as shown in Figure 5.25.
Circular symbols indicate experimental results.
On a Perkins plot, the horizontal axis is representing increment of the interstitial velocity.
Thus, the left hand side of the plot is diffusion dominant area and the right hand side of
the plot is convection (i.e. dispersion) dominant area. The slope of the linear trend line
on the convection dominant area has a unit slope and the transverse dispersivity must be
equivalent to the intersect of that linear trend line. Therefore, the transverse dispersivity
can be estimated by the least square method on the Perkins plot. The estimated transverse
dispersivity is 4.12×10−5 m. Note that the diffusion coefficient between solvent (hexane) and
bitumen is 1.47×10−9 m2/s; the tortuosity of JACOS Athabasca oil sands is 2.23, according
to Imai et al., 2019a.
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Figure 5.25: Relation between transverse dispersion coefficient and interstitial velocity
(Perkins plot)
5.9 Consideration of scale dependence
According to Gelhar et al., 1992, transverse dispersivity has scale dependence as shown in
Figure 5.26. The longer flow distance becomes, the bigger transverse dispersivity is. On
Figure 5.26, a linear trend line was drawn. The laboratory scale transverse dispersivity
(αT,lab) was upscaled to the field scale one (αT,field). In this context, field scale means
the scale in which condensed solvents actually flows along the steam chamber edge in the
SA-SAGD process. This flow distance was assumed to be 20 m in the field scale. The
upscaling was done by extrapolation using the slope of the trend line. The estimated field-
scale transverse dispersivity is 6.82×10−3 m.
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At a vapor chamber edge of SA-SAGD process, a complex phase transition involving hy-
drocarbons and water is observed. In the vicinity of the chamber edge, temperature of the
water-solvent mixture is significantly dropped when the phase transition occurs due to the
release of latent heat that the vapor originally had. If we take a closer look at the chamber
edge, the condition can be thermodynamically characterized as a multi-phase equilibrium
state. Typically, the number of phases is three: vapor, liquid oleic (i.e. condensed hydro-
carbons) and aqueous phases (i.e. condensed water). In some cases using an alkane as a
solvent, it may yield a four-phase equilibrium condition with two oleic phases (Gao et al.,
2017b; Zhu and Okuno, 2015). Solid precipitation which is the fourth phase is also common
at an SA-SAGD condition (Imai et al., 2019a). For evaluation and modeling of SA-SAGD
process, a robust and accurate phase equilibrium calculation framework is required.
In an effort to model the phase behavior of SAGD using numerical simulation, the K-
value representation has been used but many researchers including Zaydullin, 2014 and
Zaydullin et al., 2016 have observed that the conventional K-value based flash calculation
approach is not accurate in SA-SAGD; an EOS based flash calculation approach is rec-
ommended to ensure thermodynamic consistency. However, to the best of our knowledge,
there is no commercial simulator which can correctly perform EOS-based four-phase equi-
librium calculations in thermal context at present. Connolly, 2018 proposed the thermal
(isenthalpic) three-phase equilibrium calculation framework involving water for the general
purpose research simulator, but four-phase states cannot be handled yet.
In some semi-analytical approaches, simple (two-phase) EOS based flash calculations
have been used to determine the boundary conditions that we give to solve PDEs in terms
of solvent concentration (Rabiei Faradonbeh, 2013). However, at least three phases which
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are vapor, water and oil coexist at the vapor chamber edges in which hydrocarbon gas and
water solubility in oil should be considered. To accurately estimate solvent mixing and
consequent viscosity reduction of bitumen, four-phase equilibrium calculation framework is
still needed for semi-analytical approaches.
In this research, a multi-phase equilibrium calculation framework developed by Imai et
al., 2019c (four-phase framework in low temperature conditions) and Connolly et al., 2019
(three-phase framework involving steam) was extended. The four-phase framework in this
research was originally developed for low temperature CO2 injection into formations sat-
urated by oil and water. It may give rise to very complex phase equilibria especially at
temperatures below 322 K. Earlier experiments showed that CO2 injection into low temper-
ature light oil formed up to three hydrocarbon phases which have been modeled by several
authors (Orr et al., 1981; Turek et al., 1988; Coutinho et al., 1995; Chang, 1990; Khan,
1992; Li and Firoozabadi, 2012; Pan et al., 2015). Given that water is ubiquitous in subter-
ranean formations, four-phase equilibria where one aqueous phase and three hydrocarbon
phases coexist can be formed. In the early development of compositional reservoir simula-
tors, three-phase hydrocarbon equilibria were reduced to two-phase vapor-liquid equilibria
(VLE) as Nghiem and Li, 1986 suggested. Later on, however, Okuno et al., 2010b showed
that such simplification severely affected simulation results and performance due to phase
discontinuity. In recent years, many publications have proposed sophisticated three-phase
equilibrium calculation frameworks including Pan et al., 2017 for conventional constant pres-
sure and temperature (PT) flash calculations. However, they have largely assumed that the
aqueous phase was immiscible, as has long been the norm in compositional reservoir simu-
lation (Perschke, 1988; Khan, 1992). Yan and Stenby, 2010 suggested CO2 dissolution into
water which causes nontrivial loss of the injected fluid should not be neglected. Mohebbinia
et al., 2013 proposed a framework for four-phase equilibrium calculations. Mohebbinia et al.,
2013 showed that the inclusion of an aqueous phase in phase behavior calculations results
in marked differences in phase diagrams. Therefore, a four-phase equilibrium calculation
framework is needed when CO2 is injected into low temperature reservoirs.
As the number of phases increases, efficiency of multi-phase equilibrium calculations
becomes critical because the equations to be solved become complex and the frequency of
phase stability testing increases. Iranshahr et al., 2010 showed that about 40% of compu-
tation time was used to conduct phase equilibrium calculations by solving equation of state
(EOS) in a first-contact miscible gas injection simulation. Many efforts have been made to
improve the efficiency of compositional reservoir simulators by bypassing of stability testing
(Rasmussen et al., 2006; Pan and Tchelepi, 2011), Compositional Space Parameterization
(Voskov and Tchelepi, 2009; Iranshahr et al., 2012) and reduced variables (RV) methods
(Michelsen, 1986; Firoozabadi and Pan, 2002; Pan and Firoozabadi, 2003; Nichita et al.,
2006; Okuno et al., 2010b). As Petitfrere and Nichita, 2015 indicated, reduced variables
methods are advantageous for multi-phase flash calculations if the number of phases in-
crease. Connolly, 2018 provided a comprehensive guidance and examination of a reduced
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variables method for phase equilibrium calculations of three-phase hydrocarbon-water mix-
tures using Peng-Robinson equation of state (PR-EOS). Mohebbinia et al., 2013 used a
reduced variables method which was proposed by Li and Johns, 2006 to solve four-phase
equilibrium calculation problems involving water. However, their method adopted stability
testing proposed by Li and Firoozabadi, 2012 which may lead to incorrect phase identifica-
tion. In the four-phase equilibrium calculation framework proposed in this research, a new
approach for stability testing was adopted.
Aside from efficiency, robustness is also of extreme importance in phase equilibrium cal-
culations because failure to identify the correct number of phases and those properties poses
a critical issue on overall convergence in compositional simulation. In a phase equilibrium
calculation framework, two problems have to be solved sequentially. The first one is phase
stability testing to decide the number of phases in equilibrium. If the number of phases is
more than one, phase split calculations which are also known as flash calculations follow
to compute volumetric and thermodynamic fluid properties for each phase. Algorithms to
solve these two problems have been well documented in the literature (Michelsen, 1982b;
Firoozabadi and Pan, 2002; Pan and Firoozabadi, 2003). The most popular method is a
combination of the successive substitution iteration (SSI) and Newton’s method. In this re-
search, a new general framework for four-phase equilibrium calculations is proposed without
modifying PR-EOS which is widely used in the industry. Numerical formulation is based on
the SSI-Newton approach. RV is used in both stability analysis and flash calculations. RV
can avoid the numerical problem of Newton iterations with trace components in aqueous
phases (Connolly, 2018). The trust region (TR) method was used in our flash calculation
algorithm to assist a solver for the Rachford-Rice (RR) equations which are mass balance
equations proposed by Rachford and Rice, 1952 in the inner loop of the successive substitu-
tion iterations.
Conventional RR solvers including Newton’s method (the Newton-Raphson method) may
suffer from convergence when a good initial guess is not available in multi-phase flash calcu-
lations. Okuno et al., 2010a proposed a RR equation solver combined with an optimization
problem of a convex function by adding a set of non-equality constraints to ensure mass
balance, but their implementation involves traversing the vertices of a convex polyhedron to
define the feasible region. Definition of the feasible region incurs a nontrivial computational
cost especially for a four-phase system due to the upsurge of the number of intersection
points of non-equalities in a three-dimensional domain. Besides the approach proposed by
Okuno et al., 2010a, a TR based RR equation solver (Pan et al., 2017; Pan et al., 2019) is
amenable for integration into existing flash calculation framework. In this research, a TR
assisted RR solver which is called only when the conventional Newton solver fails is newly
proposed to solve four-phase RR equations. The new RR solver can perform the excellent
robustness brought by TR without sacrificing the efficiency brought by Newton. In other
words, a TR solver is an insurance policy for the convergence in the Newton based approach
which rarely fails after the first successive substitution iteration.
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In this research, a comprehensive guidance is also provided on choosing the right combi-
nation of initial equilibrium ratios (K-values) in stability analysis. Since stability testing is a
nonlinear optimization problem to find the global minimum of tangent plane distance (TPD)
space where multiple local minima and saddle points exist, the choice of initial guesses is of
great importance. Generally, sets of different K-values are initially estimated. For single-
phase stability testing to detect two-phase equilibria, an empirical correlation proposed by
Wilson (1968) and its variants are enough to give initial K-values. Michelsen, 1982a sug-
gested using pure components at liquid state as well as two Wilson K-value sets. However,
as the number of phases increases, more variation is needed. Several researchers including Li
and Firoozabadi, 2012 have proposed sets of initial K-values for two-phase stability testing
to detect three-phase hydrocarbon vapor-liquid-liquid equilibria (VLLE) given two-phase
unstable hydrocarbon mixtures. In this research for four-phase identification, the modified
version of the method proposed by Pan et al., 2017 was adopted. According to Pan et al.,
2017, five sets of initial estimates for single-phase stability testing and seven sets of initial
estimates for two-phase stability testing should be tested. To pursue robustness and effi-
ciency for the detection of four-phase equilibria involving water, the K-value sets proposed
by Pan et al., 2017 were tested in this research. The comprehensive guidance to construct
initial sets of K-values is important in that testing of redundant initial K-value sets can be
avoided without sacrificing robustness.
The contents of this chapter form the basis of the following publications: Imai et al.,
2018; Imai et al., 2019c.
6.2 Formulation of four-phase flash calculations
6.2.1 Constraints
Let pressure, temperature and feed composition be fixed, the four-phase system at equilib-
rium should always satisfy the following material balance equations:
Nc∑
i=1
zi = 1 (6.1)
Nc∑
i=1
wi = 1 (6.2)
Nc∑
i=1
xi = 1 (6.3)
Nc∑
i=1
yi = 1 (6.4)
CHAPTER 6. FOUR-PHASE EQUILIBRIUM CALCULATIONS 84
Nc∑
i=1
hi = 1 (6.5)
V + L+H +W = 1 (6.6)
V yi + Lxi +Hhi +Wwi = zi (6.7)
where zi is the feed mole fraction of component i, yi is that of the lightest hydrocarbon
phase (e.g. vapor phase), xi is that of the second lightest hydrocarbon phase (e.g. CO2-rich
liquid phase), hi is that of the heaviest hydrocarbon phase (e.g. oil-rich heavy liquid phase),
wi is that of the aqueous phase and V , L, H and W are overall mole fraction of vapor, light
liquid, heavy liquid and aqueous phases respectively. In these variables, only zi is known.
Thus flash calculations comprise the process to estimate wi, xi, yi, hi, W , H, V and L













Using K-value, wi, xi, yi and hi can be modified as:
wi = KiWhi (6.11)
xi = KiLhi (6.12)
yi = KiV hi (6.13)
hi =
zi
1− V (1−KiV )− L(1−KiL)−W (1−KiW )
. (6.14)
K-values which vary with temperature, pressure and composition should be approximated by
numerical approaches such as the successive substitution iteration (SSI), Newton’s method
or the trust region method.
6.2.2 Calculation procedure
In the framework of PT flash calculations, p, T and ni are given a priori. To initiate the
calculation, the initial K-value set is needed. If the flash is standalone, the initial K-values
should be explicitly specified or predicted using correlations, but in this procedure, good
K-value initials are brought from the preceding stability testing. The detailed explanation
of the stability testing and K-value estimation is provided in the following sections. Given a
set of the initial K-values, fugacity of each phase is calculated using PR-EOS. If the fugacity
equality is not satisfied, K-values are updated iteratively. The simple but robust update
procedure is the successive substitution iteration (SSI) where K-values are updated by the






where the subscripts j means j-th phase and r means the reference phase. The SSI procedure
ceases when all of the convergence criteria are satisfied. The convergence tolerance is denoted
by ε in general cases.
‖fj − fr 6=j‖ < ε, ∀j (6.16)
SSI can steadily approach the solution even if the initial guess is a rough estimation.
However, the convergence rate becomes slow when the approximation gets close to the
solution. To improve speed and accuracy, the Newton-Raphson method as a nonlinear
equation solver is used. The Newton-Raphson with quadratic convergence rate behaves
nicely when a good initial guess is available. In cases of flash calculation, approximation
obtained by SSI can be used as a pretty good starting point for Newton-Raphson iterations.
6.2.3 Calculation procedure in Newton’s method
The algorithm of the Newton-Raphson method for four-phase PT flash is displayed. The
equations to be solved is derived from the condition of fugacity equality. The residual is
described by the following equations:
Fij = fij(Nj)− fir(Nr), ∀i, j 6= r (6.17)
where N is the total number of moles. Hence, equilibrium can be ensured by solving the
above system of nc equations for each phase. To solve the system of equations numerically
using Newton’s method, a Jacobian matrix of residual function F is required. Focusing on

































(δk,j − xk). (6.19)
Once the Jacobian is calculated, the Newton update can be performed as follows:
Nn+1iV = N
n
iV − J−1i,j F
n
i . (6.20)
In this approach, only first derivative information was used. For more difficult cases, the
second order method based on Gibbs free energy minimization might be the only choice to
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obtain the solution.
6.2.4 Material balance equations
Prior to the calculation of yi, xi, hi and wi, overall phase amounts, V , L, H and W should
be known in advance. Let H be the reference phase, H is given by the material balance
equation:
H = 1− (V + L+W ). (6.21)


















wi = 0. (6.24)










1− V (1−KiV )− L(1−KiL)−W (1−KiW )










1− V (1−KiV )− L(1−KiL)−W (1−KiW )










1− V (1−KiV )− L(1−KiL)−W (1−KiW )
≡ FW (V,L,W ) (6.27)
where FV , FL and FW are residual functions, and a set of residual functions is denoted by
F :
F (V,L,W ) = {FV , FL, FW }. (6.28)
Then, the material balance equations eventually can be written by:
F (V,L,W ) = 0. (6.29)
The above equations are called the Rachford-Rice (RR) equations in which zi, KiV , KiL
and KiW are given and V , L and W are the unknown parameters. A generalized form of
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where β is a vector of phase amount and the subscript l is phase index.
β = {V,L,W}. (6.31)
There are several approaches to solve the RR equations for β which includes namely V ,
L and W in four-phase equilibrium calculations. Due to the nonlinearity of the equations,
they should be solved by the iterative numerical approximation but the solution convergence
depends on the restriction on update steps. Okuno et al., 2010a proposed in their three-phase
flash problems that initial guesses should be calculated in advance based on the geometry
of the feasible region which is constrained by a set of linear inequalities. In three-phase
examples, a two-dimensional feasible region is calculated. In a four-phase application of
their method, a three-dimensional polygon is calculated. However, its computational cost
becomes nontrivial because the number of vertices at which inequalities intersect in the three
dimensional space increases drastically. To avoid this drawback in the framework, the trust
region method which is a globally-convergent method was used without paying additional
cost for the calculations of initial estimates (Pan et al., 2017).
6.2.5 Numerical solution of RR equations
The problem now is to find the root of the residual equations:
F (β) = 0. (6.32)
Since the derivative of F (β) is easily derived as shown below, gradient based root finding
approaches such as the Newton-Raphson method and the trust regions method are straight-











Note that the initial values of β should be given accordingly. If the Newton’s method is
not convergent, try the trust region method. To implement the trust region method in
RR solver, the problem should be rewritten as an optimization problem that seeks a global
minimum of the following objective function:
















































































(KiL − 1)(KiW − 1)
FF 2i
. (6.44)
Once βj is obtained, hi is derived, then wi, yi and xi can be computed using K-values.
6.2.6 Trust region method
In a general optimization problem where an nonlinear objective function is given, the ob-
jective function is strictly convex if its Hessian matrix is positive definite. In that case,
the search direction in Newton’s method is always consistent with the descent direction.
However, the given objective function is not always convex. To solve non-convex functions,
the trust region method which is well documented in previous literature (Conn et al., 2000)
is sometimes used. The key concepts lying on the trust region methods are as follows.
• The objective function is approximated by the quadratic function to get the smooth
surface.
• Define the trust region in which the quadratic approximation is valid
• The descent direction is selected after the trust region is defined.
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As stated above, the trust region method approximates the objective function by a quadratic
function shown below:
min. q(s) = f(x) +∇f(x)Ts+ 1
2
sTHs (6.45)
s.t. s ≤ ∆k (6.46)
where s is the update vector and H is the Hessian matrix or its approximation. Note that
Hessian matrix can be also written as:
H = ∇2f(x). (6.47)
The condition specified by (6.45) is called the trust region sub-problem. Since the trust
region forms a finite closed set, the sub-problem must have a solution regardless of the
positive definiteness of Hessian matrix. Therefore, in the trust region method, the Hessian
isn’t necessarily positive definite.
To define the trust region size, we can compare the performance of quadratic approxi-
mation and the actual reduction of the objective function. If the difference between them is
within an appropriate range, we can assume that the search is sufficiently done in a region
where quadratic approximation is valid. Otherwise, if the difference is too big, the trust re-
gion should be shrunk, or if the difference is too small, the trust region can be expanded for
better efficiency. Improvement made by the actual objective function and by the quadratic
approximation (model function) are respectively written as follows.




∆fk = f(xk)− f(xk + sk) (6.49)
The algorithm of the trust region method is summarized as follows.
Step 0
Set k = 0. Define initial point x0, initial matrix B0, and initial trust region size ∆0. Give
arbitrary control parameters: η1, η2, η3, γ1, γ2 and γ3 such that:
0 < η1 ≤ η2 < 1 (6.50)
0 < γ1 ≤ γ2 < 1 < γ3 (6.51)
Step 1
Check convergence.
‖∇f(x)‖ ≤ ε (6.52)
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1. if: the current point xk satisfies the convergence condition, then: stop iteration and
output the solution x∗ = xk.
2. else: go to Step 2.
Step 2
Solve sub-problem (6.45) to get the update vector sk.
Step 3
1. if: ∆fk∆qk ≥ η1, then: update the solution xk+1 = xk + sk. Then move to either of the
following sub-steps.
(a) if: ∆fk∆qk ≥ η2, then: expand the trust region ∆k+1 ∈ [∆k, γ3∆k].
(b) else: the trust region size is unchanged ∆k+1 ∈ [γ2∆k,∆k]
2. else: stay at the current point xk+1 = xk and shrink the trust region ∆k+1 ∈




Set k = k + 1. Go to Step 1.
6.2.7 Trust region sub-problem by eigenvalue solution
To solve the trust region sub-problem, a separate optimization process within a step of the
outer iteration should be performed. Several methods have been developed and used so far
(Conn et al., 2000; Nocedal and Wright, 2006) but the iterative method is often used when
the cost of calculating eigenvalues is cheap. Let the equation to solve be Hs = −g, the
algorithm of trust region sub-problem using the smallest eigenvalue is described below.
Step 1
Let κ ∈ (0, 1), where κ is the tolerance for the sub-problem. Typically values around κ = 0.1
have been used successfully.
Step 2
Perform modified Cholesky (LDLT) decomposition to determine if the Hessian matrix H is
positive definite.
H = LDLT (6.53)
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where L is the lower triangular matrix, D is the diagonal matrix, and LT is the upper
triangular matrix. When all diagonal elements of D is larger than zero, the given Hessian
matrix is positive definite.
1. if: H is positive definite, then: set the diagonal correction element λ = 0.
2. else: compute the smallest eigenvalue λ1 and set λ = −λ1.
Step 3
1. if: H is positive definite, then: convert LDLT to LLT form which is usually lead by
Cholesky (LLT) decomposition.
2. else: H is corrected by H + λI and perform Cholesky (LLT) decomposition.
Step 4
Solve LLTs = −g.
Step 5
1. if: ‖s‖ ≤ ∆,
(a) if: λ = 0 or ‖s‖ = ∆ (complementarity condition), stop.
(b) else: compute an eigenvector u1 corresponding to λ1, find the root α of the
equation ‖s+ αu1‖ = ∆ which makes the model q(s+ αu1) smallest, replace s
by s+ αu1, and stop.
Step 6
1. if: |‖s‖2 −∆| ≤ κ∆, stop.
Step 7










H is corrected by H + λI and perform Cholesky (LLT) decomposition again.
Step 9
Solve LLTs = −g and update ‖s‖2. Go to Step 6.
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6.2.8 Reduced variables method for four-phase split calculations
Reduced variables (RV) can be introduced to reduce the computational cost of multi-phase
flash calculations. In the four-phase framework, a reduced variables method which is origi-
nally proposed for two-phase flash calculations by Pan and Firoozabadi, 2003 was extended.






v(v + b) + b(v − b)
. (6.54)
In general, the reduced variables method is a technique to reduce the number of variables
in multi-phase flash calculations using the concept of principal component analysis for the
matrix of binary interaction coefficients (BICs) which are denoted by σi,j specifically between
















ai and bi are the attraction and co-volume parameters of i in the PR-EOS, and n and
q′ai are the number of selected eigenvalues and the eigenvectors of the matrix with elements
(1−σi,j). Since many of the eigenvalues are close to zero due to the sparsity of BIC matrices
of hydrocarbon-water mixtures, n can be smaller than the number of original unknowns,
Nc. Compressibility factors (Z) and fugacity coefficients (φ̂) of the cubic EOS can now be
calculated by the reduced variables.
Z = Z(Q1, Q2, ..., QNc , b) ≈ Z(Q1, Q2, ..., Qn, b) (6.58)
φ̂ = φ̂(Q1, Q2, ..., QNc , b) ≈ φ̂(Q1, Q2, ..., Qn, b) (6.59)
The four-phase problem is rewritten as a problem which is solved for the reduced variables.
Let the reference phase be H, the steps for RV SSI are described as follows.
Step 1
Initialize the reduced variables: {QV , QL, QW , bV , bL, bW , V, L,W}
Step 2
Calculate the reduced variables for the reference phase: {QH , bH , H}
CHAPTER 6. FOUR-PHASE EQUILIBRIUM CALCULATIONS 93
Step 3














Calculate {V,L,W} by solving the RR equations.
Step 5
Check the fugacity residual for convergence:∥∥∥f̂H − f̂V ∥∥∥ < ε (6.63)
∥∥∥f̂H − f̂L∥∥∥ < ε (6.64)∥∥∥f̂H − f̂W∥∥∥ < ε (6.65)
Step 6
If the residual is smaller than the tolerance ε, stop. Otherwise, update Q using the definition
of reduced variables and go back to step 2.
The above-mentioned derivative-free SSI approach is used initially, but in the vicinity of
the solution, Newton’s method which has a quadratic convergence rate is superior if a good
initial guess is given. The switching criterion from SSI to Newton is 10−5. The Newton
update procedure is as follows:
Step 1
Initialize the reduced variables: {QV , QL, QW , bV , bL, bW , V, L,W}
Step 2
Calculate the reduced variables for the reference phase: {QH , bH , H}
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Step 3














Calculate {V,L,W} by solving the RR equations.
Step 5
Check the fugacity residual for convergence:∥∥∥f̂H − f̂V ∥∥∥ < ε (6.69)
∥∥∥f̂H − f̂L∥∥∥ < ε (6.70)∥∥∥f̂H − f̂W∥∥∥ < ε (6.71)
Step 6
If the residual is smaller than the tolerance ε, stop. Otherwise, proceed to Step 7.
Step 7
Construct and solve the linear system:
J∆Q = −R (6.72)
where J is the Jacobian matrix of residual functions, ∆Q is the update vector and R is the
residual vector.
Stem 8
Update the reduced variables and go back to Step 2.
The derivation of the derivatives of residual functions in terms of the reduced variables
is nontrivial. In this research, the Automatically Differentiable Expression Templates Li-
brary (ADETL) proposed by Younis, 2011 is used to construct Jacobian matrices in the
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reduced variables method. Jacobian matrices generated by ADETL are exactly equivalent
to analytically calculated ones.
The equilibrium state corresponds to the global minimum Gibbs free energy. Phase-
split calculations can converge to a local minimum Gibbs free energy. In the PT flash
implementation the Gibbs free energy is computed after phase-split calculations:





(nil ln f̂il). (6.73)
6.3 Formulation of stability testing
6.3.1 Tangent plane distance analysis
Stability testing is a general procedure to identify the number of phases at equilibrium. There
are several publications in which phase stability analysis is well presented (e.g. Michelsen,
1982a; Hossain and Firoozabadi, 2001; Michelsen and Mollerup, 2007). Currently, tangent
plane distance (TPD) analysis is the most general and widely used approach to perform sta-
bility analysis. In TPD analysis, when a new phase emerges from the single phase condition,
the new phase is tested to determine whether it is stable or not.
Given a single phase fluid of composition x, its stability is tested by assuming a trial
phase of composition y is split. The tested phase is stable if the global minimum of the






ln yi + ln φ̂i(y)− lnxi + ln φ̂i(x)
)
. (6.74)
The stability of a multi-phase system can be tested by evaluating the TPD for each exist-
ing phase. The system is unstable if at least one TPD yields the negative global minimum.
In that case, multi-phase flash calculations should be conducted to identify the new equi-
librium condition. The SSI-Newton method with RV is used to conduct stability analysis
(Firoozabadi and Pan, 2002) in this research.
6.3.2 Initial estimates of K-values for stability testing
To initiate stability testing, a set of initial guess of phase equilibrium ratios (K-values) is
needed. The well-known Wilson correlation (Wilson, 1968) shown in the following equation













However, it is not always robust if a liquid-liquid equilibrium (LLE) arises (Li and Firooz-
abadi, 2012). Overall, the following correlations are in common use.
• KWilsoni : Wilson
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• 1/KWilsoni : Inverse of Wilson
• 3
√
KWilsoni : Cubic root of Wilson
• 1/ 3
√
KWilsoni : Inverse of cubic root of Wilson
• KPure−ji : Pure substance of component j
• KIdeali : Ideal gas
• KAveragei : Average of heavy and light phases
As listed above, there are several Wilson-variant correlations such as inverse, cubic root and
inverse of cubic root. A couple of heuristic estimates specified below are also frequently used







i 6= j, i = 1, . . . , Nc
(6.76)





Researchers have proposed different combinations of these estimates. Michelsen, 1982b
stated that to detect negative minima in TPD space, multiple initial estimates of K-values
are needed in his method where the combination of the Wilson correlation and its inverse is
proposed for single-phase stability testing. In cases of two-phase stability testing to detect
three-phase equilibria, searching negative minima becomes more difficult. To ensure the
convergence, more initial estimates are needed.
Li and Firoozabadi (2012) suggested that 4 +Nc K-value sets shown below were enough
to implement single-phase stability testing:
{Kinitiali } =










In two-phase stability testing to detect a three-phase state, 2(Nc + 4) K-value sets must be
tested if both of the existing phases are tested. However, Li and Firoozabadi, 2012 suggested
testing either of the existing phases leads to the same result and proposed testing the heavy
liquid phase. Therefore, actually, Nc + 4 sets are tested in their method.
Pan et al., 2017 proposed a new method in CO2 dominant systems. For single-phase
stability testing, only five K-value sets are used:
{Kinitiali } =
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i 6= j, i = 1, . . . , Nc.
(6.81)







i 6= j, i = 1, . . . , Nc.
(6.82)
For two-phase stability testing, slightly modified combinations were proposed. When the
heavier phase is tested, they suggested the following combination:








should be used, whereas a different combination shown below is proposed for the testing of
the lighter phase:








Consequently, seven different K-value sets are tested in total. This is a nontrivial reduction
of the number of tested K-values compared with the previously proposed methods.
In this research, the method proposed by Pan et al., 2017 is used to implement stability
testing. For two-phase stability testing, two existing methods and a full-set method are also
evaluated for the purpose of comparison. The first existing method is based on the method
proposed by Li and Firoozabadi, 2012 in which only the heavier hydrocarbon phase is tested
with Nc + 4 K-value sets. The second existing method is also based on Li and Firoozabadi,
2012, but both of the hydrocarbon (heavy and light) phases are tested, which results in
testing 2(Nc+4) initial K-value sets. The full-set method tests both hydrocarbon phases by
all K-value initials from Li and Firoozabadi, 2012 plus KCO2−95i and K
Average
i in two-phase
stability testing. In single-phase stability testing, the full-set method is identical with the
Li and Firoozabadi, 2012 method with Nc + 4 K-value sets.
6.4 Construction of four-phase equilibrium calculations
6.4.1 Assumptions
In SA-SAGD cases where vapor and condensed water coexist at a chamber edge, the phase
equilibrium calculations should be started with the identification of an aqueous phase. If the
pressure is above the saturation pressure at the given temperature, an aqueous phase may be
suggested. Oil likely forms a liquid phase with little transfer of the water component to the
vapor phase is assumed. In such a case, the initial guess of the mole fraction of water in the
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hydrocarbon phase (hw) can be estimated by the following empirical correlation proposed
by Eubank et al., 1994:
lnhw = −21.2632 + 5.9473× 10−2T − 4.0785× 10−5T 2. (6.85)
We also initially assume that the water component comprises a majority of the aqueous in
mole fraction:
ww = 0.999999 (6.86)
where ww is the mole fraction of water in the aqueous phase. Thus the initial K-value






The final K-values are decided in the process of multi-phase flash calculations. Otherwise if
the pressure is below the saturation pressure at the given temperature, the water component
is either in a vapor phase or dissolved in a liquid oil phase as a trace component (i.e. no
aqueous phase suggested). Then we can proceed to the normal phase equilibrium calculations
without using the above K-value estimated by Eubank et al., 1994.
To determine the state of multi-phase equilibria, the classic cubic PR-EOS with a sym-
metric binary interaction coefficients (BICs) matrix is used even though the classic cubic
PR-EOS which has been widely used in reservoir simulators does not perfectly reproduce
water-hydrocarbon phase behavior due to the nonideality caused by the strong hydrogen
bonding. To overcome this problem, a modified PR-EOS using temperature dependent
BICs was proposed by Søreide and Whitson, 1992. Their method, however, is not con-
venient in the conventional reservoir simulation framework. In this research, instead, the
PR-EOS with symmetric BICs was adopted given that gas solubility in the aqueous phase
can be matched by the prerequisite BICs tuning.
6.4.2 Procedure for multi-phase equilibrium calculations
As shown in the flowchart in Figure 6.1, the equilibrium calculations start with a preliminary
check of aqueous phase formation by saturation pressure comparison. If an aqueous phase is
suggested, a single phase stability is tested using a K-value set estimated by Eubank et al.,
1994. Then a series of flash calculations are performed to detect a single phase as shown in
Figure 6.2 (Block A). If more than two phases are suggested, Block A is followed by Block
C or Block D depending on aqueous phase implication.
When the pressure is below the estimated saturation pressure, no aqueous phase is
suggested at the beginning. A single phase stability and a series of flash calculations are
performed assuming no aqueous phase exists as shown in Figure 6.3 (Block B). If a single
phase is unstable, the process continues to Block C or Block D.
Block C which is identical to the process that Imai et al., 2019c proposed determines a
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multi-phase state up to four. The first step is to perform two-phase flash calculations where
at least two (aqueous and hydrocarbon) phases exist. If the two-phase flash calculations are
convergent, then we proceed to the following stability testing only for hydrocarbon phases
because the aqueous phase already exists and only new hydrocarbon phases need to be
detected. Here, the single-phase stability is tested to detect the instability of a two-phase
hydrocarbon-water system. The system is in a two-phase state, if the tested hydrocarbon
phase is stable. Otherwise, proceed to three-phase flash calculations using one set of K-
values from the single-phase stability testing and the other set of K-values from the previous
two-phase flash calculations. If this three-phase flash fails, try another flash by giving the
K-values of the second smallest TPD. The system is in a two-phase state if both of them
fail. On the other hand, either of the above three-phase flash calculations are convergent, at
least three (one aqueous plus two hydrocarbon) phases are at equilibrium. The last step of
the four-phase equilibrium calculations is to determine if the fourth phase appears. To do
so, a stability test for each of the derived two hydrocarbon phases is performed (two-phase
stability testing). Any instability indicated at this point implies the advent of the fourth
phase which can be determined by the final four-phase flash calculations. In the four-phase
flash, one set of K-values from two-phase stability testing and two sets of K-values from the
previous three-phase flash are used. This four-phase flash may fail because of the wrong
selection of K-values. If the flash fails, another K-value set from the next smallest TPD
may be tried as long as an unused negative TPD is available. If one of those flash attempts
is convergent, the given mixture is at four-phase equilibrium. Otherwise, the four-phase
equilibrium cannot be formed; the last converged three-phase state is true. To be clear, here
the failed flash means that we get a negative value of one phase in the solution of the RR
equations in the first SSI. Therefore, the cost of a failed flash is negligible in this calculation.
Block D basically determines water-free equilibria where up to hydrocarbon three phases
coexist. The process is described in Pan et al., 2017. A two phase stability test without
water is performed to detect a three-phase equilibrium. If an instability is detected, a three-
phase flash using a set of K-values which gives the smallest TPD is attempted. Three phases
coexist at equilibrium if the three-phase flash is converged. Otherwise if it is not converged,
the three-phase flash is again tried using a new K-value set which gives the second smallest
TPD. This flash may fail. The failure of the second three-phase flash can determine that
the system is in an two-phase equilibrium.
All stability testing and flash calculation problems are solved using the reduced vari-
ables method. There are two main reasons as already described. First, since the cumulative
amount of computation becomes very large in the process of four-phase equilibrium calcu-
lations, and RV is able to improve the computational efficiency. Second, RV can solve the
numerical problems of Newton iterations in flash calculations due to the existence of trace
component in aqueous phase. Since, in the four-phase cases, an aqueous phase always exist,
using RV is advantageous.
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6.5 Results
6.5.1 Phase equilibrium computation benchmark
Five non-thermal fluids and one thermal fluid are tested for the benchmark of the proposed
procedure as shown in Tables 6.1 and 6.2. The benchmark fluids include JEMA, BSB,
OilG (Khan, 1992), ResA (Pan et al., 2015), Maljamar Reservoir Oil (Orr et al., 1981)
for non-thermal test (where an aqueous liquid phase exists) and LB (Luo and Barrufet,
2005) for thermal test. By adding CO2 to each of non-thermal fluids, hydrocarbon vapor-
liquid-liquid equilibria (VLLE) can be created. Adding 30 mol% water to these mixtures,
four-phase equilibria appear at a low temperature condition. Tables 6.3 through 6.8 show
compositional data of benchmark fluids. For each non-thermal case, a four-phase envelope on
a pressure-composition (Px) phase domain is constructed. Each phase diagram has 251,001
points which populate the given Px space. X axis shows injected CO2 mole fraction and Y
axis shows pressure. Since each of the axis has 501 sampling points, 501 x 501 (= 251,001)
points exist in total. For the thermal case, a three-phase envelope on a pressure-temperature
(PT) phase domain is constructed.
JEMA Oil mixture plus water
As reported in Khan, 1992, three-phase equilibria appear at a temperature of 316.48 K.
The new method and the reference (full-set) method yield the identical phase boundary
as shown in Figure 6.6 but the Li and Firoozabadi, 2012 method produces some missing
points in the four-phase region. The phase identification of the new method and full-set
method is valid as in the smooth surface of Gibbs free energy on the Px space. If an
incorrect phase identification occurs, the surface of Gibbs free energy produces discontinuity
at the corresponding point. The existing methods give energy anomalies where three-phase
equilibria are observed in the midst of the four-phase envelope. Obviously these three-phase
regions are incorrect. In Figure 6.7, the difference of Gibbs free energy between the existing
method and the reference method is shown. Values are calculated by the following equation.
∆Ḡ = Ḡ− Ḡref (6.88)
Any positive values of ∆Ḡ indicate the incorrect phase detection of the existing method
because the sudden surge of Gibbs free energy is incorrect with respect to the Gibbs free
energy minimum principle in the isothermal and isobaric assumption. These missing points
highlighted by the red circles in Figure 6.7 should be at four-phase equilibria, but they were
wrongly labeled as three-phase state. This erroneous behavior implies the fact that the
selection of initial K-value sets and the tested phase can affect the outcome of the results
of phase stability test. This will be discussed later. ∆Ḡ between the new method and the
reference method is exactly zero at all points.
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BSB Oil and OilG mixtures plus water
The second and third benchmark fluids are BSB Oil and OilG (Khan, 1992). Similar to the
above-mentioned JEMA oil mixture, BSB Oil (313.71 K) and OilG (307.59 K) also form
three-phase hydrocarbon VLLE states if CO2 is added in low temperature conditions. By
adding 30% water, again a four-phase region can be seen. The Px diagrams are shown in
Figure 6.8 for BSB Oil and Figure 6.9 for OilG, respectively. All methods could successfully
generate the correct phase diagrams without any erroneous point in this resolution.
ResA Oil mixture plus water
The fourth benchmark fluid is ResA Oil which was tested for the validation of three-phase
flash calculations by Pan et al., 2015 where the advent of the hydrocarbon VLLE is reported
at a temperature of 311.483 K. The correct Px phase diagram is shown in Figure 6.10. All
methods perfectly identify the equilibrium states.
MRO mixture plus water
The fifth benchmark fluid is Maljamar Reservoir Oil (MRO) whose Px diagram at a temper-
ature of 305.35 K was reported by Orr et al., 1981. The correct Px phase diagram is shown
in Figure 6.11. This fluid is particularly different from the other fluids for two reasons.
First, the overall fraction of water is very small in the vicinity of the critical points because
of extremely high CO2 concentration. Second, the number of components is increased to
twelve though the other fluids have only seven or eight components. Again all methods can
perfectly identify the phase states anywhere in the given domain.
LB Oil mixture
The sixth benchmark fluid is thermal Luo and Barrufet (LB) Oil which is reported in Luo
and Barrufet, 2005. Up to three phases coexist in this system. The phase behavior is
complicated in low temperature conditions as LLVE can be seen. In high temperature
conditions, water may be vaporized. The resulted PT phase diagram is shown in Figure
6.12 which is identical to the correct diagram reported in Connolly et al., 2019. There is no
failure in the phase identification.
6.5.2 Performance comparison
A performance comparison is conducted using non-thermal benchmark fluids. For the pur-
pose of comparing the performance of multi-phase stability testing, two existing methods
based on Li and Firoozabadi, 2012 and the full-set method were used in addition to the
new method (Pan et al., 2017) to prepare the initial K-value sets. Relative CPU time to
identify the phase status of 10,000 points on a Px diagram is compared. To avoid the high
computational cost for four-phase flash calculations which are identical in all methods, the
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performance comparison was evaluated in the high pressure three-phase regions. A Win-
dows workstation with 3.6 GHz Intel Xeon CPU (E5-1650) was used in serial mode for
computation.
The comparison of computational time among the full-set method, the new method and
two existing methods based on Li and Firoozabadi, 2012 is summarized in Figure 6.13 and
Table 6.10. The difference among methods is the number of K-value sets tested in stability
analysis. In the new method, five K-value sets for single-phase stability testing and seven
K-value sets for two-phase stability testing are always tested in total. However, the existing
methods based on Li and Firoozabadi, 2012 depend on the number of components and the
number of phases to be tested. If only one phase is tested, the number of tested K-value
sets is Nc + 4. If both light and heavy phases are tested, the number is simply doubled to
2(Nc+4). The number of tested K-value sets is summarized in Tables 6.9 and 6.11 for single
and two-phase stability analysis, respectively.
In spite of the small number of the tested K-value sets, the new method always gives
correct phases identification which is exactly the same as the referenced full-set method.
The new method is superior to any of the other methods tested in terms of the overall
computational efficiency as shown in Figure 6.13. The CPU time can be improved by 40-70%
by comparison with the reference case without losing robustness. Even in the comparison
with the existing method which has the second smallest number of tested K-value sets, The
new method can cut the computational cost by 42% in the most effective MRO case.
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Figure 6.1: Flowchart description of stability analysis for hydrocarbon-water mixture
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Figure 6.2: Flowchart description of Block A (two-phase flash)

































Figure 6.3: Flowchart description of Block B (two-phase flash)
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2P flash with KH2O
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1P SA for HC phase


































Figure 6.4: Flowchart description of Block C (four-phase flash)























Figure 6.5: Flowchart description of Block D (three-phase flash)
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Figure 6.6: JEMA Oil: PX phase diagram (four-phase equilibrium in green; three-phase
equilibrium in yellow; two-phase equilibrium in blue; single phase in red)
Table 6.1: Non-thermal benchmark case specification
Fluid name Nc p




JEMA 8 90.0 80.0 0.900 0.400 316.480
BSB 8 95.0 75.0 0.950 0.400 313.710
OilG 8 100.0 70.0 0.999 0.400 307.590
ResA 7 88.0 78.0 0.980 0.600 311.483
MRO 12 100.0 65.0 0.999 0.500 305.350
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Figure 6.7: JEMA Oil: Gibbs free energy difference (existing - reference)
Table 6.2: Thermal benchmark case specification
Fluid name Nc p
max (bar) pmin (bar) Tmax (K) Tmin (K)
LB 5 150.0 10.0 600 300
Table 6.3: Component data of JEMA Oil
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,CO2
H2O 0.3000 647.30 220.89 0.3440 18.0150 0 0.095
CO2 0.0134 304.20 73.76 0.2250 44.0100 0.095 0
C1 0.0485 166.67 46.00 0.0080 16.0430 0.45 0.05
C2−3 0.1219 338.81 45.53 0.1260 36.0126 0.5 0.05
C4−6 0.1361 466.12 33.68 0.2439 70.5203 0.5 0.05
C7−16 0.2197 611.11 20.95 0.6386 147.1820 0.5 0.09
C17−29 0.1084 777.78 15.88 1.0002 301.4762 0.5 0.09
C30+ 0.0519 972.22 15.84 1.2812 562.8054 0.5 0.09
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Figure 6.8: BSB Oil: PX phase diagram (four-phase equilibrium in green; three-phase
equilibrium in yellow; two-phase equilibrium in blue; single phase in red)
Table 6.4: Component data of BSB Oil
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,CO2
H2O 0.3000 647.30 220.89 0.3440 18.0150 0 0.095
CO2 0.0236 304.20 73.76 0.2250 44.0100 0.095 0
C1 0.0603 160.00 46.00 0.0080 16.0430 0.45 0.055
C2−3 0.1052 344.20 44.99 0.1305 37.2002 0.5 0.055
C4−6 0.1170 463.22 34.00 0.2407 69.4984 0.5 0.055
C7−15 0.2313 605.75 21.75 0.6177 140.9560 0.5 0.105
C16−27 0.1128 751.02 16.54 0.9566 280.9914 0.5 0.105
C28+ 0.0499 942.48 16.42 1.2683 519.6219 0.5 0.105
Table 6.5: Component data of OilG
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,CO2
H2O 0.30000 647.30 220.89 0.3440 18.0150 0 0.095
CO2 0.01183 304.20 73.76 0.2250 44.0100 0.095 0
C1 0.12264 174.44 46.00 0.0080 16.0430 0.45 0.085
C2−3 0.15708 347.26 44.69 0.1331 37.9086 0.5 0.085
C4−6 0.11711 459.74 34.18 0.2358 68.6715 0.5 0.085
C7−14 0.16954 595.14 21.87 0.5977 135.0933 0.5 0.104
C15−25 0.08512 729.98 16.04 0.9118 261.1030 0.5 0.104
C26+ 0.03668 910.18 15.21 1.2444 479.6983 0.5 0.104
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Figure 6.9: OilG: PX phase diagram (four-phase equilibrium in green; three-phase equilib-
rium in yellow; two-phase equilibrium in blue; single phase in red)
Table 6.6: Component data of ResA Oil
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,CO2 σi,C1 σi,C2−3
H2O 0.3000 647.30 220.89 0.3440 18.0150 0 0.095 0.45 0.5
CO2 0.0142 304.19 73.82 0.2280 44.0100 0.095 0 0.1 0.13
C1 0.0993 190.58 46.04 0.0110 16.0430 0.45 0.1 0 0.005
C2−3 0.1374 337.57 45.65 0.1250 37.0720 0.5 0.13 0.005 0
C4−6 0.1219 456.44 35.75 0.2220 68.0620 0.5 0.125 0.025 0.01
C11 0.2635 648.65 23.48 0.4450 148.3568 0.5 0.1 0.078 0.01
C31 0.0636 898.71 11.73 1.0340 424.0175 0.5 0.1 0.098 0.01
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Figure 6.10: ResA Oil: PX phase diagram (four-phase equilibrium in green; three-phase
equilibrium in yellow; two-phase equilibrium in blue; single phase in red)
Table 6.7: Component data of MRO
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,CO2 σi,C1
H2O 0.3000 647.30 220.89 0.3440 18.0150 0 0.095 0.45
CO2 0.0000 304.21 73.82 0.2250 44.0000 0.095 0 0.115
C1 0.2057 190.60 45.40 0.0080 16.0000 0.45 0.115 0
C2 0.0713 305.40 48.20 0.0980 30.1000 0.5 0.115 0
C3 0.0585 369.80 41.90 0.1520 44.1000 0.5 0.115 0
C4 0.0232 425.20 37.50 0.1930 58.1000 0.5 0.115 0
C5−7 0.0843 516.67 28.82 0.2651 89.9000 0.5 0.115 0.045
C8−10 0.1107 590.00 23.74 0.3644 125.7000 0.5 0.115 0.055
C11−14 0.0576 668.61 18.59 0.4987 174.4000 0.5 0.115 0.055
C15−20 0.0370 745.78 14.80 0.6606 240.3000 0.5 0.115 0.06
C21−28 0.0193 812.67 11.95 0.8771 336.1000 0.5 0.115 0.08
C29+ 0.0325 914.89 8.52 1.2789 536.7000 0.5 0.115 0.28
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Figure 6.11: MRO: PX phase diagram (four-phase equilibrium in green; three-phase equi-
librium in yellow; two-phase equilibrium in blue; single phase in red)
Table 6.8: Component data of LB Oil
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O
H2O 0.5000 647.30 220.89 0.344 18.0150 0
PC1 0.1500 305.556 48.82 0.098 30.0000 0.71918
PC2 0.1000 638.889 19.65 0.535 156.0000 0.45996
PC3 0.1000 788.889 10.20 0.891 310.0000 0.26773
PC4 0.1500 838.889 7.72 1.085 400.0000 0.24166
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Figure 6.12: LB: PT phase diagram (four-phase equilibrium in green; three-phase equilib-
rium in yellow; two-phase equilibrium in blue; single phase in red)
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Figure 6.13: Relative CPU time comparison (referenced full-set method = 1)
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Table 6.9: Number of initial K-value sets tested for single-phase stability analysis
Fluid New Existing Full-set (ref.)
JEMA 5 12 12
BSB 5 12 12
OilG 5 12 12
ResA 5 11 11
MRO 5 16 16
Table 6.10: Actual total CPU time in performance comparison (sec.)
Fluid New Existing (only one phase) Existing (both phases) Full-set (ref.)
JEMA 16.47 21.04 27.97 35.08
BSB 17.49 23.69 31.40 35.71
OilG 15.87 22.01 27.68 35.66
ResA 14.62 19.35 25.12 26.21
MRO 27.88 47.66 66.98 93.24
Table 6.11: Number of initial K-value sets tested for two-phase stability analysis
Fluid New Existing (only one phase) Existing (both phases) Full-set (ref.)
JEMA 7 12 24 27
BSB 7 12 24 27
OilG 7 12 24 27
ResA 7 11 22 25
MRO 7 16 32 35
Chapter 7
Semi-analytical model
7.1 SAGD analytical model
7.1.1 Assumptions
In contrast to conventional oil recovery methods, SAGD has several unique characteristics.
First, SAGD is a gravity drainage method where flow is driven not by pressure gradient
between well pairs, but by gravitational potential. In many SAGD cases, the pressure gra-
dient in a steam chamber is assumed to be negligible. Second, heat transfer is a key besides
dynamic behavior of flowing fluid. Third, there is a phase transition of water from steam
to liquid along an edge of a steam chamber. Apparently the mechanism looks complicated
but from the analytical point of view, it can be modeled easily if a coordinate is fixed on a
steam chamber edge in a two-dimensional cross-sectional domain. The geometry of steam
chambers is also simple as reported by Butler and Stephens, 1981.
The assumptions that Butler, 1998 made to model SAGD process including:
• Steam condenses at interface
• Oil and condensate drain to well at bottom
• Flow is caused by gravity
• Chamber grows upwards and sideways
are still valid in recent researches and are consistent with experimental and field observations.
7.1.2 Geometry of steam chambers
A simplest but powerful model of steam chamber development is linear geometry model
proposed by Reis, 1992. Although a more sophisticated and complicated nonlinear geometry
model was proposed by Butler, 1985, Reis, 1992 suggested that linear geometry model is
appropriate to reproduce experimental results. The experimental results shown in Butler
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and Stephens, 1981 visually indicated that steam chamber had a linear geometry. For the
above reasons, linear geometry is adopted to construct analytical models for SAGD and
SA-SAGD evaluation in this research.
There are two stages in steam chamber development regime. The first stage is a spreading
stage where a steam chamber grows sideways with a triangular shape of steam chamber in
a two-dimensional cross-sectional view (Figure 7.1). The steam chamber edge moves with
a velocity of U (m/s). The half lateral stretch of steam chamber is denoted by w (m) and
the half length of well spacing is denoted by wb (m). Oil flows along the steam chamber
edge. The oil flow rate per unit well length is denoted by qo (m
3/s/m). The steam chamber
reaches the formation top immediately at t = 0 with the chamber angle θ = 0.
The second stage is a depleting stage after the steam chamber reaches the no-flow bound-
ary (Figure 7.2). In this stage, neighboring steam chambers are coalesced. Thus the steam
chamber can only grow downwards with a velocity of U . The height at which neighboring








where h is the reservoir thickness.
7.1.3 Mathematical model
In this research, the mathematical model proposed by Reis, 1992 is adopted. The oil flow
rate qo can be analytically calculated using geometrical interpretation and Darcy’s law. Heat
is conducted to the oil sand reservoir by following a thermal diffusion equation in Cartesian
XZ coordinate system. However, the boundary which has a fixed temperature moves with
a velocity of U . Thus it is mathematically convenient to fix the coordinate system on the
steam chamber edge (interface). A new one-dimensional coordinate which is perpendicular
to the linear interface is called ξ. A schematic is shown in Figure 7.3
To calculate the oil flow rate, firstly the distribution of temperature along ξ axis is re-
quired because oil viscosity varies with temperature. Since the temperature is monotonically
reduced, viscosity is monotonically increased as ξ increases. Oil flux thus has different ve-
locity along ξ. In other words, oil flow rate qo is calculated by integration of partial oil
flow rate along ξ. However, the problem is that partial flow rate should be integrated from
zero to infinity. The integral can be calculated by introducing thermal penetration depth
δT which is an effective depth below which a temperature is equal to the injection condition
of steam (Butler, 1985). The concept of thermal penetration depth is illustrated in Figure
7.4:
T = Ts (7.2)
0 ≤ ξ ≤ δT . (7.3)
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Therefore, the following relation is obtained by the definition:∫ δT
0









T is the temperature, Tr is the original reservoir temperature and Ts is the steam tempera-
ture at the interface.
In this study, however, a drastic simplification was made that steady-sate solution can
be assumed in terms of thermal conduction ahead of the interface. The governing equation










which has a form of convection-diffusion (CD) equation rather than diffusion equation. The
convection term is apparent one due to the transform of the coordinate system by introducing


















Other dimensionless parameters including dimensionless time (tD) and dimensionless









In the above expressions, k is effective permeability for oil flow, g is acceleration constant
due to gravity, αm is effective thermal diffusivity, φ is porosity, ∆So is flowing oil saturation,
m is kinematic viscosity exponent and νo is bitumen kinematic viscosity at Ts. B3 is Butler’s
dimensionless scaling factor Butler, 1998. This is an indicator of the balance between mass
flow and heat conduction. In SAGD cases, B3 may be around 10.
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and c is dimensionless temperature parameter which is found to be 0.4 in Reis, 1992. At
this point, the flow rate cannot be calculated because U and θ are unknown. Reis, 1992
introduced material balance equations specified below using geometrical interpretation to
eliminate U and θ from the flow rate equation.































By plugging the above equations into Equation (7.17), the final analytical solution of
SAGD process is found to be as follows:

















7.2 SA-SAGD semi-analytical model
7.2.1 Assumptions
The SA-SAGD model is more complicated than the classic SAGD model in that two different
partial differential equations should be solved simultaneously. One is the thermal diffusion
equation, and the other is the mass transport equation for solvent dissolution into bitumen.
Mathematically they are equivalent. Therefore, the assumptions for SA-SAGD model are
same as SAGD model.
7.2.2 Geometry of vapor chamber
In SA-SAGD process, a vapor chamber where the mixture of vapor solvent and steam pop-
ulates has similar geometry to SAGD process as reported in Hosseininejad Mohebati et al.,
2012. In this research, a semi-analytical SA-SAGD model was constructed based on Rabiei
Faradonbeh, 2013 who adopted the linear geometry proposed by Reis, 1992 for the modeling
of SA-SAGD process.
7.2.3 Mathematical model
As seen in a schematic of a SA-SAGD producer shown in Figure 7.5, the SA-SAGD mech-
anism is governed by the double-layered diffusion model. Mathematically, two independent
CD equations are formulated. One is the equation for thermal conduction which already
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where D0 is the diffusion coefficient at which solvent concentration is zero. η






where η is the diffusivity-concentration coefficient determined by matching to experimental
data, Cs is the equilibrium solvent concentration at the interface and Cm is the solvent












where αT is the transverse dispersivity.
























The function f is introduced to incorporate concentration dependent diffusion coefficients
given by:
f(η∗) =
exp η∗ − exp (η∗/e− 1)
1− 1/e
. (7.34)
Equation (7.32) is a highly nonlinear PDE that cannot be solved analytically. This PDE
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The residual function F is thus defined as:
















The Newton-Raphson method was adopted to solve the residual equation numerically. The












(1− Cs − Coi)dξ (7.38)
where ∆ρ is the density difference between vapor and oil mixture, µmix is the mixture
viscosity Cs is the volume fraction of solvent and Coi is the volume fraction of immovable
(trapped) oil mixture due to phase separation yielding a multi-phase oleic mass flow. The
generation of immovable oil mixture is identified by the four-phase equilibrium calculation
framework for every single discritized grid cell (dξ). If the immovable oil mixture is identified,
its volume fraction is determined by the multi-phase flash calculations. Else if no phase
separation is observed, Coi becomes zero. Then the integration of the given total derivative






















Obviously, qR becomes unity for classic SAGD cases. m is equivalent exponent of solvent-
bitumen mixture viscosity:
m = xsms + xomo (7.41)
where ms and mo are solvent and oil viscosity exponents. The mixture viscosity parameters
xs and xo are given in Shu, 1984 and the following relation is satisfied:
xo = 1− xs (7.42)
The resulted flow rate equations for SA-SAGD eventually become:













If a liquid-liquid phase separation is observed in a oleic phase, the integration of (7.38)
is too complicated to be done analytically anymore. In this case, the total oil flow rate is
given by the numerical integration of (7.38). The immovable oil fraction Coi is calculated
by the following equation:
Coi = (1− Cs)− Col (7.45)
where Col is the volume fraction of the lightest oleic phase.
7.2.4 Incorporation of concentration dependent diffusion coefficients
In SA-SAGD semi-analytical model, concentration dependent diffusion coefficients are incor-
porated by the f-function shown in Equation (7.34). The input parameter of the f-function
is η∗ but η must be known to calculate η∗. η is a coefficient for the exponential correlation
to represent concentration dependent diffusion coefficients:







To decide η, curve fitting was conducted so that the correlation can reproduce the concen-
tration dependent diffusion coefficient measured in this research. For the high temperature
hexane case, η was 1.09. More correctly, high order polynomial approximation should be
used but an exponential correlation was chosen because using high order polynomial brings
significant difficulties in the mathematical process. Experimental data, eighth order poly-
nomial approximation and exponential approximation of binary diffusion coefficients of the
high temperature hexane experiment are shown in Figure 7.6.
7.2.5 Boundary conditions
In this semi-analytical framework, two boundary conditions have to be given in terms of
temperature (thermal boundary condition: Ts) and solvent concentration (compositional
boundary condition: Cs). The thermal boundary condition Ts is determined by the satura-
tion temperature at the given pressure. The compositional boundary condition Cs is more
complicated because a complex phase behavior is observed at the steam chamber edge. As
mentioned earlier, up to four phases may coexist. In this research, Cs which is the solvent
concentration at the chamber edge is determined as a solvent concentration in the lightest
oleic phase. The other possible phases such as vapor, aqueous and asphaltene-rich (solid)
oleic phase cannot be mixed with in-situ bitumen. Even though multiple phases may be
generated, Cs is directly calculated using the four-phase equilibrium calculation framework
developed in this research.
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7.2.6 Model parameters and correlations used
Various parameters which characterize geological and physical properties are needed. In
the field scale semi-analytical model, JACOS Hangingstone reservoir is assumed and those
parameters summarized in Table 7.1 were used.
Also, to simplify the implementation, the following correlations were used to calculate
densities and viscosities.
Hexane viscosity in cP (Yaws, 2003)








A2 = 1.22× 10−2
A3 = −1.5× 10−5
Bitumen viscosity in cP (Mehrotra and Svrcek, 1987)




Mixture viscosity in cP (Shu, 1984)










Hexane density in kg/m3 (Yaws, 2003)
ρs = A0 ×A
−(1− TTc )
A2
1 × 103 (7.50)














Energy balance of SAGD and SA-SAGD processes must be investigated for the derivation
of steam to oil ratio (SOR). In this research, energy balance is modeled based on Rabiei
Faradonbeh et al., 2016. The overall energy balance is given by the following equation:
Qtot = Qchm +Qres +Qovb (7.52)
where Qtot is the total energy injected, Qchm is the heat to the vapor chamber and produced
oil, Qres is the heat to the reservoir and Qovb is the heat to the overburden. Each component
of the RHS is defined as follows. The first raw is for the spreading stage and the second raw






































∆Ts = Ts − Tr (7.57)
































where ρw is the density of water, Ls is the latent heat of the steam, χ is the steam quality,
and qcum is cumulative oil production.
7.2.8 Flow chart of semi-analytical solution for SA-SAGD process
Equations must be solved for δC , δT and U simultaneously. However, δC is never known
unless U is decided. U cannot be derived by simple substitution because its value at the
initial condition is zero. If U = 0, δC and δT are also zero, and vice versa. Therefore, the
problem is solved by numerical approximation by giving an arbitrary U at the first time
step. Then variables are numerically approximated by the SSI. It is convenient to show the
solution procedure in Figure 7.7. The procedure is called semi-analytical method in that two
iteration loops exists in the procedure: the outer SSI loop and the inner Newton-Raphson
loop to approximate δC .
7.3 Results
7.3.1 Temperature and solvent concentration profile
The temperature profile along the moving coordinate ξ for SAGD case at tD = 0.1 is shown
in Figure 7.8. The profile well describes diffusive behavior of heat. Viscosity ratio, which is
the ratio of kinematic viscosity of bitumen at an arbitrary location to kinematic viscosity
of bitumen at the interface, is monotonically increasing as the distance from the interface
increases. Penetration of heat may be seen until ξD = 3× 10−1 which is about 5 meters in
the actual distance from the interface (h = 17.5 m).
For an SA-SAGD case, a similar figure is generated as shown in Figure 7.9 where solvent
concentration profile is also plotted as well as temperature profile. Note that the solvent
penetration depth is much smaller than the thermal penetration depth. Heat effect may
reach meters away, but solvent effect may diminish in a meter. The hybrid effect of solvent
and heat is seen as a double-layered model in this figure. In the vicinity of interface,
a significant viscosity reduction is observed due to the hybrid effect of solvent mixing and
heating. However, this effect is short-range; it can be observed before, at most, ξD = 3×10−2
(50 cm). The solvent penetration depth looks very thin but it enables us to enhance oil
production rate.
CHAPTER 7. SEMI-ANALYTICAL MODEL 128
7.3.2 Oil production rate and chamber shape
In Figure 7.10, an example of production profile of an SA-SAGD producer is shown. The oil
production rate maintains plateau until the advent of the regime change. After the regime
change happening around tD = 0.6, the oil production rate is gradually reduced because of
the shrinkage of gravitational potential.
Cross sectional (half) images of vapor chamber boundary are shown in Figure 7.11. A
vapor chamber steadily grows until it reaches the no-flow boundary where vapor chambers
contact each other.
7.3.3 Solvent performance evaluation
Oil production rate was improved due to the hybrid effect on SA-SAGD. Figure 7.12 shows
the comparison of oil production rate for SAGD and SA-SAGD. The production rate in
this case was improved by about 40%. After the regime change, SA-SAGD is more rapidly
depleted, and fully depleted earlier than SAGD. Figure 7.13 shows the comparison of cumu-
lative oil production. Figure 7.14 shows the comparison of CSOR. Clearly, the SA-SAGD
case improved SOR by comparison with the classic SAGD case.
7.3.4 Preliminary sensitivity study for dispersivity
Since the dispersivity which was estimated by extrapolation has an uncertainty in this
model, a sensitivity study was performed to evaluate its magnitude. Figure 7.15 has a
boosted dispersivity which is a hundred times larger than the original one shown in Figure
7.10. The enhanced oil production rate was observed significantly. Clearly, dispersivity has
a huge impact on SA-SAGD performance.
7.3.5 Preliminary sensitivity study for diffusivity
Similarly, the magnitude of diffusivity was also examined even though diffusivity has little
uncertainty. Figures 7.10 and 7.16 show oil production profile by changing diffusivity. The
first one shown in Figure 7.10 has concentration dependent diffusion coefficients measured by
earlier experiments, whereas the second one shown in Figure 7.16 has a boosted diffusivity
which is ten times larger than the first one. Again the clear improvement on oil production
rate was observed.
7.3.6 Validation
For the purpose of validation, experimental parameters specified in Hosseininejad Mohebati
et al., 2012 and Rabiei Faradonbeh et al., 2016 were assigned as shown in Table 7.2. Overall
performances are in good agreement. Figures 7.17 through 7.19 show experimental SAGD
profiles of mass oil production rate, cumulative mass oil production and CSOR. Figures 7.20
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through 7.22 show experimental SA-SAGD profiles of mass oil production rate, cumulative
mass oil production and CSOR.
7.3.7 Multi-phase flow effect evaluation
The previous SA-SAGD semi-analytical model proposed by Rabiei Faradonbeh, 2013 cannot
consider multi-phase flow (i.e. an oil single phase was considered in their model). However,
in some solvent co-injection cases, complex four-phase equilibria may be observed as Gao et
al., 2017b reported in their PVT experiments involving butane as a solvent. In this research,
those complex phase equilibria and consequent multi-phase flow are properly modeled by
the newly developed four-phase equilibrium calculation package discussed in Chapter 6. A
series of phase equilibrium calculations are performed in every grid cell after solving CD
equations to determine the properties and volume (saturation) of movable oil phase. If a
second oleic phase appears, only the lighter oleic phase is movable. This approximation is
valid in SA-SAGD cases as the heavier oleic phase is asphaltene-rich viscous fluid which has
an extremely slow interstitial velocity.
To evaluate the magnitude of the development of the multi-phase flow involving the
fourth phase (the heavier oleic phase), a comparison test is performed. The base case is the
SA-SAGD model where a single-phase flow is assumed. The other case is the SA-SAGD
model with the full EOS based four-phase equilibrium calculations to allow multi-phase
flow. The operation pressure is 46 bar. The other operational conditions are same as
ones specified in Table 7.1. To make sure that the fourth phase is observed, a fluid model
suggested by Gao et al., 2017b is used (Gao Oil) in this test. The composition of Gao Oil
is summarized in Table 7.3. Figure 7.23 shows the phase diagram along ξ axis in a high-
pressure (46 bar) butane-based SA-SAGD process. The four-phase equilibria (vapor-liquid-
liquid-aqueous equiribria: VLLWE) can be observed in the vicinity of the vapor chamber
where the second liquid phase is an asphaltene-rich immovable phase. When the distance
from the vapor chamber becomes far, the number of phases is reduced to two with original
bitumen and aqueous phases (liquid-aqueous equilibria: LWE). The aqueous phase here is
basically irreducible formation water.
Figure 7.24 showed the bitumen production rate of the SA-SAGD operation. There is a
remarkable difference between single-phase model and multi-phase model especially in the
ramp-up behavior. In the multi-phase model, the oil flow rate is gradually increased whereas
that of the single-phase model shows a rapid ramp-up followed by the steady depletion. In
this case, a phase separation caused by solvent co-injection deteriorates the performance of
SA-SAGD. At the end of the test period (70 hours), the cumulative oil production of the
multi-phase model is smaller than the single-phase model by 38%. It means the simplified
single phase flow assumption overestimates the SA-SAGD performance by 38% in this case.
This also suggests that the proper selection of solvent injection condition is of extreme
importance to maximize the advantage of the SA-SAGD process.
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Figure 7.1: Steam chamber development regime: Stage 1 (spreading)
Figure 7.2: Steam chamber development regime: Stage 2 (depletion)
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Figure 7.3: Cross-sectional schematic around a SAGD producer
Figure 7.4: Definition of thermal penetration depth
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Figure 7.5: Cross-sectional schematic around an SA-SAGD producer
Figure 7.6: Approximation of concentration dependent diffusion coefficients for the high
temperature hexane experiment
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Figure 7.7: Semi-analytical solution procedure of SA-SAGD process
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Figure 7.8: SAGD temperature profile on dimensionless ξ
Figure 7.9: SA-SAGD temperature and concentration profile on dimensionless ξ
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Figure 7.10: SA-SAGD oil production rate estimated by semi-analytical model
Figure 7.11: SA-SAGD chamber growth estimated by semi-analytical model
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Figure 7.12: Comparison of oil production rate
Figure 7.13: Comparison of cumulative oil production
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Figure 7.14: Comparison of CSOR
Figure 7.15: Oil production rate (αT = 1 m; experimental D)
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Figure 7.16: Oil production rate (αT = 0.01 m; experimental D× 10)
Figure 7.17: Mass oil production rate (experimental SAGD)
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Figure 7.18: Cumulative mass oil production (experimental SAGD)
Figure 7.19: CSOR (experimental SAGD)
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Figure 7.20: Mass oil production rate (experimental SA-SAGD)
Figure 7.21: Cumulative mass oil production (experimental SA-SAGD)
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Figure 7.22: CSOR (experimental SA-SAGD)
Table 7.1: Reservoir description for SAGD and SA-SAGD analytical models
Symbol Meaning Value Unit
φ porosity 0.33 -
k effective permeability 1.6 D
So initial oil saturation 0.75 -
Sor residual oil saturation 0.13 -
αm effective thermal diffusivity (fluid & rock) 8.1e-7 m
2/s
αo effective thermal diffusivity (overburden) 8.6e-7 m
2/s
h reservoir thickness 17.5 m
wb half well spacing 35 m
∆So flowing oil saturation 0.62 -
αT transverse dispersivity 0.01 m
D binary molecular diffusion coefficient Experiment m2/s
Tr reservoir temperature 283 K
Tinj injection temperature 471 K
Ts equilibrium temperature at the interface 370 K
L well length 700 m
ms solvent viscosity exponent 1 -
mo oil viscosity exponent 4 -
c Reis’ dimensionless temperature parameter 0.4 -
χ steam quality 1.0 m3/m3
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Figure 7.23: Phase diagram along ξ coordinate in a butane-based SA-SAGD process; Four-
phase equilibria with the heavier second oleic phase can be observed in the vicinity of the
vapor chamber whereas the virgin reservoir has two-phase equilibria consisting of original
bitumen and (irreducible) aqueous phases
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Figure 7.24: Effect of multi-phase flow in SA-SAGD
Table 7.2: Experimental description for SAGD and SA-SAGD analytical models
Symbol Meaning Value Unit
φ porosity (SAGD/SA-SAGD) 0.339/0.327 -
k effective permeability 250 D
So initial oil saturation (SAGD/SA-SAGD) 0.87/0.91 -
Sor residual oil saturation (SAGD/SA-SAGD) 0.028/0.004 -
αm effective thermal diffusivity (fluid & rock) 8.1e-7 m
2/s
αo effective thermal diffusivity (overburden) 0 m
2/s
h reservoir thickness 19.4 cm
wb half well spacing 35.31 cm
∆So flowing oil saturation (SAGD/SA-SAGD) 0.45/0.52 -
αT transverse dispersivity 5.0×10−5 m
D binary molecular diffusion coefficient Experiment m2/s
Tr reservoir temperature 285 K
Tinj injection temperature 471 K
Ts equilibrium temperature at the interface 370 K
L well length 15.2 cm
ms solvent viscosity exponent 1 -
mo oil viscosity exponent 3.87 -
c Reis’ dimensionless temperature parameter 0.4 -
χ steam quality 1.0 m3/m3
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Table 7.3: Component data of Gao Oil
Component z Tc (K) pc (bar) ω MW (g/mol) σi,H2O σi,C4
H2O 0.0864 647.05 220.64 0.3433 18.01 0 0.636
C4 0.0000 425.15 37.96 0.2014 58.123 0.636 0
PC1 0.4884 708.15 21.46 0.8423 296.939 0.2006 -0.0005
PC2 0.2188 768.25 15.07 0.9429 662.802 0.1694 -0.0011
PC3 0.1340 998.15 13.64 1.0225 1082.67 0.1694 -0.0018




8.1.1 Effect of solvent influx during experiments
The diffusion experiments are not strictly isolated. To prevent the abrupt pressure drop
due to the shrinkage of fluid by liquid-liquid mixing, the solvent inlet port was kept open
during the experiments. Consequently, certain amount of solvents (hexane and diluent) was
supplied to the system. The volumes of supplied solvent in the low temperature hexane
experiment was 1.9% (Figure 8.1). The curve on the figure is steadily increased as the
mixing (diffusion) advanced, though the curve was slightly oscillated due to the fluctuation
of the room temperature. Under such circumstances, supplied solvent may badly jam the
spontaneous diffusion behavior, in the worst case scenario.
However, the ROIs looked unsusceptible by the solvent influx as seen earlier. Since the
supply point of solvent is located at the center of the end plug, the concentration counter
must be jammed and an anomaly could be seen if the effect of supplied solvent is dominant.
However, the observation was the monotonous concentration counter maps which can be
seen in the case of the ideal diffusion. The ROI is far enough from the supply point in view
of the speed of solvent transport. The effect of solvent influx during diffusion experiments
can be neglected.
8.1.2 Effect of inertia force at each CT scanning opportunity
The experimental system was mounted on the bed of the medical CT scanner. The system
slightly accelerates and decelerates when a CT image is taken because the bed physically
moves for a shooting. In that case, the experimental system is subject to the inertia force
which perturbs the system. The mixing speed may be accelerated due to this perturbation.
Unfortunately, there is no effective way to identify the effect of the inertia force that may
or may not affect the diffusion behavior so far. However, at least, the diffusion coefficients
are in a good range with respect to the reference values which are reported, for example, by
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Figure 8.1: Hexane supply volume of low temperature hexane experiment
Ghanavati et al., 2014. The inertia force may not affect the diffusion process significantly
because of the active viscous force working on the experimental fluids which move steadily
with the system such that the effect of inertia is canceled.
8.2 Tortuosity
8.2.1 Validity of estimated tortuosity
Blake-Kozeny equation
It is easy to understand tortuosity if we assume the pore network of the porous medium is
represented by a bundle of capillary tubes with an equivalent diameter Dp. In the laminar
flow regime, a modified version of the Hagen-Poiseuille formula called the Blake-Kozeny









where u is the Darcy velocity, ∆p is the pressure difference, Dp is the diameter of capillary
tubes and µ is the viscosity. According to Bird et al., 1960, the tortuosity in the Blake-
Kozeny equation was estimated by analyzing substantial experimental data which led to τ =
25/12 ≈ 2.08. The value here is sufficiently close to that of the simulation based tortuosity
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Table 8.1: Diffusive tortuosities estimated by existing correlations
Reference Description Model Parameter Tortuosity
Weissberg, 1963 analytical logarithmic P = 1/2 1.55
Tsai and Strieder, 1986 empirical logarithmic P = 1 2.10
Tsai and Strieder, 1986 empirical logarithmic P = 2/3 1.73
Mota et al., 2001 empirical power law β = 0.4 1.55
Beeckman, 1990 analytical fractional - 2.64
Iversen and Jørgensen, 1993 empirical linear Q = 2 2.33
estimated in this research. Therefore, presumably the oil sands can be approximated by the
bundle of capillary tubes model.
Carman-Kozeny equation
The Carman-Kozeny equation shown in Equation (8.2) can associate tortuosity with porosity





where k is the permeability, φ is the porosity, av is the specific surface area (SSA) which is
the surface area of the pore space per unit volume of solid.
As mentioned earlier, the porosity was determined to be 0.334 in this research. A perme-
ability measurement was not successfully performed for the oil sands because the core sample
was highly unconsolidated. Ito and Suzuki, 1999 assumed the permeability of JACOS oil
sands was 6.0 Darcy in their simulation study, but Kashihara and Hosokoshi, 2008 suggested
3.5 Darcy for the averaged permeability in core measurements and much higher values up to
10 Darcy for the field scale (upscaled) permeability. Therefore, three different permeabilities
are assumed: 3.0 Darcy (downside case), 6.0 Darcy (base case) and 12.0 Darcy (upside case).
Since the grain size distribution was measured with the laser diffraction scattering method
as shown in Figure 8.2, the specific surface area can be calculated on the assumption that
the porous medium consists of spherical grain particles. The calculated SSA was 41,289
m−1. The averaged diameters were 167.4 µm (mean volume diameter), 140.2 µm (mean
surface diameter) and 64.83 µm (mean number diameter).
Assigning the required parameters to Equation (8.2), the calculated tortuosities were
determined to be 8.21, 4.11 and 2.05 for the downside, base and upside cases. The upside
case (k = 12.0 Darcy) seems consistent with the simulation-based tortuosity estimated in
this research (τ = 2.23). This fact implies that the actual permeability under the CT
scanning condition may be greater presumably because CT images were captured without
confining pressure.
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Figure 8.2: Grain diameter distribution of the Athabasca oil sands
Existing correlations
In earlier literature, a number of tortuosity models can be found. Ghanbarian et al., 2013
reviewed some of the tortuosity models where the diffusional tortuosities are given as func-
tions of porosity. There are roughly four types of tortuosity correlations (logarithmic; power
law; fractional; linear).
The logarithmic function shown in Equation (8.3) was derived analytically by Weissberg,
1963:
τ = 1− P lnφ (8.3)
where P is the constant. Weissberg, 1963 analytically decided P = 1/2 for randomly
overlapping spheres, whereas Tsai and Strieder, 1986 proposed P = 1 (two-dimensional
orientations) or 2/3 (three-dimensional orientations) for randomly oriented fiber beds.
An empirical power law model was proposed by Mota et al., 2001 for binary mixtures of
spherical particles:
τ = φ−β (8.4)
where β = 0.4.
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Another analytical model was proposed for the mass transport in the catalyst by Beeck-





Iversen and Jørgensen, 1993 proposed a linear function shown below for the ionic diffusion
in seawater and sediments:
τ = 1 +Q(1− φ) (8.6)
where Q = 2 for sandy sediments.
Table 8.1 exhibits the calculated tortuosities by the above-mentioned correlations where
the assigned porosity value was 0.334 (the image analysis result). Looking at the distribution
of the calculated tortuosities ranging from 1.55 to 2.64, the overall averaged tortuosity
(τ = 2.23) seems reasonably estimated.
8.2.2 Anisotropy
The results on tortuosity evaluation indicate that the Z-direction tortuosity (2.23) is slightly
higher than those of X and Y-directions (2.17 and 2.16, respectively). Since the difference
is trivial, this difference may not imply anything. However, thinking of the Carman-Kozeny
equation, the difference of tortuosity may affect the permeability. The bigger tortuosity
is, the smaller permeability becomes. Therefore, the anisotropy of tortuosity may reflect
the anisotropy of permeability. The bigger vertical tortuosity makes sense because the
vertical permeability is typically much smaller than horizontal permeability. Having similar
tortuosity in X and Y-directions is also reasonable because situations where no horizontal
anisotropy is observed are common.
8.3 Dispersion experiments
8.3.1 Validation of the laboratory-scale transverse dispersivity
Some correlations have been proposed to estimate transverse dispersivity. The dispersivity
measured in this research was compared with the transverse dispersivity estimated by De
Josselin De Jong, 1958 and Olsson and Grathwohl, 2007. Those values are within a same
order as summarized in Table 8.2.
Table 8.2: Comparison of laboratory-scale transverse dispersivity
Flow Source Type Transverse
distance [m] dispersivity [m]
- De Josselin De Jong, 1958 correlation 3.20E-05
- Olsson and Grathwohl, 2007 correlation 2.30E-05
0.0342 this research experiment 4.12E-05
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8.3.2 Validation of the field-scale transverse dispersivity
Figure 5.26 implies that αT,field estimated in this research can be a reasonable value for a
field-scale transverse dispersivity. However, there is still a large uncertainty on it. In Figure
5.26, the largest transverse dispersivity reported in the field scale is about 1 m. The field
scale transverse dispersivity may be examined and validated in a future SA-SAGD pilot test.
8.3.3 Interpretation of dispersivity maps
The transverse dispersivity maps shown in Figures 5.11 through 5.15 have a tendency of high
dispersivity in the bottom half of the domain. If the core sample is homogeneous and the
difference of density between two injected fluids is zero, dispersion maps should be linearly
symmetrical with the axis. There are two possible scenarios to observe asymmetric profiles.
The first scenario is gravity segregation due to the density difference between brine
(1066.2 kg/m3) and NaI aq. (1073.8 kg/m3). However, this is not likely as the dimensionless
gravity number (Ng) which has been used in the discussion of multi-phase flow where both
viscous force and gravity may be active is very small in this case. The gravity number is for





where k is the permeability, µ is the viscosity, ∆ρ is the density deference, g is the acceleration
constant due to gravity and u is the Darcy velocity. If the experimental parameters are
assigned to the above equation, the gravity number turns out to be 3×10−4 which implies
a viscous dominant flow where the effect of gravity can be ignored.
The second scenario is the distorted streamlines due to the heterogeneity of the core
sample. This is more likely because the core sample was made of real oil sands packed by
manpower even though it was packed closely using mechanical shocks and supersonic.
Ideally, asymmetric profiles observed here were not intended in this experiment. The
effect of heterogeneity may be mitigated if a bigger ROI is assigned. In this experiment, the
dimensions of the ROI were 34.2 mm in length and 8.9 mm in height. Making the ROI ten
times bigger is a realistic countermeasure to improve the quality of the analysis next time.
8.4 Four-phase equilibrium calculations
8.4.1 Efficiency
If a set of initial K-values proposed by Li and Firoozabadi, 2012 is tested for both light and
heavy phases, the total number of stability analysis tests for the given two phase fluid at
equilibrium is 2(Nc + 4). However, this research reveals that only seven sets of initial K-
values are actually needed to sufficiently test both light and heavy phases. This is nontrivial
reduction of computational time in multi-phase equilibrium calculations. As shown in Figure
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6.13, the new approach is faster than the existing methods and the full-set method because
fewer initial K-value estimates are required. In the most significant test case (MRO) which
has the greatest number of components, the computational efficiency was improved by 42%.
The greater the number of components, the more efficient the new method is compared with
the existing methods.
8.4.2 Robustness
In spite of the reduction of the number of initial K-value sets, the new method detects
the multi-phase equilibria while spending minimal CPU time, whereas the existing methods
missed some points. Pan et al., 2017 found that the Nc + 4 initial K-value estimates (Li
and Firoozabadi, 2012) failed to detect a lot of points in the three-phase regions of several
fluids including JEMA, BSB and MRO for three-phase hydrocarbon-CO2 systems. The
same problem in the four-phase region of the JEMA fluid was observed. These observations
suggest that the new method is suited for compositional reservoir simulators for two reasons.
First, the new method can improve the efficiency of phase equilibrium calculations where
large portion of computational time is spent among overall calculations of EOS-based com-
positional reservoir simulators. Second, the sudden phase change due to erroneous phase
identification can be avoided. The abrupt appearance and disappearance of phases may
raise severe numerical problems in reservoir simulators.
8.4.3 Novelty
The four phase equilibrium framework using reduced variables method is not the first of its
kind. Mohebbinia et al., 2013 constructed four-phase equilibrium calculation framework in-
volving water. However, their implementation is different from the framework demonstrated
in this research in several ways that could lead to problems. They used the method proposed
by Li and Firoozabadi, 2012 for multi-phase stability testing, and erroneous results could
occur in the four-phase regions. Their reduced variables implementation originally proposed
by Li and Johns, 2006 where 6(Np−1) reduced variables are defined is different from the new
framework proposed which needs Np(n + 1) reduced variables. Since their implementation
requires recalculation of PVT data, it is inconvenient to use.
8.4.4 Mathematical advantage brought by the reduced variables
method
The results of benchmarking show that the four-phase equilibrium framework is robust with-
out any single erroneous point in the Px diagrams. This robustness is obtained not only
because of the successful selection of initial K-values and the globally convergent RR solver
but also because of the capability of the reduced variables (RV) method for the problems
in which the water component is involved in hydrocarbon mixtures. The RV method is
particularly suited for the phase-split problem involving water. As stated by several authors
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(Nghiem and Heidemann, 1982; Michelsen and Mollerup, 2007), the conventional variables
method with trace components needs extra care to solve a phase-split problem, because
Newton’s method using conventional variables suffers from ill-conditioned linear systems
which lead to numerical difficulties. In the reduced variables method, the resulting reduced
Jacobian matrix becomes full rank and the size of the linear system is significantly reduced.
The eigenvectors obtained from the spectral decomposition of the binary interaction param-
eter matrix are linearly independent even in the case of trace components. Therefore, the
reduced variables are robust and efficient for four-phase equilibrium calculations involving
water.
8.4.5 Thermal applications
The K-value representation has been used to model the phase behavior of SAGD and SA-
SAGD but many researchers including Zaydullin, 2014 and Zaydullin et al., 2016 have ob-
served that the conventional K-value based flash calculation approach is not accurate in
complex thermal compositional processes like SA-SAGD; an EOS based flash calculation
approach is recommended to ensure thermodynamic consistency. However, to the best of
my knowledge, there is no commercial simulator which can correctly perform EOS-based
four-phase equilibrium calculations in thermal context at present. Since the new four-phase
equilibrium calculation framework is best suited to simulators for its robustness and effi-
ciency, the extension of the proposed framework to the reservoir simulation context is the
next challenge.
8.5 Semi-analytical model
8.5.1 Uncertainty of input parameters
The semi-analytical solution is very sensitive to several uncertain input parameters including
transverse dispersivity (αT ), equilibrium concentration and temperature (Cs and Ts). The
transverse dispersivity may be calibrated by future pilot test results. The equilibrium con-
centration and the equilibrium temperature which corresponds to the boundary conditions
of governing partial differential equation must be correctly provided. The most reliable idea
to specify those values accurately may be using EOS based flash calculation module. PT
(constant pressure/temperature) flash calculation module is used in this research but more
ideally PH (constant pressure/enthalpy) flash is needed. A three-phase PH flash calculation
module is published by Connolly, 2018.
8.5.2 Limitations of the semi-analytical model
The semi-analytical model in this research was constructed in a two-dimensional cross-
sectional domain. Since SAGD and SA-SAGD performance depends on three dimensional
characteristics such as geological heterogeneity and well trajectory undulation. Those key
CHAPTER 8. DISCUSSION AND CONCLUSIONS 153
characteristics are not considered in the existing semi-analytical framework. To evaluate
more complex three-dimensional effects on SA-SAGD, the only choice is using numerical
simulation. Recently Petitfrere et al., 2020 developed a full-EOS-based thermal compo-
sitional simulator, but no commercial reservoir simulator can simulate SA-SAGD process
accurately due to the limitation of gridding, computation time, non-equilibrium mass trans-
fer and phase behavior. The best strategy at this moment may be using both semi-analytical
models and numerical reservoir simulators so that they can complement each other.
8.6 Conclusions
As a comprehensive research on SA-SAGD evaluation, a series of experiments were performed
and then compositional based semi-analytical solutions were derived.
Three consecutive diffusion experiments were conducted to identify the concentration
dependent diffusion coefficients between solvents (pure hexane or diluent) and bitumen. A
pressure was fixed to around 35 bar (500 psia) for each experiment. Hexane was used as a
solvent in the first and the third experiments. The experimental temperatures were 134.2◦C
for the first one and 75.3◦C for the third one. In the second experiment, diluent was used
instead of pure hexane so as to see the effect of solvent species. The order of averaged
diffusion coefficient measured was reasonable, and the values range from 0.72×10−9 m2/s
(low temperature hexane case) to 1.47×10−9 m2/s (high temperature hexane case). A slight
sensitivity of solvent species is observed, but not significant (1.23×10−9 m2/s for the high
temperature diluent-bitumen system). Hexane has slightly higher diffusion coefficients than
diluent. There is clear sensitivity in temperature. The comparison of the first and third
experiments indicates that the same solvent has higher diffusion coefficients in a higher
temperature condition.
The tortuosity of an actual oil sand sample which is a required parameter for the quan-
titative analysis of SA-SAGD process was evaluated by a statistical approach. A three-
dimensional image of pore structure in an oil sand sample was captured with a micro focus
X-ray CT scanner. Then the tortuosity was estimated by random walk analysis (Nakashima
and Kamiya, 2007). The overall averaged tortuosity is 2.23 which is a reasonable value for
unconsolidated sand stones. The calculated tortuosities for X and Y-directions are almost
identical to each other: 2.17 and 2.16, respectively, but it is slightly higher for Z-direction:
2.38.
The transverse dispersivity was also successfully measured. The laboratory-scale (3.24
cm) transverse dispersivity was estimated on a Perkins plot. The value was 4.12×10−5 m
which is very close to the estimation by the existing correlations (De Josselin De Jong, 1958;
Olsson and Grathwohl, 2007). The field-scale (20 m) transverse dispersivity was estimated
based on the reported values in Gelhar et al., 1992. The estimation was made by extrapola-
tion but the resultant field-scale transverse dispersivity (6.82×10−3 m) is consistent with the
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previous research (Rabiei Faradonbeh, 2013). The estimated field scale transverse dispersiv-
ity along with the molecular diffusion coefficients and the tortuosity are input parameters
for numerical simulation and the semi-analytical model. The results obtained through this
research will significantly improve the confidence of those studies.
A comprehensive framework for four-phase equilibrium calculations applicable to SA-
SAGD is proposed. The reduced variables method is adopted to achieve computational
efficiency and also to solve the numerical problems in Newton iterations of flash calculations
with trace components in the aqueous phase. The computational efficiency was improved
by up to 42% in the benchmark case study compared with the existing approaches.
As a tool to estimate the performance of SAGD and SA-SAGD processes, a two-dimensional
cross-sectional semi-analytical model which can predict the production profiles of SAGD
and SA-SAGD was created. The model solves mass and energy conservation equations
semi-analytically. The oil flow rate is decided by integrating the partial Darcy flow along
the moving coordinate ξ which is perpendicular to the vapor chamber edge (boundary).
The viscosity of fluids in the partial Darcy flow is calculated by the correlation where the
concentration-dependent diffusion coefficients are used. Rabiei Faradonbeh et al., 2016 vali-
dated their solution by comparing them with the preceding experiments done by Hosseinine-
jad Mohebati et al., 2012. Although the solutions of this research were also compared with
the experimental results for the purpose of rough validation, more strict validations are
required in the next step. In the new semi-analytical model developed in this research,
multi-phase oil flow is considered using the four-phase equilibrium calculation framework
mentioned above. Results revealed that the phase separation due to the solvent co-injected
with steam may deteriorate the performance of SA-SAGD by 38% during the ramp-up stage.
In conclusion, the transverse dispersion coefficients were successfully estimated with the
concentration dependent effective diffusion coefficients and the transverse dispersivity using
X-ray CT techniques. The complex phase behavior occurring at the vapor chamber edge
was modeled by the EOS based four-phase equilibrium calculation framework. In parallel,
the construction of the semi-analytical SAGD and SA-SAGD models was also completed.
8.7 Future research
There are several challenges on evaluation and promotion of SA-SAGD field implementation.
Even though a field scale transverse dispersivity is estimated using results of laboratory
scale experiments and a simple correlation in this research, its scale dependence must be
further investigated carefully as the performance of SA-SAGD process is sensitive to the
transverse dispersivity. To evaluate the accuracy of the estimated transverse dispersicity
in this research, field scale pilot tests or larger-scale laboratory experiments are required in
future.
There is a room to improve the two-dimensional semi-analytical model constructed in
this research. Particularly, the current expressions for multi-phase flow involving water
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and multiple oleic phases is based on extremely simple assumptions using saturation. The
semi-analytical model should be modified to accommodate nonlinear saturation functions.
Actual SAGD and SA-SAGD operations are subject to various three-dimensional char-
acteristics. Well trajectory layouts and geological heterogeneity affect growth speed and
geometry of the vapor chamber development. The existence of gas caps, shale barriers,
water encroachments and thief zones also may deteriorate the performance of SAGD. The
effect of those critical characteristics cannot be examined in the current framework using
the 2D semi-analytical model. Numerical approaches using reservoir simulators that cannot
fully describe the physical mechanisms of SA-SAGD process may be useful if it is combined
and coupled with the semi-analytical approach developed in this research. In the future
research, calibration of simulation parameters for pseudo chemical reaction that mimics the
nonequilibrium mass transfer brought by diffusion and dispersion in reality is the first step
to bridge the gap between numerical and semi-analytical approaches.
Nomenclature
A Dimension of cubic lattice
a PR-EOS energetic parameter
av Specific surface area [m
−1]
B Parameter for Boltzmann transformation
b PR-EOS co-volume parameter
B3 Butler’s dimensionless variable
C Molar concentration of solvent [mol/m3]
c Dimensionless temperature parameter
CD Dimensionless molar concentration of solvent
Cm Solvent concentration at which diffusion coefficient becomes maximum [m
3/m3]
Cs Volume fraction of solvent [m
3/m3]
Coi Volume fraction of immovable oleic phase [m
3/m3]
Col Volume fraction of lightest oleic phase [m
3/m3]
D Intrinsic diffusion coefficient [m2/s]
D Diagonal matrix
D̃ Mutual diffusion coefficient [m2/s]
D0 Diffusion coefficient of random walk in free space [m
2/s]
De Effective diffusion coefficient [m
2/s]
DL Longitudinal dispersion coefficient [m
2/s]
Dm Molecular diffusion coefficient [m
2/s]
Dp Average pore diameter [m]
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DT Transverse dispersion coefficient [m
2/s]
f̂ Fugacity [bar]
F () Residual function
f() f-function
G Gibbs free energy [J]
Ḡ Dimensionless Gibbs free energy
g Acceleration constant due to gravity [m/s2]
H Heaviest hydrocarbon phase amount
H Hessian matrix
h Reservoir thickness [m]
hi Mole fraction of component i in heaviest hydrocarbon phase
J Jacobian matrix
k Permeability [ms]
KiL Equilibrium ratio between heaviest and second heaviest hydrocarbon phases
KiV Equilibrium ratio between heaviest and lightest hydrocarbon phases
KiW Equilibrium ratio between heaviest hydrocarbon and aqueous phases
L Second heaviest hydrocarbon phase amount
L Lower triangular matrix
l length [m]
Le Lewis number
LT Upper triangular matrix
lt Actual travel distance of tracer [m]
m Equilibrium exponent of solvent-bitumen mixture viscosity
m Kinematic viscosity exponent
mo Bitumen viscosity exponent
ms Solvent viscosity exponent
MW Molecular weight [kg/mol]
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n Number of eigenvalue in reduced variables method
Nc Number of components
Np Number of phases
P Constant in tortuosity correlations
p Pressure [bar]
p0 Atmospheric pressure [bar]
PC Pseudo component
pc Critical pressure [bar]
Pe Peclet number
pmax Pressure upper limit [bar]
pmin Pressure lower limit [bar]
Q Constant in tortuosity correlations
q Eigenvalue
Qk Reduced variable k resulting from spectral decomposition of BIP matrix
qo Oil flow rate per unit well length [m
3/s/m]
qR Factor incorporating solvent effect
R Universal gas constant, 8.314 [J/mol.K]
R Residual vector
r2 Mean squared displacement [m2]
SG Specific gravity
s Update vector in the trust region method
T Temperature [K]
t Time [s]
Tc Critical temperature [K]
TD Dimensionless temperature
td Dimensionless time
tDi Dimensionless integer time (time step)
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Tmax Temperature upper limit [K]
Tmin Temperature lower limit [K]
Tr Reservoir temperature [K]
Ts Equilibrium temperature at interface [K]
U Velocity of vapor chamber interface [m/s]
u Eigen vector
u Darcy velocity [m/s]
V Lightest hydrocarbon phase amount
V Partial molar volume [m3/mol]
v Interstitial velocity [m/s]
W Aqueous phase amount
w Half lateral stretch of vapor chamber [m]
wb Half length of well spacing [m]
wi Mole fraction of component i in aqueous phase
x Coordinate [m]
xct CT value
xi Mole fraction of component i (in second heaviest hydrocarbon phase)
xmaxCO2 CO2 mole fraction upper limit
xminCO2 CO2 mole fraction lower limit
xs Mixinig parameter in Shu, 1984
y Coordinate [m]
yi Mole fraction of component i in lightest hydrocarbon phase
Z Compressibility factor
z Coordinate in z-direction [m]
zi Mole fraction of component i in overall mixture
zM Location of Matano interface [m]
αm Effective thermal diffusivity [m
2/s]
NOMENCLATURE 160
αT Transverse dispersivity [m]
αT,D Dimensionless transverse dispersivity
β Constant in correlations
β Phase amount vector
δC Solvent penetration depth [m]
δC,D Dimensionless solvent penetration depth
∆p Pressure difference [bar]
∆Q Update vector of reduced variables in Newton iteration
∆So Flowing oil saturation
δT Thermal penetration depth [m]
δT,D Dimensionless thermal penetration depth
ε Convergence criterion
η Diffusivity-concentration coefficient
η∗ Modified diffusivity-concentration coefficient
µ̂ Chemical potential [J/mol]
µ Dynamic viscosity [cP]
µmix Viscosity of mixture [cP]
ν Kinematic viscosity [m2/s]
ρ Density [kg/m3]
ρ0 Density at atmospheric pressure [kg/m
3]
σi,j Binary interaction coefficient between components i and j
τ Tortuosity
θ Chamber angle [rad]
φ Porosity
φ̂ Fugacity coefficient
ξ Coordinate perpendicular to vapor chamber interface [m]
ξD Dimensionless coordinate perpendicular to vapor chamber interface
ω Acentric factor
Conversion factors
Unit Symbol Equivalent to
Pounds per square inch psi 0.06894757 bar
Centipoise cP 10−3 Pa.s
Darcy D 10−12 m2
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