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We study the dynamics of a self-propelled particle advected by a steady laminar flow. The
persistent motion of the self-propelled particle is described by an active Ornstein-Uhlenbeck process.
We focus on the diffusivity properties of the particle as a function of persistence time and free-
diffusion coefficient, revealing non-monotonic behaviors, with the occurrence of a minimum and
steep growth in the regime of large persistence time. In the latter limit, we obtain an analytical
prediction for the scaling of the diffusion coefficient with the parameters of the active force. Our
study sheds light on the effect of an inhomogeneous environment on the diffusion of active particles,
such as living microorganisms and motile phytoplankton in fluids.
I. INTRODUCTION
In recent years, great interest has been raised by the
complex dynamics of biological microorganisms or artifi-
cial microswimmers, which convert energy from the envi-
ronment into systematic motion [1, 2]. Nowadays, these
non-equilibrium systems are classified as self-propelled
particles (SPP), a subclass of dry active matter. The
behavior of SPP without environmental constraints has
been largely studied and has shown a very fascinat-
ing phenomenology, such as: swarming, clustering [3–
5], phase-separation [6–11], spontaneous velocity align-
ments [12–14] and vortex formation [15]. These phenom-
ena have not a passive Brownian counterpart, because of
the intrinsic non-equilibrium nature of the self-propelled
motion, characterized by a persistence time τ , and, in
particular, due to the peculiar interplay between active
forces and interactions among particles. Even in non-
interacting cases, the diffusive properties of SPP have
been a matter of intense study both experimentally and
numerically since the self-propulsion enhances the diffu-
sivity with respect to any passive tracers [16–21].
The dynamics of SPP in complex and non-
homogeneous environments constitute a central issue for
its great biological interest. Indeed, in Nature, mi-
croswimmers or bacteria, when encounter soft or solid
obstacles [22] or even hard walls [23], accumulate in front
of them producing interesting patterns [24–28]. Morover,
the swimming in porous soil [29], blood flow [30] or bi-
ological tissues [31] constitute other contexts of investi-
gation. Thus, going beyond the description of the active
dynamics into homogeneous environments represents a
great challenge towards the comprehension of the life of
microorganisms in their own habitat. Moreover, the re-
cent technological advances have led to the possibility of
manufacturing complex patterns of irregular or regular
structures of micro-obstacles that mimic the cellular en-
vironment or, more generally, the medium where SPP
move [32–36]. The dynamics in complex environments
has been studied for instance in mazes [37], pinning sub-
strates [38], arrays of funnels [39–43], comb lattices [44],
fixed arrays of pillars [45–48] or even in systems with ran-
dom moving obstacles [49, 50], leading in some cases to
anomalous diffusion [51–53].
Another important issue concerns the dynamics and
diffusion properties of SPP in environments which are
non-homogeneous because of the presence of a non-
uniform velocity field. In the case of passive Brownian
particles, the problem has been largely studied, both for
laminar and turbulent flows [54]. The simplest example
of the interplay between advection and molecular diffu-
sion is the Taylor dispersion [55] which is observed in a
channel with a Poiseuille flow. In the case of SPP, simi-
lar studies have great relevance in describing the behavior
of microscopic living organisms such as certain kinds of
motile plankton and microalgae. For instance, the dis-
tribution of SPP in convective fluxes is a problem that
comes from the observations that plankton is subject to
Langmuir circulation [56, 57]. For gyrotactic swimmers,
such as certain motile phytoplanktons and microalgae,
the motion in the presence of flow fields, both in lami-
nar and turbulent regimes, has been studied in [58, 59],
showing that strong heterogeneity in the distribution of
particles can occur. Interaction between laminar flow
and motility has been studied also in bacteria, with the
observation of interesting trapping phenomena [60] and
complex particle trajectories [61].
From the theoretical point of view, in the passive
Brownian case, the effective diffusion coefficient, Deff ,
of a tracer advected by a laminar flow has been com-
puted analytically in the limit of small diffusivity by
Shraiman [54]. In this case, Deff is larger than the free-
diffusion coefficient D0 (the diffusivity in the absence of
convective flow). A first-order correction accounting for
the noise persistence has been computed by Castiglione
and Crisanti [62], who estimated asymptotically Deff for
vanishing persistence time, finding a further enhance-
ment of diffusivity.
In this manuscript, we generalize the study of the dif-
fusion of SPP in the presence of laminar flows, for large
values of the persistence time τ . The effect of an underly-
ing cellular flow has been considered for instance in [63],
revealing non-trivial effects such as negative differential
2and absolute mobility when the particles are subject to
an external force [64–66]. At variance with [63], where
concentration in some flow regions was investigated, we
focus here on the transport properties, such as the diffu-
sion coefficient and the mean square displacement. Our
analysis unveils a rich phenomenology, characterized by
a nonmonotonic behavior of Deff as a function of the per-
sistence time of the active force, which implies that, in
some cases, the coupling of the active force with the un-
derlying velocity field can trap the SPP, resulting in a
decrease of diffusivity. The dynamics of active particles
in convective rolls has recently been considered in [67]
where the authors focus on the role of chirality.
The paper is structured as follows: after the introduc-
tion of the model in Sec. II, we present our numerical
results in Sec.III, focusing on the mean square displace-
ment and effective diffusion coefficient as a function of
the model parameters. In Sec.IV, we present an analyt-
ical computation which explains the behavior of Deff in
the large persistence regime. Then, we summarize the
result in the conclusive section.
II. THE MODEL
We consider a dilute system of active particles in two
dimensions diffusing in a cellular flow. The position, r =
(x, y), of the tagged SPP is described by the following
stochastic differential equation:
r˙ = A(r) +w , (1)
where we have neglected the thermal Brownian motion
due to the solvent as also any inertial effects, as usual
in these systems [1]. The self-propulsion mechanism is
represented by the term w, evolving according to the
Active Ornstein-Uhlenbeck particle (AOUP) dynamics.
AOUP is an established model to describe the behavior of
SPP [68–74] or passive particles immersed into an active
bath [75, 76]. The colored noise, w, models the persistent
motion of a SPP conferring time-persistence to a single
trajectory and evolves according to the equation
τw˙ = −w+
√
2D0 ξ , (2)
where τ is the auto-correlation time of w and sets the
persistence of the dynamics, while the constant D0 rep-
resents the effective diffusion due to the self-propulsion
in a homogeneous environment. The ratio
√
D0/τ deter-
mines the average velocity induced by the self-propulsion,
being D0/τ the variance of w.
The cellular flow, A, is chosen as a periodic, diver-
genceless field obtained from the stream function
ψ(r) =
U0
k
sin(kx) sin(ky) , (3)
where U0 sets the maximal intensity of the field, while
k = 2pi/L determines the cell periodicity, with L the cell
size. The flow is obtained from the stream function as
(Ax, Ay) = {∂yψ(r),−∂xψ(r)} . (4)
FIG. 1. (a)-(b) panels: Snapshot of the trajectories for dif-
ferent values of τ = 0.1, 1, 10. (c)-(d) panels: enlargement
for τ = 1 (c) and for τ = 10 (d). In panel (c) the arrows
represent the velocity of the particle. In panel (c), the black
arrows denote the velocity, while the red arrows denote the
self-propulsion. The self-propulsion is rescaled for presenta-
tion reasons but here is ∼ 10−2 smaller than U0. Simula-
tions are realized with D0 = 10
−2. The other parameters are
U0 = 1 and L = 1.
Basically, the flow is a square lattice of convective cells
(vortices) with alternated directions of rotation. The
boundary lines separating neighboring cells are called
“separatrices”: along a separatrix, the flow has a max-
imal velocity in the parallel direction and zero in the
perpendicular one. The structure of the cellular flow in-
troduces a time-scale in the dynamics of the system, the
turnover time TU = L/U0, i.e. the time needed by a par-
ticle, in the absence of any other forces, to explore the
whole periodicity of the system. The self-propulsion is
characterized by the typical time τ , whose interplay with
TU determines a complex phenomenology, both at the
level of a single particle trajectory and at the diffusive
level, as it will be illustrated in the next sections.
We remark that a self-propelled particle immersed in
flow cannot be studied employing any suitable approxi-
mations, such as the Unified Colored Noise Approxima-
tion [77, 78], except for the small persistence regime, de-
fined for values of τ such that τ < τ∗ = 1/kU0 = TU/2pi
, as shown in Appendix A. Indeed, the form of the veloc-
ity dynamics in the large persistence regime prevents the
possibility of adapting the adiabatic elimination, except
in the limit of small τ [79].
III. NUMERICAL RESULTS
We carry out a numerical study of the active dynam-
ics (1) and (2) that are integrated via a second order
stochastic Runge-Kutta algorithm [80] with a time step
h = 10−3 and for a time at least 2 × 102 τ . Simulations
3FIG. 2. MSD(t)/t as a function of t for different values of τ , namely τ = 1, 4, 7, 10, 13, 16, 20 from the bottom to the top as
shown in the legend. Panels (a), (b) and (c) are obtained with three different values of D0 = 10
−1, 10−2, 10−3 from the left to
the right. Dashed black lines mark linear and constant behaviors (corresponding on the ballistic and diffusive regimes of the
MSD(t), respectively). The other parameters are U0 = 1 and L = 1.
are performed keeping fixed the cellular structure, L = 1,
U0 = 1, in such a way that TU = 1, and evaluating the
influence of the parameters τ and D0 on the dynamics.
A. Single particle trajectories
We start by studying qualitatively the typical trajecto-
ries of the SPP in different relevant regimes. These obser-
vations will help us to understand the average properties
showed by the mean square displacement and by the dif-
fusion coefficient. In particular, in Fig. 1 (a), we compare
different single-particle trajectories obtained for three
different values of τ = 10−1, 1, 10 at fixed D0 = 10
−2.
For τ ≪ TU (yellow trajectory), the persistence feature
of the self-propulsion is not relevant since w changes di-
rection many times inside a single cell. As a consequence,
the self-propulsion is indistinguishable from a thermal
one and w behaves as a thermal noise with diffusivity
D0 (see Sec. III C).
For τ ≫ TU (black trajectory), the self-propulsion
changes only after that the particle has crossed many
cells. In these regimes, the average speed of self-
propulsion is very small, decreasing as 1/
√
τ , since D0
is fixed. As shown in panels (b) and (d) of Fig. 1, the
particle proceeds along the separatrix between different
vortices, and explores the regions where the cellular flow
assumes its maximal value. The particle does not ex-
plore the region inside the cell and quite rarely becomes
trapped in a vortex. This event is rarer as τ is increased.
As a consequence, the self-propelled particle moves in
a zig-zag-like way with a trajectory displaying an almost
deterministic behavior that follows the flow field as shown
in Fig. 1 (d). Due to the small value of the self-propulsion
compared to U0, w plays a role only in a small region near
the nodes of the separatrix (where the flow field is zero).
In those regions, the direction of w determines which one
of the two separatrices the particle will follow. Moreover,
since the average change of the self-propulsion direction
is ruled by τ , the same separatrix will be preferred for
times smaller than τ . This results in a unidirectional
motion (along the separatrices) for small times (< τ), in
analogy with a free active particle with velocity U0, while
a diffusive-like behavior will be obtained for times larger
than TU .
For intermediate values of τ , i.e. when τ ∼ TU , the
trajectory is more complicated, as illustrated in Fig.1
(c). The self-propulsion can deviate the trajectory from
the cellular flow and push the SPP inside a vortex. The
exit from the vortex can be determined by a fluctuation
of the self-propulsion. A particle needs more time with
respect to the thermal case to escape and proceed along
the separatrix.
B. Mean Square Displacement
The rescaled mean square displacement (MSD) of the
SPP, 〈[x(t) − x(0)]2〉/t, averaged over thousands of re-
alizations, is reported for several values of τ and three
values of D0 (Fig. 2 (a)-(c)). The MSD(t) reflects the
behaviors of the single-particle trajectories: we identify
short-time ballistic, intermediate-time anomalous diffu-
sive and long-time diffusive regimes. In the small-τ limit,
such that τ < τ∗, ballistic regimes occur for t < τ (not
shown in the figure), in analogy with active particles in
a homogeneous environment [21]. When τ > τ∗, de-
viations from ballistic regimes occur for t > τ∗, as re-
ported in Fig. 2 (a)-(c). As shown in each panel, this
regime weakly depends on τ and D0 since for small t the
MSD collapses onto the same curve, at variance with ac-
tive particles in homogeneous environments. A second
regime occurs in the range of times τ∗ < t < τ where dif-
fusion is slower but still superdiffusive, until a maximum
4FIG. 3. Effective diffusion coefficient as a function of τ , for
several values of D0 as shown in the legend. The two dashed
black lines are eye-guides which mark the value of τ∗ and TU .
The other parameters are U0 = 1 and L = 1.
of 〈[x(t)−x(0)]2〉/t is observed for t ∼ τ . After this max-
imum, the diffusivity slows down (the crossover appears
as a transient sub-diffusion) and gets to normal diffusion
asymptotically. The comparison between the different
panels of Fig. 2 suggests that the anomalous diffusive
regimes are less pronounced as D0 increases even if, in
all the cases, the anomalous diffusion region enlarges as
τ grows. At large times, after t > τD, the diffusive be-
havior is reached. Remarkably, the transient regime has
a quite long duration, and the typical time τD increases
with τ and decreases with D0. We remark that the slow-
ing down of the dynamics at intermediate times is related
to the trapping effect due to the vortices of the cellular
flow, which confines the particle motion in a limited re-
gion for a certain time.
C. Diffusion coefficient
To unveil the effect of the self-propulsion force on the
long-time diffusive dynamics, we study the diffusion co-
efficient
Deff = lim
t→∞
1
2t
〈[x(t) − x(0)]2〉 , (5)
as a function of the activity parameters, τ and D0. The
case τ = 0 corresponds to the passive Brownian limit,
where the leading contribution to the diffusion comes
from the particles which move on the separatrices, and
for which an analytical prediction has been computed by
Shraiman in [54]:
Deff(τ = 0) =
S(k = 1)√
pi
√
U0LD0
2pi
. (6)
Here, the function S(k) depends on the cell geometry
and is reported in Ref. [54]. For the setup employed in
FIG. 4. Effective diffusion coefficient, Deff , vs. D0 for dif-
ferent values of τ , as shown in the legend (panel (a)). The
dashed black lines are eye guides showing the behavior ∼ D0
and ∼
√
D0. Panels (b), (c) and (d) compare a curve of Deff
(for a given τ ) with the behavior ∝
√
D0. The other param-
eters are U0 = 1 and L = 1.
the numerical study of this manuscript, we have S(k =
1)/
√
pi ≃ 1.07. We remark that the cellular flow enhances
the diffusivity at small D0, with respect to the case of
homogeneous environments, producing a scaling ∼ √D0
instead of ∼ D0.
In Fig. 3, we plot Deff(τ)/Deff(0) as a function of τ for
four values of D0 to show the role of the self-propulsion
persistence. As expected, at small values of τ , the predic-
tion (6) is in agreement with numerical simulations since
the self-propulsion acts as an effective thermal noise, in
this regime. Depending on the value of D0, we observe a
different phenomenology. In particular, for the larger val-
ues of D0, for instance D0 = 10
−1 (or larger), Deff grows
with τ and, thus, the effect of increasing the persistence
time is to enhance the diffusivity, even if the effective
velocity decreases as
√
D0/τ . More surprisingly, for the
smaller values of D0, we obtain a non-monotonic behav-
ior: In a regime of τ comparable with TU , starting from
τ∗ = 1/kU0, we observe that Deff decreases down to a
minimum value which is reached at times close to TU .
We remark that τ∗ is the value of τ for which the over-
damped approach for small τ does not hold, as shown
in detail in Appendix A. After the minimum is reached,
Deff grows indefinitely. In particular, for τ large enough
we observe Deff > Deff(τ = 0) as in cases with larger D0.
These observations are in agreement with the phe-
5FIG. 5. Effective diffusion coefficient vs. τ for two differ-
ent values of D0 (colored data). The solid lines are ob-
tained from numerical fits of the prediction (10), namely
g(τ ) = a ∗ τ/ log2(2U20 τ/D0/b), where a and b are two pa-
rameters. In particular, b ≈ 6 does not depend on D0 and
TU and is just a numerical factor. The parameters of the
numerical study are U0 = 1 and L = 1.
nomenology characterizing the single-particle trajectories
(Fig. 1). Indeed, the possibility of being trapped into a
vortex for long times - seen for values of τ ∼ TU - is
coherent with the observed reduction of Deff in a range
of τ . Also, the observation of trajectories running fast
along the separatrices for large values of τ is compatible
with the final growth of Deff (asymptotically for large τ).
Using this information, in the next section, we will derive
an analytical prediction for Deff , in the regime τ ≫ TU .
In panel (a) of Fig. 4, we show Deff as a function of D0
for several values of τ to test Shraiman’s scaling with D0.
As shown in panel (b) of Fig. 4, for τ ≪ TU , Deff ∼
√
D0,
in agreement with Eq. (6). Shraiman’s scaling breaks
down for large values of D0, where Deff ∝ D0, occurring
when w becomes comparable with U0 and the cellular-
flow plays a marginal role in the transport process. In
Fig. 4 (c), we observe that Shraiman’s scaling does not
hold for the intermediate values of τ (the region of τ
corresponding to the minimum in Fig. 3), while it is re-
covered in the regime of large τ , namely for τ ≫ TU ,
even if the values of Deff are quite larger with respect to
Eq. (6), see panel (d).
IV. ANALYTICAL PREDICTION OF Deff FOR
LARGE PERSISTENCE
In the large persistence regime, τ ≫ TU , the study
of the single-particle trajectory has revealed that the
SPP runs almost deterministically along the separatri-
ces choosing the “same” direction for a time of order τ .
The change of direction occurs after a time ∼ τ , as it
happens for an active particle in a homogeneous environ-
ment. In this simple case, the MSD, at large times, is
given by
MSD(t≫ τ) ≈ L2n =
(√
D0τ
)2 t
τ
, (7)
where L = √D0τ is the persistence length and n = t/τ
counts the number of persistence lengths covered by the
free-particle in the time t.
We consider the MSD of a self-propelled particle in the
absence of cellular flow and replace the persistence length
in a homogeneous environment L with the persistence
length Leff of a particle moving in the laminar flow along
the separatrices, with velocity U0 sin (kx) for x ∈ [0, L/2]
(obtained from Eq. (1)). Thus, at large times, we get the
estimate
MSD(t≫ τ) ≈ L2eff
t
τ
=
(
L
2
√
2
τ
tU
)2
t
τ
, (8)
where tU is the typical time to run for L/2 along a sepa-
ratrix and is calculated in Appendix B. We remark that
the validity of Eq. (8) is restricted to τ ≫ TU , a regime
wherew plays a role only on the nodes of the separatrices
because |w| < U0.
This argument suggests that the diffusion coefficient
increases linearly with τ and does not depend on D0,
except for a dependence contained in tU . In particular,
we get (see Appendix B)
tU ≈ L
U02pi
log
[
2
b
τ
D0
U20
]
, (9)
in the limit
√
D0/
√
τ ≪ U0. The parameter b is just a
numerical factor which does not depend on τ , D0 and TU .
In this regime, the prediction for the diffusion coefficient,
for τ ≫ tU (calculated for t≫ τ), reads:
Deff ∝ U
2
0 τ
log2
[
2
bU
2
0
τ
D0
] . (10)
The comparison between prediction and numerical data
is reported in Fig. 5 as a function of τ for three different
values of D0. The results are in good agreement for τ ≫
TU , while marked deviations emerge for τ ∼ TU , where
the main hypothesis behind Eq. (10) does not apply.
V. CONCLUSION
In this manuscript, we have studied the diffusive prop-
erties of a self-propelled particle moving in a steady lami-
nar flow, evaluating the effect of the self-propulsion. The
diffusion coefficient displays a non-monotonic behavior
as a function of the persistence time τ : in particular, a
minimum occurs for a large range of D0 when τ is com-
parable with the turnover time, followed by a sharp in-
crease, faster than τ , such that the value of the diffusion
coefficient exceeds Shraiman’s prediction valid in the pas-
sive Brownian case. Such a mechanism is discussed and
6connected to the single-particle trajectory, specifically to
the occurrence of a trapping mechanism into the vortices.
Additionally, Shraiman’s scaling with the diffusion coef-
ficient is tested in the active case, revealing an intriguing
scenario.
Our study shows that the presence of the self-
propulsion affects the diffusion in a complex environment
and could represent a mechanism naturally developed
by self-propelled agents to improve the efficiency of the
transport. Testing the presence of similar nonmonotonic
behaviors in other inhomogeneous environments, going
beyond the specific functional form of a laminar flow field,
could be a promising research line to understand the be-
havior of self-propelled microorganisms in their complex
habitats.
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Appendix A: Failure of the UCNA approximation
By taking the time derivative of the equation of mo-
tion (1), we get:
r¨ = ∇A(r) r˙+ w˙ (A1)
τw˙ = −w+
√
2D0 ξ , (A2)
where the matrix ∇A reads:
∇A = kU0

cos (kx) cos (ky) − sin (kx) sin (ky)
sin (kx) sin (ky) − cos (kx) cos (ky)


= k2
[
φ −ψ
ψ −φ
]
,
being ψ the stream function defined by Eq. (3) and
φ(r) =
U0
k
cos (kx) cos (ky) .
Adopting the usual change of variable v = r˙, v = A(r)+
w, we obtain
τ v˙ = Γv +A(r) +
√
2D0ξ , (A3)
where the matrix Γ assumes the simple form:
Γ(r) = I − τ∇A(r) , (A4)
and I is the identity matrix. For those values of τ such
that the matrix Γ is no longer positive-defined, the over-
damped limit needed for UCNA becomes meaningless.
We recall that a diagonalizable matrix is positive-defined
when all its eigenvalues are positive. The eigenvalues of
the matrix Γ (Eq. (A4)) read:
λ1 = 1− τk2
√
φ2 − ψ2
λ2 = 1 + τk
2
√
φ2 − ψ2 .
Using the definition of ψ(x, y) and φ(x, y), after some
algebraic manipulations, we obtain
λ1 = 1− τkU0
√
cos[k(x− y)] cos[k(x+ y)]
λ2 = 1 + τkU0
√
cos[k(x− y)] cos[k(x+ y)]
When τ ≥ τ∗ = 1/(U0k), the eigenvalue λ1 has no possi-
bility to be positive globally in space, then Γ cannot be
positive definte and the overdamped regime turns to be
undefined. In the opposite regime, τ < τ∗, which we call
small-τ limit, the overdamped regime could be assumed.
Only, in the latter case, the dynamics can be recast onto:
Γv = A(r) +
√
2D0 ξ . (A5)
By inversion we obtain:
r˙ = v = Γ−1
(
A(r) +
√
2D0 ξ
)
, (A6)
which corresponds to the UCNA dynamics [77] adapted
to the current case.
We remark that τ∗ roughly corresponds to the value of
τ at which Deff starts to consistently change with respect
to the Shraiman’s prediction, as shown in Fig. 3.
Appendix B: Computation of tU in the regime of
large τ
The typical time tU contained in Eqs. (8) and (9)
can be obtained by integrating Eq. (1) without the self-
propulsion in a given direction along a separatrix, for
instance:
tU =
1
U0
∫ L/2
0
dx
sin (2pix/L)
. (B1)
This procedure is justified because the active force is neg-
ligible along the separatrices, except for the nodes, in the
large persistence regime. The integral defining tU is not
converging, unless we introduce two cut-offs
tU =
1
U0
∫ L/2−xm
xm
dx
sin (2pix/L)
. (B2)
The length scale xm is chosen such as:
U0 sin (kxm) =
√
2 b
D0
τ
, (B3)
7i.e. when the force along a separatrix is roughly equal to
the typical value of the activity, estimated by its standard
deviation,
√
D0/τ . The factor b is a parameter that does
not depend on τ , D0 and TU , being just a numerical
factor. Inverting Eq. (B3), we get
xm =
L
2pi
arcsin
(√
2 bD0
τ
1
U0
)
≈ L
U0pi
√
bD0
2τ
,
where we have used the condition
√
D0/τ ≪ U0 = 1
holding in the large persistence regime. Solving the inte-
gral, we obtain the final expression for tU ,
tU
U0pi
L
= log

 1
tan
[√
bD0
2τ
1
U0
]

 ≈ 12 log
(
2U20
b
τ
D0
)
,
which is positive since U0
√
τ/D0 ≫ 1. Thus, from
Eq. (B), tU contains a dependence on D0/τ which scales
as log (τ/D0), as reported in Eq. (9).
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