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Introduzione
I paradossi della teoria degli insiemi. Fra la fine dell’Ottocento e l’i-
nizio del Novecento, a partire dalla ricerca di fondamenti per l’analisi si
sviluppa, in particolare grazie a Cantor, lo studio matematico dell’infinito
attuale, nel contesto astratto di una “teoria degli insiemi”.
Fra le critiche di alcuni (Kronecker) e i tentativi fondazionali di altri
(Frege), vengono alla luce una serie di paradossi, il piu` noto dei quali e`
forse quello di Russell: se, come nella “teoria ingenua degli insiemi”, ad ogni
proprieta` corrisponde un insieme, allora l’insieme
α = {x : x /∈ x}
porta a una contraddizione, in quanto α ∈ α se e solo se α /∈ α.
L’analisi dei vari paradossi, intrapresa in particolare da Russell e Poin-
care´, porta quest’ultimo a formulare cio` che a suo avviso e` all’origine delle
antinomie:
1. la presenza di circoli viziosi nelle definizioni;
2. il riferimento ad un infinito attuale, “completo”.
Circoli viziosi e definizioni impredicative. La prima critica e` fatta
propria anche da Russell, che con la sua teoria dei tipi cerca di evitare, a
livello strutturale, le cosiddette definizioni impredicative: una definizione si
dice impredicativa se in essa si fa riferimento ad una totalita` di cui l’oggetto
della definizione fa parte.
La definizione dell’insieme paradossale α di Russell e` impredicativa in
quanto, nella formula ϕ(x) ≡ x /∈ x che lo definisce, la variabile libera x
puo` assumere fra i suoi valori lo stesso α (ed e` proprio questo che porta
al paradosso); x varia nella “totalita` degli insiemi”, di cui α fa parte. La
soluzione di Russell a questo problema e` di specificare, per ogni variabile, un
ordine: le variabili del primo ordine variano sugli “oggetti base”, le variabili
del secondo ordine su proprieta` (o insiemi) di tali oggetti, quelle del terzo
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ordine su proprieta` di proprieta`, e cos`ı via... In questo modo, la relazione
∈ ha senso solo fra una variabile di un ordine e una dell’ordine successivo,
dunque la formula x /∈ x non risulta ben formata (qualunque sia l’ordine
attribuito a x) e il paradosso di Russell scompare.
Anche adottando questa distinzione di ordini fra le variabili, rimane tut-
tavia la possibilita` di definizioni impredicative: puo` essere che in una defi-
nizione compaia una variabile legata da un quantificatore dello stesso ordine
dell’oggetto che viene definito. Un esempio e` dato dall’intersezione di una
famiglia di insiemi:⋂
B = {x : (∀Y )(Y ∈ B → x ∈ Y )}. (1)
Nella definizione, Y varia nella totalita` degli insiemi (secondo ordine) e dun-
que puo` anche assumere il valore
⋂B, che pero` e` proprio cio` che si vorrebbe
definire; per meglio visualizzare il problema, se si pensa il quantificatore ∀
come una “congiunzione di infinite formule” (e in effetti a lungo e` stato uti-
lizzato il simbolo
∧
per la quantificazione universale), allora
⋂B compare
in ambo i membri della (1), cioe` in qualche modo stiamo definendo
⋂B in
termini di se stesso.
Ad un matematico contemporaneo, a cui probabilmente la definizione di
intersezione (1) non crea alcun problema, questo tipo di osservazioni appa-
rira` alquanto bizzarro. In effetti, quando oggi si fa matematica, la concezione
tipica e` che si stia parlando di oggetti in qualche modo concreti, con un’e-
sistenza indipendente, pertanto le definizioni hanno la funzione di de-finire,
di distinguere, di determinare univocamente un oggetto all’interno di una
totalita` che e` in qualche maniera gia` data.
Questo assunto della pratica matematica contemporanea non e` banale
come puo` sembrare: se forse non risulta troppo difficile concepire (a livello
intuitivo?) la totalita` N dei numeri naturali, gia` meno ovvio e` pensare alla to-
talita` delle parti di N, ovvero alla totalita` dei numeri reali (si pensi all’ipotesi
del continuo: che intuizioni si hanno sulla sua verita`?), e a maggior ragione e`
difficile immaginare qualcosa come la totalita` degli insiemi. E` dunque com-
prensibile che coloro che per primi hanno trattato oggetti cos`ı astratti dessero
alle loro definizioni una funzione ulteriore, quella in qualche modo di “creare”
l’oggetto in questione (si pensi alla corrispondenza fra proprieta` e insiemi:
quando si cerca di spiegare tramite esempi il concetto di insieme a chi di
insiemi non ha mai sentito parlare, e` la proprieta` che di fatto crea l’insieme),
ed ecco allora l’importanza della non-circolarita` delle definizioni (altrimenti
si rischia di parlare del nulla). Si consideri poi in particolare l’impostazione
logicista di Russell: volendo ridurre la matematica alla logica, non si pensa al
linguaggio (formalizzato) come a un mezzo per parlare di qualcos’altro, ma
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e` il linguaggio stesso al centro dell’attenzione e in quest’ottica la funzione
“creativa” delle definizioni assume un ulteriore valore.
Le soluzioni di Russell e di Weyl. Per ovviare al secondo tipo di impre-
dicativita` (quello che si manifesta nella definizione di intersezione), Russell
propone nella sua teoria dei tipi di “ramificare” il sistema degli ordini, as-
sociando ad ogni variabile (e ad ogni oggetto considerato) un tipo, in modo
che l’oggetto definito da una formula abbia un tipo che tenga conto anche
dei tipi delle variabili legate presenti nella formula e dunque non sia possibile
sostituire tale oggetto alla variabile legata.
Nell’esempio dell’intersezione,
⋂B avrebbe tipo diverso da quello degli
elementi di B (che si suppone sia il tipo della variabile Y ). L’importanza
di questo esempio e` chiarita dalla seguente osservazione: se i numeri reali si
identificano con le semirette destre di numeri razionali che determinano (tagli
di Dedekind) e dunque con particolari sottoinsiemi di Q, allora l’estremo
superiore di una famiglia B di numeri reali e` proprio ⋂B. Nel contesto di
una teoria ramificata dei tipi, risulta allora che esistono numeri reali di tipi
diversi e che quindi in particolare non e` possibile quantificare su tutti i numeri
reali.
Questa limitazione, insieme ad altre, spinge Russell, il cui obiettivo e`
mostrare che al suo sistema dei Principia Mathematica si puo` ridurre la ma-
tematica contemporanea, ad assumere il cosiddetto “assioma di riducibilita`”,
da piu` parti criticato poiche´ di fatto annulla l’effetto della ramificazione, ot-
tenendo una teoria equivalente alla “teoria dei tipi semplice” )in cui il ti-
po corrisponde con l’ordine). L’assioma di riducibilita`, insieme all’assioma
dell’infinito, costituisce poi un contenuto assiomatico “non logico” dei Prin-
cipia, in qualche modo inficiando il programma logicista di riduzione della
matematica alla logica.
Una soluzione diversa e piu` radicale e` quella adottata da Weyl nel suo Das
Kontinuum. Dando per buona la totalita` dei numeri naturali e le proprieta`
fondamentali delle operazioni +, · su di essi, egli costruisce come di consueto
i numeri razionali a partire dai naturali. A questo punto i numeri reali
possono essere pensati, tramite opportune identificazioni, come particolari
sottoinsiemi di N (successioni di Cauchy di numeri razionali).
In questo contesto, quali sono le definizioni accettabili (predicativamente
parlando) di numeri reali? Senz’altro lo sono quelle che non fanno riferimento
alla totalita` dei sottoinsiemi di N e dunque in particolare quelle date tramite
formule del primo ordine (in cui le variabili che compaiono variano tutte in
N), le cosiddette formule aritmetiche. L’estremo superiore di una famiglia di
“reali aritmetici”, tuttavia, analogamente a quanto sopra detto per l’inter-
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sezione, non necessariamente e` a sua volta aritmetico; si potrebbero allora
considerare reali di tipo superiore, per esempio quelli definiti da formule in cui
compaiono variabili del second’ordine che variano sui reali aritmetici, e cos`ı
via... Weyl ritiene concretamente impraticabile questa via e dunque stabili-
sce di fermarsi al primo livello, quello dei reali aritmetici; cos`ı facendo, perde
in effetti la proprieta` di completezza dei reali e tuttavia, lavorando esclusiva-
mente con successioni1, riesce comunque a ricostruire nel suo contesto gran
parte dei risultati dell’analisi delle funzioni reali continue (identificate con la
loro restrizione ai razionali e quindi con oggetti del secondo ordine).
Il programma di Hilbert e i teoremi di Go¨del. La seconda critica
di Poincare´, quella riferita all’uso dell’infinito attuale, viene fatta propria,
con sfumature diverse, da numerosi matematici che considerano come ben
fondata solo la matematica finitaria, quella riferita ai numeri naturali e agli
insiemi (ereditariamente) finiti, e che disapprovano la disinvoltura di Cantor
nel trattare con le stesse regole oggetti infinitari; fra questi, oltre a Kronecker
e allo stesso Weyl, anche Brouwer, che sviluppando queste idee originera` il
programma intuizionista.
Altri matematici, come Hilbert, ritengono invece irrinunciabili le conqui-
ste fatte da Cantor sul terreno della comprensione del transfinito. Per cercare
di mettere pace fra le varie fazioni, Hilbert elabora un programma di riduzio-
ne della matematica infinitaria, tramite la formalizzazione del linguaggio e
quindi di proposizioni e dimostrazioni, ad affermazioni relative alla matema-
tica finitaria: qualora sia possibile, con metodi finitari (che sono riconosciuti
da tutti), dimostrare la consistenza del formalismo infinitario, anche i critici
piu` radicali dovranno riconoscere la validita` dei metodi infinitari.
Il fallimento di tale programma e` decretato dai teoremi di incompletezza
di Go¨del del 1931 [14], che affermano che, per ogni teoria consistente T
sufficientemente potente da incorporare i metodi finitari (per esempio PA,
l’aritmetica di Peano del primo ordine, ma anche teorie molto piu` potenti
come ZF) e a propria volta descrivibile in termini finitari (cioe` ricorsivamente
assiomatizzabile), si ha:
1Ad esempio, se delle successioni di Cauchy di razionali (an)n che identificano i reali e`
prescritta la velocita` di convergenza, cioe`
|an − am| < 2−n¯ per m,n ≥ n¯,
allora di una successione di numeri reali, cioe` di una successione di successioni di razionali
(akn)k,n il limite, se esiste, e` definito per diagonalizzazione: (ann)n. Se la successione di
reali e` monotona e limitata, non e` difficile mostrare che la diagonalizzazione e` di Cau-
chy, ottenendo cos`ı una definizione aritmetica dell’estremo superiore o inferiore di una
successione aritmetica monotona di numeri reali.
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1. T e` incompleta: esiste un enunciato G nel linguaggio di T tale che
T 6` G e T 6` ¬G (cioe` T non dimostra ne´ confuta G);
2. come enunciato G si puo` scegliere un’opportuna formalizzazione nel
linguaggio di T dell’affermazione “T e` consistente” (cioe` “non esistono
in T dimostrazioni dell’assurdo”): in altre parole, T non e` in grado di
dimostrare la propria consistenza (e a maggior ragione non dimostra la
consistenza di teorie piu` potenti).
Per esprimere in simboli il secondo teorema di Go¨del, fissiamo una teoria
base S, che incorpori i metodi finitari (per esempio PA) e di cui tutte le altre
teorie che consideriamo siano estensioni. Allora per ogni teoria T ricorsiva-
mente assiomatizzabile e` possibile scrivere nel linguaggio di S una formula
PrT (y, x) che formalizza “y e` una dimostrazione di x” e quindi definire
ProvT (x) ≡ (∃y)PrT (y, x)
e
ConT ≡ ¬ProvT (p⊥q),
dove ⊥ e` una contraddizione. Il secondo teorema di incompletezza di Go¨del
afferma dunque che, se T e` consistente, T 6` ConT e a maggior ragione, per
ogni T ′ estensione di T , T 6` ConT ′ .
Il fallimento del programma di Hilbert, per lo meno come qui e` formulato,
e` evidente: se i metodi finitari non sono in grado di dimostrare la propria
stessa consistenza, non sono in grado a maggior ragione di dimostrare la con-
sistenza dei metodi infinitari, piu` potenti. L’accettazione della matematica
infinitaria richiede dunque un “grado di fiducia maggiore” rispetto a quello
richiesto dalla matematica finitaria.
Incompletezza e verita`. E` da notare come il risultato di incompletezza di
Go¨del ponga alcune questioni alla concezione tipica della matematica odier-
na, gia` precedentemente citata, secondo cui si opera con oggetti in qualche
modo gia` esistenti. Ad esempio, quando si lavora con una teoria dell’aritme-
tica come PA, evidentemente si ha in mente un modello standard, l’insieme
dei numeri naturali N con le operazioni aritmetiche +, ·. Il teorema di in-
completezza ci dice allora che ne´ PA ne´ una qualunque sua estensione T
ricorsivamente assiomatizzabile2, per quanto potente, sara` in grado di de-
scrivere tutti gli enunciati aritmetici veri (nel modello standard N): infatti,
2Evidentemente, l’insieme degli enunciati aritmetici veri in N e` una teoria, estensione
di PA, che dimostra tutte le verita` aritmetiche: dal teorema di Go¨del segue dunque che
tale teoria non e` ricorsivamente assiomatizzabile e che pertanto non esiste un algoritmo
che determina se un enunciato aritmetico e` vero o falso.
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un enunciato indecidibile in T e` comunque o vero o falso in N e quindi o lui
o la sua negazione e` una formula vera (in N) ma non dimostrabile (in T ).
Questo ci dice che non e` possibile, in termini puramente sintattici, de-
scrivere univocamente il modello standard N. In effetti, dato un enunciato
aritmetico ϕ indecidibile in T , grazie al teorema di completezza di Go¨del
devono esistere due modelli di T in cui ϕ sia rispettivamente vero e falso:
esistono dunque modelli di T non isomorfi a N e addirittura non elementar-
mente equivalenti ad N (cioe` distinguibili da N tramite enunciati aritmetici).
Neanche il concetto di verita` aritmetica e` dunque integralmente caratteriz-
zabile utilizzando esclusivamente definizioni sintattiche ed quindi necessario
un qualche ricorso all’intuizione, anche solo per l’aggiunta di nuovi assiomi
“veri” ad una teoria incompleta.
Per il secondo teorema di incompletezza, ConPA e` indipendente da PA
e dunque PA + ConPA e PA + ¬ConPA sono entrambe estensioni consistenti
di PA (ricorsivamente assiomatizzabili). D’altra parte, se la formalizzazione
della consistenza di PA nel linguaggio dell’aritmetica e` stata effettuata avendo
presente l’idea intuitiva di N, essendo PA consistente dev’essere N |= ConPA
e dunque3 N |= PA + ConPA; in altre parole, fra le due teorie ottenibili da
PA aggiungendo come assioma la consistenza o la sua negazione, preferiamo
la prima in quanto e` “vera” (cioe` i suoi assiomi, e quindi le sue conseguenze,
sono veri nel modello standard N). Si avra` allora PA + ConPA ` ConPA,
ma evidentemente PA + ConPA 6` ConPA+ConPA , sempre per il teorema di
Go¨del. Si puo` pertanto pensare di iterare questa costruzione, ottenendo
teorie sempre piu` potenti che sono approssimazioni sempre migliori della
verita` aritmetica. L’iterazione nel transfinito (cioe` per induzione transfinita
sugli ordinali) di questo procedimento porta alla costruzione delle cosiddette
progressioni transfinite di teorie, ideate da Turing [30] e Feferman [8].
Generalizzazioni di questa costruzione sono la scelta di un’arbitraria teo-
ria T ricorsivamente assiomatizzabile al posto di PA e, soprattutto, la scelta
di un diverso principio di estensione, cioe` dell’enunciato (o degli enunciati)
da aggiungere alla teoria di partenza. Alcuni esempi significativi vengono
dal teorema di Lo¨b: nelle stesse ipotesi dei teoremi di incompletezza, per
ogni enunciato ϕ si ha T ` ProvT (pϕq) → ϕ se e solo se T ` ϕ. D’altra
parte, ogniqualvolta ProvT (pϕq) e` vera nel modello standard, allora effetti-
vamente T ` ϕ e quindi anche ϕ e` vera nel modello standard; in altre pa-
3Questo ragionamento “intuitivo” e` in effetti formalizzabile in ZF, dove e` possibile
definire sia N che |= e risulta
ZF ` N |= T → N |= T +ConT .
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role ProvT (pϕq) → ϕ e` sempre vera nel modello standard e quindi, qualora
T 6` ϕ, e` un enunciato vero ma non dimostrabile. Ulteriormente generaliz-
zando, per ogni teoria T possiamo considerare i seguenti insiemi di enunciati,
detti principi di riflessione:
1. l’insieme RfnT degli enunciati della forma
ProvT (pϕq)→ ϕ
al variare dell’enunciato ϕ (principio di riflessione locale);
2. l’insieme RFNT degli enunciati della forma
(∀x)ProvT (pϕ(x˙)q)→ (∀x)ϕ(x)
al variare della formula ϕ(x) (principio di riflessione uniforme).
Ciascuno dei principi di riflessione e` vero nel modello standard ma non dimo-
strabile in T . L’estensione di T con uno di essi rimane inoltre ricorsivamente
assiomatizzabile e conserva il modello standard, pertanto e` possibile iterare
il procedimento. E` chiaro che il principio di riflessione uniforme implica il
principio di riflessione locale e si puo` dimostrare che T +RfnT ` ConT .
Intensionalita` del secondo teorema di incompletezza di Go¨del. Fi-
nora abbiamo presentato i teoremi di incompletezza Go¨del e le loro principali
conseguenze in termini intuitivi, senza preoccuparci dei dettagli e in parti-
colar modo dando per buona la definizione di PrT (y, x). In realta`, lo stesso
risultato di incompletezza ci mette in allarme sul fatto che che il ricorso al-
l’intuizione va accuratamente dosato: in particolar modo, ci possono essere
formule equivalenti nel modello standard che invece non lo sono in T e dun-
que la scelta di formule quali PrT (y, x) non deve dipendere solo dalla sua
interpretazione nel modello standard.
Ad esempio, siccome PA e` consistente, allora N |= ¬ProvPA(p⊥q), per-
tanto se definiamo
Pr′PA(y, x) ≡ PrPA(y, x) ∧ (x 6= p⊥q)
allora Pr′PA e PrPA hanno la stessa interpretazione in N ma d’altra parte,
evidentemente, PA ` Con′PA. Un esempio piu` interessante e` il cosiddetto
“trucco di Rosser”, in cui si pone invece
Pr′′PA(y, x) ≡ PrPA(y, x) ∧ (∀z < y)¬PrPA(z,¬x) ∧
∧ (∀z < y)(∀w < x)(x = ¬w → ¬PrPA(z, w)).
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In questo modo Pr′′PA e PrPA hanno la stessa interpretazione in N e d’altra
parte in PA non puo` aversi contemporaneamente Prov′′PA(x) e Prov
′′
PA(¬x)
(in quanto delle due dimostrazioni una dovrebbe essere ≤ dell’altra ed in
entrambi i casi si giungerebbe ad una contraddizione), pertanto in particolare
PA ` Con′′PA.
Si vede allora che, per dimostrare il secondo teorema di incompletezza,
occorre scegliere un predicato ProvT (x) che soddisfi le seguenti condizioni di
derivabilita`, per tutti gli enunciati ϕ, ψ:
1. S ` ProvT (pϕ→ ψq)→ (ProvT (pϕq)→ ProvT (pψq));
2. T ` ϕ⇒ S ` ProvT (pϕq);
3. S ` ProvT (pϕq)→ ProvT (pProvT (pϕq)q).
Feferman, nel suo articolo Arithmetization of metamathematics in a general
setting [7], mostra come sia possibile ottenere la prima condizione (purche´
S sia sufficientemente potente) mediante una costruzione “ragionevole” di
PrT (y, x) a partire da una descrizione AxT (x) degli assiomi di T (notiamo
ad esempio che la costruzione di Rosser non soddisfa questa condizione); in
queste stesse ipotesi, se inoltre S ` AxT (pϕq) per ogni assioma ϕ di T (si
dice che la formula AxT (x) numera gli assiomi di T nella teoria S), allora
anche la seconda condizione e` soddisfatta. La terza condizione discende pero`
da una proprieta` molto specifica di AxT (x) e cioe` che essa sia (equivalente
in S a) una formula Σ01 nella gerarchia aritmetica (e in questo caso, per la
costruzione di Feferman, anche PrT (y, x) e` Σ
0
1).
Ricordiamo che i predicati Σ01 coincidono con i predicati ricorsivamente
enumerabili della teoria della calcolabilita`; c’e` di piu`: la formula Σ01 che
definisce il predicato costituisce una descrizione del semi-algoritmo che lo
determina. Ecco allora un’interpretazione della condizione di Feferman su
AxT (x): gli assiomi di T devono essere descritti da una procedura effettiva
che li enumera.
Lo stesso Feferman mostra un esempio in cui, scegliendo Ax′′′PA(x) non Σ
0
1 ,
si ottiene PA ` Con′′′PA. L’idea e` la seguente: posto4
AxPAz(x) ≡ AxPA(x) ∧ x ≤ z,
si puo` dimostrare che PA ` ConPAn per ogni n ∈ N (si dice che PA e` riflessi-
va); ma allora, posto Ax′′′PA(x) ≡ AxPA(x) ∧ ConPAx , anche Ax′′′PA(x) numera
4L’uniformita` della costruzione di Feferman e` tale per cui e` possibile effettuarla a partire
da una presentazione degli assiomi che contenga ulteriori variabili libere oltre ad x, che
rappresentano dei “parametri” in funzione dei quali varia la teoria descritta; le stesse
variabili libere compariranno allora, con medesima funzione, anche nelle corrispondenti
Prov, Pr, Con.
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∆00: predicati esprimibili da formule aritmetiche con quantificatori limitati
Σ0n+1: predicati esprimibili nella forma (∃~x)P (~x) dove P (~x) e` Π0n
Π0n+1: predicati esprimibili nella forma (∀~x)P (~x) dove P (~x) e` Σ0n
∆0n = Σ
0
n ∩Π0n
Figura 1: la gerarchia aritmetica
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in PA gli assiomi di PA, ma non e` Σ01 (e` la congiunzione di una formula
Σ01 e di una Π
0
1 , pertanto e` ∆
0
2); d’altra parte, se in PA per qualche y fosse
Pr′′′PA(y, p⊥q), ci sarebbe un massimo z fra gli assiomi Ax′′′PA che occorrono
nella dimostrazione y, dunque tutti gli assiomi soddisferebbero AxPAz e quin-
di PrPAz(y, p⊥q), il che e` in contraddizione col fatto che da Ax′′′PA(z) segue
ConPAz .
Questi esempi mostrano che il secondo teorema di Go¨del, espresso in ter-
mini informali, ha poco significato, in quanto la sua stessa verita` dipende
fortemente dai dettagli della costruzione utilizzata per formalizzare (o forse
meglio “codificare”), all’interno della teoria, l’affermazione metateoretica del-
la consistenza della teoria stessa: nello specifico, e` importante sia la scelta di
una rappresentazione “effettiva” degli assiomi della teoria, sia una costruzione
“ragionevole” a partire da tale descrizione del predicato di dimostrabilita`.
Osserviamo che, mentre la seconda richiesta puo` essere facilmente soddi-
sfatta ad esempio scegliendo di utilizzare sempre la costruzione di Feferman
del predicato di provabilita` a partire dalla descrizione degli assiomi (come
noi faremo d’ora in poi), per quanto riguarda la prima rimane ancora una
forte ambiguita`, in quanto ci sono infiniti modi di presentare, anche con una
formula Σ01 , un insieme ricorsivamente enumerabile; se per le teorie finite, o
anche per le teorie “classiche” come PA, si puo` scegliere una presentazione
“standard” degli assiomi, per una generica teoria T e` difficile risolvere il pro-
blema a priori. La questione e` rilevante in quanto, anche restringendoci alle
presentazioni Σ01 degli assiomi, variando presentazione varia il predicato di
provabilita` ottenuto dalla costruzione di Feferman e, sebbene con entrambi si
possa dimostrare il secondo teorema di Go¨del, essi non sono necessariamente
equivalenti in T , come il prossimo esempio mostrera`.
Sia ϕ(z) una qualunque formula ∆00 tale che l’enunciato (∀z)ϕ(z) sia
vero nel modello standard. Detta θ(x) una qualunque descrizione Σ01 degli
assiomi di T , anche θ′(x) ≡ θ(x) ∨ (¬(∀z)ϕ(z) ∧ x = p⊥q) e` una descrizione
Σ01 degli assiomi di T ; inoltre, se in T + Conθ′ si avesse ¬(∀z)ϕ(z), allora
varrebbe θ′(p⊥q) e quindi anche Provθ′(p⊥q), il che e` assurdo per l’assuzione
Conθ′ ; pertanto T +Conθ′ ` (∀z)ϕ(z). Dato che, grazie al primo teorema di
incompletezza, e` possibile scegliere ϕ(z) in modo che T + Conθ 6` (∀z)ϕ(z),
con questa scelta si hanno allora due teorie T +Conθ, T +Conθ′ diverse (cioe`
con diverse conseguenze logiche), sebbene θ(x) e θ′(x) siano due descrizioni
Σ01 dello stesso sistema di assiomi di T .
Possiamo riassumere quanto osservato finora dicendo che, mentre il primo
teorema di Go¨del ha carattere estensionale, il secondo teorema, insieme alla
costruzione del predicato di provabilita` e ai suoi utilizzi (come nei principi
di riflessione), ha una natura intensionale. La contrapposizione intensiona-
le/estensionale, che in parte ha a che vedere con quella sintattico/semantico,
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in effetti trascende l’ambito matematico e puo` essere ricondotta alla con-
trapposizione senso/significato nell’analisi del linguaggio fatta da Frege [12].
Nella pratica matematica questa differenza si puo` per esempio riscontrare
nell’identificazione di una funzione con il suo grafico: il fatto stesso che se
ne parli mostra come, almeno a livello intuitivo, il concetto di funzione (in-
tensionale) sia distinto da quello di grafico della funzione (estensionale). Un
esempio simile ma “piu` formalizzato” viene dalla teoria della calcolabilita`:
l’algoritmo e` l’aspetto intensionale, la funzione da esso calcolata quello esten-
sionale. Come in teoria della calcolabilita` capire se due algoritmi calcolano
la stessa funzione non e` un problema banale (per esempio, non si puo` risol-
vere algoritmicamente), allo stesso modo lavorando in teorie incomplete (o
comunque “piu` incomplete” rispetto a quelle a cui siamo abituati) dobbiamo
prestare particolare attenzione non solo agli oggetti che vogliamo utilizzare,
ma anche alla loro descrizione (nel linguaggio formale), poiche´ descrizioni
equivalenti nel modello standard possono non esserlo nel contesto di teorie
piu` deboli.
La dimostrazione di Gentzen della consistenza di PA. Abbiamo
gia` detto come i risultati di incompletezza di Go¨del abbiano decretato il
fallimento del programma di Hilbert.
La consistenza di PA si puo` desumere, a livello semantico, dall’esistenza
del modello standard N; quest’ultimo, per quanto detto finora, sembrerebbe
tuttavia essere piu` qualcosa di intuitivo che non un oggetto matematico ben
definito.
Da questo punto di vista, riveste particolare interesse una dimostrazione
sintattica della consistenza di PA, come quella data da Gentzen [13]. L’idea
di Gentzen e` quella di associare ad ogni dimostrazione formale in PA, pensata
come albero di derivazione, un ordinale che ne misura in qualche modo la
complessita`; quindi si dimostra che, da ogni dimostrazione dell’assurdo, se
ne puo` ottenere un’altra di complessita` minore.
Gentzen riconduce dunque la consistenza di PA al buon ordinamento
di un segmento iniziale degli ordinali, nella fattispecie quello determinato
dall’ordinale 0, che e` l’estremo superiore della successione (ω(n))n definita
da
ω(0) = 1, ω(n+1) = ω
ω(n) .
Dato che, per il teorema di Go¨del, PA non puo` dimostrare la propria con-
sistenza, se ne deduce che non e` possibile formalizzare la dimostrazione di
Gentzen all’interno di PA. L’esame della dimostrazione di Gentzen mostra in
effetti che il lavoro di manipolazione sugli alberi di derivazione e` di carattere
finitario e che dunque puo` essere formalizzato in PA; l’unico elemento infini-
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tario e` proprio l’induzione transfinita fino a 0 e dunque e` proprio questo che
PA non e` in grado di formalizzare e verificare al proprio interno.
Nasce dunque il problema di stabilire per quali ordinali PA, o anche un’al-
tra teoria, sia in grado di dimostrare il principio di induzione transfinita, op-
portunamente formalizzato. Questa informazione puo` darci una misura della
forza dimostrativa della teoria in questione.
Una versione intensionale degli ordinali. In questo excursus storico
abbiamo incontrato tre problemi in cui risulta utile lo strumento degli ordinali
transfiniti.
Il primo problema e` la formalizzazione del concetto di definibilita` predi-
cativa. Abbiamo visto come Weyl, per ottenere definizioni di numeri reali, o
piu` in generale di sottoinsiemi di N, predicativamente accettabili, si fermi a
considerare esclusivamente gli insiemi aritmetici. Si puo` invece andare oltre
quel livello, tramite un sistema ramificato, accettando definizioni contenenti
variabili del second’ordine che variano nella famiglia dei sottoinsiemi arit-
metici di N, ecc... Per poter iterare questo procedimento, creando famiglie
sempre piu` grandi di sottoinsiemi di N, ciascuna delle quali e` ottenuta me-
diante definizioni con quantificazioni del second’ordine sulle famiglie prece-
denti, e` ragionevole pensare di utilizzare gli ordinali per indicizzare le famiglie
e quindi specificare il livello di ciascuna variabile. Tuttavia, per mantenere
le formule oggetti “sintattici”, scrivibili con un alfabeto finito, per poter spe-
cificare il livello di ogni variabile e` necessario denotare gli ordinali utilizzati
tramite opportune notazioni; al fine di poter operare sulle formule in maniera
effettiva (per esempio tramite algoritmi...), e` inoltre importante che le stesse
notazioni siano effettivamente manipolabili.
Una seconda questione e` legata all’estensione di una teoria mediante prin-
cipi di riflessione. Abbiamo visto come tale operazione possa essere iterata un
qualunque numero di volte e ci si puo` chiedere come estendere l’iterazione nel
transfinito. Per fare questo, dobbiamo mostrare che ad ogni passo, anche ai
passi limite, le teorie che si considerano sono sempre ricorsivamente assioma-
tizzabili (altrimenti non e` possibile formalizzare la metateoria nella teoria),
tenendo presente che la scelta della presentazione degli assiomi ha un’enorme
influenza sulla forza dimostrativa dell’estensione della teoria. Occorre dun-
que, per poter dare significato all’idea di iterazione transfinita dell’estensione
tramite principi di riflessione, formalizzare all’interno della teoria stessa la
progressione delle presentazioni degli assiomi delle teorie estese e quindi e`
necessaria una versione intensionale degli ordinali.
Il terzo problema e` quello legato alla determinazione della forza dimo-
strativa di una teoria mediante l’esame degli ordinali per cui la teoria e` in
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grado di dimostrare il principio di induzione transfinita. Anche in questo
caso occorre poter formalizzare gli ordinali all’interno della teoria e quindi
averne una versione intensionale.
Per affrontare tutti questi problemi e` pertanto necessaria una versione
degli ordinali che sia intensionale, che sia formalizzabile all’interno di una
teoria “finitaria” e che ne permetta un’effettiva manipolazione.
Contenuto della tesi. Riassumiamo ora brevemente cio` di cui parleremo
nella tesi, rimandando alle introduzioni dei singoli capitoli per spiegazioni
piu` dettagliate.
Il primo capitolo e` dedicato alla discussione delle possibili nozioni di “ver-
sione intensionale, effettiva degli ordinali”. Uno strumento fondamentale sara`
la teoria della calcolabilita`, mediante la quale potremo definire il concetto di
ordinale ricorsivo. Costruiremo inoltre il sistema di notazioni ordinali O (do-
vuto a Church e Kleene), mostrandone le principali proprieta` e in particolare
la sua universalita` rispetto agli altri sistemi di notazioni. Ampliando la clas-
se degli algoritmi a quelli con oracolo otterremo il sistema delle notazioni
OA ricorsive relativamente all’oracolo A; limitandoci invece agli algoritmi
primitivi ricorsivi, avremo il sistema O′ delle notazioni primitive ricorsive,
introdotto da Kleene, di cui dimostreremo la Π11 -completezza.
Nel secondo capitolo, utilizzando le notazioni ordinali, definiremo le pro-
gressioni transfinite di teorie basate sulla consistenza e sui principi di rifles-
sione. Presenteremo quindi i teoremi di completezza ottenuti da Turing e
Feferman: la progressione basata sulla consistenza dimostra tutti gli enun-
ciati Π01 veri, quella basata sul principio di riflessione uniforme dimostra tutti
gli enunciati aritmetici veri. Infine confronteremo la progressione di teorie
basata sulla consistenza a partire da ZFC con la teoria ZFC + I ottenuta
aggiungendo a ZFC l’assioma “esiste un cardinale inaccessibile”, ottenendo
che ZFC+ I soddisfa la cosiddetta parte autonoma di tale progressione.
Gli strumenti delle notazioni ordinali e delle progressioni transfinite di
teorie saranno utilizzati nel terzo capitolo per descrivere due proposte, di
Kreisel e Feferman, per caratterizzare rispettivamente i concetti di definibi-
lita` predicativa e di dimostrabilita` predicativa nel contesto dell’analisi, cioe`
dell’aritmetica del secondo ordine. La proposta di Kreisel sara` illustrata me-
diante la costruzione di una gerarchiaMα ⊆ P(N) indicizzata sugli ordinali α
ricorsivi, la cui unione e` costituita (grazie a risultati di Kleene) da tutti e soli
gli insiemi iperaritmetici. Verra` poi determinato a che livello della gerarchia
si trova la verita` aritmetica, cioe` l’insieme V delle formule aritmetiche vere, e
risolto l’analogo problema generalizzato per un sistema di formule ramificate
associato alla gerarchia; da questo risultato otterremo alcune considerazioni a
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proposito delle stime ordinali associate ai teoremi di completezza di Turing e
Feferman. Infine presenteremo brevemente la proposta di Feferman per carat-
terizzare la dimostrabilita` predicativa utilizzando la parte autonoma di una
progressione di teorie a partire da un sistema dimostrativo per l’aritmetica
del secondo ordine basato sulla regola di comprensione iperaritmetica.
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Capitolo 1
Notazioni ordinali
Nell’introduzione abbiamo motivato la necessita` di una versione effettiva,
intensionale, degli ordinali. Rimane comunque il problema:
che cosa significa “versione effettiva degli ordinali”?
Una prima risposta viene immediatamente dalla teoria della calcolabilita`:
gli ordinali ricorsivi sono i tipi d’ordine di buoni ordini su sottoinsiemi di N
che siano calcolabili con un algoritmo; l’algoritmo che calcola il buon ordine
si puo` pensare come una “notazione” per l’ordinale in questione. L’insieme
di tali algoritmi si indica con W .
Analizziamo subito alcune limitazioni date da questa definizione. Innan-
zitutto, gli ordinali che consideriamo sono esclusivamente ordinali (al piu`)
numerabili, e non tutti: dato che gli algoritmi sono in quantita` numerabile,
lo stesso vale per gli ordinali ricorsivi. E` facile tuttavia verificare che co-
stituiscono un segmento iniziale di Ord, la classe (propria) degli ordinali; il
minimo ordinale non ricorsivo, cioe` l’estremo superiore di tale segmento, e`
dunque un ordinale numerabile ed e` detto ordinale di Church-Kleene o ωCK1 .
Un altro svantaggio e` che il sistema di notazioni cos`ı ottenuto non e` uni-
valente, cioe` ci sono piu` notazioni per lo stesso ordinale. Sebbene si possano
fare scelte convenzionali per scartare alcune delle notazioni (per esempio, per
gli ordinali infiniti si puo` imporre che il buon ordine sia su tutto N e non su un
qualunque sottoinsieme), tuttavia l’impossibilita` di determinare in maniera
effettiva se due algoritmi calcolino la stessa funzione rende difficile ovviare a
questo problema che, come vedremo, e` comune anche alle altre definizioni di
notazione ordinale.
La limitazione maggiore e` in ogni caso la poca praticita` a livello opera-
tivo. Una funzione importante degli ordinali e` infatti la possibilita` di dare
definizioni induttive e, per fare cio`, e` necessario poter distinguere fra ze-
ro, successori e limiti e poter determinare il predecessore di un successore e
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magari, per ogni limite, una successione strettamente crescente tendente ad
esso; non e` chiaro come tutte queste operazioni possano essere realizzate in
maniera effettiva sulle notazioni che abbiamo introdotto.
Partendo da questa idea, si puo` pensare alle operazioni inverse di “pas-
saggio al successore” e “passaggio al limite” come generatrici di un sistema
di notazioni ordinali. Partendo da una notazione per 0 e applicandovi ripe-
tutamente le operazioni generatrici1, si ottiene l’insieme degli ordinali albero,
introdotti da Fairtlough e Wainer [6]. La differenza fra gli ordinali albero e i
classici ordinali numerabili sta nel fatto che, per ogni ordinale albero limite,
e` scelta una “successione fondamentale” di ordinali tendente ad esso; que-
sto comporta evidentemente una perdita di univalenza, ma allo stesso tempo
agevola le definizioni induttive.
Gli ordinali albero sono tuttavia poco “effettivi”, in quanto fanno uso
della nozione di successione (e di successione di successioni, ecc...), che e`
troppo “generica” per potersi codificare in modo, per esempio, da essere
trattata con un algoritmo. Sostituendo allora la nozione di successione con
quella di algoritmo, si ottiene il sistema di notazioni O introdotto da Church
e Kleene (vedi [3], [2], [17]).
Varianti del sistema O si ottengono utilizzando nozioni alternative di algo-
ritmo. Se si ammettono anche algoritmi con oracolo, dove l’oracolo risponde
dato x alla domanda “x ∈ A?” per un certo sottoinsieme A ⊆ N, si ottie-
ne il sistema OA delle notazioni relative ad A, studiato in particolar modo
da Spector [29]. Se invece si restringe la classe degli algoritmi, per esempio
a quelli primitivi ricorsivi, si ottiene il sistema O′ delle notazioni primitive
ricorsive, introdotto da Kleene [19].
Un ulteriore modo di parlare di ordinali e` quello di riferirsi ad alberi ben
fondati, cioe` quegli alberi che non contengono un percorso infinito (che parte
dalla radice e passa di padre in figlio): a un albero ben fondato e` possibile
infatti associare un ordinale, detto altezza, e quindi un albero si puo` pensare
come una codifica della propria altezza. Restringendosi a un particolare
tipo di alberi, cioe` ai sottoalberi completi dell’albero delle sequenze finite di
numeri naturali, ciascun sottoalbero puo` essere pensato come un sottoinsieme
di N e quindi ha senso chiedersi se e` calcolabile con un algoritmo; l’insieme
degli algoritmi che calcolano alberi ben fondati si indica con T . Dato che, da
molti problemi, scaturisce in maniera naturale un albero e non direttamente
un ordinale, da un punto di vista pratico questa descrizione per gli ordinali
risulta molto utile.
1In ambito insiemistico, si puo` denotare 0 con ∅, definire il successore di x come x∪{x}
e il limite di una successione (xn)n come il grafico della successione stessa.
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Questo capitolo e` dedicato a descrivere nel dettaglio i vari sistemi W , O,
OA, O′, T qui rapidamente presentati, evidenziandone le principali proprieta`
e soprattutto le relazioni fra di essi. Si scoprira` in particolare che tutti
(eccettuato evidentemente OA) descrivono la stessa classe di ordinali, cioe`
quella degli ordinali ricorsivi, e che inoltre come sottoinsiemi di N stanno tutti
nella stessa posizione all’interno della gerarchia analitica, nella fattispecie
sono Π11 -completi.
L’esposizione segue in gran parte la trattazione del libro di Rogers [27],
con l’aggiunta di diversi dettagli; le notazioni suc e lim sono pero` dovute
a [11]. La sezione 1.8 e` basata invece sull’articolo di Kleene [19]; in essa e`
dimostrato anche il risultato di Π11 -completezza di O
′, non riportato nell’ar-
ticolo citato, e inoltre si accenna alla possibilita` di restringere ulteriormente
la classe degli algoritmi per ottenere notazioni elementari.
Nella trattazione si presuppone una certa familiarita` con le nozioni di
base della teoria della calcolabilita` (funzioni calcolabili, primitive ricorsive,
elementari, calcolabilita` relativa a un oracolo, ecc...). I riferimenti adotta-
ti sono i libri di Rogers [27] e Cutland [4]. Richiamiamo ora le principali
notazioni utilizzate nel seguito.
Scriviamo f : A 99K B per indicare che f e` una funzione parziale da A a
B, cioe` il dominio di f e` contenuto in A e l’immagine di f e` contenuta in B.
Indichiamo con ϕ
(k)
z , o piu` semplicemente con ϕz se k = 1, la funzione
Nk 99K N calcolata dall’algoritmo z ∈ N; la parzialita` di una funzione calco-
lata da un algoritmo e` dovuta al fatto che l’algoritmo puo` non terminare su
un qualche input, e per quegli input la corrispondente funzione si considera
non definita.
Si usa poi la notazione ϕz(x)↓ per indicare che l’algoritmo z termina su
input x, cioe` x ∈ domϕz; tale notazione e` utilizzata anche contemporanea-
mente ad altre, come per esempio in ϕz(x)↓ = y (l’algoritmo z termina su
input x e l’output e` y) oppure in ϕz(x)↓ ∈ A (l’algoritmo z termina su in-
put x e l’output appartiene ad A). Analogamente, si scrive ϕz(x)↑, o anche
ϕz(x) = ↑, per indicare che l’algoritmo z non termina su input x.
Se A ⊆ N, indichiamo con ϕAz la funzione calcolata dall’algoritmo z con
insieme-oracolo A; allo stesso modo, se f ∈ NN, ϕfz e` la funzione calcolata
dall’algoritmo z con funzione-oracolo f .
Abbiamo gia` citato nell’introduzione la gerarchia aritmetica (vedi figura a
pag. 13). E` possibile costruire un’analoga gerarchia di predicati Σ1n, Π
1
n, ∆
1
n,
detta gerarchia analitica, prendendo come base ∆10 della gerarchia i predicati
aritmetici e utilizzando quantificatori del second’ordine (cioe` su sottoinsiemi
X ⊆ N o su funzioni totali f ∈ NN), esistenziali e universali, per definire
induttivamente Σ1n e Π
1
n.
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Dato che
Σ01 = {predicati ricorsivamente enumerabili},
∆01 = {predicati ricorsivi},
le gerarchie aritmetica ed analitica hanno un certo rilievo nell’ambito della
calcolabilita`. Si definiscono allora, per A ⊆ N, le gerarchie aritmetica e
analitica relativizzate ad A, ponendo
Σ0,A1 = {predicati A-ricorsivamente enumerabili}
e costruendo di conseguenza gli altri livelli Σi,An , Π
i,A
n , ∆
i,A
n (i = 0, 1).
Se A,B ⊆ N, scriviamo A ≤m B per indicare che A si riduce molti-uno
a B, cioe` che esiste f : N → N calcolabile tale che f−1(B) = A; se poi
esiste una tale f iniettiva, allora diciamo che A si riduce uno-uno a B e
scriviamo A ≤1 B. Scriviamo invece A ≤T B per indicare che A e` Turing-
riducibile a B, cioe` che A e` B-calcolabile. Tutte e tre le relazioni ≤1,≤m,≤T
sono preordini; le relazioni di equivalenza corrispondenti saranno indicate
rispettivamente con ≡1,≡m,≡T .
1.1 Il sistema di notazioni O
La costruzione del sistema di notazioni O parte dalla scelta di una notazione
0O per l’ordinale 0 e delle operazioni generatrici: suc, passaggio al successore,
e lim, che a un algoritmo per una successione di notazioni associa la notazione
per il limite. Una possibile scelta, simile a quella originale di Kleene2, e` la
seguente:
0O = 0,
suc(n) = 2n,
lim(n) = 3 · 5n.
In questa maniera le operazioni suc e lim risultano essere primitive ricorsi-
ve, ed anzi elementari. Tali operazioni sono inoltre “invertibili” in maniera
effettiva: innanzitutto la funzione elementare
kO(n) =

0 se n = 0O
1 se n = suc(m) per qualche m
2 se n = lim(m) per qualche m
3 altrimenti
2La scelta originale, frequentemente utilizzata nella letteratura, e` 0O = 1. Il motivo
per cui qui non la adottiamo e` di carattere tecnico: a meno di escludere 0 dai numeri
naturali, la notazione 0O si trova nell’immagine di suc sebbene 0 non sia un successore.
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permette di determinare il tipo (k ind) della notazione (zero, successore,
limite), inoltre la funzione elementare
pO(n) =
{
m se n = suc(m) per qualche m
n altrimenti
calcola il predecessore delle notazioni successore e infine la funzione elemen-
tare
qO(n) =
{
m se x = lim(m) per qualche m
n altrimenti
calcola l’algoritmo della successione (sequence) associata a una notazione
limite.
In seguito vedremo che, anche con scelte diverse da quelle appena effet-
tuate, e` impossibile che il sistema di notazioni generato coincida con l’intero
N (l’insieme delle notazioni risultera` essereΠ11 -completo). Ad ogni modo, per
motivi tecnici e` comodo scegliere fin dall’inizio un naturale ♠ che senz’altro
non e` una notazione (poiche´ per esempio non e` 0O e non sta nell’immagine
ne´ di suc ne´ di lim); la nostra scelta e`
♠ = 5.
Nella definizione del sistema di notazioni O vogliamo anche includere il
fatto che, se lim(e) ∈ O, allora e e` un algoritmo che calcola una successione
di notazioni strettamente crescente; il problema e` dare un significato all’e-
spressione “strettamente crescente”, cioe` definire una relazione d’ordine fra
notazioni. L’idea che utilizzeremo e` che una notazione e` minore di un’altra se
e` stata ottenuta prima dell’altra nel processo di generazione delle notazioni a
partire da 0O tramite suc e lim (o meglio: se, per generare la seconda, e` stato
precedentemente necessario generare la prima). Risulta allora comodo tecni-
camente, ancor prima di aver definito l’insieme O delle notazioni, definire la
relazione d’ordine ≤O fra di esse.
Definizione 1.1. Per x, y ∈ N, scriviamo x @O y se y = suc(x) oppure, per
qualche e, n ∈ N, y = lim(e) e ϕe(n)↓ = x.
Diciamo poi <O e ≤O rispettivamente la chiusura transitiva e la chiusura
riflessiva e transitiva di @O.
Dalla definizione e` chiaro che @O, <O e ≤O sono relazioni Σ01 . Inoltre
per definizione ≤O e` riflessiva e transitiva, cioe` e` un preordine su N; vedremo
che, ristretta ad O, <O risultera` ben fondata e che quindi ≤O sara` in effetti
un ordine (parziale) ben fondato su O. Osserviamo anche che, siccome 0O
non e` nell’immagine di suc o ne´ in quella di lim, 0O e` minimale per ≤O.
Possiamo finalmente procedere a definire l’insieme O delle notazioni.
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Definizione 1.2. Indichiamo con O il piu` piccolo sottoinsieme di N con le
seguenti proprieta`:
• 0O ∈ O;
• per ogni x ∈ N, se x ∈ O allora suc(x) ∈ O;
• per ogni x ∈ N, se x e` un algoritmo che calcola una funzione totale,
<O-strettamente crescente e a valori in O, allora lim(x) ∈ O.
Un modo equivalente di definire O e` il seguente. Siano, per X ⊆ N,
Gsuc(X) = {suc(x) : x ∈ X},
Glim(X) = {lim(x) : (∀n)(ϕx(n)↓ ∈ X ∧ ϕx(n) <O ϕx(n+ 1))},
G(X) = X ∪Gsuc(X) ∪Glim(X).
Definito induttivamente O(α) per ogni ordinale α ponendo
O(0) = {0O}, O(α) = G
(⋃
β<α
O(β)
)
per α > 0,
si ha allora che O(α) cresce con α e che
O =
⋃
α
O(α).
Risulta in questo modo definita anche una funzione | · |O : O → Ord data da
|x|O = min{α : x ∈ O(α)}
con le proprieta`
|0O|O = 0,
| suc(x)|O = |x|O + 1,
| lim(x)|O = sup
n
(|ϕx(n)|O + 1) .
Proposizione 1.3. Siano x ∈ N, y ∈ O. Se x <O y allora x ∈ O e
|x|O < |y|O.
dimostrazione. Basta dimostrarlo nell’ipotesi x @O y.
Sia α = |y|O. Allora y ∈ O(α) e dev’essere α > 0, poiche´ altrimenti
y = 0O e non puo` esistere x con x <O 0O.
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Per definizione di G e per minimalita` di α, si hanno dunque due casi.
Se y ∈ Gsuc
(⋃
β<αO(β)
)
, allora y = suc(x) per qualche x ∈ ⋃β<αO(β)
e dunque |x|O < α. Se invece y ∈ Glim
(⋃
β<αO(β)
)
, allora per qualche
z, n ∈ N si ha y = lim(z), x = ϕz(n) ∈
⋃
β<αO(β) e dunque di nuovo
|x|O < α.
Corollario 1.4. <O e` ben fondata su O. In particolare ≤O, ristretta ad O,
e` antisimmetrica e dunque e` un ordine (parziale) ben fondato su O.
Poniamo, per ogni x ∈ N, Ox = {y ∈ N : y <O x}. Da quanto detto
sopra risulta che Ox e` Σ
0
1 uniformemente in x e che inoltre, se x ∈ O, allora
Ox ⊆ O.
Proposizione 1.5. Per ogni x ∈ O, Ox e` bene ordinato da ≤O e tale buon
ordine e` isomorfo, tramite | · |O, a (il segmento iniziale di Ord determinato
da) |x|O.
dimostrazione. Per <O-induzione su x ∈ O.
Se x = 0O, allora Ox = ∅ e la tesi e` ovvia.
Se x = suc(y), allora Ox = Oy ∪ {y} e, per ipotesi induttiva, Oy e` ben
ordinato da ≤O. Essendo y ∈ O e ≤O un ordine ben fondato su O, si ha allora
che Ox e` il buon ordine che si ottiene da Oy aggiungendo y come massimo.
Siccome d’altra parte |x|O = |y|O + 1, abbiamo la tesi.
Se x = lim(z), allora per ogni n ∈ N
ϕz(n)↓ ∈ O e ϕz(n) <O ϕz(n+ 1),
dunque Ox =
⋃
n∈NOϕz(n). Per ipotesi induttiva si ha dunque che Ox e` unione
crescente di buoni ordini, ciascuno dei quali e` segmento iniziale del succes-
sivo e pertanto e` a sua volta un buon ordine avente tipo d’ordine l’estremo
superiore dei tipi d’ordine dei buoni ordini di cui e` unione. D’altra parte
|x|O = sup
n∈N
(|ϕz(n)|O + 1) = sup
n∈N
|ϕz(n)|O,
da cui la tesi.
Definizione 1.6. Un elemento x ∈ O si dice notazione per un ordinale α se
|x|O = α.
Si vede facilmente ogni ordinale finito n ∈ N ha un’unica notazione in O,
e cioe` l’n-simo successore iterato di 0O:
nO = suc
n(0O) = suc ◦ · · · ◦ suc︸ ︷︷ ︸
n
(0O).
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Per ogni α ≥ ω si hanno invece diversi x ∈ O con |x|O = α, che corrispondono
alle diverse successioni utilizzate per descrivere gli ordinali limite ≤ α e ai
diversi algoritmi per calcolare tali successioni.
Osserviamo che, per le scelte fatte, anche la funzione successore iterato
(n, x) 7→ sucn(x)
e` primitiva ricorsiva. Inoltre, come ogni ordinale α si puo` scrivere in modo
unico nella forma
α = λ+ n
dove λ e` 0 o limite e n e` finito, analogamente, per ogni x ∈ N, sono uni-
vocamente determinati plim(x), pfin(x) ∈ N (parte limite e parte finita) tali
che
x = sucpfin(x)(plim(x)) e kO(plim(x)) 6= 1
(plim(x) non e` cioe` di tipo successore) e le funzioni plim, pfin : N→ N sono
primitive ricorsive (e anzi elementari).
In seguito ci sara` molto utile poter effettuare sulle notazioni in O ope-
razioni analoghe a quelle effettuabili sugli ordinali, come per esempio la
somma.
Proposizione 1.7. Esiste una funzione primitiva ricorsiva +O : N2 → N
tale che, per ogni x, y ∈ O, anche x+O y ∈ O e inoltre
• x+O y =

x se y = 0O
suc(x+O y
′) se y = suc(y′)
lim(e′), con ϕe′(·) = x+O ϕe(·) se y = lim(e)
• |x+O y|O = |x|O + |y|O;
• per ogni z <O y, anche x+O z <O x+O y.
Viceversa, se per x, y ∈ N risulta x+O y ∈ O allora anche x, y ∈ O e
• per ogni z ∈ N tale che x+O z = x+O y, anche z = y;
• per ogni z ∈ N tale che x+O z <O x+O y, anche z <O y.
dimostrazione. Per il teorema s-m-n esiste t : N3 → N elementare iniettiva
tale che
ϕt(z,x,e)(n) = ϕ
(2)
z (x, ϕe(n)). (1.1)
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Poniamo allora
f(z, x, y) =

sucpfin(y)(x) se plim(y) = 0O
sucpfin(y)(lim(t(z, x, e))) se plim(y) = lim(e)
♠ altrimenti
Cos`ı definita, f : N3 → N e` senz’altro primitiva ricorsiva, pertanto (per il
teorema di ricorsione) esiste z0 ∈ N tale che
f(z0, x, y) = ϕ
(2)
z0
(x, y) per ogni x, y ∈ N;
ponendo x+O y = f(z0, x, y), si ha che +O : N2 → N e` primitiva ricorsiva.
Dimostriamo ora la prima parte delle proprieta` di +O, fissato x ∈ O, per
<O-induzione su y ∈ O.
Se y = 0O, allora pfin(y) = 0, plim(y) = 0O e quindi x +O y = x ∈ O, da
cui segue immediatamente la tesi.
Se y = suc(y′), allora pfin(y) = pfin(y′) + 1, plim(y) = plim(y′); siccome
y′ ∈ O, per ipotesi induttiva non puo` essere x +O y′ = ♠ /∈ O, dunque
necessariamente plim(y) = 0O oppure plim(y) = lim(e) e in ogni caso x+Oy =
suc(x+O y
′) ∈ O. Si ha inoltre
|x+O y|O = |x+O y′|O + 1 = |x|O + |y′|O + 1 = |x|O + |y|O.
Se poi z <O y, allora z ≤O y′ e quindi, per ipotesi induttiva,
x+O z ≤O x+O y′ <O x+O y.
Se y = lim(e), allora pfin(y) = 0, plim(y) = lim(e) e quindi x +O y =
lim(t(z0, x, e)). Si ha inoltre, per ogni n ∈ N,
ϕt(z0,x,e)(n) = ϕ
(2)
z0
(x, ϕe(n)) = x+O ϕe(n).
Per ipotesi induttiva, ϕt(z0,x,e) e` dunque una successione <O-crescente di
elementi di O, quindi x+O y ∈ O e
|x+O y|O = sup
n
|x+O ϕe(n)|O =
= sup
n
(|x|O + |ϕe(n)|O) = |x|O + sup
n
|ϕe(n)|O = |x|O + |y|O.
Infine, se z <O y allora z <O ϕe(n) per qualche n ∈ N e quindi, per ipotesi
induttiva
x+O z <O x+O ϕe(n) <O x+O y.
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Dimostriamo adesso la seconda parte delle proprieta` di +O, per ogni
x, y ∈ N, per induzione su x+O y ∈ O.
Se x +O y = 0O, per definizione di f necessariamente plim(y) = 0O,
pfin(y) = 0 e quindi y = 0O ∈ O, ma allora x = x +O y = OO ∈ O. Il resto
della tesi e` banale.
Se x+O y ∈ O e` successore, distinguiamo due casi. Se pfin(y) = 0, allora
necessariamente y = 0O ∈ O e quindi anche x = x+O y ∈ O e` successore. Se
inoltre x +O z = x +O y = x ∈ O per qualche z ∈ N, se per assurdo z 6= 0O,
si ha anche plim(z) 6= 0O, dunque necessariamente
x+ plim(z) = plim(x+O z) = plim(x) <O x,
ma allora per ipotesi induttiva plim(z) ∈ O e quindi anche z ∈ O, da cui
(essendo x +O z = x) per la prima parte z = 0O, assurdo. Se poi esistesse
z ∈ N con x +O z <O x +O y = x, anche x +O z ∈ O e quindi per ipotesi
induttiva z ∈ O, ma allora 0 ≤O z e dunque, per quanto precedentemente
dimostrato, x = x+O 0O ≤O x+O z <O x, assurdo.
Se invece pfin(y) > 0, cioe` y = suc(y′) per qualche y′ ∈ N, allora per
definizione x +O y = suc(x +O y
′), dunque anche x +O y′ ∈ O e quindi per
ipotesi induttiva x, y′ ∈ O, da cui anche y ∈ O. Se inoltre x+Oz = x+Oy per
qualche z ∈ N, non puo` essere pfin(z) = 0 (altrimenti, affinche´ la somma sia
successore, dovrebbe essere z = 0O, ma allora x+Oz = x <O x+Oy), pertanto
anche z = suc(z′) e quindi suc(x +O z′) = x +O z = x +O y = suc(x +O y′),
dunque x+O z
′ = x+O y′ e quindi per ipotesi induttiva z′ = y′, da cui z = y.
Se poi, per qualche z ∈ N si ha x +O z <O x +O y = suc(x +O y′), si ha
x+O z ≤O x+O y′, dunque per ipotesi induttiva z ≤O y′ <O y.
Infine sia x +O y ∈ O limite; allora necessariamente pfin(y) = 0. Se
y = 0O ∈ O, allora anche x = x+O y ∈ O; se invece y = lim(e), allora
O 3 x+O y = lim(t(z0, x, e)) >O ϕt(z0,x,e)(n) = x+O ϕe(n)
e
x+O ϕe(n) <O x+O ϕe(n+ 1),
da cui, per ipotesi induttiva, x ∈ O e inoltre
ϕe(n) ∈ O e ϕe(n) < ϕe(n+ 1),
pertanto anche y = lim(e) ∈ O. Se inoltre x+O z = x+Oy per qualche z ∈ N,
allora o z = 0O, e in tal caso si ha subito per la prima parte y = 0O = z,
oppure z = lim(e′), da cui come sopra si deduce z ∈ O e quindi anche
(per la prima parte) y = lim(e), ma allora t(z0, x, e) = t(z0, x, e
′) e quindi,
per iniettivita` di t, e = e′ e y = z. Infine, se per qualche z ∈ N risulta
28
1.2. Universalita` di O
x +O z <O x +O y, per ipotesi induttiva z ∈ O e quindi non puo` essere (per
la prima parte) y = 0O, pertanto y = lim(e) e allora, per qualche n ∈ N,
x+O z <O x+O ϕe(n), da cui per ipotesi induttiva z <O ϕe(n) <O y.
Il fatto che x+O y ∈ O se e solo se x, y ∈ O si puo` riesprimere in termini
di riduzione molti-uno (e in questa forma ci sara` utile nella sezione 1.8).
Corollario 1.8. O ×O ≤m O tramite +O.
Osservazione 1.9. Analogamente e` possibile definire un prodotto (iterando la
somma) e un elevamento a potenza (iterando il prodotto) per notazioni ordi-
nali. Tuttavia, il fatto che le funzioni β 7→ α ·β e β 7→ αβ da Ord a Ord siano
strettamente crescenti solo rispettivamente per α > 0 e α > 1 comporta una
difficolta` a livello di notazioni, al passo limite della definizione: per esempio,
se w e` una notazione per ω, 0O ·Ow dovrebbe essere il limite della successione
0O ·n0 che pero` e` identicamente nulla e quindi non <O-strettamente crescente
come richiesto dalla definizione di O. Si puo` allora scegliere di dare un signi-
ficato al prodotto x ·O y solo per x >O 0O (e analogamente per l’elevamento a
potenza), oppure considerare la classe piu` grande delle pre-notazioni (in cui
non si richiede la stretta crescenza delle successioni che definiscono i limiti)
e definire piu` in generale le operazioni in questa classe (cfr. [6]).
1.2 Universalita` di O
Una delle principali funzioni degli ordinali e` la possibilita` che forniscono
di dare definizioni induttive; le notazioni ordinali permettono di trasferire
questa possibilita` anche alle definizioni “effettive”, per esempio in ambito di
teoria della calcolabilita`.
Nel dare definizioni induttive, e` importante potersi ricondurre ai passi
precedenti; nello specifico, nel caso del sistema O precedentemente definito,
nell’ambito di una definizione induttiva non sono tanto importanti le opera-
zioni generatrici suc e lim, ma le loro “inverse” kO, pO, qO. Questa e` l’idea
alla base della seguente
Definizione 1.10. Si dice sistema di notazioni ordinali il dato S di:
• un insieme DS ⊆ N, detto insieme delle notazioni,
• una mappa oS : DS → Ord la cui immagine sia un segmento iniziale di
Ord,
• tre funzioni calcolabili kS, pS, qS : N 99K N il cui dominio contenga DS
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tali che, per ogni x ∈ DS,
• kS(x) = 0, 1, 2 a seconda che oS(x) sia zero, successore o limite;
• se kS(x) = 1 allora pS(x) ∈ DS e oS(pS(x)) + 1 = oS(x);
• se kS(x) = 2 allora ϕqS(x) e` una successione a valori in DS tale che
oS ◦ ϕqS(x) e` strettamente crescente e oS(x) = supn oS(ϕqS(x)(n)).
Evidentemente il sistema O rientra in questa definizione, con oO = |·|O (si
osservi che in questo caso le funzioni kO, pO, qO sono elementari e in particolari
totali).
Un altro esempio e` dato dal sistema di notazioni per gli ordinali minori
di 0 basato sulla forma normale di Cantor : ogni ordinale α si puo` scrivere
in modo unico nella forma
ωα1c1 + · · ·+ ωαhch,
(con h ∈ N, α1 > · · · > αh, ci ∈ N+). Qualora α < 0, gli esponenti
α1, . . . , αn della scrittura sono tutti < α e quindi e` possibile scrivere in forma
normale di Cantor gli esponenti, gli esponenti degli esponenti, ecc..., fino a
che tutti gli esponenti rimasti non siano 0; in questo modo si ottiene, per
l’ordinale α, una notazione in forma di albero finito etichettato da numeri
naturali (le cifre ci). Sull’insieme DCNF di tali alberi si possono poi definire,
oltre alla mappa oS a valori in Ord (che e` ben definita per l’uncita` della
forma normale di Cantor), anche le funzioni calcolabili kCNF , pCNF , qCNF :
per determinare il tipo di una notazione basta guardare il numero di addendi
h della somma (la notazione rappresenta zero se e solo se h = 0) e, se h > 0, il
valore dell’ultimo esponente αh (e` zero se e solo se la notazione rappresenta
un successore); il passaggio al predecessore si effettua decrementando di 1
l’ultima cifra ch (o eliminando l’ultimo addendo se ch = 1); la successione
fondamentale n 7→ {α}(n) associata ad una notazione limite α si definisce
induttivamente sull’altezza dell’albero e, nello specifico, se l’ultimo esponente
αh e` successore e` data da
{α}(n) = ωα1c1 + · · ·+ ωαh(ch − 1) + ωαh−1(n+ 1)
mentre se αh e` limite e` data da
{α}(n) = ωα1c1 + · · ·+ ωαh(ch − 1) + ω{αh}(n).
Definizione 1.11. Un sistema di notazioni ordinali S si dice
• univalente se la mappa oS e` iniettiva;
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• ricorsivo se l’insieme delle notazioni DS e` decidibile;
• ricorsivamente ordinato se la relazione
{(x, y) : x, y ∈ DS, oS(x) ≤ oS(y)}
e` decidibile.
Osservazione 1.12. Evidentemente un sistema di notazioni ricorsivamente
ordinato e` ricorsivo. Non e` difficile verificare inoltre che, per un sistema di
notazioni S univalente, l’insieme {y ∈ DS : oS(y) < oS(x)} e` ricorsivamente
enumerabile uniformemente in x ∈ DS (i suoi elementi si ottengono sostan-
zialmente a partire da x tramite successive applicazioni di pS e qS); se allora
S e` univalente e ricorsivo, e` anche ricorsivamente ordinato (per il teorema di
Post).
Si vede facilmente che il sistema di notazioni basato sulla forma normale
di Cantor e` univalente (per unicita` della forma normale) e ricorsivamente
ordinato (il confronto fra due notazioni si riconduce al confronto dei rispettivi
esponenti e cifre). Al contrario, come abbiamo gia` osservato in precedenza,
il sistema O non e` univalente (tuttavia lo e` la sua restrizione ad Ox per ogni
x ∈ O).
L’importanza di O risiede nel fatto che O e` un sistema di notazioni uni-
versale, cioe` tutti i sistemi di notazioni vi si immergono, nel senso specificato
dalla seguente
Proposizione 1.13. Per ogni S sistema di notazioni, esiste f : N 99K N
calcolabile con S ⊆ dom f tale che, per ogni x ∈ S:
• f(x) ∈ O e oS(x) ≤ |f(x)|O;
• kS(x) = kO(f(x));
• se kS(x) = 1 allora f(pS(x)) = pO(f(x)).
Se poi S e` univalente, si puo` scegliere f in modo tale che, per ogni x ∈ S,
• oS(x) = |f(x)|O;
• se kS(x) = 2 allora f ◦ ϕqS(x) = ϕqO(f(x)).
dimostrazione. Sia h : N3 99K N definita da{
h(z, e, 0) = ϕz(ϕe(0))
h(z, e, n+ 1) = h(z, e, n) +O ϕz(ϕe(n+ 1))
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e sia t : N2 → N elementare iniettiva tale che
ϕt(z,e)(n) = h(z, e, n).
Detta g : N2 99K N data da
g(z, x) =

0O se kS(x) = 0
suc(ϕz(pS(x))) se kS(x) = 1
lim(t(z, qS(x))) se kS(x) = 2
↑ altrimenti
esiste allora per il teorema di ricorsione z0 ∈ N tale che ϕz0(x) = g(z0, x) per
ogni x ∈ N. Poniamo dunque f(x) = g(z0, x).
Le proprieta` di f si dimostrano, al variare di x ∈ S, per induzione su
oS(x).
Se kS(x) = 0, allora f(x) = 0O ∈ O da cui segue immediatamente la tesi.
Se kS(x) = 1, allora pS(x) ∈ DS e oS(x) = oS(pS(x)) + 1, pertanto per
ipotesi induttiva f(pS(x)) ∈ O e oS(pS(x)) ≤ |f(pS(x))|O. Si ha dunque che
f(x) = suc(ϕz0(pS(x))) = suc(f(pS(x))) ∈ O,
pertanto si ha anche kO(f(x)) = 1 = kS(x), pO(f(x)) = f(pS(x)) e
|f(x)|O = |f(pS(x))|O + 1 ≥ oS(pS(x)) + 1 = oS(x).
Se kS(x) = 2, allora ϕqS(x) e` una successione a valori in S e oS(x) >
oS(ϕqS(x)(n)) per ogni n ∈ N, pertanto per ipotesi induttiva f ◦ ϕqS(x) e` a
valori in O e risulta |f(ϕqS(x)(n))|O ≥ oS(ϕqS(x)(n)). Si ha dunque, per ogni
n ∈ N,
ϕt(z0,qS(x))(n) = h(z0, qS(x), n),
quindi {
ϕt(z0,qS(x))(0) = f(ϕqS(x)(0))
ϕt(z0,qS(x))(n+ 1) = ϕt(z0,qS(x))(n) +O f(ϕqS(x)(n+ 1))
da cui induttivamente si dimostra che ϕt(z0,qS(x)) e` una successione a valo-
ri in O ed e` <O-crescente, pertanto anche f(x) = lim(t(z0, qS(x))) ∈ O e
kO(f(x)) = 2 = kS(x). Sempre induttivamente si verifica inoltre che, per
ogni n ∈ N,
|ϕt(z0,qS(x))(n)|O ≥ |f(ϕqS(x)(n))|O ≥ oS(ϕqS(x)(n))
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e quindi, passando all’estremo superiore, si ottiene |f(x)|O ≥ oS(x).
Se poi S e` univalente, si ottiene una f con le ulteriori proprieta` modifican-
do la definizione di h, ponendo semplicemente h(z, e, n) = ϕz(ϕe(n)). Con
questa posizione e` possibile infatti verificare (durante la dimostrazione per
induzione) che, per ogni x ∈ S e per ogni y ∈ S con oS(y) < oS(x), si ha in
effetti f(y) <O f(x) (cio` che si usa dell’ipotesi di univalenza e` quanto eviden-
ziato nell’osservazione 1.12) e quindi, nel caso kS(x) = 2, non c’e` bisogno di
utilizzare +O per ottenere che la successione ϕt(z0,qS(x)) sia <O-crescente.
Un’immersione in O del sistema basato sulla forma normale di Cantor
si ottiene semplicemente “trascrivendo” la forma normale in termini delle
operazioni di O, utilizzando prodotto ed elevamento a potenza definite come
nell’oss. 1.9 e scegliendo per ω una notazione lim(e) con ϕe(n) = n+ 1.
Definizione 1.14. Un ordinale (numerabile) α si dice costruttivo se esistono
un sistema di notazioni ordinali S e x ∈ DS tale che α = oS(x).
Corollario 1.15. Un ordinale e` costruttivo se e solo se ha una notazione in
O.
1.3 Ordinali ricorsivi e ordinali costruttivi
Nell’introduzione al capitolo abbiamo definito gli ordinali ricorsivi come i
tipi d’ordine dei buoni ordini calcolabili su sottoinsiemi di N. Nella sezione
precedente abbiamo invece parlato degli ordinali costruttivi, cioe` quegli ordi-
nali che ammettono una notazione. Cercheremo ora di capire che relazione
ci sia fra questi due concetti, a priori distinti.
Il risultato che otterremo (dovuto a Markwald [24] e Spector [29]) e` che
un ordinale e` costruttivo se e solo se e` ricorsivo. Non solo: vedremo che
gli insiemi O delle notazioni e W degli algoritmi per buoni ordini si possono
ridurre uno-uno l’un l’altro, cioe` che in sostanza i problemi “determinare se
un dato x appartiene ad O” e “determinare se un dato y appartiene a W”
hanno la stessa difficolta` a livello computazionale.
Definizione 1.16. Poniamo
W = {e ∈ N : ϕ(2)e = χR, R buon ordine su un sottoinsieme di N}.
Inoltre, per ogni e ∈ W , indichiamo con ot(e) il tipo d’ordine della relazione
calcolata da e.
Definizione 1.17. Un ordinale (numerabile) α si dice ricorsivo se esiste
e ∈ W con ot(e) = α.
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Il primo problema che affrontiamo e` la riduzione di O a W , cioe` come
ottenere in maniera effettiva, a partire da una notazione x ∈ O, un algoritmo
che calcola un buon ordine con lo stesso tipo d’ordine. L’idea e` di prendere
come buon ordine la restrizione di <O a Ox: sebbene <O non sia decidibile
ma solo semidecidibile, la sua restrizione ad Ox e` decidibile (relativamente
ad Ox) in quanto la sua negazione e` ≥O e quindi e` anch’essa semidecidibile
(si sta usando l’univalenza di Ox come nell’oss. 1.12). Non possiamo tuttavia
utilizzare letteralmente Ox come dominio del buon ordine, in quanto Ox non
e` decidibile (mentre da un algoritmo per una relazione d’ordine si ricava un
algoritmo per il suo dominio); dato che pero` Ox e` ricorsivamente enumerabile,
tramite un’enumerazione iniettiva possiamo trasportare il buon ordine su
tutto N. La dimostrazione del seguente teorema mostra come si possa rendere
questa costruzione uniforme in x ∈ O e come effettuarla a partire da un
generico x ∈ N, in modo che il risultato appartenga a W se e solo se in
partenza x ∈ O.
Teorema 1.18. Esiste una funzione elementare iniettiva g : N→ N tale che
g−1(W ) = O e che inoltre, per ogni x ∈ O, ot(g(x)) = |x|O e il dominio del
buon ordine calcolato da g(x) e` un segmento iniziale di N.
dimostrazione. Dato che <O e` ricorsivamente enumerabile, esiste r : N→
N2 calcolabile iniettiva che enumera il grafico di <O. Posto{
h(x, 0) = (µl)(pi2(r(l)) = x)
h(x, n+ 1) = (µl)(l > h(x, n) ∧ pi2(r(l)) = x)
e detta s : N → N elementare iniettiva tale che ϕs(x)(n) = pi1(r(h(x, n))), si
ha che, per ogni x ∈ N, ϕs(x) e` iniettiva, il suo dominio e` un segmento iniziale
di N, la sua immagine e` Ox; in particolare, ϕs(x) e` totale se e solo se Ox e`
infinito.
Sia f : N3 → N la funzione calcolata dal seguente algoritmo:
INPUT: x, y, z
1. se plim(x) = 0O, allora l’algoritmo si ferma con OUTPUT: 1 se y ≤
z < pfin(x), 0 in caso contrario
2. controlla se 0O ≤O x e in caso contrario non termina
3. calcola m = ϕs(x)(y), n = ϕs(x)(z), non terminando se non sono definiti
4. se n = lim(e), controlla se ϕe(y) <O ϕe(y+1), non terminando qualora
uno dei membri non sia definito oppure non sia verificata la relazione
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5. se x = lim(d), controlla se ϕd(y) <O ϕd(y+1), non terminando qualora
uno dei membri non sia definito oppure non sia verificata la relazione
6. se m = n, l’algoritmo si ferma con OUTPUT: 1
7. controlla (contemporaneamente) se m <O n oppure n <O m; qualora
una delle due relazioni sia verificata, l’algoritmo si ferma con OUTPUT:
1 se vale la prima, 0 in caso contrario; se nessuna delle due e` verificata,
l’algoritmo non termina
Sia infine g : N→ N elementare iniettiva tale che ϕ(2)g(x)(y, z) = f(x, y, z).
Sia x ∈ O. Se |x|O e` finito, cioe` plim(x) = 0O, allora l’algoritmo per f si
ferma al punto 1 e quindi ϕ
(2)
g(x) e` la funzione caratteristica di
{(y, z) ∈ N2 : y ≤ z < pfin(x)},
che e` un buon ordine di tipo pfin(x) = |x|O su un segmento iniziale di N; in
particolare g(x) ∈ W .
Se |x|O e` infinito, allora plim(x) 6= 0O e quindi l’algoritmo supera il punto
1; d’altra parte, siccome x ∈ O, effettivamente 0O ≤O x e quindi l’algoritmo
supera il punto 2. Dato che Ox e` infinto, ϕs(x) e` una bigezione N → Ox,
dunque in particolare l’algoritmo supera il punto 3. Essendo x ∈ O e quindi
anche Ox ⊆ O, l’algoritmo supera i punti 4 e 5. In definitiva, per i punti 6 e
7, g(x) calcola la relazione binaria su N che, tramite ϕs(x), corrisponde alla
restrizione di ≤O a Ox; pertanto g(x) ∈ W e ot(g(x)) = |x|O.
Supponiamo viceversa che, per qualche x ∈ N, si abbia g(x) ∈ W . Se
plim(x) = 0O, allora x ∈ O. In caso contrario, l’algoritmo supera il punto
1. Dato che g(x) ∈ W , in particolare ϕ(2)g(x) e` totale e quindi l’algoritmo
supera anche i punti 2,3,4,5, pertanto anche ϕs(x) e` totale e inoltre, per i
punti 6 e 7, g(x) calcola la relazione binaria su N che corrisponde tramite
ϕs(x) alla restrizione di ≤O a Ox, che dev’essere un buon ordine sempre perche´
g(x) ∈ W .
Procediamo allora a dimostrare, per <O-induzione su y ∈ Ox, che y ∈
O. Osserviamo innanzitutto che, siccome l’algoritmo supera il punto 2 e
plim(x) 6= 0O, si ha 0O <O x, pertanto 0O e` il ≤O-minimo di Ox e d’altra
parte 0O ∈ O. Se invece 0O <O y <O x, necessariamente y = suc(z) op-
pure y = lim(e). Nel primo caso, si ha z <O y <O x, pertanto per ipotesi
induttiva z ∈ O e quindi anche y = suc(z) ∈ O. Nel secondo caso, siccome
l’algoritmo supera il punto 4 per ogni input, ϕe e` totale ed e` una succes-
sione <O-crescente, che per ipotesi induttiva e` a valori in O, da cui anche
y = lim(e) ∈ O.
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Dimostriamo infine che x ∈ O. Siccome 0O <O x, di nuovo si hanno i due
casi x = suc(z) oppure x = lim(d). Nel primo, essendo z <O y, per quanto
dimostrato si ha z ∈ O e quindi y = suc(z) ∈ O. Nel secondo, siccome
l’algoritmo supera il punto 5 per ogni input, ϕd e` totale ed e` una successione
<O-crescente, che e` a valori in O per quanto precedentemente dimostrato, da
cui anche x = lim(d) ∈ O.
Il problema inverso, cioe` la riduzione di W ad O, e` piu` complicato. Dato
un algoritmo per un buon ordine  su un qualche A ⊆ N, si potrebbe pen-
sare che esso determini un sistema di notazioni (univalente e ricorsivamente
ordinato) con dominio A; tuttavia non e` chiaro come, utilizzando l’algoritmo
che calcola la relazione d’ordine, si possano distinguere in maniera effetti-
va gli elementi di tipo zero, successore e limite, calcolare i predecessori dei
successori e le successioni fondamentali per i limiti.
L’idea e` allora quella di costruire un altro buon ordine, prodotto lessi-
cografico di  e di ω, con dominio A × N: in questa maniera gli elementi
successore sono facilmente determinati (sono le coppie (x, n) con n 6= 0) e di
essi si puo` calcolare il predecessore (basta sottrarre 1 alla seconda componen-
te); inoltre tramite enumerazione e` possibile calcolare, per gli elementi limite,
opportune successioni fondamentali. A questo punto, ottenuto un sistema di
notazioni, e` possibile immergerlo in O come nella prop. 1.13. Notiamo che,
cos`ı facendo, si ottengono notazioni per ordinali piu` grandi del tipo d’ordi-
ne di ; tuttavia questo implica che esiste anche una notazione per il tipo
d’ordine di .
I dettagli della costruzione, nonche´ la sua uniformita` rispetto all’algoritmo
di partenza, si trovano nella dimostrazione del seguente
Teorema 1.19. Esiste una funzione h : N→ N elementare iniettiva tale che
h−1(O) =W e che inoltre, per ogni x ∈ W , |h(x)|O = ω · (1 + ot(x)).
dimostrazione. Per brevita`, nel corso della dimostrazione, quando si par-
lera` di relazione d’ordine si intendera` sempre una relazione d’ordine totale;
inoltre, se una relazione d’ordine viene indicata con un simbolo tipo ≤,, . . . ,
con il rispettivo simbolo <,≺, . . . verra` indicata la corrispondente relazione
d’ordine stretta (per intenderci, x < y sse x ≤ y e x 6= y).
Sia  una relazione d’ordine su un sottoinsieme A ⊆ N. Possiamo mo-
dificare questa relazione d’ordine, aggiungendovi un minimo; un modo per
farlo e` “traslare” l’ordine sull’insieme 1+A ⊆ N e quindi, dato che 0 /∈ 1+A,
aggiungere 0 all’insieme e modificare l’ordine in modo che 0 sia il minimo.
Indichiamo con ′ la relazione d’ordine su A′ = 0 ∪ (1 + A) cos`ı ottenuta.
Consideriamo ora il “prodotto lessicografico” di ′ e dell’ordine standard
≤ su N: in altre parole, definiamo un ordine sul prodotto A′×N, dicendo che
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una coppia 〈x,m〉 precede un’altra coppia 〈y, n〉 se x ′ y e inoltre, qualora
y = y′, si abbia anche m ≤ n. Tramite una codifica standard delle coppie,
identifichiamo A′ × N con un sottoinsieme A′′ ⊆ N e indichiamo con ′′ la
relazione d’ordine cos`ı definita su A′′.
Infine, modifichiamo ′′ aggiungendovi un massimo, ovverosia traslando
l’ordine su A′′ + 1 e quindi aggiungendo 0 come massimo, e indichiamo con
∗ la relazione d’ordine su A∗ = (A′′ + 1) ∪ {0} ⊆ N cos`ı ottenuta.
Esaminiamo qualche proprieta` dell’ordine ∗ cos`ı ottenuto. Innanzitutto
∗ ha un minimo, 〈0, 0〉 + 1, e un massimo, 0. Inoltre ogni elemento di A∗
diverso dal massimo, cioe` della forma 〈x, n〉+1 con x ∈ A′, ha un successore
immediato, cioe` 〈x, n + 1〉 + 1. Infine gli elementi di A∗ diversi dal minimo
che non hanno un predecessore immediato, che chiameremo elementi limite,
sono il massimo 0 e gli elementi della forma 〈x, 0〉+ 1.
Si vede facilmente che  e` un buon ordine se e solo se lo e` ∗; in tal
caso si ha poi che, se α e` il tipo d’ordine di , allora il tipo d’ordine di ∗ e`
ω · (1 + α) + 1.
Consideriamo quanto detto finora dal punto di vista della calcolabilita`: se
l’ordine  e` calcolato da un qualche algoritmo e ∈ N, allora dalle definizioni e`
chiaro che e` possibile anche calcolare, uniformemente in e, l’ordine∗; in altre
parole, esiste una funzione elementare iniettiva t : N → N che manda ogni
algoritmo che calcola un qualche ordine totale  su un sottoinsieme A ⊆ N
in un algoritmo che calcola il corrispondente ∗. Quanto precedentemente
detto sui buoni ordini si puo` allora tradurre dicendo che, per ogni algoritmo
e ∈ N che calcola un ordine totale su un sottoinsieme di N, e ∈ W se e solo
se t(e) ∈ W e inoltre, in tal caso, ot(t(e)) = ω · (1 + ot(e)) + 1.
Siccome, per ogni ordine totale  su A ⊆ N, A∗ non e` vuoto (contiene 0),
e` possibile, a partire da un algoritmo e per  e quindi dall’algoritmo t(e) per
∗, trovare un algoritmo che enumera A∗; in altre parole, esiste u : N → N
elementare iniettiva tale che, per ogni algoritmo e ∈ N che calcola un ordine
totale  su A ⊆ N, ϕu(e) e` totale e la sua immagine e` A∗.
Evidentemente, usando l’algoritmo t(e) per ∗, possiamo determinare se,
dati tre elementi x, y, z ∈ N, risulta x ≺∗ y ≺∗ z; per successiva comodita` di
notazione, indichiamo allora con c : N→ N una funzione elementare iniettiva
tale che, se e calcola un ordine  su A ⊆ N, c(e) calcola il predicato (ternario)
{(x, y, z) : x ≺∗ y ≺∗ z}.
Possiamo tradurre da un punto di vista computazionale anche le conside-
razioni su successori e predecessori immediati fatte in precedenza: se infatti
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poniamo
k(x) =

0 se x = 〈0, 0〉+ 1
1 se x = 〈y, n+ 1〉+ 1 per qualche y, n ∈ N
2 se x = 0 oppure x = 〈y, 0〉+ 1 per qualche y ∈ N
allora k : N → N e` elementare e, per ogni ordine totale  su A ⊆ N e per
ogni x ∈ A∗, si ha k(x) = 0, 1, 2 a seconda che x sia il minimo, sia successore
oppure sia limite rispetto all’ordine ∗. Se poi poniamo
s(x) =
{
0 se x = 0
〈y, n+ 1〉+ 1 se x = 〈y, n〉+ 1
p(x) =
{
0 se x = 0
〈y, n 1〉+ 1 se x = 〈y, n〉+ 1
allora s, p : N → N sono elementari e, per ogni x ∈ A∗, s(x) e p(x) sono
rispettivamente, il successore e il predecessore di x (quando questi esistono).
Notiamo che le funzioni k, s non dipendono dal particolare ordine  scelto.
Definiamo allora la funzione q : N3 99K N ponendo
q(e, x, 0) = 〈0, 0〉+ 1
q(e, x, n+ 1) =
{
ϕu(e)(n) se ϕ
(3)
c(e)(q(e, x, n), ϕu(e)(n), x) = 1
s(q(e, x, n)) altrimenti
Questa funzione, evidentemente calcolabile, ha la proprieta` che, per ogni e
che calcola un ordine totale  su A ⊆ N e per ogni x ∈ A∗, q(e, x, ·) e` una suc-
cessione a valori in A∗, ∗-strettamente crescente (ad ogni passo, o si ottiene
un elemento maggiore del precedente tramite l’enumerazione ϕu(e), oppure si
passa al successore). Se poi x ∈ A∗ e` un limite, allora la successione q(e, x, ·)
rimane sempre ≺∗ x (si parte dal minimo, che e` senz’altro ≺∗ x, e quindi
nei passi successivi la condizione con c(e) impedisce che l’elemento ottenuto
mediante l’enumerazione ϕu(e) venga compreso nella successione qualora sia
∗ x; d’altra parte applicando s a elementi ≺∗ x non si puo` raggiungere o
superare x). In effetti, nel caso di x ∈ A∗ limite, la successione q(e, x, ·) “ten-
de a x”, nel senso che, per ogni y ∈ A∗, se y ≺∗ x allora esiste n ∈ N tale che
y ∗ q(e, x, n): infatti, siccome ϕu(e) e` un’enumerazione di A∗, esiste n ∈ N
tale che ϕu(e)(n) = y, ma allora o q(e, x, n+ 1) = y oppure la condizione con
c(e) non e` soddisfatta e quindi necessariamente y ∗ q(e, x, n).
Notiamo che, qualora e ∈ W , la costruzione fatta finora produce in so-
stanza un sistema di notazioni ordinali (univalente e ricorsivamente ordinato)
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il cui dominio e` A∗, in cui k e` la funzione che determina il tipo, p da` il prede-
cessore e q fornisce, per ogni limite, una successione strettamente crescente
tendente ad esso. Non stupira` dunque se a questo punto procederemo come
nella dimostrazione della prop. 1.13 per “immergere” tale sistema di notazio-
ni in O; la costruzione dovra` pero` essere fatta uniformemente in e e dunque
dovra` avere significato anche senza l’ipotesi e ∈ W .
Detta dunque w : N3 → N elementare iniettiva tale che
ϕw(z,e,x)(n) = ϕ
(2)
z (e, q(e, x, n)),
definiamo f : N3 99K N ponendo
f(z, e, x) =

0O se k(x) = 0
suc(ϕ
(2)
z (e, p(x))) se k(x) = 1
lim(w(z, e, x)) se k(x) = 2
Il teorema di ricorsione ci fornisce allora z0 ∈ N tale che
ϕ(2)z0 (e, x) = f(z0, e, x).
Notiamo che f(z0, e, x) e` senz’altro definita, indipendentemente da e ∈ N,
per tutti gli x con k(x) = 0, 2 e quindi in particolare per x = 0.
Per quanto gia` detto, ripetendo la dimostrazione della prop. 1.13, si vede
che, se e ∈ W , allora f(z0, e, 0) ∈ O e |f(z0, e, 0)|O = ω · (1 + ot(e)). Vale
anche il viceversa: se e calcola un ordine totale  su A ⊆ N e f(z0, e, 0) ∈ O,
allora ∗ e` un buon ordine, cioe` e ∈ W .
Alla dimostrazione di questo fatto premettiamo un lemma: se x, y ∈ A∗,
x ≺∗ y e f(z0, e, y)↓ ∈ O, allora esiste x′ ∈ A∗ tale che x ∗ x′ ≺∗ y,
f(z0, e, x
′)↓ ∈ O e f(z0, e, x′) <O f(z0, e, y). Non potendo per ipotesi y esse-
re il minimo, consideriamo i due casi successore e limite. Nel primo caso, sia
x′ = p(y); si ha allora evidentemente x ∗ x′ ≺∗ y e inoltre, per definizione di
f , f(z0, e, y) = suc(f(z0, e, x
′)), pertanto anche f(z0, e, x′)↓ ∈ O ed eviden-
temente f(z0, e, x
′) <O f(z0, e, y). Nel secondo caso, dato che la successione
q(e, y, ·) tende crescendo ad y, esistera` n ∈ N tale che x ∗ q(e, y, n) ≺∗ y; po-
sto allora x′ = q(e, y, n), essendo lim(w(z0, e, y)) = f(z0, e, y) ∈ O, w(z0, e, y)
deve calcolare una funzione totale a valori in O e quindi in particolare
f(z0, e, x
′) = ϕw(z0,e,y)(n)↓ ∈ O e f(z0, e, x′) <O f(z0, e, y).
Completiamo dunque la dimostrazione. Se per assurdo ≺∗ non fosse un
buon ordine, allora esisterebbe una successione (an)n in A
∗ ≺∗-strettamente
decrescente con a0 = 0. Grazie all’ipotesi f(z0, e, 0)↓ ∈ O, applicando
ripetutamente il lemma, potremmo sostituire induttivamente ogni termi-
ne an (n > 0) con a
′
n tale che an ∗ a′n ≺∗ a′n−1, f(z0, e, a′n)↓ ∈ O e
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f(z0, e, a
′
n) <O f(z0, e, a
′
n−1). L’immagine tramite f(z0, e, ·) della nuova suc-
cessione (a′n)n sarebbe allora a valori in O e ≤O-strettamente decrescente,
assurdo.
Per concludere, sia j : N2 99K N la funzione calcolata dal seguente
algoritmo:
INPUT: e, n
1. controlla se
ϕ(2)e (pi1(n), pi2(n)) = 0, 1 (1.2)
e in caso contrario non terminare
2. controlla se
ϕ(2)e (pi1(n), pi2(n)) = 1→
→ (ϕ(2)e (pi1(n), pi1(n)) = 1 ∧ ϕ(2)e (pi2(n), pi2(n)) = 1) (1.3)
e in caso contrario (o qualora uno dei termini non sia definito) non
terminare
3. controlla se
(ϕ(2)e (pi1pi1(n), pi2pi1(n)) = 1 ∧ ϕ(2)e (pi2pi1(n), pi2(n)) = 1)→
→ ϕ(2)e (pi1pi1(n), pi2(n)) = 1 (1.4)
e in caso contrario (o qualora uno dei termini non sia definito) non
terminare
4. controlla se
(ϕ(2)e (pi1(n), pi2(n)) = 1 ∧ ϕ(2)e (pi2(n), pi1(n)) = 1)→ pi1(n) = pi2(n)
(1.5)
e in caso contrario (o qualora uno dei termini non sia definito) non
terminare
5. controlla se
(ϕ(2)e (pi1(n), pi1(n)) = 1 ∧ ϕ(2)e (pi2(n), pi2(n)) = 1)→
→ (ϕ(2)e (pi1(n), pi2(n)) = 1 ∨ ϕ(2)e (pi2(n), pi1(n)) = 1) (1.6)
e in caso contrario (o qualora uno dei termini non sia definito) non
terminare
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6. OUTPUT: ϕw(z0,e,0)(n)
Sia poi v : N→ N elementare iniettiva tale che ϕv(e)(n) = j(e, n) e sia
h(e) = lim(v(e)).
Anche h : N → N e` elementare iniettiva. Inoltre, se e ∈ W , per quanto
detto sopra lim(w(z0, e, 0)) = f(z0, e, 0) ∈ O e
|f(z0, e, 0)|O = ω · (1 + ot(e));
in particolare w(z0, e, 0) calcola una funzione totale, che e` una successione
≤O-strettamente crescente a valori in O che tende a f(z0, e, 0), dunque
|f(z0, e, 0)|O = sup
n
|ϕw(z0,e,0)(n)|O.
Siccome d’altra parte e calcola un ordine totale, nell’algoritmo per il calcolo
di j(e, n) (qualunque sia n ∈ N) i punti 1,2,3,4,5 vengono superati (rispetti-
vamente perche´ ϕe e` una funzione caratteristica, la relazione calcolata e` ri-
flessiva, transitiva, antisimmetrica ed e` totale), dunque in queste ipotesi si ha
ϕv(e)(n) = j(e, n) = ϕw(z0,e,0)(n); pertanto anche ϕv(e) calcola una successione
≤O-strettamente crescente a valori in O e quindi h(e) = lim(v(e)) ∈ O,
|h(e)|O = sup
n
|ϕv(e)(n)|O = |f(z0, e, 0)|O = ω · (1 + ot(e)).
Viceversa, se e ∈ N e h(e) ∈ O, allora, siccome h(e) = lim(v(e)),
necessariamente ϕv(e) dev’essere una funzione totale, a valori in O e ≤O-
strettamente crescente. La totalita` di ϕv(e) = j(e, ·) implica che l’algoritmo,
per ogni valore n di input, deve superare i punti 1,2,3,4,5; dalla genericita`
di n ∈ N, segue allora che e calcola una relazione d’ordine totale su un
qualche sottoinsieme di N e che inoltre ϕv(e) = ϕw(z0,e,0). In particolare,
ϕw(z0,e,0) e` una successione a valori in O ≤O-strettamente crescente e quin-
di f(z0, e, 0) = lim(w(z0, e, 0)) ∈ O; ma allora, per quanto precedentemente
dimostrato, e ∈ W .
Corollario 1.20. W ≡1 O.
Corollario 1.21. Un ordinale e` ricorsivo se e solo se e` costruttivo. Gli
ordinali ricorsivi costituiscono un segmento iniziale di Ord, il cui estremo
superiore e` numerabile ed e` il minimo ordinale non ricorsivo.
Definizione 1.22. L’ordinale di Church-Kleene e` il minimo ordinale non
ricorsivo e si indica con ωCK1 .
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1.4 Il lemma di ricorsione
Questa sezione e` dedicata alla dimostrazione di un lemma tecnico, detto
lemma di ricorsione, dovuto a Rogers [26] ed Enderton [5]. Lo si puo` pensare
come una versione effettiva del principio di induzione transfinita o, piu` in
generale, di induzione su una relazione ben fondata. Il lemma e` basato sul
teorema di ricorsione e di fatto codifica una tecnica di applicazione di tale
teorema che sara` utilizzata diverse volte in seguito.
Definizione 1.23. Siano R una relazione binaria su N, S ⊆ N, f : N 99K N.
Diciamo che f e` R-soddisfacente su S, e scriviamo R(S, f), se S ⊆ dom f e
se inoltre (∀x ∈ S)R(x, f(x)).
Lemma 1.24. Sia S ⊆ N, ≺ una relazione ben fondata su S e, per ogni
x ∈ S, poniamo Sx = {y ∈ S : y ≺ x}. Data una relazione binaria R su N,
se esiste una funzione calcolabile η : N2 99K N tale che
(∀z)(∀x ∈ S)(R(Sx, ϕz)→ (η(z, x)↓ ∧R(x, η(z, x))))
allora esiste f : N 99K N calcolabile tale che R(S, f).
Se poi η e` totale [primitiva ricorsiva, elementare], anche f si puo` scegliere
totale [primitiva ricorsiva, elementare].
dimostrazione. Per il teorema di ricorsione, esiste z0 ∈ N tale che
ϕz0(x) = η(z0, x).
Posto f = ϕz0 , verifichiamo per ≺-induzione su x ∈ S che x ∈ dom f e
R(x, f(x)). L’ipotesi induttiva equivale a R(Sx, f), cioe` a R(Sx, ϕz0), per-
tanto, per l’ipotesi su η, si ha anche (z0, x) ∈ dom η e R(x, η(z0, x)), dunque
x ∈ dom f e R(x, f(x)).
Se poi η e` totale [primitiva ricorsiva, elementare], essendo f(x) = η(z0, x),
anche f e` totale [primitiva ricorsiva, elementare].
L’utilita` del lemma e` essenzialmente quella di dimostrare che per ogni
x ∈ S esiste y ∈ N tale che R(x, y). Nell’ambito della calcolabilita`, per tro-
vare induttivamente y a partire da x, puo` essere importante avere l’ulteriore
informazione che, per x′ ≺ x, il corrispondente y′ si puo` trovare algoritmi-
camente a partire da x′. Rafforzando dunque la tesi, cioe` richiedendo fin
dall’inizio che l’y tale che R(x, y) si possa calcolare a partire da x, nella
dimostrazione si rafforza anche l’ipotesi induttiva nel senso auspicato.
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1.5 Alberi ricorsivi ben fondati
In precedenza abbiamo dimostrato che W ≡1 O, cioe` che i problemi relativi
a W ed O hanno la stessa difficolta` computazionale; non abbiamo tuttavia
ancora determinato il livello in cui tali insiemi compaiono nella gerarchia
analitica.
Nel seguito risponderemo a questa domanda, mostrando che W ed O
sono Π11 -completi, cioe` che ogni sottoinsieme Π
1
1 di N si riduce tramite una
funzione calcolabile iniettiva a W e ad O.
Per ottenere tale risultato, introdurremo un terzo insieme T , costituito
dagli algoritmi per sottoalberi completi ben fondati dell’albero delle sequenze
finite di numeri naturali. Per T non sara` difficile provare la Π11 -completezza,
utilizzando una forma del predicato universale di Turing per algoritmi-con-
oracolo, e quindi bastera` dimostrare che T ≡1 O ≡1 W .
Ad ogni albero ben fondato e` possibile associare un ordinale detto altezza.
Vedremo che le altezze degli alberi calcolati da elementi di T sono tutti e
soli gli ordinali ricorsivi. In un certo senso, dunque, gli elementi di T sono
codifiche effettive degli ordinali ricorsivi.
Notazione. Nella codifica delle sequenze finite, indichiamo con a ∗ b la se-
quenza ottenuta concatenando le sequenze a e b. Scriviamo poi a ≤s b se
esiste c tale che a = b ∗ c, a <s b se inoltre c e` non vuota.
Osservazione 1.25. ≤s e` un ordine parziale sulle sequenze finite. Se si sce-
glie una codifica elementare delle sequenze, e` chiaro che anche ≤s, <s sono
elementari.
L’insieme delle sequenze finite (cioe` N, mediante codifica) puo` essere pen-
sato come un albero, detto albero delle sequenze, in cui la radice e` la sequenza
vuota 〈〉 e in cui ogni nodo a ha infiniti figli a ∗ 〈x〉 (x ∈ N). E` immedia-
to verificare che ogni albero numerabile puo` essere immerso nell’albero delle
sequenze; nel nostro contesto sara` dunque comodo utilizzare il termine “albe-
ro” per indicare un sottoalbero dell’albero delle sequenze. E` questo il senso
della seguente definizione.
Definizione 1.26. Diciamo albero un sottoinsieme τ ⊆ N tale che
〈〉 ∈ τ ∧ (∀x)(∀y)((x ∈ τ ∧ x ≤s y)→ y ∈ τ).
Definizione 1.27. Un albero τ ⊆ N si dice ben fondato se la relazione <s e`
ben fondata su τ ; si dice ricorsivo se τ ⊆ N e` calcolabile.
Dalla definizione e` immediato verificare che un albero e` ben fondato se e
solo se non ammettte percorsi infiniti, dove un percorso in un albero e` una
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sequenza di nodi dell’albero stesso, il cui primo termine e` la radice e ciascuno
dei successivi e` un figlio del termine precedente.
Notazione. Per ogni funzione f : N→ N e per ogni x ∈ N, indichiamo con
f¯(n) la sequenza 〈f(0), . . . , f(n− 1)〉.
Utilizzando questa notazione, un percorso infinito in un albero τ ⊆ N e`
dato da una funzione f : N → N tale che, per ogni n ∈ N, f¯(n) ∈ τ . La
condizione di buona fondatezza di τ si puo` allora scrivere nella forma
(∀f)(∃x)(f¯(x) /∈ τ).
Notazione. Indichiamo con T˜ l’insieme degli algoritmi delle funzioni ca-
ratteristiche di alberi e con T il sottoinsieme degli algoritmi per alberi ben
fondati.
Proposizione 1.28. T˜ e` Π02 -completo.
dimostrazione. Per e ∈ N vale e ∈ T˜ se e solo se
(∀x)(ϕe(x) = 0 ∨ ϕe(x) = 1)
e
ϕe(〈〉) = 1 ∧ (∀x)(∀y)((ϕe(x) = 1 ∧ x ≤s y)→ ϕe(y) = 1).
E` immediato allora verificare che T˜ e` Π02 .
Per la completezza, bastera` mostrare che l’insieme TOT degli algoritmi
di funzioni totali si riduce a T˜ . Se infatti diciamo k la funzione caratteristica
di {〈〉} ⊆ N (l’albero con la sola radice) e prendiamo s : N → N elementare
iniettiva tale che
ϕs(e)(x) =
{
k(x) se ϕe(x)↓
↑ altrimenti ,
si ha allora che ϕs(e) e` la funzione caratteristica di un albero se e solo se
ϕs(e) = k se e solo se ϕe e` totale; pertanto TOT ≤1 T˜ tramite s.
Proposizione 1.29. T e` Π11 -completo.
dimostrazione (cenno). E` noto che esiste un predicato ternario elemen-
tare T ∗ tale che, per ogni algoritmo-con-oracolo-funzionale z ∈ N, per ogni
funzione-oracolo f : N→ N e per ogni x,w ∈ N, vale T ∗(z, f¯(w), x) se e solo
se l’algoritmo z termina sull’input x in tempo minore o uguale a w = ln(f¯(w))
e chiedendo all’oracolo al piu` i primi w valori di f , cioe` f(0), . . . , f(w − 1).
Il predicato T ∗ ha questa proprieta`: se vale s′ ≤s s allora
T ∗(z, s, x)⇒ T ∗(z, s′, x).
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Infatti se l’algoritmo z termina su input x in tempo ≤ ln(s) e chiedendo
solo i primi ln(s) valori dell’oracolo, a fortiori potra` terminare con un limi-
te di tempo maggiore e con una maggiore quantita` di valori dell’oracolo a
disposizione. Questo indica in particolare che, per ogni z, x ∈ N, l’insieme
τ(z, x) = {s ∈ N : ¬T ∗(z, s, x) ∨ s = 〈〉}
e` un albero.
Sia S ⊆ N un predicato Π11 . Allora S si puo` scrivere nella forma normale
x ∈ S ⇐⇒ (∀f)(∃w)T ∗(z0, f¯(w), x)
per qualche z0 ∈ N (detto Π11 -indice di S).
E` allora evidente che, per ogni x ∈ N, x ∈ S se e solo se τ(z0, x) e`
ben fondato. Dato che τ(z, x) e` elementare uniformemente in z, x, esiste
t : N → N elementare iniettiva tale che, per ogni x ∈ N, ϕt(x) e` la funzione
caratteristica di τ(z0, x) e allora S ≤1 T tramite t.
Osservazione 1.30. Dalla dimostrazione si ottiene in effetti qualcosa di piu`
forte: presa t˜ : N2 → N elementare iniettiva tale che ϕt˜(z,x) e` la funzione
caratteristica di τ(z, x) e detta c : N → N elementare iniettiva tale che
ϕc(z) = t˜(z, ·), risulta che S ≤1 T tramite ϕc(z0) e quindi un algoritmo c(z0)
per la funzione di riduzione S ≤1 T si puo` ottenere come funzione elementare
del ∆11-indice z0 di S.
Ogni albero τ ⊆ N, dotato della relazione d’ordine ≤s, e` un reticolo
superiore: per ogni x, y ∈ τ l’estremo superiore x ∨ y e` la sottosequenza
iniziale comune a x e y di massima lunghezza.
Definiamo allora una relazione ≤t sulle sequenze finite (detta ordinamento
di Kleene-Brouwer) ponendo
x ≤t y ⇐⇒ x ≤s y ∨ (x 6≤s y ∧ y 6≤s x ∧ (x)ln(x∨y) ≤ (y)ln(x∨y))
Non e` difficile verificare che ≤t e` (con una codifica elementare delle sequenze)
una relazione elementare.
Proposizione 1.31. ≤t e` un ordine totale. Inoltre, per ogni albero τ ⊆ N,
τ e` ben fondato se e solo se ≤t ristretto a τ e` un buon ordine.
dimostrazione. Che ≤t sia un ordine totale segue dal fatto che, date due
sequenze x e y, o una e` una sottosequenza dell’altra oppure, in caso contrario,
si ha x, y <s x ∨ y e allora si confronta il primo termine non comune fra x e
y.
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Dimostriamo ora che un albero τ e` ben fondato se e solo se ≤t ristretto
a τ e` un buon ordine. Se ≤t ristretto a τ e` un buon ordine, siccome <t
estende <s, anche <s e` ben fondata su τ , cioe` τ e` ben fondato. Viceversa,
se ≤t non e` un buon ordine su τ e se dunque esiste una successione (an)n
≤t-strettamente decrescente a valori in τ , possiamo definire induttivamente
un percorso infinito in τ ponendo
f(x) = min{k : (∃n)(an ≤s f¯(x) ∗ 〈k〉)}
Che f sia definita su ogni x ∈ N si verifica induttivamente: se f e` definita
su 0, . . . , x − 1, esiste n ∈ N tale che an ≤s f¯(x); se an <s f¯(x) siamo a
posto, se invece an = f¯(x), allora da an+1 <t an segue an+1 <s an = f¯(x) (in
caso contrario la definizione di f non sarebbe soddisfatta) e di nuovo siamo
a posto.
Teorema 1.32. T ≡1 O ≡1 W e dunque i tre insiemi sono tutti Π11 -completi.
dimostrazione. Abbiamo gia` dimostrato che O ≡1 W e che T e` Π11 -
completo.
Non e` difficile verificare che W e` Π11 : la condizione “e calcola un ordine
totale su un sottoinsieme di N” e` la congiunzione della chiusura universale
delle formule (1.2), (1.3), (1.4), (1.5), (1.6) e dunque e`Π02 , quindi per ottenere
“e ∈ W” basta aggiungere la condizione di buon ordine, cioe`
(∀X)(((∀x)(x ∈ X → ϕ(2)e (x, x) = 1) ∧ (∃y)(y ∈ X))→
→ (∃y)(y ∈ X ∧ (∀x)(x ∈ X → ϕ(2)e (y, x))))
che e` Π11 . La Π
1
1 -completezza di T implica allora immediatamente che W ≤1
T .
Dimostriamo viceversa che T ≤1 W . Sia f : N3 99K N calcolata dal
seguente algoritmo:
INPUT: e, x, y
1. controlla se ϕe(x)↓ = 0, 1 e ϕe(y)↓ = 0, 1 e in caso contrario non
terminare;
2. controlla se
ϕe(〈〉) = 1 ∧ ((x ≤s y ∧ ϕe(x) = 1)→ ϕe(y) = 1)
e in caso contrario non terminare;
3. termina con OUTPUT: 1 se ϕe(x) = ϕe(y) = 1 e x ≤t y, 0 altrimenti
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Sia inoltre s : N→ N elementare iniettiva tale che
ϕ
(2)
s(e)(x, y) = f(e, x, y).
Allora, se e ∈ T , nel calcolo di ϕ(2)s(e)(x, y) = f(e, x, y) i punti 1,2 dell’algo-
ritmo sono superati per ogni x, y ∈ N (dato che e ∈ T˜ ) e quindi e calcola
la restrizione di ≤t all’albero calcolato da e; dato che questo albero e` ben
fondato, si ha s(e) ∈ W . Viceversa, se e ∈ N e s(e) ∈ W , allora in parti-
colare ϕ
(2)
s(e) e` totale e dunque, per ogni x, y ∈ N, l’algoritmo per il calcolo
di f(e, x, y) = ϕ
(2)
s(e)(x, y) supera i punti 1,2, pertanto (grazie alla genericita`
di x, y) necessariamente e calcola la funzione caratteristica di un albero; ma
allora, per il punto 3, ϕ
(2)
s(e) calcola la restrizione di ≤t a tale albero e quindi,
essendo s(e) ∈ W , l’albero e` ben fondato, cioe` e ∈ T . Cio` dimostra che
T ≤1 W tramite s.
Definizione 1.33. Per ogni albero τ ⊆ N e ogni n ∈ N, poniamo
τ/n = {x ∈ N : 〈n〉 ∗ x ∈ τ}.
τ/n e` detto n-simo sottoalbero principale di τ .
Per ogni albero τ ⊆ N, si ha in effetti che τ/n e` un albero se e solo se
τ/n 6= ∅ se e solo se 〈n〉 ∈ τ . Se poi diciamo b : N2 → N una funzione
elementare iniettiva tale che
ϕb(e,n)(x) = ϕe(〈n〉 ∗ x),
si ha che, per ogni e ∈ N, se e calcola un albero τ ⊆ N, allora b(e, n) calcola
τ/n.
Notazione. Se τ1, τ2 sono due alberi, scriviamo τ1 @τ τ2 se esiste n ∈ N
tale che τ1 = τ2/n. Indichiamo poi con <τ e ≤τ rispettivamente la chiusura
transitiva e la chiusura riflessiva e transitiva di @τ .
E` facile verificare che ogni sottoalbero principale di un albero ben fondato,
se e` un albero, e` a sua volta ben fondato. Pertanto, se τ1, τ2 sono alberi, τ1
e` ben fondato e τ2 ≤τ τ1, allora anche τ2 e` ben fondato.
Proposizione 1.34. <τ , ristretta all’insieme degli alberi ben fondati, e` ben
fondata.
dimostrazione. Negare per assurdo la tesi equivale ad ipotizzare che esista
una successione (τn)n di alberi ben fondati tale che, per ogni n ∈ N, τn+1 sia
un sottoalbero principale di τn, cioe` esista kn ∈ N tale che τn+1 = τn/kn; la
funzione n 7→ kn darebbe allora un percorso infinito in τ0, assurdo.
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Definizione 1.35. Per ogni albero ben fondato τ ⊆ N definiamo un ordinale
o(τ) per <τ -induzione, ponendo
o(τ) = sup{o(τ/n) + 1 : n ∈ N, τ/n albero}.
Se poi x ∈ T calcola l’albero ben fondato τ ⊆ N, poniamo ‖x‖ = o(τ).
Lemma 1.36. Per ogni albero ben fondato τ , o(τ) e` minore o uguale del tipo
d’ordine di ≤t ristretto a τ .
dimostrazione. Procediamo per <τ -induzione sull’albero ben fondato τ .
Si ha infatti che, per ipotesi induttiva, per ogni n ∈ N per cui τ/n 6= ∅,
risulta o(τ/n) ≤ ot(τ/n,≤t) e quindi
o(τ) ≤ sup{ot(τ/n,≤t) + 1 : n ∈ N, τ/n 6= ∅}.
Posto, per ogni n ∈ N, τn = {x ∈ τ : (x)0 = n}, si ha che i τn sono (rispetto
all’ordine ≤t) isomorfi ai rispettivi τ/n e che inoltre τ e` l’unione disgiunta di
{〈〉} e dei τn; dato che, nell’ordine, si trovano prima gli elementi di τ0, poi
quelli di τ1, ..., e l’elemento di {〈〉} e` il massimo di τ , risulta
ot(τ,≤t) =
∑
n
ot(τn,≤t) + 1 ≥ sup
n
(ot(τn,≤t) + 1)
da cui segue immediatamente la tesi.
Proposizione 1.37. Per ogni ordinale numerabile α esiste un albero ben
fondato τ tale che α = o(τ). Inoltre α e` ricorsivo se e solo se esiste x ∈ T
tale che α = ‖x‖.
dimostrazione. La prima parte della tesi si dimostra facilmente per indu-
zione su α: se α = 0 basta prendere τ = {〈〉}; se α e` successore, per ipotesi
induttiva esiste τ ′ ben fondato tale che α = o(τ ′) + 1 e allora basta prendere
τ = {〈〉} ∪ {〈0〉 ∗ x : x ∈ τ ′};
se α e` limite, esiste per ipotesi induttiva una successione di alberi ben fondati
(τn)n tale che (o(τn))n e` strettamente crescente, α = supn o(τn) e allora basta
prendere
τ = {〈〉} ∪
⋃
n
{〈n〉 ∗ x : x ∈ τn}.
Se poi esiste x ∈ T tale che α = ‖x‖, detto τ l’albero ben fondato calcolato
da x, si ha che ‖x‖ ≤ ot(τ,≤t) e che (τ,≤t) e` un buon ordine calcolabile,
pertanto ot(τ,≤t) e` ricorsivo e dunque lo e` anche α.
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Per provare il viceversa, basta ripetere la prima parte della dimostrazione
in un’ottica di calcolabilita`. Sia infatti s : N → N elementare iniettiva tale
che
ϕs(e)(x) =

1 se x = 〈〉
ϕe(y) se x = 〈0〉 ∗ y
0 altrimenti
e sia t : N2 → N elementare iniettiva tale che
ϕt(z,e)(x) =
{
1 se x = 〈〉
ϕϕz(ϕe(n))(y) se x = 〈n〉 ∗ y
Infine sia d ∈ N un algoritmo per l’albero {〈〉}. Posto
g(z, x) =

d se x = 0O
s(ϕz(y)) se x = suc(y)
t(z, e) se x = lim(e)
↑ altrimenti
si ha che g : N2 99K N e` calcolabile e dunque, per il teorema di ricorsione,
esiste z0 ∈ N tale che ϕz0 = g(z0, ·). Posto f = ϕz0 , si verifica facilmente per
<O-induzione che, per ogni x ∈ O, f(x) ∈ T e ‖f(x)‖ = |x|O.
1.6 Alberi ed insiemi iperaritmetici
Abbiamo visto che l’insieme T degli algoritmi per alberi ben fondati e` Π11 -
completo, cioe` ogni sottoinsieme Π11 di N vi si riduce tramite una funzione
calcolabile iniettiva. Questo vale in particolare per i sottoinsiemi ∆11 di N,
detti anche insiemi iperaritmetici. Per ciascuno di tali insiemi, tuttavia, si
ha un risultato piu` forte: grazie al fatto che non e` Π11 -completo (in quanto
contemporaneamente Π11 e Σ
1
1) la sua immagine in T tramite la funzione
di riduzione non puo` essere tutto T , ed anzi esiste un ordinale ricorsivo che
maggiora l’altezza di tutti gli (alberi calcolati da) elementi dell’immagine; ad-
dirittura, tale maggiorante puo` essere effettivamente calcolato a partire da un
∆11-indice, cioe` una coppia (Σ
1
1 -indice,Π
1
1 -indice), dell’insieme iperaritmetico
di partenza.
Per dimostrare questi risultati, consideriamo i sottoinsiemi di T ottenuti
limitando l’altezza degli alberi considerati.
Definizione 1.38. Per ogni x ∈ T poniamo
Tx = {y ∈ T : ‖y‖ < ‖x‖}.
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Dalla definzione si vede chiaramente che Tx dipende solo dall’altezza ‖x‖
dell’albero calcolato da x.
Prima di tutto, mostriamo che gli stessi Tx sono iperaritmetici, con ∆
1
1-
indice funzione calcolabile di x. Per fare questo ci occorre il seguente fon-
damentale lemma che permette di ricondurre la disuguaglianza fra altezze di
alberi ben fondati a disuguaglianze fra sottoalberi principali; in questo modo
avremo la possibilita` di ragionare per induzione sull’altezza maggiorante.
Lemma 1.39. Siano τ, τ ′ alberi ben fondati; allora
o(τ ′) < o(τ) ⇐⇒ (∃n)(τ/n 6= ∅ ∧ (∀m)(τ ′/m 6= ∅ → o(τ ′/m) < o(τ/n))).
dimostrazione. Per definizione
o(τ) = sup{o(τ/n) + 1 : n ∈ N, τ/n 6= ∅}
e analogamente per τ ′, pertanto
o(τ ′) < o(τ)
se e solo se esiste n ∈ N tale che τ/n 6= ∅ e
o(τ ′) < o(τ/n) + 1;
fissato n, questo e` vero se e solo se
o(τ ′) ≤ o(τ/n)
cioe` se e solo se, per ogni m ∈ N tale che τ ′/m 6= ∅,
o(τ ′/m) + 1 ≤ o(τ/n)
e, fissato m, questo e` vero se e solo se
o(τ ′/m) < o(τ/n).
Proposizione 1.40. L’insieme Tx e` ∆
1
1 uniformemente in x ∈ T ; piu` preci-
samente, esiste una funzione elementare f : N→ N tale che, per ogni x ∈ T ,
f(x) e` un ∆11-indice per Tx.
dimostrazione. Applichiamo il lemma di ricorsione con S = T , ≺ data da
x ≺ y ⇐⇒ x, y ∈ T ∧ ‖x‖ < ‖y‖,
R data da
R(x, y) ⇐⇒ x ∈ T , y e` un ∆11-indice per Tx;
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la rimanente parte della dimostrazione sara` dedicata alla costruzione della
funzione η del lemma, ovverosia a mostrare che, a partire da x ∈ T e da
z ∈ N tale che, per ogni y ≺ x, ϕz(y) e` un ∆11-indice per Ty, e` possibile
calcolare un ∆11-indice per Tx.
Consideriamo dunque la formula (in u, x)
u ∈ T˜ ∧ (∃n)(ϕx(〈n〉) = 1 ∧ (∀m)(ϕu(〈m〉) = 1→ b(u,m) ∈ Tb(x,n))). (1.7)
Fissato x ∈ T , si ha che (1.7) equivale a “u ∈ Tx”: infatti, se u ∈ Tx,
la formula segue immediatamente dal lemma 1.39; viceversa, se vale (1.7),
innanzitutto u ∈ T˜ , dunque u calcola un albero τ , e inoltre esiste n tale
che ogni sottoalbero principale non vuoto di τ e` calcolato da un algoritmo
in Tb(x,n), pertanto in particolare tutti i sottoalberi principali di τ sono ben
fondati, quindi lo e` anche τ , cioe` u ∈ T , e allora per il lemma 1.39 si ha
anche u ∈ Tx.
Dato che, nel contesto della formula, ‖b(x, n)‖ < ‖x‖, si ha che ϕz(b(x, n))
e` un ∆11-indice per Tb(x,n) e quindi “b(u,m) ∈ Tb(x,n)” equivale a
(∃f)(∀w)¬T ∗(pi1(ϕz(b(x, n))), f¯(w), b(u,m))
ed anche a
(∀f)(∃w)T ∗(pi2(ϕz(b(x, n))), f¯(w), b(u,m)).
Sostituendo ciascuna di queste formule a “b(u,m) ∈ Tb(x,n)” in (1.7) e ricor-
dando che “u ∈ T˜” e` Π02 , si ottengono rispettivamente una formula Σ11 e
una formula Π11 in z, x, u; mettendo queste due formule in forma normale, si
trovano allora η1, η2 : N2 → N elementari iniettive tali che la formula (1.7),
fatte le sostituzioni, equivale rispettivamente a
(∃f)(∀w)¬T ∗(η1(z, x), f¯(w), u)
ed a
(∀f)(∃w)T ∗(η2(z, x), f¯(w), u).
Posto η(z, x) = 〈η1(z, x), η2(z, x)〉, si ha che η : N2 → N e` elementare e
soddisfa l’ipotesi del lemma di ricorsione.
Teorema 1.41. Per ogni A ⊆ N, A e` iperaritmetico se e solo se esiste x ∈ T
tale che A ≤m Tx. In tal caso inoltre e` possibile trovare sia x sia l’algoritmo
di una funzione elementare iniettiva di riduzione A ≤1 Tx come funzioni
elementari di un ∆11-indice per A.
dimostrazione. Dato che, per ogni x ∈ T , per la prop. 1.40 Tx e` ∆11,
lo e` evidentemente anche ogni A ⊆ N che vi si riduce molti-uno. Rimane
51
Capitolo 1. Notazioni ordinali
da dimostrare il viceversa (insieme all’uniformita` della riduzione rispetto al
∆11-indice).
Sia Vz l’insieme di Π
1
1 -indice z, cioe`
Vz = {x ∈ N : (∀f)(∃w)T ∗(z, f¯(w), x)} = {x ∈ N : (∀f)(ϕfz (x)↓)}
e sia
E = {z ∈ N : z ∈ Vz} = {z ∈ N : (∀f)(∃w)T ∗(z, f¯(w), z)} =
= {z ∈ N : (∀f)(ϕfz (z)↓)}.
Allora E e` Π11 e inoltre, detta s : N2 → N elementare iniettiva tale che
ϕfs(z,x)(y) = ϕ
f
z (x),
si ha che
ϕfz (x)↓ ⇐⇒ ϕfs(z,x)(s(z, x))↓,
pertanto Vz ≤1 E tramite s(z, ·).
Quanto detto prova in particolare che E e` Π11 -completo, dunque E ≡1 T
e quindi esiste p : N→ N calcolabile bigettiva tale che p(E) = T .
Sia c : N → N come nell’oss. 1.30. Preso un insieme iperaritmetico A e
detto z = 〈z1, z2〉 un suo ∆11-indice, si ha allora che A ≤1 T tramite ϕc(z2),
dunque l’insieme
B = {x ∈ N : (∃y ∈ A)(x ∈ Tϕc(z2)(y))}
e` sottoinsieme di T . Se f : N→ N e` la funzione data dalla prop. 1.40, detta
f1 = pi1 ◦ f si ha che
A = Vz1 , Tu = Vf1(u),
quindi p(x) ∈ B se e solo se
(∃y)(y /∈ Vz1 ∧ p(x) /∈ Vf1(ϕc(z2)(y)));
quest’ultima formula e` Σ11 in z, x, dunque esiste t : N → N elementare
iniettiva tale che
p−1(B) = Vt(z).
Siccome B ⊆ T , si ha Vt(z) ⊇ E = {w ∈ N : w /∈ Vw}. Allora t(z) ∈ E,
cioe` t(z) ∈ Vt(z); se infatti per assurdo cos`ı non fosse, si avrebbe t(z) ∈ E ⊆
Vt(z), assurdo. Pertanto p(t(z)) ∈ T \B.
Per definizione di B, si ha dunque che, per ogni y ∈ A,
‖ϕc(z2)(y)‖ ≤ ‖p(t(z))‖.
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Detta r : N→ N elementare iniettiva tale che
ϕr(e)(x) =

1 se x = 〈〉
ϕp(t(e))(y) se x = 〈0〉 ∗ y
0 altrimenti
si ha allora che ‖r(z)‖ = ‖p(t(z))‖+ 1 e quindi, per ogni y ∈ A,
ϕc(z2)(y) ∈ Tr(z)
e da questo, siccome ϕ−1c(z2)(T ) = A, risulta che A ≤1 Tr(z) tramite ϕc(z2).
1.7 Ordinali ricorsivi relativamente a un ora-
colo
Quanto fatto finora utilizzando la nozione di calcolabilita`, pu essere ripetuto
in maggiore generalita` utilizzando la nozione di calcolabilita` relativa, cioe`
sostituendo al concetto di algoritmo quello di algoritmo-con-oracolo. Nello
specifico, per ogni A ⊆ N, possiamo definire l’insieme OA delle notazioni
ordinali ricorsive in A, l’insieme WA degli A-algoritmi per buoni ordini su
sottoinsiemi di N, l’insieme TA degli A-algoritmi per alberi ben fondati e
ottenere i risultati “relativizzati” analoghi ai precedenti. In particolare, TA
e` Π1,A1 -completo; inoltre un ordinale numerabile α e` A-ricorsivo se e solo se
esiste x ∈ TA tale che α = ‖x‖A.
Un risultato specifico delle versioni relativizzate e` il seguente, che mette
a confronto relativizzazioni rispetto a insiemi diversi.
Proposizione 1.42. Esiste una funzione elementare f : N → N tale che,
per ogni A,B ⊆ N, y ∈ TB, f(y) e` un ∆1,A,B1 -indice per
TA;By = {x ∈ TA : ‖x‖A < ‖y‖B}.
dimostrazione. Detta β : N2 → N una funzione elementare iniettiva tale
che
ϕAβ(e,n)(x) = ϕ
A
e (〈n〉 ∗ x)
(per ogni A ⊆ N, e, n, x ∈ N), basta ripetere la dimostrazione della prop. 1.40,
utilizzando al posto della formula (1.7) la seguente
u ∈ T˜A ∧ (∃n)(ϕBx (〈n〉) = 1 ∧ (∀m)(ϕAu (〈m〉) = 1→ β(u,m) ∈ TA;Bβ(x,n)))
che si vede induttivamente (cioe` mediante il lemma di ricorsione) essere
∆1,A,B1 .
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Dalla proposizione appena dimostrata otteniamo facilmente il risultato
di Spector [29] per cui la classe degli ordinali A-ricorsivi dipende dal “grado
iperaritmetico” di A.
Definizione 1.43. Per A ⊆ N, sia ωCK,A1 il minimo ordinale non A-ricorsivo.
Teorema 1.44. Siano A,B ⊆ N. Se A e` ∆1,B1 , allora ωCK,A1 ≤ ωCK,B1 .
dimostrazione. Supponiamo per assurdo che ωCK,B1 < ω
CK,A
1 . Allora esiste
x ∈ TA tale che ‖x‖A = ωCK,B1 , pertanto TB = TB;Ax . Per la prop. 1.42, TB;Ax
e` ∆1,B,A1 e d’altra parte per ipotesi A e` ∆
1,B
1 , dunque T
B e` ∆1,B1 , il che e`
assurdo dato che TB e` Π1,B1 -completo.
Corollario 1.45. Se A ⊆ N e` ∆11, allora ωCK,A1 = ωCK1 (cioe` un ordinale A-
ricorsivo e` in effetti ricorsivo). In particolare, una relazione binaria ∆11 che
definisce un buon ordine su un sottoinsieme di N ha tipo d’ordine ricorsivo.
1.8 Notazioni primitive ricorsive
Nella sezione precedente abbiamo considerato la possibilita` di ampliare la
classe di algoritmi per le successioni fondamentali associate alle notazioni
limite. Vediamo ora che cosa succede restringendo tale classe agli algoritmi (o
indici) per funzioni primitive ricorsive. Il corrispondente sistema di notazioni
O′ e` stato introdotto da Kleene in [19], dimostrando che la classe di ordinali
denotata da O′ rimane quella degli ordinali ricorsivi.
Nel seguito presenteremo innanzitutto questo risultato di Kleene. Quindi
accenneremo alla possibilita` di restringere ulteriormente la classe degli algo-
ritmi a quelli per funzioni elementari. Infine mostreremo come, con alcune
modifiche all’argomento di Kleene, si ottenga la reciproca riduzione uno-uno
O ≡1 O′, per cui anche O′ risulta essere Π11 -completo.
Notazione. Indichiamo con UPR : N2 → N una funzione universale per le
funzioni primitive ricorsive N → N e, piu` in generale, con UPRk : Nk+1 → N
una funzione universale per le funzioni primitive ricorsive Nk → N.
Se modifichiamo la costruzione del sistema di notazioni O in modo che,
per gli elementi limite lim(e), l’esponente e sia un codice primitivo ricorsivo
della successione strettamente crescente tendente a lim(e) (cioe` la successione
in questone e` UPR(e, ·) invece che ϕe), si ottiene un altro sistema di notazioni
O′, i cui elementi saranno detti notazioni primitive ricorsive, con associate
una relazione binaria ricorsivamente enumerabile <O′ ben fondata su O
′ e
una mappa | · |O′ : O′ → Ord.
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Si vede facilmente che la costruzione della prop. 1.7 puo` essere ripetu-
ta3, ottenendo una mappa +O′ : N2 → N primitiva ricorsiva con proprieta`
analoghe a +O ma riferite ad O
′.
Ci si puo` chiedere se con O′ si ottengono notazioni per gli stessi ordinali
che hanno notazioni in O. Un primo risultato, abbastanza evidente, e` che O′
si immerge in O.
Proposizione 1.46. Esiste una funzione f : N→ N primitiva ricorsiva tale
che, per ogni x ∈ O′:
• f(x) ∈ O e |f(x)|O = |x|O′;
• f(0O′) = 0O;
• se x = suc(y) allora f(x) = suc(f(y));
• se x = lim(z) allora f(x) = lim(w) e ϕw = f ◦ UPR(z, ·);
• per ogni y <O′ x si ha f(y) <O f(x).
dimostrazione. Sia s : N2 → N elementare iniettiva tale che
ϕs(z,e)(n) = ϕz(U
PR(e, n))
e definiamo g : N2 → N ponendo
g(z, x) =
{
sucpfin(x)(lim(s(z, e))) se plim(x) = lim(e)
x altrimenti
Cos`ı definita g e` primitiva ricorsiva. Per il teorema di ricorsione esiste z0 ∈ N
tale che g(z0, x) = ϕz0(x); posto f(x) = g(z0, x), si ha allora che f : N→ N e`
primitiva ricorsiva e facilmente si dimostra che f ha le proprieta` richieste.
3Particolare attenzione bisogna prestare all’analoga dell’equazione (1.1): l’esistenza di
una funzione elementare iniettiva t : N3 → N tale che
UPR(t(z, x, e), n) = UPR2 (z, x, U
PR(e, n))
e` dovuta sostanzialmente al fatto che, nel secondo membro, il primo argomento di UPR e
UPR2 non contiene n e quindi il secondo membro, pur non essendo complessivamente una
funzione primitiva ricorsiva, lo e` comunque come funzione di n uniformemente in z, x, e.
Nel seguito della dimostrazione bisognera` poi utilizzare, per definire +O′ a partire da f ,
il teorema di ricorsione per funzioni primitive ricorsive.
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Osservazione 1.47. Un’immersione O′ → O si puo` ottenere immediatamente
utilizzando l’universalita` di O. L’immersione qui costruita, al contrario di
quella data dalla prop. 1.13, e` pero` primitiva ricorsiva (dunque totale) e
rispetta la struttura del passaggio al limite sebbene O′ non sia univalente. In
particolare, la primitiva ricorsivita` dell’immersione si e` potuta ottenere grazie
al fatto che 1) le funzioni kO′ , pO′ , qO′ sono primitive ricorsive e 2) il numero
di volte per cui bisogna applicare pO′ a un elemento x ∈ O′ per ottenere 0O′
oppure un limite e` una funzione primitiva ricorsiva di x (in questo caso pfin).
Osservazione 1.48. Non e` difficile verificare che l’immersione f prima costrui-
ta e` inettiva. Si ha inoltre che, se per qualche x ∈ N risulta f(x) ∈ O, allora
in effetti x ∈ O′; questo fatto si dimostra facilmente (insieme all’implicazione
f(y) <O f(x)⇒ y <O′ x) per <O-induzione su f(x) ∈ O. Possiamo dunque
concludere che O′ ≤1 O tramite f .
Piu` interessante e` il fatto che si possa ottenere un’immersione nella di-
rezione opposta. Il problema da risolvere e` che la successione fondamentale
associata ad una notazione limite potrebbe non essere primitiva ricorsiva;
l’idea di Kleene [19] e` che e` possibile renderla tale se si accetta di ripetere
piu` volte i singoli termini della successione (cosicche´ l’indice del termine puo`
costituire una maggiorazione del suo tempo di calcolo); la nuova successione
e` primitiva ricorsiva ma non <O-strettamente crescente (lo e` solo debolmen-
te, a causa delle ripetizioni), tuttavia con una piccola modifica se ne ottiene
un’altra <O-strettamente crescente.
Proposizione 1.49. Esiste una funzione g : N→ N primitiva ricorsiva tale
che, per ogni x ∈ O,
• g(x) ∈ O′ e |x|O = |g(x)|O′;
• se x = suc(y) allora g(x) = suc(g(y));
• se y <O x allora g(y) <O′ g(x).
dimostrazione. Siano T, U il predicato e la funzione universali di Turing,
cioe` quel predicato ternario e quella funzione N → N, entrambi elementari,
tali che, per ogni e, x ∈ N,
ϕe(x) = U((µl)T (e, x, l)).
A meno di sostituire T (e, x, l) con
T (e, x, l) ∧ (∀l′ < l)¬T (e, x, l′),
possiamo anche supporre che, per ogni e, x ∈ N, esista al piu` un l ∈ N tale
che valga T (e, x, l).
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Poniamo
s(e, 0) = 0O′
s(e, n+ 1) =
{
U((n)ln(n)1) se ln(n) > 0 ∧ (∀i < ln(n))T (e, i, (n)i)
s(e, n) altrimenti
Allora s : N2 → N e` primitiva ricorsiva (e in effetti, se si scelgono oppor-
tunamente U e la codifica delle sequenze, in modo che U((n)ln(n)1) ≤ n, e`
addirittura elementare, in quanto definita per ricorsione primitiva a partire
da funzioni elementari e maggiorata da una funzione elementare). Inoltre, se
e calcola una funzione totale, allora s(e, ·) e` una successione che vale 1 per
i primi termini, quindi enumera l’immagine di ϕe in ordine (vale ϕe(0) per
un po’ di termini, poi ϕe(1), poi ϕe(2), e cos`ı via). Il “salto” fra un valore e
l’altro avviene al termine s(e, n) qualora n codifichi una sequenza finita, i cui
elementi siano le computazioni dei primi valori di ϕe; il fatto che i valori di ϕe
vengano assunti da s(e, ·) in ordine e` dovuto alla proprieta` della codifica delle
sequenze finite per cui la codifica di una sequenza e` maggiore della codifica
di una sua sottosequenza.
Nel caso particolare in cui e codifichi una successione <O′-strettamente
crescente di elementi di O′, s(e, ·) e` dunque una successione a valori in O′,
≤O′ debolmente crescente, che assume nell’ordine gli stessi valori di ϕe, con
l’eventuale aggiunta di 1 come valore iniziale.
Posto t(e, n) = sucn(s(e, n)), si ha allora che t : N2 → N e` primitiva
ricorsiva e che, se ϕe e` una successione <O′-strettamente crescente a valori in
O′, allora anche t(e, ·) e` una successione a valori in O′, ed e` <O′-strettamente
crescente in quanto, per ogni n ∈ N,
s(e, n) ≤O′ s(e, n+ 1)
e quindi
t(e, n) = sucn(s(e, n)) ≤O′ sucn(s(e, n+ 1)) <O′
<O′ suc
n+1(s(e, n+ 1)) = t(e, n+ 1).
Si ha inoltre che
sup
n
|t(e, n)|O′ = sup
n
(|s(e, n)|O′ + n) = sup
n
|s(e, n)|O′ = sup
n
|ϕe(n)|O′
in quanto l’estremo superiore in questione e` un ordinale limite e inoltre s(e, ·)
assume sostanzialmente gli stessi valori di ϕe.
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La costruzione procede a questo punto in maniera analoga alle precedenti.
Dette c, h : N2 → N elementari iniettive tali che
ϕc(z,e)(n) = ϕz(ϕe(n)),
UPR(h(z, e), n) = t(c(z, e), n),
definiamo f : N2 → N ponendo
f(z, x) =
{
sucpfin(x)(lim(h(z, e))) se plim(x) = lim(e)
x altrimenti
Allora f : N2 → N e` primitiva ricorsiva; trovato dunque per il teorema
di ricorsione z0 ∈ N tale che ϕz0(x) = f(z0, x) e posto g = ϕz0 , anche g
e` primitiva ricorsiva e le proprieta` di g cercate si dimostrano facilmente,
utilizzando quanto detto sopra, per <O-induzione.
Osservazione 1.50. Anche in questo caso l’immersione g e` iniettiva. Non e`
pero` vero che, per ogni x ∈ N, se g(x) ∈ O′ allora necessariamente x ∈ O′. Il
problema e` legato alla costruzione di s e t fatta nella dimostrazione, per cui
t(e, ·) puo` essere <O′-strettamente crescente anche se ϕe non e` <O-crescente
(ad esempio se ϕe e` costante) o addirittura non e` totale (ad esempio se
domϕe = ∅).
Corollario 1.51. Ogni ordinale ricorsivo e` rappresentato da una notazione
primitiva ricorsiva.
Ci si puo` a questo punto domandare che cosa succeda restringendo ulte-
riormente la classe delle funzioni utilizzabili per il passaggio al limite, e nello
specifico che cosa accada se si ammettono solo funzioni elementari.
Se si danno definizioni analoghe alle precedenti, si ottiene immediatamen-
te il seguente risultato: non esistono notazioni per ordinali limite, ovvero gli
unici ordinali che ammettono una notazione sono gli ordinali finiti. Infat-
ti, dato che le notazioni per gli ordinali finiti sono sempre 0, 1, 2, 22, 22
2
, . . . ,
una qualunque successione strettamente crescente che assuma questi valori
maggiora tutte le iterate di n 7→ 2n, il che non e` possibile per una funzione
elementare.
Il problema in effetti e` insito nella codifica suc(n) = 2n scelta per il suc-
cessore: essendo tale codifica esponenziale, risulta che la generica iterata del
successore e` l’iterata di un esponenziale e quindi non puo` essere elementare.
Basterebbe allora cambiare codifica, basandosi ad esempio su una codifica
polinomiale delle coppie:
• 〈0, 1〉 e` la notazione per 0;
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• 〈1, x〉 denota il successore di x;
• 〈2, e〉 denota il limite della successione calcolata da e.
In questo modo, l’esponenziale viene sostituito da un polinomio e la gene-
rica iterata di un polinomio, essendo primitiva ricorsiva ed avendo crescita
limitata da un esponenziale, e` elementare.
Utilizzando questa codifica per definire l’insieme O′′ delle notazioni ordi-
nali elementari e ripetendo, opportunamente modificati, i ragionamenti fatti
in precedenza, e` possibile verificare che ogni ordinale costruttivo ammette
una notazione in O′′. Se poi anche O e O′ vengono costruiti con questa co-
difica, si vede facilmente che sia le operazioni +O,+O′ ,+O′′ sia le immersioni
fra O,O′, O′′ risultano elementari.
Dato che, come appena dimostrato, O e O′ si immergono l’uno nell’altro
e quindi denotano gli stessi ordinali, ci si puo` aspettare (visti anche i risultati
di reciproca riduzione uno-uno fra O, W , T ) che in effetti O ≡1 O′.
Per l’osservazione 1.48, l’immersione di O′ in O precedentemente costruita
e` in effetti una riduzione O′ ≤1 O. Questo tuttavia non vale per l’immersione
nel verso opposto, come spiegato nell’osservazione 1.50. Il principale proble-
ma e` costituito dal fatto che il procedimento di Kleene per trasformare una
successione calcolabile in una primitiva ricorsiva (ripetendo i termini della
successione) funziona anche se in partenza c’e` una funzione parziale (cioe` un
algoritmo che non termina su tutti gli input) e, siccome invece le funzioni
primitive ricorsive sono totali, dal risultato del procedimento non e` possibile
determinare (in maniera effettiva) se la funzione di partenza fosse o meno
totale.
D’altra parte, il fatto che la definizione di O′ coinvolga una condizione di
buon ordinamento, che e` essenzialmente Π11 , mentre il problema della totalita`
e` Π02 , ci fa pensare che quest’ultimo possa essere (facilmente) ridotto ad O
′.
Lemma 1.52. TOT ≤1 O′.
dimostrazione. Sia ≤a l’ordine inverso dell’ordine standard su N, cioe`
x ≤a y ⇐⇒ y ≤ x.
E` chiaro che ≤a e` una relazione elementare e che inoltre, per ogni A ⊆ N, la
restrizione di ≤a ad A e` un buon ordine se e solo se A e` finito.
Sia poi P il predicato ternario definito da
P (e, x, l) ⇐⇒ ¬(∃l′ ≤ l)T (e, x, l′).
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Si ha allora che, per ogni e, x ∈ N, P (e, x, ·) definisce un segmento iniziale di
(N,≤) che e` finito se e solo se ϕe(x)↓.
Abbiamo dunque in particolare che, per ogni e, x ∈ N, ≤a ristretto
a P (e, x, ·) e` un buon ordine se e solo se ϕe(x)↓; con una quantificazio-
ne universale su x otteniamo dunque una condizione su e che equivale a
“e ∈ TOT”.
L’idea e` allora quella di immergere in O′ le restrizioni di ≤a analogamente
a quanto fatto per l’immersione W ≤1 O. Come nella dimostrazione del
teor. 1.19, otteniamo P ∗(e, x, ·) e ≤∗a modificando l’ordine con le seguenti
operazioni:
• si trasla di 1 il dominio e si aggiunge 0 come minimo;
• si fa il prodotto lessicografico con (N,≤);
• si trasla di 1 il dominio e si aggiunge 0 come massimo.
E` facile verificare che i predicati P ∗,≤∗a cos`ı ottenuti rimangono elementari.
Indichiamo poi con s : N→ N la funzione elementare “successore” come defi-
nita nella dimostrazione del teor. 1.19. Possiamo allora definire le successioni
tendenti agli elementi limite ponendo
q(e, x, u, 0) = 〈0, 0〉+ 1
q(e, x, u, n+ 1) =
{
n se P ∗(e, x, n) e q(e, x, u, n) <∗a n <
∗
a u
s(q(e, x, u, n)) altrimenti
Detta dunque t : N4 → N elementare iniettiva tale che
UPR(t(z, e, x, u), n) = UPR3 (z, q(e, x, u, n))
(il membro destro e` primitivo ricorsivo in n uniformemente in z, e, x, u),
possiamo definire l’immersione ponendo
f(z, e, x, u) =

lim(t(z, e, x, u)) se u = 0
sucn(lim(t(z, e, x, u))) se u = 〈u′ + 1, n〉+ 1
nO′ se u = 〈0, n〉+ 1
e, trovato z0 ∈ N tale che UPR3 (z0, e, x, u) = f(z0, e, x, u) (per il teorema di
ricorsione per funzioni primitive ricorsive), ponendo g(e, x) = f(z0, e, x, 0).
Come nella dimostrazione del teorema 1.19 si potra` allora verificare che
g(e, x) ∈ O′ se e solo se ≤a ristretto a P (e, x, ·) e` un buon ordine se e solo se
(per quanto detto all’inizio) ϕe(x)↓.
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A questo punto, basta definire{
h(e, 0) = g(e, 0)
h(e, n+ 1) = h(e, n) +O′ g(e, n+ 1)
e prendere s : N→ N elementare iniettiva tale che UPR(s(e), n) = h(e, n) per
ottenere che, per ogni e ∈ N, lim(s(e)) ∈ O′ se e solo se (∀x)(h(e, x) ∈ N) se
e solo se (∀x)(g(e, x) ∈ N) se e solo se e ∈ TOT.
La funzione di riduzione TOT ≤1 O′ cercata e` dunque e 7→ lim(s(e)).
Forti del lemma appena dimostrato, possiamo ora modificare la costru-
zione dell’immersione O → O′ per ottenere la riduzione uno-uno cercata.
Proposizione 1.53. O ≤1 O′.
dimostrazione. Dobbiamo modificare la costruzione fatta nella dimostra-
zione della prop. 1.49, in modo da ovviare ai problemi gia` evidenziati nel-
l’oss. 1.50; in altre parole, dobbiamo modificare la definizione delle funzioni
s, t della dimostrazione in modo tale che, per ogni e ∈ N, ϕe e` una successione
<O′-strettamente crescente a valori in O
′ se e solo se lo e` t(e, ·).
Ridefiniamo allora s ponendo
s(e, 0) = 0O′
s(e, n+ 1) =

♠ se ln(n) > 1, (∀i < ln(n))T (e, i, (n)i)
e U((n)ln(n)1) = s(e, n)
U((n)ln(n)1)
se ln(n) > 0, (∀i < ln(n))T (e, i, (n)i)
e (U((n)ln(n)1) 6= s(e, n) ∨ ln(n) = 1)
s(e, n) altrimenti
La s della prop. 1.49 forniva, per ogni e, una successione s(e, ·) che partiva da
0O′ e quindi enumerava, nell’ordine e con eventuali ripetizioni, tutti i valori di
ϕe. Questa nuova s fa` si che, nel salto fra un valore e l’altro di ϕe, si controlli
se il nuovo valore ed il precedente siano uguali, e in tal caso sostituisce il nuovo
valore con ♠. In particolare, i valori di s(e, ·) non cambiano, rispetto alla
precedente versione, per tutti gli e che calcolano successioni <O′-strettamente
crescenti.
Con questa nuova versione di s si ha pero` che, posto
t˜(e, n) =
{
sucn(s(e, n)) se s(e, n) 6= ♠
♠ altrimenti
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se e ∈ TOT e t˜(e, ·) e` una successione <O′-strettamente crescente a valori in
O′, allora lo e` anche ϕe. Infatti, se t˜(e, n) ∈ O′ per ogni n, cioe` s(e, n) ∈ O′
per ogni n, allora non puo` essere s(e, n) = ♠ per nessun n, dunque s(e, ·)
coincide con la vecchia versione e quindi (essendo e ∈ TOT) enumera (dopo
0O) tutti i valori di ϕe, pertanto ϕe e` a valori in O
′. Inoltre, per ogni k ∈ N,
detta n la sequenza delle computazioni dei primi k + 2 valori di ϕe, cioe`
ln(n) = k + 2 > 1, (∀i < ln(n))T (e, i, (n)i),
si ha s(e, n) = ϕe(k), s(e, n + 1) = ϕe(k + 1), dunque (siccome t˜(e, ·) e`
<O-strettamente crescente)
sucn(ϕe(k)) <O′ suc
n+1(ϕe(k + 1))
e quindi
ϕe(k) <O′ suc(ϕe(k + 1))
cioe`
ϕe(k) ≤O′ ϕe(k + 1);
d’altra parte, siccome s(e, n+1) 6= ♠, dev’essere ϕe(k) 6= ϕe(k+1), pertanto
necessariamente ϕe(k) <O′ ϕe(k + 1).
Si potrebbe dunque pensare di sostituire la t della prop. 1.49 con la t˜ qui
definita. Rimane pero` un problema: c’e` sempre la possibilita` che e /∈ TOT e
che, tuttavia, t˜(e, ·) sia una successione <O′-strettamente crescente a valori
in O′ (questo e` vero per esempio per gli algoritmi che non terminano su nes-
sun input). Per ovviare al problema, basta utilizzare la funzione elementare
di riduzione TOT ≤1 O′ costruita nel lemma 1.52; detta f tale funzione,
ridefiniamo t ponendo
t(e, n) = f(e) +O′ t˜(e, n).
In questo modo, t e` primitiva ricorsiva e inoltre, per ogni e, t(e, ·) e` una
successione <O′-strettamente crescente a valori in O
′ se e solo se f(e) ∈ O′
e t˜(e, ·) e` una successione <O′-strettamente crescente a valori in O′ se e solo
se e ∈ TOT e ϕe e` una successione <O′-strettamente crescente a valori in
O′.
Corollario 1.54. O ≡1 O′ e dunque anche O′ e` Π11 -completo.
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Progressioni ricorsive
transfinite di teorie
Alla base di questo capitolo e` un tentativo di superare i limiti imposti dai
teoremi di incompletezza di Go¨del [14], secondo cui l’aritmetica di Peano del
primo ordine PA e` incompleta: esiste un Π01 -enunciato G indipendente da
PA, cioe` tale che
PA 6` G, PA 6` ¬G
(PA non dimostra ne´ confuta G), e inoltre
PA ` G↔ ConPA
dove ConPA e` una aritmetizzazione dell’affermazione “PA e` coerente”.
Grazie all’indipendenza di G da PA, entrambe le teorie PA+G, PA+¬G
sono coerenti. La scelta fra le due teorie non e` tuttavia indifferente. Infatti
G e` Π01 , dunque della forma (∀x)ϕ(x), dove ϕ(x) e` ∆00; dato che PA non
confuta G, non puo` succedere che PA ` ¬ϕ(n) per qualche n ∈ N, ma allora
(siccome PA decide tutti gli enunciati ∆00), per ogni n ∈ N, PA ` ϕ(n). Nella
teoria PA+ ¬G si verifica dunque lo strano fenomeno
PA+ ¬G ` ¬(∀x)ϕ(x) e tuttavia, per ogni n ∈ N, PA+ ¬G ` ϕ(n)
(in termini tecnici, si dice che PA + ¬G non e` ω-coerente e, nello specifico,
nemmeno Σ01 -corretta, poiche´ dimostra un Σ
0
1 -enunciato ¬G non vero in N).
La teoria PA + ¬G pertanto non e` affidabile relativamente alla verita`
aritmetica e quindi, volendo ottenere una teoria piu` potente di PA, che tut-
tavia dimostri solo enunciati veri (in N), la scelta deve ricadere su PA + G;
in effetti, questo e` abbastanza chiaro gia` dal fatto che G equivale a ConPA e
che, siccome PA e` coerente, ConPA e` vera.
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L’incompletezza non si elimina passando da PA a PA+ConPA: i teoremi di
Go¨del valgono infatti per ogni teoria T estensione di PA che sia coerente, Σ01 -
corretta e ricorsivamente assiomatizzabile (cioe` tale che i suoi assiomi possano
essere descritti in maniera effettiva) e implicano che l’aritmetizzazione ConT
della coerenza di T e` indipendente da T .
Possiamo dunque ripetere il ragionamento fatto su PA a partire dalla
teoria PA + ConPA, ottenendo un’altra teoria PA + ConPA + ConPA+ConPA
affidabile e piu` potente, e cos`ı via... L’idea di Turing [30] e` di iterare questo
procedimento nel transfinito, ponendo
PA0 = PA, PAα+1 = PAα + ConPAα , PAλ =
⋃
α<λ
PAα (λ limite)
cos`ı da ottenere una progressione di teorie sempre piu` potenti che sempre
meglio approssimano la verita` aritmetica.
Come l’abbiamo appena scritta, la definizione della progressione PAα non
e` ben posta. Infatti, per poter applicare i teoremi di Go¨del alle teorie della
progressione, dobbiamo assicurarci che, ad ogni passo (ed in particolare nei
passi limite), la teoria ottenuta sia ricorsivamente assiomatizzabile, pertan-
to la progressione va limitata agli ordinali ricorsivi. Non solo: l’enunciato
ConT costruito dai teoremi di Go¨del dipende (come messo in luce da Fefer-
man [7]) in maniera essenziale dalla scelta della presentazione degli assiomi
di T (cioe` dell’algoritmo che li calcola); nel nostro caso, dunque, la pro-
gressione ottenuta dipendera`, oltre che dalla scelta della presentazione della
teoria di partenza PA, anche dal modo in cui si rappresentano gli ordinali
che indicizzano la progressione.
Converra` dunque, per esplicitare tali scelte, innanzitutto pensare, piu` che
a una progressione di teorie, ad una progressione di presentazioni di teorie,
ed inoltre utilizzare come indici, al posto degli ordinali, una loro versio-
ne effettiva, intensionale: il sistema di notazioni ordinali O di cui abbiamo
diffusamente parlato nel precedente capitolo.
Nel seguito descriveremo, seguendo Feferman [8], come si possa defini-
re in termini generali una progressione transfinita di teorie indicizzata su O
a partire da una data (presentazione di una) teoria T e basata su un da-
to principio di successione, cioe` di un procedimento che, a partire da una
presentazione di una teoria, fornisce una presentazione della teoria successi-
va nella progressione (ad esempio, nel caso precedentemente considerato, il
principio di successione e` l’aggiunta della coerenza). A questo sono premessi
alcuni brevi richiami sul rapporto fra algoritmi e formule Σ01 (che e` alla ba-
se dei risultati di Go¨del) e sull’aritmetizzazione della metamatematica (alla
maniera di Feferman [7]).
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Esporremo quindi, con un’impostazione tratta da [11], i risultati di com-
pletezza dovuti a Turing e Feferman sulle progressioni di teorie: Turing di-
mostra che ogni Π01 -enunciato vero e` dimostrabile in una delle teorie della
progressione che parte da PA basata sulla consistenza; Feferman ottiene in-
vece che ogni enunciato aritmetico vero si dimostra nella progressione basata
sul principio di riflessione uniforme (piu` forte della coerenza).
La ricerca di nuovi assiomi oggi si effettua principalmente partendo dalla
teoria degli insiemi ZFC e aggiungendovi ad esempio assiomi che affermano
l’esistenza di grandi cardinali. Sviluppando un’idea di A. Berarducci (da
lui discussa con il prof. A. Andretta), mostreremo la relazione fra la teoria
ZFC+ I, dove I e` l’assioma “esiste un cardinale (fortemente) inaccessibile”, e
la progressione di teorie ZFCα basata sulla consistenza, provando che ZFC+ I
verifica la cosiddetta parte autonoma della progressione.
In questo capitolo, quando parleremo di teorie, intenderemo sempre teorie
ricorsivamente assiomatizzabili che estendono l’aritmetica di Peano PA. No-
tiamo che PA e` tipicamente formalizzata nel linguaggio finito L = {0, s,+, ·}.
Tuttavia e` possibile (vedi ad esempio [15]) estendere per definizioni (tramite
formule Σ01) il linguaggio di PA in modo che contenga simboli di funzione
per ogni (definizione di) funzione primitiva ricorsiva (e che PA dimostri le
proprieta` che definiscono tali funzioni). Per comodita` di notazione, utilizze-
remo quindi liberamente funzioni primitive ricorsive all’interno delle formule,
con la consapevolezza che, esplicitando le definizioni, ci si potrebbe sempre
ricondurre a formule equivalenti espresse nel linguaggio L.
In particolare e` possibile definire, tramite funzioni primitive ricorsive, una
codifica delle formule di cui PA dimostra le principali proprieta`. Per esempio,
si puo` definire una funzione subst : N3 → N primitiva ricorsiva tale che, per
ogni formula ϕ, variabile x e termine t,
PA ` subst(pϕq, pxq, ptq) = pϕ(t/x)q
(dove pϕq e` la codifica1 della formula ϕ e analogamente per x, t). Detta
allora num : N → N la funzione (primitiva ricorsiva) che ad ogni naturale
n ∈ N associa la codifica del suo numerale
n = sss · · · s︸ ︷︷ ︸
n
0
(cioe` il termine “successore iterato n volte di 0” nel linguaggio dell’aritmeti-
ca), possiamo introdurre, per ogni formula ϕ(y) e variabile x, la notazione
pϕ(x˙)q
1Ad essere precisi, bisognerebbe distinguere fra la codifica pϕq di una formula e il suo
numerale pϕq, ma questo appesantirebbe eccessivamente la notazione.
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come abbreviazione di
subst(pϕq, pyq, num(x));
in questo modo pϕ(x˙)q e` un termine con una variabile libera x tale che, per
ogni n ∈ N,
PA ` pϕ(x˙)q(n/x) = pϕ(n)q.
Analogamente si definiscono abbreviazioni come pϕ(x˙1, . . . , x˙n)q o pϕ(~˙x)q
per formule con piu` variabili.
2.1 Formule Σ01 come algoritmi
Abbiamo piu` volte citato il fatto che i predicati ricorsivamente enumerabili
della teoria della calcolabilita` coincidono con quelli esprimibili tramite una
formula Σ01 nel linguaggio dell’aritmetica. Una formulazione piu` dettagliata
di questo risultato ci permette di coinvolgere PA nella corrispondenza.
Definizione 2.1. Una relazione R ⊆ Nk si dice binumerata da una formula
ϕ(~x) in una teoria T se, per ogni ~n ∈ N, si ha
~n ∈ R⇒ T ` ϕ(~n),
~n /∈ R⇒ T ` ¬ϕ(~n).
Una funzione f : Nk 99K N si dice binumerata funzionalmente da una formula
ϕ(~x, y) in una teoria T se ϕ(~x, y) binumera in T il grafico di f e inoltre, per
ogni ~n ∈ dom f ,
T ` ϕ(~n, y)↔ y = f(~n).
Teorema 2.2. Si ha:
1. un predicato A ⊆ Nk e` ricorsivamente enumerabile se e solo se e`
binumerato in PA da una formula Σ01 ;
2. una funzione Nk 99K N e` calcolabile se e solo se e` binumerata funzio-
nalmente in PA da una formula Σ01 .
dimostrazione. Vedi [15], teor. III.1.25, pag. 156.
Si puo` allora pensare che le formule Σ01 rappresentino algoritmi di cal-
colo delle funzioni che binumerano. Per confermare questa idea dovremmo
trovare, fra le formule Σ01 , l’analogo di una “macchina universale”, per cui
si possano dimostrare risultati quali il teorema s-m-n; l’esistenza della “for-
mula universale” Σ01 con le proprieta` cercate segue tuttavia facilmente dal
seguente
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Teorema 2.3. Esiste una Σ01-formula VΣ01 (x) tale che, per ogni Σ
0
1-formula
ϕ(~x), si ha
PA ` ϕ(~x)↔ VΣ01 (pϕ(~˙x)q).
In particolare VΣ01 binumera l’insieme delle formule Σ
0
1 vere in N.
dimostrazione. Vedi [15], coroll. I.1.76, pag. 59.
Per esempio, per funzioni di una variabile, la Σ01 -formula universale e`
U(z, x, y) ≡ VΣ01 (subst(subst(z, pxq, num(x)), pyq, num(y))) (2.1)
e risulta che, per ogni Σ01 -formula ϕ(x, y),
PA ` U(pϕq, x, y)↔ VΣ01 (pϕ(x˙, y˙)q)↔ ϕ(x, y).
Un aspetto interessante del teorema 2.3 (e della conseguente costruzione
della formula universale) e` la sua intensionalita`: non solo la “verita` Σ01” e`
Σ01 , ma anche PA e` in grado di verificarlo. Analogamente si puo` ottenere
una versione intensionale del teorema di ricorsione dalla seguente versione
parametrica del teorema di punto fisso (che e` alla base della dimostrazione
del primo teorema di incompletezza di Go¨del).
Teorema 2.4. Per ogni formula ψ(x, ~y) si puo` trovare in maniera effettiva
una formula ϕ(~y) tale che
PA ` ϕ(~y)↔ ψ(pϕq, ~y).
Se inoltre ψ e` Σ01 , anche ϕ si puo` scegliere Σ
0
1 .
dimostrazione. Vedi [15], teor. III.2.1, pag. 158.
In conclusione, siamo autorizzati ad utilizzare, come formalizzazione del
concetto di algoritmo, le formule Σ01 ; questa scelta di codifica per gli algoritmi
semplifica notevolmente, grazie ai risultati precedenti, la formalizzazione in
PA di alcuni risultati di teoria della calcolabilita`. Nello specifico, utilizzando
nella costruzione del sistema di notazioni O le codifiche delle formule Σ01 come
algoritmi per il passaggio al limite, sara` piu` semplice trattare le notazioni
all’interno di formule nel linguaggio dell’aritmetica.
Notazione. Dato che la lettera ϕ sara` spesso utilizzata per indicare una
formula, per evitare confusione con la notazione ϕe per la funzione calcolata
dall’algoritmo e, nel seguito indichieremo tale funzione con {e}.
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2.2 Aritmetizzazione della metamatematica
Alla luce della precedente sezione, appare ragionevole la seguente
Definizione 2.5. Una presentazione di una teoria T e` una formula Σ01 che
binumera in PA (le codifiche de)gli assiomi di T .
A partire da una presentazione τ(x) di T , possiamo (seguendo Feferman
[7]) definire la Σ01 -formula Prτ (y, x) che esprime “y e` una T -dimostrazione di
x” e da qui le formule
Provτ (x) ≡ (∃y)Prτ (y, x),
cioe` “x e` dimostrabile in T”, e (detta ⊥ la codifica di una contraddizione)
Conτ ≡ ¬Provτ (⊥)
che esprime l’impossibilita` di dimostrare l’assurdo e cioe` la coerenza di T .
La correttezza a livello intensionale della costruzione di Feferman del
predicato Prτ segue dal fatto che PA e` in grado di dimostrarne le principali
proprieta`, dette condizioni di derivabilita`, fra cui2:
• T ` ϕ(~x)⇒ PA ` Provτ (pϕ(~˙x)q);
• PA ` ϕ(~x)→ Provτ (pϕ(~˙x)q) se ϕ(~x) e` Σ01 ;
• PA ` Provτ (pϕ→ ψq)→ (Provτ (pϕq)→ Provτ (pψq));
• PA ` τ(x)→ Provτ (x);
• PA ` (∀x)(τ(x)→ Provτ ′(x))→ (∀x)(Provτ (x)→ Provτ ′(x)).
Osserviamo che, nella costruzione di Prτ , si puo` ammettere che τ abbia
altre variabili libere oltre a x (purche´ diverse dalle variabili utilizzate nel-
la costruzione), ottenendo cos`ı che anche Prτ , Provτ , Conτ abbiano quelle
variabili libere: l’idea e` che, a partire da una presentazione di una teoria
dipendente da parametri, si ottengono uniformemente i corrispondenti pre-
dicati parametrici di provabilita` e consistenza. Le condizioni di derivabilita`
rimangono comunque valide.
In particolare, prendendo η ≡ VΣ01 (subst(z, pxq, num(x))), si ha che, per
ogni formula τ(x),
PA ` η(pτq/z)↔ VΣ01 (pτ(x˙)q)↔ τ(x),
2Il nome condizioni di derivabilita` e` nella letteratura tipicamente riservato a (casi par-
ticolari di) alcune delle condizioni elencate, sufficienti a dimostrare il secondo teorema di
incompletezza di Go¨del.
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cioe` η si puo` pensare come la presentazione di una teoria parametrica in cui
il parametro z e` proprio la (codifica della) presentazione della teoria stessa.
Ponendo dunque Pr∗z(y, x) ≡ Prη(y, x), grazie alle condizioni di derivabilita`
si verifica facilmente che, per ogni presentazione τ(x) di una teoria,
PA ` Pr∗pτq(y, x)↔ Prτ (y, x).
La differenza fra Pr e Pr∗ e` che il primo rappresenta una costruzione
mediante la quale, a partire da una presentazione α(x) di una teoria, si co-
struisce il corrispondente predicato di provabilita` Prα(y, x); il secondo invece
e` un unico, fissato predicato Pr∗z(y, x) con tre variabili libere z, y, x, in cui la
presentazione della teoria va inserita tramite codifica nella variabile z. Dun-
que, per esempio, e` possibile scrivere formule con Pr∗z in cui z e` quantificata,
mentre non si puo` quantificare, all’interno di una formula dell’aritmetica,
sulla formula α presente in Prα. Dovendo manipolare, per la costruzione
di una progressione di teorie, le stesse formule che presentano le teorie del-
la progressione, questa versione Pr∗z del predicato di provabilita`, insieme ai
corrispondenti Prov∗z, Con
∗
z, ci sara` molto utile.
Dalle condizioni di derivabilita` e` possibile ricavare il seguente
Teorema 2.6 (Lo¨b). Sia τ(x) una presentazione di T . Per ogni enunciato
ϕ, T ` Provτ (pϕq)→ ϕ se e solo se T ` ϕ.
dimostrazione (cenno). Osserviamo che, per un generico enunciato ϕ,
si ha che T + ¬ϕ e` coerente se e solo se T 6` ϕ. Grazie alle condizioni di
derivabilita` e` possibile formalizzare questo risultato, cioe` risulta
PA ` Conτ¬ϕ ↔ ¬Provτ (pϕq)
dove τ¬ϕ(x) ≡ τ(x)∨x = p¬ϕq e` una presentazione di T +¬ϕ. In particolare
T ` Provτ (pϕq)→ ϕ
se e solo se
T ` ¬ϕ→ Conτ¬ϕ ,
cioe`
T + ¬ϕ ` Conτ¬ϕ ,
ma questo, per il teorema di Go¨del, succede se e solo se T+¬ϕ non e` coerente,
cioe` se e solo se
T ` ϕ.
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Lo schema
Provτ (pϕq)→ ϕ,
al variare dell’enunciato ϕ, e` detto principio di riflessione locale per τ e si
indica con Rfnτ ; indichiamo inoltre, per ogni classe di formule Γ , con Rfnτ,Γ
lo schema ristretto agli enunciati ϕ ∈ Γ .
Piu` forte del principio di riflessione locale e` il seguente schema
(∀x)Provτ (pϕ(x˙)q)→ (∀x)ϕ(x),
al variare della formula ϕ(x), detto principio di riflessione uniforme per τ e
indicato con RFNτ ; analogamente si indica con RFNτ,Γ la versione ristretta
alle formule ϕ(x) ∈ Γ .
Come Conτ , il principio di riflessione uniforme (e, a maggior ragione,
quello locale) e` evidentemente vero e tuttavia, per il teorema di Lo¨b, non e`
dimostrabile in T . La relazione fra Conτ e i principi di riflessione e` data dal
seguente
Teorema 2.7. I seguenti schemi sono equivalenti in PA:
(i) Conτ ;
(ii) Rfnτ,Π01 ;
(iii) RFNτ,Π01 .
dimostrazione. (iii) → (ii) e` ovvio.
Per mostrare (ii) → (i), si consideri l’istanza del principio di riflessione
locale Prτ (pϕq)→ ϕ dove ϕ e` un enunciato Π01 tale che PA ` ¬ϕ; si ha allora
che
Rfnτ,Π01 ` ¬ϕ→ ¬Provτ (pϕq)
dunque
PA+Rfnτ,Π01 ` ¬Provτ (pϕq)
ma d’altra parte
PA ` Provτ (p⊥ → ϕq)
pertanto, per le condizioni di derivabilita`,
PA+Rfnτ,Π01 ` ¬Provτ (p⊥q),
cioe`
PA+Rfnτ,Π01 ` Conτ .
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Vediamo ora (i) → (iii). Sia ϕ(x) una qualunque formula Π01 . Allora
¬ϕ(x) e` Σ01 e quindi
PA ` ¬ϕ(x)→ Provτ (p¬ϕ(x˙)q),
cioe`
PA ` ¬Provτ (p¬ϕ(x˙)q)→ ϕ(x);
d’altra parte
PA+ Conτ ` Provτ (pϕ(x˙)q)→ ¬Provτ (p¬ϕ(x˙)q)
e quindi
PA+ Conτ ` Provτ (pϕ(x˙)q)→ ϕ(x)
da cui, generalizzando,
PA+ Conτ ` (∀x)(Provτ (pϕ(x˙)q)→ ϕ(x))
e a maggior ragione
PA+ Conτ ` (∀x)Provτ (pϕ(x˙)q)→ (∀x)ϕ(x).
La consistenza Conτ equivale dunque ad una restrizione del principio di
riflessione (locale o uniforme) per τ .
Un’interpretazione del principio di riflessione uniforme puo` essere data fa-
cendo un parallelo con l’ω-regola. In teoria della dimostrazione si considerano
talvolta sistemi dimostrativi infinitari, in cui si ammettono regole di inferen-
za con infinite premesse (e quindi le derivazioni in tali sistemi sono alberi
ben fondati con ramificazione possibilmente infinita); l’esempio principale,
nell’ambito dell’aritmetica, e` la cosiddetta ω-regola,
{ϕ(n)}n∈N
(∀x)ϕ(x) , (2.2)
che permette di derivare (∀x)ϕ(x) dalle infinite premesse ϕ(n) al variare di
n ∈ N. Il principio di riflessione uniforme
(∀x)Provτ (pϕ(x˙)q)→ (∀x)ϕ(x)
si puo` allora pensare come una ω-regola formalizzata.
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2.3 Progressioni transfinite di teorie
Utilizzando gli strumenti precentemente sviluppati, vogliamo ora definire in
generale, seguendo Feferman [8], le progressioni transfinite di teorie. Ricor-
diamo l’idea intuitiva di progressione di teorie:
T0 = T, Tα+1 = S(Tα), Tλ =
⋃
α<λ
Tα (λ limite) (2.3)
dove T e` la teoria di partenza e S e` il principio di successione, che modifica
la teoria Tα per ottenerne un’estensione Tα+1.
Osserviamo che, se S fosse ben definito, la (2.3) sarebbe gia` una definizio-
ne precisa della progressione Tα, che avrebbe carattere puramente estensio-
nale, e non ci sarebbe bisogno di ulteriori precisazioni. Tuttavia, nei casi che
ci interessera` trattare, come per esempio S(B) = B + ConB, la teoria S(B)
non dipende solo da B ma anche dalla presentazione scelta per i suoi assiomi.
Per dare dunque un significato alla (2.3) anche in questi casi, dovremo inter-
pretarla a livello intensionale, cioe` come la definizione di una progressione di
presentazioni di teorie.
Se in questo modo abbiamo chiarito il passaggio al successore, diventa
pero` problematico il passaggio al limite: se a livello estensionale e` chiaro
che cosa significa l’unione dei passi precedenti, a livello intensionale bisogna
sceglierne una presentazione. D’altra parte, affinche´ si possa dare una pre-
sentazione per Tλ con λ limite, e` necessario che la presentazione di Tα per
α < λ si ottenga in modo uniforme a partire da α e che inoltre gli α < λ
(o per lo meno una loro sottosuccessione tendente a λ) si possano enumerare
in maniera effettiva. E` allora chiaro che dovremo limitarci a principi di suc-
cessione S che operino sulle presentazioni di teorie in maniera effettiva e che
inoltre sara` conveniente sostituire gli ordinali con la loro versione intensionale
data dalle notazioni in O.
In definitiva, il nostro obiettivo e` quello di costruire una Σ01 -formula
pi(w, x) tale che, per ogni notazione n ∈ O, pi(n, x) sia una presentazione
della teoria Tn a livello n della progressione. In altre parole, pi(w, x) e` una
presentazione che dipende da un parametro w (che in questo caso rappresenta
il livello); in questo modo e` evidente che la presentazione di Tn si ottiene in
maniera effettiva a partire da n (basta effettuare una sostituzione). I dati da
cui partire saranno una presentazione τ(x) della teoria di partenza T e una
versione intensionale del principio di successione, ovverosia una Σ01 -formula
σ(z, x) tale che, se β(x) e` una presentazione di una teoria B, allora σ(pβq, x)
e` una presentazione di S(B).
Vediamo quali sono le condizioni che vogliamo imporre su pi(z, x). Innan-
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zitutto, la teoria T0O dev’essere la teoria T di partenza, cioe`
pi(0O, x)↔ τ(x).
La condizione Tα+1 = S(Tα), tradotta in termini di σ e τ , diventa
pi(suc(n), x)↔ σ(ppi(n, x)q, x).
Infine, il passaggio al limite si effettua facendo l’unione delle teorie corri-
spondenti alle notazioni della successione che definisce il limite stesso; in
formule:
pi(lim(e), x)↔ (∃y)pi({e}(y), x).
Affinche´ la costruzione della progressione abbia significato a livello inten-
sionale, e` importante che le precedenti equivalenze non siano soltanto vere
nel modello standard, ma siano anche dimostrabili in una teoria dell’aritme-
tica come PA. Per lo stesso motivo, e` conveniente imporre tali condizioni
utilizzando variabili libere al posto dei numerali n, e. Infine sara` comodo che
la presentazione τ(x) della teoria di partenza sia un parametro della presen-
tazione delle teorie della progressione, pertanto costruiremo una Σ01 -formula
pi(z, w, x) con tre variabili libere invece che due, in cui z rappresenta la teoria
di partenza e w il livello nella progressione.
E` allora chiaro (cfr. teor. 2.3) che la formula pi(z, w, x) cercata e` data
dalla seguente
Proposizione 2.8. Per ogni Σ01-formula σ(z, x) si puo` trovare in maniera
effettiva una Σ01-formula pi(z, w, x) tale che, in PA, pi(z, w, x) equivale alla
disgiunzione delle seguenti formule:
w = 0O ∧ VΣ01 (subst(z, pxq, num(x))) (2.4)
w = suc(w′) ∧ σ(ppi(z˙, w˙′, x)q, x) (2.5)
w = lim(w′) ∧ (∃y)(∃y′)(U(w′, y, y′) ∧ pi(z, y′, x)) (2.6)
(dove U e` la formula universale definita dalla (2.1)).
dimostrazione. Per il teorema 2.3, nella (2.6) a pi(z, y′, x) possiamo sosti-
tuire VΣ01 (ppi(z˙, y˙
′, x˙)q); la tesi segue allora immediatamente dal teorema di
punto fisso 2.4.
Definizione 2.9. Per ogni presentazione τ(x) di una teoria T e per ogni
principio di successione σ(z, x), la progressione di teorie a partire da τ e
basata su σ e` la famiglia di teorie (Tn)n∈O dove, per ogni n ∈ O,
Tn e` presentata da pi(pτq, n, x)
e dove pi(z, w, x) e` la formula costruita nella prop. 2.8 a partire da σ.
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Le progressioni di teorie che considereremo nel seguito saranno essenzial-
mente di due tipi, corrispondenti a due diversi principi di successione. Il
primo principio di successione, σCon, formalizza l’idea S(T ) = T + ConT di
aggiungere la consistenza di T a una teoria T :
σCon(z, x) ≡ VΣ01 (subst(z, pxq, num(x))) ∨ x = pCon∗z˙q;
in particolare, per ogni presentazione τ(x) di una teoria T ,
PA ` σCon(pτq, x)↔ (τ(x) ∨ x = pCon∗pτqq).
L’altro principio, σRFN, e` invece una formalizzazione di S(T ) = T+RFNT ,
cioe` dell’aggiunta del principio di riflessione uniforme. Non scendiamo nei
dettagli della definizione di σRFN; notiamo semplicemente che e` possibile
definire un predicato primitivo ricorsivo RFN∗z(x) che esprime “x e` un’istanza
del principio di riflessione uniforme per la teoria codificata da z” e quindi
porre
σRFN(z, x) ≡ VΣ01 (subst(z, pxq, num(x))) ∨ RFN∗z(x).
Indichiamo con piCon, piRFN le Σ
0
1 -formule che definiscono le progressioni
basate rispettivamente su σCon, σRFN. Le progressioni definite da piCon saran-
no dette progressioni basate sulla consistenza, mentre quelle definite da piRFN
si diranno progressioni basate sul principio di riflessione uniforme.
Dato che entrambi i principi di successione σCon, σRFN estendono (dimo-
strabilmente in PA) la teoria data con ulteriori assiomi, cioe`
PA ` VΣ01 (subst(z, pxq, num(x)))→ σ(z, x)
per ciascuno dei suddetti principi σ, ragionando per induzione in PA non e`
difficile verificare che per le corrispondenti progressioni pi risulta
PA ` w ≤O w′ → (pi(z, w, x)→ pi(z, w′, x)), (2.7)
cioe` (e` dimostrabile in PA che) le teorie della progressione “crescono” al
crescere della notazione indice.
Piu` problematico e` confrontare livelli corrispondenti di due progressioni
basate sullo stesso principio ma con teorie di partenza diverse, anche se una
delle due e` estensione dell’altra.
2.4 Progressioni basate sulla consistenza
Ricordiamo che l’idea delle progressioni di teorie nasce dal tentativo di supe-
rare i limiti di incompletezza imposti dai teoremi di Go¨del. Il primo risultato
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in questo senso sulle progressioni di teorie e` stato ottenuto da Turing [30],
relativamente alle progressioni basate sulla consistenza: tutte le formule Π01
vere sono dimostrabili in qualche teoria di una progressione basata sulla
consistenza.
Teorema 2.10 (Turing). Sia α una presentazione di una teoria T e sia
(Tn)n∈O la progressione a partire da α basata sulla consistenza. Per ogni
notazione m ∈ O e ogni Π01 -enunciato ϕ vero, si puo` trovare in maniera
effettiva una notazione n >O m con |n|O = |m|O + ω + 1 tale che Tn ` ϕ.
dimostrazione. Sia ϕ ≡ (∀x)ψ(x), con ψ(x) ∈ ∆00. Grazie al teorema di
punto fisso 2.4, possiamo trovare una Σ01 -formula η(x, y) tale che
PA ` η(x, y)↔ (ψ(x) ∧ y = sucx(m)) ∨ (¬ψ(x) ∧ y = suc(lim(pηq))). (2.8)
In particolare, dato che (∀x)ψ(x) e` vera per ipotesi, risulta che η binumera
funzionalmente in PA la funzione x 7→ m+O xO, che e` strettamente crescente
in O, dunque n = suc(lim(pηq)) ∈ O, n >O m e |n|O = |m|O + ω + 1.
Per definizione, l’n-sima teoria Tn della progressione e` presentata dalla
formula piCon(pαq, n, x), che (per la (2.5)) in PA equivale a
τ(x) ∨ x = pCon∗pτqq
dove τ(x) ≡ piCon(pαq, lim(pηq), x) e` la presentazione di Tlim(pηq). D’altra
parte, per la (2.6),
PA ` τ(x)↔ (∃x′)(∃y′)(η(x′, y′) ∧ piCon(pαq, y′, x))
e siccome
PA ` ¬ψ(x′)→ η(x′, n)
dalle due precedenti risulta
PA ` ¬ψ(x′)→ (piCon(pαq, n, x)→ τ(x))
da cui in particolare, ricordando la definizione di piCon(pαq, n, x),
PA ` ¬(∀x)ψ(x)→ τ(pCon∗pτqq)
e quindi a maggior ragione
PA ` ¬(∀x)ψ(x)→ Provτ (pCon∗pτqq). (2.9)
Ricordiamo ora che, nella dimostrazione del primo teorema di Go¨del,
l’enunciato indecidibile ντ e` scelto in modo tale che
PA ` ντ ↔ ¬Provτ (pντq)
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e che la dimostrazione del secondo teorema di Go¨del consiste nel verificare,
tramite le condizioni di derivazione, che
PA ` ντ ↔ Conτ ;
siccome si ha anche
PA ` Con∗pτq ↔ Conτ
dalle condizioni di derivazione si ottiene facilmente che
PA ` Con∗pτq ↔ ¬Provτ (pCon∗pτqq),
ma allora dalla (2.9) segue immediatamente che
PA+ Con∗pτq ` (∀x)ψ(x)
pertanto a maggior ragione la teoria descritta da piCon(pαq, n, x) dimostra
ϕ.
Dalla dimostrazione risulta in effetti che gia` PA+Con∗pτq ` ϕ. C’e` dunque
una certa somiglianza fra questo risultato e l’esempio fatto nell’introduzione
a pag. 14, per cui, per ogni Π01 -enunciato ϕ vero, e` possibile trovare un’op-
portuna presentazione “non standard” θ(x) dell’assiomatizzazione di PA tale
che PA + Conθ ` ϕ. In una progressione di teorie, una volta scelta la pre-
sentazione di partenza e il principio di successione, le presentazioni di tutte
le teorie sono univocamente determinate; l’unica possibilita` di ottenere una
presentazione “non standard” (la cui consistenza implichi ϕ) e` dunque ai
passi limite, dove abbiamo ancora a disposizione la scelta dell’algoritmo per
la successione fondamentale.
In effetti, a livello estensionale la successione calcolata da η e` la succes-
sione di ordinali k 7→ |m|O + k, che non presenta nulla di strano. L’assioma-
tizzazione non standard deriva dal particolare algoritmo scelto per calcolare
tale successione (interpretando la (2.8), potremmo dire che l’algoritmo, dato
k, prima controlla se ϕ(k) e` vera, e in tal caso restituisce m+O kO, altrimenti
restituisce il successore del limite di se stesso): la “stranezza” si legge solo a
livello intensionale.
Si osservi che, nella dimostrazione, non si usa mai che ϕ sia vera, se non
per dimostrare che n = suc(lim(pηq)) e` effettivamente una notazione, cioe`
un elemento di O. Per quanto riguarda la conoscenza della verita` aritmetica,
il risultato di Turing e` dunque di scarso valore, in quanto si e` ricondotta la
determinazione della verita` di un Π01 -enunciato ϕ allo stabilire se un certo
numero naturale n ad esso associato appartiene o meno ad O.
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Corollario 2.11. Nelle ipotesi del teorema precedente, e` possibile trovare una
successione <O-strettamente crescente (nk)k∈N di notazioni con |nk|O < ω2
tale che ogni Π01 -enunciato vero si dimostra in
⋃
k∈N Tnk .
dimostrazione. Scelta un’enumerazione {ϕk}k∈N dei Π01 -enunciati veri, si
parte applicando il teorema con m = 0O e ϕ = ϕ0, ottenendo n0 ∈ O
con |n0|O = ω + 1 tale che Tn0 ` ϕ0. Si prosegue quindi induttivamente,
applicando il teorema con m = nk e ϕ = ϕk+1, ottenendo una notazione
nk+1 >O nk con |nk+1|O = |nk|O+ω+1 tale che Tnk+1 ` ϕk+1. E` facile allora
verificare induttivamente che |nk|O = ω · (k + 1) + 1 < ω2.
Dal primo teorema di incompletezza di Go¨del segue allora subito che ne´
l’unione
⋃
n∈O Tn delle teorie di una progressione basata sulla consistenza ne´
l’unione
⋃
k∈N Tnk del ramo costruito nel precedente corollario sono ricorsiva-
mente assiomatizzabili; in particolare la successione (nk)k∈N di notazioni non
puo` essere ricorsiva (altrimenti avrebbe “limite” n ∈ O e l’unione del ramo
coinciderebbe con Tn, che invece e` ricorsivamente assiomatizzabile in quanto
presentata da pi(pαq, n, x)).
2.5 Progressioni basate sul principio di rifles-
sione uniforme
Dato che, per il teorema 2.7, il principio di riflessione uniforme (RFN) e` piu`
forte della consistenza, ci si puo` aspettare che sulle progressioni basate su
tale principio si possano ottenere risultati piu` forti di quello di Turing. In
effetti Feferman [8] dimostra che le teorie di una progressione basata su RFN
verificano tutti gli enunciati aritmetici veri. Nel seguito presenteremo per
sommi capi lo schema della dimostrazione di tale risultato.
Il primo passo e` la dimostrazione di un risultato piu` debole, cioe` che le
progressioni basate su RFN dimostrano tutti gli enunciati Π02 veri.
Teorema 2.12 (Feferman). Sia α(x) una presentazione di una teoria T
e sia (Tn)n∈O la progressione basata su RFN a partire da α. Per ogni Π02 -
enunciato ϕ vero e per ogni notazione m ∈ O, si puo` trovare in maniera
effettiva una notazione n >O m con |n|O = |m|O + ω2 + ω + 1 tale che
Tn ` ϕ.
La dimostrazione e` molto piu` complessa di quella del risultato di Turing
e non la riportiamo. L’idea di base e` comunque sempre quella di utilizzare
presentazioni non standard degli assiomi, in modo che i principi di riflessione
ad esse applicati contengano implicitamente informazioni sulla verita` di ϕ.
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Il fatto che l’ordinale associato alla notazione n sia ω2 + ω + 1 indica che
nella dimostrazione si utilizza infinite volte il passaggio al limite, che e` (come
gia` si diceva a proposito del teorema di Turing) l’unico punto in cui si puo`
introdurre caratteristiche non standard nella presentazione.
Un risultato analogo, ma facilmente dimostrabile, e` il seguente: per ogni
ϕ ∈ Π02 vero si possono scegliere un’opportuna assiomatizzazione di T e una
presentazione α′(x) di tale assiomatizzazione tali che T + RFNα′ ` ϕ. Po-
sto ϕ ≡ (∀x)ψ(x), con ψ(x) ∈ Σ01 , basta infatti osservare che ψ(n) e` vero
per ogni n ∈ N e quindi, essendo Σ01 , si ha PA ` ψ(n) e a maggior ragione
T ` ψ(n). Aggiungendo dunque la famiglia di assiomi {ψ(n)}n all’assioma-
tizzazione standard di T , si ottiene un’assiomatizzazione alternativa di T e
la presentazione “standard” α′(x) di questa assiomatizzazione sara`
α′(x) ≡ α(x) ∨ (∃y)(x = pψ(y˙)q).
Ma allora
PA ` α′(pψ(x˙)q)
dunque
PA ` Provα′(pψ(x˙)q)
e generalizzando
PA ` (∀x)Provα′(pψ(x˙)q)
da cui immediatamente
PA+RFNα′ ` (∀x)ψ(x)
e quindi a maggior ragione T +RFNα′ ` ϕ.
Come per il teorema di completezza di Turing, sia il teorema di Feferman
che il risultato appena dimostrato non portano particolari informazioni in
merito alla verita` Π02 : nella costruzione di Feferman, n risulta una notazione
in O solo se ϕ e` vera; nell’ultimo esempio, T∪{ψ(n)}n e` un’assiomatizzazione
di T solo se ϕ e` vera.
Proseguendo con la dimostrazione del risultato di completezza aritme-
tica di Feferman, ci occorre un lemma tecnico, che permette di trovare
un’estensione comune a due teorie di una progressione basata su RFN:
Lemma 2.13. Nelle ipotesi del teor. 2.12, dati n,m ∈ O con m >O 0O, e`
possibile trovare in maniera effettiva p ∈ O tale che |p|O = |n|O + ω3 · |m|O,
n <O p (dunque in particolare Tn ⊆ Tp) e Tm ⊆ Tp.
Si potrebbe sospettare che un’estensione comune delle teorie a livello m
ed n sia quella a livello m +O n; tuttavia si ha solamente m ≤O m +O n e
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non necessariamente n ≤O m +O n, pertanto la questione non e` cos`ı banale
(Feferman la cita lasciandola irrisolta); la dimostrazione del lemma data
da Feferman si basa in effetti sul risultato di completezza Π02 (teor. 2.12).
Beklemishev [1] introduce una variante nella costruzione delle progressioni
in modo che risultino “automaticamente” additive (cioe` Tm+On estende Tm e
Tn) e quindi con quella costruzione e` possibile evitare il lemma tecnico (vedi
a questo proposito [11]).
Un ulteriore risultato necessario e` il seguente teorema 2.15, dovuto a
Shoenfield [28], sulla completezza aritmetica delle famiglie di teorie ricorsi-
vamente chiuse per la ω-regola.
Definizione 2.14. Sia A ⊆ N. Una famiglia di teorie (Ta)a∈A si dice ricorsi-
vamente chiusa per la ω-regola se esiste una funzione calcolabile H : N2 → N
tale che, per ogni formula ϕ(x) e ogni algoritmo e, se
{e}(n) ∈ A e T{e}(n) ` ϕ(n) per ogni n ∈ N,
allora
H(pϕq, e) ∈ A e TH(pϕq,e) ` (∀x)ϕ(x).
Ricordiamo che la ω-regola (2.2) e` quella regola infinitaria in cui dalle
infinite premesse ϕ(n) per n ∈ N si deriva (∀x)ϕ(x). Una famiglia di teorie
e` chiusa per la ω-regola se, valendo ϕ(n) in qualche Tan per ogni n, allora
vale (∀x)ϕ(x) in qualche Ta; e` ricorsivamente chiusa se a si puo` trovare in
maniera effettiva a partire ϕ e da (un algoritmo per) la successione (an)n.
Notazione. O+ = O \ {0O}.
Teorema 2.15 (Shoenfield). Siano A ⊆ N, (Ta)a∈A una famiglia di teorie
ricorsivamente chiusa per la ω-regola tramite una funzione H : N2 99K N
calcolabile. Allora esiste una funzione calcolabile G : N 99K N tale che, per
ogni enunciato aritmetico ϕ vero, risulta
G(pϕq) ∈ A e TG(pϕq) ` ϕ.
Se poi A = O+ e |H(pϕq, e)|O ≤ α ·supn |{e}(n)|O ·β per qualche α, β ∈ Ord,
allora si ha anche |G(pϕq)|O ≤ αω · βω2.
Una dimostrazione piuttosto dettagliata si puo` trovare in [11]; l’idea, co-
munque, e` la seguente. Una versione “non effettiva” del lemma e`: se una
famiglia di teorie e` chiusa per la ω-regola, allora tutti gli enunciati aritmeti-
ci veri di dimostrano in una qualche teoria della famiglia; questo si verifica
facilmente per induzione sulla complessita` dell’enunciato posto in forma nor-
male prenessa (gli enunciati veri privi di quantificatori si dimostrano in PA
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e quindi in qualunque teoria della famiglia, il caso ∃ e` banale e nel caso ∀ si
usa la chiusura per la ω-regola). Tutto il lavoro sta dunque nel ripristinare
la parte effettiva: dato un enunciato aritmetico ϕ, e` possibile costruire in
maniera effettiva l’albero di derivazione di ϕ in un opportuno sistema infi-
nitario di derivazione formale (l’“albero canonico” di Mints [25]), che risulta
ben fondato se e solo se ϕ e` vero; in tal caso si definisce la funzione G indut-
tivamente sui nodi dell’albero, partendo dalle foglie (che sono associate ad
enunciati senza quantificatori) e passando dai figli ai padri utilizzando H nei
casi di applicazione della ω-regola; e` possibile infine stimare, a partire dal-
la complessita` dell’enunciato, la massima altezza dell’albero di derivazione
associato, e da questo, nel caso A = O+, si ottiene la stima ordinale per G.
Abbiamo ora tutti gli ingredienti utili alla dimostrazione del risultato di
completezza di Feferman. Premettiamo un’ulteriore
Definizione 2.16. Una famiglia di teorie (Ta)a∈A si dice localmente ricorsi-
vamente chiusa per la ω-regola se esiste una funzione calcolabile L : N2 99K N
tale che, per ogni formula ϕ(x) e ogni a ∈ A, se
Ta ` ϕ(n) per ogni n ∈ N,
allora
L(pϕq, a) ∈ A e TL(pϕq,a) ` (∀x)ϕ(x).
Una famiglia ricorsivamente chiusa per la ω-regola lo e` anche localmente:
per ottenere L basta applicare H agli algoritmi che calcolano successioni
costanti. Vedremo che nel nostro caso vale anche il viceversa.
Teorema 2.17 (Feferman). Nelle ipotesi del teor. 2.12, per ogni notazione
m ∈ O e per ogni enunciato aritmetico ϕ vero, si puo` trovare in maniera
effettiva una notazione n >O m con |n|O ≤ |m|O + ωω2 tale che Tn ` ϕ.
dimostrazione. Primo passo: la famiglia (Tn)n∈O+ e` localmente ricorsiva-
mente chiusa per la ω-regola. Siano m ∈ O+ e ϕ(x) una formula tale che
Tm ` ϕ(k) per ogni k ∈ N. Allora il Π02 -enunciato
(∀x)Prov∗ppi(pαq,m,x)q(pϕ(x˙)q)
e` vero e quindi (per il teor. 2.12) si dimostra in Tn per una qualche notazione
n >O m con |n|O = |m|O+ω2+ω+1. D’altra parte, essendo n ≥O suc(m), si
ha che Tn ⊇ Tsuc(m) e quindi Tn comprende il principio di riflessione uniforme
RFN∗ppi(pαq,m,x)q per Tm, dunque in particolare
Tn ` (∀x)ϕ(x).
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Sempre per il teor. 2.12, n = L(pϕq,m) per qualche funzione calcolabile L e
si ottiene anche la stima |L(pϕq,m)|O ≤ |m|O + ω2 + ω + 1.
Secondo passo: la chiusura ricorsiva locale per la ω-regola implica la chiu-
sura ricorsiva. Siano ϕ(x) una formula e e un algoritmo tale che, per ogni
k ∈ N,
{e}(k) ∈ O+ e T{e}(k) ` ϕ(k).
Detta E : N2 99K N la funzione calcolabile associata al lemma 2.13, la
successione {
s(0) = {e}(0)
s(k + 1) = E(s(k), {e}(k + 1))
e` <O-strettamente crescente e calcolabile; detto d un algoritmo per s, si ha
allora che lim(d) ∈ O+ e che Tlim(d) estende tutte le teorie T{e}(k) per k ∈ N,
pertanto in particolare
Tlim(d) ` ϕ(k) per ogni k ∈ N
e quindi, per il primo passo,
TL(pϕq,lim(d)) ` (∀x)ϕ(x).
Dato che d si puo` ottenere in maniera effettiva a partire da e, si ha
L(pϕq, lim(d)) = H(pϕq, e)
per qualche funzione calcolabile H : N2 → N. Dalla stima ordinale su E data
dal lemma 2.13 si ricava poi
| lim(d)|O ≤ ω3 · sup
k
|{e}(k)|O · ω
e quindi (qui si usa il fatto di essersi ristretti a O+)
|H(pϕq, e)| ≤ ω3 · sup
k
|{e}(k)|O · ω + ω2 + ω + 1 ≤ ω3 · sup
k
|{e}(k)|O · ω2.
Terzo passo: si conclude grazie al teorema di Shoenfield. Grazie al secondo
passo, possiamo applicare il teorema 2.15 alla famiglia (Tn)n∈O+ , ottenendo
che esiste una funzione calcolabile G tale che, per ogni enunciato aritmetico
ϕ vero,
G(pϕq) ∈ O+ e TG(pϕq) ` ϕ
e che inoltre
|G(pϕq)|O ≤O ω3·ω · ω2·ω2 = ωω2 .
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In particolare, presa una qualunque notazione m ∈ O e un enunciato vero
ϕ, applicando il lemma 2.13 si ha che n = E(m,G(pϕq)) ∈ O, n >O m,
|n|O = |m|O + ω3 · |G(pϕq)|O ≤O |m|O + ω3 · ωω2 = |m|O + ωω2
e, siccome Tn estende TG(pϕq), anche Tn ` ϕ.
La parte piu` interessante della dimostrazione e` il primo passo, in cui tra-
mite il principio di riflessione si passa dal teorema di completezza per enun-
ciati Π02 ad un risultato valido per qualunque enunciato aritmetico; risulta
inoltre maggiormente giustificata la denominazione di ω-regola formalizzata
per il principio di riflessione uniforme.
Come per il risultato di Turing, dal teorema segue facilmente il
Corollario 2.18. Nelle ipotesi del teorema precedente, e` possibile trovare
una successione <O-strettamente crescente (nk)k∈N di notazioni con |nk|O <
ωω
2+1 tale che ogni enunciato aritmetico vero si dimostra in
⋃
k∈N Tnk .
Anche in questo caso, dato che la successione (nk)k e` costruita a partire
da un’enumerazione degli enunciati aritmetici veri, questo risultato non ci
fornisce maggiore conoscenza della verita` aritmetica.
2.6 Consistenza e cardinali inaccessibili
Abbiamo visto come, per superare il risultato di incompletezza di Go¨del, vol-
gendolo in positivo, Turing e Feferman abbiano ideato le progressioni trans-
finite di teorie a partire dall’aritmetica basate sulla consistenza o su principi
di riflessione.
Comunemente si ritiene che praticamente tutta la matematica contepo-
ranea si possa sviluppare nell’ambito della teoria degli insiemi ZFC. Anche
ZFC non sfugge ai teoremi di Go¨del e quindi e` incompleta. Un metodo oggi
in voga per superare le incompletezze di ZFC e` quello di aggiungervi assiomi
che garantiscano l’esistenza di grandi cardinali. Un esempio e` l’assioma I che
afferma:
esiste un cardinale inaccessibile3.
3Ricordiamo che un cardinale κ si dice (fortemente) inaccessibile se:
1. κ > ℵ0, cioe` κ e` piu` che numerabile;
2. per ogni cardinale λ < κ, anche 2λ < κ (si dice che κ e` un limite forte);
3. cf(κ) = κ, cioe` κ non e` l’estremo superiore di una famiglia di cardinali < κ avente
a propria volta cardinalita` < κ (si dice che κ e` regolare).
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D’altra parte, sebbene nominalmente ZFC non sia una teoria dell’aritme-
tica (il linguaggio di ZFC e` costituito dal solo simbolo di relazione ∈), in essa
e` possibile definire i numeri naturali (come ordinali finiti, cioe` elementi di ω)
e le operazioni aritmetiche, dimostrandone le proprieta` che costituiscono gli
assiomi dell’aritmetica PA. A meno di sostituire ZFC con una sua estensione
per definizioni, possiamo dunque supporre che ZFC sia un’estensione di PA,
pertanto ad essa si applicano tutti i risultati precedentemente ottenuti sulle
progressioni di teorie. In particolare possiamo considerare la progressione
(ZFCα)α∈O a partire da ZFC basata sulla consistenza.
In questa sezione ci proponiamo allora di confrontare ZFC+ I con le teorie
ZFCα della progressione per consistenza.
Ragioniamo d’ora in poi (fino a quando sara` indicato altrimenti) in ZFC,
nell’ipotesi che κ sia un cardinale inaccessibile.
Sotto questa ipotesi, e` noto4 che Vκ |= ZFC. Grazie alla definizione di |=,
non e` difficile verificare che
(∀x)(x enunciato→ (ProvZFC(x)→ Vκ |= x))
(correttezza di Prov rispetto a |=), da cui, siccome Vκ 6|= ⊥ (sempre per
definizione di |=), si ha pure ¬ProvZFC(⊥), cioe` ConZFC.
D’altra parte, ConZFC e` un enunciato aritmetico, dunque
5 e` assoluto ri-
spetto a Vκ (cioe` equivale alla propria relativizzazione a Vκ); essendo vero, si
ha allora che Vκ |= ConZFC e quindi Vκ |= ZFC+ ConZFC.
Il ragionamento a questo punto si puo` ripetere: da Vκ |= ZFC+ConZFC de-
duco (per correttezza) ConZFC+ConZFC , che e` un enunciato aritmetico e quindi
(per assolutezza) Vκ |= ConZFC+ConZFC ; e cos`ı via, iterando...
Quanto appena detto prova che Vκ e` un modello delle teorie ZFCα con
α finito. Proseguiamo ora l’iterazione nel transfinito, ricordando che per
definizione ZFCα e` la teoria presentata da piCon(ZFC, α, x) e che piCon e`
caratterizzato dalla proposizione 2.8.
4Per questo ed altri risultati sui modelli della teoria degli insiemi, si veda ad esempio
[16] oppure [23]. Ricordiamo la definizione della gerarchia cumulativa degli insiemi :
V0 = ∅, Vα+1 = P(Vα), Vλ =
⋃
α<λ
Vα (λ limite)
(dove P(x) e` l’insieme delle parti di x). Per quanto riguarda Vκ |= ZFC, la parte piu`
complicata della dimostrazione e` verificare che Vκ soddisfa lo schema di rimpiazzamento,
ed e` qui che si usa completamente l’ipotesi di inaccessibilita` di κ.
5L’insieme ω degli ordinali finiti nel modello Vκ coincide con il “vero” ω, pertanto la
relativizzazione a Vκ di un enunciato aritmetico, i cui quantificatori sono gia` ristretti ad
ω, lascia l’enunciato invariato.
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Sempre ragionando in ZFC+ κ inaccessibile, dimostriamo allora che, per
ogni α ∈ O, Vκ |= ZFCα; procediamo per induzione su |α|O. Per |α|O =
0 abbiamo gia` detto. Se |α|O e` successore, cioe` α = suc(α′), α′ ∈ O, si
ha che ZFCα equivale a ZFCα′ + ConZFCα′ e d’altra parte Vκ |= ZFCα′ per
ipotesi induttiva, pertanto si ha ConZFCα′ ; siccome quest’ultima e` una formula
aritmetica (con un parametro α′ ∈ O ⊆ ω), per assolutezza si ha anche
Vκ |= ConZFCα′ , da cui la tesi. Se |α|O e` limite, cioe` α = lim(e) ed e e` un
algoritmo che calcola una successione <O-strettamente crescente di notazioni
<O α, allora x e` un assioma di ZFCα se e solo se esiste n ∈ ω tale che x e`
assioma di ZFC{e}(n), ma per ipotesi induttiva Vκ |= ZFC{e}(n) per ogni n ∈ ω
e quindi chiaramente Vκ |= ZFCα.
Di conseguenza si ha anche che, per ogni α ∈ O, vale ConZFCα .
Torniamo ora a ragionare a livello metateoretico. Cio` che abbiamo finora
dimostrato e`
ZFC+ κ inaccessibile ` α ∈ O → ConZFCα
e siccome κ non compare libera a destra di ` possiamo generalizzare:
ZFC+ I ` α ∈ O → ConZFCα . (2.10)
Sembrerebbe dunque che ZFC + I verifichi gli assiomi di tutte le teorie
ZFCα della progressione basata sulla consistenza. D’altra parte, dal teo-
rema di completezza di Turing 2.10 segue che l’unione delle teorie di tale
progressione dimostra tutti gli enunciati Π01 veri. Infine, siccome ZFC + I e`
ricorsivamente assiomatizzabile, dal primo teorema di incompletezza di Go¨del
segue che esiste un enunciato Π01 vero ma non dimostrabile in ZFC+I. Com’e`
possibile tutto cio`?
Per chiarire la situazione, dobbiamo rileggere attentamente la (2.10), e
notarne la differenza con la seguente
α ∈ O ⇒ ZFC+ I ` ConZFCα . (2.11)
Quest’ultima, e non la (2.10), e` cio` che abbiamo appena usato per ricavare
una contraddizione. Le due formule sono non confrontabili: nella (2.10) α e`
da pensarsi come una variabile libera (nella formula a destra di `) e quindi
puo` anche assumere valori non standard6; nella (2.11) α e` necessariamente
6Osserviamo che, nell’argomento precedentemente sviluppato per dimostrare la (2.10),
e` essenziale che α sia una variabile libera e possa dunque anche assumere valori non
standard. Provando infatti a ripetere la dimostrazione solo per gli α standard, e quindi
procedendo per <O-induzione a livello metateoretico invece che nella teoria, ci si blocca
ai passi limite, poiche´, vista la definizione di piCon della prop. 2.8, si ha che ZFClim(e)
e` l’unione delle teorie ZFC{e}(n) dove n ∈ ω puo` anche essere non standard, e dunque
l’ipotesi induttiva a livello metateoretico non e` sufficiente a concludere.
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standard (e` da pensarsi come una costante, un parametro nella formula), ma
non e` detto che ZFC+ I sia in grado di dimostrare che α ∈ O.
Se ci limitiamo agli elementi standard, ponendo per ogni teoria T
OT = {α ∈ O : T ` α ∈ O},
dalla (2.10) possiamo soltanto dedurre
α ∈ OZFC+I ⇒ ZFC+ I ` ConZFCα (2.12)
che e` piu` debole della (2.11). Dato che, come abbiamo visto nella dimostra-
zione del teorema di Turing 2.10, la costruzione della notazione associata ad
un enunciato Π01 e` fatta in modo che essa risulti effettivamente un elemen-
to di O solo nell’ipotesi che l’enunciato sia vero, l’apparente contraddizione
svanisce: per ogni Π01 -enunciato ϕ vero, la notazione associata e` dimostra-
bilmente in O in ZFC+ I solo se ZFC+ I gia` dimostra ϕ; pertanto otteniamo
unicamente una tautologia (se ZFC+ I dimostra ϕ, allora dimostra ϕ).
Puo` essere dunque interessante cercare di caratterizzare OZFC+I. Osser-
viamo innanzitutto che, se T ⊇ ZFC, allora OT e` un <O-segmento iniziale di
O chiuso per +O e contenente tutte le notazioni finite nO per n ∈ N (grazie al
fatto che ZFC dimostra i Σ01 -enunciati veri e che i risultati su O ottenuti nel
capitolo 1 sono formalizzabili (per non dire formalizzati) in ZFC). Dunque
in particolare, se α ∈ OZFC+I, per ogni β <O α si ha β ∈ OZFC+I e quindi
dalla (2.12) segue ZFC+ I ` ConZFCβ , ma d’altra parte
ZFCα = ZFC+ {ConZFCβ}β<Oα,
pertanto ZFC+ I ` ZFCα, ma allora OZFCα ⊆ OZFC+I.
In definitiva, OZFC+I e` un sottoinsieme X di O che gode delle seguenti
proprieta`:
• 0O ∈ X;
• α ∈ X ⇒ OZFCα ⊆ X.
Detto OautZFC il piu` piccolo X ⊆ O che soddisfa tali proprieta`, si ha allora che
OautZFC ⊆ OZFC+I.
Dell’insieme OautZFC e` possibile dare la seguente interpretazione. Se con-
sideriamo la restrizione della progressione di teorie ZFCα agli α ∈ OautZFC, si
ha che questa contiene la teoria iniziale ZFC, quindi contiene le teorie ZFCα
con α ∈ OZFC, quindi le ZFCα′ con α′ ∈ OZFCα per qualche α ∈ OZFC, e cos`ı
via... In qualche modo, dunque, la presenza di ciascuna delle teorie ZFCα
considerate e` “giustificata” dalla presenza delle teorie ottenute precedente-
mente nel processo appena descritto. Questo e` il motivo per cui la restrizione
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(ZFCα)α∈OautZFC e` detta parte autonoma della progressione e, analogamente, le
notazioni in OautZFC sono dette autonome rispetto alla progressione.
Possiamo dunque concludere dicendo che ZFC + I verifica la parte au-
tonoma della progressione di teorie basata sulla consistenza a partire da
ZFC.
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Capitolo 3
Predicativita`
Nell’introduzione abbiamo brevemente illustrato come, dopo la scoperta dei
paradossi della teoria degli insiemi, diversi matematici, fra cui Poincare´ e
Weyl, abbiano sostenuto l’importanza di escludere dalla matematica le defi-
nizioni impredicative, e come anche Russell abbia dato peso alla questione,
ramificando la propria teoria dei tipi appunto per evitare l’impredicativita`
(sebbene l’assioma di riducibilita` annulli poi l’effetto della ramificazione).
Da allora sono stati numerosi i tentativi di precisare il concetto di predi-
cativita` e di strutturare programmi fondazionali su di esso basati. Un’ampia
rassegna delle varie proposte e dei risultati ottenuti si puo` trovare in Fe-
ferman [10]; da essa si evince che in effetti nella storia si sono presentate
diverse idee di predicativita`, ciascuna delle quali ha conseguenze diverse a
livello fondazionale.
Cio` di cui ci occuperemo in questo capitolo e` relativo alle idee originarie,
legate all’aritmetizzazione dell’analisi. L’identificazione (mediante tagli di
Dedekind, successioni di Cauchy o quant’altro) dei numeri reali con (parti-
colari) sottoinsiemi di N aveva portato di fatto l’analisi ad identificarsi con
l’aritmetica del secondo ordine (in cui e` possibile cioe` quantificare anche su
sottoinsiemi di N e quindi sui numeri reali). Tuttavia, sebbene la totalita` dei
numeri naturali fosse un concetto ritenuto chiaro, intuitivo, comunque dato
per buono, lo stesso non poteva dirsi, secondo Weyl ed altri, della totalita` dei
sottoinsiemi dei numeri naturali.
Questo non significa che non si possano considerare singoli insiemi di
numeri naturali, definiti mediante proprieta` dei loro elementi. Il problema
e` dare un significato alla quantificazione su (tutti) i sottoinsiemi di N, in
particolar modo all’interno delle definizioni di altri sottoinsiemi. Se infatti
l’esistenza di un dato sottoinsieme dipende (e` giustificata) dalla sua defini-
bilita` (cioe` la definizione “crea” l’oggetto, invece di distinguerlo all’interno
di una totalita` gia` presente), l’utilizzo, all’interno di una definizione di un
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sottoinsieme, di una quantificazione su tutti i sottoinsiemi comporta una cir-
colarita` (si sta definendo un sottoinsieme in termini di tutti i sottoinsiemi e
quindi anche di se stesso) difficilmente accettabile, visti i paradossi.
Per capire come questi problemi tocchino da vicino la pratica matematica,
facciamo un esempio. Il concetto diminimo e`, alla lettera, impredicativo: per
definire il minimo oggetto che gode di una certa proprieta`, abbiamo bisogno
di quantificare su tutti gli oggetti. Tuttavia, nell’impostazione di Weyl, se il
minimo si considera nel contesto dei numeri naturali, allora e` ben definito,
in quanto nella definizione si quantifica all’interno di una totalita` ben chiara,
quella dei numeri naturali; il discorso cambia se si passa ai sottoinsiemi di na-
turali: allora non sono accettati in generale concetti quali l’intersezione (“mi-
nimo” rispetto all’inclusione) e soprattutto l’estremo superiore per i numeri
reali (minimo dei maggioranti).
Si vede dunque come un’impostazione predicativa possa limitare forte-
mente lo sviluppo dell’analisi tramite aritmetizzazione. Nel suo Das Konti-
nuum [31], Weyl si limita a considerare i numeri reali definibili con formule
aritmetiche, ovverosia formule che non contengono quantificatori del secondo
ordine. Questo pertanto non gli consente di definire l’estremo superiore di
una generica famiglia di numeri reali; tuttavia, per mezzo di uno strumento
piu` debole, riesce ugualmente a sviluppare una teoria che include i principali
risultati dell’analisi classica sulle funzioni continue da reali a reali.
Lo stesso Weyl concepisce la possibilita` di considerare un sistema rami-
ficato di numeri reali, suddivisi in livelli: a livello zero stanno i reali da lui
stesso utilizzati, quelli definibili con formule senza quantificatori del secondo
ordine; a livello uno i reali definiti mediante formule in cui i quantificatori
del secondo ordine variano sui reali di livello zero; e cos`ı via... Le totalita` di
numeri reali associate ai vari livelli risultano a questo punto piu` chiare, in
quanto ciascuna di esse giustifica le definizioni che costituiscono la successiva.
Il fatto pero` di suddividere i reali in livelli diversi (per cui l’estremo superiore
di una famiglia di reali di un certo livello sta al livello successivo) complica
notevolmente (e toglie eleganza a) la formulazione e la dimostrazione dei vari
risultati dell’analisi; questo e` il motivo per cui Weyl si limita a lavorare con
i reali del livello base.
Lo studio dei vari livelli di numeri reali, ovvero di sottoinsiemi di N, viene
ripreso fra gli altri da Kleene (vedi [18] e [20]), che sviluppa nel transfinito
il sistema di ramificazione per mezzo di ordinali. Basandosi sui risultati di
Kleene e su quelli di Spector [29] sugli ordinali ricorsivi, Kreisel [21] propone
di identificare gli insiemi di numeri naturali predicativamente definibili con
gli insiemi iperaritmetici. Tale proposta e` legata a una condizione di auto-
nomia: i livelli del sistema ramificato che si possono considerare sono quelli
associati ad ordinali a loro volta predicativamente definibili, cioe` tipi d’ordine
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di relazioni di buon ordine gia` definite ai livelli precedenti. Cio` comporta,
grazie ai risultati di Spector (vedi teor. 1.44 in questa tesi), che i buoni ordi-
ni predicativamente definibili coincidano con quelli ricorsivi e che quindi di
fatto siano gia` tutti definiti al livello zero della gerarchia.
Proprio quest’ultma osservazione in qualche modo banalizza la suddetta
condizione di autonomia, mettendo in luce un altro problema. Tutti gli ordi-
nali ricorsivi sono tipi d’ordine di relazioni Σ01 , tuttavia non vale il viceversa,
cioe` non tutte le relazioni Σ01 sono buoni ordini. Il concetto di ordinale ricor-
sivo non dipende dunque solo dalla definibilita` all’interno di una certa classe
di formule, ma anche dalla dimostrabilita` che la formula scelta rappresenti
in effetti un buon ordine. Appare pertanto ragionevole che la condizione di
autonomia vada resa maggiormente restrittiva, richiedendo che i livelli am-
missibili siano associati a buoni ordini che siano dimostrabilimente tali in
maniera accettabile da un punto di vista predicativo.
Per dare un senso a questo discorso, e` necessario allora chiarire il concetto
di dimostrabilita` predicativa. Questo problema viene estensivamente affronta-
to da Feferman, che in [9] formula diverse proposte di sistemi dimostrativi per
caratterizzare l’analisi (nel senso di aritmetica del secondo ordine) predicati-
va. Tali proposte fanno uso dello strumento delle progressioni transfinite di
teorie, e in particolare della loro parte autonoma. In questo modo Feferman e`
in grado di definire il concetto di buon ordine predicativamente dimostrabile,
ottenendone una caratterizzazione in termini dell’ordinale Γ0.
Questo capitolo comprende una rassegna di alcune delle idee di Kreisel e di
Feferman per caratterizzare rispettivamente la definibilita` e la dimostrabilita`
predicativa nell’ambito dell’analisi.
Vengono innanzitutto esposti, seguendo principalmente Rogers [27], i
risultati di Kleene e Spector su ordinali ricorsivi e insiemi iperaritmetici,
essenziali per la comprensione delle idee sopra citate.
Quindi vengono definiti i livelli del sistema ramificato per gli insiemi di nu-
meri naturali, dimostrandone le proprieta` che stanno alla base della proposta
di Kreisel di identificare i predicativamente definibili con gli iperaritmetici.
Un esempio classico di insieme iperaritmetico ma non aritmetico e` la
verita` aritmetica, ovverosia l’insieme V delle formule aritmetiche vere (in N).
Nel seguito viene determinato a quale livello del sistema ramificato si trova
V e viene analogamente risolto il problema generalizzato di determinare il
livello dell’insieme delle formule vere che corrispondono ad un dato livello del
sistema ramificato. Questo risultato fornisce un ulteriore spunto di riflessione
relativamente ai teoremi di completezza di Turing e Feferman presentati nel
capitolo precedente e in particolar modo sulle stime ordinali ad essi associate.
Infine viene presentata una delle definizioni proposte da Feferman della
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dimostrabilita` predicativa e si accenna alla conseguente caratterizzazione di
Γ0 come minimo ordinale non predicativo.
3.1 La gerarchia iperaritmetica
In questa sezione presenteremo una caratterizzazione degli insiemi ∆11, o ipe-
raritmetici, ottenuta da Spector e Kleene, in termini di una gerarchia di gradi
di Turing indicizzati sugli ordinali ricorsivi, in cui il passaggio al successore
e` effettuato tramite il salto di Turing : ad ogni insieme A ⊆ N si associa il
salto di Turing di A, cioe` l’insieme
A′ = {z : ϕAz (z)↓}
degli A-algoritmi che terminano quando prendono come input se stessi. Que-
sta caratterizzazione degli insiemi iperaritmetici “dal basso” (cioe` partendo
da oggetti semplici e combinandoli fra di loro per ottenerne di piu` comples-
si) invece che “dall’alto” (come la proprieta` di essere esprimibili sia da una
formula Σ11 che da una Π
1
1 ) permette di meglio comprendere la natura de-
gli iperaritmetici come “estensione” (iterata) degli aritmetici e inoltre mette
maggiormente in luce la relazione fra iperaritmetici e ordinali ricorsivi di cui
un altro aspetto e` il teorema di Spector 1.44 gia` presentato.
Osserviamo che un primo risultato di classificazione degli insiemi ∆11 e`
stato gia` ottenuto nel teorema 1.41: A ⊆ N e` iperaritmetico se e solo se
esiste x ∈ T tale che A ≤1 Tx. La classificazione che intendiamo presentare
si ottiene invece mediante la gerarchia degli insiemi H(x), definiti per <O-
induzione su x ∈ O:
H(0O) = ∅
H(suc(x)) = H(x)′
H(lim(e)) = {〈u, v〉 : u <O lim(e), v ∈ H(u)}
Variando lievemente la costruzione si ottiene anche la gerarchia degli Hx:
H0O = N
Hsuc(x) = H
′
x
Hlim(e) = {〈u, v〉 : u ∈ N, v ∈ Hϕe(u)}
Il motivo per cui presentiamo entrambe le definizioni e` tecnico: in alcuni casi
risultera` piu` comodo usare la prima, in altri la seconda.
L’uso del termine gerarchia per parlare degliH(x) e degliHx e` giustificato
dalla seguente
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Proposizione 3.1. Per x, y ∈ O, se x ≤O y allora
H(x) ≤1 H(y) e Hx ≤1 Hy
uniformemente in x, y. In particolare esistono funzioni elementari iniettive
ρ1, ρ2 : N3 → N tali che, per x ≤O y ∈ O, e ∈ N,
ϕH(x)e = ϕ
H(y)
ρ1(x,y,e)
, ϕHxe = ϕ
Hy
ρ2(x,y,e)
.
dimostrazione. Sia s : N2 → N la funzione elementare iniettiva definita
nella dimostrazione del teor. 1.41, cioe` tale che, per ogni A ⊆ N, z ∈ N,
domϕAz ≤1 A′ tramite s(z, ·)
e sia c ∈ N tale che domϕAc = A (c e` l’algoritmo che interroga l’oracolo e
quindi termina solo in caso di risposta affermativa). Detta t(n, ·) la n-sima
iterata di s(c, ·), si ha che t : N2 → N e` elementare1 e, per ogni A ⊆ N,
n ∈ N,
A ≤1 A(n) tramite t(n, ·).
Costruiamo ora le funzioni di riduzione. Osserviamo che, se x ≤O y ∈
O, allora plim(x) ≤O plim(y). Se plim(x) = plim(y), e dunque pfin(x) ≤
pfin(y), si ha H(y) = H(x)(pfin(y)−pfin(x)); in caso contrario si ha invece x <O
plim(y) e H(y) = H(plim(y))(pfin(y)). Da queste considerazioni segue subito
che la funzione
f1(x, y, w) =
{
t(pfin(y)− pfin(x), w) se plim(x) = plim(y)
t(pfin(y), 〈x,w〉) altrimenti
e` elementare e, se x ≤O y ∈ O,
H(x) ≤1 H(y) tramite f1(x, y, ·).
Per l’altra riduzione, osserviamo che, se x <O plim(y), grazie al fatto
che <O e` ricorsivamente enumerabile possiamo trovare in maniera effettiva,
partendo da x, y, un indice n = u(x, y) tale che x <O ϕe(n), dove lim(e) =
plim(y). Dal teorema di ricorsione si ricava dunque f2 : N3 99K N calcolabile
tale che
f2(x, y, w) =

t(pfin(y)− pfin(x), w) se plim(x) = plim(y)
t(pfin(y), 〈u(x, y), f2(x, ϕe(u(x, y)), w)〉) altrimenti,
con e = qO(plim(y))
1In un’opportuna codifica degli algoritmi, la funzione s, ottenuta dal teorema s-m-n,
ha crescita al piu` polinomiale e dunque la sua generica iterata t e` elementare.
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e si dimostra facilmente per <O-induzione su y ∈ O che, se x ≤O y,
Hx ≤1 Hy tramite f2(x, y, ·).
Dal teorema s-m-n si ricavano dunque, a partire da f1 e f2, algoritmi
per le riduzioni H(x) ≤1 H(y), Hx ≤1 Hy come funzioni elementari iniettive
σ1, σ2 di x, y. In particolare, detta h : N→ N elementare iniettiva tale che
ϕBh(e) = χB ◦ ϕe,
si ha allora che, per x ≤O y ∈ O,
χH(x) = ϕ
H(y)
h(σ1(x,y))
, χHx = ϕ
Hy
h(σ2(x,y))
.
D’altra parte, e` noto che, se A ≤T B, allora ogni funzione A-calcolabile
e` anche B-calcolabile e che in effetti esiste una funzione elementare iniettiva
r : N2 → N tale che, per ogni A,B, se χA = ϕBd , allora
ϕAe = ϕ
B
r(d,e)
per ogni algoritmo e ∈ N. Le funzioni ρ1, ρ2 cercate sono allora date da
ρi(x, y, e) = r(h(σi(x, y)), e).
Corollario 3.2. Se y <O x ∈ O, allora H(x) 6≤T H(y), Hx 6≤T Hy.
dimostrazione. Se y <O x ∈ O, allora suc(y) ≤O x e quindi, per la
proposizione precedente, H(y)′ = H(suc(y)) ≤1 H(x). Se dunque fos-
se H(x) ≤T H(y), si avrebbe anche H(y)′ ≤T H(y), assurdo. Lo stesso
ragionamento mostra che Hx 6≤T Hy.
La proposizione e il corollario precedenti mostrano come sia gli H(x) che
gli Hx determinino gerarchie di gradi di Turing strettamente crescenti in
x ∈ O. D’altra parte, l’intercambiabilita` fra H(x) e Hx, almeno per quanto
riguarda i gradi di Turing, e` garantita dalla seguente
Proposizione 3.3. Per x ∈ O, H(x) ≡T Hx uniformemente in x.
dimostrazione. Siano r, s : N2 → N come nella dimostrazione della pro-
posizione 3.1 e poniamo r′(e, x) = s(r(e, x), x). Nell’ipotesi χA = ϕBd risulta
allora
ϕAx (x) = ϕ
B
r(d,x) = ϕ
B
r′(d,x)(r
′(d, x))
pertanto
A′ ≤1 B′ tramite r′(d, ·),
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cioe`
χA′ = χB′(r
′(d, ·)) = ϕB′t(d)
per qualche t : N→ N elementare iniettiva.
Siano anche ρ1, ρ2 : N3 → N date dalla proposizione 3.1. Preso c ∈ N tale
che
ϕBc = 1− χB = χN\B,
detta k1 : N2 → N elementare iniettiva tale che
ϕBk1(z,e)(〈u, v〉) = ϕBρ1(ϕe(u),lim(e),ϕz(ϕe(u)))(v)
e posto
f1(z, x) =

c se x = 0O
t(ϕz(x
′)) se x = suc(x′)
k1(z, e) se x = lim(e)
0 altrimenti
(si puo` verificare che f1 e` primitiva ricorsiva ed anzi elementare) il teorema
di ricorsione ci da` z0 ∈ N tale che f1(z0, ·) = ϕz0 e allora si vede facilmente,
per <O-induzione su x ∈ O, che
χHx = ϕ
H(x)
f1(z0,x)
.
La Turing-riduzione nella direzione opposta si ottiene osservando che <O
e` ricorsivamente enumerabile e dunque ricorsiva in H1O = N′, pertanto esiste
p : N→ N elementare iniettiva tale che
ϕ
H1O
p(y) (x) =
{
1 se x <O y
0 altrimenti
e quindi costruendo analogamente f2 a partire da k2 data da
ϕBk2(z,e)(〈u, v〉) = min{ϕBρ2(1O,lim(e),p(lim(e)))(u), ϕBρ2(u,lim(e),ϕz(u))(v)}.
Vediamo ora come, in termini della gerarchia degli H(y), si possa stimare
la difficolta` computazionale di alcuni problemi relativi ad O e a | · |O.
Proposizione 3.4. Per y ∈ O,
{x ∈ O : |x|O < |y|O} ≤T H(suc(y))
uniformemente in y.
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dimostrazione. Sia O(y) = {x ∈ O : |x|O < |y|O}. Vogliamo applicare il
lemma di ricorsione con S = O, ≺ = <O,
R = {(y, w) : y ∈ O, χO(y) = ϕH(suc(y))w }.
Per costruire la funzione η del lemma, dobbiamo dunque, a partire da z ∈ N
e y ∈ O tali che, per ogni x <O y, ϕz(x) e` H(suc(x))-algoritmo per O(x),
trovare in maniera effettiva un H(suc(y))-algoritmo per O(y). Distinguiamo
allora i casi y zero, successore o limite.
Se y = 0O, si prende un qualunque fissato ∅′-algoritmo per ∅.
Se y = suc(y′), allora la condizione “x ∈ O(y)” equivale alla disgiunzione
delle seguenti:
1. x = 0O;
2. x = suc(x′) e x′ ∈ O(y′);
3. x = lim(e) e ϕe e` una funzione totale, <O-strettamente crescente a
valori in O(y′).
La prima condizione e` calcolabile; la seconda calcolabile in O(y′); la terza
invece, che e` significativa solo per |y′|O infinito, e` la congiunzione di una
condizione Π02 (“ϕe e` totale e <O-strettamente crescente”) e di una Π
0,O(y′)
1
(“ϕe e` a valori in O(y
′)”). Dato che O(y′) e` H(y)-calcolabile, la condizione
“x ∈ O(y)” risulta H(suc(y))-calcolabile e, grazie alla prop. 3.1, un algoritmo
si puo` trovare uniformemente nello H(y)-algoritmo ϕz(y
′) per O(y′).
Se y = lim(e), allora
x ∈ O(y) ⇐⇒ (∃n)(x ∈ O(ϕe(n))) ⇐⇒ (∃n)(ϕH(suc(ϕe(n)))ϕz(ϕe(n)) (x) = 1)
e, dato che (vedi prop. 3.1)
ϕ
H(suc(ϕe(n)))
ϕz(ϕe(n))
= ϕ
H(y)
ρ1(suc(ϕe(n)),y,ϕz(ϕe(n)))
,
la condizione “x ∈ O(y)” e` Σ0,H(y)1 e dunque calcolabile in H(suc(y)), con
algoritmo determinabile uniformemente in z, y.
Corollario 3.5. Per y ∈ O,
{x ∈ O : |x|O = |y|O} ≤T H(suc(suc(y)))
uniformemente in y.
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dimostrazione. Con le notazioni della dimostrazione della proposizione
precedente, si ha
{x ∈ O : |x|O = |y|O} = O(suc(y)) \O(y)
da cui, sempre per la proposizione precedente e la prop. 3.1, la tesi.
Da quanto precedentemente dimostrato si ottiene un risultato estrema-
mente interessante, che, andando in direzione opposta rispetto a quanto visto
nel capitolo precedente, limita fortemente il ruolo dell’intensionalita` in questo
contesto.
Teorema 3.6 (Spector, Kleene). Per x, y ∈ O con |x|O = |y|O,
H(x) ≡T H(y)
uniformemente in x, y.
dimostrazione. Basta verificare ≤T (l’opposta si ottiene scambiando x e
y).
Vogliamo applicare il lemma di ricorsione con
S = {〈x, y〉 ∈ O : |x|O = |y|O},
〈x1, y1〉 ≺ 〈x2, y2〉 ⇐⇒ |y1|O < |y2|O,
R = {(〈x, y〉, e) : χH(x) = ϕH(y)e }.
Supponiamo dunque dati z ∈ N, (x, y) ∈ S tali che, per ogni (x′, y′) ≺
(x, y), ϕz(〈x′, y′〉) sia un H(y′)-algoritmo per H(x′).
Distinguiamo i casi y zero, successore, limite.
Se y = 0O, allora H(x) = H(y) = ∅ e l’algoritmo cercato e` c della
dim. della prop. 3.1.
Se y = suc(y′), allora anche x = suc(x′) e quindi l’algoritmo cercato e`
t(ϕz(〈x′, y′〉)) dove t : N→ N e` come nella dim. della prop. 3.3.
Se y e` un limite, allora lo e` anche x. Osserviamo inoltre che, per x′ <O x,
esiste un unico y′ <O y tale che |u′|O = |u|O e che tale y′ puo` essere H(y)-
calcolato a partire da x′ (uniformemente in y) come segue: si enumerano i
w <O y (<O e` ricorsivamente enumerabile) e, per ciascuno di questi w, si
controlla se |w|O = |x′|O (questo si puo` fare con un H(suc(suc(w)))-algoritmo
(per il coroll. 3.5) e quindi anche con un H(y)-algoritmo (per la prop. 3.1)).
Detta dunque s : N→ N elementare iniettiva tale che, per x′ <O x,
ϕ
H(y)
s(y) (x
′) <O y, |ϕH(y)s(y) (x′)|O = |x′|O,
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definita inoltre p : N→ N come nella dim. della prop. 3.3, risulta
χH(x)(〈u, v〉) = min{ϕ1Op(x)(u), ϕ
H(ϕ
H(y)
s(y)
)
ϕz(〈u,ϕH(y)s(y) (u)〉)
(v)}
e, siccome 1O, ϕ
H(y)
s(y) (u) <O y, grazie alla prop. 3.1 possiamo trovare un
algoritmo per H(x) uniformemente in 〈x, y〉, z.
Dal teorema precedente segue che il grado di Turing di H(x) e` in effetti
funzione di |x|O; abbiamo quindi una gerarchia di gradi di Turing hα stret-
tamente crescente indicizzata sugli ordinali ricorsivi α. Notiamo che, per
definire il grado di Turing hα, abbiamo utilizzato una notazione ordinale per
α e quindi il fatto che α sia ricorsivo; tuttavia, a posteriori, il grado di Turing
di α non dipende dalla notazione utilizzata.
Abbiamo finora ottenuto molte proprieta` delle gerarchie H(x) e Hx, tran-
ne cio` che ci proponevamo quando le abbiamo introdotte: non abbiamo dimo-
strato ne´ che gli H(x) sono iperaritmetici, ne´ che ci permettano di classificare
i ∆11.
Vediamo innanzitutto come l’iperaritmeticita` di Hx sia conseguenza della
sua definibilita` implicita tramite una formula aritmetica, cioe` del fatto che
il predicato {Hx} ⊆ P(N) sia esprimibile mediante una formula aritmetica
ϕ(X) (con una variabile libera X del secondo ordine ma con quantificatori
solo del primo ordine). La seguente proposizione mostra anche come una
tale formula ϕ(X) si possa scegliere di complessita` limitata all’interno della
gerarchia aritmetica.
Proposizione 3.7. Per x ∈ O, {Hx} e` Π02 uniformemente in x.
dimostrazione. Sia s : N → N elementare iniettiva tale che, per ogni
A ⊆ N, A ≤1 A′ tramite s (s = t(1, ·) dove t e` come nella dim. della
prop. 3.1).
Osserviamo che
X ∈ {H0O} ⇐⇒ (∀x)(x ∈ X),
X ∈ {Hsuc(y)} ⇐⇒ s−1(X) ∈ {Hy} ∧ (∀x)(x ∈ X ↔ ϕs−1(X)x (x)↓)
X ∈ {Hlim(z)} ⇐⇒ (∀x)(Xx ∈ {Hϕz(x)})
dove Xx = {y : 〈x, y〉 ∈ X}. La tesi segue allora facilmente mediante il
lemma di ricorsione.
Corollario 3.8. Per y ∈ O, Hy e H(y) sono ∆11 uniformemente in y.
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dimostrazione. Grazie alla prop. 3.3, basta dimostrarlo per Hy. D’altra
parte
u ∈ Hx ⇐⇒ (∃X)(X ∈ {Hx} ∧ u ∈ X) ⇐⇒ (∀X)(X ∈ {Hx} → u ∈ X)
e la tesi segue immediatamente dalla proposizione precedente.
Finalmente possiamo dimostrare l’atteso risultato di classificazione dei
∆11 in termini della gerarchia degli H(x).
Teorema 3.9 (Kleene). Per ogni A ⊆ N, A e` ∆11 se e solo se esiste x ∈ O
tale che A ≤1 H(x); inoltre x e l’algoritmo di una funzione di riduzione
elementare si possono scegliere funzioni elementari di un ∆11-indice di A.
dimostrazione. Dal corollario 3.8 si ha subito che, se A ≤1 H(x) per
qualche x ∈ O allora A e` ∆11.
Per mostrare il viceversa, insieme all’uniformita` della riduzione, osservia-
mo che dalla dim. del teor. 1.41 si ha che, dato A iperaritmetico, si possono
trovare un algoritmo per una funzione di riduzione elementare A ≤1 T e
un x ∈ T tale che la funzione di riduzione ha immagine contenuta in Tx
(e dunque e` anche una riduzione A ≤1 Tx) come funzioni elementari di un
∆11-indice di A. Inoltre la funzione elementare di riduzione T ≤1 W costruita
nella dim. del teor. 1.32 associa ad ogni algoritmo per albero un algoritmo
per l’ordine di Kleene-Brouwer ≤t ristretto all’albero stesso, che (per il lem-
ma 1.36) ha tipo d’ordine maggiore o uguale all’altezza dell’albero. Infine,
tramite la funzione elementare di riduzione W ≤1 O del teor. 1.19, ad ogni
algoritmo per buon ordine si associa una notazione per un ordinale maggiore
o uguale al tipo d’ordine del buon ordine. Si puo` dunque ottenere, tramite le
due riduzioni T ≤1 W , W ≤1 O, una notazione y ∈ O funzione elementare
di x (e quindi del ∆11-indice di A) con |y|O ≥ ‖x‖. Posto, per z ∈ O,
T (z) = {u ∈ T : ‖u‖ < |z|O},
risulta allora
Tx ⊆ T (y) ⊆ T
e quindi, con la stessa funzione di riduzione A ≤1 Tx (che per costruzione e`
anche una riduzione A ≤1 T ), si ottiene pure A ≤1 T (y).
Per concludere e` dunque sufficiente mostrare che T (y) ≤1 H(suc(suc(y))
tramite una funzione elementare il cui algoritmo sia funzione elementare di
y.
D’altra parte
u ∈ T (0O) ⇐⇒ u 6= u,
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u ∈ T (suc(y)) ⇐⇒ u ∈ T˜ ∧ (∀n)(ϕu(〈n〉) = 1→ b(u, n) ∈ T (y)),
u ∈ T (lim(e)) ⇐⇒ (∃n)(u ∈ T (ϕe(n)))
e quindi la tesi segue facilmente dalla prop. 3.1 e dal lemma di ricorsione.
Il teorema precedente ci dice che la gerarchia degli hα e` “cofinale” in ∆
1
1
e quindi permette di classificare e caratterizzare “dal basso” la classe degli
insiemi iperaritmetici. In altre parole, se poniamo
h∗α = {A : T-deg(A) ≤ hα}
allora risulta
∆11 =
⋃
α<ωCK1
h∗α.
Osservazione 3.10. Grazie al teor. 3.9, per ogni A iperaritmetico esistono
x ∈ N e f : N→ N calcolabile tali che A ≤1 Hx tramite f , dunque
u ∈ A ⇐⇒ (∃X)(X ∈ {Hx} ∧ f(u) ∈ X) ⇐⇒
⇐⇒ (∀X)(X ∈ {Hx} → f(u) ∈ X).
Per la prop. 3.7 possiamo allora concludere che ogni insieme iperitmetico si
puo` definire mediante formule Σ11 eΠ
1
1 con un unico quantificatore su insiemi,
formule il cui significato rimane invariato se la variabilita` del quantificato-
re e` ristretta a una qualunque famiglia di sottoinsiemi di N che contenga
l’opportuno Hx (in particolare la famiglia degli insiemi iperaritmetici).
3.2 Definibilita` predicativa
Esaminiamo ora la proposta di Kreisel di identificare i sottoinsiemi predica-
tivamente definibili di N con gli iperaritmetici. Nello specifico, costruiremo,
seguendo Feferman [9], una gerarchia alla Weyl di livelli di sottoinsiemi di N,
estesa al transfinito grazie all’uso degli ordinali. Vedremo quindi, riprenden-
do i risultati di Kleene [20], come limitando i livelli considerati agli ordinali
ricorsivi si ottengano esattamente gli iperaritmetici e come tale limitazione,
grazie ai risultati di Spector [29], si possa interpretare nel senso di una “con-
dizione di autonomia” della gerarchia stessa. Presenteremo infine, sempre
seguendo Kleene [20], una definizione equivalente dei livelli della gerarchia
mediante un sistema di formule ramificato, che fa uso delle notazioni ordinali
in O per etichettare (cioe` assegnare il livello a) le variabili del secondo ordine.
Fissiamo innanzitutto alcune notazioni. Sia L = {0, s,+, ·,≤} il lin-
guaggio dell’aritmetica. Diciamo L2-formule le formule nel linguaggio L del
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secondo ordine, cioe` contenenti variabili e quantificatori sia del primo ordine
(che variano su elementi) che del secondo ordine (che variano su insiemi) e
in cui fra i simboli logici e` presente anche la relazione di appartenenza ∈ fra
elementi e insiemi. Tra di esse distinguiamo le formule del primo ordine, o
L1-formule, cioe` quelle che contengono solo variabili e quantificatori del pri-
mo ordine. Ricordiamo poi che per enunciato si intende una formula senza
variabili libere.
Per ogni M⊆ P(N) e per ogni L2-enunciato ϕ, scriviamo
M |= ϕ
se ϕ e` vera in N qualora i quantificatori su variabili del second’ordine in ϕ
vengano pensati ristretti a M.
Dalle idee sulla predicativita` esposte nell’introduzione a questo capitolo, si
evince che, se una totalita` si considera ammissibile, allora e` lecito quantificare
su di essa. Nel nostro contesto le totalita` a cui ci riferiamo sono rappresentate
dagli M⊆ P(N), in quanto la totalita` N dei numeri naturali e` gia` data per
buona. Il passo fondamentale per la costruzione della nostra gerarchia sara`
allora il seguente: se si ammette la totalita` M ⊆ P(N), allora si ammette
anche
M∗ = {A ⊆ N : A = {n :M |= ϕ(n¯)} per qualche L2-formula ϕ(x)},
cioe` M∗ e` la totalita` dei sottoinsiemi di N definibili mediante formule in cui
i quantificatori del secondo ordine variano in M.
Partendo dal livello base, cioe` la totalita` degli aritmetici, che sono definiti
da L1-formule e quindi (non essendoci quantificatori del secondo ordine) non
richiedono alcuna giustificazione, possiamo allora costruire induttivamente la
gerarchia Mα ⊆ P(N) indicizzata sugli ordinali α:
M0 = {aritmetici}, Mα+1 =M∗α, Mλ =
⋃
α<λ
Mα (λ limite).
Notiamo che l’indicizzazione e` effettuata tramite ordinali e non tramite
notazioni e che in effetti, volendo, la gerarchia si estende a tutti gli ordinali.
Tuttavia, se il livello di base e il passaggio al successore si possono ritenere
predicativamente giustificati, si puo` maggiormente dubitare del passaggio al
limite. Per tale motivo, cioe` per giustificare da un punto di vista predicativo
il passaggio al limite, si introduce la seguente condizione di autonomia:
e` lecito considerare il passaggio al limite relativamente a un or-
dinale λ solo se e` gia` stata definita, in un livello α < λ, una
relazione2 di buon ordine sui numeri naturali di tipo d’ordine λ.
2Una relazione si intende identificata con il suo grafico, quindi con un sottoinsieme di
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La proposta di Kreisel si puo` allora cos`ı formulare:
i sottoinsiemi di N predicativamente definibili sono quelli ottenibi-
li in un qualche livello “predicativamente lecito” della gerarchia.
In particolare, i livelli predicativamente leciti della gerarchia corrispondono
esattamente agli ordinali predicativamente definibili, cioe` ai tipi d’ordine di
relazioni di buon ordine sui numeri naturali definite in qualche livello del-
la gerarchia e dunque in particolare ci si sta limitando esclusivamente agli
ordinali numerabili.
Della gerarchia di insiemi cos`ı costruita, e limitata dalla condizione di au-
tonomia, abbiamo dato un’interpretazione da un punto di vista predicativo.
Siamo tuttavia interessati a capire che cosa effettivamente abbiamo ottenuto,
cioe` se e` possibile caratterizzare in altro modo i sottoinsiemi di N ottenibili
a qualche livello della gerarchia e, soprattutto, quali siano, fra gli ordinali
numerabili, quelli predicativamente definibili.
Una prima semplice osservazione sui livelli della gerarchia, che segue im-
mediatamente dalle definizioni date, e` il fatto che essi sono aritmeticamente
chiusi : se A ∈Mα e B e` aritmetico in A, allora B ∈Mα.
Vediamo ora che, se ci limitiamo agli ordinali α ricorsivi, e` possibi-
le ottenere una caratterizzazione dei livelli Mα in termini della gerarchia
iperaritmetica definita nella sezione 3.1.
Proposizione 3.11 (Kleene). Per ogni α ricorsivo,
Mα =
⋃
β<ω·(1+α)
h∗β.
dimostrazione. Per induzione su α.
Per α = 0 la tesi e` ovvia (gli aritmetici sono esattamente i ricorsivi in
HnO per qualche n ∈ N).
Supponiamo α = α′+1 e sia A ∈Mα. Allora esiste ϕ(x) L2-formula tale
che
A = {n :Mα′ |= ϕ(n¯)}.
Sia lim(e) ∈ O tale che | lim(e)|O = ω · (1+α′). Allora, per ipotesi induttiva,
gli elementi di Mα′ sono tutti e soli i sottoinsiemi di N ricorsivi in Hϕe(n)
per qualche n ∈ N. Grazie alla prop. 3.1, esiste una funzione g : N2 → N
elementare iniettiva tale che
ϕ
Hϕe(n)
z = ϕ
Hlim(e)
g(n,z) .
N2, che a sua volta si identifica con un sottoinsieme di N tramite una codifica standard
delle coppie.
100
3.2. Definibilita` predicativa
Costruiamo ora, a partire da ϕ(x), un predicato Pϕ(x) nel seguente modo.
Innanzitutto scegliamo, per ogni variabile del secondo ordine X presente in
ϕ(x), una distinta variabile del primo ordine wX che non compaia in ϕ(x). A
questo punto, effettuiamo in ϕ(x) le seguenti sostituzioni per ogni variabile
X del second’ordine ivi presente:
• ad ogni quantificatore (∀X) sostituiamo (∀wX);
• ad ogni quantificatore (∃X) sostituiamo (∃wX);
• ad ogni formula atomica della forma t ∈ X, per qualche L-termine t,
sostituiamo (∃l)THlim(e)(g(pi1(wX), pi2(wX)), t, l).
L’espressione cos`ı ottenuta rappresenta un predicato Pϕ(x), evidentemente
aritmetico in Hlim(e), e inoltre risulta, per ogni n ∈ N,
Pϕ(n) ⇐⇒ Mα′ |= ϕ(n¯);
questo risulta chiaro dal fatto che il predicato in x
(∃l)THlim(e)(g(pi1(wX), pi2(wX)), t, l)
rappresenta il dominio di ϕ
Hϕe(pi1(wX ))
pi2(wX)
, che e` un generico insieme ricorsivamen-
te enumerabile in Hϕe(pi1(wX)), dunque, al variare di wX in N, tale predicato
rappresenta un generico elemento di Mα′ . Ma allora il predicato Pϕ rappre-
senta l’insieme A e quindi A e` aritmetico in Hlim(e), cioe` A ∈ h∗ω·(1+α′)+n per
qualche n ∈ N ed in effetti ω · (1 + α′) + n < ω · (1 + α′ + 1) = ω · (1 + α).
Viceversa, sia
A ∈
⋃
β<ω·(1+α)
h∗β;
allora esiste n ∈ N tale che A ∈ h∗ω·(1+α′)+n. Detto lim(e) ∈ O tale che
| lim(e)|O = ω · (1 + α′), risulta chiaramente che A e` aritmetico in Hlim(e).
D’altra parte
x ∈ Hlim(e) ⇐⇒ (∃X)(X ∈ {Hϕe(pi1(x))} ∧ pi2(x) ∈ X)
⇐⇒ (∀X)(X ∈ {Hϕe(pi1(x))} → pi2(x) ∈ X)
e, grazie alla prop. 3.7, l’espressione X ∈ {Hϕe(pi1(x))} puo` essere trasformata
in una formula Π02 in X, x, dunque mediante queste trasformazioni otteniamo
due L2-formule ϕ∃(x), ϕ∀(x) che rappresentano Hlim(e). In queste formule,
inoltre, l’unico quantificatore del secondo ordine presente puo` essere ristretto
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a Mα′ senza che le formule cambino di significato, in quanto Hϕe(n) ∈ Mα′
per ogni n (per ipotesi induttiva). Da questo segue che
Hlim(e) = {x :Mα′ |= ϕ∀(x¯)} = {x :Mα′ |= ϕ∃(x¯)}
e quindi in particolare Hlim(e) ∈ Mα; d’altra parte A e` aritmetico in Hlim(e),
pertanto anche A ∈Mα.
Infine, se α e` limite, si ha per ipotesi induttiva
Mα =
⋃
α′<α
Mα′ =
⋃
α′<α
⋃
β<ω·(1+α′)
h∗β =
⋃
β<ω·(1+α)
h∗β
grazie alla normalita` a destra della somma fra ordinali.
Osservazione 3.12. Dalla dimostrazione fatta si puo` desumere un’ulteriore
proprieta`: per ogni α ricorsivo e ogni A ∈Mα+1, esiste una L2-formula ϕ(x)
tale che, per ogni n ∈ N,
n ∈ A ⇐⇒ Mα |= ϕ(n¯) ⇐⇒ P(N) |= ϕ(n¯);
in altre parole, ϕ(x) non cambia significato se i quantificatori del second’or-
dine si considerano o meno ristretti alla famiglia Mα.
Corollario 3.13. Per α ricorsivo, la famiglia Mα e` crescente in α. Inoltre⋃
α<ωCK1
Mα = ∆11.
I risultati che abbiamo ottenuto valgono per i livelli associati ad ordinali
ricorsivi, mentre in effetti lo scopo iniziale era di caratterizzare quelli associati
ad ordinali predicativamente definibili, secondo la suddetta condizione di
autonomia. Vedremo ora, tuttavia, che grazie a questi stessi risultati, insieme
al teorema 1.44 di Spector, in realta` le due nozioni coincidono.
Infatti, fra gli ordinali predicativamente definibili ci sono senz’altro i tipi
d’ordine di relazioni definite al livello 0, cioe` le relazioni aritmetiche, e in par-
ticolare ci sono quelle ricorsive, pertanto gli ordinali ricorsivi sono senz’altro
predicativamente definibili e quindi tutti i livelli Mα con α ricorsivo sono
“predicativamente leciti”. Volendo andare oltre nella gerarchia, per rispetta-
re la condizione di autonomia bisognerebbe che ωCK1 , il minimo ordinale non
ricorsivo, fosse il tipo d’ordine di una relazione definita in un livello Mα con
α ricorsivo. Tuttavia, grazie al coroll. 3.13 appena dimostrato, gli elementi
di un tale Mα sono tutti iperaritmetici e, per il teorema 1.44 di Spector,
una relazione di buon ordine iperarimetica, e dunque ricorsiva in un insieme
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iperarimetico (se stessa), ha tipo d’ordine ricorsivo e quindi senz’altro minore
di ωCK1 .
In conclusione, gli ordinali predicativamente definibili coincidono con gli
ordinali ricorsivi e dunque fra l’altro si trovano (come tipi d’ordine di relazio-
ni) gia` al livello 0 della gerarchia degli Mα. La proposta di Kreisel consiste
dunque nell’affermare che i sottoinsiemi di N predicativamente definibili sono
gli iperaritmetici.
La gerarchia Mα che abbiamo introdotto descrive, per α ricorsivo, gli
insiemi predicativamente definibili secondo Kreisel. Ciascuno di tali insiemi,
trovandosi a uno specifico livello della gerarchia, puo` essere definito da una
formula i cui quantificatori del secondo ordine variano nel livello precedente.
Le formule del secondo ordine utilizzate, tuttavia, possono cambiare si-
gnificato a seconda del livello a cui si riferiscono, cioe` del livello in cui variano
i quantificatori del secondo ordine in esse presenti. Per poter dunque riferirci
a un determinato insieme della gerarchia, dobbiamo specificare sia la formu-
la del secondo ordine che lo definisce, sia il livello entro cui variano i suoi
quantificatori del secondo ordine.
Un modo per fare questo e` “etichettare” ogni variabile X del secondo
ordine con l’indicazione del livello α in cui varia, ottenendo una variabile
etichettata Xα. Utilizzando le variabili etichettate al posto delle semplici va-
riabili del secondo ordine, una formula che definisce un insieme nella gerarchia
gia` contiene l’indicazione del livello, pertanto la formula stessa e` sufficiente
a individuare univocamente l’insieme.
A questo punto, pero`, e` possibile considerare formule in cui ciascuna va-
riabile del secondo ordine ha un’etichetta diversa e dunque si intende variare
in un distinto livello della gerarchia. Questo nuovo sistema di formule con
variabili etichettate e` apparentemente piu` espressivo del precedente sistema
di definizioni per i livelli della gerarchia. D’altra parte, in un certo senso
e` anche piu` naturale del precedente, poiche´, ammettendo da un punto di
vista predicativo di aver ben definito due diverse totalita`, non c’e` alcun mo-
tivo per cui in una definizione si debba limitarsi a quantificare su una delle
due e non su entrambe; le formule con variabili etichettate permettono in
effetti, all’interno di una singola definizione, di riferirsi a livelli diversi della
gerarchia.
Vediamo ora che, anche ammettendo etichette diverse in una singola for-
mula, gli insiemi definibili rimangono sempre all’interno della gerarchia Mα.
Premettiamo alcune definizioni.
Affinche´ le formule rimangano oggetti “effettivamente manipolabili” (cioe`
non perdano la loro natura di stringhe di simboli codificabili come numeri
naturali), e` opportuno etichettare le variabili del secondo ordine, invece che
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con ordinali, con notazioni ordinali, cioe` con elementi di O. Queste formule,
in cui le variabili del secondo ordine sono coppie Xξ dove X e` una variabile
del secondo ordine “classica” e ξ ∈ O, saranno dette formule ramificate e ξ si
dira` livello della variabile etichettata Xξ. L’interpretazione di una formula
ramificata sara` data dunque semplicemente intendendo che una variabile di
livello ξ ∈ O varia in M|ξ|O .
Detto RF l’insieme delle formule ramificate, dalla definizione e` facile veri-
ficare che RF ≡1 O e che quindi RF e` Π11 -completo. Se pero`, per ξ ∈ O, con-
sideriamo solo l’insieme RFξ delle formule ramificate con livelli delle variabili
<O ξ, allora chiaramente RFξ e` ricorsivamente enumerabile uniformemente
in ξ ∈ O (essendo Σ01 la relazione <O).
Proposizione 3.14. Per ogni ξ ∈ O, gli elementi diM|ξ|O sono esattamente
i sottoinsiemi di N definibili mediante una formula ϕ(x) ∈ RFξ.
dimostrazione. Per induzione su |ξ|O.
Per |ξ|O = 0, le formule di RFξ non contengono variabili del secondo
ordine (poiche´ non esistono notazioni <O ξ), dunque RFξ e` costituito esatta-
mente dalle L1-formule e queste definiscono proprio i sottoinsiemi aritmetici
di N.
Se |ξ|O e` successore, cioe` ξ = suc(η) per qualche η ∈ O, per ogni elemento
A ∈M|ξ|O e` possibile trovare una L2-formula ϕ(x) tale che
A = {n :M|η|O |= ϕ(n¯)}.
Se allora si sostituisce in ϕ(x) ogni variabile del secondo ordine X con Xη,
si ottiene una ϕ˜(x) ∈ RFξ che definisce A.
Per provare l’opposta inclusione, procediamo analogamente alla dimostra-
zione della prop. 3.11. Sia lim(e) ∈ N tale che | lim(e)|O = ω · (1 + |η|O).
Dato A ⊆ N definito da una qualche ϕ(x) ∈ RFξ, per ogni variabile Xζ
presente in ϕ(x) risulta ζ ≤O η, dunque esiste lim(eζ) ≤O lim(e) tale che
| lim(eζ)|O = ω · (1 + |ζ|O) e inoltre, per la prop. 3.1, esiste gζ : N2 → N
elementare iniettiva tale che
ϕ
Hϕeζ (n)
z = ϕ
Hlim(e)
gζ(n,z)
.
Effettuando allora in ϕ(x) le sostituzioni
• ad ogni quantificatore (∀Xζ) si sostituisce (∀wXζ)
• ad ogni quantificatore (∃Xζ) si sostituisce (∃wXζ)
• ad ogni formula atomica della forma t ∈ Xζ , per qualche L-termine t,
si sostituisce (∃l)THlim(e)(gζ(pi1(wXζ), pi2(wXζ)), t, l)
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si ottiene un predicato aritmetico in Hlim(e) che definisce A e quindi, per la
prop. 3.11, A ∈M|ξ|O .
Infine, se |ξ|O e` limite, si vede facilmente che
RFξ =
⋃
η<Oξ
RFη,
e inoltre per definizione
M|ξ|O =
⋃
β<|ξ|O
Mβ,
dunque dall’ipotesi induttiva segue subito la tesi.
Da questo risultato segue in particolare che, se avessimo definito la ge-
rarchia Mα direttamente per mezzo delle formule ramificate, utilizzando l’e-
nunciato della prop. 3.14 come definizione induttiva, avremmo ottenuto la
stessa gerarchia di sottoinsiemi.
3.3 Verita` aritmetica e iperaritmetica
Abbiamo visto come la gerarchia (Mα)α<ωCK1 dei sottoinsiemi predicativa-
mente definibili di N sia costituita da tutti e soli gli iperaritmetici.
Un classico esempio di insieme iperaritmetico, ma non aritmetico, e` la ve-
rita` aritmetica, cioe` l’insieme V degli L1-enunciati veri (in N); il fatto che V
sia iperaritmetico segue immediatamente dalla sua definibilita` implicita.(cioe`
dalla definibilita` di {V }) tramite una formula aritmetica, che si ottiene sem-
plicemente esplicitando la semantica di Tarski e osservando che la verita` degli
enunciati atomici e` calcolabile e dunque in particolare aritmetica.
Ci si puo` allora chiedere a quale livello della gerarchia dei predicativamen-
te definibili si trovi V . Abbiamo gia` detto che V non e` aritmetico (poiche´ a
V si Turing-riduce, per ogni n, la “verita` Σ0n”, che e` Σ
0
n-completa) e quindi
V /∈M0.
Proposizione 3.15. V ∈M1.
dimostrazione. Possiamo definire la relazione fra L1-enunciati “essere sot-
toenunciato immediato di” in questo modo:
• le formule atomiche non hanno sottoenunciati immediati;
• ¬ϕ ha ϕ come sottoenunciato immediato;
• ϕ ∧ ψ, ϕ ∨ ψ, ϕ→ ψ hanno ϕ, ψ come sottoenunciati immediati;
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• (∀x)ϕ, (∃x)ϕ hanno tutte le formule della forma ϕ(n¯/x) (al variare di
n ∈ N) come sottoenunciati immediati.
La relazione “essere sottoenunciato di” si definisce allora come la chiusura ri-
flessiva e transitiva della relazione “essere sottoenunciato immediato di” e non
e` difficile verificare che la relazione “essere sottoenunciato di” e` calcolabile.
Per ogni enunciato ϕ, sia Sϕ l’insieme dei sottoenunciati veri di ϕ. Allora
evidentemente ϕ ∈ S sse ϕ ∈ Sϕ. Sia inoltre t : N→ N calcolabile che manda
ogni formula nella propria forma normale prenessa. Detto n ∈ N tale che
t(ϕ) ∈ Σ0n, evidentemente
ψ ∈ Sϕ ⇐⇒ ψ e` sottoenunciato di ϕ e t(ψ) ∈ V Σ0n
dove V Σ0n e` l’insieme delle formule Σ
0
n vere, dunque Sϕ e` calcolabile in V Σ
0
n
(che e` Σ0n) e pertanto e` aritmetico, cioe` Sϕ ∈M0.
D’altra parte, ricalcando la definizione induttiva di V , non e` difficile
costruire una formula aritmetica Ψ(x,X) tale che
X ∈ {V } ⇐⇒ (∀x)(x ∈ X ↔ Ψ(x,X))
e allora, presa Ψ˜(x,X, ϕ) tale che
Ψ˜(x,X, ϕ) ⇐⇒ Ψ(x,X) & x e` sottoenunciato di ϕ
si ha
X ∈ {Sϕ} ⇐⇒ (∀x)(x ∈ X ↔ Ψ˜(x,X, ϕ)).
Posto
θ(X,ϕ) ≡ (∀x)(x ∈ X ↔ Ψ˜(x,X, ϕ)),
risulta allora che
x ∈ Sϕ ⇐⇒ (∃X)(θ(X,ϕ) ∧ x ∈ X) ⇐⇒ (∀X)(θ(X,ϕ)→ x ∈ X)
dunque in particolare
ϕ ∈ V ⇐⇒ (∃X)(θ(X,ϕ) ∧ ϕ ∈ X) ⇐⇒ (∀X)(θ(X,ϕ)→ ϕ ∈ X)
ed entrambe le formule (∃X)(θ(X,ϕ) ∧ ϕ ∈ X), (∀X)(θ(X,ϕ) → ϕ ∈ X)
non cambiano significato se il quantificatore del second’ordine si fa variare
in M0, pertanto ciascuna di esse permette di ottenere V come elemento di
M1.
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Osserviamo cheM0 e` la famiglia degli insiemi aritmetici, cioe` degli insie-
mi definibili mediante una RF0O -formula (con una variabilie libera), mentre
V e` l’insieme delle RF0O -formule chiuse vere. Possiamo allora cercare di ge-
neralizzare il risultato precedente, cioe` di capire, per ogni ξ ∈ O, a che livello
della gerarchia Mα si colloca l’insieme Vξ degli RFξ-enunciati veri.
Per dare una definizione induttiva (tipo semantica di Tarski) della verita`
per un RFξ-enunciato, e` pero` comodo (al fine di trattare i quantificatori del
secondo ordine) introdurre nel linguaggio delle costanti del secondo ordine.
In altre parole, per ogni ϕ(x) ∈ RF introduciamo un simbolo di costante Cϕ,
la cui interpretazione e` il sottoinsieme di N definito da ϕ(x).
Posto, per ogni ξ ∈ O,
cRFξ = {Cϕ : ϕ(x) ∈ RFξ}
(chiaramente cRFξ e` ricorsivamente enumerabile uniformemente in ξ ∈ O),
si ha allora che (. prop. 3.14) le interpretazioni delle costanti in cRFξ costi-
tuiscono tutti e soli gli elementi di M|ξ|O . Definiamo allora, per ogni ξ ∈ O,
l’insieme RF ∗ξ delle formule ramificate con variabili di livello <O ξ e co-
stanti da
⋃
η<Oξ
cRFη; anche RF
∗
ξ risulta essere ricorsivamente enumerabile
uniformemente in ξ ∈ O e inoltre RFξ ⊆ RF ∗ξ .
A questo punto una definizione induttiva della verita` per RF ∗ξ -enunciati
puo` essere cos`ı data:
• un enunciato atomico del primo ordine e` vero se e solo se lo e` secondo
la definizione “classica”;
• t ∈ Cϕ e` vero se e solo se, detta n l’interpretazione di t, ϕ(n¯/x) e` vero;
• ¬ϕ e` vero se e solo se ϕ non lo e`;
• ϕ ∧ ψ e` vero se e solo se lo sono entrambi ϕ e ψ;
• ϕ ∨ ψ e` vero se e solo se lo e` almeno uno dei due fra ϕ e ψ;
• ϕ→ ψ e` vero se e solo se ϕ non e` vero oppure ψ e` vero;
• (∀x)ϕ e` vero se e solo se, per ogni n ∈ N, e` vero ϕ(n¯/x);
• (∃x)ϕ e` vero se e solo se esiste n ∈ N tale che ϕ(n¯/x) e` vero;
• (∀Xη)ϕ e` vero se e solo se, per ogni ψ(x) ∈ RFη, e` vero ϕ(Cψ/Xη);
• (∃Xη)ϕ e` vero se e solo se esiste ψ(x) ∈ RFη tale che ϕ(Cψ/Xη) e` vero.
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Seguendo questa definizione, non e` difficile costruire una formula aritmetica
ΨR(x,X) tale che, per ogni ξ ∈ O, detto V ∗ξ l’insieme degli RF ∗ξ -enunciati
veri, si abbia
X ∈ {V ∗ξ } ⇐⇒ (∀x)(x ∈ X ↔ (x e` un RF ∗ξ -enunciato ∧ ΨR(x,X))).
Proposizione 3.16. Per ogni ξ ∈ O, V ∗ξ ∈M|ξ|O+1.
dimostrazione. Per induzione su |ξ|O.
Per |ξ|O = 0 si ha V ∗ξ = Vξ = V ∈M1 (. prop. 3.15).
Supponiamo |ξ|O > 0. Definiamo la relazione “essere sottoenunciato im-
mediato di” fra RF ∗ξ -enunciati, ricalcando la definzione data nella dimostra-
zione della prop. 3.15 con l’aggiunta di due condizioni:
1. t ∈ Cϕ ha come sottoenunciato immediato ϕ(n¯/x), dove n e` l’interpre-
tazione del termine t;
2. (∀Xζ)ϕ e (∃Xζ)ϕ hanno come sottoenunciati immediati tutte le for-
mule della forma ϕ(Cψ/X
ζ) al variare di ψ(x) ∈ RFζ .
Si vede facilmente che questa relazione, come anche la sua chiusura riflessiva e
transitiva “essere sottoenunciato di”, e` ricorsivamente enumerabile. Diciamo
allora, per ogni RF ∗ξ -enunciato ϕ, Sϕ l’insieme dei suoi sottoenunciati veri.
Modificando la sostituzione di sottoenunciato, sostituendo la condizione
1 con la
1’. t ∈ Cϕ non ha sottoenunciati immediati,
si ottiene la nozione di “sottoimmediato prossimo” e anche questa relazione
fra RF ∗ξ -enunciati e` ricorsivamente enumerabile. Indichiamo con S˜ϕ l’insieme
dei sottoenunciati prossimi veri di un RFξ-enunciato ϕ.
Osserviamo che, detto PRF ∗ξ il sottoinsieme delle formule RF
∗
ξ in forma
normale prenessa e detto PV ∗ξ = V
∗
ξ ∩PRF ∗ξ , V ∗ξ e` ricorsivamente enumerabile
in PV ∗ξ e dunque basta dimostrare che PV
∗
ξ ∈ M|ξ|O+1. Osserviamo inoltre
che i sottoenunciati prossimi di un enunciato in forma normale prenessa sono
a loro volta in forma normale prenessa.
Preso un PRF ∗ξ -enunciato ϕ, mostriamo che Sϕ ∈ M|ξ|O . Innanzitutto
esiste senz’altro suc(η) ≤O ξ tale che ϕ ∈ RF ∗suc(η). Detti poi FRF ∗suc(η)
l’insieme delle RF ∗suc(η)-formule senza quantificatori, FV
∗
suc(η) = FRF
∗
suc(η) ∩
V ∗suc(η), e` facile verificare che FV
∗
suc(η) e` ricorsivamente enumerabile in V
∗
η (in
quanto le costanti-insieme presenti negli FRF ∗suc(η)-enunciati sono elementi
di cRFη) e dunque, per ipotesi induttiva, FV
∗
suc(η) ∈ M| suc(η)|O . A questo
punto, con argomento analogo a quello per dimostrare che V Σ0n e` Σ
0
n, si
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vede facilmente che l’insieme dei PRF ∗suc(η)-enunciati veri la cui sequenza di
quantificatori e` una sottosequenza della sequenza di quantificatori di ϕ e`
aritmetico in FV ∗suc(η) (e il livello nella gerarchia aritmetica sara` determinato
dalla sequenza di quantificatori di ϕ), dunque tale e` anche il suo sottoinsieme
S˜ϕ e quindi S˜ϕ ∈ M| suc(η)|O . Per finire, un sottoenunciato di ϕ e` vero se e
solo se sta in S˜ϕ oppure (non essendo sottoenunciato prossimo) sta in V
∗
η ,
dunque Sϕ e` aritmetico in S˜ϕ, V
∗
η e quindi anche Sϕ ∈M| suc(η)|O ⊆M|ξ|O .
Presa allora Ψ˜R(x,X, ϕ) tale che
Ψ˜R(x,X, ϕ) ⇐⇒ ΨR(x,X) & x e` sottoenunciato di ϕ
e ricalcando la parte finale della dimostrazione della prop. 3.15 (con Ψ˜R al
posto di Ψ˜), si ottiene facilmente che PV ∗ξ ∈M|ξ|O+1.
Corollario 3.17. Per ogni ξ ∈ O, Vξ ∈M|ξ|O+1.
I risultati ottenuti ci permettono di fare alcune considerazioni in merito
ai teoremi di completezza di Turing e Feferman per le progressioni di teorie.
Abbiamo piu` volte evidenziato, nel corso del precedente capitolo, il fatto
che tali teoremi non forniscano una maggiore conoscenza della verita` arit-
metica, in quanto riconducono il problema della verita` di un dato enunciato
ϕ a stabilire se un certo nϕ ∈ N, costruito in maniera effettiva a partire da
ϕ, sia o meno un elemento di O, e questo secondo problema non appare piu`
semplice del precedente.
In effetti, abbiamo visto nel primo capitolo che O e` Π11 -completo, men-
tre la verita` aritmetica V e` ∆11, quindi staremmo riconducendo il problema
iniziale ad uno (computazionalmente) piu` difficile, in quanto si trova ad un
livello piu` elevato della gerarchia analitica. Tuttavia, la stima ordinale pre-
sente nel teorema di Feferman 2.17 ci dice che nϕ, se e` una notazione, allora
sta in
O(ωω
2
) = {x ∈ O : |x|O ≤ ωω2}
e quest’ultimo, grazie alla prop. 3.4, e` ∆11; pertanto in realta` non si esce
dall’ambito dei problemi iperaritmetici.
Dato che, per gli iperaritmetici, abbiamo costruito nella sezione 3.1 una
gerarchia hα di gradi di Turing, considerazioni piu` raffinate delle precedenti si
potrebbero ottenere determinando a quali livelli di tale gerarchia si trovano
V e O(ωω
2
). I risultati precedentemente dimostrati ci forniscono qualche
indicazione in tal senso, in quanto per le proposizioni 3.15 e 3.11
V ∈ h∗β per qualche β < ω · 2
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mentre per la prop. 3.4
O(ωω
2
) ∈ h∗
ωω2+2
e quindi comunque sembra che si stia riconducendo un problema ad un altro
piu` difficile.
Analoghe considerazioni si possono fare per il teorema 2.10 di completezza
Π01 di Turing, in quanto la “verita` Π
0
1” VΠ01 e` Π
0
1 -completa e dunque
VΠ01 ∈ h∗1
mentre la stima sugli ordinali e` ω + 1 e, sempre per la prop. 3.4,
O(ω + 1) ∈ h∗ω+3; (3.1)
per quanto riguarda invece il teorema 2.12 di completezza Π02 di Feferman si
ha
VΠ02 ∈ h∗2, O(ω2 + ω + 1) ∈ h∗ω2+ω+3.
Queste considerazioni in realta` non sono definitive, in quanto la proposi-
zione 3.4 da` solo una stima dall’alto sul livello della gerarchia a cui si trovano
gli insiemi O(α) e questa stima, almeno per α piccoli, puo` essere senz’altro
migliorata. Ad esempio, non e` difficile verificare3 che
O(n) ∈ h∗0 per n < ω, O(ω + 1) ≡T O(ω) ∈ h∗2 (3.2)
e che queste sono le stime ottimali. Per il teorema di completezza di Turing
si ha dunque una situazione migliore rispetto alla (3.1), in quanto ora
VΠ01 ∈ h∗1, O(ω + 1) ∈ h∗2,
tuttavia in ogni caso si sale di livello; d’altra parte, il “salto” fra h∗0 e h
∗
2
visibile nella (3.2) mostra come la stima ordinale nel teorema di Turing non
possa essere ulteriormente migliorata (in quanto il problema di partenza e`
Π01 -completo e quindi il suo minimo livello e` h
∗
1).
3.4 Dimostrabilita` predicativa: l’ordinale Γ0
Una critica che si puo` fare alla precedente identificazione dei sottoinsiemi
predicativamente definibili di N con quelli che si trovano a un qualche livello
3Gli O(n) sono insiemi finiti. Inoltre la loro unione, O(< ω), cioe` l’insieme delle
notazioni per ordinali finiti, e` decidibile. Gli elementi di O(ω) o stanno in O(< ω) oppure
sono limiti di successioni <O-strettamente crescenti a valori in O(< ω); pertanto O(ω) e`
Π02 -completo. Gli elementi di O(ω + 1) sono gli elementi di O(ω) e i loro successori.
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della gerarchia {Mα}α<ωCK1 e` il fatto che si ammettano tutti gli ordinali
ricorsivi α, sulla scorta del risultato di Spector per cui essi sono esattamente
i tipi d’ordine delle relazioni di buon ordine definite nella gerarchia. Questo
risultato, infatti, ci da` solo eventualmente un limite dall’alto sugli ordinali
“ammissibili” (cioe` ci dice che non dobbiamo andarli a cercare al di fuori
della gerarchia stessa).
Tuttavia non e` chiaro che, se anche possiamo definire una relazione, siamo
poi in grado da un punto di vista predicativo di dimostrarne le proprieta` e
nella fattispecie di dimostrare che e` un buon ordine. Che un problema di
questo tipo non sia banale ce ne siamo gia` accorti nella sezione 2.6, dove e`
stata rilevante la distizione fra le notazioni ordinali O e le notazioni OT che
una qualche teoria T dimostra essere tali.
Per precisare quanto detto, e` necessario definire il concetto di dimostra-
bilita` predicativa. Feferman in [9] e in successivi articoli presenta su questo
tema numerose proposte. Nel seguito ne descriviamo brevemente una, mo-
strando cos`ı un’applicazione delle progressioni transfinite di teorie discusse
nel precedente capitolo, ed in particolare del concetto di parte autonoma gia`
discusso nella sezione 2.6.
L’idea e` di considerare un sistema dimostrativo nell’ambito dell’aritme-
tica del secondo ordine, basato sulla logica classica (modus ponens, genera-
lizzazione, assiomi dell’uguaglianza...), in cui si inseriscono gli assiomi del-
l’aritmetica PA del primo ordine con lo schema di induzione generalizzato a
comprendere tutte le formule del secondo ordine.
Se a questo sistema si aggiungesse lo schema di comprensione pieno, cioe`
(∃X)(∀x)(x ∈ X ↔ ϕ) (X non libera in ϕ),
si otterrebbe il cosiddetto sistema dell’analisi classica. Data la preceden-
te discussione sulla definibilita` predicativa, non possiamo certo ammette-
re un tale assioma, se non quando la formula ϕ costituisca una definizione
predicativamente accettabile.
Feferman fa allora propria un’altra proposta di Kreisel [22]: ammettere
per lo schema di comprensione solo quelle formule per cui si sia gia` dimostra-
to che costituiscono una definizione iperaritmetica; piu` precisamente, dette
Σ11 -formule le formule in forma normale premessa in cui i quantificatori del
secondo ordine sono tutti ∃ e, analogamente, Π11 -formule quelle in cui sono
tutti ∀, si ammette la seguente regola di comprensione iperaritmetica (HCR):
ϕ↔ ψ
(∃X)(∀x)(x ∈ X ↔ ϕ) (ϕ ∈ Σ
1
1 , ψ ∈ Π11 , X non libera in ϕ).
Diciamo (H) il sistema dimostrativo cos`ı ottenuto. Le dimostrazioni in
(H) si possono ritenere accettabili da un punto di vista predicativo; non
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e` detto tuttavia il viceversa: si puo` pensare di estendere l’ambito delle di-
mostrazioni predicativamente accettabili applicando ad (H) la tecnica delle
progressioni transfinite.
Per fare questo, si modifica la definizione del predicato Pr in modo da
comprendere anche la regola (HCR); in questo modo si ottiene, per ogni
teoria T , una nuova versione del principio di riflessione forte RFNT , cioe` lo
schema di assiomi
(∀x)(PrT (pϕ(x˙)q)→ ϕ(x))
in cui Pr e` la versione modificata come detto sopra. Si costruisce quindi la
progressione di teorie Hα basata sul nuovo principio di riflessione a partire
dalla teoria costituita dagli assiomi di (H).
Come nella sezione 3.2 a proposito di definibilita` predicativa abbiamo
limitato la gerarchia degli Mα tramite una condizione di autonomia, allo
stesso modo vogliamo limitare la progressione transfinita Hα alle notazioni
ordinali α che rappresentino un buon ordine predicativamente dimostrabile.
Per fare questo, osserviamo che la relazione ≤O, essendo ricorsivamente
enumerabile, si puo` rappresentare nel linguaggio dell’aritmetica mediante
una Σ01 -formula e allora e` possibile scrivere la condizione “≤O e` un buon
ordine ristretta agli y con y ≤O x” come una Π11 -formula I(x) (la proprieta`
di essere un ordine totale si scrive con una formula del primo ordine, l’unico
quantificatore del secondo ordine necessario e` il quantificatore universale per
esprimere la proprieta` di buon ordinamento “ogni sottoinsieme non vuoto
ha un minimo”). Possiamo a questo punto definire induttivamente l’insieme
OautH delle notazioni ordinali autonome rispetto ad (H):
• 0O ∈ OautH ;
• se α ∈ OautH e Hα ` I(β), allora β ∈ OautH .
La parte autonoma della progressione Hα si otterra` allora restringendosi agli
α ∈ OautH (cfr. sez. 2.6).
La proposta di Feferman per caratterizzare la dimostrabilita` predicativa
e` dunque la seguente:
Una L2-formula ϕ e` predicativamente dimostrabile se Hα ` ϕ per
qualche α ∈ OautH .
Per comprendere la portata di questa proposta, puo` essere interessante
cercare di caratterizzare alternativamente l’insieme OautH e in particolare sco-
prire quali ordinali hanno notazioni in OautH . Per fare questo, Feferman consi-
dera il sistema di notazioni ordinali ottenuto tramite la cosiddetta gerarchia
di Veblen, che ora descriviamo.
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Ricordiamo che una funzione F da ordinali a ordinali si dice normale se
e` contina e strettamente crescente. Si dimostra che, se F e` normale, allora
ha punti fissi arbitrariamente grandi, pertanto la successione dei suoi punti
fissi, messi in ordine crescente, definisce un’altra funzione F ′ da ordinali a
ordinali, detta derivata di F , ed inoltre anche F ′ e` normale. Si puo` dunque
definire induttivamente la n-sima derivata F (n) di una funzione normale F
ed addirittura si puo` proseguire la successione delle derivate nel transfinito,
definendo F (α) come la successione dei punti fissi comuni a tutte le F (β) con
β < α.
Ci si puo` immaginare la funzione F e le sue derivate disposte come righe
di una tabella infinita indicizzata sugli ordinali. Ogni riga della tabella e`
dunque una funzione normale e, a parte la riga 0, e` costituita dai punti fissi
comuni alle righe precedenti. Ci si puo` a questo punto domandare se le
colonne di questa tabella abbiano qualche particolare proprieta`. E` possibile
in effetti dimostrare che la colonna 0, cioe` la funzione α 7→ F (α)(0), e` a sua
volta normale e quindi ha anch’essa infiniti punti fissi. La costruzione qui
fatta si potrebbe dunque ripetere sostituendo la riga 0 con la colonna 0, e
cos`ı via, ottenendo ordinali sempre piu` grossi.
Se si applica in particolare questo discorso alla funzione normale α 7→ ωα,
si ottengono come derivate le funzioni α 7→ χ(β)α che costituiscono la gerarchia
di Veblen. Si indica inoltre con α 7→ Γα la derivata della colonna 0, cioe` di
α 7→ χ(α)0 . In particolare, l’ordinale Γ0 e` il minimo punto fisso di α 7→ χ(α)0
e dunque e` punto fisso comune di tutte le α 7→ χ(β)α con β < Γ0. Si puo`
allora verificare che gli ordinali < Γ0 costituiscono il piu` piccolo insieme X
di ordinali tale che
• 0 ∈ X;
• se α, β ∈ X, allora α+ β, χ(β)α ∈ X.
E` possibile dunque costruire un sistema di notazioni per gli ordinali < Γ0
utilizzando un linguaggio con simbolo di costante 0 e simboli di funzione
binaria + e χ; tale sistema si puo` quindi immergere in O.
Feferman riesce a dimostrare che ciascuna delle notazioni del sistema
ottenuto dalla gerarchia di Veblen sta in OautH e che d’altra parte Γ0 maggiora
tutti gli ordinali denotati da elementi di OautH . In particolare, gli ordinali
che ammettono una notazione autonoma rispetto ad (H) sono esattamente
quelli < Γ0. Per questo motivo l’ordinale Γ0 e` detto minimo ordinale non
predicativo.
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