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We construct a five-mode helical dynamo model containing three velocity and two magnetic modes and solve
it analytically. This model exhibits dynamo transition via supercritical pitchfork bifurcation. We show that
the critical magnetic Reynolds number for dynamo transition (Rmc) asymptotes to constant values for very
low and very high magnetic Prandtl numbers (Pm). Beyond dynamo transition, secondary bifurcations lead
to periodic, quasi-periodic, and chaotic dynamo states as the forcing amplitude is increased and chaos appears
through a quasi-periodic route.
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I. INTRODUCTION
The generation of magnetic field in stars, planets, and
galaxies is explained by dynamo mechanism.1 Dynamo
transition has been studied in experiments, direct numer-
ical simulations, and through theoretical analysis.2–4 The
nature of dynamo depends on magnetic Prandtl number
Pm = ν/η,5 where ν is the kinematic viscosity and η
is the magnetic diffusivity of the fluid. The magnetic
Prandtl number for stellar and planetary dynamos is very
small, whereas for galactic systems, it is very large.6 In
this paper, we present a low-dimensional model to un-
derstand the dynamo transition for limiting cases of very
high and very low magnetic Prandtl numbers.
Various aspects of dynamos have been studied using
direct numerical simulations (DNS),7–14 which is one of
the most powerful tools to understand complex natu-
ral phenomena especially when it is difficult and ex-
pensive to get meaningful experimental data as in the
case of the dynamo effect. In numerical simulations two
kinds of Reynolds numbers are defined: kinetic Reynolds
number Re = UL/ν and magnetic Reynolds number
Rm = UL/η, where L and U are respectively the large-
scale length and velocity of the system. These dimen-
sionless parameters are related as Rm = Re Pm. In nu-
merical simulations an external force field is applied to a
conducting fluid in the presence of a small seed magnetic
field and dynamo transition is observed. Results indi-
cate that the dynamo transition occurs above a critical
magnetic Reynolds number, Rmc > 1.
15,16
Several research groups have investigated dynamo
transition using DNS and reported that the dynamo ex-
ists for both the low and the high magnetic Prandtl num-
bers.17,18 Ponty et al.15 studied the dependence of Rmc
on Pm by performing low-Pm dynamo simulations. They
observed that the Rmc first increases sharply with de-
creasing Pm, and as they further decreased Pm, Rmc de-
creased slowly. Haugen et al.16 carried out similar studies
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and observed that Rmc decreases with increasing Pm. In
this paper, our main objective is to observe the variation
of Rmc with Pm in the two limiting cases of very high
and very low Pm. Due to computational constraints, it
is impractical to perform DNS of dynamos with very low
and very high Pm. To study these two limiting cases
of Pm, we construct a low-dimensional model by select-
ing five small wavenumber (large length scale) modes.
We solve the magnetohydrodynamic (MHD) equations
for these modes and study the bifurcations of this low-
dimensional model from fluid flow to dynamo regimes of
various kinds.
Rikitake19 constructed a low-dimensional model for
two disks dynamo using four ordinary differential equa-
tions of current and angular velocity. His model pro-
duced self-sustained dynamo and the polarity reversals
of the magnetic field. Gissinger et al.20 and Gissinger21
proposed a three-mode model for small Pm and observed
field reversals due to the coupling of the dipole and the
quadrupole modes, similar to the reversals of the mag-
netic field in geodynamo, where quadrupole mode is be-
lieved to play an important role during the reversal. In
a low-dimensional model with a large number of partic-
ipating modes, Donner et al.22 focused mainly on dy-
namo for Pm = 1. In their model described by 152 or-
dinary differential equations (ODEs), they observed that
small wavenumber modes contain most of the magnetic
and total energies. They reported constant, periodic,
quasi-periodic, and chaotic dynamo states by varying the
Reynolds number.
Verma et al.23 constructed a six-mode model contain-
ing three real velocity and three real magnetic modes
and discussed the properties of pure fluid and dynamo
states with and without helicity. Verma and Yadav24
constructed a three-mode model of Taylor-Green and
convective dynamos, which showed crossover from su-
percritical dynamo transition at Pm = 2 to subcritical
dynamo transition at Pm = 1/2, similar to what is ob-
served in the numerical simulation of Taylor-Green and
spherical dynamos. We note that Verma et al.23 as well as
Verma and Yadav24 observed only the statistically steady
dynamo states and no time-varying dynamo states were
obtained. These variable dynamo states are an important
feature of the dynamo study which has been captured by
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2our model.
The model proposed here comprises three large-scale
velocity and two large-scale magnetic modes. These
modes are complex and hence, our model has ten degrees
of freedom. Two of the three velocity modes are forced
using Taylor-Green forcing, similar to the one used in
the DNS results of Yadav et al.12 These five particular
modes form the most dominant triadic pair interactions
for the given forcing as is evident from the fact that they
emerged as the most energetic modes in the DNS study of
Yadav et al.12 Note however that these five modes were
dominant in a dynamo with Pm of the order of unity.
But the same modes may or may not be dominant for the
cases when Pm is either very small or very large. In that
case, our model may not be able to capture all the prop-
erties of the Taylor-Green dynamo for Pm much smaller
or much larger than unity. Also, our model does not
include many small-scale velocity and magnetic modes,
which may also contribute to the disagreement with the
DNS of Taylor-Green dynamo.
These five modes are further decomposed onto a helical
basis and only one helical component is retained. This
reduction was made so that we can develop a model with
as few degrees of freedom as possible that would exhibit
both dynamo transition and chaotic regimes while keep-
ing the triadic interaction structure. In that regard, we
note that our model consists of two triadic interactions.
One triad involves the velocity field only and the other
involves both fields (remember that there exists no triad
involving the magnetic field alone).
The rest of the paper is organised as follows: we de-
scribe the MHD equations in the helical basis followed by
the five-mode model in Sec. II. In Sec. III, we calculate
pure fluid solutions to our model. In Sec. IV, we empha-
size on MHD solution and dynamo transition for very
high and very low Pm limits. The various dynamo states
observed for Pm = 1 are presented in Sec. V. Finally, in
Sec. VI, we summarize our results.
II. DESCRIPTION OF THE FIVE-MODE MODEL
The nondimensionalised magnetohydrodynamic
(MHD) equations25 are
∂tu+ (u · ∇)u = −∇p+ (b · ∇)b+∇2u+ F, (1)
∂tb+ (u · ∇)b = (b · ∇)u+ 1
Pm
∇2b, (2)
∇ · u = 0, (3)
∇ · b = 0, (4)
where u and b are the velocity and magnetic fields, re-
spectively, p is total pressure (thermal+magnetic), and
F is the external force field. For nondimensionalisation,
we use L and L2/ν as the length and the time scales of
the system, respectively, whereas ν/L is used to scale the
velocity field, and
√
µ0ρ ν/L to scale the magnetic field.
Following Waleffe26 and Lessinnes et al.,27 the velocity
and the magnetic fields can be expressed in a helical basis
as follows
u(X) =
∑
k
u(k)eik·X
=
∑
k
(u+(k)h+(k) + u−(k)h−(k))eik·X, (5)
b(X) =
∑
k
b(k)eik·X
=
∑
k
(b+(k)h+(k) + b−(k)h−(k))eik·X . (6)
The h±(k) vectors form a helical basis for the Fourier
modes of the wavevector k. They are eigenvectors of
the curl operator ik×. In fact they can be defined up
to an arbitrary rotation about k. In practice, we follow
Waleffe26 and for each Fourier mode k, we arbitrarily
chose a vector ν(k) that is orthogonal to k. Then h±(k)
is defined according to
hsk(k) = ν × k/k + iskν, (7)
where k (as will be used from now on) is the wavenumber
associated with the wavevector k, and sk ± 1. Then, if
k, p and q are three Fourier modes forming a triad, that
is k+ p+ q = 0, we define
λ = (k× p)/||(k× p)||
= (p× q)/||(p× q)|| = (q× k)/||(q× k)||, (8)
a unit vector perpendicular to the plane of the triad, and
µ(k) = k× λ/k. (9)
These vectors are schematically represented in Fig. 1.
Then, there exist angles φk, φp and φq such that
hsk(k) = eisk φk(λ+ iskµ(k)), (10)
hsp(p) = eisp φp(λ+ ispµ(p)), (11)
hsq (q) = eisq φq(λ+ isqµ(q)). (12)
Note that φk is the angle of rotation around k needed to
transform the basis (µ(k),λ) onto the basis (ν,ν×k/k).
Substituting u and b from Eqs. (5) and (6) into Eqs.
(1) and (2) and projecting on the basis hsk(sk = ±1),
the following dynamical system of equations can be ob-
tained27
(∂t + k
2)usk(k) =
1
2
∑
p+q+k=0
∑
sp,sq
(spp− sqq) g
(usp(p)usq (q)− bsp(p)bsq (q))∗
+fsk(k), (13)
(∂t +
1
Pm
k2)bsk(k) = −1
2
∑
p+q+k=0
∑
sp,sq
skk g (u
sp(p)bsq (q)
−bsp(p)usq (q))∗, (14)
3p
k
q
FIG. 1. Vector representation of triad (k, p, q). This picture
is inspired from Waleffe.26
where g is defined as
g(k,p,q, sk, sp, sq) = − 1
hsk∗(k) · hsk(k)
(hsk
∗
(k)× hsp∗(p)) · hsq∗(q) .(15)
According to Eqs. (13) and (14), the evolution of
Fourier modes is governed by a sum of triadic interac-
tion between modes. Three modes are in triadic inter-
action whenever the sum of their wavevectors vanishes.
Eqs. (13) and (14) involve many interacting velocity and
magnetic modes. In this paper, we analyse the interac-
tion between the five modes that were found to be most
energetic in the DNS study.12 We further focus our study
on the case of the interaction between particular helical
modes (recall that each Fourier mode contain two such
helical modes). Specifically, we assume that all modes
are zero, but for the kinetic modes of wavevectors k1 =
(2, 2, 2),k2 = (2, 2,−2) and k3 = (−4,−4, 0) and respec-
tive helical signs s1 = −, s2 = +, and s3 = − and for
the magnetic modes k4 = (0, 0,−1) and k5 = (−2,−2, 3)
and respective helical signs s4 = + and s5 = −. The
state of the system is therefore specified by five complex
number describing the Fourier amplitudes u1, u2 and u3
of the three kinetic modes and the Fourier amplitudes b4
and b5 of the two magnetic modes. The model contains
two triadic interactions (see Fig. 2): one kinetic triad in-
volving u1, u2, and u3 and a magnetic triad involving u2,
b4 and b5.
Substitution of the above modes in (13) and (14) yields
the following five ODEs
u˙1 = g123(k2 − k3)(u2u3)∗ − k21u1 + f0, (16)
u˙2 = g123(k3 − k1)(u3u1)∗ + g245(k4 − k5)(−b4b5)∗
−k22u2 + f0, (17)
u˙3 = g123(k1 − k2)(u1u2)∗ − k23u3, (18)
b˙4 = g245(−k4)(−u2b5)∗ − 1
Pm
k24b4, (19)
b˙5 = g245(−k5)(u2b4)∗ − 1
Pm
k25b5, (20)
FIG. 2. The modes u1 ≡ u+or−(2, 2, 2), u2 ≡ u+or−(2, 2,−2),
u3 ≡ u+or−(−4,−4, 0), b4 ≡ b+or−(0, 0,−1), and b5 ≡
b+or−(−2,−2, 3) are part of the two triads.
where k1 = −3.46, k2 = 3.46, k3 = −5.66, k4 = 1,
and k5 = −4.12 are the wavenumbers (with the helic-
ity signs) corresponding to the five modes, respectively,
and f0 = |F|, g123 = 0.47i, an imaginary number, and
g245 = −0.024 + 0.024i.
In the next couple of sections, we present the analytical
fluid (Sec. III) and MHD (Sec. IV) solutions to the above
set of equations.
III. FLUID SOLUTION
First we look for steady state solutions with zero mag-
netic field. Accordingly, we set ∂t 〈〉 = 0 and b4 = b5 = 0
in Eqs. (16 - 20) and obtain
g123(k2 − k3)(u2u3)∗ − k21u1 + f0 = 0, (21)
g123(k3 − k1)(u1u3)∗ − k22u2 + f0 = 0, (22)
g123(k1 − k2)(u1u2)∗ − k23u3 = 0. (23)
Using Eq. (23), we get
u∗3 = −
g123(k1 − k2)u1u2
k23
. (24)
Note that g123 (= 0.47i) is a purely imaginary number
and hence, g∗123 = −g123. From Eqs. (21), (22), and (24),
we deduce
−
(
g2123(k1 − k2)(k2 − k3)
k23
|u2|2 + k21
)
u1
+f0 = 0 , (25)
−
(
g2123(k1 − k2)(k3 − k1)
k23
|u1|2 + k22
)
u2
+f0 = 0 . (26)
Because all coefficients are real, Eqs. (25) and (26) can
only be satisfied by real valued u1 and u2. Then Eq. (24)
implies that for a fluid stationary state, u3 is an imag-
inary number. As a result, we have u1 = u
∗
1, u2 = u
∗
2,
and u3 = −u∗3.
We next proceed to get an analytical solution for the
fluid modes u1, u2, and u3. It is not possible to obtain
the relationship between the fluid modes and the forcing
f0 in closed form. Hence, we attempt to get approximate
4solutions. Towards this end, we concentrate on two ex-
treme asymptotic limits of f0  1 and f0  1. Before
that, we note that the fluid modes u1 and u2 have the
same effective forcing for the fluid solutions due to the
absence of the magnetic field. For sake of simplicity we
restrict ourselves to the case f0 > 0. The case of f0 < 0
has the forcing with the direction of rotation reversed.
The trivial fluid solution of the system is one where the
fluid modes have the same direction of rotation as the
forcing and hence u1 > 0 and u2 > 0. We note that
there are other non-trivial fluid solutions possible. How-
ever, the dynamo transition – which is the main focus of
the current paper – for the other fluid solutions appear at
much larger values of forcing f0 and Rm as compared to
the trivial fluid solution. Hence, we concentrate in this
paper only on the trivial fluid solution.
We first start with the case of f0  1. For balance,
we require the first term in both Eqs. (25) and (26) to
be  1. This is only possible when u1  1 and u2 
1. To understand this observation, we note that both
k21 and k
2
2 are positive numbers of O(1). The quantity
g2123(k1 − k2)(k2 − k3)
k23
> 0 (note that g123 is a purely
imaginary number) and hence, the effective coefficient of
u1 in Eq. (25) is at least O(1) quantity. Hence, balance
in Eq. (25) demands that u1  1. Substitution of this
information in Eq. (26) then leads to the conclusion that
u2  1 as well. Hence for small forcing, i.e., f0  1, we
have u1 ≈ u2 ≈ f0.
We now focus on the other limit of f0  1. From
Eq. (26), we can note that both u1  1 and u2  1
are not possible because the term |u1|2u2 will dominate
u2 in Eq. (26) but will not balance f0 since the coeffi-
cient of |u1|2u2 is positive, the same sign as that of f0.
There are two possibilities now for balance in Eq. (26);
a) u2 balances f0 while |u1|2u2  u2, implying |u1|2  1
and u2 ≈ O(f0); or b) |u1|2u2 ≈ O(f0) and u2 balances
both of them, implying u1 ≈ O(1) while u2 ≈ O(f0).
However, we can show that the scenario (b) is not pos-
sible by considering balance in Eq. (25). If u1 ≈ O(1)
and u2 ≈ O(f0) with f0  1, the term |u2|2u1  f0
remains unbalanced in Eq. (25). However, if u1  1,
the two dominant terms in Eq. (25) are |u2|2u1 and f0
which can balance if u2 ≈ O(f0) while u1 ≈ O(1/f0),
which is consistent with the scenario (a) for balance in
Eq. (26). Hence, we conclude that the trivial fluid solu-
tion for f0  1 has u2 ≈ O(f0) and u1 ≈ O(1/f0).
For both the limiting cases of very large and very small
forcing f0, we have u1  1 and hence, we can make
an approximation that u1  1 for the entire range of
forcing. With this approximation, we can solve for u2
from Eq. (26) as
u2 ≈ f0
k22
=
f0
12
. (27)
Substituting this solution for u2 in Eq. (25), we get
u1 ≈ f0
k21 +
g2123(k1−k2)(k2−k3)f20
k41k
2
3
=
f0
12 + 0.0031f20
.(28)
Finally, using Eq. (24), we estimate u3 as
u3 ≈ g123(k1 − k2)f
2
0
k22k
2
3
(
k21 +
g2123(k1−k2)(k2−k3)f20
k41k
2
3
)
=
−3.25if20
4608 + 1.17f20
. (29)
Note that for very small f0, u1 ≈ u2, whereas for very
large f0, u1 is very small as compared to u2.
In the next section, we analytically obtain estimates
for the constant MHD solution and use it to calculate the
critical magnetic Reynolds number for dynamo transition
in the two limiting cases of very small and very large
magnetic Prandtl numbers.
IV. MHD SOLUTION AND DYNAMO TRANSITION
In this section, we first focus on the analytical solutions
to the three velocity and the two magnetic modes for
the MHD state. We will then use these to relate the
velocity modes in terms of Pm just above the dynamo
onset. Later, we emphasize on the two limiting cases of
Pm to calculate the critical magnetic Reynolds number,
Rmc, corresponding to the dynamo action for both the
cases.
For the steady state (constant) MHD solution, we set
∂t 〈〉 = 0 in Eqs. (16 - 20). For b4 6= 0 and b5 6= 0 in
Eqs. (19) and (20), we require
|u2| =
√−k4k5
Pm|g245| . (30)
We note that the steady state equations corresponding
to the u1 and u3 velocity modes remain the same as for
the fluid solution (Eqs. (21) and (23)). Hence, we have
u3 =
g123(k1 − k2)(u1u2)∗
k23
(31)
which upon substitution in Eq. (21) gives us( |g123|2(k1 − k2)(k2 − k3)|u2|2
k23
− k21
)
u1
+f0 = 0 . (32)
Substituting |u2| from Eq. (30) in the above, we can solve
for u1 in terms of f0 as
5u1 =
( |g245|2k23Pm2
|g123|2(k1 − k2)(k2 − k3)k4 k5 + |g245|2k21k23Pm2
)
f0 . (33)
From the above, we can conclude that the velocity mode
u1 for the MHD solution is real as well. We next need to
determine the nature of the velocity mode u2. Towards
this end, we solve for b5 from Eq. (20) and substitute in
Eq. (17) (with ∂t 〈〉 = 0) to get
( |g123|2(k1 − k2)(k3 − k1)|u1|2
k23
+
|g245|2(k4 − k5)Pm|b4|2
k5
− k22
)
u2 + f0 = 0 (34)
Since f0 and the coefficient of u2 in the above equation
are real numbers, we conclude that u2 is a real number for
the MHD state as well. Also, from Eq. (31), it is evident
that u3 is a purely imaginary number. Therefore, the
velocity mode u2 and u3 for the MHD state are
u2 =
√−k4k5
Pm|g245| (35)
and
u3 =
(
g123(k1 − k2)
√−k4k5|g245|Pm
|g123|2(k1 − k2)(k2 − k3)k4 k5 + |g245|2k21k23Pm2
)
f0 . (36)
To get the magnitude of the magnetic mode b4 in terms
of f0 and Pm, we can substitute Eqs. (33) and (35) in
Eq. (34) and solve for |b4|. Finally, b5 can be obtained
by substituting for b4 and u2 in Eq. (20) with ∂tb5 = 0.
The resulting expressions become fairly long and are not
reported here. Instead, we can solve for the magnitude of
the magnetic modes in terms of the velocity modes using
Eq. (17), (19), and (20) as
|b4| =
√
[g123(k3 − k1)u1u3 + k22u2 − f0]k5
|g245|2(k4 − k5)u2Pm , (37)
|b5| =
√
[g123(k3 − k1)u1u3 + k22u2 − f0]u2Pm
(k4 − k5)k5 . (38)
Since g245 = 0.024(−1 + i) is neither purely real nor
purely imaginary, we observe from Eqs. (19) and (20)
that both the magnetic modes b4 and b5 are complex
numbers. The magnetic modes in terms of f0 and Pm
can be obtained by substituting for u1, u2, and u3 from
Eqs. (33), (35), and (36), respectively in Eqs. (37) and
(38). This gives us a one-parameter family for the steady
dynamo solution in terms of f0 for a given Pm. From
Eqs. (37) and (38), we observe that the magnetic modes
follow |b4|/|b5| =
√−k5/k4 ≈ 2 for our model irrespec-
tive of Pm and f0.
We next focus on the critical magnetic Reynolds num-
ber Rmc and critical forcing fc for the onset of dynamo
action. Near the dynamo onset, the magnetic modes
are small and hence we can assume the term contain-
ing |b4|2 in Eq. (34) to be negligible in comparison with
the other terms. With this approximation and using the
fact that u1 and u2 are real numbers, elimination of f0
from Eq. (32) and (34) leads to
( |g123|2(k1 − k2)(k3 − k1)u2
k23
)
u21 −
( |g123|2(k1 − k2)(k2 − k3)u22
k23
− k21
)
u1 − k22u2 = 0. (39)
Substituting for u2 from Eq. (35), the above equation
reduces to a quadratic equation in u1 which can be solved
easily. Finally, putting u1 and u2 in Eq. (31), we can get
the solution for u3. The final analytical expression for the
velocity modes at the onset of the dynamo is obtained as
6u1 =
2.37
Pm
(−52.79− 0.39 Pm2 +
√
2786.91 + 62.54 Pm2 + 0.16 Pm4) (40)
u2 =
60.08
Pm
(41)
u3 =
−14.51 i
Pm2
(−52.79− 0.39 Pm2 +
√
2786.91 + 62.54 Pm2 + 0.16 Pm4). (42)
In the above, we have substituted for the numerical val-
ues of the various constants and rounded off to the second
decimal place. However, to get the limiting values below,
we will first obtain the limits and then round off to the
second decimal place. We note that there are two roots
of the quadratic Eq. (39). However, the other root for
u1 is negative and hence we do not consider them for the
reason discussed in Sec. III. It has been observed in the
literature that the Rmc saturates for the limiting cases
of very low and very high Pm.15,28 In order to ascertain
this behavior in our low-dimensional model, we look for
the solutions to the velocity modes in the two limiting
cases of very low and very high Pm, which are as follows
For low Pm (Pm→ 0), we get
u1 ≈ 0.46 Pm, (43)
u2 ≈ 60.08
Pm
, (44)
u3 ≈ −2.79 i. (45)
Hence, for our nondimensionalised MHD equations,
Rmc =
(√
|u1|2 + |u2|2 + |u3|2
)
Pm ≈ 60.08. (46)
The velocity modes for high Pm (Pm→∞) are
u1 ≈ u2 = 60.08
Pm
, (47)
u3 ≈ −368.34 i
Pm2
. (48)
Hence,
Rmc ≈ 84.90. (49)
Therefore, our model shows that Rmc saturates to a
constant value in both the limits of very high and very
low Pm (depicted in Fig. 3). Ponty et al.15, Nigro and
Veltri28 have also reported saturation of Rmc for small
Pm. The limiting value of Rmc for high Pm is higher
than that of low Pm. However, Ponty et al.15 observed
that Rmc increases with decreasing Pm. Similar results
have been reported by Haugen et al.16. But in our case,
we observe Rmc to be small for smaller Pm. For very
small Pm, the system would become more turbulent, and
in that case small-scale modes would play a crucial role
in the dynamo process. Those small-scale velocity and
magnetic modes are absent in our model, which may be
the reason why we observe Rmc vs Pm trend not in agree-
ment with that of DNS, where the contributions of small-
scale modes are accounted for. On the other hand, Nigro
and Veltri28 used a shell model to study the dynamo tran-
sition for very small and very large Pm. They observed
that Rmc for Pm  1 is larger than that for Pm  1,
similar to our findings.
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FIG. 3. Plot of critical magnetic Reynolds number for dy-
namo (Rmc) with magnetic Prandtl number (Pm), which
shows that the Rmc saturates to 60.08 for very low Pm and
to 84.90 for very high Pm.
We next investigate the dependence of the critical forc-
ing for dynamo (fc) on Pm. For this purpose, we equate
the velocity mode u2 obtained for the fluid and the MHD
solutions to get fc in terms of Pm as
fc = k
2
2
√−k4k5
Pm|g245| ≈
720.96
Pm
. (50)
This behavior has been shown in Fig. 4, where we show
the variation of fc with Pm on the log-log scale. The crit-
ical forcing decreases continuously with increasing Pm
and hence our model indicates that the dynamo tran-
sition becomes easier as we increase the Pm, in accor-
dance with the observations from DNS12,29. Hence, even
though our model shows that a decrease in Pm decreases
the Rmc, it still captures the fact that it is difficult to ini-
tiate dynamo for low Pm as the critical forcing amplitude
fc increases sharply.
We finally focus on the scaling of the magnetic en-
ergy Eb with the forcing amplitude f0 and the magnetic
Reynolds number Rm in the two limiting cases of very
large and very small Pm. The non-dimensional magnetic
7fc
FIG. 4. Plot showing the variation of critical forcing for dy-
namo (fc) with Pm.
energy for our model is given by
Eb =
|b4|2 + |b5|2
2
=
[f0 − g123(k3 − k1)u1u3 − k22u2]
2 |g245|2u2Pm
(51)
using Eqs. (37) and (38). In our model u3 is always very
small compared to u1 and u2, so we neglect the term
containing u3. Using Eqs. (35) and (50), we get
Eb ≈ f0 − fc
2|g245|
√−k4k5
≈ 7.3 (f0 − fc) . (52)
It can be observed from Eq. (52) that the nature of the
bifurcation to the dynamo state is always supercritical
irrespective of Pm, i.e., we do not get magnetic modes
for f0 < fc. However, DNS results for low Pm have
shown the bifurcation to be subcritical.29 Krstulovic et
al.30 reported the dynamo transition through a super-
critical bifurcation for large Pm, whereas for small Pm
it was through a subcritical one. They attributed the
subcritical dynamo transition to the presence of a hydro-
dynamic instability which affects the growing magnetic
modes. For dynamo simulations in a rotating spherical
shell, Morin and Dormy31 have also observed a supercrit-
ical dynamo transition for a large Pm, and a subcritical
transition for a smaller Pm. Our low-dimensional model
does not capture this feature of the dynamo. This is
probably because several other modes which become im-
portant for low Pm have been neglected in our present
model. More refined low dimensional models required
to capture subcritical dynamo transition would be at-
tempted in our future work.
To estimate the magnetic energy Eb in terms of Rm
near the dynamo onset for low and high Pm, we notice
that Rm near the dynamo onset will approximately be
determined by the fluid solution, i.e., Eqs. (27 - 29). Also
f0 = O(fc) near the dynamo onset and hence, f0  1 for
the low Pm (Pm 1) case while f0  1 for the high Pm
case [see Fig. 4]. Hence, for Pm → 0, we have u1  1
with u2 ≈ f0/12 and u3 ≈ 2.78. Clearly u2  u3  u1
and hence, we have
Rm =
(√
|u1|2 + |u2|2 + |u3|2
)
Pm ≈ Pm
12
f0.
The above can be solved for f0 in terms of Rm and sub-
stituted in Eq. (52) to get (for Pm→ 0)
Eb ≈ 88.0
Pm
(Rm− Rmc), (53)
Similarly for Pm→∞, we have f0 → 0 and accordingly,
have u1 ≈ u2 ≈ f0/12 while u3  1. Hence, we get
the relationship between Rm and f0 as Rm ≈
√
2Pm
12
f0
which finally results in
Eb ≈ 62.0
Pm
(Rm− Rmc), (54)
Taking into account the presence of Pm in the denomina-
tor of the above relations between the magnetic energy Eb
and the magnetic Reynolds number Rm, it is evident that
the growth of Eb with Rm for small Pm is much faster
than that for large Pm. In Fig. 5, we show the variation
of the magnetic energy multiplied by Pm with the re-
duced magnetic Reynolds number (Rm/Rmc). The plots
are for Pm = 10−3, 10−2, 10−1, 1, 101, 102, and 103. As
the magnetic Prandtl number decreases, slope of PmEb
increases, and the magnetic modes increase sharply with
an increase in forcing beyond the dynamo transition for
low Pm. This is consistent with the findings of Pe´tre´lis
and Fauve.32 As observed earlier, we always get a super-
critical bifurcation only.
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FIG. 5. Plot showing the variation of the magnetic energy
(Eb) multiplied by Pm with reduced magnetic Reynolds num-
ber (Rm/Rmc). The zoomed view of the plots for Pm =
10−3, 10−2, 10−1, and 1 is shown in the subplot (a). In the
subplot (b), further zoomed view of the subplot (a) is shown.
After discussing the features of MHD solution and dy-
namo transition for a wide range of magnetic Prandtl
numbers, in the next section, we concentrate on various
time-dependent states in the dynamo for Pm = 1.
8V. TIME-DEPENDENT DYNAMO SOLUTIONS FOR
Pm = 1
In this section, we look for different time-dependent
solutions to the velocity and magnetic modes after the
dynamo transition for Pm = 1. The critical forcing cor-
responding to the dynamo action for Pm = 1 is fc ≈ 720
(numerical). As we further increase the forcing ampli-
tude, we observe stationary, periodic, quasi-periodic, and
chaotic dynamo states. The time-series of various dy-
namo states is shown in Fig. 6. Also, the phase space
projection on (|u3|, |b5|) plane is shown in Fig. 7.
For forcing amplitude just above the critical forcing,
we observe fixed point (or constant) dynamo state. If
we further increase the forcing amplitude, we observe
periodic oscillatory solution. We get quasi-periodic so-
lution at higher forcing amplitudes. In Fig. 8, we show
the Poincare´ sections taken at |b4| = mean(|b4|), which
indicate a period-doubling of the Poincare´ map of the
quasi-periodic state as we increase the forcing amplitude.
As we further increase the forcing, the quasi-periodic so-
lution appears to turn into a chaotic state. In a low-
dimensional model Donner et al.22 have also observed
stationary, periodic, quasi-periodic, and chaotic magnetic
fields with increasing Reynolds number. We have ob-
served analytically in Sec. IV that for the fixed point
dynamo state, both u1 and u2 are real, u3 is purely imag-
inary, and both the magnetic modes b4 and b5 are com-
plex numbers. Our numerical simulations indicate that
the same is true for the periodic dynamo states as well.
In the case of quasi-periodic and chaotic solutions, all the
five modes are complex numbers.
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FIG. 6. For Pm = 1: Time-evolution of magnetic mode
|b(−2,−2, 3)| showing (a) fixed point solution for f0 = 25000,
(b) periodic solution for f0 = 35000, (c) quasi-periodic solu-
tion for f0 = 40000, and (d) chaotic solution for f0 = 42500.
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FIG. 7. For Pm = 1: Phase space projections on the plane of
|b(−2,−2, 3)| and |u(−4,−4, 0)| showing fixed point magnetic
field for f0 = 25000, periodic for f0 = 35000, quasi-periodic
for f0 = 40000, and chaotic for f0 = 42500.
FIG. 8. For Pm = 1: Poincare´ sections taken at |b4| =
mean(|b4|) for different forcing amplitude showing period dou-
bling of the Poincare´ map of the quasi-periodic state. For
f0 = 40500, the Poincare´ map is of period one, for f0 = 40930
period two, for f0 = 40945 period four, and for f0 = 40975 it
is of higher periods.
In Fig. 9, we show the variation of kinetic energy
[Eu = (|u1|2 + |u2|2 + |u3|2)/2], magnetic energy [Eb =
(|b4|2+|b5|2)/2], and total energy (Etotal = Eu+Eb) with
applied forcing, before and after the dynamo transition.
The kinetic energy, which is the total energy before the
dynamo transition, increases slowly in the regime below
the critical forcing. As the dynamo excites, the kinetic
energy saturates to a constant value and both the mag-
netic and total energies increase linearly. It indicates
that after dynamo transition the magnitude of the ve-
locity modes remain almost constant and the magnetic
modes keep increasing. Note that in our model, Pm = 1
falls in the category of low Pm, and in this limit u2 is the
most dominant velocity mode. We observe that after the
9dynamo transition, u2 saturates and in turn the kinetic
energy saturates.
We also estimate the efficiency of dynamo for Pm = 1
by calculating the ratio of magnetic energy and kinetic
energy. This ratio increases continuously with the forcing
amplitude and its value is greater than one (i.e., Eb >
Eu) for higher values of forcing (f0 ∼ 1000). It implies
that the magnetic modes dominate over kinetic modes
above a certain forcing amplitude.
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FIG. 9. For Pm = 1: Plot of kinetic energy (Eu), magnetic
energy (Eb), and total energy (Etotal = Eu + Eb) below and
above the onset of the dynamo (fc ≈ 720). After dynamo
transition, the kinetic energy saturates to a constant value
whereas the magnetic energy increases linearly.
To get an idea of windows of different types of dynamo
states, we show the overall bifurcation diagram depicting
the extremas of |b5| as a function of the forcing amplitude
in Fig. 10. We get stationary dynamo state just above
the onset of dynamo (at f0 ≈ 720), and by increasing the
forcing amplitude further, the dynamical system of equa-
tions produce periodic (at f0 ≈ 28700), quasi-periodic (at
f0 ≈ 37100), and chaotic (at f0 ≈ 42200) dynamo solu-
tions. In our low-dimensional model, chaos is achieved
via a quasi-periodic route, which have been reported in
DNS results.12 We also remark here that we observe
chaos for all the magnetic Prandtl numbers (Pm > 1
and Pm < 1) and it is through quasi-periodic route. We
expect that the nature of the bifurcation diagrams for
Pm = 100, 0.01, etc., would appear qualitatively simi-
lar to that of Pm = 1 and hence we do not show them
here. Also, it is time consuming to plot the bifurcation
diagrams for very small and very large Pm. Further-
more, for very small Pm, the onset of dynamo is known
to be subcritical, whereas our model has a supercritical
dynamo transition for all Pm. Hence, a refined model is
required to capture the detailed bifurcation behavior of
small Pm which has been left for future work.
FIG. 10. For Pm = 1: Bifurcation diagram depicting the
extremas of |b(−2,−2, 3)| with forcing amplitude. Stationary
state or fixed point dynamo (FP) solution starts from f0 ≈
720, periodic (PD) magnetic field is from f0 ≈ 28700, later
quasi-periodic (QP) magnetic field appears from f0 ≈ 37100,
and in the final stages the chaos (CH) appears from f0 ≈
42200 and up to the later part of the plot.
VI. DISCUSSION AND CONCLUSIONS
In this paper, we have presented a low-dimensional
model by choosing five large-scale modes; three of which
are velocity, and two are magnetic modes. We force two
velocity modes to observe dynamo for very high and very
low magnetic Prandtl numbers. Analytical calculations
show that the critical magnetic Reynolds number for dy-
namo (Rmc) saturates to a constant value in the two lim-
iting cases of very high and very low magnetic Prandtl
numbers. This result is important because performing
DNS for such a broad range of Pm is unrealistic and low-
dimensional model can be used to fill that gap.
We find that in the case of very low Pm, only one
velocity mode is dominant, but for high Pm two velocity
modes are significant and are almost equal in magnitude,
whereas the third velocity mode is very small. These
outcomes are possibly due to different kinds of triadic
interactions in the two limiting cases of Pm. We also
observe that the critical forcing for dynamo decreases
with increasing Pm.
The dynamo transition occurs through a supercritical
pitchfork bifurcation of the fluid state. After dynamo
transition for Pm = 1, the magnetic energy as well as
the total energy increase linearly while kinetic energy re-
mains almost constant. As we further increase the forc-
ing amplitude, the magnetic energy dominates over the
kinetic energy. For Pm = 1, as the forcing amplitude in-
creased far above the critical forcing, we observe periodic,
quasi-periodic, and chaotic dynamo states.
In summary, although this low-dimensional model re-
flects very few properties related to the dynamo, but,
keeping in mind that performing DNS for such a vast
range of Pm is impractical, some of the results observed
10
through this model may be important and beneficial for
further study of the dynamo. In this paper, we have
mainly focused on the calculation of Rmc for different
Pm by using one set of possible (the trivial) solutions to
the five-mode model, and have not considered some other
possible solutions. A detailed analysis of this model with
other solutions would be presented in a future work.
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