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Introduction 
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Cluster randomized trials 
In cluster randomized trials complete social units or groups of individuals, rather than 
individuals themselves, are randomly assigned to different treatment conditions [1]. Examples 
of clusters are hospital wards (e.g. example in Chapters 2 and 5), nursing home units (e.g. 
example in Chapters 2, 4.1 and 6), and general practitioners (e.g. example in Chapter 3), but 
also families, school classes, neighbourhoods and communities. Although randomizing 
subjects to either the control or the intervention condition is considered the gold standard in 
evaluating health care interventions, this is not always feasible. Reasons include logistical, 
financial and ethical considerations as well as the risk of contamination. For example, if the 
intervention incorporates training of health care professionals, it will be impossible for them 
to deliver randomly assigned (different) treatments to their different patients. Furthermore, if 
a health care professional is convinced that one of the treatments is better than another, (s)he 
cannot ethically deliver the inferior treatment to a patient. Finally, subjects in the control 
condition might get information or learn from subjects in the treatment condition. Hence, they 
will be influenced by the treatment as well (i.e. contamination), which in turn results in an 
underestimated treatment effect [2]. In these situations randomizing clusters is preferred over 
randomizing subjects.  
 
Problem: dependent observations 
Subjects within a cluster are more alike to each other than they are to subjects from another 
cluster. Therefore, their responses to an intervention will be more alike as well, so the 
responses are said to be correlated. This means that in data of cluster randomized trials the 
assumption of independent observations is violated. Hence, in the design and analysis of 
cluster randomized trials this dependency between subjects within a cluster should be taken 
into account.  
Due to the similarities between subjects within clusters, there is a net loss of independent data. 
Ten correlated observations do not provide the same information as ten uncorrelated 
observations. Therefore, the effective sample size is smaller in a cluster randomized trial than 
in an individually randomized trial. If standard sample size formulae are applied in the design 
phase of a cluster randomized trial, the trial will generally be underpowered. This means that 
the probability to detect an intervention effect when present in the population will be too 
small. Hence, a correction factor should be used for the required sample size to ensure the 
desired power level. This correction factor is known as the design effect [3] and incorporates 
the cluster size and a measure for the dependency between subjects within a cluster, which is 
known as the intracluster correlation.    
Analysing the data of a cluster randomized trial without taking the dependency between 
observations into account may result in finding a significant treatment effect while there is no 
real effect in the population. Standard analysis methods then underestimate the standard error 
of the treatment effect, which in turn results in too small p-values [1]. Multilevel (or mixed) 
models take the dependency between subjects within clusters into account. The use of these 
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models for the analysis of data from cluster randomized trials is required to prevent spurious 
claims of statistically significant treatment effects.   
 
General aim 
Often, only a small number of cluster is available. Clusters that qualify for certain 
interventions may be limited a priori, for example in the case of universities, regions or large 
communities, centres of expertise, or university medical centres. However, also feasibility 
considerations may limit the number of clusters. For example, a strict budget may limit the 
number of clusters where an intervention can be implemented. Furthermore, human, material 
and/or time resources might be limited. That is, there might only be few trainers to teach a 
program, the intervention might take a long training period, or special equipment to deliver or 
assess a program might be needed.   
Such a small number of clusters leads to methodological and statistical challenges. First, it 
will be difficult to prevent or adjust for differences of cluster level characteristics. When few 
clusters are randomized, chances are high that cluster characteristics other than the treatment 
or intervention are unequally distributed over the intervention groups. Examples of such 
characteristics are percentage elderly, mean social economic status, or mean quality of life in 
the clusters. If the imbalance of these variables is substantial, the validity of the study may be 
questioned because observed differences could then be ascribed to differences in these 
variables rather than to the difference in treatment. 
Secondly, it will be difficult to detect a difference between treatments, that is the statistical 
power will be low. Since cluster randomized trials often require substantial effort and 
resources, it is desirable that such trials have a reasonable large probability of demonstrating a 
relevant treatment effect if the effect exists in the population. Since simple designs such as 
post-test (parallel group) designs, in which only one measurement at the end of the study 
period is being used for analysis, often lack power, smarter designs are needed.  
The aim of this thesis is to provide approaches to deal with these methodological and 
statistical challenges within the setting of cluster randomized trials with small numbers of 
available clusters. These approaches may help researchers to design this kind of trials in a 
more optimal way. 
 
Outline thesis 
Within this thesis attention will be given to balance in cluster level characteristics first, after 
which we will focus on several smarter designs for cluster randomized trials.  
Balance in cluster level characteristics is usually improved by matching or stratification. 
However, stratification can be performed on one variable (characteristic) only if the number 
of clusters is small, whereas matching reduces the degrees of freedom. In case of a small 
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number of clusters, the number of degrees of freedom is also small. Therefore, matching may 
then result in a loss of power rather than a gain in precision. In Chapter 2, an alternative 
approach will be offered by means of a kind of minimization procedure. In cluster randomized 
trials, usually all or most participating clusters are known in advance, including information 
about their characteristics of interest. Then, these clusters can be allocated to a treatment 
condition all at the same time. First, a measure for imbalance will be chosen after which this 
measure will be calculated for all possible allocation schemes. From the allocation schemes 
that result in the smallest imbalance one will be randomly selected for implementation. We 
will refer to this method as the Best Balance method. This method will be compared with 
unrestricted randomization, (ordinary) minimization, matching and stratification in terms of 
achievable balance of cluster level characteristics.  
Smarter designs extend a post-test design with covariates and/or repeated measurements 
which both lead to increased power [4-6]. Although, all kinds of variables could be included 
as covariates, we will only consider a baseline measurement as a covariate within this thesis. 
Including one baseline measurement in the analysis of a parallel group design results in an 
analysis of covariance (ancova) design. This design has been shown to be more efficient in 
terms of sample size than a parallel group design [4, 7-9].  
The ancova design can be extended with repeated measurements in several ways. One way is 
by using additional follow-up measurements (post-tests), and another way is by using a 
stepped wedge design. This design is a type of crossover design in which the clusters switch 
treatments in one direction at different time points [10-13]. Typically, all clusters start in the 
control condition, after which one or more clusters switch to the intervention at consecutive 
time points (the steps). Eventually, all clusters will have received the intervention (see Figure 
1). Before and after each step, the variables of interest are being measured in all clusters. 
Hence, the stepped wedge design makes use of both baseline measurements as covariates as 
well as repeated measurements. 
Within cluster randomized designs, repeated measurements can be taken in several ways. In a 
cohort design, the same subjects within the clusters will be measured repeatedly over time, 
whereas in a cross-sectional design, different subjects will be measured at consecutive time 
points. Also, a mix of the cohort and cross-sectional design is possible. In this case, some 
subjects will be measured at all time points, whereas others will be replaced somewhere 
during the study. All these types of repeated measurements will be used, yet some chapters 
will use cross-sectional designs only and some will use both cohort and cross-sectional 
designs. 
In Chapter 3, we will focus on two designs which both use three measurements in total. The 
first one adds an additional follow-up measurement to the ancova design, which we refer to as 
the extended ancova design. The second one is a simple stepped wedge design with only two 
steps. We will provide sample size approaches for these designs which can be used for both 
cohort and cross-sectional designs. Furthermore, we will compare the efficiency of the 
extended ancova, stepped wedge, simple ancova and parallel group design in terms of sample 
size.  
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Figure 1: Illustration of the stepped wedge design, where different (groups of) clusters switch 
from control to treatment at different time points (called steps). 
 
In Chapter 3, we will focus on two designs which both use three measurements in total. The 
first one adds an additional follow-up measurement to the ancova design, which we refer to as 
the extended ancova design. The second one is a simple stepped wedge design with only two 
steps. We will provide sample size approaches for these designs which can be used for both 
cohort and cross-sectional designs. Furthermore, we will compare the efficiency of the 
extended ancova, stepped wedge, simple ancova and parallel group design in terms of sample 
size.  
Approaches to sample size and power calculations for cross-sectional cluster randomized 
stepped wedge designs in which the number of steps can be chosen freely, have been provided 
[12]. However, a relatively simple sample size formula was lacking. In Chapter 4.1, we fill 
this gap by providing such a formula in which, besides the cluster size and the intracluster 
correlation, the number of steps, baseline measurements and measurements after each step can 
be varied. Furthermore, we compare the sample size requirements for the stepped wedge 
design with a parallel group and ancova design. In Chapter 4.2, an additional letter will be 
presented in which we elaborate on the conclusions drawn in the main paper.  
In Chapter 5, a more fair comparison is made between the stepped wedge and parallel group 
design in terms of sample size requirements. Earlier, only a comparison was made with a 
parallel group design with one outcome measurement given a same cluster size. Hence, the 
amount of information gathered in a stepped wedge design would be more than in such a 
parallel group design by definition which results in more power. Therefore, in this chapter it is 
being studied when each of these two designs is preferred in terms of power given that an 
equal number of measurements is being in taken in both designs. Effects of the intracluster 
correlation, cluster size and number of steps will be studied.  
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In Chapter 6, the sample size formula provided in Chapter 4.1 is extended to a more general 
formula that incorporates both cohort and cross-sectional designs as well as a mix of them. In 
practice, often a cohort or mix of both designs is being used. Since it is generally known that a 
cohort design is more efficient than a cross-sectional design, a more general sample size 
formula is desired. We will discuss the effect of changes in every parameter within this 
formula extensively.   
The final chapter (Chapter 7) provides a general discussion on design considerations in 
cluster randomized trials with small numbers of clusters. It will be summarized which 
determinants influence the required sample size for several designs and discussed when to 
prefer a specific design based on sample size requirements. Besides, other aspects that may 
influence the choice of design will be discussed. Furthermore, some shortcomings will be 
discussed and topics for further research will be proposed. 
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Abstract 
Objective:  
Balance of prognostic factors between treatment groups is desirable because it improves the 
accuracy, precision and credibility of the results. In cluster controlled trials (CCTs), 
imbalance can easily occur by chance when the number of cluster is small.  If all clusters are 
known at the start of the study, the ‘Best Balance’ allocation method (BB) can be used to 
obtain optimal balance. This method will be compared to other allocation methods. 
Study Design and Setting:  
We carried out a simulation study to compare the balance obtained with BB, minimization, 
unrestricted randomization and matching for 4 to 20 clusters, and 1 to 5 categorical prognostic 
factors at cluster level.  
Results:  
BB resulted in a better balance than randomization in 13% to 100% of the situations, in 0% to 
61% for minimization and in 0% to 88% for matching. The superior performance of BB 
increased as the number of clusters and/or the number of factors increased.  
Conclusion:  
BB results in a better balance of prognostic factors than randomization, minimization, 
stratification and matching in most situations. Furthermore, BB cannot result in a worse 
balance of prognostic factors than the other methods. 
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Introduction 
In any trial, it is desirable to have a similar distribution of prognostic factors in all treatment 
groups [1-4]. A good balance of prognostic factors improves the accuracy and precision of the 
results, and enhances the credibility and acceptance of the results [4-7]. Randomization is an 
often applied method to obtain a good balance of prognostic factors. However, random 
allocation may produce substantial imbalances between treatment groups, especially in small 
trials or when there are many prognostic factors.  
In cluster controlled trials (CCTs), complete social units, or clusters of individuals (such as 
families or medical practices), are randomized over the treatment arms of a study [8]. Such 
trials are being used more and more frequently in health services research [9], mostly because 
of feasibility considerations or to prevent contamination [8].  
Especially when the number of clusters is small, simply randomizing clusters over the 
treatment arms can easily result in unequally distributed cluster characteristics due to the play 
of chance. Therefore, matching (pairing) or stratification is often used to promote balance in 
CCTs. However, these methods have serious limitations when the number of clusters is small. 
Matching results in a loss of efficiency [10] and stratification can be used to balance only a 
limited number of prognostic factors [6].   
An alternative allocation approach is Minimization [11]. This method allocates subjects with 
any number of characteristics to treatment groups in order to make the groups most nearly 
balanced. Minimization has been shown to improve balance better than other allocation 
methods in individually randomized trials. In addition, it allows for balancing on more 
prognostic factors than, for example, stratification [3,12].  
Minimization can also be used in CCTs. The assignment of a cluster by this method to a 
treatment group is originally conceived as sequential, so based on the order in which clusters 
enter.  Each subsequent cluster will be assigned to the treatment arm that produces the least 
imbalance [1,11]. However, in CCTs, the clusters are often known at the start of the study, so 
the allocation of clusters to treatment groups can be done all at the same time. In this 
situation, we propose the Best Balance method (BB): a method that divides clusters over two 
groups in all possible ways and selects an allocation scheme where the groups are optimally 
balanced [7].  
The objective of this paper is to compare BB with unrestricted randomization, minimization, 
matching and stratification in terms of achievable balance in CCTs with small numbers of 
clusters. Comparisons between the allocation methods will be illustrated with an example.  
 
Method 
Measure of imbalance 
An imbalance measure must be computed for each category of each factor. The category 
imbalance measure is the difference between the numbers of clusters in each treatment group 
that are in that category. This imbalance measure requires that the factors are categorical, so 
continuous factors should be categorized first. (Although minimization based on ranks is also 
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possible for continuous factors [13,14].) The overall imbalance is then defined as the sum of 
the squared category imbalances. For example, suppose that the variable ‘ward’ has two 
categories - surgical wards and internal medicine wards. If there are 3 surgical wards and 2 
internal medicine wards in treatment group A  and there are 2 surgical wards and 3 internal 
medicine wards in treatment group B, then the difference in surgical wards is then 3 – 2 = 1 
and the difference in internal medicine wards is 2 – 3 = -1. If ‘ward’ is the only factor, then 
the overall quadratic imbalance is: (1)
2
 + (-1)
2
 = 2. This type of imbalance measure is also 
used in the variance method of minimization [1,3]. 
 
Best Balance method 
The BB method calculates the imbalance for all possible allocation schemes. Then, the 
allocation schemes that show the least imbalance are selected. Finally, one of these schemes is 
randomly chosen for implementation [7] (the R-code of this procedure can be found in the 
appendix and at http://ebh-research.ruhosting.nl/Best-Balance/). 
 
Simulation study 
We performed a simulation study to compare BB with unrestricted randomization, 
minimization and matching.  Trial data sets were generated in which the number of clusters 
and the number of factors varied. The numbers of clusters were 4, 6, 8, 10, 16 and 20, and the 
number of factors ranged from one to five with two categories per factor. For every number of 
factors, all possible configurations were obtained. For example, if we have two factors with 
categories coded A and B there are four configurations possible: AA, AB, BA and BB. Next, 
configurations were randomly drawn (with replacement) from this set and assigned to the 
clusters, which resulted in a data set. Ten thousand trial data sets were generated for every 
combination of number of clusters and number of factors. 
BB, minimization, unrestricted randomization and matching were then used to divide the 
clusters over two treatment arms in every trial data set. Minimization allocated the clusters 
one by one in the order of the data set. For matching, 10,000 random matchings were 
performed for every data set. Then, one of the best matching schemes was chosen at random. 
The quadratic imbalance was calculated for all methods and compared with the imbalance 
obtained with BB. 
 
Results 
The results of the simulation study are shown in Table 1. This table shows the percentage of 
data sets in which BB resulted in less imbalance than randomization, minimization and 
matching respectively. Because the BB method involves choosing from among the allocations 
with the lowest quadratic imbalance, it can never result in a higher imbalance than the other 
methods. So, in the remaining percentage of the data sets, the other methods showed the same 
imbalance as BB. 
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Table 1. Results of simulation study: percentage of situation in which BB shows less 
imbalance than randomization, minimization and matching. 
 
N 
clusters 
N 
factors 
BB shows less 
imbalance than 
Randomization
1 
BB shows less 
imbalance 
than 
Minimization
1 
BB shows less 
imbalance 
than 
Matching
1 
4 1 13 0 0 
 2 25 0 4 
 3 32 9 8 
 4 38 15 12 
 5 42 20 16 
6 1 23 0 0 
 2 40 3 6 
 3 54 16 18 
 4 61 29 29 
 5 67 37 37 
8 1 74 0 0 
 2 92 4 7 
 3 98 19 20 
 4 99 35 34 
 5 100 48 46 
10 1 100 0 0 
 2 100 4 5 
 3 100 19 23 
 4 100 38 43 
 5 100 52 57 
16 1 100 0 0 
 2 100 6 12 
 3 100 22 43 
 4 100 38 65 
 5 100 57 79 
20 1 100 0 0 
 2 100 8 28 
 3 100 25 58 
 4 100 40 76 
 5 100 61 88 
 
1
 BB will never result in a higher imbalance. 
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In the case of four clusters and one prognostic factor, BB resulted in less imbalance than 
randomization in 13% of the trial data sets. As the number of factors increased, the percentage 
of data sets in which BB resulted in less imbalance also increased, up to 42% for four clusters 
and five factors.  The same trend was found for larger numbers of clusters. Additionally, it 
can be seen that as the number of clusters increased, BB resulted in less imbalance than 
randomization in an increasing percentage of data sets, even up to 100%.  
Minimization and BB performed equally well if there is only one prognostic factor. However, 
as the number of factors increased BB resulted in a better balance than minimization in 3% to 
61% of the data sets. This result also depends on the number of clusters. The effect became 
larger as the number of clusters increased. 
The comparison between matching and BB produced essentially the same results as the 
comparison between minimization and BB. As the number of prognostic factors increased, the 
percentage of data sets in which BB shows less imbalance than matching also increased. This 
effect became larger as the number of clusters increased. The results for minimization and 
matching were almost the same with up to 8 clusters. However, with more than 8 clusters 
matching performs worse in more data sets than minimization, both in comparison to BB.  
Table 2 shows the median and maximum quadratic imbalances of the trial data sets. The 
median imbalances of the data sets are almost the same for BB, minimization and matching. 
Only with larger number of clusters and factors, the medians of minimization and matching 
are higher than those of BB. In general, the medians for randomization are substantially larger 
than those of BB. 
The maximum quadratic imbalance in the trial data sets were compared as well. BB showed a 
smaller maximum quadratic imbalance than the other allocation methods. Especially with 
increasing numbers of factors and clusters, the maximum imbalance resulting from 
randomization became very high. The same effect was found for matching, although to a 
lesser extent than for randomization. The maximum imbalance of minimization was just 
somewhat higher than the maximum imbalance found for BB.   
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Table 2. Median and maximum quadratic imbalances of the generated data sets obtained by 
BB, randomization, minimization and matching. 
 
N 
clusters 
N 
factors 
BB Randomization Minimization Matching 
median max median max median max median max 
4 1 1 2 2 8 1 2 1 2 
 2 2 4 2 16 2 4 2 8 
 3 4 8 4 24 4 10 4 10 
 4 4 10 7 26 6 12 4 16 
 5 6 12 8 28 6 18 6 18 
6 1 2 2 2 18 2 2 2 2 
 2 2 4 4 36 2 8 2 8 
 3 2 8 8 34 4 12 4 20 
 4 4 10 12 46 6 20 6 22 
 5 6 12 14 54 8 24 8 30 
8 1 0 2 4 34 0 2 0 2 
 2 2 4 8 54 2 10 2 8 
 3 4 8 16 64 4 12 4 20 
 4 4 10 20 70 6 26 6 36 
 5 6 12 30 82 10 30 8 38 
10 1 0 2 10 58 0 2 0 2 
 2 2 4 24 84 2 8 2 8 
 3 4 6 36 100 4 18 4 20 
 4 4 8 49 98 6 30 6 36 
 5 5 10 62 132 10 28 12 44 
16 1 0 2 10 80 0 2 0 2 
 2 2 4 26 122 2 10 2 18 
 3 2 6 44 162 4 20 6 32 
 4 4 8 59 254 6 24 12 58 
 5 4 10 78 190 10 36 16 60 
20 1 2 2 10 106 2 2 2 2 
 2 2 4 32 138 2  8 4 20 
 3 4 6 50 162 4 20 10 52 
 4 4 8 68 252 6 24 14 62 
 5 4 10 86 230 10 34 22 106 
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Example: Safe or Sorry? Study  
Patients in hospitals and nursing homes are at risk of developing often preventable adverse 
events, which threaten patient safety. Van Gaal et al. [15] developed an integral patient safety 
program that addresses several adverse events simultaneously. These events are pressure 
ulcers, falls and urinary tract infections. The program was tested in a cluster controlled trial in 
ten hospital wards and ten nursing home wards. The primary outcome measure was the 
incidence of adverse events on every ward. Patient characteristics, length of stay and nurse 
characteristics differed between hospitals and nursing homes, so it was decided before the 
start of the study that the results would be analyzed separately.  
For the sake of simplicity we will focus on the hospitals only. The program was tested in 4 
internal medicine wards and 6 surgical wards. It was expected that the incidence of adverse 
events would differ per type of ward. Therefore, balancing on this factor was recommended. 
Other prognostic factors were the percentage of patients who were at risk of falling per ward 
(< 20% vs. ≥  20%) , the average of nurses’ knowledge about risk assessment and effective 
preventive care per ward (test score < 7 vs. ≥ 7), and the main level of nurses’ education per 
ward (intermediate vs. higher vocational training/university). Table 3 shows the scores on 
every factor per cluster.   
Allocating the clusters to a treatment and a control group using the four methods described 
above gave the following results. BB resulted in one group containing wards 1, 5, 7, 8 and 10 
and a second group containing the other wards with an imbalance of 4. There were 16 other 
allocation schemes with the same imbalance, but as previously explained, only one (optimal) 
scheme was randomly selected. 
The imbalance was calculated as follows. Under the current allocation scheme the number of 
wards with a certain characteristic per group is given in Table 4. The difference is calculated 
(Group A - Group B) for every category of every factor. Then, the total imbalance is the sum 
of the squared differences. So, the total imbalance = 0
2
 + 0
2
 + (-1)
2
 + 1
2
  + (-1)
2
 + 1
2
 + 0
2
 + 0
2
 
= 4.  
Unrestricted randomization resulted in a group containing wards 1, 2, 6, 7 and 9 and the 
remaining wards in another group, resulting in an imbalance of 52. This imbalance is largely 
attributable to the fact that all internal medicine wards were assigned to the same group. 
Furthermore, most of the wards with a low mean test score were also grouped together. So, 
the distribution of prognostic factors was very dissimilar between the two groups.  
Minimization resulted in the same imbalance as BB. With the wards 1, 4, 6, 8 and 10 in one 
group and the remaining wards in the other, the imbalance was 4. 
Next, matching was applied. From the 10,000 matchings that were performed, one of the best 
matching schemes (including randomization within pairs) was chosen at random. This gave 
the following pairs: wards 1 and 7, wards 2 and 10, wards 3 and 6, wards 4 and 5, and wards 8 
and 9. The randomization within pairs resulted in the same groups of wards as minimization. 
So, the imbalance of matching was also 4. 
23 
 
Table 3. Ward characteristics used as balancing criteria. 
Ward number Type
1 
Risk of falling
2 
Test score
3 
Education level
4 
1 1 1 1 1 
2 1 0 1 0 
3 2 0 1 1 
4 2 1 0 0 
5 2 1 0 1 
6 1 0 1 1 
7 1 1 1 0 
8 1 0 0 0 
9 1 1 0 0 
10 2 0 0 0 
1. Type of ward: 1 = surgical, 2 = internal medicine 
2. Percentage patients with risk of falling: 0 = less than 20%, 1 = 20% or more 
3. Test of knowledge: 0 = mean score < 7, 1 = mean score 7 or higher   
4. Education level: 0 = intermediate vocational training, 1 = higher vocational training/university 
 
Table 4. Distribution of prognostic factors of the Safe or Sorry study over treatment groups A 
and B after BB. 
 Group A Group B Difference 
Type of ward: 
     Surgical 
     Internal medicine 
 
3 
2 
 
3 
2 
 
0 
0 
Risk of falling: 
    < 20% 
    ≥ 20% 
 
2 
3 
 
3 
2 
 
-1 
1 
Test score: 
    < 7 
    ≥ 7 
 
2 
3 
 
3 
2 
 
-1 
1 
Education level 
    Intermediate vocational 
training 
    Higher vocational training/   
    university 
 
3 
 
2 
 
3 
 
2 
 
0 
 
0 
 
Finally, stratification was applied on type of ward and risk of falling because these factors 
were thought to be most important. Stratifying on a third factor was impossible because this 
would lead to empty cells or cells containing just one cluster. Randomizing wards within 
strata resulted in one group containing wards 1, 3, 5, 7 and 8 and a second group containing 
the remaining wards. This allocation scheme gave an imbalance of 12. 
So, in this example BB as well as minimization and matching resulted in an optimal allocation 
scheme (i.e. one with the smallest imbalance). As mentioned earlier, BB must always result in 
the smallest imbalance. However, this does not hold for the other methods. All other 
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allocation methods could have ended up with one of the 17 optimal allocation schemes as 
well, but the probability that this would happen is much smaller for them than for BB. With 
unrestricted randomization, for example, this probability is only .13 (17 out of 126 different 
allocation schemes). 
 
Discussion and conclusion 
The aim of this study was to compare BB with unrestricted randomization, minimization, 
stratification and matching in terms of achievable balance in cluster controlled trials with 
small numbers of clusters.  
A simulation study was performed to compare BB with minimization, randomization and 
matching. The results showed that a better balance can be obtained with BB than with the 
other methods. This effect becomes larger as the number of clusters and number of factors 
increase.  
The results of randomization versus BB may seem somewhat counterintuitive, because 
randomization is thought to produce treatment groups in which the distributions of prognostic 
factors are similar, especially when the number of units to randomize is large. However, as 
the number of clusters increases, so does the number of possible allocation schemes. 
Therefore, the probability that randomization will result in the best allocation scheme, i.e. the 
one with the best balance of factors, becomes smaller as the number of clusters increases. BB 
on the other hand, always searches through all possible allocation schemes. Therefore, the 
probability of finding the best allocation scheme with this method does not depend on the 
number of clusters.  
We did not evaluate stratification. However, stratification can only take a limited number of 
factors into account [6]. According to Therneau, the maximum number of factors for studies 
with 4, 8 or 16 clusters are 2, 3 and 4, respectively. The performance of stratification with 
respect to the obtained balance lies between the performance of unrestricted randomization 
and minimization [6], so the balance it achieves will be equal to minimization at best. 
Thus, BB is a highly effective method for obtaining balance in prognostic factors over 
treatment arms. This applies not only to small trials, but also to larger trials. However, since 
the BB method considered here requires all units to be enrolled before allocation, this method 
is only useful in cluster controlled trials where clusters can be identified in advance. If not all, 
but a substantial part of the clusters is known from the beginning, BB could be used initially. 
Clusters enrolling later could then be allocated using minimization. This reasoning also 
applies to studies where individuals are the units of allocation. However, these studies often 
need large sample sizes. So, it may not be feasible to know all individuals in advance, which 
makes BB impossible.  
The argumentation in this article is based on prognostic factors with only two categories. 
Nevertheless, the results also apply to factors with more categories. As the number of 
categories per factor increases, the probability to obtain a good balance will decrease, 
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especially when randomization, stratification or matching is used. Stratifying on factors with 
more than two categories will be more difficult and further limits the number of factors that 
can be taken into account. Matching will also become harder, since it will become more 
difficult to find a good match for all clusters. BB on the other hand, is able to take the 
additional categories into account very well. 
The described BB method requires categorization of continuous prognostic factors. Thought 
should be given to the best limits for the categories, since categorization results in a loss of 
information. Furthermore, the eventual allocation scheme might differ if the limits are chosen 
differently. If all or most of the factors are categorical from the beginning, the way continuous 
factors are categorized will be rather unimportant. However, if there are many continuous 
prognostic factors, minimization based on ranks may be a better method [13,14].  
In this study, BB was limited to two treatment arms, but BB can easily be extended to more 
treatment arms (for example, if two new treatments are to be compared to a standard 
treatment). Furthermore, the allocation was limited to a 1:1 ratio. However, the BB algorithm 
can easily be adapted to other ratios. The key point in each case is to identify the set of all 
possible allocation schemes and define the imbalance measure, which can be 
straightforwardly extended from the two-arm, 1:1 allocation trial. 
In conclusion, BB is a highly effective alternative treatment allocation method in cluster 
controlled trials with small numbers of clusters. Therefore, we advocate the use of this 
method in such trials. 
 
Appendix: R-code Best Balance method 
minimize <- function(nr_iterations = 10000, dataname = "", exhaustive =  
FALSE, write_to_file = FALSE, subject_nr = TRUE, header = TRUE) 
#######################################################################
## 
# nr_iterations: the number of trials that will be generated            
#                                                                       
# 
# dataname: the name of a dataframe or the name of a datafile           
# 
# (between quotes, including the path) for the datafile; if no name is  
# 
# given a menu to choose a datafile is presented                                
# 
# The datafile should be a comma separated value file (csv) with a ','  
# 
# between the data entries                                               
# 
# exhaustive: if TRUE an exhaustive search of all combinations is       
# 
# performed                                                             
# 
# NOTE: this might take some time and is only feasible for datasets    
# that are not too large (up to 25 subjects)...                              
# 
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# If nr_iterations is larger than the number of combinations, an        
# 
# exhaustive search is performed                                        
#                                                                       
# 
# subject_nr: if TRUE the dataset should contain a variable indicating  
# 
# subject number in the first column; if FALSE a variable containing    
# 
# the line number is added to the final result                          
#                                                                       
# 
# header: If TRUE, the first line of the data file should contain       
# 
# variable names (including a name for the subject number if that is    
# 
# present); if FALSE variable names will be generated                   
#                                                                       
# 
# Note that all variables in the datafile or dataframe will be          
# 
# converted to factors                                                  
# 
#######################################################################
## 
{ 
# 
# Read in data (if necessary) and convert all variable to factors 
# 
if (is.data.frame(dataname)) { 
   covdata <- dataname 
   for (i in names(covdata)) if (!is.factor(covdata[,i])) covdata[,i] 
<- as.factor(covdata[,i]) 
} else { 
   if (dataname == "") dataname <- choose.files(caption = "Select 
covariate data file", multi = FALSE) 
   covdata <- read.table(dataname, header = header, sep = ",", 
colClasses = "factor")} 
# 
# Determine the number of subjects 
# 
nsubject <- length(covdata[,1]) 
# 
# Store or create the id variable for the subjects 
# 
if (subject_nr) { 
  subj_id <- covdata[,1] 
  id_name <- names(covdata)[1] 
  covdata <- covdata[,-1] 
} else { 
  subj_id <- 1:nsubject 
  id_name <- "subj_id"} 
# 
# Determine the number of subjects in group 1; this will be equal to 
half 
# the number of subjects when the number of subjects is even. When the 
# number of subjects is odd, group 1 will be larger than group 2 by one 
# subject 
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# 
ngroup1 <- nsubject %/% 2 + nsubject %%2 
# 
# Determine the number of different allocations 
# This is equal to the total number of subjects over the number of 
# subjects in group1 when the number of subjects is odd and half this 
# quantity if the number of subjects is even 
# 
nexhaust <- choose(nsubject,ngroup1)/(2-nsubject%%2) 
# 
# If the number of allocations is smaller than or equal to the 
requested 
# number of randomly generated trials an exhaustive search will be 
# performed 
# 
exhaustive <- exhaustive || (nexhaust <= nr_iterations) 
# 
# Create different allocations of subjects to the two groups 
# using either enumeration (exhaustive search) or random generation of 
# trials 
# ingroup1 is a matrix where each row contains the subjects in group 1 
# for a given trial 
# 
if (exhaustive) { 
   ingroup1 <- t(combn(nsubject,ngroup1))[1:nexhaust,] 
} else { 
   ingroup1 <- matrix(0,nr_iterations,ngroup1) 
   for (i in 1:nr_iterations) ingroup1[i,] <- sample(nsubject,ngroup1)} 
# 
# quaddif will contain the quadratic differences for each of the 
# generated trials 
# 
quaddif <- vector('numeric',length(ingroup1[,1])) 
# 
# calculate the quadratic differences 
# 
for (i in 1:length(ingroup1[,1])){ 
   quaddif[i] <- sum((unlist(sapply(covdata[ingroup1[i,],],function(x) 
tabulate(x,length(levels(x))))) -  
        unlist(sapply(covdata[-ingroup1[i,],],function(x) 
tabulate(x,length(levels(x))))))**2)} 
# 
# Determine the trials with the smallest quadratic differences 
# 
smallest <- which(quaddif == min(quaddif)) 
print(paste('There are ',length(smallest), ' trials with a minimal 
disbalance (disbalance = ', min(quaddif),')',sep = "")) 
print('Choosing a random trial...') 
# 
# Choose a trial with smallest quadratic difference 
# 
chosen <- smallest[sample(length(smallest),1)] 
# 
# Create a dataframe with the allocation 
# 
newdata <- data.frame(subj_id, group = as.factor(as.numeric(1:nsubject 
%in% ingroup1[chosen,]))) 
names(newdata)[1] <- id_name 
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newdata <- cbind(newdata,covdata) 
newdata$imbalance <- min(quaddif) 
# 
# Write data to output file if requested 
#  
if (write_to_file) write.csv(newdata, choose.files(caption = "Give a 
name for the output file", multi = FALSE), 
   row.names = FALSE) 
# 
# Return output file 
# 
newdata 
} 
 
 
# Example: 
# dataset with 10 subjects and two covariates 
# var_1 has three categories, var_2 has two categories 
# data could also be in a comma separated value datafile 
vb1 <- data.frame(subject_nr = 1:10, var_1 = c(0,3,1,2,2,0,3,3,3,1),  
    var_2 = c('m','v','m','m','v','m','v','v','v','m')) 
 
# carry out minimisation; Note, nr_iteration defaults to 10000 
# This is much too high so an exhaustive search is used 
minimize(dataname = vb1) 
 
 
# decreasing the number of randomly generated trials to 50 
# Note that since 'dataname' is the second argument of the function it 
# does not need 
# a name in this case 
minimize(50, vb1) 
 
 
# to force an exhaustive search use 
minimize(dataname = vb1, exhaustive = TRUE) 
 
 
# When the data are in a comma separated value file on disk, one could 
# use (a menu will be opened): 
# minimize() 
# (Note that is example is commented out because a datafile should be 
# reachable) 
 
 
# to write these results to a datafile, use 
# minimize(dataname = vb1, exhaustive = TRUE, write_to_file = TRUE) 
# (Note that is example is commented out because something is actually 
# written to a file) 
 
 
# to use the output in the session 
mintrial <- minimize(50, vb1) 
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Abstract 
Background 
Cluster randomized trials (CRTs) are known to be less efficient than individually randomized 
trials, especially if only the continuous outcomes at the end of the study are analysed (post- 
test design). Hence, an increased sample size is required. However, the number of available  
clusters is often limited and increasing the cluster size will not always result in the desired  
power level. Using covariates and/or repeated measurements can improve the efficiency.  
For two measurements, it has been shown that an ANCOVA design with a baseline  
measurement as a covariate decreases the required sample size. For the situation of three  
measurements, two extensions of this design were studied: an extended  ANCOVA design  
(ANCOVA with an additional follow-up measurement) and a simple Stepped Wedge design.  
 
Methods 
To compare the efficiency of these designs with three measurements, we derived sample size 
 formulae for the two extended designs which can be used for both cohort and cross-sectional  
designs.  
   
Results  
The Extended ANCOVA and Stepped Wedge design both reduce the required sample size in  
comparison to a post-test design if the correlation between time points increases. Furthermore, 
 both designs are more efficient than a simple ANCOVA design. The Extended ANCOVA  
design is the most efficient.  
 
Conclusion  
Since correlation between measurements is expected in many cases, it is worthwhile to  
consider research designs with additional measurements, especially in CRTs where the  
number of available clusters is limited. 
  
33 
 
Background 
Cluster randomized trials (CRTs) are increasingly being used in health services research. In 
these kinds of trials, complete social units, or groups of individuals (such as families or 
medical practices), are randomized to different treatments. They are mostly used to prevent 
contamination and in situations where individual randomization is not possible or not 
desirable for logistic, financial or ethical reasons [1].  
Clustering reduces the efficiency of the design because subjects within clusters are correlated, 
hence using a cluster design requires an increased sample size [1-3]. This can be achieved by 
either increasing the number of clusters or the number of subjects per cluster or both. 
Increasing the cluster size will not always result in the desired power level [4]. Moreover, 
increasing the number of clusters is more effective [3, 5, 6], but the number of available 
clusters is often limited [2, 6]. Then, it will be difficult or even impossible to obtain adequate 
power, especially if the total number of clusters is twenty or less [6-8]. However, efficiency 
can be gained by using covariates or repeated measurements [9-11].   
A standard approach to calculate the sample size for a continuous outcome involves 
calculating the standard sample size for an individually randomized trial as if a t-test on the 
follow-up scores would be carried out. Then, this unadjusted sample size is multiplied by the 
design effect  )1(1  n  to account for the clustering, where n is the number of subjects in a 
cluster and ρ the intracluster correlation (ICC) [1]. Even for small ICCs, the design effect can 
be substantial, especially when cluster sizes are large.  
This procedure for sample size calculation applies to an analysis in which only the outcomes 
at the end of the study are analysed (post-test design). Yet in practice, often a baseline 
measurement of the outcome is available or easy to obtain. Then, an analysis of change from 
baseline can be performed. In this case, part of the variation due to clusters and possibly 
subjects will be removed, leading to a gain in efficiency [12]. However, this type of analysis 
is known to be sub-optimal [13]. 
An even more powerful approach is the combination of the post-test and change from baseline 
scores in an analysis of covariance (ANCOVA) [10, 13, 14]. Teerenstra et. al. [15] derived a 
sample size formula for this ANCOVA design for CRTs. The sample size for this design is a 
factor r
2
 smaller than for a post-test design, where r is the correlation of the cluster means 
between baseline and follow-up. 
Extending the study with a third (repeated) measurement may further improve the efficiency 
of a CRT. Two possible designs with three measurements will be considered. The first one is 
an ANCOVA design with an additional follow-up measurement. We will refer to this design 
as the Extended ANCOVA design.  
A second design that will be considered is a simple Stepped Wedge design with two steps 
(and hence three measurements). This is a type of crossover design in which different clusters 
switch treatments in one direction at different time points [16-18]. All clusters start in the 
control condition. Then, at consecutive time points, one or more clusters switch to the 
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treatment of interest. Eventually, all clusters will have switched to the treatment condition. 
This design is mostly used when the intervention cannot be delivered to half of the clusters 
simultaneously as in a parallel group design, if the intervention is thought to do more good 
than harm, or when an intervention that is already shown to be effective in an individually 
randomized trial is being evaluated at the population-level [16-19]. A recent review showed 
that the Stepped Wedge design is increasingly being used over the last couple of years [18]. 
Hussey & Hughes [16] described the design and analysis of Stepped Wedge CRTs for any 
number of steps. However, they assumed that there are different subjects at each time point, 
so they limited themselves to a cross-sectional design. We will elaborate on their work to a 
situation where part (or all) of the subjects within clusters are measured repeatedly and 
another part is replaced, because in practice studies often turn out to be a combination of a 
cohort and cross-sectional design. However, because of our focus on three measurements, we 
limit ourselves to a simple Stepped Wedge design with only two steps.  
Our aim is to provide sample size formulae for the Extended ANCOVA and Stepped Wedge 
design as described above. Furthermore, we will compare the efficiency of the Extended 
ANCOVA, Stepped Wedge, the simple ANCOVA and the post-test design. An example is 
provided to illustrate the sample size requirements for the different designs.  
 
Methods and Results 
Model  
The general model for a continuous outcome gtiky  of subject k (k=1, .., n) in cluster i (i=1, …, 
I) at time t (t=0, …, T) in treatment arm g (control g=0, intervention g =1) is   
 
tikiktiigttggtik ssccy ,, )()()(         (1) 
 
with iktii scc ,)(, ,  and tiks ,)(   normally distributed with mean 0 and variance 
2222 ,,,   sscc  respectively [12]. The first four terms are fixed effects, where   is the 
grand mean, g and t  are the effects of treatment arm and time respectively, and gt)(  is 
the interaction effect between treatment arm and time. In a cluster randomized trial, no 
differences between treatment groups are expected at baseline, so 11)(  is also the expected 
difference of the first follow-up scores. The random effects ic  and tic ,)(   describe the 
variation of the clusters. The first random effect ic  models the variation between clusters at a 
fixed time point, while the second random effect tic ,)(   models the variation of each cluster 
over different time points. Similarly, the random effects iks  and tiks ,)(   decompose the 
variation of subjects in a time-invariant and time-varying part. Within this model, it is 
assumed that there is a constant correlation among repeated measures on a given unit 
(compound symmetry) [12]. 
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Besides this assumption, we assume a balanced design, that is we assume that the number of 
clusters in all study arms are equal. Furthermore, we assume that cluster sizes and the number 
of clusters at each time point are equal.  
To account for both cohort and cross-sectional designs in one model, the variance component 
is rephrased into the cluster autocorrelation c  and the subject autocorrelation s [12]. These 
are defined as:  
22
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and describe the correlation over time between the cluster-level and subject-level means 
respectively. Here, the means refer to the true means, so without sampling error. Furthermore, 
it should be noted that s  is the correlation over time of the subject score gtiky  in a given 
cluster (i.e. conditional on the cluster).  
The above model can describe both cohort and cross-sectional designs, as well as mixtures of 
these, by allowing the autocorrelations to vary between 0 and 1 [12]. If 1s , then there is 
no variation within subjects over time. This can be true if all subjects are measured at all time 
points, so in case of a cohort design. Yet, the subject autocorrelation is not necessarily equal 
to one in every cohort study. In case of a cross-sectional design, so if there are different 
subjects at each time point, s  will be zero. Beside taking 0s , Hussey & Hughes [16] 
also fix c  to one, which follows implicitly from their model formulation which corresponds 
to our model with 0)( , tic  and 0iks . Finally, when a mixture of the cohort and cross-
sectional design is used, s  will lie between zero and one. 
 
Estimators of the treatment effect 
In designs that use a baseline measurement and one or more follow-up measurements, several 
estimators of the treatment effect are present. Treatment groups can be compared at follow-up 
measurements with the between-cluster estimator  
  ,,,0,,,1
ˆ
tgtgupfollow yy  (with t = 1,…,T),  
where   in the subscript refers to averaging over the corresponding index. Furthermore, the 
change from baseline scores can be compared with  
     ,,0,0,,,,0,,0,1,,,1ˆ tgtgtgtgchange yyyy  (with t = 1,…,T). 
 
These estimators have variances 
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and 
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where 0  and 1  are the fractions of the clusters in the control and intervention arm 
respectively, 22222   sscc   is the total variance (the variance of all subjects over 
all clusters),   is the intracluster correlation (ICC):  
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and r  is the correlation of the cluster means between measurements, defined as: 
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This correlation coefficient will be close to the subject autocorrelation if n  is small (small 
clusters and/or small ICC), and close to the cluster autocorrelation if n  is large. Derivation 
of equation (6) can be found in Appendix A.  
From equations (3) and (4) it follows that the sample size for an analysis of change from 
baseline scores differs from an analysis of the follow-up scores by a factor  r12 . Hence, 
analysing the change from baseline scores is only more efficient if 5.0r .  
 
Extended ANCOVA design 
Within the Extended ANCOVA design, two follow-up and two change from baseline 
estimators are present: follow-up at 1t  and 2t , and change from baseline between 0t
and 1t , and between 0t  and 2t  (see Figure 1: left panel). 
 
 
Figure 1: Schematic representation of the Extended ANCOVA design (left panel) and 
Stepped Wedge design (right panel). Group indicates the clusters within a study arm, Time 
indicates the measurement points, C is the control condition and T is the treatment condition. 
The arrows with dashed lines represent the change from baseline and the arrows with solid 
lines represent the estimators of the treatment effect. 
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The combined estimator of the treatment effect is an optimally weighted combination, i.e. a 
combination that results in a minimal variance, of these four: 
2121
ˆˆˆˆˆ
changechangeupfollowupfollowExtAnc zyxw         (7) 
 
where w, x, y and z are the weights. This turns out to be  
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The variance of this estimator is: 
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   (9) 
Equation (8) shows that if the correlation r  is high, the estimator of the treatment effect is 
largely based on the change from baseline scores, whereas this estimator will be largely based 
on the follow-up scores if r  is small.  Furthermore, equation (9) shows that the variance of 
this estimator decreases if the correlation increases. Hence, the Extended ANCOVA design 
becomes more and more efficient with higher correlations between cluster means over time.  
Derivations of equations (8) and (9) can be found in Appendix A. 
 
Stepped Wedge design 
Within the Stepped Wedge design, one follow-up and two change from baseline estimators 
are present: follow-up at 1t , and change from baseline between 0t and 1t , and 
between 1t  and 2t  (see Figure 1: right panel).  
The combined estimator of the treatment effect is an optimally weighted combination of these 
three: 
21
ˆˆˆˆ
changechangeupfollowSW zyx            (10) 
 
where x, y and z are the weights. This estimator turns out to be: 
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This estimator has variance: 
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For this estimator also applies that most information about the treatment effect comes from 
the change scores if the correlation r  is high, while in case of a low correlation, the treatment 
estimator is largely based on the follow-up scores. Furthermore, equation (12) shows that the 
Stepped Wedge design will be more efficient when the correlation between cluster means 
over time is high. See Appendix A for derivations of equations (11) and (12). 
The estimators of the treatment effect in both the Extended ANCOVA and the Stepped 
Wedge design can be shown to be equal to maximum likelihood estimators of the treatment 
effect (see Appendix B). Hence, these estimators equal the estimators of the treatment effect 
that result from mixed effects regression models. 
 
Sample size estimation 
On the basis of the expressions of the variances shown above, the sample size can be 
calculated as follows. First, the sample size for an individually randomized trial is calculated 
as if a t-test on the (first) follow-up scores would be performed. Then, to correct for 
clustering, this number is multiplied by the design effect  )1(1  n . Finally, the sample 
size is either multiplied by a (variance inflation) factor 













r
r
462
1 2
 for the Extended 
ANCOVA design, or by a (variance inflation) factor 













r
r
1
2
1
2
 for the Stepped Wedge 
design. If 0s  and 1c , our approach will result in the same sample size as would result 
from the approach of Hussey & Hughes [16] (with the same number of steps). 
From these expressions, it can be seen that for the Extended ANCOVA design the required 
sample size is already halved if the correlation 0r  in comparison to a post-test design. This 
can be explained by the fact that this design uses two follow-up measurements. If there is no 
correlation between the measurements over time, i.e. the measurements are independent, the 
required sample size halves, because every subject is measured twice. With increasing 
correlations, the sample size requirements decrease even further. The Extended ANCOVA 
design is also more efficient than the simple ANCOVA design, as can be seen in Figure 2. 
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Figure 2: Variance inflation factors (VIF) for the post-test, ANCOVA, Extended ANCOVA 
and Stepped Wedge design given the correlation r between cluster means over time points 
(measurements). 
 
For the Stepped Wedge design the required sample size will also be smaller than for a post-
test  and simple ANCOVA design, but only if 0r . If the correlation increases, the required 
sample size again decreases. By dividing the variance inflation factor of the Stepped Wedge 
with the one of the ANCOVA design (i.e. the relative efficiency), it can be shown that the 
reduction in sample size by using a Stepped Wedge instead of an ANCOVA design is 
maximally 25%. Yet, in comparison to the Extended ANCOVA design, the Stepped Wedge 
design requires a larger sample size, unless 84.0r  (at this value of r the relative efficiency 
of the Stepped Wedge versus the Extended Ancova design drops below 1. Furthermore, see 
Figure 2).  
The above presented formulae can be used when the cluster size is known and the number of 
clusters needs to be estimated. In case the number of clusters is fixed one could start with a 
guess for the cluster size. Then use the presented formulae to see how many clusters are 
required and compare this to the number of available clusters. If the required number is larger 
than the number of cluster available the cluster size needs to be increased and if it is the other 
way around the cluster size can be decreased. By repeating this process one can find the 
required cluster size given a fixed number of clusters.  
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Example  
CONCERN (Care Optimization for Non-professional Caregivers of Elderly with dementia 
and Reduction of Neuropsychiatric symptoms) is a care program for community dwelling 
patients with dementia suffering from neuropsychiatric symptoms, and their informal 
caregivers. The aim is to test a new approach for optimization of care delivery using an 
evidence based, individually tailored, multidisciplinary care program and to evaluate its 
effectiveness. The effectiveness of the care program will be studied in a cluster randomized 
controlled trial in comparison to usual care. A cluster is defined as a general practitioner 
practice. One of the primary outcome measures is the Neuropsychiatric Inventory (NPI) total 
score. The NPI is an instrument for assessing twelve neuropsychiatric symptoms in dementia 
patients [20, 21]. Of each symptom, frequency and severity are assessed on a 3- and 4-point 
Likert scale respectively. Frequency and severity scores are multiplied for individual 
symptoms and then summed, yielding a total score ranging from 0-144 points. 
A difference between conditions of 7.8 points was expected on the NPI total score with a 
standard deviation of 15.1. Furthermore, an ICC of 05.0  was expected [22] and the 
cluster size was set to five. Then, the required sample size for a post-test design accounting 
for clustering is 15 clusters per treatment arm (significance level 0.05 and power 0.80).  
The CONCERN trial uses a cohort design, meaning that the same individuals are measured at 
every time point. Hence, the subject autocorrelation can be expected to be quite high [12] and 
therefore, set to either 5.0s  or 8.0s . Furthermore, the cluster autocorrelation is 
conservatively set to either 3.0c  or 5.0c . Then, for 5.0s  the correlations are 
46.0r  and 50.0r  respectively, and 70.0r  and 74.0r  if  8.0s .  For the 
ANCOVA design, this results in a required sample size of 12, 11, 8 or 7 clusters per treatment 
arm respectively. For both cluster autocorrelations c , the required sample sizes are 7 or 5 
clusters per treatment arm for the Extended ANCOVA design, and 10 or 6 clusters per 
treatment arm for the Stepped Wedge design. Hence, for this study, the Extended ANCOVA 
design is the most efficient choice in terms of sample size. However, since the care program 
will be individually tailored for every patient, the Stepped Wedge design is preferred for 
practical reasons.   
 
Discussion and conclusion 
To find efficient designs for the case of three measurements, we looked at two extensions of 
the ANCOVA design for cluster randomized trials using three measurements: the Extended 
ANCOVA and the Stepped Wedge design. For both designs, we derived sample size formulae 
and showed that by using a baseline and additional follow-up measurement the required 
sample size can be decreased in comparison to a post-test and simple ANCOVA design. This 
decrease depends on the autocorrelation r (the correlation between clusters means over 
measurements).  
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The derived sample size formulae need input from the intracluster correlation as well as from 
the autocorrelation. Since the autocorrelation consists of the subject autocorrelation s  and 
the cluster autocorrelation c , two additional estimates are needed to estimate the sample size 
in comparison to a post-test design. These can be obtained from previous studies, sometimes 
directly from published autocorrelations or otherwise indirectly from published variance 
components [12]. However, these results are often unavailable. Alternatively, a range of 
plausible values can be obtained from clinical experts, since the autocorrelations have a 
interpretable meaning. The subject autocorrelation s  is the correlation between two 
measurements of the same subject in the same cluster, but at different times. Therefore, it 
represents the reproducibility of a measurement on a subject. The cluster autocorrelation can 
be understood as follows. At each measurement time, a cluster has a true mean and an 
observed mean which is the true mean plus variability due to the sampling of subjects within 
the cluster. In terms of the model, this is reflected as follows:  the true cluster mean of cluster 
i  is tiigttggti ccy ,)()(   , while the observed mean would be 
tiitiigttggti ssccy ,, )()()(    where tii ss ,)(     is the average of the 
subjects in cluster i. Put differently, the true mean is the mean that would be observed if the 
cluster would be very large, so that the sampling error due to subjects within the cluster 
averages out. Now the cluster autocorrelation c is the correlation between the true means of 
the same cluster at different times. From this, it is evident that the cluster autocorrelation c  
represents the ‘consistency’ of the same cluster over time. Put differently, the higher  c  the 
less variable the true cluster mean is over time. Finally, r  is the correlation between observed 
means of the same cluster at different times. This correlation depends on how well the 
subjects within a cluster correlate over time ( s ), how consistent the cluster itself is over time 
( c ) and how these two are weighted. From (6) it is clear that r is close to  the cluster 
autocorrelation if the clustering effect  is large (large cluster and/or large ICC) and that r is 
close to the subject autocorrelation if the clustering effect is small. As an example, consider 
group therapy. At a given measurement point, the measurements of the group members will 
be correlated due to group interaction and the effect of the therapist: this is covered by the 
ICC. Further, the group members will stay in the group for a longer period of time, hence they 
will be measured repeatedly. Since the members are the same individuals at every time point, 
the measurements will be correlated over time: this is captured by the subject autocorrelation. 
If the effect of the group interaction and the therapist on the outcome are consistent over time, 
e.g. the therapist has a consistent style of coaching and promoting group interaction, then the 
group mean will not vary much over time: this is captured by the cluster autocorrelation.  
Our sample size formulas apply to cohort and cross-sectional designs as well as mixtures of 
them. As a special case of the cross-sectional design, the assumptions of Hussey & Hughes 
[16] can be considered. No additional estimates are then required, since they assume that 
0s  and 1c  i.e. they assume no correlation over time of subjects (e.g. a cross-sectional 
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design, with new subjects at each measurement) and no variation of a cluster average over 
time other than variation due to sampling new subjects. In this case,  


)1(1 

n
n
r . 
There are some consequences of taking multiple measurements that should be taken into 
account in the planning stage of a trial. First, multiple measurements lead to a longer study 
period, which will come with additional costs. A trade-off should be made between costs of 
increasing the sample size and the costs of the measurements. Furthermore, dropout may be 
more likely. Finally, if subjects are measured multiple times they may recall how they 
performed or answered questions before (recall bias). Besides, the multiple measurements 
lead to an increased burden on the respondents.  
Several assumptions were made within the model we used. First, the correlation among 
repeated measurements was assumed to be constant (compound symmetry). However, in 
practice, other correlation structures may be more likely. How to account for different 
structures is unclear and therefore a topic for future research. Though, for correlated binary 
data, it has been shown that a first-order autoregressive (AR(1)) correlation structure requires 
a smaller sample size than a compound symmetry structure [23]. If this also holds for 
continuous outcomes, it can be expected that the presented formulae will at least provide 
sample sizes with sufficient power. Secondly, we assumed equal treatment effects over time, 
so the time between two measurements should be long enough to reach a steady state. This is 
especially important for the Stepped Wedge design, because within this design the units 
switch to the intervention at consecutive time points. Furthermore, we assumed equal cluster 
sizes. In many cases the cluster size may be variable though. Then, the average cluster size 
can be used for the sample size calculations. A discussion about the impact of variable cluster 
sizes can be found elsewhere [24]. Finally, we assumed that there would be no dropout. Yet, 
the required sample size calculated from one of the above expressions could be increased by 
an amount that corresponds with the expected amount of dropout. Though, it is possible to 
take the time of dropout into account [25].  
We showed that the Extended ANCOVA design is usually more efficient in terms of sample 
size than the Stepped Wedge design. However, the Stepped Wedge design is preferable if one 
expects that the intervention will do more good than harm (i.e. when there is no equipoise) 
[16-18]. Then, it will be unethical to withhold the intervention from a proportion of the 
subjects as would occur in an ANCOVA design. Besides, recruitment of clusters may be 
easier in a Stepped Wedge design, since all clusters will receive the treatment during the study 
period. Furthermore, it may be impossible to deliver the intervention to half of the clusters 
simultaneously because of practical, logistical or financial reasons [16-18]. In that case, the 
stepwise implementation of the Stepped Wedge design offers a solution. 
Additionally, we showed that by using three measurements the required sample size can be 
reduced in comparison to a post-test and ANCOVA design. Yet, including more than three 
measurements may reduce the sample size even more. For a cross-sectional Stepped Wedge 
design, Hussey and Hughes [16] already showed that the power increases by increasing the 
number of steps (and hence the number of measurements). However, the additional reduction 
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in sample size becomes smaller with every added step (and/or measurement). Whether this is 
the same for cohort or mixtures of cohort and cross-sectional designs is topic to further 
research. Yet, it may be expected to see similar effects there. 
The presented sample size formulae are for CRTs with continuous outcomes, where a baseline 
measurement is taken as a covariate. Often, other baseline covariates are also available. Then, 
it may be desirable to include these in the sample size calculations, since they may lead to a 
further decrease in required sample size. However, it is subject for further research how much 
decrease can be obtained. Yet, a baseline measurement of the outcome is often a strong 
predictor, so it will already cover the majority of the possible gain. Additional covariates can 
be included in the analysis, which will improve the power. Hence, the required sample size 
estimated by the presented sample size formulae will be sufficient in this situation and may 
even be an overestimation.  
For cluster randomized trials with binary outcomes it has been shown that using a baseline 
measurement in the analysis does not increase the precision of the estimated treatment effect 
unless the cluster sizes are large and there is substantial heterogeneity between clusters at 
baseline [26]. Furthermore, Ukoumunne and Thompson [27] showed that the efficiency of 
analysis of covariance depends strongly on the extent to which follow-up prevalences are 
correlated with the baseline prevalences. It can be expected that using a third measurement in 
CRTs with binary outcomes will result in a gain in efficiency as well. Yet, how much can be 
gained is a topic for further research. 
In conclusion, it was shown that the required sample size can be reduced by using multiple 
measurements within several designs. It is worthwhile to consider  these elaborated designs, 
especially in CRTs where the number of available clusters is limited.       
 
Appendix A: Derivation of estimators of treatment effects, variances and variance 
inflation factors 
Derivation of equation (6): 
Using  22  cc  , ,)1(
22  cct   ,)1(
22   ss  and 
22 )1)(1(   sst , 
the correlation r can be rewritten as 
nn
n
nn
n
r
sscc
sc
sscc
sc
/)1)(1(/)1()1(
/)1(
2222
22




 




  
 
sc
sc
nn
n
nn
n








)1(
1
)1(//1
/)1(







 . 
 
 
 
 
 
44 
 
Derivation of equations (8) and (9) (Extended ANCOVA design): 
If II 00  and II 11   are the number of clusters in the two study arms respectively, then  
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From these expressions it follows that  
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The estimator  2121
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The Lagrange multiplier equations read: 
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Using the relation between r, α and β, the variance of this minimum variance estimator is: 
     
 
 
 
  
 
In
n
r
r
r
r
r
r
r
r
r
yzxzwyzyxw
zyxw changechangeupfollowupfollow
2
10
2
2
222
2222
2121
11
)1(1
462
1
1
46
3
46
3
46
3
26
43
)2(
26
2)(
2626
3
4)2(
26
2
26
3
2
)2(2)(2)(22)2(
)ˆˆˆˆvar(
































































































 
 
Derivation of equations (11) and (12) (Stepped Wedge design): 
upfollowˆ   ,,1,0,,1,1 tgtg yy  
     
 


 
 












010
1 1
1,1,
01 1
1,1,
1
)(
1
)(
1
)(
1
)(
1 I
i
n
k
tiiktii
II
Ii
n
k
tiiktii ss
n
cc
I
ss
n
cc
I
o
  
 
1
ˆ
change       ,,0,0,,1,0,,0,1,,1,1 tgtgtgtg yyyy  
  

 








10
1 1
0,1,0,1,
1
)()(
1
)()(
1 II
Ii
n
k
titititi
o
ss
n
cc
I
  
  
 








10
1 1
0,1,0,1,
0
)()(
1
)()(
1
I
i
n
k
titititi ss
n
cc
I
  
 
2
ˆ
change       ,,1,0,,2,0,,1,1,,2,1 tgtgtgtg yyyy  
  

 








10
1 1
1,2,1,2,
1
)()(
1
)()(
1 II
Ii
n
k
titititi
o
ss
n
cc
I
  
48 
 
  
 








10
1 1
1,2,1,2,
0
)()(
1
)()(
1
I
i
n
k
titititi ss
n
cc
I
  
 
From these expressions it follows that  















IInn o
ss
ctcupfollow
1
22
22 11)ˆvar(


  ,  















IIn o
s
ctchangechange
1
2
2
21
11
2)ˆvar()ˆvar(


  , 
   




































  
 


 


IIn
s
n
c
I
s
n
c
I o
s
c
I
i
n
k
titi
II
Ii
n
k
titi
changeupfollowchangeupfollow
o 1
2
2
1 1
1,1,
01 1
1,1,
1
21
11
)(
1
)(
1
)(
1
)(
1
var
ˆ,ˆarcovˆ,ˆarcov
010






 
and 
  














IIn o
s
cchangechange
1
2
2
21
11ˆ,ˆarcov


   
 
In terms of r, α and β, we have 
  2
1
)1(1
111
)ˆvar( 

 





 n
nIIo
upfollow  
  2
1
21 )1(1
111
)1(2))(1(22)ˆvar()ˆvar( 

 





 n
nII
rr
o
changechange  
 
   
  2
1
21
)1(1
111
)1(
))(1(,ˆarcovˆ,ˆarcov










 
n
nII
r
r
o
changeupfollowchangeupfollow
  
 
 
  2
1
21
)1(1
111
)1(
))(1(ˆ,ˆarcov











n
nII
r
r
o
changechange
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The Lagrange multiplier equations read: 
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Using the relation between r, α and β, the variance of this minimum variance estimator is: 
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Appendix B: relation between our method of estimating the treatment effect and maximum 
likelihood estimation 
A mixed model can be denoted as:          , where    (    )   . Therefore, we can 
simplify the model to    ̃   ̃. It can be shown that for this model the maximum likelihood 
estimator equals the generalized least squares estimator, which in turn equals the ordinary least squares 
estimator (Searle). Furthermore, it can be shown that the best linear unbiased estimator (b.l.u.e.) also 
equals the maximum likelihood estimator (Searle). Our method of combining change from baseline 
and difference at follow up estimators is also a b.l.u.e. estimator: we make a linear combination of 
these estimators that is unbiased because the weights (       ) sum to one and is a ‘best’ estimator 
because it is one that has minimal variance.  
Below, we show how our method of estimating the treatment effect equals the ordinary least squares 
method (OLS) for Ancova, Extended Ancova and Stepped Wedge designs. Because our method equals 
OLS for all these designs, we can conclude that our method equals the maximum likelihood estimator 
as well.  
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Ancova 
 
 Baseline (  ) Follow up (  ) 
Control arm (  ) C C 
Treatment arm (  ) C T 
C = control condition, T =  treatment condition 
 
Ordinary Least Squares (OLS) 
OLS uses a weighted sum of the measurements at     and    to estimate the treatment effect β, where 
the measurements can be split by the two treatment arms (  
    
    
    
 ).   
Then, OLS results in an (linear) unbiased estimator if: 
  (    
      
      
      
 )    
where the  ’s should have a value such that the variance is minimized and should sum to one.  
Using μ for the grand mean, τ for time effects and β for the treatment effect: 
    ( )    ( )    (   )    (     ) 
  (           )  (     )      
  (           )  (     )  (    )  
This is the case when 
    ,       and       . Let    be denoted by  ̃, then 
  (    
      
      
      
 )    if 
 ̃   ̃  
   ̃  
    
    
  
(where  ̃ is the estimator of the treatment effect) 
 
Our method 
We make a weighted linear combination of the difference in change from baseline between the 
treatment arms and the difference at follow up: 
   (  
    
 )  (   )[(  
    
 )  (  
    
 )] 
    
    
  (   )  
  (   )  
   
 
Comparison of methods 
The  ’s show that our method equals OLS since   ̃     . 
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Extended Ancova 
 
 Baseline (  ) Follow up (  ) Follow up (  ) 
Control arm (  ) C C C 
Treatment arm (  ) C T T 
C = control condition, T =  treatment condition 
 
Ordinary Least Squares (OLS) 
Here, a weighted sum of the measurements at   ,    and     is used to estimate the treatment effect β, 
where the measurements can be split by the two treatment arms (  
    
    
    
    
    
 ).   
Then, OLS results in an (linear) unbiased estimator if: 
  (    
      
      
      
      
      
 )    
where the  ’s should have a value such that the variance is minimized and should sum to one.  
Using μ for the grand mean, τ for time effect at   , τ’ for time effect at    and β for the treatment 
effect: 
    ( )    ( )    (   )    (     )    (      )    (        ) 
  (                 )  (           )  (     ) 
  (     )  
  (                 )  (           )  (     ) 
  (       )  
This is the case when 
        
       
       (     )     
       
       
Then    and    can be chosen freely, so let    be denoted by    and    by   . Therefore,   
  (    
      
      
      
      
      
 )    if 
 ̃      
      
      
      
  (    )  
  (    )  
  
 
Our method 
We make a weighted linear combination of the difference in change from baseline (  -   and   -  )  
and the difference at    and    between the treatment arms: 
   (  
    
 )   (  
    
 )   [(  
    
 )  (  
    
 )]   [(  
    
 )  (  
    
 )] 
  (   )  
  (   )  
  (   )  
  (   )  
  (   )  
  (   )  
  
 
Comparison of methods 
For OLS, let    be (   ). Then, we could fill in the weights of every measurement per group as 
follows: 
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 Baseline (  ) Follow up (  ) Follow up (  ) 
Control arm (  )        
     
 (    ) 
 (    )   
(    )   
    
Treatment arm (  )          
    
(    ) 
(    )   
 (    )   
   
 
Within our method,        should sum to one. Therefore, x, y, and z can be chosen freely. Let  
       and      . Then, we could fill in the weights of every measurement per group as 
follows: 
 Baseline (  ) Follow up (  ) Follow up (  ) 
Control arm (  )      
  
 (   )   
 (  (   ))   
 (   ) 
 (   )   
   
Treatment arm (  )  (   )   
   
(   )   
  (   )   
(   ) 
(   ) 
  
 
This shows that our method equals OLS since      and     . 
 
Stepped Wedge 
 
 Baseline (  ) Follow up (  ) Follow up (  ) 
Control arm (  ) C C T 
Treatment arm (  ) C T T 
C = control condition, T =  treatment condition 
 
Ordinary Least Squares (OLS) 
Here, a weighted sum of the measurements at   ,    and     is used to estimate the treatment effect β, 
where the measurements can be split by the two treatment arms (  
    
    
    
    
    
 ).   
Then, OLS results in an (linear) unbiased estimator if: 
  (    
      
      
      
      
      
 )    
where the  ’s should have a value such that the variance is minimized and should sum to one.  
Using μ for the grand mean, τ for time effect at   , τ’ for time effect at    and β for the treatment 
effect: 
    ( )    ( )    (   )    (     )    (     
   )    (        ) 
  (                 )  (           )  (     ) 
  (        )  
  (                 )  (           )  (     ) 
  (          )  
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This is the case when 
       
     
          
       
Then    and    can be chosen freely, so let    be denoted by    and    by   . Therefore,   
  (    
      
      
      
      
      
 )    if 
 ̃      
      
    
    
      
      
  
 
Our method 
We make a weighted linear combination of the difference in change from baseline (  -   and   -  )  
and the difference at    between the treatment arms: 
   (  
    
 )   [(  
    
 )  (  
    
 )]   [(  
    
 )  (  
    
 )] 
     
     
     
     
     
     
  
 
Comparison of methods 
The  ’s show that our method equals OLS since           and       
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Abstract  
Objective: 
The stepped wedge design is increasingly being used in cluster randomized trials. However, 
there is not much information available about the design and analysis strategies for these 
kinds of trials. Approaches to sample size and power calculations have been provided, but a 
simple sample size formula is lacking. Therefore, our aim is to provide a sample size formula 
for cluster randomized stepped wedge designs. 
Study design and setting: 
We derived a design effect (sample size correction factor) that can be used to estimate the 
required sample size for stepped wedge designs. Furthermore, we compared the required 
sample size for the stepped wedge design with a parallel group and ancova design. 
Results: 
Our formula corrects for clustering as well as for the design. Apart from the cluster size and 
intracluster correlation, the design effect depends on choices of the number of steps, the 
number of baseline measurements and the number of measurements between steps. The 
stepped wedge design requires a substantial smaller sample size than a parallel group and 
ancova design.  
Conclusion: 
For cluster randomized trials, the stepped wedge design is far more efficient than the parallel 
group and ancova design in terms of sample size.   
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1. Introduction 
Randomized controlled trials (RCTs) are considered the gold standard in evaluating health 
care interventions [1]. However, cluster randomized trials (CRTs) are increasingly being used 
in the health care setting [2]. In these trials, complete social units, or groups of individuals 
(such as families, nursing homes or general practices), are randomized to different treatments. 
They are mostly used to prevent contamination and in situations where individual 
randomization is not possible or not desirable for logistic, financial or ethical reasons [3]. 
The most commonly used trial design is the parallel group design in which each cluster is 
randomized to either an intervention or control condition [4]. Within this design, each cluster 
receives only one kind of treatment during the study and usually all clusters start 
simultaneously. An extension of the parallel group design is the ancova design where a 
baseline measurement is added to the design and included as a covariate in the analysis [5]. In 
contrast, in the crossover design, every cluster will receive both the intervention and the 
control treatment. Yet, the order of the interventions is randomized for each cluster [3, 4, 6]. 
However, it is not always possible to conduct a crossover design, because it assumes that 
carry-over effects are absent [3, 4, 6]. This means that the estimated treatment effects should 
be independent of the order in which the treatments were assigned. So, the effects of the first 
treatment should have disappeared by the time the second treatment is started, which may be 
unrealistic if, for example, the first treatment is the reinforcement of a hygiene protocol and 
the second implies falling back to usual care in hospital wards. 
Here, we will focus on the stepped wedge design, which is a type of crossover design in 
which (different) clusters switch treatments in only one direction at different time points 
(steps) [7-10]. Typically, all clusters start in the control condition. Then, the clusters switch to 
the intervention at consecutive time points, where the time of the switch is randomized for 
every cluster. Eventually, all clusters will have switched from one condition to the other (see 
Figure 1).  
The stepped wedge design is especially useful when the intervention is thought to do more 
good than harm (i.e. when there is no equipoise) [8-10]. In that situation, it is unethical to 
withhold or withdraw the intervention from a proportion of the subjects as would occur in a 
parallel group or crossover design, respectively. Besides, it may be impossible to implement 
the intervention in half of all clusters simultaneously because of practical, logistical, or 
financial reasons [8-10]. Then, the stepwise treatment implementation of the stepped wedge 
design offers a solution. 
In addition, there are other advantages of the stepped wedge design. First, the clusters act as 
their own controls because they receive both the control and treatment condition. Therefore, 
the intervention effect can be estimated from both between- and within-cluster comparisons. 
This results in more statistical power and smaller required sample sizes than in a parallel 
group design [8]. Furthermore, it is possible to control for time with the stepped wedge design 
[9]. By modelling the effects of time, it is possible to study whether the time spent in the 
intervention condition influences the effectiveness of the treatment. Finally, recruitment of 
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clusters and/or subjects may be easier within this design, because everyone will receive the 
treatment during the trial.     
In this paper, we present a relatively simple sample size formula for stepped wedge CRTs. A 
recent review showed that the stepped wedge design is increasingly being used over the last 
couple of years [10]. Yet, it was noted that the reporting of stepped wedge CRTs needs to be 
improved, especially the reporting of sample size and power calculations. Hussey and Hughes 
[8] provide approaches to sample size and power calculations. However, their approach does 
not provide a sample size formula. Therefore, we propose a simpler sample size approach 
using a design effect (sample size correction factor).  
In Section 2 we describe a trial in which the stepped wedge design is being used. Throughout 
the article, we will use this trial as an example. In Section 3, a sample size formula will be 
presented and a comparison with the parallel group and ancova design will be made in Section 
4. We will conclude with a summary and discussion in Section 5. 
 
Figure 1: Illustration of the stepped wedge design, where different (groups of) clusters switch 
from control to treatment at different time points (called steps). 
 
2. Example – the AiD Study 
Depression is a common health problem in nursing home (NH) residents. However, it is often 
undetected and undertreated. Therefore, the Nijmegen University Network of Nursing Homes 
developed the Act in Case of Depression (AiD) program [11]. This is a multidisciplinary care 
program to identify and treat depression, and to monitor treatment effects. Since the AiD 
program involves the training and cooperation of nursing staff, physicians, psychologists and 
recreational therapists in the nursing homes, this program is naturally implemented at the unit-
level (ward) of the nursing homes.  
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The AiD study is a cluster randomized trial using a stepped wedge design that aims to assess 
the efficacy of the AiD program in nursing home units. There are two main reasons why a 
stepped wedge design was chosen. First, the number of available units was small. Therefore, a 
parallel group design would not have sufficient power to detect a relevant treatment effect 
(see Section 4). Secondly, it was impractical to implement the program in half of the 
participating units simultaneously due to the substantial training effort that was required. 
Hence, stepwise implementation of the program was preferred. Obviously, a crossover design 
was impossible for this trial because the training of all professionals involved could not be 
undone.  
 
3. Sample size calculations 
In this section, we will provide a relatively simple sample size formula for cluster randomized 
trials with a stepped wedge design. This formula is derived from the formulae provided by 
Hussey and Hughes [8]. Their work is based on a model that comes with the following 
assumptions which will hold for our formula as well. First, it is assumed that there are random 
cluster effects, fixed time effects, and absence of cluster by time interactions. That is, the 
variation of a cluster mean over time is only due to changing subjects over time and there is 
no inherent variation at the cluster level over time. Furthermore, the model takes external time 
trends into account. Yet, these trends are assumed to be equal for all clusters. Secondly, it is 
assumed that there is no within-subject correlation over time. This is likely to hold if different 
subjects are sampled from the clusters at each measurement point. In contrast to Hussey and 
Hughes, we consider a simpler situation where the same number of clusters switch at each 
step and where the number of measurements after each step is constant as well.   
The standard approach for sample size calculations for parallel group CRTs is to calculate the 
sample size that would be needed if individuals were to be randomized (  ). Then, this 
unadjusted sample size is multiplied by the design effect    (   )   to correct for 
clustering, where   is the number of subjects within a cluster and   is the intracluster 
correlation (ICC) [3]. For an ancova design, the sample size for a clustered parallel group 
design is multiplied by a factor )1( 2r , where 


)1(1 

n
n
r  (derived from [5] with cluster 
autocorrelation set to 1 and subject autocorrelation set to 0 to obtain the same model as 
Hussey & Hughes [8]). 
To be able to use a similar approach for stepped wedge designs, we derived the following 
design effect: 
     
   (        )
   ( 
 
         )
 
 (   )
  (  
 
 )
 
where   is the number of steps,   is the number of baseline measurements and   is the number 
of measurements after each step. Hence, the clusters will be measured       times each. 
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This design effect corrects for both clustering and the stepped wedge design. See e-appendix 
for derivations. 
Now, the required sample size for the stepped wedge design can be calculated by multiplying 
the unadjusted sample size by the design effect:            . Note that formulae for    
usually result in the number of subjects per treatment arm, whereas the total number of 
subjects is needed here. The required number of clusters   is calculated by dividing the 
required sample size     by the cluster size  , and the number of clusters switching treatment 
at each step is calculated by dividing the number of clusters   by the number of steps  . 
Obviously, it is not guaranteed that the required number of clusters will be an integer. If not, 
round this number off to the integer above. The same holds for the number of clusters that 
should switch at every step. However, it suffices to distribute the clusters as evenly as 
possible over the steps.   
The design effect     , is affected by choices regarding three determinants. In order to guide 
the choice of these determinants, we will describe how each of them changes the design effect 
and hence the sample size. First, it can be seen that the design effect decreases as the number 
of measurements   after each step increases. The same holds for the number of baseline 
measurements   and the number of steps  . That is, increasing the number of steps or the 
number of baseline measurements decreases the design effect. So, increasing one or more of 
the above three determinants decreases the required sample size. However, increasing the 
cluster size   results in a slightly larger design effect.  
Besides the above described design choices, the design effect also depends on the variation 
between clusters, i.e. the intracluster correlation    The ICC cannot be chosen freely but 
depends on the context of the trial (e.g. population of subjects, type of clusters, type of 
outcome measure). Reasonable estimates for the ICC need to be motivated by previous 
comparable studies, e.g. pilot studies or context matter knowledge. As the ICC increases, the 
design effect first slightly increases as well (up to about       ), and then starts decreasing. 
Figure 2 shows the effect of the determinants on the design effect and hence the sample size. 
Furthermore, Table 1 shows the required number of clusters for a parallel group, ancova and 
stepped wedge design given several effect sizes and numbers of steps.    
Various choices for the determinants of the design effect will lead to different study designs, 
which may differ in the required sample size. For example, suppose the number of clusters is 
fixed at 12. Then, it is possible to opt for a design with 2 steps, both at which 6 clusters will 
switch. However, other options are to choose for 3, 4 or 6 steps at which 4, 3 or 2 clusters will 
switch respectively. The most extreme variant would be a design at which only one cluster 
switches at each step, which results in 12 steps. Then, the question arises which design will 
require the smallest number of subjects. If   is fixed, a design with 12 steps will lead to the 
smallest number of subjects. This is rather straightforward, since the total number of 
measurements is        for this option, which is larger than       measurements for a 
design with two steps for example. Therefore, more information will be available and hence 
fewer subjects are required. 
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In general, it can be shown that efficiency in terms of sample size improves if the number of 
steps increases. However, the efficiency gain from going from two to three steps is much 
larger than the efficiency gain from going from six to twelve steps. Moreover, the efficiency 
gain of increasing the number of steps while keeping the number of clusters and the total 
number of measurements fixed is modest compared to the efficiency gain from adding 
clusters or measurements to the design. 
 
Figure 2: The design effect for a stepped wedge design as a function of the ICC for various 
cluster sizes (n), numbers of steps (k), and measurements after each step (t). The number of 
baseline measurements (b) equals t. From top to bottom, the long dashed lines represent k=2, 
dot dashed lines represent k=3, dashed lines represent k=5, and solid lines represent k=10. 
Table 1. Total number of clusters needed for a parallel group design (PGD), ancova or 
stepped wedge design with several numbers of steps (k) for several effect sizes, where cluster 
size n = 10, intracluster correlation ICC = 0.05 and the number of baseline measurements and 
measurements after each step b = t = 1. 
 
Effect size 0.2 0.3 0.4 0.5 
PGD 114 51 29 19 
Ancova 101 45 26 17 
Stepped wedge 
        with k = 2 
 
94 
 
42 
 
24 
 
15 
        with k = 3 57 25 15 9 
        with k = 5 35 16 9 6 
64 
 
Within the presented sample size approach, the number of subjects per cluster is chosen in 
advance and the required number of clusters is calculated. However, it may be that the 
number of clusters is known in advance and the question is how many subjects per cluster 
should be sampled. In this situation, guess a reasonable cluster size (  ), calculate the number 
of clusters needed (  ) and compare this number with the available number of clusters ( ). 
If     , the cluster size    can be decreased, while the cluster size should be increased if 
    . This process should be repeated until a cluster size    is found for which    is close to 
or equals  , but not larger than     
Although this method is rather straightforward, it should be noted that, for cluster randomized 
trials in general, it may be difficult or impossible to obtain sufficient power only by increasing 
cluster sizes, especially if the number of clusters is small [12-16]. 
 
Example 
The AiD program was expected to reduce the prevalence of depression in psychogeriatric 
nursing home units from 30% to 19.5%. Uncorrected for clustering and repeated 
measurements, a total sample size (  ) of 598 residents would be required to detect this effect 
(power of 80% and significance level of 0.05). It was expected that the number of 
participating patients per nursing home unit would be around 20 (  ). Furthermore, the 
intracluster correlation was estimated to be at most        from a pilot study. The total 
study period was 24 months and it was expected that at least 4 months would be needed for 
training and implementation of the AiD program. Therefore, at most 6 measurements could be 
taken. We chose to maximize the number of steps, so    . Hence, one baseline 
measurement (   ) and one measurement after each step (   ) had to be taken. This 
resulted in a design effect of           and therefore a total sample size of 275 patients. 
So, the total sample size was reduced by more than 50% in comparison to a study where 
individuals would be randomized and measured only once (after the intervention). Dividing 
the total sample size by the cluster size resulted in 14 clusters of which 2.8 should switch at 
every step. Hence, 3 clusters would switch simultaneously at four of the steps and 2 clusters at 
the remaining step.   
  
4. Comparison stepped wedge with parallel group and ancova design 
We presented sample size formulae for the stepped wedge, ancova and parallel group design 
in cluster randomized trials. All use a design effect approach, where the design effect for a 
stepped wedge design is presented above, the design effect for an ancova design is )1( 2r
*   (   )   and the design effect for a parallel group design is    (   )  .  
Therefore, the efficiency of these designs can be compared by dividing the design effect for a 
stepped wedge and ancova design by the one for a parallel group design. Figure 3 shows this 
ratio for several design choices. It can be seen that the stepped wedge design is more efficient 
than a parallel group design and its reduction in sample size becomes more pronounced when 
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the intracluster correlation, cluster size, number of steps and number of measurements 
increase. However, even in a design with one measurement after each step, a small cluster 
size and an ICC of 0.05 the stepped wedge design with 3 steps already reduces the sample 
size with over 40% in comparison to a parallel group design. Besides, it can be seen that the 
ancova design is also more efficient than the parallel group design, but less efficient than the 
stepped wedge design. 
 
Figure 3: Efficiency of an ancova (solid line) and the stepped wedge design relative to a 
parallel group CRT as a function of the ICC for various cluster sizes (n), numbers of steps (k), 
and measurements after each step (t). The number of baseline measurements (b) equals t. 
From top to bottom, the long dashed lines represent k=2, two dashed lines represent k=3, 
dashed lines represent k=5, and dot dashed lines represent k=10. 
 
Example 
Above, we showed that the AiD trial using a stepped wedge design with 5 steps required 275 
patients. For a cluster randomized parallel group design, the design effect is         
(   )    (    )          . Multiplying this design effect with the unadjusted 
sample size of 598 patients results in a total of 1735 patients. So, for the AiD trial, using a 
parallel group design would require six times as much patients as the stepped wedge design. 
In comparison, for an ancova design the design effect is 52.19.2)69.01( 2  , so 910 
patients would be required. This shows that the ancova design also requires far less patients 
than the parallel group design, but still over three times as many patients as the stepped wedge 
design. 
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5. Discussion 
We showed that, for cluster randomized trials, the stepped wedge design is far more efficient 
than a parallel group design in terms of sample size. Besides, we also showed that the stepped 
wedge design is more efficient than an ancova design. This can be explained by the fact that a 
stepped wedge design involves repeated measurements by definition. Furthermore, all clusters 
receive both the control and the treatment condition, so they can act as their own control. 
Therefore, the treatment effect can be estimated from between- as well as within-cluster 
comparisons.  
It should be noted that the comparison is made with a parallel group design that uses only one 
measurement and an ancova design that uses two measurements. Hence, it would be more fair 
to make a comparison with a repeated measurements parallel group or ancova design with an 
equal number of measurements as a corresponding stepped wedge design. However, design 
effects for such designs (with equal assumptions) are not available yet. Though, it can be 
expected that a stepped wedge design will still be more efficient than a repeated 
measurements parallel group design, because the latter design only uses between-cluster 
comparisons whereas the stepped wedge design uses both between- and within-cluster 
comparisons to estimate the treatment effect. For a repeated measurements ancova design the 
comparison is less straightforward and therefore subject to further research. 
In the introduction, we mentioned the crossover design, so we could have questioned how the 
efficiency of a stepped wedge design compares to such a design. The crossover design is 
useful when carry-over effects are absent. Then, the crossover design is expected to be more 
efficient than the simplest stepped wedge design with two steps, because within the crossover 
design two between- and two within-cluster comparisons can be made by using two 
measurements, whereas within the stepped wedge design only one between- and two within- 
cluster comparisons can be made by using three measurements. Yet, for larger numbers of 
steps within the stepped wedge design, this design may become more efficient in terms of 
sample size. Furthermore, if carry-over effects are present, the crossover design gives biased 
results and will be less efficient than the stepped wedge design. In our example of the AiD 
study, carry-over effects were very likely to be present, since the program involved training of 
professionals. Hence, the stepped wedge design was preferred over a crossover design. More 
information about the design of cluster randomized crossover trials can be found elsewhere 
[6, 17].     
Although the stepped wedge design is more efficient in terms of sample size, the properties of 
this design have some less attractive consequences. First, the inherent repeated measurements 
lead to a longer study period, which will come with additional costs. Besides, the costs for 
implementation will be higher, since all clusters within this design will receive the 
intervention during the study eventually. In contrast, in a parallel group design only half of the 
clusters will receive the intervention. Furthermore, the analysis of the data  is more complex 
for stepped wedge designs than for parallel group or ancova designs [8, 9], since data from a 
stepped wedge design are correlated due to the clustering of subjects within clusters as well as 
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the repeated measurements. Hence, analysis methods for correlated data can used e.g. 
generalized linear mixed models (GLMM) or generalized estimating equations (GEE)[8].  
Another implication of implementing the intervention in all clusters sequentially is that, 
depending on the type of intervention, learning effects may occur in the trainers or appliers of 
the intervention. The AiD study, for example, involved training of nurses, physicians, 
psychologists and recreational therapists in order to detect and treat depression. The trainer(s) 
of this program may become more experienced after training every new enrolling nursing 
home unit, which may lead to (small) differences in the program between units. Subsequently, 
this may have an effect on the estimated treatment effect across clusters. Besides, clusters will 
differ in the amount of time spent in the treatment condition. Eventually, clusters that switch 
at the first step will be more experienced with the treatment than clusters that switch at later 
steps. This may also affect the estimated treatment effect. However, both types of learning 
effects can be modelled.  
An often mentioned implication of repeated measurements is a higher burden on the 
respondents. In our sample size formula we assumed that there would be no within-subject 
correlation over time. This is most likely to be true in cross-sectional studies, so when new 
subjects are sampled from the clusters at each measurement. Therefore, the burden of repeated 
measurements on the subjects will be absent. However, not only the subjects but also the 
clusters are involved. So, there might be burden at the cluster level. In the AiD study, for 
example, a part of the outcome measures had to be carried out by the unit personnel at each 
step. Hence, a limited number of measurements is recommended.  
In principle, the stepped wedge design is not exclusively applicable to cluster randomized 
trials, it can also be used in individually randomized trials. In fact, the individually 
randomized trial equals a cluster randomized trial with only one subject per cluster. The same 
formulae apply, but here the burden of repeatedly measuring the subject may become a 
problem. If this is the case, it is recommended to restrict the number of steps. 
The cross-sectional nature of our approach has an effect on the statistical power. In general, 
cohort studies are more powerful than cross-sectional studies [18-20]. Subjects are measured 
repeatedly within cohort designs. Therefore, not only within-cluster but also within-subject 
comparisons can be used to estimate the treatment effect. Hence, the required sample size for 
a cohort study will be smaller than for a cross-sectional study. A sample size formula that 
allows for within-subject correlations over time is not available yet. However, using our 
formula will at least provide a sample size with sufficient power in case of a cohort design.  
We stated that when the number of clusters that should switch at each step is not an integer, it 
suffices to distribute the clusters as evenly as possible over the steps. Yet, this is an 
approximation, i.e. it is not known how the power is affected by the uneven distribution and 
what if the large groups of clusters should switch at early steps or at later steps. For example, 
if seven clusters are required for three steps, then there are two groups of two clusters and one 
of three clusters for the three steps. Then, it can be questioned if the group of three clusters 
should switch at the first, second or third step. Practical considerations may influence this 
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choice. However, the effect of the uneven distribution on statistical power is a topic for 
further research. 
In conclusion, the usefulness of the stepped wedge design is increasingly being recognized by 
researchers [10]. However, a simple sample size formula for this design was lacking. We 
presented a formula in which the number of steps, measurements and cluster sizes can be 
varied. Besides, we showed how these choices affect the required sample size. Hence, 
designing a stepped wedge cluster randomized trial is simplified.     
 
Appendix: Derivation of a design effect for a cluster randomized stepped wedge design 
Hussey and Hughes [8] provide a formula for the variance of the estimator  ̂ for the treatment 
effect between the two groups using a stepped wedge design. This formula is written in terms 
of the within-cluster standard deviation   (the standard deviation of a cluster mean), the 
between-cluster standard deviation  , the total number of clusters I and the total number of 
repeated measurements for each cluster T. This formula reads: 
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 . Here X denotes the design 
matrix. That is, 1ijX   means that cluster i will be subjected to the intervention at time point 
j, and 0ijX   means that cluster i will be subjected to the control treatment at measurement j. 
 
In our specific setting, we can see that       (where i denotes the number of clusters that 
will make the switch at every step of the design) and        . Furthermore, it can be 
seen that 
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Now, it is easy to see that the term (    ) from the denominator in the above formula 
reduces to 
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Therefore,  
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Given that    denotes the within-cluster variance at a cluster level,   
      will denote the 
same  quantity at an individual level. We can express the within-cluster standard deviation σ 
and the between-cluster standard deviation τ instead in terms of the total variance for an 
individual   
    
            and the ICC      (     
 ). That is:    
(   )  
    and        
 . 
 
Inserting this into the above formula and then rearranging will finally lead to:  
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Since the variance for the estimator of the treatment effect using a t-test would be    (  )  
   
 
   
, we see that  
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Since the required sample size is proportional to the variance of the estimator, we see that γ 
must also equal the design effect: the ratio of sample sizes needed for a stepped wedge design 
relative to a t-test. Thus we have derived a design effect for a cluster randomized stepped 
wedge design from the formulas provided by Hussey and Hughes [8]. 
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Chapter 4.2  
 
The stepped wedge cluster randomized trial always requires fewer 
clusters but not always fewer measurements, that is, participants 
than a parallel cluster randomized trial in a cross-sectional design 
E. de Hoop, W. Woertman, S. Teerenstra 
Journal of Clinical Epidemiology, 2013, 66(12): 1428. 
doi: 10.1016/j.jclinepi.2013.07.008.  
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We thank Hemming and Girling [1] for their commentary on our article [2]. Their main 
comment is that the stepped wedge cluster randomized trial (SW-CRT) is not always more 
efficient than parallel group cluster randomized trials (CRT) for cross-sectional studies. We 
overlooked the fact that, within a cross-sectional design, the total number of participants for 
an SW-CRT is the product of the number of clusters, the cluster size, and the number of 
measurements per cluster. Hence, our conclusion that the SW-CRT is more efficient than a 
parallel CRT is oversimplified and needs some differentiation. 
We showed that the design effect for the SW-CRT is always lower than that for a parallel 
CRT, given a fixed cluster size. This results in a smaller number of clusters and therefore a 
smaller number of participants per measurement. However, the total number of 
measurements, and thus number of participants in a cross-sectional design, might be larger for 
the SW-CRT than for the parallel CRT. Whether the SW-CRT is more efficient depends not 
only on the intracluster correlation (ICC) as Hemming and Girling state but also the cluster 
size as is shown in Table 1. For several combinations of cluster sizes n and number of steps k, 
the cut-off ICC values are given; for larger values that shown in this table, the SW-CRT is 
more efficient than a parallel CRT, in terms of the total number of measurements (i.e., the 
number of participants in a cross-sectional design). As the cluster size and/or the number of 
steps increase, the cut-off values for the ICC decrease. Hence, as the number of measurements 
per cluster (which is related to the number of steps) and/or the cluster size increases, the SW-
CRT becomes more efficient than the parallel CRT for realistic ICC values. 
We showed that with regard to the required number of clusters, the SW-CRT is always more 
efficient than the parallel CRT [2]. In many situations, only a relatively small number of 
clusters that qualify for a certain intervention is available, for example, in the case of 
university medical centers or large communities. Then, the SW-CRT may be preferred over a 
parallel CRT even if the total number of required participants will be larger because it might 
be impossible to obtain a sufficient number of clusters and hence sufficient power under a 
parallel CRT. Furthermore, the SW-CRT may be preferred because of ethical, practical, 
logistical, or financial considerations. 
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Table 1. Intracluster correlations (ICC) cut-off values: for higher ICCs the stepped wedge 
design is more efficient than a simple parallel group design in terms of the total number of 
measurements in a cross-sectional design 
n k=2 k=3 k=4 k=5 
10 .25 .19 .18 .17 
20 .14 .11 .10 .10 
30 .10 .08 .07 .07 
40 .07 .06 .05 .05 
50 .06 .05 .04 .03 
Note: These numbers correspond to the situation in which b = t, where b is the number of 
measurements before the first step and t is the number of measurements after each step.  
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Chapter 5  
 
 
The stepped wedge and repeated sampling cluster randomized 
design required fewer clusters than the parallel group design 
Esther de Hoop, Clare Rutterford, Mirjam Moerbeek, Anita Huis, Andrew 
Copas, Sandra Eldridge, Steven Teerenstra 
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Abstract 
Study design and setting: 
Cluster randomized trials (CRTs) require larger sample sizes than individually randomized 
trials. If the number of available clusters is limited and the size of the clusters at any time (the 
cluster sampling size) is limited then different individuals may be recruited across repeated 
sampling waves. This sampling approach can form part of a stepped wedge or a parallel group 
design, each with repeated sampling within clusters, but it is unclear when each is preferred. 
Objective:  
To derive a simple sample size formula for the parallel group CRT with cross-sectional 
repeated sampling and to compare the sample size requirement of this design with that of the 
stepped wedge CRT under similar sampling.  
Results: 
The parallel group design is more efficient when the intracluster correlation coefficient (ICC) 
and the number of sampling waves are small. However, this relatively greater efficiency 
declines as the sampling cluster size increases. For larger numbers of sampling waves and 
larger ICCs the stepped wedge design is more efficient. 
Conclusion: 
The parallel group with repeated sampling and stepped wedge designs can be used to reach 
the desired power when the number of available clusters is limited. Their efficiency depends 
on the ICC, sampling cluster size and number of sampling waves. 
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1. Introduction 
In cluster randomized trials (CRTs) complete groups, or clusters, of individuals are 
randomized to treatments rather than the individuals themselves. A cluster may be a general 
practice (GP), school, or entire community. Randomization by cluster can be used to prevent 
contamination between treatment groups or when financial, logistic or ethical considerations 
make randomization of individuals impossible or undesirable [1]. 
The responses of individuals within a cluster are likely to be similar due to the shared 
characteristics associated with membership to the cluster. For example individuals attending 
the same GP will likely share socio economic characteristics and environmental factors 
associated with living in the practice catchment area. This clustering of responses results in a 
smaller amount of information gained in a CRT than in an individually randomized trial of the 
same size. Therefore a cluster randomized design requires larger sample sizes to achieve the 
required level of power. For a standard parallel group trial a simple design effect (DE) has 
been proposed by Donner, Birkett and Buck [2] to quantify how much the sample size under 
individual randomization should be inflated to reach the required level of power under 
randomization by cluster:  
     (   )  
where n represents the cluster size, assumed constant, and ρ is the intracluster correlation 
coefficient (ICC), reflecting the extent of clustering.   
To reach the desired level of power under cluster randomization we can either increase the 
number of units sampled within a cluster (cluster size) or increase the number of clusters 
sampled. Increasing the number of clusters has the most substantial impact upon power [3-8]. 
However, in some situations, such as for specialist medical centers, there may be a limited 
pool of clusters and recruiting more of them will be impossible. 
Increasing the cluster size provides some improvement in power though it is limited, the 
marginal gain in power decreases towards zero with increasing cluster size. Moreover, it 
might even be impossible to reach the desired power level by increasing the cluster size only 
[4, 5]. 
Within a parallel group design there are three common methods of sampling (or recruiting) 
individuals within a cluster i) all individuals are recruited from a cluster at one point in time 
(sampling in one wave) ii) clusters are continuously monitored and individuals are recruited 
continuously over time or iii) clusters are monitored at specific time points and individuals 
recruited within each repeated sampling wave. In this paper we consider situations where the 
number of available clusters is limited and large cluster sizes are unfeasible, meaning the 
required number of individuals cannot be recruited from a cluster in one sampling wave.   
Larger cluster sizes may be achieved with repeated sampling within each cluster over time, 
where membership of a cluster changes over time i.e. a cross-sectional setting. For example 
an educational intervention designed to improve exam preparation may be implemented at the 
school level with exam performance measured in the final school year. Each year a new 
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sample of children (cross-section) reaches the final school year and outcomes are measured. 
We consider situations such as this where clusters are monitored at specific time points and 
new individuals are recruited within each repeated sampling wave. We will refer to this as the 
repeated sampling design. The term sampling cluster size is used throughout the paper to 
describe the number of individuals sampled from each cluster within each sampling wave.  
In combination with repeated sampling, the number of clusters required can be additionally 
reduced by considering alternative designs. One such design is the crossover design where 
power is gained because each cluster acts as its own control [9]. For example, a crossover 
design was implemented to improve power and precision in a study of a parenting 
intervention on parenting stress and infant neurobehavioral outcomes following a very 
preterm birth as only six clusters, neonatal intensive care units, were able to take part [10]. 
However a crossover design may not be applicable in a variety of scenarios due to the issue of 
carryover effects and ethical concerns regarding removing an intervention from clusters [11].  
A related design is the stepped wedge design. In the stepped wedge design all clusters receive 
the control condition at baseline. At points in the trial, referred to as steps, one or more 
clusters will cross over to receive the treatment condition, with all clusters receiving treatment 
by the end of the trial. This design is essentially a one-way crossover design and can similarly 
be used to gain efficiency when the number of available clusters is limited. The point at which 
a cluster will cross over is randomly determined at the beginning of the trial. Figure 1 presents 
this design graphically.  
 
 
Figure 1: Illustration of the stepped wedge design, where different (groups of) clusters switch 
from control to treatment at different time points (called steps). 
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As well as the potential gains in sample size efficiency several other circumstances warrant 
the potential use of a stepped wedge design; when the implementation of the intervention can 
only be performed step by step across clusters perhaps due to resource constraints, and when 
the intervention is believed to do more good than harm and so it would be considered 
unethical for some clusters to receive only the control [9, 12-15]. Hussey and Hughes [13] 
provide an outline to the power calculation and analysis of stepped wedge designs and their 
work has been extended [15, 16] to provide a simple design effect for sample size 
calculations. 
In a discussion about the usefulness of the cluster randomized stepped wedge design, Kotz, 
Spigt, Arts, Crutzen and Viechtbauer [17] argue that the gain in power of this design is purely 
due to the increased number of measurements. Furthermore, they state that the same amount 
of power can be obtained under a classic parallel group design by using the same number of 
measurements as in the stepped wedge design. In a reaction to this discussion, Hemming, 
Girling, Martin and Bond [18] argue that in stepped wedge designs the within-cluster 
information on the treatment effect, which is not available in a parallel group CRT, provides a 
substantial improvement in efficiency. Furthermore, they believe that this will be particularly 
true for high intracluster correlation coefficient (ICC) values. Using an example they showed 
that the stepped wedge design can result in more power than a parallel group CRT with an 
equal number of observations. However, the effect on power under the two designs with 
varying sampling cluster sizes and ICCs have not been explored.  Therefore, we compare 
sample size requirements for the stepped wedge and parallel group design both with repeated 
sampling under a range of ICC and sampling cluster size values.   
The paper is structured as follows. In section 2 we describe our assumptions and define the 
data model appropriate to both the stepped wedge and repeated sampling design. Under these 
assumptions we derive a design effect to estimate the required sample size for the repeated 
sampling design in section 3. In section 4 we compare the sample size requirements of each 
design under various scenarios. These results are illustrated with a real life example in section 
5 followed by discussion and recommendations in section 6.  
 
2. Data Model 
We adopt the model described by Feldman and McKinlay [19] for cluster level 
randomization, individual level measurements, a completely randomized design, a continuous 
outcome and a balanced design. We restrict the model to two treatment groups, cross-
sectional samples, no pre-randomization measurements and one measurement taken per 
individual at each time point.  
The outcome       for subject   (       ) in cluster   (      ) at post randomization 
time point   (      ) in treatment arm   (                            ) is 
modelled as  
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where   is the overall mean, δ is the average difference in follow up scores between the 
treatment groups and   the effect of time, all modelled as fixed effects. We assume that there 
is no interaction between treatment group and time.    is the variation between clusters at a 
fixed time point and is assumed to be normally distributed with mean 0 and variance   
 . We 
assume that there is no interaction between cluster effects and time. The error term   is 
assumed to be normally distributed with mean 0 and variance   
 . It is assumed that the 
correlation between repeated measures on a given cluster are constant (compound symmetry). 
The intracluster correlation is defined as 
  
  
   
         
 
and is a measure for the correlation between two subjects within the same cluster. 
 
3. Sample Size Calculations 
Stepped wedge design 
The required number of clusters per sampling wave can be determined by using a sample size 
correction factor [15]:  
     
   (        )
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Where S is the number of steps, M the number of measurements after each step, b the number 
of measurements before the first cluster(s) switched to the treatment condition (measurements 
when all clusters are in the control condition), n the sampling cluster size and   the ICC. 
Here we restrict ourselves to the case of one measurement before the first step b and only one 
measurement taken after each step M (sampling wave), so the  sample size correction factor 
reduces to: 
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Parallel group design with repeated sampling 
The difference in outcomes between treatment groups at each sampling wave, t, is made via 
the between cluster estimator,  ̂ . The simplest estimator of the overall treatment difference 
taking all time points into consideration is the mean, 
 
 
∑  ̂ 
 
    and corresponds to interest in 
an average difference over time,  ̂ . 
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The variance of this estimator is given as (see appendix for full derivation): 
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We recognise here the variance of a standard two sample t-test inflated by a sample size 
correction factor which depends upon the sampling cluster size n, the total number of 
sampling waves T and the ICC, ρ. We define the sample size correction factor for the sample 
size required at each sampling wave as:  
     
 
 
   (    )   
In relation to the stepped wedge design T=S+1.    
Assuming that the cluster specific mean does not change over time (following [11]) the 
correlation between two subjects in a cluster within the same sampling wave is the same as 
the correlation between two subjects in a cluster from different sampling waves. Therefore 
subjects from the same cluster but from different sampling waves can be pooled, providing us 
with a total cluster size of Tn (the number of sampling waves multiplied with the sampling 
cluster size). Hence, under these assumptions our derived sample size correction factor for 
repeated sampling reduces to Donner’s [2] familiar design effect if the total required sample 
size is considered.  
Sample size estimation 
The sample size correction factors for both designs account for the design choice as well as 
for the clustering. Hence, the required sample size per sampling wave can be calculated by 
multiplying these sample size correction factors with the total sample size (across all 
treatment arms) required for an individually randomized parallel group design. These 
calculations result in the number of subjects required per sampling wave, so in order to obtain 
the required number of clusters these should be divided by the sampling cluster size n and 
should be rounded off to the integer above.   
The total required sample size (number of subjects) can be obtained by multiplying the 
number of clusters by the sampling cluster size and by the number of sampling waves T for 
the parallel group design with repeated sampling, and for the stepped wedge design by 
multiplying the number of clusters by the sampling cluster size and by a factor (   ) [16].   
Relative efficiency 
The relative efficiency of the stepped wedge design to the parallel group design with repeated 
sampling is calculated as the ratio of the variances of the treatment effect estimator under each 
design, which is equivalent to the ratio of the sample size correction factors: 
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We will calculate and plot the relative efficiency with 3, 4, 5 and 10 sampling waves over a 
range of ICCs between 0 and 0.20 for clusters of size 10, 20 and 50. Note that if the relative 
efficiency is larger than one, the parallel group design with repeated sampling is more 
efficient than the stepped wedge design in terms of the total required sample size. 
 
4. Results 
Figure 2 shows the sample size correction factor to calculate the required number of clusters 
at each sampling wave: Donner’s design effect [2] for the standard parallel group trial with 
one follow up measurement (one sampling wave) alongside the sample size correction factors 
for the repeated sampling and stepped wedge design with 3, 5 and 10 sampling waves over a 
range of ICCs between 0 and 0.15 for clusters of sampling size 10 and 30.  
 
Figure 2: Sample size correction factors (per sampling wave) for the simple parallel group 
(dot dashed line), repeated sampling (solid line) and stepped wedge (dashed line) design given 
the ICC for several numbers of sampling waves T and sampling cluster sizes n. 
 
It can be seen that the sample size correction factor for a simple parallel group design (one 
sampling wave) is always larger than one, and larger than the sample size correction factors of 
both the parallel group and stepped wedge designs with repeated sampling. Hence, using 
multiple sampling waves is always more efficient in terms of the required number of clusters 
than using just one sampling wave. It should be noted though that for cross-sectional designs 
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the total number of required subjects can be larger for the stepped wedge and repeated 
sampling design than for the standard parallel group design because for these designs the total 
number of subjects is the number of clusters multiplied with the sampling cluster size and the 
number of sampling waves.  
The sample size correction factors for a simple parallel group design (with one sampling 
wave) and the parallel group with repeated sampling waves behave in a similar way. Both 
increase linearly as the ICC increases and the influence of the ICC becomes more substantial 
with increasing sampling cluster sizes (Figure 2), shown by the steeper gradient for larger 
sampling cluster sizes. In comparison, the sample size correction factor for the stepped wedge 
design shows little influence from the value of the ICC and only slightly increases for larger 
sampling cluster sizes. 
For the parallel group design as the number of sampling waves increases, the design effect 
slightly decreases. However, for higher ICCs this decrease becomes less profound. For the 
stepped wedge design as the number of sampling waves, and so the number of steps (S) 
increases, the design effect decreases to a larger extent than for the repeated sampling design.  
As the number of sampling waves and the sampling cluster size increases, the stepped wedge 
design becomes more efficient than the repeated sampling design unless the ICC is very 
small. Table 1 provides the ICC values at which the sample size correction factor is equal for 
both designs, for ICC values higher than these the stepped wedge design is more efficient than 
the repeated sampling design.  
 
Table 1. ICCs values for which the repeated sampling and stepped wedge sample size 
correction factors are equal under varying numbers of sampling cluster sizes n and sampling 
waves T. 
n T=3 T=4 T=5 T=6 
5 0.167 0.091 0.063 0.048 
10 0.091 0.048 0.032 0.024 
20 0.048 0.024 0.016 0.012 
30 0.032 0.016 0.011 0.008 
50 0.019 0.010 0.007 0.005 
Note: for larger ICC values the stepped wedge design is more efficient than the repeated 
sampling design   
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Figure 3 shows the relative efficiency of the stepped wedge versus the repeated sampling 
parallel group design. The figure shows that as the ICC increases the stepped wedge design 
becomes more efficient than the repeated sampling design. This effect also occurs if the 
number of sampling waves increases. Furthermore, as the sampling cluster size increases the 
stepped wedge design becomes more efficient than the repeated sampling design at smaller 
ICCs.  
 
Figure 3: Relative efficiency of the stepped wedge versus the repeated sampling design as a 
function of the ICC for several sampling cluster sizes n. From top to bottom the lines 
represent 3, 4, 5 and 10 sampling waves. The grey line represents the point where both 
designs are equal. 
 
5. Example  – The Helping Hands trial 
Hand hygiene prescriptions are the most important measure in the prevention of hospital-
acquired infections. However, compliance rates are generally below 50% of all opportunities 
for hand hygiene. The Helping Hands study [17] aimed to evaluate two different strategies for 
promoting hand hygiene by hospital nurses. The control condition was a state-of-the-art 
strategy that included education, reminders, feedback, and targeting adequate products and 
facilities. The experimental condition extended the state-of-the-art strategy with activities 
aimed at influencing the social influence in groups and enhancing leadership.  
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Suppose one of the outcomes was a knowledge test, based on a continuous scale with scores 
ranging from 0 to 10. For the sake of the example we suppose that this is the primary outcome 
upon which the sample size is to be calculated with equal allocation to the treatment 
conditions.  
This study could be implemented using a repeated sampling parallel group design where half 
of the wards are randomized to each condition and multiple sampling waves taken from all 
clusters. Alternatively introducing the strategies by using a stepped wedge design all wards 
will start with the control, state-of-the-art strategy. At consecutive time points one or more 
wards will cross over to the extended strategy with eventually all wards implementing the 
extended strategy. In this design all clusters will be measured before every step and after the 
last step with different nurses at every sampling wave (cross-sectional design).  
The clinically relevant difference between the two strategies on the knowledge scale is 
considered to be half a point with a standard deviation of 1.5, a medium standardized effect 
size (Cohen’s D) of 0.33. Assuming an analysis by a t-test at the end of the trial the total 
required sample size for an individually randomized trial with a two-sided significance level 
of 0.05 and 80% power is 286, or 143 nurses per treatment arm.  
To account for clustering we assume a relatively conservative ICC of 0.10 and an equal 
sampling cluster size of 10 nurses per ward. This provides a (Donner’s) design effect of 1.9 
and hence a total of 544 nurses (55 wards) are required under the standard parallel group 
cluster randomized trial (with sampling in one wave). 
The sample size under the repeated sampling or stepped wedge designs will depend upon the 
number of sampling waves (T) taken (where T=S+1 for the stepped wedge design). Table 2 
shows the required number of wards and nurses per sampling wave as well as the total 
number of nurses given that the number of sampling waves taken is 3, 4, 5 or 10. It can be 
seen that as the number of sampling waves (T) increases the required sample size decreases 
for both designs. However, the sample size for the stepped wedge design is always (much) 
smaller than that for the repeated sampling design. Furthermore, it can be seen that in this 
example the stepped wedge and repeated sampling designs require a larger total number of 
nurses than the standard parallel group design. However, these designs require fewer wards 
than the standard parallel group design. So, if the number of available wards is limited the 
stepped wedge and repeated sampling designs may be used to obtain sufficient power, though 
this will come at the cost of including more nurses in total than in a standard parallel group 
design. 
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Table 2. Sample size required at each sampling wave for several numbers of sampling waves 
T, given a sampling cluster size of n=10, ICC=0.10 and Nindividual=286. 
 Sample size 
correction 
factor 
Number nurses Number wards Total number of 
nurses 
T rs sw rs sw rs sw rs sw 
3 1.300 1.210 372 347 38 35 1140 1050 
4 1.225 0.730 351 209 36 21 1440 840 
5 1.180 0.545 338 156 34 16 1700 800 
10 1.090 0.259 312 75 32 8 3200 800 
Note: for a stepped wedge design the number of clusters cannot be smaller than the number of 
steps (S, so not smaller than T-1 sampling waves). The required number of clusters is rounded 
up to the nearest integer to ensure the preferred power level. rs=repeated sampling, 
sw=stepped wedge 
 
6. Discussion 
The aim of this paper was to compare the sample size requirements of the stepped wedge 
design and the parallel group design with repeated sampling within a cluster randomized trial 
setting and to describe the situations when each design is preferable. We have derived a 
simple design sample size correction formula to calculate the required sample size at each 
sampling wave for a cluster randomized repeated sampling design that depends upon the total 
number of sampling waves, the sampling cluster size and the ICC. Under the assumptions of 
Hussey and Hughes [13], the correlation between two subjects within a cluster is the same 
whether these subjects are sampled at the same sampling wave or at different sampling waves. 
Effectively, this means that all the subjects sampled over time within one cluster can be 
considered to form one mega-cluster and this explains why this sample size correction 
formula reduces to the standard design effect [2] for the total sample size required across all 
sampling waves. Under the assumption of no clustering, i.e. an ICC of 0, the design effect for 
the repeated sampling design reduces to the standard multiplication factor for repeated 
measurement (sampling) designs given by Machin and Campbell [21]. 
Kotz et. al. [17] suggested that the repeated sampling parallel group design would provide the 
same level of power as a stepped wedge design with an equivalent number of measurements. 
However, we have shown that this is not true under all circumstances. Furthermore, we 
showed that Hemming et. al. [18] were correct in their belief that the stepped wedge design 
provides a substantial improvement in sample size efficiency over the repeated sampling 
parallel group design for increasing values of the ICC. 
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The stepped wedge and repeated sampling designs require fewer clusters than the standard 
parallel group design (with one sampling wave). This is expected since taking more 
measurements (i.e. using more sampling waves) provides more information; hence the 
number of clusters required is reduced. Yet it should be noted that the total number of 
required subjects might be larger for the cross-sectional stepped wedge and repeated sampling 
design since the total number of subjects equals the number of clusters multiplied by the 
sampling cluster size and the number of sampling waves.  
The sample size requirement for the repeated sampling design is highly influenced by the 
expected intracluster correlation coefficient (ICC) and chosen sampling cluster size; the 
sample size increases as the value of these parameters increases. The sample size for the 
stepped wedge design, on the other hand, remains fairly stable across increasing values of the 
ICC under the cross-sectional design. The insensitivity of the stepped wedge design to the 
ICC can be explained by the fact that this design uses both within-cluster and between-cluster 
information [13].  
The stepped wedge design is always a more efficient design in terms of sample size than the 
repeated sampling design, except for the case of small ICC values. The definition of “small” 
depends upon both the sampling cluster size and number of sampling waves. For example 
with a sampling cluster size of 5 the stepped wedge design is only less efficient than the 
repeated sampling design if the ICC is below 0.167 with three sampling waves, 0.091 with 4 
sampling waves or 0.063 with 5 sampling waves. In a review of patterns in ICCs it has been 
shown that an ICC of 0.063 is common for process outcomes [22]. Hence, given the result 
that for larger sampling cluster sizes the stepped wedge design becomes more efficient than 
the repeated sampling design at smaller ICCs, for most process outcomes the stepped wedge 
design will be the preferred design if the sampling cluster size is larger than five. 
The effect of increasing the number of sampling waves on the sample size correction factor is 
larger for the stepped wedge than for the repeated sampling design. Hence, the intersection of 
the two correction factors occurs at smaller values of the ICC as the number of sampling 
waves increases. However, the use of a large number of sampling waves is likely to be 
unrealistic for the majority of longitudinal cluster randomized trials. Between 3 and 5 
sampling waves are commonly seen. Given these numbers of sampling waves the choice 
between stepped wedge and repeated sampling is less distinct and should be made based on 
the values of the expected sampling cluster size and ICC. If there is a lot of uncertainty in the 
estimate of the ICC value then a stepped wedge design might be the more efficient choice. 
Due to the limited influence of the ICC on the sample size in stepped wedge designs adequate 
power would likely remain at the end of the trial even if the observed ICC was much larger 
than anticipated, and more so as the sampling cluster size increases. 
The choice between the stepped wedge and repeated sampling design should not be based 
upon the sample size requirement alone. Both designs have their inherent characteristics 
which should also be considered. The repeated sampling design divides the clusters over the 
treatment arms of the study and will be measured repeatedly (within each sampling wave) in 
their assigned arm. Within the stepped wedge design, on the other hand, the time of switching 
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to the intervention is being randomized, so all clusters will have received the intervention by 
the end of the study. This design may be more appropriate for ethical reasons as all 
participating clusters will receive the intervention and this may make recruitment of clusters 
easier because clusters are given the opportunity to profit from the new intervention. Another 
point to consider in choosing between designs is the associated costs. There will be a cost 
associated with the recruitment and implementation of the intervention (control or treatment) 
within a cluster, and a cost of recruitment and measurement of individuals within a cluster. In 
the stepped wedge design all clusters will receive the intervention of interest whereas in the 
repeated sampling design, under equal allocation, only half of the clusters will receive this 
intervention. Hence, if the intervention implementation costs are high, the repeated sampling 
design may be preferable.  
In addition to the economic impact of the two designs the practicalities of implementing the 
designs within the trial context should be considered. Both designs will provide less power if 
drop out occurs at either the individual or cluster level. Drop out of entire clusters is generally 
uncommon in cluster randomized trials, however if it does occur it will have a larger impact 
in the stepped wedge design, particularly if the cluster drops out prior to commencing the 
intervention under investigation as this cluster will be lost from both the control and 
intervention data. The effect is less dramatic in the parallel group trial as each cluster only 
provides information for one treatment arm. It should be noted that the sample size correction 
factors we have presented assume a constant sampling cluster size over all sampling waves. 
The sampling cluster size may be likely to vary over time and the extent and impact of the 
potential variability should be considered at the design stage, however due to the cross-
sectional nature of the data collection we expect that the variability due to drop out is 
negligible.  
In order to directly compare the repeated sampling and stepped wedge design as described by 
Hussey and Hughes [13] we made several assumptions in the derivation of the repeated 
sampling sample size correction factor which may be considered limitations. The main 
limitation is that its use is currently restricted to cross-sectional designs. In longitudinal 
designs it is more common that a cohort sample is recruited and repeated measurements take 
place on the same individuals over time. However for particular research questions a cross-
sectional design may actually be a more appropriate choice, or offer logistical advantages. For 
example in a cluster randomized trial 69 primary care physicians were randomized to receive 
a communication skills training program. Satisfaction with the communication behaviour was 
measured on their patients [23]. The cross-sectional sample was taken for two reasons, one 
was that the outcome measure of patient satisfaction was routinely being collected on a cross-
sectional sample, providing economic savings in the trial, and secondly the research question 
was how communication was improving over time in general, and not for an individual 
participant.  
Our approach for the repeated sampling design could be extended to be applicable to cohort 
designs but this will result in a more complex sample size formula. Furthermore, for the 
stepped wedge design a sample size approach for cohort designs is not yet available which 
makes a comparison of these two designs for the cohort approach impossible at this moment. 
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However, in general cohort designs are more powerful than cross-sectional designs [19, 24, 
25]. Therefore, we can expect that the presented correction factors will provide a conservative 
estimate of the required sample size under the use of a cohort design.  
Another potential limitation is that the sample size formulae are based on an average 
treatment effect, that is we assume that the difference between treatment arms remains fairly 
stable over time. This may not always be the case; the treatment difference may get larger 
over time, or be particularly large at one time point (sampling wave). From a sample size 
calculation viewpoint, by taking an average estimate we may be diluting the true treatment 
effect and hence calculating a larger required sample size than necessary. Hence,  if the 
difference between treatment arms is not stable a design that would allow for a treatment by 
time interaction would be more appropriate.  
The presented data model assumes a constant correlation structure between measurements 
(compound symmetry). However, other correlation structures may be more likely in practice. 
For correlated binary data it has been found that a first-order autoregressive correlation 
structure (AR[1]) is more efficient in terms of sample size than the compound symmetry 
structure [26]. More recently, it has been shown that the same holds for continuous outcomes 
[27]. Hence, we can expect that use of the presented formulae will provide sample sizes with 
sufficient power under alternative correlation structures as well.  
The current sample size correction factors are based on continuous outcomes. For the stepped 
wedge design the variance of the treatment effect can easily be adapted for binary responses at 
the individual level [13]. This adapted variance can then be implemented within the sample 
size calculations. A similar method could be applied to the repeated sampling design. How to 
incorporate other types of outcomes within both designs is less straightforward and hence a 
topic for further research.  
In conclusion, we showed that Donner’s design effect [2] can be used to estimate the total 
required sample size in a repeated sampling parallel group design given that the cluster size 
within this design effect equals the number of sampling waves (T) times the sampling cluster 
size (n), i.e. the number of subjects per cluster within one sampling wave. The repeated 
sampling and stepped wedge designs can be used, where appropriate, to reach the desired 
level of statistical power when the number of available clusters and sampling cluster size are 
limited. The repeated sampling design is the most efficient when the ICC and the number of 
sampling waves are small. However this becomes less so as the sampling cluster size 
increases. For a larger number of sampling waves it is clear that the stepped wedge design is a 
more efficient choice. These results can be used in the design of future cluster randomized 
studies and provide researchers with an alternative design choice, particularly when the 
availability of clusters is limited. 
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Appendix 
The proportions of clusters allocated to the control and intervention arm are    and    
respectively. The total number of clusters in the control group is        and in the 
intervention group        . 
At a single sampling wave the estimate of the treatment difference is given as  
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The variance of this estimator at each sampling wave has been derived by Teerenstra, 
Eldridge, Graff, de Hoop and Borm [25]: 
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This variance can be re-formulated in terms of the ICC. The ICC is given by     
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The overall treatment effect is defined as the average treatment effect over all sampling 
waves.  
The variance of this overall estimator can then be defined as  
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Substituting the variance and covariance into the above formula, and using the fact that 
  
     ,  under a balanced design [
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From the above we recognise the variance of a single t-test multiplied by a sample size 
correction factor. Therefore the variance of a single t-test must be inflated by the sample size 
correction factor:  
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Abstract 
The stepped wedge design is increasingly being used in cluster randomized trials. Approaches 
to power calculations have been provided in the literature from which we derived a sample 
size formula. Yet this formula is limited to a cross-sectional design. In practice however, often 
a cohort or mix of a cohort and cross-sectional design is being used. Therefore, we extend our 
sample size formula for stepped wedge CRTs to include both cross-sectional and cohort 
designs and their mixtures. 
 
We derived a design effect for estimating the required sample size for stepped wedge CRTs 
which incorporates subject and cluster autocorrelations in order to account for both cohort and 
cross-sectional designs and their mixtures. Furthermore, we studied the effect of these 
autocorrelations on the required sample size, as well as the effects of other parameters of the 
stepped wedge.  
 
Our formula corrects for clustering as well as for the stepped wedge design. Apart from the 
cluster size and intracluster correlation, the design effect depends on the subject and cluster 
autocorrelation over time, the number of steps, baseline measurements and measurements 
between steps.  
 
In general, with increasing autocorrelations, sample size requirements decrease. Furthermore, 
increasing the number of steps and measurements between steps also decreases the sample 
size. Yet, this decrease levels off with every additional step and the reduction in sample size 
drops below 20% after 5 steps. Hence, increasing the number of steps substantially does not 
pay off.  
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Introduction 
In cluster randomized trials (CRTs) complete social units or groups of individuals, rather than 
individuals themselves, are randomized to different treatments. Reasons for using CRTs 
include prevention of contamination and logistic, financial or ethical considerations which 
make individual randomization impossible or undesirable [1].  
The stepped wedge design is one variant of the cluster trial design. This is a type of crossover 
design in which the clusters switch treatments in one direction at different time points [2-5]. 
Typically, all clusters start in the control condition, after which one or more clusters switch to 
the intervention at consecutive time points (the steps). Eventually, all clusters will have 
received the intervention (see Figure 1). Before and after each step, the variables of interest 
are being measured in all clusters.  
 
Figure 1: Illustration of the stepped wedge design, where different (groups of) clusters switch 
from control to treatment at different time points (called steps). 
The stepped wedge design is particularly useful for implementation research, i.e. for 
interventions that have been shown to be effective in more controlled research settings [4,5]. 
Then, it may be unethical to withhold the intervention from a part of the subjects. 
Furthermore, recruitment of clusters and/or subjects may be easier in this situation because 
everyone has the advantage of receiving the intervention over the course of the study. 
Besides, the stepped wedge design can be used when the intervention cannot be delivered to 
half of the clusters simultaneously because of logistic, practical or financial reasons [2-5]. 
Then, the stepwise implementation of the stepped wedge design offers a feasible solution. 
A recent review showed that the stepped wedge design is increasingly being used over the 
past couple of years [5]. However, in this review it was noted that the reporting of this kind of 
CRTs needs to be improved, especially the reporting of sample size and power calculations. 
Hussey & Hughes [4] provide approaches to sample size and power calculations and 
Woertman, de Hoop, Moerbeek et. al. [6] provide a simple sample size formula derived from 
100 
 
the work on power calculations by Hussey & Hughes [4]. Yet, those papers are limited to 
cross-sectional designs by assuming that there are different subjects at each time point. In 
practice though, subjects may be measured more than once, resulting in a cohort design when 
all subjects are measured at every time point or a mixture of a cohort and cross-sectional 
design when part of the subjects is being replaced at later time points. Since cohort designs 
are more efficient than cross-sectional designs in terms of sample size [7-9], the required 
sample size will be overestimated when the formula from Hussey & Hughes [4] or Woertman, 
de Hoop, Moerbeek et. al. [6] will be used. Hence, a sample size formula which can take the 
cohort design into account is desirable.  
In this paper, we present a sample size formula for stepped wedge CRTs that accounts for 
both cross-sectional and cohort designs, as well as a mixture of them. Furthermore, we will 
compare the required sample size for these possibilities with each other. Besides, we will 
discuss the effects of choices in numbers of steps and measurements between steps on the 
required sample size.   
 
Methods and results 
Model 
The general model for the outcome       of subject k (k=1, .., n) in cluster i (i=1, …, I) at time 
t (t=0, …, T) in treatment arm g (control g=0, intervention g =1) is   
 
              (  )      (  )        (  )        (1) 
 
with   , (  )   ,     and (  )     normally distributed with mean 0 and variance   
 ,    
 ,   
 , 
and    
  respectively [9]. The first four terms are fixed effects, where   is the mean outcome in 
the control clusters at baseline,    and    are the effects of treatment arm and time 
respectively, and (  )   is the interaction effect between treatment arm and time. However, 
we assume that there is no interaction between treatment group and time, so (  )  = 0, 
because we are interested in the mean treatment effect over time. The random effects    and 
(  )    describe the variation of the clusters. The first random effect    models the variation 
between clusters at a fixed time point, while the second random effect (  )    models the 
variation of each cluster over different time points. Similarly, the random effects     and 
(  )     decompose the variation of subjects in a time-invariant and time-varying part. As a 
consequence, there is a constant correlation among repeated measures on a given unit 
(compound symmetry) [9] within this model. 
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To account for both cohort and cross-sectional designs in one model, the variance components 
are rephrased into the cluster autocorrelation    and the subject autocorrelation    [9]. These 
are defined as:  
   
  
 
  
     
   and    
  
 
  
     
          (2) 
 
and describe the correlation over time between the cluster-level and subject-level means 
respectively. Here, the means refer to the true means, so without sampling error caused by the 
sampling of subjects within the cluster. Besides, it should be noted that    is the correlation 
over time of the subject score       in a given cluster (i.e. conditional on the cluster).  
By allowing the autocorrelations to vary between 0 and 1, the above model can account for 
cohort and cross-sectional designs as well as mixtures of these two [9]. If      then all 
     , which means that there are different subjects at each time point. This is the case in a 
cross-sectional design. If     , then there is no variation within subjects over time. This can 
be true if all subjects are measured at all time points with identical scores, which is a special 
case of the cohort design. Hence, in most cohort designs the subject autocorrelation will lie 
between zero and one. Finally, when a mixture of the cohort and cross-sectional design is 
used,    will also lie between zero and one. 
  
Sample size determination 
The standard approach for sample size calculations in CRTs using a simple post-test design is 
to calculate the total sample size that would be needed if individuals were to be randomized 
(  ). Then, this unadjusted sample size is multiplied by the design effect    (   )   to 
correct for clustering, where   is the number of subjects within a cluster and   is the 
intracluster correlation (ICC) [1]. Given the model for the outcome (1), the ICC is defined as 
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We will take a similar approach by presenting a design effect that corrects for both clustering 
and the stepped wedge design. This design effect is: 
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where      (      )  (see Appendix for derivations). The number of steps is denoted 
by  ,   is the number of baseline measurements and   is the number of measurements after 
each step. Hence, the required sample size for the stepped wedge design can be calculated by 
multiplying the unadjusted sample size by this design effect:            . Note that the 
usual formulae for    result in the number of subjects per treatment arm, whereas here the 
total number of subjects is needed. Furthermore,     is the number of subjects needed per 
measurement (see [10]). For a cohort design this equals the total sample size, but for a cross-
sectional design this number needs to be multiplied by (     ) to obtain the total required 
sample size.  
 
Effects of varying parameters of the design effect 
There are seven determinants that affect the presented design effect. Some of them need to be 
chosen, such as the number of steps and measurements, and others need to be estimated, such 
as the intracluster correlation and the autocorrelations. Choosing to increase the number of 
baseline measurements   or measurements after each step   results in a smaller design effect 
and therefore in a smaller required sample size. However, increasing the cluster size   results 
in a slightly larger design effect, hence a larger sample size will be needed. This is a well-
known feature of cluster randomized trials. Furthermore, increasing the number of steps   
also results in a smaller design effect. However, this decrease levels off with every additional 
step and drops below 20% after five steps. Therefore, it does not pay off to increase the 
number of steps substantially. 
If the cluster and subject autocorrelations (   and   ) become higher, the design effect 
decreases (see Figure 2). For the cluster autocorrelation this effect is linear and levels off by 
larger numbers of steps and measurements and smaller cluster sizes. The same holds for the 
subject autocorrelation. However, if the intracluster correlation is small (     ) and less than 
five steps will be taken, then this decrease is somewhat curvilinear. Furthermore, the effect of 
the subject autocorrelation on the design effect is somewhat larger than the effect of the 
cluster autocorrelation. However, as the intracluster correlation increases, the difference 
between the effects of the subject and cluster autocorrelations becomes smaller.   
Equal to parallel group designs, higher estimates for the intracluster correlation result in 
higher design effects (see Figure 2). However, the effect of the ICC is less profound in 
stepped wedge designs than in parallel group designs. Furthermore, the effect of the ICC on 
the design effect becomes smaller for larger numbers of measurements and steps, and for 
smaller cluster sizes. In the special case of a cross-sectional design with      and      
(corresponding to [4]), the effect of the ICC is minimal, especially when the number of steps 
is larger than two.   
Several choices for the determinants of the design effect will affect the study design, which 
may result in different required sample sizes. Suppose, the number of clusters is fixed at 12. 
Then, it is possible to choose a design with two steps, both at which six clusters will switch. 
However, other options are to choose for 3, 4 or 6 steps at which 4, 3 or 2 clusters will switch 
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respectively. Finally, the most extreme variant is a design in which only one cluster switches 
at each step, which results in 12 steps. If all other determinants are kept constant, the last 
option will lead to the smallest required sample size. This is rather straightforward, since the 
total number of measurements is        for this option, which is larger than       
measurements for a design with two steps for example. Therefore, more information will be 
available and hence fewer subjects are required. 
Suppose, instead, we fix the total number of measurements at 12 and for simplicity take   
 . Then, 11 steps ( ) can be taken with    , five steps with    , three steps with     or 
two steps with    . If we take     ,       ,        and       , then these 
combinations of steps and measurements will result in design effects of                   
and      , respectively. Hence, the beneficial effect of increasing the number of steps on the 
sample size is modest if the total number of measurements is fixed. 
 
 
Figure 2: Design effects for a stepped wedge design as a function of the ICC, cluster and 
subject autocorrelation with cluster size     , number of baseline measurements   equal to 
the number of measurements after each step   and various numbers of steps  , where from top 
to bottom, the solid lines represent    , dot dashed lines represent    , dashed lines 
represent    , and long dashed lines represent     . In the graphs with the ICC on the x-
axis, the top line represents the design effect for a parallel group design. If not on the x-axis, 
       and          . 
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Example – the AiD Study 
Depression is a common health problem in nursing home residents. However, it is often 
undetected and undertreated. Therefore, the Nijmegen University Network of Nursing Homes 
developed the Act in Case of Depression (AiD) program [11]. This is a multidisciplinary care 
program to identify and treat depression, and to monitor treatment effects. Since the AiD 
program involves the training and cooperation of nursing staff, physicians, psychologists and 
recreational therapists in the nursing homes, this program is naturally implemented at the unit-
level (ward) of the nursing homes.  
The AiD study is a cluster randomized trial using a stepped wedge design that aims to assess 
the efficacy of the AiD program in nursing home units. Regarding psycho geriatric nursing 
home units this program was expected to reduce the prevalence of depression from 30% to 
19.5%. Uncorrected for clustering and repeated measurements, a total sample size (  ) of 598 
residents would be required to detect this effect (power of 80% and significance level of 
0.05). It was expected that the number of participating patients per nursing home unit would 
be around 20 (  ). Furthermore, the intracluster correlation was expected to be at most 
      . The total study period was maximized at 24 months and it was expected that at 
least 4 months would be needed to train the staff and implement the AiD program on a unit. 
Therefore, at most 6 measurements could be taken. We chose to maximize the number of 
steps, so    . Hence, one baseline measurement (   ) and one measurement after each 
step (   ) had to be taken. Note that this stepped wedge design with five steps requires at 
least five clusters. 
For the original sample size calculations it was assumed that      and    . This resulted 
in a design effect of           and therefore a required sample size of 280 patients in 14 
clusters per measurement, hence a total required sample size of 1680 patients. Taking these 
values for the autocorrelations would mean that there are new residents at every measurement. 
However, it can be expected that residents in a nursing home will stay there for longer periods 
of time and therefore will be measured more than once. This will lead to a subject 
autocorrelation higher than zero. Table 1 shows the values of the design effect and 
corresponding numbers of subjects and clusters for several combinations of cluster and 
subject autocorrelations. It can be seen that if the cluster autocorrelation is set to      and 
the subject autocorrelation is higher than zero     , the required sample size per 
measurement is lower than calculated before. Furthermore, if        and       , the 
required sample size per measurement is also lower than before.   
It should be noted that in the analysis stage the variance components are unknown and hence 
need to be estimated. This will be at the expense of degrees of freedom. As a simple 
approximation, in case of a small number of required clusters,   could be multiplied with 
(   ) (   ) (see p. 118 in [12]) to warrant the desired power level. For the original 
sample size calculations this resulted in a final sample size of 16 clusters. 
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Table 1. Design effect (DEsw) and required number (N) of subjects and clusters per 
measurement for the AiD Study given several cluster (RhoC) and subject (RhoS) 
autocorrelations,      ,    ,      and       .  
RhoC RhoS DEsw N subjects N clusters 
0.5 0.0 0.869 520 26 
0.5 0.3 0.778 464 24 
0.5 0.5 0.705 422 22 
0.5 0.8 0.589 353 18 
0.8 0.0 0.642 384 20 
0.8 0.3 0.521 312 16 
0.8 0.5 0.435 261 14 
0.8 0.8 0.302 181 10 
1.0 0.0 0.459 275 14 
1.0 0.3 0.327 196 10 
1.0 0.5 0.236 142 8 
1.0 0.8 0.096 58 3 
 
Discussion 
We presented a sample size formula for cluster randomized stepped wedge designs which 
accounts for both cohort and cross-sectional designs, as well as for a mixture of these. Several 
design choices need to be made and estimates for the intracluster correlation, subject and 
cluster autocorrelations are needed. Increasing the number of steps and measurements 
between steps decreases the required sample size. However, a trade-off should be made 
between increasing the number of steps and/or measurements and the decrease in sample size, 
because this decrease levels off with every additional step. Hence, it does not pay off to 
increase the number of steps substantially. Furthermore, increasing the number of 
measurements leads to additional burden on the respondents in a cohort or mixed design. 
Therefore, limiting the number of measurements is recommended.  
In general, a cohort design is more efficient than a cross-sectional design in terms of sample 
size [4, 5, 7, 9, 13, 14]. We showed that within the stepped wedge design the required sample 
size decreases if the subject autocorrelation increases, which is in line with previous research 
[7-9, 15, 16]. This confirms that a cohort design is more efficient than a cross-over design. 
However, in contrast to what was thought before, the formulae by Hussey & Hughes [4] and 
Woertman, de Hoop, Moerbeek et. al. [6] do not always result in an overestimation of the 
required sample size. If the cluster autocorrelation is smaller than one, their formula may 
actually result in an underestimation of the sample size. Therefore, it is recommended to use 
the presented formula if the cluster autocorrelation is expected to be smaller than one. 
The effect of the intracluster correlation on the sample size requirements is reduced by the 
cluster autocorrelation. The subject autocorrelation, on the other hand, reduces the effect of 
the ICC only very slightly. This follows from the factor   in the design effect. It can be seen 
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that the ICC is multiplied by the subject autocorrelation only, whereas the cluster 
autocorrelation is also multiplied by the cluster size  . This results in a much larger effect for 
the cluster than for the subject autocorrelation on the ICC. Furthermore, since the ICC 
indicates the proportion of the variance that is explained by the clustered structure in the 
population [17], it is rather straightforward that the cluster autocorrelation does affect the 
effect of the ICC on the sample size but the subject autocorrelation does not.   
The stepped wedge design has some drawbacks. First, the inherent repeated measurements 
lead to a longer study period. This will come with additional costs, for example personnel 
costs, as well as costs for the measurements. Therefore, a trade-off should be made between 
costs of increasing the number of clusters versus costs of increasing the number of 
measurements. Furthermore, the costs for implementation will be higher than in other designs 
because all clusters will receive the intervention during the study eventually. Besides, as said 
before, the repeated measurements lead to an increased burden on the respondents. For a 
cross-sectional design, this will only be the case if cluster level variables are measured 
repeatedly. However, in case of a cohort or a mixture of a cohort and cross-sectional design 
subjects within the clusters will be measured multiple times. Hence, dropout may be more 
likely and has to be accounted for in the sample size calculations. Finally, dropout may also 
be more likely due to the longer study period of a stepped wedge design in comparison to 
other designs. Despite these drawbacks, the stepped wedge design might still be preferred 
because of its beneficial characteristics. For example, the motivation of clusters to participate 
in a stepped wedge trial may be higher since all clusters will receive the intervention during 
the study period which means that (most) clusters will receive the intervention earlier in time. 
Moreover, it is likely that more effort and funding for implementation of the intervention are 
available during the study period than after the trial. Furthermore, the stepped wedge design 
requires fewer clusters than a parallel group cluster randomized trial [10]. So, if the number of 
available clusters is small the desired power level will more likely be reached by using a 
stepped wedge design than by using a parallel group design. Besides, the stepped wedge 
design may be preferred for logistical, practical or financial considerations such as the fact 
that not half of the clusters has to be trained in the intervention at once or the fact that 
repeatedly measuring already available clusters is more feasible and less costly than recruiting 
additional clusters.  
In the model a constant correlation among repeated measures on a given unit (compound 
symmetry) is assumed. In practice though, other correlation structures may be more likely. It 
is unclear how other correlation structures can be incorporated in the model. Hence, this is a 
topic for further research. However, for correlated binary data, it has been shown that a first-
order autoregressive correlation structure (AR[1]) is more efficient in terms of sample size 
than a compound symmetry structure [18] and the same arguments can be used to show this 
for continuous outcomes. Therefore, it is expected that the presented formula will at least 
provide sample sizes with sufficient power. 
In conclusion, we presented a sample size approach for cluster randomized stepped wedge 
designs which is a generalization of the approach of Hussey & Hughes [4] and Woertman, de 
Hoop, Moerbeek et. al. [6]. Our formula can be used for both cohort and cross-sectional 
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designs as well as mixtures of them. We showed that our formula results in better sample size 
estimates than the one provided by the previously mentioned authors if the cluster 
autocorrelation is smaller than one. Hence, we recommend to use the presented formula.  
 
Appendix 
We want to determine whether treatment effect  ̂   . Therefore, we need to know the 
variance of  ̂. Hussey and Hughes [4] provide a formula for the variance of the estimator  ̂ 
for the treatment effect between the two groups using a stepped wedge design. This formula is 
written in terms of the within-cluster standard deviation   (the standard deviation of a cluster 
mean), the between-cluster standard deviation  , the total number of clusters I and the total 
number of repeated measurements for each cluster T. This formula reads: 
 
   ( ̂)  
   (      )
(    )   (            )  
 
  
where   ∑      ,   ∑ (∑    ) 
 
  and   ∑ (∑    ) 
 
 . Here   denotes the design 
matrix. That is,       means that cluster i will be subjected to the intervention at 
measurement j, and       means that cluster i will be subjected to the control treatment at 
measurement j. 
Furthermore, Hussey & Hughes [4] denote the cluster level outcome as             
       with variance    (   )   
    , where      
    in which   
  is the variance of 
the individual level responses. The covariance turns out to be   . Woertman, de Hoop, 
Moerbeek et. al. [6] expressed the within-cluster standard deviation   and the between-cluster 
standard deviation   in terms of the total variance for an individual, which is   
    
     
      , and the intracluster correlation (ICC)      (     
 ) resulting in    
(   )  
    and       
 . Hence,    (   )   
        (   )  
  
 
 
  From these 
expressions and the variance formula from Hussey & Hughes [4], they derived a simple 
sample size formula (not presented here). 
We will use the same approach as Woertman, de Hoop, Moerbeek et. al. [6], so we would like 
to express the variance and covariance in terms of the total variance at the individual level and 
the intracluster correlation. Furthermore, we will include the cluster and subject 
autocorrelation:    
  
 
  
     
  and    
  
 
  
     
 , respectively. In our model we assume that there 
is no time by treatment group interaction, hence    (   )    
     
  
 
 
(  
     
 ) and the 
covariance    (        )    
  
 
 
  
 . Besides, we will use the following equations:  
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The covariance within our model turns out to be    (        )      (      )  
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In the variance formula of Hussey & Hughes [4] the terms    and    are being used, where    
is the covariance and     (   )   
    . For our model,        (      )  
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Derivation of the variance of the treatment effect  ̂ 
Earlier we showed the variance of the treatment effect as presented by Hussey & Hughes [4]: 
   ( ̂)  
   (      )
(    )   (            )  
 
where   ∑      ,   ∑ (∑    ) 
 
  and   ∑ (∑    ) 
 
 . 
 
It can be seen that       (where i denotes the number of clusters that will make the switch 
at every step of the design) and        . Furthermore, it can be seen that 
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Similarly,  
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Now, it can be seen that the term (    ) from the denominator in the above formula 
reduces to 
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Inserting     (    )   (    )(   ) 
  
 
 
 and        (      )  
  
 
 
 in this 
equation and then rearrange the terms eventually results in: 
111 
 
   ( ̂)  (
  (   )              (      )  
  (   )   
 
        
    (      )  
)
 (
    (   )  (   (      ) ) 
 (  
 
 )
)  
  
 
   
 
 
Since the variance for the estimator of the treatment effect using a post-test only would be 
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Since the required sample size is proportional to the variance of the estimator, we see that γ 
must also equal the design effect: the ratio of sample sizes needed for a stepped wedge design 
relative to a post-test. Thus we have derived a design effect for a cluster randomized stepped 
wedge design in which both cohort and cross-sectional designs are incorporated. 
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Chapter 7  
 
General discussion 
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The aim of this thesis was to study what best practices are for cluster randomized trials 
(CRTs) when only small numbers of clusters (i.e. ≤ 20) are available. Designing such trials is 
challenging because randomization will likely result in unbalanced treatment groups and 
simple study designs will likely be underpowered. Therefore, several allocation methods were 
studied in Chapter 2 and study designs using baseline and repeated measurements in an 
optimal way, such as the stepped wedge design, were studied in terms of sample size 
requirements in the remaining chapters.  
 
Considerations about the Best Balance allocation method 
In CRTs with a small number of available clusters most or all participating clusters will be 
known in advance, including information about baseline characteristics of these clusters. 
Therefore, the clusters can be allocated all at once by using the Best Balance (BB) method 
based on this information. BB is a kind of minimization procedure that ensures that the cluster 
characteristics of interest are equally distributed over the two (or possibly more) treatment 
groups by determining the balance of all possible allocation schemes followed by randomly 
selecting one of the schemes that show the best balance. It was shown that this method results 
in a better balance of baseline characteristics at the cluster level than randomization, 
matching, stratification and minimization. Hence, the use of BB is advocated in CRTs with 
small numbers of available clusters. 
However, a couple of remarks should be placed along with this advice. First, although BB 
results in a well-balanced allocation scheme, this balance is only obtained for known and pre-
specified prognostic factors at the cluster level. This does not guarantee balance of the 
prognostic factors at the individual level nor balance of unknown factors. In fact, balance of 
individual level factors cannot be guaranteed by any allocation method in CRTs. However, if 
individual level factors aggregated to the cluster level can be estimated (e.g. because the 
subjects in the clusters are known), then these can be balanced which provides a surrogate for 
balance on these individual level factors. Furthermore, although randomization tends to 
produce comparable groups in terms of both known and unknown prognostic factors, this 
mainly holds for large sample sizes. It was shown that for small numbers of clusters (i.e. ≤ 20 
clusters) randomization may result in quite large imbalances on the known prognostic factors 
and it can be expected that in this situation also balance on unknown factors is questionable. 
Therefore, the use of BB is preferred over randomization in order to guarantee at least balance 
on important known prognostic factors when the number of available clusters is small.  
Since BB is a kind of minimization procedure, questions may arise about the analysis of data 
gathered in a CRT in which this method is used. When (deterministic) minimization or 
stratified randomization is used, it is advocated to include all prognostic factor on which the 
minimization was based as covariates in the analysis. The main reason to do so is that the 
theoretical basis for standard statistical tests to be valid (i.e. protection of the type I error) is 
that every sequence of treatment assignments is equally likely within in the strata that are 
formed by the covariates in the analysis. However, including covariates in the analysis 
reduces the number of degrees of freedom and this can decrease power dramatically when the 
117 
 
number of clusters and hence the degrees of freedom is small. Therefore, two opposing effects 
occur if the number of clusters is small: adding a covariate to the analysis generally increases 
power if this covariate is rather strongly prognostic, i.e. accounts for a rather substantial 
amount of variance of the outcome variable, while at the same time a degree of freedom is 
lost which reduces power. Therefore, if minimization is to be used one should select the 
prognostic variables to minimize on to be rather strongly prognostic and keep the number of 
these prognostic variables to a minimum.   
Yet, BB is not completely similar to minimization. In a deterministic minimization procedure 
only the first cluster is randomly assigned to one of the treatment arms after which every next 
cluster is assigned to a treatment arm based on the assignments of previous clusters (unless 
the resulting balance of a cluster to either one of the arms is equal. Then simple randomization 
can be used to assign a treatment to this particular cluster). Thus, the sequence of treatment 
assignments with minimization depends on the entry sequence of the clusters. Therefore, not 
every sequence of treatment assignments is equally likely with this method. In fact, 
deterministic minimization results in one allocation scheme based on the entry sequence of 
clusters. In BB however, this is not the case since this method requires all clusters to be 
known before allocating any of them to a treatment. BB searches through all possible 
allocation schemes and randomly selects one of the schemes that result in the lowest 
imbalance. Hence, the main difference between deterministic minimization and BB is that 
minimization results in one allocation scheme whereas BB results in a number of optimal 
allocation schemes of which one is randomly chosen for implementation. This may relax the 
need for including all prognostic factors in the analysis that were used in the BB procedure 
because far more randomness remains with this method. However, it is not clear yet how the 
effect estimates and p-values are affected by analysing the data resulting from a trial in which 
the BB method is used without taking into account any of the prognostic factors. As for 
minimization and stratification it can be expected that the effect estimates will not be affected 
much. However, the accompanying p-values may be underestimated which may lead to an 
erroneously acceptance of the alternative hypothesis (type I error). Therefore, it is 
recommended to use at least the most important prognostic factors in the analysis of BB trial 
data if not all factors can be included. Yet, further research is required to show what the 
effects are on the results when doing so.  
 
Considerations about power and sample size approaches  
The second challenge, the problem of insufficient power if simple designs are being used, was 
addressed in the remaining chapters. Smarter designs using baseline measurements and 
repeated follow-up measurements were studied in terms of required sample sizes. The design 
of main interest was the stepped wedge design and comparisons were made with the simple 
parallel group, a repeated sampling parallel group, ancova and extended (three measurements) 
ancova design. When each of the studied designs is most optimal in terms of sample size (i.e. 
results in the smallest number of clusters and/or subjects) depends on several design 
parameters such as the intracluster correlation coefficient (ICC), cluster size, numbers of 
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measurements and autocorrelations. However, in most situations designs including a baseline 
measurement as a covariate, i.e. the ancova, extended ancova and stepped wedge designs, are 
more efficient than designs that do not include a baseline measurement. It was shown in 
Chapter 3 that the extended ancova design, consisting of three measurements, is the most 
efficient design unless the correlation r between observed cluster means at different times is 
very high. As for the stepped wedge design it can be expected that extending the ancova 
design with even more follow-up measurements will result in an even smaller required sample 
size. This decrease in sample size with increasing numbers of measurements will probably 
level off as was also seen for the stepped wedge design. However, further research is needed 
to see whether and to what extend this effect also occurs in the extended ancova design. 
Although not studied, it can be expected that with increasing numbers of measurements the 
stepped wedge design will become more efficient than the extended ancova design (with an 
equal number of measurements as the stepped wedge design) at lower values of r. This is 
because within the stepped wedge design within-cluster comparisons can be made for all 
clusters, whereas within the extended ancova design this can only be done for the clusters in 
the intervention arm of the study. Hence, more information can be used to estimate the 
treatment effect within the stepped wedge design which results in more power and therefore a 
smaller required sample size than the extended ancova design. 
The models on which all provided sample size formulae are based have two restrictions. First, 
the models are appropriate for continuous outcomes and can be adapted for binary outcomes 
by proper modifications at the level of individual measurements, but not for other types of 
outcomes. Hence, the provided formulae may not be appropriate in case of other types of 
outcomes, such as survival outcomes. Further research is required to extend the formulae to 
other outcomes. 
Secondly, within the models it is assumed that there is no cluster by time interaction present. 
This means that an average treatment effect over time is being evaluated. Although such an 
effect is informative, different effects can be expected at each time point for various reasons. 
Clusters may become more experienced with the new treatment over time for example which 
results in larger treatment effects at later time points, but it may also be that just after 
implementation of a treatment the effect is the largest but levels off due to diminishing 
attention to applying the new treatment. In these situations incorporating a time by treatment 
interaction in the model may be very informative as well. How this affects the sample size 
calculations is a topic for further research.  
The model used in Chapters 4 and 5 assumes a cluster autocorrelation of one. This 
autocorrelation is the correlation of the true cluster means over time (not the observed cluster 
means that fluctuate due to sampling of subjects within a cluster) and reflects the consistency 
in outcomes of a cluster over time. Although it is desirable that a cluster applies an 
intervention consistently over time, some variation in performance over time is very likely 
and therefore a cluster autocorrelation of one may be a too strong assumption. If it is expected 
that the cluster autocorrelation is smaller than one, the provided formulae in these chapters 
will underestimate the required sample size as was shown in Chapter 6. This is a disadvantage 
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of this approach. However, the simplicity of the used model as compared to the model used in 
Chapters 3 and 6 may outweigh this disadvantage (see first issue below).   
Two issues concerning the sample size approaches for both cohort and cross-sectional designs 
as well as mixtures of them given in Chapters 3 and 6, need some further discussion. First, 
these sample size approaches require additional estimates for the cluster and subject 
autocorrelations. These estimates can be obtained from previous studies, either directly from 
published autocorrelations or indirectly from published variance components. However, these 
results are seldom reported. Alternatively, a range of plausible values could be obtained from 
clinical experts since the autocorrelations have an interpretable meaning. Therefore, it should 
be possible to estimate the sample size requirements with the presented formulae. Besides it 
should be noted that for the stepped wedge design the effect of misspecification of the several 
types of correlation will decrease as the number of steps increases, especially when the 
number of steps is five or larger. Hence, with at least some idea about what could be expected 
will be sufficient to determine the required sample size. Yet, the reporting of the 
autocorrelations and the variance components should be advocated more, since this will help 
researchers in planning future studies.  
Secondly, in case of either a cohort or a cross-sectional design calculating the total required 
sample size is straightforward since the presented formulae calculate the number of subjects 
required per measurement. Within the cohort design subjects are being followed over time, 
hence the calculated sample size per measurement then equals the total number of subjects. In 
the cross-sectional design new subjects are being included at every measurements point or 
period. Therefore, in this case the total number of subjects can be calculated by multiplying 
the required number of subjects per measurement by the total number of measurements. 
However, if a mix of the cohort and cross-sectional design is being used, determining the total 
required sample size is not so straightforward. In this case, some subjects might be measured 
at all time points whereas others might be measured only at a couple of time points. Hence, a 
researcher should have some idea about how long subjects can participate in his study on 
average. This will largely depend on the study population and the setting in which the study is 
being performed. Once one knows how many times subjects need to be replaced on average, 
the total required sample size can be estimated. It should be noted though that this information 
about replacements also influences the estimation of the subject autocorrelation. If it is 
expected that only a small number of subjects will be replaced during the study, the subject 
autocorrelation can be expected to be effectively larger than when many subjects are to be 
replaced.    
 
Design considerations about the stepped wedge design 
In this thesis the emphasis was on sample size requirements of various study designs for 
CRTs. These requirements will be taken into account when a choice of design is being made. 
However, there are also other design considerations which affect the design choice. Several of 
these considerations will be discussed here for the stepped wedge design.  
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First, an often mentioned ethical reason to choose the stepped wedge design is that this design 
is useful when there is no (clinical) equipoise because all clusters will eventually receive the 
intervention during the study. Although this statement holds at the cluster level, it does not at 
the subject level unless a cohort design is being used. In case of a cross-sectional design still 
only half of all subjects will receive the intervention while the other half receives a control 
treatment, which is similar to parallel designs. Hence, if the intervention under study is 
already shown to be effective is more controlled clinical research settings or if there is a 
strong believe that the intervention will do more good than harm, one should carefully think 
about whether additional evidence (about the magnitude of the effect) in a more real clinical 
practice setting weights up against delaying the intervention for part of the participants. If so, 
the stepped wedge design may be a good design. 
Besides, often logistical, practical and/or financial issues have been mentioned as reasons to 
use a stepped wedge design. When an intervention cannot be implemented in half of the 
clusters simultaneously the phased implementation within the stepped wedge design offers a 
solution. For example, if the intervention requires some kind of training of health care 
professionals it might be practically difficult to train every cluster more or less simultaneously 
because that would require several trainers. Besides the practical problem of finding enough 
trainers in the first place, this may also be financially infeasible. However, it should be kept in 
mind that the stepped wedge design may lengthen the study period quite a lot depending on 
the number of steps and the time between each consecutive step, which will have financial 
consequences as well (e.g. staffing costs). 
Other costs that need to be taken into consideration are the costs of measuring clusters and 
subjects over time since these costs restrict the choices within the stepped wedge design with 
regard to the number of clusters and subjects per cluster that can be included as well as the 
number of steps that can be taken (related to the total number of measurements to be taken). 
Furthermore, implementation costs should be taken into account because within the stepped 
wedge design all clusters will receive the intervention under study opposed to only half of the 
clusters in parallel group designs. Hence, the potential financial benefit of the phased 
implementation should be weighed against these other costs and can be compared to the costs 
of other design options. All these costs are not included in the presented sample size formulae 
yet, but it should be possible to include them. However, how to do so exactly is topic for 
further research.     
Another issue within stepped wedge studies is the data analysis. Some guidance for the 
analysis of continuous and binary data from such designs has been provided, but is lacking for 
other types of outcomes such as survival outcomes. Systematic reviews showed that all kinds 
of analysis approaches have been used in stepped wedge trials. This indicates that many 
researchers still struggle with the analyses of stepped wedge data. Since the type of analysis 
affects the sample size requirements much more guidance is required to prevent over- and 
underpowered studies. The sample size formulae that were derived in this thesis are based on 
cluster averages as summary statistic, therefore it may be expected that analyses based on 
cluster averages will have the claimed power levels. Furthermore, special attention should be 
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given to the planning and analysis of stepped wedge designs with outcomes that are not 
continuous or binary.   
If interim analyses are warranted within a trial, one should carefully think about whether or 
not to choose the stepped wedge design because at early interim analyses there will be a large 
difference in the number of measurements taken under each treatment (the majority of 
measurements are taken under the control treatment early in the study). Over time this 
imbalance between measurements under each treatment reduces, until eventually the numbers 
are (close to) equal. This imbalance between numbers of measurements needs to be taken into 
account because it affects the power of the interim analyses. However, it is yet unclear how to 
incorporate this imbalance in the planning and analysis of interim data, and how this affects 
the required sample size.  
A last concern is drop-out within the stepped wedge design. Of major concern is the drop-out 
of complete clusters, because this may decrease the statistical power of the study 
substantially. However, usually clusters do not drop out once they started to participate in a 
study. Drop-out of subjects within the clusters might be problematic within a cohort 
(longitudinal) design, but still information at the early measurements could be included in the 
analyses. In the cross-sectional and mixed designs, drop-out is less of a problem because in 
the cross-sectional design subjects are only being measured once and within mixed designs 
this drop-out may be expected and anticipated on beforehand. It should be noted though that 
the concern of drop-out is not different from other CRT designs.  
 
Conclusion 
In summary, in this thesis best practices are studied for CRTs with small numbers of available 
clusters. Approaches to deal with methodological and statistical challenges of this type of 
CRTS are being provided. First, the Best Balance allocation method is provided and 
advocated because this method results in well-balanced treatment groups in terms of cluster 
level characteristics. This will improve the accuracy, precision and credibility of the results of 
a study.  
Besides, sample size approaches have been provided for study designs using baseline and 
repeated measurements in an optimal way and the sample size requirements for these designs 
are compared to each other. It is recommended to use a design which incorporates a baseline 
measurement such as the ancova, extended ancova or stepped wedge design. Furthermore, 
using multiple follow-up measurements is advised, either by using an extended ancova or 
stepped wedge design, to obtain a desired power level when the number of clusters is small.  
All these approaches may help researchers to design CRTs in a more optimal way, especially 
if only a limited number of clusters is available. 
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Summary 
In cluster randomized trials (CRTs) often only a small number of clusters is available. This 
leads to methodological and statistical challenges. One of these challenges is the difficulty to 
prevent and adjust for differences in cluster level characteristics between treatment groups 
which may affect the outcome of interest, also known as prognostic variables. Randomizing a 
small number of clusters will very likely result in an unequal distribution of cluster 
characteristics over the treatment arms. If the imbalance of these characteristics is substantial, 
the validity of the study may be questioned because observed differences in the outcome of 
interest could then be ascribed to differences in cluster characteristics rather than to the 
difference in treatment. Another challenge is the difficulty to detect a difference between 
treatments, that is the statistical power will be low. This is especially the case for simple 
designs where only one measurement at the end of the study period is being used for analysis. 
In this thesis approaches to deal with the aforementioned challenges are being offered. 
Chapter 2 provides a solution for the first challenge mentioned above. It is desirable to obtain 
balance of prognostic variables between treatment arms because it improves the accuracy, 
precision and credibility of the results. An often applied method to obtain good balance of 
these variables is randomization. However, imbalance of prognostic variables can easily occur 
by chance with this method especially when the number of clusters is small or when there are 
many prognostic variables. In CRTs where the available number of clusters is small (i.e. ≤ 
20), these clusters are often known in advance. Therefore, an alternative allocation method 
referred to as the Best Balance (BB) method
1
 is proposed and the balance obtained by this 
method is compared to several other allocation methods. The BB method divides clusters over 
two groups in all possible ways resulting in allocation schemes. Then, an imbalance measure 
chosen upfront will be calculated for every possible allocation scheme. Finally from the 
allocation schemes that result in the smallest imbalance one will be chosen at random for 
implementation. A simulation study was performed to compare the balance obtained by BB, 
minimization, unrestricted randomization and matching for 4 to 20 clusters, and one to five 
binary prognostic variables at the cluster level. It was shown that BB resulted in a better 
balance than randomization in 13 to 100% of the situations, in 0 to 61% of the situations 
compared to minimization, and in 0 to 88% of the situations compared to matching. The 
superior performance of BB increased as the number of clusters and/or the number of 
prognostic variables increased. Stratification was not taken into account in the simulations. 
However, since the performance of stratification with respect to the obtained balance lies 
between the performance of unrestricted randomization and minimization, the balance it can 
achieve will be equal to minimization at best. It was concluded that BB results in a better 
balance of prognostic variables than randomization, minimization, stratification and matching 
in most situations. Furthermore, BB cannot result in a worse balance than the other allocation 
methods by definition. So BB is a highly effective allocation method for CRTs where only 
small numbers of clusters are available. Hence, the use of this method is advocated in such 
trials.
 
                                                          
1
 Similar approaches can be found in Raab & Butcher (in Statistics in Medicine, 2001) and 
Carter & Hood (in BMC Medical Research Methodology, 2008) 
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The power issue is the topic of interest in the remaining chapters. In Chapter 3 two simple 
extensions to an ancova design for CRTs are being considered. A post-test design in which 
only outcomes at the end of the study are being analysed often lacks power, especially when 
the number of clusters is small. Incorporating a baseline measurement as a covariate, that is 
using an ancova design, results in a gain in power and therefore requires a smaller sample 
size. In most studies, this can often be done since baseline measurements are already available 
or easy to obtain. However, using an ancova design may still require an infeasible large 
sample size (either clusters or subjects per cluster or both). Using additional measurements 
may then be a solution. Two CRT designs both using three measurements are being 
considered here: an extended ancova design and a simple stepped wedge design. Both designs 
add a third measurement to the ancova design. In the extended ancova design the clusters 
remain in their assigned treatment arms up to and including the third measurement is being 
taken while in the simple stepped wedge design the clusters in the control arm switch to the 
intervention arm after the second measurement, so all clusters are in the intervention arm 
when the third measurement is being taken. Sample size formulae are being derived for these 
two designs which can be used for both a cohort design (where the same subjects within 
clusters are being measured at every time point), a cross-sectional design (where new subjects 
are being measured at every time point) or a mixture of these. Furthermore, the efficiency of 
these designs in terms of sample size are compared against each other and against the post-test 
and ancova design. It is shown that the extended ancova design is the most efficient design, 
that is requires the smallest sample size, except when the correlation between measurements 
over time is very high. Then the simple stepped wedge design is more efficient. Both three 
measurement designs are more efficient than the ancova design, which in turn is more 
efficient than the post-test design. Since correlation between measurements over time is 
expected in many cases power can be improved by using designs with two or more 
measurements which are therefore worth considering, especially when the number of 
available clusters is small. 
Approaches to sample size and power calculations for cross-sectional stepped wedge designs 
with unconstrained numbers of steps have been provided before, but a simple sample size 
formula was lacking. Therefore, the aim of Chapter 4.1 was to provide such a formula for 
cluster randomized stepped wedge designs. A design effect (sample size correction factor) is 
derived that corrects for both the clustering and the design. In this design effect the number of 
steps, the number of measurements in every time period, the cluster size and the intracluster 
correlation (ICC) can be varied. Increasing the total number of measurements (the number of 
measurements in every time period and/or increasing the number of steps) decreases the 
design effect and therefore decreases the required sample size at each measurement. However, 
increasing the cluster size increases the design effect slightly. For increasing ICCs the design 
effect first increases (up to about ICC = 0.05) and then decreases. Yet, the effect of the ICC is 
rather small, especially for larger numbers of steps its effect disappears almost completely. 
Besides studying the effects of the determinants of the design effect for cluster randomized 
stepped wedge designs, this design was also compared to a simple parallel group and ancova 
design. It was shown that the stepped wedge design is more efficient than both other designs 
in terms of sample size. Chapter 4.2 elaborated on this conclusion. The cluster randomized 
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stepped wedge design always results in a smaller number of required clusters than a parallel 
group CRT. However, the total number of subjects might be larger in a cross-sectional 
stepped wedge CRT than in the parallel group CRT. It depends on the cluster size and the ICC 
whether the stepped wedge design will be more efficient in the total number of required 
subjects. As the focus in Chapter 4 is on a cross-sectional design, the feasibility of the total 
number of subjects is not the real question, but rather whether the required number of subjects 
at each measurement can be achieved. 
The comparisons made between the stepped wedge and parallel group (post-test) CRT in 
previous chapters are not completely fair since the stepped wedge design includes repeated 
measurements by definition. This is also mentioned in discussions in the literature about the 
usefulness of the stepped wedge design. One comment was that a parallel group CRT with an 
equal number of measurements as a stepped wedge design can result in a similar amount of 
power. However, in a response it was already shown that this is not necessarily the case and 
that it is dependent on the ICC which of the two designs is most efficient. Yet, the actual 
effect of the ICC as well as the cluster size have not been studied extensively. Therefore, in 
Chapter 5 a comparison was made between the cross-sectional stepped wedge and the parallel 
group CRT with equal numbers of measurements with the aim to provide recommendations 
when each of these designs should be preferred. To ease the comparison, the total recruitment 
period for the parallel group design is split into several time periods equal to the number of 
measurement periods in the stepped wedge design. These time periods are referred to as 
sampling waves. Within each sampling wave a number of subjects is recruited which is 
referred to as the sampling cluster size and equals the cluster size for every time period 
(sampling wave) in the stepped wedge design. It is shown that the relative efficiency between 
the parallel group and stepped wedge CRT depends on the ICC, the sampling cluster size and 
the number of sampling waves. The parallel group CRT is more efficient when the ICC and 
the number of sampling wave (time periods) are small. However, this relatively greater 
efficiency declines as the sampling cluster size increases. For larger ICCs and larger numbers 
of sampling waves the stepped wedge design is more efficient. These findings will help 
researchers to decide which of these designs is to prefer in terms of sample size in future 
research. However, other considerations such as costs and ethical issues will also need to be 
taken into account when a design choice is being made. 
The earlier provided sample size formulae for cluster randomized stepped wedge designs 
were either limited to two steps (three measurements) or to the cross-sectional design (with 
new subjects at every time point).  In practice though, often a cohort or mix of a cohort and 
cross-sectional design is being used and more than two steps are being taken. Therefore, the 
earlier sample size approach for cross-sectional designs provided in Chapter 4 is extended in 
Chapter 6 to include both cross-sectional and cohort designs and their mixtures. A design 
effect (sample size correction factor) for estimating the required sample size for stepped 
wedge CRTs is derived and incorporates subject and cluster autocorrelations in order to 
account for both cohort and cross-sectional designs and their mixtures. The effect of these 
autocorrelations on the required sample size, as well as the effects of other parameters of the 
stepped wedge are being studied. The provided formula corrects for clustering as well as for 
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the stepped wedge design. Apart from the cluster size and intracluster correlation, the design 
effect depends on the subject and cluster autocorrelation over time, the number of steps, 
baseline measurements and measurements between steps. In general, with increasing 
autocorrelations, sample size requirements decrease. Furthermore, increasing the number of 
steps and measurements between steps also decreases the sample size. Yet, this decrease 
levels off with every additional step and the reduction in sample size drops below 20% after 5 
steps. Hence, increasing the number of steps substantially does not pay off. Besides, in 
general the cohort design is more efficient than a cross-sectional design. Therefore, it was 
thought that the earlier provided sample size approaches for the cross-sectional design would 
result in an overestimation of the required sample size if these approaches were used for a 
cohort or mixed design. However, it was shown in this chapter that this is not necessarily the 
case. If the cluster autocorrelation cannot be expected to be one, the cohort or mixed design 
may actually require more subjects. Hence, it is recommended to use the formula provided in 
Chapter 6. 
In Chapter 7 a general discussion is provided. Although the Best Balance allocation method 
results in the least imbalance of prognostic factors between treatment arms, questions remain 
about whether to use the prognostic factors as covariates in the analysis of data from a study 
that used this method. It is expected that the effect estimates will not be affected much by 
either choice, but the effect on the variance and hence the accompanying p-values is unclear 
yet. Concerning the studied designs, several issues on the sample size formulae are being 
addressed. First, the models on which they are based are suitable for continuous outcomes 
with possible extensions to dichotomous outcomes, but not to other types of outcomes. 
Furthermore, the models assume that there is no time by treatment interaction. Incorporating 
an interaction effect could be of interest as well but it is unclear yet how this affects the 
sample size requirements. Considerations about subject and cluster autocorrelations are being 
addressed as well as the determination of the required sample size when a mix of the cohort 
and cross-sectional design is being used. Finally, some other design issues concerning stepped 
wedge designs are being addressed such as ethical considerations, interim analyses and costs. 
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Samenvatting 
Vaak is het aantal beschikbare clusters voor een cluster gerandomiseerde studie (CRT
2
) klein 
wat leidt tot methodologische en statistische uitdagingen. Een van deze uitdagingen betreft de 
moeilijkheid om verschillen in clustereigenschappen, ook wel prognostische variabelen 
genoemd, tussen de behandelgroepen te voorkomen of hiervoor te kunnen corrigeren. Indien 
een klein aantal clusters gerandomiseerd wordt over de behandelingen is de kans erg groot dat 
de verdeling van de clustereigenschappen over de behandelgroepen ongelijk is. Wanneer deze 
ongelijkheid substantieel is kan de validiteit (kwaliteit) van het onderzoek in twijfel worden 
getrokken, omdat in dit geval de gevonden verschillen in de uitkomst van interesse 
toegeschreven kunnen worden aan het verschil in clustereigenschappen in plaats van aan het 
verschil in behandeling. Een tweede uitdaging is de moeilijkheid om een verschil in 
behandeleffecten te kunnen detecteren, oftewel voldoende statistische power zal lastig te 
behalen zijn. Met name in onderzoeken met een simpele studie-opzet waarbij alleen een 
eindmeting gebruikt wordt voor de analyses zal dit het geval zijn. In dit proefschrift zijn 
methoden aangereikt om met de genoemde uitdagingen om te kunnen gaan.   
In Hoofdstuk 2 is een oplossing aangedragen voor de eerstgenoemde uitdaging. Een goede 
balans van de prognostische variabelen tussen de behandelgroepen is wenselijk omdat het de 
nauwkeurigheid, precisie en geloofwaardigheid van de resultaten verbetert. Over het 
algemeen wordt randomisatie toegepast om een goede balans van deze variabelen te creëren. 
Echter, wanneer het aantal te randomiseren clusters klein is of het aantal prognostische 
variabelen groot kan er gemakkelijk bij toeval onbalans ontstaan met deze methode. In CRTs 
waarbij maar een beperkt aantal clusters beschikbaar zijn (20 of minder), zijn deze clusters 
vaak op voorhand al bekend. Voor dit geval is een alternatieve methode om de clusters te 
verdelen over de behandelingsgroepen voorgesteld: de ‘Best Balance’ (BB) methode3. Deze 
methode is vergeleken met andere allocatiemethoden in termen van de balans in 
prognostische variabelen. De BB-methode verdeelt de clusters op alle mogelijke manieren in 
twee groepen en voor elke verdeling wordt een vooraf bepaalde maat voor de onbalans 
berekend. Vervolgens wordt uit de verdelingen met de kleinste onbalans willekeurig één 
verdeling gekozen voor implementatie. Er is een simulatiestudie uitgevoerd om de balans 
verkregen met de BB-methode te vergelijken met de balans verkregen met onbegrensde 
randomisatie, minimisatie en matching waarbij het aantal clusters varieerde tussen vier en 
twintig, en het aantal binaire (dichotome) prognostische variabelen op cluster niveau 
varieerde tussen één en vijf. De BB-methode resulteerde in een betere balans dan 
randomisatie in 13 tot 100% van de situaties, in 0 tot 61% van de situaties in vergelijking met 
minimisatie, en in 0 tot 88% van de situaties vergeleken met matching. Naarmate het aantal 
clusters en/of het aantal prognostische variabelen toeneemt resulteert de BB-methode steeds 
vaker in een betere balans dan de andere methoden. In de simulatiestudie is stratificatie buiten 
beschouwing gelaten. Echter, aangezien de balans die verkregen kan worden met deze 
methode tussen de balans van onbegrensde randomisatie en minimisatie ligt zal deze methode 
                                                          
2
 Afkorting naar de Engelse term ‘cluster randomized trial’ 
3
 Soortgelijke methoden zijn te vinden in Raab & Butcher (in Statistics in Medicine, 2001) en 
Carter & Hood (in BMC Medical Research Methodology, 2008) 
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in het optimale geval dezelfde balans opleveren als minimisatie. De conclusie van deze studie 
was dat de BB-methode in een betere balans van prognostische variabelen resulteert dan 
randomisatie, minimisatie, stratificatie en matching in de meeste situaties. Bovendien zal de 
BB-methode nooit in een slechtere balans resulteren dan de andere allocatiemethoden. De 
BB-methode is dus een erg effectieve allocatiemethode voor CRTs waarin slechts een beperkt 
aan clusters beschikbaar zijn. Daarom is dit de aanbevolen methode in dit soort studies. 
In de overige hoofdstukken is aandacht geschonken aan onderzoeksopzetten die de statistische 
power kunnen verhogen. Twee simpele uitbreidingen van het ancova design zijn overwogen 
in Hoofdstuk 3. Het post-test design, waarin alleen de uitkomsten aan het eind van de studie 
geanalyseerd worden, heeft vaak een gebrek aan power, met name wanneer het aan clusters 
klein is. Een voormeting (baseline meting) kan aan de analyse worden toegevoegd als 
covariaat, oftewel een ancova design kan worden gebruikt, wat resulteert in meer statistische 
power en een kleinere benodigde steekproefgrootte. In de meeste onderzoeken kan dit 
toegepast worden omdat een dergelijke voormeting vaak al beschikbaar of makkelijk te 
verkrijgen is. Echter, de benodigde steekproefgrootte (zowel het aantal clusters als het aantal 
personen per cluster of beide) kan nog steeds onuitvoerbaar groot zijn wanneer het ancova 
design gebruikt wordt. Het toevoegen van extra metingen kan dan uitkomst bieden. In dit 
hoofdstuk zijn twee designs voor CRTs bekeken die elk drie metingen in totaal gebruiken: het 
uitgebreide ancova design en het simpele stepped wedge design. Beide designs voegen een 
derde meting toe aan het gewone ancova design. In het uitgebreide ancova design blijven de 
clusters in de hun toegewezen behandelingsgroep totdat de derde meting genomen is terwijl in 
het simpele stepped wedge design de clusters die eerst in de controlegroep zaten na de tweede 
meting ook overgaan op de experimentele behandeling, dus binnen dit design zitten alle 
clusters in de experimentele behandelingsgroep op het moment dat de derde meting gedaan 
wordt. Voor beide designs is een formule afgeleid om de benodigde steekproefomvang mee te 
berekenen. Deze formules kunnen gebruikt worden voor zowel een cohort design (waarin 
dezelfde personen binnen de clusters gemeten worden op elk tijdsmoment) als voor een cross-
sectioneel design (waarin er op elk meetmoment nieuwe personen binnen de clusters gemeten 
worden) alsook voor een combinatie van deze twee. Het uitgebreide ancova en stepped wedge 
design zijn met elkaar vergeleken in termen van de benodigde steekproefomvang en deze 
vergelijking is tevens gemaakt voor deze designs ten opzichte van het post-test en gewone 
ancova design. Gebleken is dat het uitgebreide ancova design het meest efficiënt is, dat wil 
zeggen de kleinste steekproefgrootte behoeft, tenzij de samenhang (correlatie) tussen de 
metingen over de tijd erg groot is. Wanneer dat het geval is, is het stepped wedge design 
efficiënter. Beide drie-metingen designs zijn efficiënter dan het gewone ancova design, dat op 
zijn beurt weer efficiënter is dan het post-test design. Aangezien er in veel gevallen 
samenhang tussen de metingen over de tijd te verwachten valt is het de moeite waard om 
onderzoeksdesigns met meer dan één of twee metingen te overwegen, met name wanneer het 
aantal beschikbare clusters klein is.    
Er zijn al eerder benaderingen gegeven om steekproefgroottes en power te berekenen voor 
cross-sectionele stepped wedge CRT designs waarbij het aantal stappen onbeperkt is. Echter, 
een simpele formule om de steekproefomvang mee te kunnen berekenen was nog niet 
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beschikbaar. Het doel van Hoofdstuk 4.1 was daarom een dergelijke formule aan te leveren. 
Hiertoe is een inflatiefactor voor de steekproefomvang afgeleid die corrigeert voor zowel de 
clustering als voor de specifieke designaspecten. In deze inflatiefactor kunnen het aantal te 
nemen stappen, het aantal metingen tussen de stappen, de clustergrootte en de intracluster 
correlatie coëfficiënt (ICC) gevarieerd worden. Wanneer het totaal aantal metingen (het aantal 
metingen tussen de stappen en/of het aantal stappen) vergroot wordt, wordt de inflatiefactor 
kleiner wat resulteert in een kleinere benodigde steekproefomvang op elk meetmoment. 
Daarentegen zal de inflatiefactor licht toenemen naarmate de clustergrootte toeneemt. Bij een 
toenemende ICC zal de inflatiefactor eerst groter worden (tot de ICC ongeveer 0.05 is), maar 
daarna afnemen. Echter is het effect van de ICC op de inflatiefactor tamelijk klein en wordt 
vrijwel nihil bij grotere aantallen stappen. Naast het bestuderen van de effecten van de 
verschillende designaspecten op de inflatiefactor is de benodigde steekproefomvang voor het 
stepped wedge design vergeleken met die voor een post-test en ancova design. Hieruit bleek 
dat het stepped wedge design veel efficiënter is in termen van steekproefomvang dan deze 
twee designs. In Hoofdstuk 4.2 is deze conclusie genuanceerd. Het gebruik van het stepped 
wedge CRT design resulteert altijd in een kleiner aantal benodigde clusters dan een post-test 
CRT design. Echter, het totale aantal benodigde personen kan groter zijn in het cross-
sectionele stepped wedge design dan in het post-test design. Dit is afhankelijk van de 
clustergrootte en de ICC. Aangezien de focus in Hoofdstuk 4 ligt op het cross-sectionele 
design is de vraag niet zozeer of het totaal aantal benodigde personen haalbaar is, maar of het 
aantal personen dat per meetmoment nodig is verkregen kan worden.   
De vergelijkingen tussen het stepped wedge en post-test CRT design in de voorgaande 
hoofdstukken zijn niet geheel eerlijk aangezien het stepped wedge design per definitie 
gebruikt maakt van herhaalde metingen. In discussies in de literatuur over het nut van het 
stepped wedge design wordt dit ook aangehaald. Een van de opmerkingen was dat een post-
test CRT design met een gelijk aantal metingen als het stepped wedge design in evenveel 
statistische power kan resulteren. In een reactie hierop was al aangetoond dat dit niet altijd het 
geval is en dat het afhangt van de ICC welke van deze designs het meest efficiënt is. Echter, 
het precieze effect van de ICC alsmede dat van de clustergrootte is nog niet uitvoerig 
bestudeerd. Daarom is in Hoofdstuk 5 een vergelijking gemaakt tussen het cross-sectionele 
stepped wedge CRT design en het post-test CRT design waarbij het aantal metingen binnen 
beide designs gelijk werd gehouden met als doel aanbevelingen te kunnen doen wanneer elk 
van deze designs geprefereerd zou moeten worden. Om de vergelijking te vergemakkelijken is 
de totale tijdsperiode voor het post-test design opgesplitst in meerdere tijdsvakken zodat het 
aantal tijdsvakken binnen dit design gelijk is aan het aantal meetperiodes binnen het stepped 
wedge design. Deze tijdsvakken zijn ‘sampling waves’ genoemd. Binnen elke sampling wave 
worden een aantal personen geïncludeerd wat de ‘sampling clustergrootte’ genoemd is en dit 
is gelijk aan de clustergrootte binnen elk tijdvak (sampling wave) in het stepped wedge 
design. Het is aangetoond dat de relatieve efficiëntie van de twee designs ten opzichte van 
elkaar afhangt van de ICC, de sampling clustergrootte en het aantal sampling waves. Wanneer 
de ICC en het aantal sampling waves klein zijn is het post-test design efficiënter, maar deze 
relatief betere efficiëntie neemt af naarmate de sampling clustergrootte toeneemt. Voor hogere 
ICCs en grotere aantallen sampling waves is het stepped wedge design efficiënter. Deze 
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bevindingen kunnen onderzoekers helpen te beslissen welke van deze designs de voorkeur 
heeft voor een nieuwe studie in termen van de benodigde steekproefgrootte. Echter, andere 
overwegingen zoals kosten en ethische aspecten zullen ook mee moeten worden genomen in 
deze afweging. 
De eerdere gegeven formules voor steekproefgrootteberekeningen voor stepped wedge CRT 
designs waren beperkt tot slechts twee stappen (drie metingen) of tot het cross-sectionele 
design (waarin er op elk meetmoment nieuwe personen binnen de clusters gemeten worden). 
Echter zal er in de praktijk vaker een cohort of een mix van het cohort en cross-sectionele 
design gebruikt worden, en zullen er meer dan twee stappen zijn. Daarom is in Hoofdstuk 6 de 
formule voor het cross-sectionele design gepresenteerd in Hoofdstuk 4 uitgebreid zodat deze 
ook bruikbaar wordt voor cohort en gemixte designs. Er is een inflatiefactor afgeleid om de 
benodigde steekproefomvang voor een stepped wedge CRT design te kunnen berekenen en 
bevat cluster- en subject-autocorrelatiecoëfficiënten zodat deze inflatiefactor gebruikt kan 
worden voor zowel cohort als cross-sectionele designs en de mix hiervan. De effecten van 
deze autocorrelatiecoëfficiënten op de benodigde steekproefomvang, alsmede de effecten van 
de overige parameters in de inflatiefactor, zijn bestudeerd. Evenals de eerdere gegeven 
inflatiefactor corrigeert ook deze voor zowel de clustering als voor de specifieke 
designaspecten. De inflatiefactor hangt, naast de clustergrootte en ICC, af van het aantal 
stappen, het aantal metingen tussen de stappen, de cluster-autocorrelatie en de subject-
autocorrelatie. Over het algemeen geldt dat bij groter wordende autocorrelaties de benodigde 
steekproefgrootte kleiner wordt. Daarnaast neemt de benodigde steekproefgrootte af bij een 
toenemend aantal stappen en metingen tussen de stappen. Echter wordt de relatieve afname in 
steekproefgrootte steeds kleiner bij een oplopend aantal stappen en de reductie wordt kleiner 
dan 20% vanaf vijf stappen. Daarom zal een substantiële toename in stappen niet erg efficiënt 
zijn. Daarnaast is een cohort design over het algemeen efficiënter dan een cross-sectioneel 
design. Hierom werd gedacht dat de eerder gegeven benaderingen voor het bepalen van de 
benodigde steekproefgrootte voor het cross-sectionele design tot een overschatting zouden 
leiden indien deze benaderingen voor een cohort of gemixt design gebruikt zouden worden. 
Echter, de resultaten in dit hoofdstuk hebben laten zien dat dit niet noodzakelijkerwijs waar is. 
Wanneer er niet verwacht kan worden dat de cluster-autocorrelatie één is, is het mogelijk dat 
een cohort of gemixt design juist een grotere steekproefgrootte nodig heeft. Daarom wordt het 
gebruik van de formule gepresenteerd in Hoofdstuk 6 aanbevolen. 
In Hoofdstuk 7 is een overkoepelende discussie over alle hoofdstukken gegeven. Hoewel de 
Best Balance allocatiemethode leidt tot de kleinste onbalans in prognostische variabelen 
tussen de behandelgroepen blijft het de vraag of deze prognostische variabelen al dan niet als 
covariaten moeten worden toegevoegd aan de analyse van de data die voortkomen uit een 
onderzoek waarin deze allocatiemethode is toegepast. Verwacht wordt dat de schatting van 
het behandelingseffect weinig beïnvloedt wordt door de keuze tussen het al dan niet 
toevoegen van covariaten. Het is echter nog onduidelijk wat het effect is van deze keuze op de 
varianties en daaruit volgende p-waardes. Omtrent de bestudeerde designs zijn een aantal 
aspecten van de formules voor steekproefgrootteberekeningen besproken. Allereerst zijn de 
modellen waarop de formules gebaseerd zijn geschikt voor continue uitkomsten, die 
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aangepast kunnen worden voor dichotome uitkomsten maar niet voor andere types 
uitkomsten. Daarnaast veronderstellen deze modellen dat er geen interactie is tussen tijd en 
behandeling. Het kan interessant zijn om een dergelijke interactie toe te voegen, maar het is 
nog niet duidelijk hoe dit de benodigde steekproefomvang beïnvloedt. Verder zijn 
overwegingen aangaande subject- en cluster-autocorrelaties besproken alsmede het bepalen 
van de benodigde steekproefomvang wanneer een mix van het cohort en cross-sectionele 
design gebruikt gaat worden. Tenslotte zijn een aantal overige aspecten aangaande het stepped 
wedge design besproken zoals ethische overwegingen, interim (tussentijdse) analyses en 
kosten.               
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