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Let G be a group and let (g,, g, , . . . . gk) be a sequence of elements of G. 
We will say that g, is dependenr on (gi, . . . . gk) if there is a subsequence 
(gilt ...9 gj,) of (gl, . . . . gk) and elements u,, . . . . u, of G such that 
If n is a positive integer or co, then the dependence problem DP(n) asks for 
an algorithm to decide for any sequence (go, g,, . . . . gk)(O < k < n) of 
elements of G whether or not g, is dependent on (gi , . . . . gk). The problems 
DP( l), DP(2) are usually called the word problem and conjugacy problem, 
respectively. 
The reader will observe that our formulation of the dependence problems 
above is really meaningless. To give a proper formulation we must be 
precise about how G, and how the elements of G, are specified. The usual 
method is to specify G by means of a presentation and to specify the 
elements of G by words in the generating symbols. However this method of 
specification is not suitable for the purposes of this paper. The groups we 
will be interested in have many generators which are involutions (that is, 
have order 2). These elements can prove diflicult if one restricts attention to 
ordinary presentations, and we therefore find it convenient to introduce the 
concept of an inoolutary presentation. In such a presentation generators of 
order 2 are no longer exceptional. 
We will obtain results concerning the dependence problems for hyper- 
bolic involutary presentations. As a consequence of these general results we 
will show that if G is a discrete group of isometries of the non-Euclidean 
plane with compact orbit space (that is, G is an NEC-group), then DP( co) is 
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solvable for G. In addition we will show that DP(co) is solvable for “many” 
Coxeter groups (including those of extra-large type [2], and “most” of those 
of large type Cl]). 
We will also consider groups connected with automorphisms of cubic 
surfaces discussed by Kanevskii in [63 (see also [7] ). If we specify these 
groups by involutary presentations we can obtain Kanevskii’s theorems 
very quickly. It should be mentioned that the involutary presentations we 
use to specify Kaneskii’s groups are not hyperbolic, and we have not been 
able to solve the dependence problems DP(n) (n > 3) for these groups. 
The headings of the various sections of the paper, along with a few 
relevant comments, are given below. 
1. Involutary Presentations 
1.1. Definitions 
1.2. Examples 
We give involutary presentations for Coxeter groups (Example 1.2), 
NEC-groups (Example 1.3 ), Kanevskii’s groups (Example 1.4). 
1.3. Some conventions and terminology concering involutary presen- 
tations 
2. The Dependence Problems 
2.1. Definition 
2.2. Diagrams and the Dependence Problems 
There is a close connection between the dependence problems and 
diagrams on spheres. (These diagrams are generalisations of the van Kam- 
pen diagrams and conjugacy diagrams discussed, for example, in c8, 
Chap. V].) We are lead to the notion of diagrammatic dependence and to 
formulating the diagrammatic dependence problems DDP(n)(n = 1,2, . . . . co). 
We show that under a weak hypothesis on our presentation (Hypothesis 
(t) defined in Section 1.3), if DDP(n) is solvable then DP(n) is solvable 
(Theorem 1). 
3. Hyperbolic Presentations 
3.1. Hyperbolic Presentations and the Dependence Problems 
In [ 111 the concept of hyperbolicity of ordinary presentations was dis- 
cussed. This concept arises from associating with a presentation 9 a one- 
dimensional complex gst (called the star complex). Here we generalize 
these ideas to involutary presentations. The arguments of [ 111 carry over 
to show that for a finite hyperbolic involutary presentation, DDP(co) is 
solvable. Combining this with Theorem 1 we then obtain a solution to 
DP( cc ), assuming our presentation satisfies Hypothesis (7) (Theorem 2). 
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3.2. Examples of Hyperbolic Presentations 
We obtain necessary and sufficient conditions for involutary Coxeter 
presentations and involutary NEC-presentations to be hyperbolic 
(Theorems 3 and 4). These theorems, when combined with Theorem 2, give 
the results mentioned in the third paragraph of this Introduction. 
3.3. r2-Hyperbolic Presentations and (p, q)-Presentations 
Roughly speaking, an involutary presentation is l-hyperbolic if it is 
hyperbolic in the most “obvious” or “natural” way. The conept of J-hyper- 
bolicity is related to small cancellation theory. We do not discuss general 
small cancellation theory for involutary presentations here, but we concen- 
trate on a special class of small cancellation presentations which we call 
(p, q)-presentations. These are L-hyperbolic if l/p + l/q < + (Theorem 5). 
4. Groups Connected with Automorphisms of Cubic Surfaces 
(Kanevskii’s Groups) 
4.1. The Word Problem and Related Results 
4.2. Torsion 
Although this paper is in many ways a sequel to [ 111, reference to [ 111 
has been kept to a minimum. Only in the proof of Theorem 2 (Section 3.1) 
is substantial reference made to [ 11-J. 
The paper was influenced by some ideas in [2,5,8]. On p. 134 of [8], 
the authors introduce the concept of a “modified presentation.” On p. 733 
of [S], the definition of the co-initial graph ( = star complex) of a “presen- 
tation with identifying relators” is given. In [2], results about Coxeter 
groups are obtained by considering van Kampen diagrams with non- 
oriented edges. Now in all of these works “involutary” generators are 
treated somehow differently from “ordinary” generators. However, I 
desired a uniform approach which made no exception of “involutary” 
generators. 
In a future paper I will discuss the relation module structure of groups 
given by involutary presentations. For example, I will show that 
Kanevskii’s groups are combinatorially aspherical. (This gives an alter- 
native way of analysing the torsion in these groups, via a theorem of 
Serre’s.) 
Finally, I would like to raise the following question. There are finitely 
presented groups for which DP( 1) is not solvable, and there are finitely 
presented groups for which DP(l) is solvable but DP(2) is not solvable 
(see [9] and the references cited therein for these matters). 
Open problem. For n 2 2, are there finitely presented groups for which 
DP(n) is solvable but DP(n + 1) is not solvable? 
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1. INV~LUTARY FRFBENTATIONS 
1.1. Definitions 
Let x be a set on which is defined an involution - (that is, a mapping 
~ : x +x such that 2=x for all x E x). Let w(x) denote the set of all finite 
strings of elements of x (“words on x”). Then w(x) is a semigroup under 
juxtaposition, and this semigroup has an identity, namely the empty 
word 1. The involution - extends to an involution on w(x) by the rule 
- - 
XIX2 “‘x,=x,*--x2x, 
(XIX2 ’ . . x, E w(x)). 
For convenience we will write xr for the set of element of x fixed by -. 
Also, we will write x + for an orientation of x - xr (that is, x + consists of a 
choice of exactly one element from each of the pairs {x, X}, x E x - x~). 
An involutary presentation is a symbol 
where r is a subset of w(x). We call x the generating set and r the relator 
set. The presentation is said to be finite if x and r are both finite. 
We associate a group G(B) with an involutary presentation B = (x; I) 
as follows. 
First we define elementary reductions of words. 
(I) If xX (x E x) is a subword of a word then remove that subword 
(“free reduction”). 
(II) If some word R, R occurs as a subword of a word, where R E r, 
then remove that subword. 
We say that U is equal to V in B (written U=8 V) if there is a finite 
sequence of words 
u= u,, u1, . ..) u,= v, 
where, for i = 0, 1, . . . . n - 1, one of Ui, Ui+ r is obtained from the other by 
an elementary reduction. If only reductions of type (I) are used then we say 
that U and V are freely equal. The =,-equivalence class containing U will 
be denoted by [ VI9 (or simply by [U] if no confusion can arise). 
The group G(B) has as underlying set the set of all =,-equivalence 
classes, and the binary operation is given by 
C~ICVI = CUVI (UT VE w(x))- 
The inverse of [U] is [ ir], and the identity is [ 11. 
481/120/l-14 
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1.2. Examples 
EXAMPLE 1.1. When no element of the generating set is fixed by - then 
we have an “ordinary” presentation, and G(P) is the usual “group defined 
by the presentation.” 
EXAMPLE 1.2. Let r be a graph with vertex set y and edge set E (thus E 
consists of a set of two-element subsets of y). Let p be a mapping from E to 
(2, 3, . ..}. Then we have the Coxeter presentation %?(I’, p): 
xj-: Y, 
x + : empty, 
r: (y~)~f~-~} ({y, z} E E). 
The group G(%(I’, p)) is a Coxeter group. 
For the general theory of Coxeter groups see [3] or [12]. 




xil,dixil di (1 < i < s), 
c~~(l<iit,m,~2), 
a,b,(5,6,...a,b,~,b,d, . ..d.c, ..-c,. 
There is a standard parameter associated with this presentation, namely 
p(B)=Zg+s-2+i 1-k. +; 1 1-L. 
i=l ( ,> l<ibs ( > nq 
I=+</,-1 
A non-orientable NEC-presentation JV is specified similarly as above 
except that the symbols b,, . . . . b, do not appear in x,, and the final 
element of r is replaced by 
a:... aid, a.. d,cl “.c,. 
Then p(X) is defined similarly to ~(0) except that the first term 2g of ~(0) 
is replaced by g. 
We remark that, strictly speaking, a presentation 9 as above is an NEC- 
presentation (non-Euclidean crystallographic presentation) only when 
~(9) > 0, but this subtlety will not trouble us. 
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If G is a discrete group of isometries of the non-Euclidean plane with 
compact orbit space, then Gz G(9) for some NEC-presentation B as 
above with ,u(P) >O. Conversely, if B is an NEC-presentation with 
~(9) > 0, then G(P) can be realized as a discrete group of isometrics of the 
non-Euclidean plane. We remark that 2np(B) is the non-Euclidean area of 
a fundamental region of G(P). For further reading on these matters, see 
[14, pp. 119-120, pp. 248-249; 5,13,15 J. 
EXAMPLE 1.4. Let y be a set and let A be a subset of y x y x y satisfying: 
(a) if (x, y, z) E A then x, y, z are all distinct and none of the other 
live triples containing x, y, z is in A; 
(b) if two triples in A have more than one element in common then 
the triples are identical. 
We define a presentation X(2, A) as follows: 
x + : empty, 
I: (xyd2 ((A y, 2) E A)). 
The group G(X(2, A)) is called a group ofrej7ections ouer a carcass [6]. 
(Our formulation is not the same as in 163, but is equivalent to it.) 
More generally, if YI is any positive integer we can define a presentation 
.x-h A) = (Y; (vz)” ((x9 Y, 2) E A)>. 
1.3. Some Conventions and Terminology concerning Involutary Presentations 
For the rest of the paper “presentation” will mean “involutary presen- 
tation.” 
Consider a presentation B = (x; r). The length of a word W on x will be 
denoted by L(W), and the support of W (that is, the set of elements of x 
which occur in W) will be denoted by supp( W). We will let G(x) denote the 
set of all words on x which are not freely equal to 1. A word on x will be 
said to be reduced if it does not have two consecutive terms XX (x E x), and 
it will be said to be cyclicblly reduced if all its cyclic permutations are 
reduced. We will always assume that the elements of the relator set r are 
cyclically reduced. In addition, we will assume that no element of xf is in r. 
We will denote by r* the set of cyclic permutations of elements of r 
together with their images under -. We will denote by s(r) the set of pairs 
(A, B) where: A and B are non-empty words fixed by -; L(AB) 2 4; 
ABor*. 
The following hypothesis will play a role in our work. 
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HYPOTHESIS (t). rf (A, B) E s(r) then A, B Zy 1. 
We note that an element of F%(X) is fixed by - if and only if it has the 
form VxPwherexE~~ Now VxP=, 1 ifand onlyifx=, 1, and so we see 
that Hypothesis (7) is implied by 
HYPOTHESIS (tt). If XE xr then x z9 1. 
Suppose W=, 1. Then it is not difficult to show that W is freely equal to 
a product of the form 
where U, , . . . . U,,, E w(x) and R,, . . . . R, ET v F. We define the degree of W, 
denoted deg( W), to be the least value of m over all products of the above 
form which are freely equal to W. 
If y is a subset of x then the full subpresentation of 9 on y is the presen- 
tation 
2. THE DEPENDENCE PROBLEMS 
2.1. Definition 
Consider a (finite) presentation B = (x; r). If n is a positive integer or 
co, then the dependence problem DP(n) (for 9) asks for an algorithm to 
decide for any sequence (W,, W,, . . . . Wk)(O < k <n) of elements of 6(x) 
whether or not W,, is dependent on the sequence ( W,, . . . . W,), that is, 
whether or not there is a subsequence ( Wi,, . . . . Wi,) of ( W,, . . . . W,) and 
words U,, . . . . U, such that 
We will write o + W if W is dependent on the sequence 0. 
The problems DP( l), DP(2) are usually called the word problem and the 
conjugacy problem, respectively. 
Note that if DP(n) is solvable then DP(m) is solvable for 1 i m < n. 
2.2. Diagrams and the Dependence Problems 
A diagram 9 over a presentation 9’ = (x; r ) is a connected, simply con- 
nected planar map whose edges are oriented and labelled by elements of x, 
with the understanding that if an oriented edge is labelled by x then the 
oppositely oriented edge is labelled by 2. If a is a path in the diagram then 
the label on the path is the word obtained from the labels on the successive 
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edges making up the path. We will usually denote the label on a path a by 
4(a). 
For each region A of 9 we fix a base vertex on ad. The label on A 
(denoted d(A)) is the label on the clockwise boundary cycle of A starting at 
the base vertex. We say that A is distinguished if #(A) 4 r*; otherwise we say 
that A is non-distinguished. 
We also fix a base vertex on d9, The label on 9, denoted d(9), is the 
label on the anti-clockwise boundary cycle of 9 starting at the base vertex. 
We say that 9 is reduced if the following holds: whenever two non- 
distinguished regions A, A’ have an edge e in common (see Scheme 1) then 
the label on the anti-clockwise boundary cycle of A starting with e is 




We say that 9 is semi-reduced if the condition in the previous paragraph 
is fulfilled whenever the regions A, A’ are distinct. 
A diagram with no distinguished regions is called a van Kampen diagram. 
The following result gives the connection between diagrams and depen- 
dence. 
PROPOSITION. Let WE 6(x) and let o be a finite sequence of elements of 
$3(x). Then o I- W if and only if there is a semi-reduced diagram 9 with the 
following properties: 
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(ii) For some numbering A,, . . . . A, of the distinguished regions of 9, 
(d(A,), . . . . d(A,)) is a subsequence O’ of [T. 
This result is proved by arguments like those in Section V.l of [a]. We 
sketch the proof. The “if” part is proved in a similar way to the proof of 
Lemma V. 1.2 of [a]. To prove the “only if” part, suppose c + W. By 
applying free reductions to W we obtain a word X@X where m is 
cyclically reduced (the “cyclically reduced part” of W). We can also carry 
out this procedure for each term of u. Let 6 be the sequence whose ith term 
is the cyclically reduced part of the ith term of 0. Now there is a product of 
the form 
which is freely equal to 1. Here some subsequence ( I’,,, . . . . V,) of 
( Vi, . . . . P’,) is a subsequence of 6, and for i #j, , . . . . j,, Vi E r u P. Among all 
products of the above form which are freely equal to 1, choose one with s 
minimal. Then starting with the usual “bunch of lollipops” labelled as 
indicated and “sewing up the boundary” (see [S, pp. 237-2381) we obtain 
a diagram & where c$($) = m and where the distinguished regions are 
labelled by Vi,, . . . . Vj,. This diagram is semi-reduced by an argument 
similar to that in the first paragraph of the proof of Lemma V.2.1 of [S]. 
Now by glueing appropriately labelled trees to 83 and to the boundaries of 
the regions of g we obtain a diagram B as required. 
We will denote a semi-reduced diagram as in the proposition by 
9( W; a’) and say that the diagram represents the dependence 0 I- W. 
We now define the key concept of diagrammatic dependence. If W is an 
element of v%(x) and if 0 is a finite sequence of elements of v%(x) then we 
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will say that W is diagrammatically dependent on IJ if there is a reduced 
diagram B( W, a). Note that not only must the diagram be reduced, but the 
entire sequence  must be involved, rather than just a subsequence u’. 
If n is a positive integer or co then the diagrammatic dependence problem 
DDP(n) asks for an algorithm to determine for any word WE*(X) and 
any sequence (W, , . . . . W,)( 1 <k < n) of elements of G(x), whether or not 
W is diagrammatically dependent on ( W,, . . . . W,). 
We now prove the following reduction theorem. 
THEOREM 1. Assume 9’ satisfies Hypothesis (f). Zf DDP(n) is solvabe for 
B then DP(n) is solvable. 
Before proving this theorem we need some preparatory discussion. 
Leta=(W,,..., W,) be a sequence of elements of i%(x). Consider the set 
of all sequences of length d k with entries from 
{W L 3 .-*, W,} u {B: (A, B)Es(T) for some A}. 
Let @(a) be the directed graph whose vertices are all the above sequences, 
and where there is a directed edge 
if the following condition holds: there is a non-empty subsequence rcO of K 
and a pair (A, B) ES(T) with A diagrammatically dependent on K,,; K’ is 
obtained from K by removing the terms of the subsequence K~ and adding 
one extra term, namely B. 
Theorem 1 follows directly from 
LEMMA 1. Let Weti( Then CI- W if and only if there is a sub- 
sequence oI of (T and a path 
in @(a) such that W is diagrammatically dependent on CT,. 
Proof: The sufficiency of the conditions follows from the fact that if 
is an edge in @(a) and if rc’ + Z then rc I-Z. 
To prove necessity, suppose e I- W. Then there is a semi-reduced 
diagram g( W, ai) representing this dependence, where (r, is a subsequence 
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of 6. Now if 9( W; cl) is not reduced then there is a region d whose boun- 
dary is a product of two closed paths u, p with a “inside” /3 (see diagram) 
and with (d(u), d(P)) E s(r). 
SCHEME 3 
We can assume that amongst all such regions d we have chosen one for 
which the number of regions in the submap 9’ bounded by a is minimal. 
Then 9 must be reduced. Hypothesis (-j-) guarantees that 3’ contains at 
least one distinguished region. We can number the distinguished regions of 
Y so that their labels form a non-empty subsequence of cr. Then &a) is 
diagrammatically dependent on this subsequence. Remove this subsequence 
from c1 and add a new term, namely Q(b), giving a sequence c2. Note that 
is an edge of @(a). Now if we remove the submap 9 from 9( W; aI) we 
INVOLUTARY PRESENTATIONS 211 
obtain a map .9( W, cr2) representing the dependence u2 I- W. If 9( W, g2) 
is not reduced then repeat the argument to get an edge 
of @(a) and a diagram 9( W; a3) representing the dependence c3 I- W. 
Continuing this procedure we will eventually arrive at a reduced diagram 
9( W, a,). Then W is diagrammatically dependent on cr. 
3. HYPERBOLIC PRESENTATIONS 
3.1. Hyperbolic Presentations and the Dependence Problems 
A l-complex consists of two disjoint sets V (vertices), E (edges), together 
with functions z : E + V, z : E + V, - ’ : E + E satisfying: 
z(eC’) = r(e), (e-l)-’ = e, e-l #e for all e E E. 
We call e-’ the inuerse of the edge e. For further relevant information on 
l-complexes see [4, Sect. 2.1; 10, Appendix]. 
Consider a presentation 9’ = (x; r ). We associate with B a l-complex 
P, called the star complex of 8, as follows: 
vertex set: x 
edge set: r*. 
For an edge R E r* we define 
z(R) = first symbol of R 
r(R) = image of the last symbol of R under - 
R-‘=K. 
A weight function on a l-complex is a mapping B from the edge set to R 
such that O(e) = O(e-‘) for each edge e. The weight of a path is then the 
sum of the weights of the edges making up the path. 
The situaton we will be interested in is when we have a presentation B 
and a weight function 8 on P. We will use the notation (9, 0) to denote 
this situation. We will say that (9, 0) is hyperbolic if the following three 
conditions hold: 
(HI) For any element x,x2 . .. x, E r (x,, x2, . . . . x, E x) 
i (1-e(xixj+I...X,Xl...Xi~,))>2. 
i=l 
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(HII) The weight of every non-empty cyclically reduced closed path 
in gSt is at least 2. 
(HIII) There is a non-negative real number N such that every 
reduced path in YSt has weight at least -N. (Note that this is always the 
case if 9 is finite.) 
We will say that a presentation 6Y is hyperbolic if (9, 0) is hyperbolic for 
some 8. 
Suppose (9, 0) is hyperbolic, where 9 is finite. Let 
c=min f (1-@xi. 
i 
..X,X~...X~-~))-~:X,...~,E~ . 
i= I I 
Consider a reduced diagram 9 over B with distinguished regions 
A,, A,, . . . . Ak. Let L, be the length of a boundary cycle of 9, and let Li 
(i = 1, . . . . k) be the length of a boundary cycle of A,. The proof of 
Theorem 2 of [ 1 l] carries over to show that the number of regions of 9 is 
bounded above by 
From this we easily deduce that DDP(co) is solvable for 9. Then using 
Theorem 1 above we obtain 
THEOREM 2. If B is a finite hyperbolic presentation satisfying Hypothesis 
(t) then DP( co ) is solvable. 
3.2. Examples of Hyperbolic Presentations 
THEOREM 3. The finite Coxeter presentation % = W(r, p) is hyperbolic if 
and only if the following two conditions hold. 
(i) rf {a, b}, {b, c}, {c, a} is a triangle in r then 
1 1 1 - - - 
p{a,b}‘p~b,c)‘p{c,a}<l’ 
(ii) Is (a, b}, (6 c>, {c, 4, (4 > a is a rectangle in r then not all of 
p{a, b}, p{b, c>, P{G 4, p{d, a> are 2. 
Remarks. (1) Coxeter presentations satisfy Hypothesis (it) [3, 
pp. 91-921. 
(2) In [l, 21 Appel and Schupp solved the conjugacy problem for 
Coxeter presentations of extra large type (p takes only values 24) and 
large type (p takes only values 23). By Theorem 3, a Coxeter presentation 
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of extra large type is hyperbolic, and a Coxeter presentation of large type is 
hyperbolic if and only if whenever {a, b}, {b, c], {c, u} is a triangle in r 
then not all of p{a, b}, p{b, c}, p(c, a} are 3. 
Proof. Note first that Vt is “essentially” the same as Z? each edge 
{x, y} of r gives rise to an inverse pair of edges of W’, and all edges of ‘P 
arise this way. 
SCHEME 4 
Suppose that (%?, 0) is hyperbolic. Now for an edge {x, y} of f we have 
e((xy)p{x,.~J)=e((yx)p(x..~)) 
(since (~y)~(~,~} and (YX)~(‘.~‘) are inverse edges in V’), and so by (HI) 
2 < 2P(X, y}(l - e((xy)p{q. 
Thus 
e((xypy)) < i ---L 
P{-TYl 
(*) 
Let {a, b}, {b, c}, {c, a} be a triangle in r. Then we have the cyclically 
reduced closed path in V’ as depicted in Scheme 5, so by (HII) and (*) 
which gives 
1 1 1 - - - 
p{u,h}+P{h,cJ+P{c,~~<l. 
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b 
a 
A similar calculation shows that if {a, 6}, (6, c}, {c, d}, {d, a} is a 
rectangle in r then 
1 1 1 1 - ~ - - 
pra,b)+pjb,c}+p{c,dJ+p{d,a}<2’ 
which will be the case if and only if not all the denominators of the left- 
hand side are 2. 
This establishes the necessity of the conditions (i) and (ii). 
Now suppose that (i) and (ii) hold, and let 
{a, b), (b, c), (c, ff> a triangle in r> 
> 
. 
(Note that 6 > 0 by (i).) We define a weight function 0 on Vt by the rule 
({x,y}anedgeofT). 
Then (HI) holds. To prove that (HII) holds, consider a cyclically reduced 
closed path in Vst, as depicted in Scheme 6. Let 
L=(k-Z);$,pjo, ‘,. *p. II r+ 
We must show that L > 0. 
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SCHEME 6 
Case 1. k>4. Then xf=, l/p{~,,~~+~}<k/2 since each p{Ui,ai+,} is 




Case 2. k=4. By (ii), C4=1 l/p{u,, a,+,} <$+ &+ $+ 4. Since S<& 
we thus have L>i-4620. 
Case 3. k = 3. Then L 2 0 by the definition of 6. 
THEOREM 4. An NEC-presentation B is hyperbolic if and only if 
~(9) > 0. Moreover, 9’ satisfies Hypothesis (tt). 
Proof We will deal with the orientable case; the non-orientable case is 
similar. 
Let 0 be an orientable NEC-presentation as in Example 1.3. Then 0”’ is 
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a circle. (A l-complex is a circle if it is connected and if for each vertex u 
there are exactly two edges e with t(e)= u.) The edges of 0” are the 
following, together with their inverses: 
(1) (x~xi,j+,)“~(1~i6s, 16jdli-1); 
(2) Xij,djXil diy Xjl diXi[,d, (1 d i < S); 
(3) cFt(l<i<t); 
(4) the 4g + s + t different cyclic permutations of 
R=a,b,a,b,...a,b,a,b-,d, -..d,c, .--c,. 
Suppose first that (0, 0) is hyperbolic. Using (HI) we obtain the 
following information regarding the weights of the edges in (1 k(4). 
e((xjjxi,i+ l)nQ) < 1 -’ (1 di<s, 1 <j<li- 1); 
ng 
O(X,,diXildi) + O(X,ldiX,di) < 1 (1 <i<s); 
e(q)< 1-R (1 <i<t); 
I 
In the last sum y ranges over the cyclic permutations of R. Now since Pt is 
a circle, the sum of the weights of the edges in (l)-(4) must be at least 2, by 
(HII). Thus we obtain 
which gives ~(0) > 0. 
Conversely, suppose ~(0) > 0 and let 6 denote 
cL(W 
2g+aY+t++Cf,* li 









(y a cyclic permutation of R). 
Then one easily checks that (0,0) satisfies (HI) and (HII). 
The fact that an NEC-presentation B with ~(9) > 0 satisfies Hypothesis 
(tt) follows from the geometric realization of G(B) as a discrete group of 
isometries of the non-Euclidean plane (see [14, pp. 119-120, 248-2491). 
3.3. I-Hyperbolic Presentations and (p, q) Presentations 
Let B be a presentation and for R an edge of P, let I(R) be the length 
of the shortest cyclically reduced closed path in 9” containing R (if there is 
no such path then put 1(R) = co). Define a weight function on P by 
assigning weight 2/1(R) to the edge R. Then the conditions (HII) and 
(HIII) are satisfied for this weight function. We will say that 9 is A-hyper- 
bolic if (HI) is satisfied. 
EXAMPLE 3.1. Let 9 = (a, ti, b, 5, c; aba’bc) (where E = c). Then B is 
I-hyperbolic. 
a 213 
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The concept of I-hyperbolicity is related to small cancellation theory. 
Small cancellation conditions for involutary presentations can be defined in 
an entirely analogous manner to the way they are defined for ordinary 
presentations. We do not intend to discuss general small cancellation 
theory here, but will concentrate on a special class of small cancellation 
presentations. 
Let p, q be positive integers. A presentation 9 = (x; r) will be called a 
(p, q)-presentation if L(R) >,p and I(R) 2 q for each R E r*. 
We note that if 9 is a (p, q)-presentation and if .,#Z is a reduced diagram 
over 8, then every vertex which is not on a&! and which is not on the 
boundary of any distinguished region has valence at least q (see [4] in this 
regard). Moreover, each non-distinguished region has degree at least p. 
Thus if l/p + l/q < f then the standard geometric arguments of small 
cancellation theory can be used. 
THEOREM 5. Zf 9 = (x; r) is a (p, q)-presentation, where l/p + l/q < 4, 
then 9 is I-hyperbolic. Moreover, B satisfies Hypothesis (tt). 
EXAMPLE 3.2. X(n, A) (see Example 1.4) is a (3n, 3)-presentation, and 
is thus hyperbolic if n > 3. 
Proof of Theorem 5. Let R = x,x2 . ‘. x, E r. Then 
” 
CC i=l l -qxi.-x,x, .‘.Xipl) 2 )Bn(l-i) 
> 2. 
Thus B is &hyperbolic. 
We will show that 9 satisfies Hypothesis (tt) as part of a more general 
result. (This result will be needed in Section 4.) 
LEMMA 2. Let 9 = (x; r) be a (p, q)-presentation where l/p + l/q < l/2. 
(i) Zf J# is a reduced van Kampen diagram over 8, and if .M does not 
consist of a single vertex, then L(d(A))> 1. 
(ii) 9 satisfies Hypothesis (tt). 
(iii) Every semi-reduced van Kampen diagram over 9’ is reduced. 
Proof: (i) We may suppose that #(A) is cyclically reduced, otherwise 
the result is obvious. Thus JY has no vertex of valence 1. If .k has one 
region the result is clear. If JZ has more than one region then the result 
follows from Theorem V.4.3 of [8]. 
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(ii) Assume the result is false. Amongst all elements of x, which are 
equal to 1 in 9, choose one, say x, of smallest degree. Let JY be a 
van Kampen diagram with deg(x) regions and such that b(M) =x. Then 
.M is semi-reduced. We claim that .M is, in fact, reduced, which will con- 
tradict (i). If JZ were not reduced there would be a region d with boundary 
path @ where (4(a), $@)I ( ), d h ES r an w ere a would bound a connected 
simply connected submap of &Z not containing A. Suppose this submap 
had r regions. Then deg(d(a)) = r. But 4(a) = Uyo, where y EX, and 
U E w(x). Thus deg( y) = r, contrary to our minimal choice of x. 
(iii) follows from (ii). 
4. GROUPS CONNECTED WITH AUTOMORPHISMS OF 
CUBIC SURFACES (KANEVSKI~'S GROUPS) 
Consider a presentation 
5w, A)= (Y; (XYZ)‘((X,Y,Z)E~)) 
as in Example 1.4. We will denote this presentation simply by Xx, and we 
will denote the set { (xyz)*: (x, y, z) E A} by r. Our aim is to give quick 
proofs of the main results obtained by KanevskiI in [6]. 
4.1. The Word Problem and Related Results 
Define two operations on elements of w(y) as follows: 
(I) If a word has a subword yy(y~y) then remove that subword. 
(II) If a word has a subword xyz, where (xyz)* E r* then replace that 
- subword by xyz ( = zyx). 
Now let W be an element of w(y) of length n. Define a directed graph 
Z7,( W) as follows: the vertices of n,( IV) are all words on supp( W) of 
length less than or equal to n; there is a directed edge (U, I’) from the 
vertex U to the vertex V if V is obtained from U by one of the operations 
(I), (II). 
THEOREM 6. W=Jy 1 if and only if there is a path in n,(W) from W 
to 1. 
Proof: Sufficiency is obvious. 
To prove necessity, Suppose W=x 1, and let 
6(W) = @.( W) + deg( W). 
481/120/l-15 
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We will show by induction on 6(W) that there is a path of length 6(W) 
from W to 1 in n,( IY). 
The result is obvious if 6(W) = 0 (that is, if W is empty). 
Suppose W is non-empty. It suffices to find a word w’ such that ( W, W’) 
is an edge of n,( W) and 6( IY’) = 6(W) - 1. If W is not freely reduced then 
we can just take w’ to be any word obtained from W by an operation of 
type (I). Assume then that W is freely reduced. Let M be a van Kampen 
diagram with deg( W) regions such that d(M) = W. Since X is a (6,3)- 
presentation, JZ is reduced (by Lemma 2(iii)). Thus by standard small 
cancellation theory (based on applying Theorem V.4.3 of [8] to the largest 
submap of JZ without vertices of valence 1) we find that JX has a region d 
such that ad n &M has a subpath a of length 3 with 4(a) a subword of W 
and d(a)* E r*. Let JZ’ be the van Kampen diagram obtained from JZ by 
removing the path a (expect for its endpoints) and removing the interior of 
the region A, and let w’ = #(A’). Then ( W, H”) is an edge of n,(W) and 
6( M”) = 6( W) - 1 (since L( H”) = L(W) and deg( I+“) = deg( W) - 1). 
COROLLARY 1. The word problem DP( 1) for X is solvable (provided ~6 
is finite, or is at least “effectively given”). 
We remark that by standard small cancellation arguments one can also 
solve the conjugacy problem DP(2) for X, though we omit details (see 
[S, Chapter VI). Whether or not the higher dependence problems are 
solvable for X remains unresolved. 
COROLLARY 2. Let X0 be a full subpresentation of X with generating set 
yO. The natural homomorphism G(&) + G(X) given by 
CWl,H CWIX (WE W(Yo)) 
is injective. 
Proof: We must show that if WE w(yO) and W=, 1, then W=,, 1. But 
this follows from Theorem 6, and the fact that Z7,( W) = Z7.J W). 
4.2. Torsion 




ProoJ Let [ Wlx be an element of finite order in G(X)). Let 
y. = supp( W), and let X0 be the full subpresentation with generating set yo. 
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Since [IV], lies in the subgroup of G(X) generated by the elements [ylJy 
(y E yO), and since this subgroup is isomorphic to G(&) under the 
mapping 
CYIXb++ CYIX (YEYO) 
(by Corollary 2), it suffices to show that [ Wlxb is conjugate in G(&) to 
one of 
CYlxi (YEYO) 
CXY~1.K~ (4 Y, z E yo, (4 y, z) E n 1. 
In this way, we see that it is enough to prove the result under the 
additional assumption that 3’ is finite, and from now on we will make this 
additional assumption. Our proof will then be by induction on the number 
of elements of the generating set y of X. If 1 y 1 < 2 the result is clear. 
Suppose 1 y I> 2. Choose a fixed but arbitrary element a E y and consider 
the triples in n containing a. By cyclically permuting, if necessary, we may 
assume that these triples are 
(4 xi3 Yi) i = 1, . . . . m. 
Let rl be the set of those elements of r not containing a, and let 
9 = (Y, zl, . . . . z,; zlaxl Y,, . . . . z,ax,y,, r1 >, 
where ti = zi for i = 1, . . . . m. There is an isomorphism 
G(Y) L G(X) 
given by 
cYlLf++ CYIX (YEYh [zilyf+ [axi yilx (i= 1, . . . . m). 
Now let 
F= (a, zl, . . . . z,; - ), 
3u; = (y - {a>; rl >. 
It is easy to show that the elements [uz& (i= 1, . . . . m) freely generate a 
subgroup F, of G(9). Also, the elements [xi yi], (i= 1, . . . . m) freely 
generate a subgroup F2 of G(X1). For consider a word U of the form 
u,u,-..u,, 
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where: r> 0; Ui is equal to one of x1 y,, x1 y,, . . . . x, y,, x,y, for 
i = 1, . . . . r; Ui# Di+, for i= 1, . . . . r - 1. Then U is an isolated vertex in 
n,(U). (Here we are using the fact that for i #j, {xi, yi} n {x,, yj} = 0, 
and also the fact that no element of r: can contain a subword x,y, for any 
i=l , . . . . m.) Thus U, # 1 by Theorem 6. 
We have an isomorphism 
G(F) * G(Xl)---- G(Y) L G(X) 
F, = F2 
given by 
Cal* H CalX> CzilF H CuxiYil.f (i = 1, . . . . m) 
CYIX, I-P CYIX (YEY - 14). 
Now the elements of finite order in G(9) *F,=F2 G(X,) are conjugates of 
the elements of finite order in the factors G(9), G(x). The non-trivial 
elements of finite order in G(F) are the conjugates of [aIF, [zilF 
(i = 1, . . . . m), and by induction, the non-trivial elements of finite order in 
G(4) are the conjugates of CYL, (YEY- {u>), Cxyzl,, (X,Y,ZEY- {a>, 
(X,Y,Z)EA). 
This completes the proof. 
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