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Invariant states on the wreath product
A.V. Dudko, N.I. Nessonov
Abstract
Let S∞ be the infinity permutation group and Γ be a separa-
ble topological group. The wreath product Γ ≀ S∞ is the semidirect
product Γ∞e ⋊ S∞ for the usual permutation action of S∞ on Γ
∞
e =
{[γi]
∞
i=1 : γi ∈ Γ, only finitely many γi 6= e}. In this paper we obtain the
full description of indecomposable states ϕ on the group Γ ≀S∞, satisfying
the condition:
ϕ
`
sgs
−1´ = ϕ (g) for each g ∈ Γ ≀S∞, s ∈ S∞.
1 Introduction
1.1 The wreath product and S∞-central states. Let N be the set of
the natural numbers. By definition, a bijection s : N → N is called finite if
the set {i ∈ N|s(i) 6= i} is finite. Define a group S∞ as the group of all finite
bijections N → N and set Sn = {s ∈ S∞| s(i) = i for each i > n}. Given a
group Γ identify element (γ1, γ2, . . . , γn) ∈ Γ
n with (γ1, γ2, . . . , γn, e) ∈ Γ
n+1,
where e is the identity element of Γ. The group Γ∞e is defined as a inductive
limit of sets
Γ 7→ Γ2 7→ Γ3 7→ · · · 7→ Γn 7→ · · · . (1)
The wreath product Γ ≀ S∞ is the semidirect product Γ∞e ⋊S∞ for the usual
permutation action of S∞ on Γ∞e . Using the imbeddings γ ∈ Γ
∞
e → (γ, id) ∈
Γ ≀ S∞, s ∈ S∞ →
(
e(∞), s
)
∈ Γ ≀ S∞, where e(∞) = (e, e, . . . , e, . . .) and
id is the identical bijection, we identify Γ∞e and S∞ with the corresponding
subgroups of Γ ≀S∞. Therefore, each element g of Γ ≀S∞ is of the form g = sγ,
with γ = (γ1, γ2, . . .) ∈ Γ∞e and s ∈ S∞. Furthermore, it is assumed that
s (γ1, γ2, . . .) s
−1 =
(
γs−1(1), γs−1(2), . . .
)
.
If Γ is a topological group, then we will equip Γn with the natural product-
topology. Furthermore, we will always consider Γ∞e as a topological group with
the inductive limit topology. The group Γ ≀S∞ is isomorphic to Γ∞e ×S∞, as
a set. Therefore, we will equip the group Γ ≀ S∞ with the product-topology,
considering S∞ as a discrete topological space. From now on we assume that
Γ is a separable topological group.
1.2 The basic definitions. Let H be a Hilbert space, let B (H) be the
set of all bounded operators in H and let IH be the identity operator in H. We
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denote by U (H) the unitary subgroup in B (H). By a unitary representation of
the topological group G we will always mean a continuous homomorphism of
G into U (H), where U (H) is equipped with the strong operator topology. For
unitary representation π of the group G we denoteMπ the W ∗−algebra π(G)′′,
which is generated by the operators π(g) (g ∈ G).
Definition 1. An unitary representation π : G → U (H) of the group G is
called a factor-representation ifMπ is a factor. A positive definite function ϕ on
group G is called an indecomposable, if the corresponding GNS-representation
is a factor-representation.
Further, an element Γ ≀ S∞ can always be written as the product of an
element from S∞ and an element from Γ∞e . The commutation rule between
these two kinds of elements is
sγ = s (γ1, γ2, . . .) =
(
γs−1(1), γs−1(2), . . .
)
s, (2)
where s ∈ S∞,γ = (γ1, γ2, . . .) ∈ Γ∞e . Let Nupslopes be the set of orbits of s on the
set N. Note that for p ∈ Nupslopes permutation sp, which is defined by the formula
sp(k) =
{
s(k) if k ∈ p
k otherwise
, (3)
is a cycle of the order |p|, where |p| denotes the cardinality of p. For γ =
(γ1, γ2, . . .) ∈ Γ∞e we define the element γ(p) = (γ1(p), γ2(p), . . .) ∈ Γ
∞
e as
follows
γk(p) =
{
γk if k ∈ p
e otherwise.
(4)
Thus, using (2), we have
sγ =
∏
p∈Nupslopes
spγ(p). (5)
Element spγ(p) is called the generalized cycle of sγ.
Denote by (n k) ∈ S∞ the transposition of numbers k and n. Following
Olshanski (see [3]) we introduce permutations ωn = ω
(0)
n ∈ S∞ by the next
formula:
ωn(i) =

i, if 2n < i,
i+ n, if i 6 n,
i− n, if n < i 6 2n.
(6)
For the element g = sγ we call support of g the set supp(g) =
{i : s(i) 6= i or γi 6= e}. Note that supp(g) is always finite subset of N. If
supp(g1) ∩ supp(g2) = ∅ then elements g1 and g2 commute.
Definition 2. Let G be a group and let H be a subgroup of G. A positive
definite function ϕ on G is called H-central if ϕ(gh) = ϕ(hg) for all h ∈ H and
g ∈ G. We say that ϕ is a state on G, if ϕ(e) = 1, where e is the identical
element of G. A state ϕ is called indecomposable, if the corresponding GNS-
representation πϕ is a factor representation.
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Let M∗ denotes the space of all σ-weakly continuous functional on w∗-
algebra M.
Now we fix a S∞-central state ϕ on Γ ≀ S∞, and denote by πϕ the corre-
sponding GNS-representations.
Theorem 3. Let πϕ (Γ ≀S∞)
′′
be a w∗-algebra generated by operators
πϕ (Γ ≀S∞) and let C (πϕ (Γ ≀S∞)) be the center of πϕ (Γ ≀S∞)
′′. Suppose that
the positive functionals ϕ1 and ϕ2 from πϕ (Γ ≀S∞)
′′
∗ satisfy the next conditions:
• i) ϕk (πϕ(s)a) = ϕk (aπϕ(s)) for all s ∈ S∞ and a ∈ πϕ (Γ ≀S∞)
′′
(k = 1, 2);
• ii) ϕ1 (c) = ϕ2 (c) for all c ∈ C (πϕ (Γ ≀S∞)).
Then ϕ1 (a) = ϕ2 (a) for all a ∈ πϕ (Γ ≀S∞).
Recall that representations π1 and π2 of the group G are called quasiequiva-
lent if there exists isomorphism θ : π1 (G)
′′ 7→ π2 (G)
′′ with the property
θ (π1 (g)) = π2 (g) for all g ∈ G. (7)
The following corollary is immediate consequence of the above theorem.
Corollary 4. If ϕ1 and ϕ2 are indecomposable S∞-central states on Γ≀S∞ such
that the corresponding GNS-representations πϕ1 and πϕ2 are quasiequivalent,
then ϕ1 = ϕ2.
1.3 The natural examples. For any state ϕ on Γ define two S∞-central
states ϕsp and ϕreg on Γ ≀S∞ as follows
ϕsp (sγ) =
∏
ϕ (γk) for all γ = (γ1, γ2, . . .) ∈ Γ
∞
e and s ∈ S∞; (8)
ϕreg (sγ) =
{ ∏
ϕ (γk) if s = e
0 if s 6= e.
(9)
We have the following result:
Proposition 5. For GNS-representations πϕsp and πϕreg the next properties
hold:
• (i) If πϕsp acts in Hilbert space Hϕsp, and H
S
ϕsp =
{
η ∈ Hϕsp : πsp(s)η = η for all s ∈ S∞
}
,
then dimHSϕsp = 1. In particular, πϕsp is irreducible.
• (ii) πϕreg is a factor representation.
• (iii) w∗-algebra πϕreg (Γ ≀S∞)
′′
is a factor of the type II or III.
Proof. Let ξϕsp
(
ξϕreg
)
be the cyclic vector for representation πsp (πreg) with
the property
ϕsp (g) =
(
πsp(g)ξϕsp , ξϕsp
) (
ϕreg (g) =
(
πreg(g)ξϕreg , ξϕreg
))
for all g ∈ Γ ≀S∞.
3
Set Γn∞e =
{
γ = (γ1, γ2, . . .) ∈ Γ∞e
∣∣γk = e for all k ≤ n},
Sn∞ =
{
s ∈ S∞
∣∣s(k) = k for all k ≤ n}. Denote by Γ ≀Sn∞ the subgroup of
Γ ≀S∞ generated by Γn∞e and Sn∞.
To the proof point (i), first we note that, by definition GNS-construction,
ξϕsp lies in H
S
ϕsp . Further we will use the important mixing-property. Namely,
denote by ωn a bijection which acts as follows
ωn(i) =

i, if 2n < i,
i+ n, if i 6 n,
i− n, if n < i 6 2n.
(10)
Then for any η ∈ HSϕsp , using (8), we obtain
lim
n→∞
(πsp (ωn) η, η) =
(
ξϕsp , η
) (
η, ξϕsp
)
. (11)
This implies (i).
A property (ii) follows from Proposition 7 (below). Nevertheless, using the
explicit realizations of πϕreg , we give another proof. We begin with the GNS-
representation T of Γ which acts in Hilbert space HT with cyclic vector ξϕ:
ϕ (γ) = (T (γ)ξϕ, ξϕ) for all Γ ∈ γ. Further, using embedding H
⊗n
T ∋ η 7→
η ⊗ ξϕ ∈ H
⊗n+1
T , define Hilbert space H
⊗∞
T and corresponding representation
T⊗∞ of Γ∞e :
T⊗∞(γ) (ξ1 ⊗ ξ2 ⊗ . . .) = T (γ1) ξ1 ⊗ T (γ2) ξ2 ⊗ . . . , where γ = (γ1, γ2, . . .) .
The action U of S∞ on H⊗∞T is given by the formula
U(s) (ξ1 ⊗ ξ2 ⊗ . . .⊗ ξk ⊗ . . .) = ξs−1(1) ⊗ ξs−1(2) ⊗ . . .⊗ ξs−1(k) ⊗ . . .
Now we define operator Π(g) (g ∈ Γ ≀S∞) in l2
(
S∞,H⊗∞T
)
as follows
(Π(γ)η) (s) = U(s)T⊗∞(γ)U∗(s)η(s)
(
γ ∈ Γ∞e , η ∈ l
2
(
S∞,H⊗∞T
))
;
(Π(t)η) (s) = η(st) (t ∈ S∞) .
Since for any s ∈ S∞ and g = (γ1, γ2, . . .) ∈ Γ∞e s (γ1, γ2, . . .) s
−1 =(
γs−1(1), γs−1(2), . . .
)
, Π extends by multiplicativity to the representation of
Γ ≀S∞.
If ξ⊗∞ϕ = ξϕ ⊗ ξϕ ⊗ . . . ∈ H
⊗∞
T and ξ̂ϕ(g) =
{
ξ⊗∞ϕ , if g = e,
0, if g 6= e
then we
have
ϕreg (sγ) =
(
Π(sγ)ξ̂ϕ, ξ̂ϕ
)
(s ∈ S∞, γ ∈ Γ∞e ) . (12)
Therefore, without loss generality we can assume that πreg = Π.
Let Π′ denote the representation of S∞ which acts on l2
(
S∞,H⊗∞T
)
by
(Π′(t)η) (s) = U(t)η(t−1s). (13)
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Obvious, Π′ (S∞) is contained in commutant Π (Γ ≀S∞)
′
of Π (Γ ≀S∞).
Let us prove that center C = Π(Γ ≀S∞)
′′ ∩ Π(Γ ≀S∞)
′
of Π (Γ ≀S∞)
′′
is
trivial.
Our proof starts with the observation that
Π(g)Π′(g)ξ̂ϕ = ξ̂ϕ for all g ∈ S∞. (14)
Hence for c ∈ C we have
Π(g)Π′(g)cξ̂ϕ = cξ̂ϕ for all g ∈ S∞. (15)
In particular, this gives∥∥∥cξ̂ϕ(s)∥∥∥ = ∥∥∥cξ̂ϕ (gsg−1)∥∥∥ for all g, s ∈ S∞. (16)
Since every conjugacy class C(s) =
{
gsg−1 : g ∈ S∞
}
is infinite except s = e,
we have
cξ̂ϕ(s) = 0 for all s 6= e. (17)
It follows from (15) that
U(s)
(
cξ̂ϕ(e)
)
= cξ̂ϕ(e) for all s ∈ S∞. (18)
As in the proof of the point (i), this gives that cξ̂ϕ(e) = αξ
⊗∞
ϕ (α ∈ C). Since
ξ̂ϕ is cyclic, we have c = αI. Therefore, w
∗-algebra Π (Γ ≀S∞)
′′
is a factor.
(iii) We begin by recalling the notion of a central sequence in a factor M. A
bounded sequence {an} ⊂ M is called central if
s− lim
n→∞
(anm−man) = 0 and s− lim
n→∞
(a∗nm−ma
∗
n) = 0 for all m ∈M.
A central sequence is called trivial if there exists sequence {cn} ⊂ C such that
s− lim
n→∞
(an − cnI) = 0 and s− lim
n→∞
(a∗n − cnI) = 0.
Let sk be the transposition interchanging k and k+1. We claim that {πreg (sn)}
is non trivial cental sequence. Indeed, since ϕreg is a S∞-central state, we have
lim
n→∞
(mπreg (sn)− πreg (sn)m) ξϕreg = 0 for all m ∈ Π(Γ ≀S∞)
′′
.
It follows that
lim
n→∞
(mπreg (sn)− πreg (sn)m)xξϕreg = 0 for all m,x ∈ Π(Γ ≀S∞)
′′
.
Since ξϕreg is cyclic and ϕreg (sn) = 0, then {πreg (sn)} is non trivial central
sequence.
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It remains to prove that each cental sequence in factorM of type I is trivial.
Suppose that M is a factor of type I. Let {ekl : k, l ∈ N} be a matrix unit in
M. This means that the next relations hold
e
∗
kl = elk, eklepq = δlpekq ,
∑
k∈N
ekk = I. (19)
Let
{
an =
∑
k,l
ckl(n)ekl : ckl(n) ∈ C
}
be a cental sequence in M. Set Cpq(n) =
anepq − epqan. An easy computation shows that
eqq (Cpq(n))
∗
Cpq(n)eqq =
[
|cpp(n)− cqq(n)|
2 − |cpp(n)|
2
+
∑
k
|ckp(n)|
2
]
eqq,
eppCpq(n) (Cpq(n))
∗
epp =
[
|cpp(n)− cqq(n)|
2 − |cqq(n)|
2
+
∑
k
|cqk(n)|
2
]
epp.
Using the fact that {an} is a central sequence, we deduce from this that
lim
n→∞
∑
k:k 6=q
|cqk(n)|
2
= 0, lim
n→∞
∑
k:k 6=q
|ckq(n)|
2
= 0,
lim
n→∞
|c11(n)− cqq(n)|
2
= 0 for all q.
This means that s− lim
n→∞ (an − c11(n)I) = 0 and s− limn→∞
(
a∗n − c11(n)I
)
= 0.
Thus {an} is trivial.
The goal of this paper is to give the full description of indecomposable S∞-
central states on Γ ≀ S∞ (see definition 2). The character theory of infinite
wreath product in the case of finite Γ is developed by R. Boyer [6]. In this case
Γ ≀S∞ is inductive limit of finite groups, their finite characters can be obtained
as limits of normalized characters of prelimit finite groups, and Boyer’s method
is a direct generalization of Vershik’s-Kerov’s asymptotic approach [4]. The
characters of Γ ≀ S∞ for general separable group Γ were found by authors in
[9], [10]. Our method has been based on the ideas of Okounkov, which he has
developed for the proof of Thoma’s theorem [13], [7], [8].
A finite character is a Γ ≀ S∞-central positive definite function on Γ ≀ S∞.
In this paper we study the more general class of the S∞-central states on
Γ≀S∞. Our results provide a complete classification such indecomposable states.
The set of all indecomposable S∞-central states have very important property.
Namely, if for for two indecomposable S∞-central states ϕ1 and ϕ2 the corre-
sponding GNS-representations πϕ1 and πϕ2 are quasiequivalent, then ϕ1 = ϕ2
(theorem 3, corollary 4).
The papers is organized as follows. Below we give a brief description of
the general properties of the S∞-central states. The key results are lemma 6
and proposition 7. Here we also recall the classification of the traces (central
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states) on Γ≀S∞ (theorem 9). In section 2 we present the full collection of factor-
representations, which define the S∞-central states (proposition 10). Each such
state is parametrized by pair (A, ρ), where A is self-adjoint operator, ρ is the
unitary representation of Γ (paragraph 2.1). In proposition 11 we prove that the
unitary equivalence of pairs (A1, ρ1) and (A2, ρ2) is equivalent to the equality
of the corresponding S∞-central states. In section 3 we discuss about physical
KMS-condition (see [15]) for these states (theorem 15). In section 4 we prove
the classification theorem 18.
1.4 The multiplicativity. Let ϕ be an indecomposable S∞-central state
on the group Γ ≀ S∞. Then it defines according to GNS-construction a
factor-representation πϕ of the group Γ ≀ S∞ with cyclic vector ξϕ such that
πϕ(g) = (πϕ(g)ξϕ, ξϕ) for each g ∈ Γ ≀ S∞. The next lemma shows, that dif-
ferent indecomposable S∞-central states define representations which are not
quasiequivalent. Let w− lim stand for the limit in the weak operator topology.
Lemma 6. Let ϕ be an indecomposable S∞-central state on the group Γ ≀S∞.
Than for each g ∈ Γ ≀S∞ there exists w− lim
n→∞
πϕ (ωngωn) and the next equality
holds:
w − lim
n→∞
πϕ (ωngωn) = ϕ(g)I. (20)
Proof. Let h1, h2 ∈ Γ ≀S∞. Fix k such that
supp(h1), supp(h2), supp(g) ⊂ {1, 2, . . . , k}. (21)
For each n ∈ N there exists elements g(n,k), h(n,k) ∈ S∞ such that
supp(g(n,k)), supp(h(n,k)) ⊂ {k + 1, k + 2, . . .} (22)
and ωn+k = g(n,k)ωkh(n,k) (see (6)). Permutations g(n,k), h(n,k) can be defined
as follows:
g(n,k)(i) =

i, if i 6 k or 2k + 2n < i,
i+ n, if k < i 6 2k + n,
i− k − n, if 2k + n < i 6 2k + 2n.
h(n,k)(i) =

i, if i 6 k or 2k + n < i,
i+ k, if k < i 6 k + n,
i− n, if k + n < i 6 2k + n.
By (21) and (22), the elements g(n,k) and h(n,k) commutes with the elements
h1, h2 and g. Therefore
h−12 ωn+kgωn+kh1 = h
−1
2
(
g(n,k)ωkh(n,k)
)−1
gg(n,k)ωkh(n,k)h1
= h−1(n,k)h
−1
2 ωkgωkh1h(n,k).
(23)
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As ϕ is S∞-central, one has:
(πϕ (ωn+kgωn+k)πϕ(h1)ξϕ, πϕ(h2)ξϕ) = ϕ
(
h−12 ωn+kgωn+kh1
)
=
ϕ
(
h−12 ωkgωkh1
)
= (πϕ (ωkgωk)πϕ(h1)ξϕ, πϕ(h2)ξϕ) .
(24)
As ξϕ is cyclic, by (24), there exists the limit
w − lim
n→∞πϕ(ωngωn).
For each h ∈ Γ ≀ S∞ for large enough n one has supp(ωngωn) ∩ supp(h) = ∅.
Therefore πϕ(ωngωn)πϕ(h) = πϕ(h)πϕ(ωngωn). This involves that the weak
limit w − lim
n→∞πϕ(ωngωn) lies in the center of the algebra Mπϕ , generated by
operators of the representation πϕ. Thus lim
n→∞
πϕ(ωngωn) is scalar. By S∞-
centrality of ϕ,(
w − lim
n→∞
πϕ(ωngωn)ξϕ, ξϕ
)
= lim
n→∞
ϕ(ωngωn) = ϕ(g),
which finishes the proof.
The following claim gives a useful characterization of the class of the inde-
composable S∞-central states:
Proposition 7. The following conditions for S∞-central state ϕ on the group
Γ ≀S∞ are equivalent:
(a) ϕ is indecomposable;
(b) ϕ(gg′) = ϕ(g)ϕ(g′) for each g, g′ ∈ Γ ≀S∞ with supp(g) ∩ supp(g′) = ∅;
(c) ϕ(g) =
∏
p∈Nupslopes
ϕ (spγ(p)) for each g = sγ =
∏
p∈Nupslopes
spγ(p) (see 5).
Proof. The equivalence of (b) and (c) is obvious. We prove the equivalence of
(a) and (b). Using GNS-construction, we build the representation πϕ of the
group Γ ≀S∞ which acts in the Hilbert space Hϕ with cyclic vector ξϕ such that
ϕ(g) = (πϕ (g) ξϕ, ξϕ) for each g ∈ Γ ≀S∞.
Suppose that the property (a) holds. Consider two elements g = sγ and g′ = s′γ′
from Γ ≀ S∞ satisfying supp(g) ∩ supp(g′) = ∅. Then there exists a sequence
{sn}n∈N ⊂ S∞ such that for each n
supp(sn) ∩ supp(g) = ∅ and supp(sng
′s−1n ) ⊂ {n+ 1, n+ 2, . . .}. (25)
For example we can put sn =
∏
i∈supp(g′)
(i, i + k + n), where k is fixed number
such that supp(g)∪ supp(g′) ⊂ {1, 2, . . . , k}. Using the ideas of the proof of the
8
lemma 6 we obtain, that the limit lim
n→∞
πϕ(sng
′sn) exists in the weak operator
topology and the next equality holds:
w − lim
n→∞πϕ(sng
′sn) = ϕ(g′)I. (26)
Using (25), (26) and S∞-centrality of ϕ, we obtain
ϕ (gg′) = lim
n→∞ϕ
(
gsng
′s−1n
)
=
lim
n→∞
(
πϕ(g)πϕ
(
sng
′s−1n
)
ξϕ, ξϕ
)
= ϕ(g)ϕ (g′) .
Thus (b) follows from (a).
Further suppose that the condition (b) holds. If πϕ (Γ ≀S∞)
′⋂
πϕ (Γ ≀S∞)
′′
=
Z is larger than the scalars, then it contains a pair of orthogonal projections E
and F satisfying the condition:
EF = 0. (27)
Fix arbitrary ε > 0. By the von Neumann Double Commutant Theorem there
exist gk, hk ∈ Γ ≀ S∞ and complex numbers ck, dk (k = 1, 2, . . . , N <∞) such
that ∣∣∣∣∣
∣∣∣∣∣
N∑
k=1
ckπϕ (gk) ξϕ − Eξϕ
∣∣∣∣∣
∣∣∣∣∣ < ε,∣∣∣∣∣
∣∣∣∣∣
N∑
k=1
dkπϕ (hk) ξϕ − Fξϕ
∣∣∣∣∣
∣∣∣∣∣ < ε.
(28)
Fix n such that supp(gk) ⊂ {1, 2, . . . , n} and supp(hk) ⊂ {1, 2, . . . , n} for each
k. As ϕ is S∞-central, using (28), we obtain∣∣∣∣∣
∣∣∣∣∣
N∑
k=1
ckπϕ (ωngkωn) ξϕ − Eξϕ
∣∣∣∣∣
∣∣∣∣∣ < ε, (see (6)). (29)
Now, using (27), (28) and (29), we have∣∣∣∣∣
(
N∑
k=1
ckπϕ (ωngkωn)
N∑
k=1
dkπϕ (hk) ξϕ, ξϕ
)∣∣∣∣∣ < 2ε+ ε2. (30)
Note, that supp(ωngkωn) ⊂ {n + 1, n + 2, . . .} for each k. Therefore, by the
property (b), (28) and (29), one has:∣∣∣∣∣
(
N∑
k=1
ckπϕ (ωngkωn)
N∑
k=1
dkπϕ (hk) ξϕ, ξϕ
)∣∣∣∣∣ =∣∣∣∣∣
(
N∑
k=1
ckπϕ (ωngkωn) ξϕ, ξϕ
)(
N∑
k=1
dkπϕ (hk) ξϕ, ξϕ
)∣∣∣∣∣ >
(Eξϕ, ξϕ) (Fξϕ, ξϕ)− ε ((Eξϕ, ξϕ) + (Fξϕ, ξϕ))− ε
2.
(31)
9
Note that, as ξϕ is cyclic, Eξϕ 6= 0 and Fξϕ 6= 0. Therefore, taking in view (30)
and (31), we arrive at a contradiction.
Denote the element σn ∈ S∞ by the formula:
σn(i) =

i+ 1 if i < n,
1 if i = n,
i if i > n.
(32)
Corollary 8. Each indecomposable S∞-central state ϕ on the group Γ ≀
S∞ is defined by its values on the elements of the form σnγ, where γ =
(γ1, γ2, . . . , γn, e, e, . . .) and n ∈ N.
Proof. By the proposition 7, ϕ is defined by its values on the elements of
the view spγ(p) (see (5)). Fix an element spγ(p). Let n = |p|. Then
there exists a permutation h ∈ S∞ such that hsph−1 = σn. Therefore
ϕ(spγ(p)) = ϕ(hspγ(p)h
−1) = ϕ(σnhγ(p)h−1), which proves the corollary.
1.5 The characters of the group S∞ and Γ ≀ S∞. In the paper [13],
E.Thoma obtained the following remarkable description of all indecomposable
character (S∞-central states) of the group S∞. Characters of the group S∞
are labeled by a pair of non-increasing positive sequences of numbers {αk}, {βk}
(k ∈ N), such that
∞∑
k=1
αk +
∞∑
k=1
βk ≤ 1. (33)
The value of the corresponding character on a cycle of length l is
∞∑
k=1
αlk + (−1)
l−1
∞∑
k=1
βlk.
Its value on a product of several disjoint cycles equals to the product of values
on each of cycles.
In [9] authors described all indecomposable characters on the group Γ ≀S∞.
Before to formulate the main result of [9] we introduce some more notations.
We call an element g = sγ a generated cycle if either s is a cycle and supp(γ) ⊂
supp(s) or s = e and supp(γ) = {n} for some n. For an element g = sγ and an
orbit p ∈ N/s choose the minimal number k ∈ p and denote
γ˜(p) = γkγs(−1)(k) · · · γs(−l)(k) · · · γs(−|p|+1)(k). (34)
For a factor-representation τ of the finite type let χτ be its normalized char-
acter. That is χτ (g) = trMτ (τ(g)), where trM stands for the unique normal,
normalized (trM(I) = 1) trace on the factor M of the finite type. Note that
χτ (e) = 1. Let tr be the ordinary matrix normalized trace.
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Theorem 9 ([9], [10]). Let ϕ be a function on the group Γ ≀ S∞. Then the
following conditions are equivalent.
a) ϕ is an indecomposable character.
b) There exist a representation τ of the finite type of the group Γ, two non-
increasing positive sequences of numbers {αk}, {βk} (k ∈ N) and two sequences
{ρk} , {̺k} of finite-dimensional irreducible representations of Γ with properties
• (i) δ = 1−
∑
k
αkdimρk −
∑
k
βkdim̺k > 0;
• (ii) if s is cycle, g = sγ (γ ∈ Γ∞e ), p = supps = supp (sγ), then
ϕ(g) =

∑
k
αk tr(ρk(γn)) +
∑
k
βk, tr(̺k(γn)) + δχτ (γn), if p = {n},∑
k
α
|p|
k tr(ρk(γ˜(p))) + (−1)
|p |−1∑
k
β
|p |
k tr(̺k(γ˜(p))), if |p | > 1;
• (iii) if g = sγ =
∏
p∈Nupslopes
spγ(p) (see 5), then ϕ(g) =
∏
p∈Nupslopes
ϕ (spγ(p)).
2 Examples of representations.
2.1 Parameters of states. Let A be a self-adjoint operator of the trace
class (see [12]) from B(H) with the property:
Tr(|A|) ≤ 1, where Tr is ordinary trace1 on B(H).
Further we fix vector ξˆ ∈ KerA and the unitary representation ρ of Γ in H,
which satisfies the conditions:
• (1) if Tr(|A|) = 1, then subspace (KerA)⊥ = H ⊖ KerA is cyclic for
w∗-algebra A generated by A and ρ(Γ);
• (2) if Tr(|A|) < 1, subspace H˜ is generated by
{
Av, v ∈ (KerA)⊥
}
and
Hreg = H⊖ H˜, then dimHreg =∞;
• (3) if P]0,1] and P[−1,0[ are the spectral projections of A, then subspacesH+
and H− generated by vectors
{
Av, v ∈ P]0,1]H
}
and
{
Av, v ∈ P[−1,0[H
}
,
respectively, are orthogonal;
• (4) there exist I∞-factor N ′reg ⊂
(
ρ (Γ)
∣∣∣
Hreg
)′
with matrix unit
{e′kl, k, l ∈ N} such that ξˆ ∈ e
′
11Hreg,
∥∥∥ξˆ∥∥∥ = 1 and e′11Hreg is generated
by
{
ρ (Γ) ξˆ
}
. In particular, if Tr(|A|) = 1 then ξˆ = 0. When Tr(|A|) < 1
we assume for convenience that
∥∥∥ξˆ∥∥∥ = 1.
1If p is the minimal projection from B(H), then Tr(p) = 1.
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2.2 Hilbert space HρA. Define a state ψk on B (H) as follows
ψk (v) = Tr (v|A|) + (1− Tr (|A|))
(
ve′k1ξˆ, e
′
k1ξˆ
)
, v ∈ B (H) . (35)
Let 1ψk denote the product-state on B (H)
⊗k
:
1ψk (v1 ⊗ v2 ⊗ . . .⊗ vk) =
k∏
j=1
ψj (vj) . (36)
Now define inner product on B (H)⊗k by
(v, u)k = 1ψk (u
∗v) . (37)
Let Hk denote the Hilbert space obtained by completing B (H)
⊗k
in above inner
product norm. Now we consider the natural isometrical embedding
v ∋ Hk 7→ v ⊗ I ∈ Hk+1. (38)
and define Hilbert space HρA as completing
∞⋃
k=1
Hk.
2.3 The action Γ ≀S∞ on H
ρ
A. First, using the embedding a ∋ B (H)
⊗k 7→
a ⊗ I ∈ B (H)⊗k+1, we identify B (H)⊗k with subalgebra B (H)⊗k ⊗ C ⊂
B (H)⊗k+1. Therefore, algebra B (H)⊗∞ =
∞⋃
n=1
B (H)⊗n is well defined.
Further we give the explicit embedding S∞ into unitary group of B (H)
⊗∞
.
First fix the matrix unit {epq : p, q = 1, 2, . . . , n = dimH} ⊂ B (H) with the
properties:
• (i) projection ekk is minimal and ekkA = ckkekk (ckk ∈ C) for all k =
1, 2, . . . , n;
• (ii) ekkH+ ⊂ H+ and ekkH− ⊂ H− for all k = 1, 2, . . . , n.
Put X = {1, 2, . . . , n}×∞. For x = (x1, x2, . . . , xl, . . .) ∈ X we set
lA(x) = |{i : exi xiH ⊂ H−}|. Define subsequence xA = (xi1 , xi2 , . . . xil , . . .) ∈
{1, 2, . . . , n}lA(x) by induction
i1 = min {i : exi xiH ⊂ H−} and ik = min {i > ik−1 : exi xiH ⊂ H−} . (39)
For s ∈ S∞ denote by c(x, s) the unique permutation from SlA(x) ⊂ S∞ such
that
s−1
(
ic(x,s)(1)
)
< s−1
(
ic(x,s)(2)
)
< . . . < s−1
(
ic(x,s)(l)
)
< . . . .. (40)
Let S∞ acts on X as follows
X ×S∞ ∋ (x, s) 7→ sx =
(
xs(1), xs(2), . . . , xs(l), . . .
)
∈ X. (41)
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By definition, (sx)A =
(
xic(x,s)(1) , xic(x,s)(2) , . . . , xic(x,s)(l) , . . .
)
. Therefore,
c(x, ts) = c(sx, t)c(x, s) for all t, s ∈ S∞;x ∈ X. (42)
Given any s ∈ S∞ put
UN (s) =
n∑
x1,x2,...,xN=1
sign (c(x, s)) exs(1) x1 ⊗ exs(2) x2 ⊗ . . .⊗ exs(N) xN ,
where N < ∞ satisfies the condition: s(i) = i for all i ≥ N , x =
(x1, x2, . . . , xN , . . .). We see at once that for L > N
UN (s)⊗ I⊗ I⊗ . . .⊗ I︸ ︷︷ ︸
L−N
= UL(s).
Thus operator U(s) = UN (s) ⊗ I ⊗ I ⊗ . . . ∈ B (H)
⊗∞ =
∞⋃
n=1
B (H)⊗n is well
defined. It follows from 42 that
U(t)U(s) = U(ts) for all t, s ∈ S∞. (43)
It is clear that
sign (c(x, s)c(y, s))U(s) (ex1 y1 ⊗ ex2 y2 ⊗ . . .⊗ exN yN ⊗ I⊗ I . . .⊗ I⊗ . . .)U(s)
∗
= ex
s−1(1) ys−1(1)
⊗ ex
s−1(2) ys−1(2)
⊗ . . .⊗ ex
s−1(N) ys−1(N)
⊗ I⊗ I . . .⊗ I⊗ . . . .
If x, and y satisfies the condition:
exi xiH ⊂ H− if and only if, when eyi yiH ⊂ H−,
then, by definition cocycle c, we have c(x, s) = c(y, s). Therefore,
U(s) (ex1 y1 ⊗ ex2 y2 ⊗ . . .⊗ exN yN ⊗ I⊗ I . . .)U(s)
∗
= ex
s−1(1) ys−1(1)
⊗ ex
s−1(2) ys−1(2)
⊗ . . .⊗ ex
s−1(N) ys−1(N)
⊗ I⊗ I . . . .
(44)
Hence, using properties (2)-(3) on the page 11, we obtain
U(s) (ρ (γ1)⊗ ρ (γ2)⊗ . . .⊗ ρ (γN )⊗ . . .)U(s)
∗
= ρ
(
γs−1(1)
)
⊗ ρ
(
γs−1(2)
)
⊗ . . .⊗ ρ
(
γs−1(N)
)
⊗ . . .
(45)
for all s ∈ S∞, γl ∈ Γ.
Now we define the operators ΠρA(s), (s ∈ S∞) and Π
ρ
A(γ), (γ = (γ1, γ2, . . .) ∈ Γ
∞
e )
on HρA as follows
ΠρA(s)v = U(s)v, v ∈ H
ρ
A;
ΠρA(γ)v = (ρ (γ1)⊗ ρ (γ2)⊗ . . .) v.
(46)
By (45), ΠρA can be extended to the unitary representation of Γ ≀S∞.
The next proposition follows from the definition of Hilbert space HρA (see
paragraph 2.2) and proposition 7.
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Proposition 10. Let I be the unit in B (H)⊗∞. Identify the elements
of B (H)⊗∞ with the corresponding vectors in HρA. Put ψ
ρ
A (sγ) =
(ΠρA(s)Π
ρ
A(γ)I, I). Then φ
ρ
A is indecomposable S∞-central state on Γ ≀ S∞
(see definitions 1 and 2).
Let A1, A2 be the self-adjoint operators of the trace class (see [12]) from
B(H) with the property Tr(|Aj |) ≤ 1, (j = 1, 2), and let ρ1, ρ2 be the unitary
representations of Γ: ρi : γ ∈ Γ 7→ ρi(γ) ∈ B(H).
Proposition 11. Let
(
Hi, Ai, ρi, ξˆi
)
, i = 1, 2 satisfy assumptions (1)-(4) (para-
graph 2.1). Equality ψρ1A1 = ψ
ρ2
A2
holds if and only if there exists isometry
U : H1 7→ H2 such that
ξˆ2 = U ξˆ1, A2 = UA1U
−1 and ρ2(γ) = Uρ1(γ)U−1 for all γ ∈ Γ. (47)
Proof. Assume (47) hold. It follows from (35) and proposition 10 that ψρ1A1 =
ψρ2A2 .
Conversely, suppose that ψρ1A1 = ψ
ρ2
A2
.
Denote by Πρ 0A the restriction Π
ρ
A to subspace [Π
ρ
A (Γ ≀S∞) I] generated by
the vectors {ΠρA (Γ ≀S∞) I}. Let (l k) be the transposition interchanging l and
k. According to the construction of representation ΠρA and properties (i)-(ii)
from paragraph 2.3, there exists operator
Ol = w − lim
k→∞
ΠρA ((l k)) (48)
and
Ol (a1 ⊗ a2 ⊗ . . .) = b1 ⊗ b2 ⊗ . . . , where bk =
{
ak, if k 6= l,
Aak, if k = l.
(49)
Let AAρl be w
∗-algebra in ΠρA (Γ ≀S∞)
′′ generated by Ol and I⊗ . . .⊗ I︸ ︷︷ ︸
l−1
⊗ρ(γ)⊗
I⊗ I⊗ . . ., γ ∈ Γ. Denote by P0 the orthogonal projection H
ρ
A onto
[
A
Aρ
l I
]
.
First we prove that w∗-algebra {A, ρ(Γ)}′′ ⊂ B(H) generated by A and ρ(Γ)
is isomorphic to w∗-algebra AAρl P0. Namely, the map
ml : A 7→ OlP0,
ml : ρ(γ) 7→
I⊗ . . .⊗ I︸ ︷︷ ︸
l−1
⊗ρ(γ)⊗ I⊗ I⊗ . . .
P0 (50)
extends to an isomorphism of {A, ρ(Γ)}′′ onto AAρl P0.
Using (49) and definition of ΠρA, we can consider ml as the GNS-
representation of {A, ρ(Γ)}′′ ⊂ B(H) corresponding to ψk (see (35)). Thus
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Kerml =
{
a ∈ {A, ρ(Γ)}′′ : ml (a) = 0
}
is weakly closed two-sided ideal. There-
fore, there exists unique orthogonal projection e from the center of {A, ρ(Γ)}′′
such that
Kerml = e {A, ρ(Γ)}
′′
(see [14]). (51)
Let us prove that e = 0.
Denote by c
(
P˜
)
central support of orthogonal projection P˜ ∈ {A, ρ(Γ)}′:
P˜H = H˜ (see property (2) from paragraph 2.1).
Let us first show that
e c
(
P˜
)
= 0. (52)
Conversely, suppose that e c
(
P˜
)
6= 0. Hence, since the map {A, ρ(Γ)}′′ c
(
P˜
)
∋
a 7→ aP˜ ∈ {A, ρ(Γ)}′′ P˜ is isomorphism, we obtain e P˜ 6= 0. It follows from
properties (1)-(3) (paragraph 2.1)) that e
(
P]0,1] + P[−1,0[
)
6= 0. Thus, by (35),
ψl(e) 6= 0. Therefore, e /∈ Kerml. This contradicts property (51).
Now, using (52) and property (2) (paragraph 2.1)), we have
e
(
I − c
(
P˜
))
H ⊆ Hreg. (53)
Therefore, if e
(
I − c
(
P˜
))
6= 0, then, using property (4) (paragraph 2.1), we
obtain
e
(
I − c
(
P˜
))
e
′
l1ξˆ 6= 0. (54)
Again, by (35), ψl(e) 6= 0 and e /∈ Kerml. It follows from (51) that
e
(
I − c
(
P˜
))
= 0. (55)
Hence, using (52), we obtain
Kerml = 0. (56)
Now we suppose that φρ1A1 = φ
ρ2
A2
. Let O
(1)
l and O
(2)
l be the operators, which
are defined by formula (48) for representations Πρ1A1 and Π
ρ2
A2
respectively. If Il
is the extension the map
O
(1)
l P0 7→ O
(2)
l P0,
I⊗ . . .⊗ I︸ ︷︷ ︸
l−1
⊗ρ1(γ)⊗ I⊗ I⊗ . . . 7→ I⊗ . . .⊗ I︸ ︷︷ ︸
l−1
⊗ρ2(γ)⊗ I⊗ I⊗ . . . .
by multiplication, then
(Il(a)I, Il(b)I) = (aI, bI) for all a, b ∈ A
A1 ρ1
l P0. (57)
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It follows from (56) that the map
{A1, ρ1(Γ)}
′′ ∋ a θ7→ m−1l ◦ Il ◦ml(a) ∈ {A2, ρ2(Γ)}
′′
(58)
is an isomorphism. Since φρ1A1 = φ
ρ2
A2
, then, using definition of φρA, in particular
(35), obtain for all v ∈ {A1, ρ1(Γ)}
′′
:
Tr (v|A1|) + (1− Tr (|A1|))
(
vξˆ1, ξˆ1
)
= Tr (θ(v)|A2|) + (1− Tr (|A2|))
(
θ(v)ξˆ2, ξˆ2
)
.
(59)
Without loss of generality we can assume that {A1, ρ1(Γ)}
′′ , {A2, ρ2(Γ)}
′′ ⊂
B (H). Let P
(i)
[−1,0[, P
(i)
]0,1] be the spectral projections of Ai (i = 1, 2). Put
P
(i)
± = P
(i)
[−1,0[ + P
(i)
]0,1]. It is clear (KerAi)
⊥
= P
(i)
± H. Denote by H˜i subspace[
{Ai, ρi(Γ)}
′′ P (i)± Hi
]
. Let P˜i be the orthogonal projection of Hi onto H˜i. Put
P
(i)
reg = I − P˜i. For α ∈ SpectrumAi denote by P
(i)
α the corresponding spectral
projection.
Now, using properties of (Ai, ρi) (see paragraph 2.1), we have
dimP (i)α H <∞ and P
(i)
± =
∑
α∈SpectrumAi:α6=0
P (i)α . (60)
Therefore, there exists collection
{
c
(i)
j
}N
j=1
of pairwise orthogonal projections
from the center of w∗-algebra P (i)± {Ai, ρi(Γ)}
′′ P (i)± with properties
θ
(
c
(1)
j
)
= c
(2)
j (see (58)) ;
N∑
j=1
c
(i)
j = P
(i)
± ;
c
(i)
j P
(i)
± {Ai, ρi(Γ)}
′′
P
(i)
± c
(i)
j is a factor of type Inj .
(61)
Fix matrix unit
{
f
(j)
k l
}nj
k,l=1
⊂ c
(1)
j P
(1)
± {A1, ρ1(Γ)}
′′
P
(1)
± c
(1)
j , which is a lin-
ear basis in c
(1)
j P
(1)
± {A1, ρ1(Γ)}
′′
P
(1)
± c
(1)
j , minimal projections
{
f
(j)
k k
}nj
k=1
satisfy
condition
P (1)α f
(j)
k k = f
(j)
k kP
(1)
α for all α ∈ SpectrumA1; k, j ∈ N. (62)
Now, using (57), (58), (59) and definition of ΠρA (see paragraphs 2.1,2.2, 2.3),
we have
Tr
(
f
(j)
k k
)
= Tr
(
θ
(
f
(j)
k k
))
for all k, j ∈ N. (63)
Therefore, there exists isometry U : P
(1)
± H1 7→ P
(1)
± H2 such that UP
(1)
± H1 =
P
(1)
± H2 and
Uf
(j)
k kU
−1 = θ
(
f
(j)
k k
)
for k = 1, 2, . . . nj ; j = 1, 2, . . . , N. (64)
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Let Ci be the center of w∗-algebra {Ai, ρi(Γ)}
′′ and let c
(
P
(i)
±
)
∈ Ci be the
central support of P
(i)
± . It follows from this and (61) that there exist pairwise
orthogonal projections
{
C
(i)
j
}N
j=1
⊂ c
(
P
(i)
±
)
· Ci with the next properties
c
(i)
j = C
(i)
j · P
(i)
± ,
N∑
j=1
C
(i)
j = c
(
P
(i)
±
)
,
C
(i)
j {Ai, ρi(Γ)}
′′
C
(i)
j is a factor of type INj .
(65)
In C
(1)
j {A1, ρ1(Γ)}
′′
C
(1)
j there exists matrix unit
{
f
(j)
k l
}Nj
k,l=1
(nj ≥ Nj). Now,
applying (64), we obtain that
U˜ =
N∑
j=1
Nj∑
k=1
θ
(
f
(j)
k1
)
Uf1k (66)
is an isometry of c
(
P
(1)
±
)
H1 onto c
(
P
(2)
±
)
H2. An easy computation shows
that U˜f
(j)
kl U˜
−1 = θ
(
f
(j)
kl
)
for k, l = 1, 2, . . . , Nj ; j = 1, 2, . . . , N . Thus
θ(a) = U˜aU˜−1 for all a ∈ c
(
P
(1)
±
)
{A1, ρ1(Γ)}
′′ . (67)
Hence, using (59) and relations θ (|A1|) = |A2|, θ
(
c
(
P
(1)
±
))
= c
(
P
(2)
±
)
, which
follows from the definition of θ (see (58)), we have((
I − c
(
P
(2)
±
))
θ(v)ξˆ2, ξˆ2
)
=
((
I − c
(
P
(1)
±
))
vξˆ1, ξˆ1
)
. (68)
Since P˜i ≤ c
(
P
(i)
±
)
, then
I − c
(
P
(i)
±
)
≤ P (i)reg, i = 1, 2. (69)
Denote by
{
e
(i)′
kl , k, l ∈ N
}
(i = 1, 2) the matrix unit from property (4) of para-
graph 2.1. Now we define map V as follows
a
(
I − c
(
P
(1)
±
))
ξˆ1
V
7→ θ(a)
(
I − c
(
P
(2)
±
))
ξˆ2, where a ∈ {A1, ρ1(Γ)}
′′
.
By (68) and (68), V extends to isometry V of
(
I − c
(
P
(1)
±
))
e
(1)′
11 H1 ⊂ P
(1)
regH1
onto
(
I − c
(
P
(2)
±
))
e
(1)′
11 H2 ⊂ P
(2)
regH2 and for all a ∈ {A1, ρ1(Γ)}
′′
V
(
I − c
(
P
(1)
±
))
ae
(1)′
11 V
−1 =
(
I − c
(
P
(2)
±
))
θ(a)e
(2)′
11 .
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It follows from this that V˜ =
∞∑
k=1
e
(2)′
k1 V
(
I − c
(
P
(1)
±
))
e
(1)′
1k is an isometry of(
I − c
(
P
(1)
±
))
H1 onto
(
I − c
(
P
(2)
±
))
H2, satisfying the next relation
V˜
(
I − c
(
P
(1)
±
))
aV˜ −1 =
(
I − c
(
P
(2)
±
))
θ(a)
(
a ∈ {A1, ρ1(Γ)}
′′)
.
Hence, using (67), we obtain that W = U˜c
(
P
(1)
±
)
+ V˜
(
I − c
(
P
(1)
±
))
is an
isometry of H1 onto H2 and
WaW−1 = θ(a) for all a ∈ {A1, ρ1(Γ)}
′′ . (70)
Now, on account of definition of θ and (59) one can easy to check that
Wξˆ1 ⊥
[
{A2, ρ2(Γ)}
′′
P
(2)
± H2
]
= H˜2 and(
aWξˆ1,W ξˆ1
)
=
(
aξˆ2, ξˆ2
)
for all a ∈ {A2, ρ2(Γ)}
′′
.
(71)
Define linear mapK byK (v) =
{
aξˆ2, if v = aWξˆ1 a ∈ a ∈ {A2, ρ2(Γ)}
′′
,
0, if v ∈ H2 ⊖
[
{A2, ρ2(Γ)}
′′ ξˆ2
]
.
It follows from (71) that K extends to the partial isometry from {A2, ρ2(Γ)}
′
.
Therefore, there exists unitary K˜ ∈ {A2, ρ2(Γ)}
′
with the property: K˜v = Kv
for all v ∈
[
{A2, ρ2(Γ)}
′′Wξˆ1
]
. Thus U = K˜W satisfies the conditions of
proposition 11.
2.4 The parameters of the states from paragraph 1.3. Here we follow
the notation of paragraphs 1.3 and 2.1.
2.4.1 State ϕsp. Below we find parameters
(
H, A, H˜, ρ
)
from paragraph
2.1 such that ϕsp = ψ
ρ
A, where ψ
ρ
A defined in proposition 10.
Let (ρ,Hϕ, ξϕ) be GNS-representation of group Γ corresponding to ϕ, where
ϕ(γ) = (ρ(γ)ξϕ, ξϕ) for all γ ∈ Γ and Hϕ = [ρ (Γ) ξϕ]. An easy computation
shows that H = Hϕ, A acts by
Aξ = (ξ, ξϕ) ξϕ (ξ ∈ H), (72)
and H˜ = H. It is clear Hreg = 0.
2.4.2 State ϕreg. As above (ρϕ,Hϕ, ξϕ) is GNS-representation of Γ. If(
ρ
(k)
ϕ ,H
(k)
ϕ , ξ
(k)
ϕ
)
is k-th copy of (ρϕ,Hϕ, ξϕ) then
H = Hreg =
∞⊕
k=1
(
ρ(k)ϕ ,H
(k)
ϕ , ξ
(k)
ϕ
)
.
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It is obvious, A ≡ 0. Now define e′kl by
e
′
kl (ξ1, ξ2, . . .) =
0, . . . , 0︸ ︷︷ ︸
k−1
, ξl, 0, 0, . . .
 .
Put ρ =
∞⊕
k=1
ρ
(k)
ϕ , ξˆ = (ξϕ, 0, 0, . . .). It is easy to check that ϕreg = ψ
ρ
0 .
2.5 S∞-invariance of ψ
ρ
A. The next assertion follows from definition of
ψρA.
Proposition 12. Let s ∈ S∞, γ = (γ1, γ2, . . .) ∈ Γ∞0 . If sγ =∏
p∈Nupslopes
spγ(p), where spγ(p) is generalized cycle of sγ (see (2)), then ψ
ρ
A (sγ) =∏
p∈Nupslopes
ψρA (spγ(p)). In particular, it follows from Proposition 7 that ψ
ρ
A is inde-
composable state on Γ ≀S∞.
Denote by (n1 n2 . . . nk) cycle {n1 7→ n2 7→ . . . 7→ nk 7→ n1} ∈ S∞. Sup-
pose that γ = (γ1, γ2, . . .) ∈ Γ∞e satisfies the condition: γi = e for all
i /∈ {n1, n2, . . . , nk}. If Tr (|A|) = 1, ck = (n1 n2 . . . nk) then, using (35),
we have
ψρA (ckγ) = Tr
⊗N(U (ck) (ρ (γ1)⊗ ρ (γ2)⊗ . . .⊗ ρ (γN ))A⊗N) (73)
for all N ≥ max {n1, n2, . . . , nk}, where Tr
⊗N is the ordinary trace on B (H)⊗N ,
A⊗N = A⊗ . . .⊗A︸ ︷︷ ︸
N
. The next lemma extends formula 73 on the general case.
Lemma 13. If k > 1 then
ψρA (ckγ) = Tr
⊗N(U ((n1 n2 . . . nk)) (ρ (γn1)⊗ ρ (γn2)⊗ . . .⊗ ρ (γnk))A⊗k).
Proof. Let P˜ be an orthogonal projection on subspace H˜ = H+ ⊕ H−
(see paragraph 2.1). Put E = E1 ⊗ E2 ⊗ . . . ⊗ EN ⊗ . . ., where Ei ={
P˜ + e′ii, if i = nj ,
IH, if i 6= nj for all j ∈ {1, 2, . . . , k} .
Considering identical operator
I ∈ B (H) as element of HρA, we obtain from (35), (36), (37)
EI = I. (74)
It follows from (44) that
E˜ = U (ck)EU (ck)
∗E = E˜1 ⊗ E˜2 ⊗ . . .⊗ E˜N ⊗ . . . , (75)
where E˜i =
{
P˜ , if i = nj ,
IH, if i 6= nj for all j ∈ {1, 2, . . . , k} .
By properties (1)-(4)
from paragraph 2.1, using (46) and (44), we obtain
ΠρA (γ)E = EΠ
ρ
A (γ) , Π
ρ
A (γ) E˜ = E˜Π
ρ
A (γ) . (76)
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Thus
ψρA (ckγ) = (Π
ρ
A (ck) Π
ρ
A(γ)I, I)
(74)
= (ΠρA (ck)Π
ρ
A(γ)EI,EI)
=
(
ΠρA (ck)Π
ρ
A(γ)Π
ρ
A (ck)
∗ [
ΠρA (ck)EΠ
ρ
A (ck)
∗]
ΠρA (ck) I, EI
)
(76)
=
(
ΠρA (ck)Π
ρ
A(γ)Π
ρ
A (ck)
∗
ΠρA (ck) I,
[
ΠρA (ck)EΠ
ρ
A (ck)
∗]
EI
)
(75)
=
(
ΠρA (ck)Π
ρ
A(γ)I, E˜I
)
(75),(44)
=
(
ΠρA (ck)Π
ρ
A(γ)E˜I, E˜I
)
.
(77)
Hence, applying (35), (36), (37), obtain for N ≥ max {n1, n2, . . . , nk}
ψρA (ckγ) = 1ψN
(
E˜U (ck) (ρ (γ1)⊗ ρ (γ2)⊗ . . .⊗ ρ (γN )) E˜
)
. Since P˜ ⊥ e′kk
for all k, then 1ψN
(
E˜U (ck) (ρ (γ1)⊗ ρ (γ2)⊗ . . .⊗ ρ (γN )) E˜
)
= Tr⊗N
(
U ((n1 n2 . . . nk)) (ρ (γn1)⊗ ρ (γn2)⊗ . . .⊗ ρ (γnk))A
⊗k).
Remark 1. One should notice that in the case in which ck = 1,
ψρA (γ) =
∞∏
n=1
[
Tr (ρ (γn) |A|) + (1− Tr (|A|))
(
ρ (γn) ξˆ, ξˆ
)]
. (78)
Hence, taking into account Proposition 12, Lemma 13 and (73), we obtain
the next important property
ψρA
(
sgs−1
)
= ψρA (g) for all s ∈ S∞, g ∈ Γ ≀S∞. (79)
3 KMS-condition for the S∞-central states.
3.1 KMS-condition for ψρA. To the general definition of the KMS-
condition we refer the reader to the book [15]. Here we introduce the definition
of the KMS-condition for the indecomposable states only.
Definition 14. Let ϕ be an indecomposable state on the group G. Let
(πϕ,Hϕ, ξϕ) be the corresponding GNS-construction, where ξϕ is such that
ϕ(g) = (πϕ(g)ξϕ, ξϕ) for each g ∈ G. We say that ϕ satisfies the KMS-condition
or ϕ is KMS-state, if ξϕ is separating
2 for the w∗-algebra πϕ(G)′′, generated by
operators πϕ(G).
The main result of this paragraph is the following:
Theorem 15. Let
(
A, ξˆ,Hreg, e′kl
)
satisfy the conditions (1)-(4) from paragraph
2.1. State ψρA satisfies the KMS-condition if and only if KerA = Hreg and ξˆ is
cyclic and separating for the restriction ρ11 = ρ
∣∣∣
e′11Hreg
of representation ρ to
subspace e′11H.
As a preliminary to the proof of the theorem, we will discuss two auxiliary
lemmas.
2This means that for every a ∈ piϕ(G)′′ the conditions aξϕ = 0 and a = 0 are equivalent.
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Lemma 16. Let (πψk , Hψk , ξψk) be GNS-representation of B (H) corresponding
to state ψk (see (35)). Fix any ǫ > 0 and denote by P[ǫ,1] the spectral projection
of |A|. Then for each a ∈ B (H) the map
RP[ǫ,1]aP[ǫ,1] : x 7→ x · P[ǫ,1] aP[ǫ,1]
may be extended by continuous to the bounded operator on Hψk and∥∥RP[ǫ,1]aP[ǫ,1]∥∥Hψk ≤ ‖a‖√ǫ .
Proof. Put b = P[ǫ,1]aP[ǫ,1]. Then
(Rbx,Rbx)Hψk
= Tr (b|A|b∗x∗x) ≤ ‖b|A|b∗‖Tr
(
P[ǫ,1]x
∗x
)
= ‖b|A|b∗‖ · Tr
(
|A| ·
[ ∑
λ∈[ǫ,1]∩ Spectrum |A|
λ−1Pλ
]
x∗x
)
≤ ǫ−1 · ‖b|A|b∗‖ · Tr
(
|A|P[ǫ,1]x
∗x
)
≤ ǫ−1 · ‖b|A|b∗‖ · Tr (|A|x∗x) ≤
35
= ǫ−1 · ‖b|A|b∗‖ψk (x∗x) ≤ ǫ−1 · ‖b‖
2
(x∗x)Hψk .
Lemma 17. Suppose that for
(
A, ξˆ,Hreg, e′kl
)
the conditions (1)-(4) from para-
graph 2.1 hold. Denote by P0 and Preg the orthogonal projections onto KerA
and Hreg respectively. Let [Π
ρ
A (Γ ≀S∞) I] be the subspace in H
ρ
A (see para-
graphs 2.2, 2.3), generated by ΠρA (Γ ≀S∞) I. For m ∈ {ρ (Γ)}
′ ⊂ B(H) define
the linear map R
(k)
m : B(H)⊗∞ 7→ B(H)⊗∞ as follows
R
(k)
m (a1 ⊗ . . .⊗ ak ⊗ ak+1 ⊗ . . .)
= a1 ⊗ . . .⊗ ak · e
′
kk ·m · e
′
kk ⊗ ak+1 ⊗ . . . .
(80)
If P0 = Preg then
• (i) R
(k)
m (Π
ρ
A (Γ ≀S∞) I) ⊂ [Π
ρ
A (Γ ≀S∞) I];
• (ii) the extension of R
(k)
m
∣∣∣
Πρ
A
(Γ≀S∞)I
by continuous is bounded operator in
[ΠρA (Γ ≀S∞) I] ⊂ H
ρ
A.
Proof. To prove (i), it suffices to show that R
(k)
m (I) ∈ [Π
ρ
A (Γ ≀S∞) I]. Indeed,
by property (4), for any ǫ > 0 there exists aǫ =
∑
g∈Γǫ
cγρ(γ), where Γǫ is a finite
subset in Γ, satisfying ∥∥∥e′1kme′k1 ξˆ − aǫξˆ∥∥∥H < ǫ.
Hence, considering R
(k)
m (I) and a
(k)
ǫ = I ⊗ . . .⊗ I︸ ︷︷ ︸
k−1
⊗PregaǫPreg ⊗ I ⊗ . . . as the
elements from HρA, we have∥∥∥R(k)m (I)− a(k)ǫ ∥∥∥Hρ
A
< ǫ. (81)
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It follows from (48) and (49), that operator of the left multiplication on
I ⊗ . . .⊗ I︸ ︷︷ ︸
k−1
⊗P0 ⊗ I ⊗ . . . lies in Π
ρ
A (Γ ≀S∞)
′′
. Hence, since P0 = Preg,
we get a
(k)
ǫ ∈ Π
ρ
A (Γ ≀S∞)
′′
. Therefore, using (81), we obtain R
(k)
m (I) ∈
[ΠρA (Γ ≀S∞) I].
Let us prove statement (ii). Put S
(k)
∞ = {s ∈ S∞ : s(k) = k}. First, using
(79), we observe that
(a1b1I, a2b2I)Hρ
A
= (a1b1b
∗
20I, a2I)Hρ
A
for all a1, a2 ∈ Π
ρ
A (Γ ≀S∞)
′′
and b1, b2 ∈ Π
ρ
A (S∞)
′′
.
(82)
Denote be L
(k)
P0
operator of the left multiplication on I ⊗ . . .⊗ I︸ ︷︷ ︸
k−1
⊗P0⊗I⊗. . .. By
(48) and (49), L
(k)
P0
∈ ΠρA (S∞)
′′
. Therefore,
[
ΠρA (Γ ≀S∞)
(
I − L
(k)
P0
)
I
]
, Hl =[
ΠρA
(
(k l) ·S
(k)
∞
)
ΠρA (Γ
∞
e )L
(k)
P0
I
]
(l ∈ N) are the subspaces in [ΠρA (Γ ≀S∞) I]
and, according to (82), we have[
ΠρA (Γ ≀S∞)
(
I − L
(k)
P0
)
I
]
⊥ Hl for all l ∈ N. (83)
Now we prove that subspaces {Hl}l∈N are pairwise orthogonal. For convenience
we assume that k = 1. Denote by Em the orthogonal projection on subspace
Ce′m1ξˆ ⊂ H (m ∈ N). Put Am = A+(I − Tr |A|)Em, E
(i)′
m = I ⊗ . . .⊗ I︸ ︷︷ ︸
i−1
⊗e′mm⊗
I ⊗ . . . and E
(i)
m = I ⊗ . . .⊗ I︸ ︷︷ ︸
i−1
⊗Em ⊗ I ⊗ . . .. By definition,
E(i)m E
(i)′
l = δmlE
(i)
m , where δml is Kronecker’s delta. (84)
It follows from the definition of Am that for s
−1(1) 6= 1 and n > s−1(1)
E
(s−1(1))′
1 ·
n⊗
m=1
Am = 0. (85)
Fix any γ˜, γ̂ ∈ Γ∞e , s1 ∈ (1 l1)S
(1)
∞ and s2 ∈ (1 l2)S
(1)
∞ . Let us show that for
l1 6= l2
κ =
(
ΠρA (s1γ˜)L
(1)
P0
I,ΠρA (s2γ̂)L
(1)
P0
I
)
Hρ
A
= 0. (86)
Let Tr⊗n be the ordinary trace on w∗-factor B (H)⊗n. If s = s−12 s1, γm = γ̂
−1
s(m) ·
γ˜m ∈ Γ, γ = (γ1, γ2, . . .) and n > max {max {i : γi 6= e} ,max {i : s(i) 6= i}}
then, using definition of ΠρA (see (46)), we have
κ = Tr⊗n
(
E
(1)
1 · Un(s) ·
n⊗
m=1
ρ (γm) · E
(1)
1 ·
n⊗
m=1
Am
)
, (87)
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where Un(s) is defined in paragraph 2.3. Hence, applying property (4) from
paragraph 2.1, (84) and (44), we obtain
κ = Tr⊗n
(
E
(1)
1 · Un(s) (Un(s))
∗
E
(1)′
1 Un(s) ·
n⊗
m=1
ρ (γm) · E
(1)
1 ·
n⊗
m=1
Am
)
(44)
= Tr⊗n
(
E
(1)
1 · Un(s)E
(s−1(1))′
1 ·
n⊗
m=1
ρ (γm) · E
(1)
1 ·
n⊗
m=1
Am
)
property(4)
= Tr⊗n
(
E
(1)
1 · Un(s) ·
n⊗
m=1
ρ (γm) ·E
(1)
1 · E
(s−1(1))′
1 ·
n⊗
m=1
Am
)
(85)
= 0.
Therefore,
Hl ⊥ Hm for all l 6= m. (88)
As in the proof of (i), R
(1)
m (I) = e′11me
′
11 ⊗ I ⊗ I ⊗ . . . lies in subspace[
ΠρA (Γ
∞
e )L
(1)
P0
I
]
⊂ H1. Therefore,
ΠρA
(
(1 l) ·S(1)∞
)
ΠρA (Γ
∞
e )L
(1)
P0
R
(1)
m (I) ⊂ Hl. (89)
Further, using (44) and relation
R
(1)
m Π
ρ
A ((1 l) · s)Π
ρ
A(γ)L
(1)
P0
(I)
(44)
= L
(l)
e′11me
′
11
ΠρA ((1 l) · s)Π
ρ
A(γ)L
(1)
P0
(I),
where s ∈ S
(1)
∞ , γ ∈ Γ∞e , we obtain that R
(1)
m is the bounded operator on Hl
and
∥∥∥R(1)m ∥∥∥
H1
≤ ‖e′11me
′
11‖H. Since, by (83) and (88),
[ΠρA (Γ ≀S∞) I] =
[
ΠρA (Γ ≀S∞)
(
I − L
(1)
P0
)
I
] ∞⊕
m=1
Hm, (90)
and
[
ΠρA (Γ ≀S∞)
(
I − L
(1)
P0
)
I
]
⊂ KerR
(1)
m , operator R
(1)
m is bounded on sub-
space [ΠρA (Γ ≀S∞) I].
The proof of Theorem 15. Let Πρ 0A be the restriction Π
ρ
A to subspace
[ΠρA (Γ ≀S∞) I]. Obvious, Π
ρ 0
A and GNS-representation of Γ ≀S∞, correspond-
ing to ψρA, are naturally unitary equivalent. Let us prove that I is the cyclic
vector for Πρ 0A (Γ ≀S∞)
′.
For any n ∈ N fix γ = (γ1, γ2, . . . , γn, e, e, . . .) ∈ Γ∞e and s ∈ Sn. Put
η = ΠρA(γ)I =
(
n⊗
m=1
ρ (γm)
)
⊗ I ⊗ I ⊗ . . . ∈
[
Πρ 0A (Γ
∞
e ) I
]
⊂
[
Πρ 0A (Γ ≀S∞) I
]
.
If P[ǫ,1] is the spectral projection of |A| then, by (48), (49) and lemma 17 (i),
for every m′j ∈ ρ(Γ)
′
aǫ =
 n⊗
j=1
(
P[ǫ,1]ρ (γj)P[ǫ,1] + e
′
jjm
′
je
′
jj
)⊗ I ⊗ I ⊗ . . . ∈ [Πρ 0A (Γ ≀S∞) I] .
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Since ξˆ is cyclic and separating for the restriction ρ11 = ρ
∣∣∣
e′11Hreg
and KerA =
Hreg, then for any δ > 0 there exist ǫ > 0 and
{
m′j
}n
j=1
⊂ ρ(Γ)′ such that
‖ΠρA(γ)I − aǫ‖Hρ
A
< δ.
But, by lemmas 16-17, operator Raǫ of right multiplication on aǫ lies in
Πρ 0A (Γ ≀S∞)
′
. Therefore,
ΠρA(γ)I ∈
[
Πρ 0A (Γ ≀S∞)
′
I
]
. (91)
Now we note that, by (79), the right multiplication on U(s) defines the uni-
tary operator RU(s) ∈ Π
ρ 0
A (Γ ≀S∞)
′
. It follows from (91) that ΠρA (γ s) I =
RU(s) (Π
ρ
A(γ)I) ∈
[
Πρ 0A (Γ ≀S∞)
′
I
]
. Therefore I is the cyclic vector for
Πρ 0A (Γ ≀S∞)
′
.
Conversely, suppose that ψρA is KMS-state on Γ ≀ S∞. Define state ψ̂
ρ
A ∈
Πρ 0A (Γ ≀S∞)
′′
∗ as follows
ψ̂ρA(a) = (aI, I)Hρ
A
. (92)
Then, by propositions 7 and 12, ψ̂ρA is faithful state. This means that for every
a ∈ Πρ 0A (Γ ≀S∞)
′′ the conditions ψ̂ρA(a
∗a) = 0 and a = 0 are equivalent.
Let us prove that KerA = Hreg. If Hreg & KerA then, by properties (1)-(4)
from paragraph 2.1, there exists γ ∈ Γ such that
ρ(γ)
(
P]0,1] + P[−1,0[
)
6=
(
P]0,1] + P[−1,0[
)
ρ(γ). (93)
It follows from this
Q =
((
P]0,1] + P[−1,0[
)
∨ ρ(γ)
(
P]0,1] + P[−1,0[
)
ρ(γ)∗
)
−
(
P]0,1] + P[−1,0[
)
6= 0.
Since Q ∈ A, where A is defined in property (1) from paragraph 2.1, then, by
(48)-(49), operator L
(k)
Q of the left multiplication on
(
⊗k−1m=1I
)
⊗Q⊗ I ⊗ . . . lies
in Πρ 0A (Γ ≀S∞)
′′
. Thus ψ̂ρA
(
L
(k)
Q
)
= Tr (Q · |A|) = 0. But this contradicts the
faithfulness of ψ̂ρA.
Now we prove that ξˆ is cyclic and separating for the representation
ρ11 = ρ
∣∣∣
e′11Hreg
. Denote by E11 the projection onto
[
ρ11(Γ)
′ξˆ
]
and suppose[
ρ11(Γ)
′ξˆ
]
$
[
ρ11(Γ)ξˆ
]
. It follows from this that
E11 ∈ ρ11(Γ)
′′, F11 = e′11 − E11 6= 0 and F11ξˆ = 0. (94)
Denote by Preg the orthogonal projection onto Hreg. Since KerA = Hreg, then
Preg ∈ A and Preg · ρ (Γ)
′′ · Preg ⊂ A.
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Hence, by properties (2) and (4) from paragraph 2.1, we obtain
F =
∞∑
m=1
e
′
m1 · F11 · e
′
1m ∈ Preg · ρ (Γ)
′′
.
Hence, using (48)-(49), we obtain that operator L
(k)
F of the left multiplication
on
(
⊗k−1m=1I
)
⊗ F ⊗ I ⊗ . . . lies in Πρ 0A (Γ ≀S∞)
′′. It follows from this and (94)
that ψ̂ρA
(
L
(k)
F
)
= 0.
4 The main result.
In this section we prove the main result of this paper:
Theorem 18. Let ϕ be any indecomposable S∞-central state on the group
Γ ≀ S∞. Then there exist self-adjoint operator A of the trace class (see [12])
from B(H) and unitary representation ρ with the properties (1)-(4) (paragraph
2.1) such that ϕ = ψρA (see Proposition 10).
We have divided the proof into a sequence of lemmas and propositions. First
we introduce some new objects and notations.
4.1 Asymptotical transposition. Let (πϕ, Hϕ, ξϕ) be GNS-representation
of Γ ≀S∞ associated with ϕ, where ϕ(g) = (πϕ(g)ξϕ, ξϕ) for all g ∈ Γ ≀S∞. In
the sequel for convenience we denote group Γ ≀S∞ by G. Put
Gn(∞) =
{
sγ ∈ G
∣∣ s ∈ S∞, γ = (γ1, γ2, . . .) ∈ Γ∞e ,
s(l) = l and γl = e for l = 1, 2, · · · , n
}
,
Gn =
{
sγ ∈ G
∣∣ s(l) = l and γl = e for all l > n} ,
G(k) =
{
sγ ∈ G
∣∣ s(k) = k and γk = e} .
It is clear that G0(∞) = G.
Proposition 19. Let (i j) denotes the transposition exchanging i and j. In the
weak operator topology there exists lim
j→∞
πϕ ((i j)).
Proof. It is suffices to show that for any g, h ∈ G there exists
lim
j→∞
(πϕ ((i j))πϕ(g)ξϕ, πϕ(g)ξϕ). FindN > i such that g, h ∈ Gn for all n ≥ N .
Since ϕ is S∞-central, then
(πϕ ((i N))πϕ(g)ξϕ, πϕ(g)ξϕ)
= (πϕ ((i j))πϕ(g)πϕ((n N))ξϕ, πϕ(g)πϕ((n N))ξϕ)
= (πϕ ((i n))πϕ(g)ξϕ, πϕ(g)ξϕ) .
Thus lim
j→∞
(πϕ ((i j))πϕ(g)ξϕ, πϕ(g)ξϕ) = (πϕ ((i N))πϕ(g)ξϕ, πϕ(g)ξϕ).
We will call Oi = lim
j→∞
πϕ ((i j)) the asymptotical transposition.
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4.2 The properties of the asymptotical transposition.
Lemma 20. Let g, h ∈ G(n). Then for each k 6= n the next relation holds:
(πϕ (g · (n k) · h) ξϕ, ξϕ) = (πϕ(g)Okπϕ(h)ξϕ, ξϕ) (95)
Proof. Fix N ∈ N such that g, h ∈ GN ∩ G(n). Then for each m > N we have:
(n m) · g = g · (n m), (n m) · h = h · (n m). Hence, by the S∞-centrality of ϕ,
we obtain
(πϕ (g · (n k) · h) ξϕ, ξϕ) = ϕ (g · (n k) · h) = ϕ ((n m) · g · (n k) · h · (n m)) =
(πϕ ((n m) · g(n k) · h · (n m)) ξϕ, ξϕ) = (πϕ (g · (m k) · h) ξϕ, ξϕ) .
Approaching the limit as m→∞ we obtain the required assertion.
Lemma 21. The next relations hold true:
(1) OkOn = OnOk for all k, n ∈ N;
(2) Okπϕ (γ) = πϕ (γ)Ok for all γ = (γ1, γ2, . . .) ∈ Γ
∞
e such that γk = e;
(3) πϕ(s)Ok = Os(k)πϕ(s) for all s ∈ S∞.
The proof follows immediately from definition Ok (Proposition 19). The
details are left the reader.
We will use the notation Aj for the W
∗−algebra generated by the operators
πϕ (γ), where γ = (e, · · · , e, γj , e, · · · ) and Oj . There is the natural isomorphism
φj,k between Aj and Ak for any k and j:
φj,k : Ak → Aj , φj,k(a) = πϕ ((k j)) aπϕ ((k j)) . (96)
Observe that (φj,k(a)ξϕ, ξϕ) = (aξϕ, ξϕ) for all k, j and a ∈ Ak.
The next statement is the simple technical generalization of proposition 7.
Lemma 22. Let s =
∏
p∈Nupslopes
sp be the decomposition of s ∈ S∞ into the product
of cycles sp, where p ⊂ N is the corresponding orbit. Fix any finite collection
{Uj}
N
j=1 of the elements from πϕ (G)
′′
. If Uj ∈ Aj thenπϕ(s)∏
j
Ujξϕ, ξϕ
 = ∏
p∈N/s
πϕ(sp)∏
j∈p
Ujξϕ, ξϕ
 . (97)
Proposition 23. Let sp ∈ S∞ be the cyclic permutation on the set p ={
k1, k2, . . . , k|p |
}
⊂ N, where kl = s1− l(k1). If Uki ∈ Aki for all ki ∈ p then(
πϕ(sp)Uk1Uk2 · · ·Uk|p|ξϕ, ξϕ
)
=
(
φk|p|k1 (Uk1)Ok|p|φk|p|k2 (Uk2)Ok|p| · · · Ok|p|Uk|p|ξϕ, ξϕ
)
.
(98)
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Proof. For convenience we suppose that p = {1, 2, . . . , n} and
sp(k) =
{
k − 1, if k > 1
n, if k = 1
.
Since sp = (1 n)(2 n) · · · (n− 1 n), we obtain
(πϕ (sp)U1U2 · · ·Unξϕ, ξϕ)
= (πϕ ((1 n)(2 n) · · · (n− 2 n))U1U2 · · ·πϕ ((n− 1 n))Un−1Unξϕ, ξϕ)
= (πϕ ((1 n)(2 n) · · · (n− 2 n))U1U2 · · ·φn,n−1 (Un−1) πϕ ((n− 1 n))Unξϕ, ξϕ) .
Hence, using S∞-invariance of ϕ and lemma 21, for any N > n we have
(πϕ (sp)U1U2 · · ·Unξϕ, ξϕ) = (πϕ ((n− 1 N)sp(n− 1 N))U1U2 · · ·Unξϕ, ξϕ)
= (πϕ ((1 n)(2 n) · · · (n− 2 n))U1U2 · · ·φn,n−1 (Un−1)πϕ ((N n))Unξϕ, ξϕ) .
Approaching the limit as N →∞, we obtain
(πϕ (sp)U1U2 · · ·Unξϕ, ξϕ)
= (πϕ ((1 n)(2 n) · · · (n− 2 n))U1U2 · · ·Un−2φn,n−1 (Un−1)OnUnξϕ, ξϕ) .
Since φn,n−1 (Un−1)On, then, by the obvious induction, we have
(πϕ (sp)U1U2 · · ·Unξϕ, ξϕ)
= (φn,1 (U1)Onφn,2 (U2)On · · ·φn,n−2 (Un−2)Onφn,n−1 (Un−1)OnUnξϕ, ξϕ) .
The next statement is an analogue of Theorem 1 from [8].
Lemma 24. Let [a, b] belongs to [−1, 0] or [0, 1]. with the property . Denote by
E
(i)
[a,b] the spectral projection of self-adjoint operator Oi. If min {|a|, |b|} > ε > 0
then
(
E
(i)
[a,b]ξϕ, ξϕ
)2
≥ ε
(
E
(i)
[a,b]ξϕ, ξϕ
)
.
This result may be proved in much the same way as theorem 1 from [8]. For
convenience we give below the full proof of lemma 24.
Proof. Using Lemma 20, we have∣∣∣(πϕ ((i, i+ 1))E(i)[a,b]ξϕ, E(i)[a,b]ξϕ)∣∣∣ =∣∣∣(OiE(i)[a,b]ξϕ, E(i)[a,b]ξϕ)∣∣∣ > ε ∣∣∣(E(i)[a,b]ξϕ, ξϕ)∣∣∣ . (99)
Hence, applying (96) and lemma 21, we obtain
E
(i)
[a,b]πϕ ((i, i+ 1))E
(i)
[a,b] = E
(i)
[a,b]E
(i+1)
[a,b] πϕ ((i, i+ 1)) =
E
(i)
[a,b]E
(i+1)
[a,b] πϕ ((i, i+ 1))E
(i)
[a,b]E
(i+1)
[a,b] .
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Therefore, ∣∣∣(πϕ ((i, i+ 1))E(i)[a,b]ξϕ, E(i)[a,b]ξϕ)∣∣∣
=
∣∣∣(πϕ ((i, i+ 1))E(i)[a,b]E(i+1)[a,b] ξϕ, E(i)[a,b]E(i+1)[a,b] ξϕ)∣∣∣
≤
∣∣∣(E(i)[a,b]E(i+1)[a,b] ξϕ, ξϕ)∣∣∣ (Lemma 22)= (E(i)[a,b]E(i+1)[a,b] ξϕ, ξϕ)2 .
Hence, using (99), we obtain the statement of lemma 24.
Let P
(i)
0 be the orthogonal projection on KerOi. Put P
(i)
± = I − P
(i)
0 .
Lemma 25. Vector ξϕ is separating for w
∗-algebra P (j)± AjP
(j)
± .
Proof. Let V ∈ P
(j)
± AjP
(j)
± and let V ξϕ = 0. It suffices to show that
(πϕ (g) ξϕ,OjV
∗πϕ (h) ξϕ) = 0 for all g, h ∈ G. (100)
First we note that, by S∞-invariance ϕ,
πϕ (s)V πϕ
(
s−1
)
ξϕ = 0 for all s ∈ S∞. (101)
Further, if g ∈ GN then for all n > N
πϕ ((j n))V
∗πϕ ((j n))πϕ (g) = πϕ (g)πϕ ((j n)) V ∗πϕ ((j n)) .
Hence, using definition of Oj (see proposition 19),
(πϕ (g) ξϕ,OjV
∗πϕ (h) ξϕ) = lim
n→∞
(πϕ (g) ξϕ, πϕ ((j n))V
∗πϕ (h) ξϕ)
= lim
n→∞
(
πϕ ((j n))V πϕ ((j n)) ξϕ, πϕ
(
g−1
)
πϕ ((j n))πϕ (h) ξϕ
) (101)
= 0.
Thus (100) is proved.
The following statement is well known for the case of separating vector ξϕ
(see [8]). In our case it follows from lemmas 24 and 25.
Corollary 26. There exist at most countable set of numbers αi from [−1, 0) ∪
(0, 1] and a set of the pairwise orthogonal projections
{
P
(j)
αi
}
⊂ Aj such that
Oj = P
(j)
0 +
∑
i
αiP
(j)
αi . (102)
Lemma 27. Let α, β ∈ Spectrum Oj. If αβ < 0 then P
(j)
α AjP
(j)
β = 0.
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Proof. By lemma 25, it suffices to show that
P (j)α UP
(j)
β ξϕ = 0 for all U ∈ Aj. (103)
First we note that∥∥∥P (j)α UP (j)β ξϕ∥∥∥2 = (P (j)β U∗P (j)α UP (j)β ξϕ, ξϕ) = 1α (P (j)β U∗P (j)α OjUP (j)β ξϕ, ξϕ) .
Hence, using proposition 23, we receive∥∥∥P (j)α UP (j)β ξϕ∥∥∥2 = 1α (P (j)β U∗P (j)α πϕ ((j j + 1))P (j)α UP (j)β ξϕ, ξϕ) . (104)
It follows from lemma 21 that∥∥∥P (j)α UP (j)β ξϕ∥∥∥2 = 1α (P (j)β U∗P (j)α φj+1,j (P (j)α UP (j)β )πϕ ((j j + 1)) ξϕ, ξϕ)
=
1
α
(
φj+1,j
(
P (j)α UP
(j)
β
)
P
(j)
β U
∗P (j)α πϕ ((j j + 1)) ξϕ, ξϕ
)
=
1
α
(
φj+1,j
(
P (j)α UP
(j)
β
)
πϕ ((j j + 1))φj+1,j
(
P
(j)
β U
∗P (j)α
)
ξϕ, ξϕ
)
=
1
α
(
P (j)α UP
(j)
β πϕ ((j j + 1))P
(j)
β U
∗P (j)α ξϕ, ξϕ
)
proposition 23
=
1
α
(
P (j)α UP
(j)
β OjP
(j)
β U
∗P (j)α ξϕ, ξϕ
)
=
β
α
(
P (j)α UP
(j)
β U
∗P (j)α ξϕ, ξϕ
)
≤ 0.
Therefore, (103) holds true.
The next assertion is an analogue of the theorem 2 from [8].
Lemma 28. Let α 6= 0 be the eigenvalue of operator Oj and let P
(j)
α be the cor-
responding spectral projection. Take any orthogonal projection P ∈ P
(j)
α AjP
(j)
α
and put ν(P ) = (Pξϕ, ξϕ) /|α|. Then ν(P ) ∈ N ∪ {0}.
Proof. We use the arguments of Kerov, Olshanski, Vershik [1] and Okounkov
[8]. Let j = 1.
First consider the case α > 0. For n ∈ N put ηn =
∏n−1
m=0 φ1+m,1(P )ξϕ. Let
s ∈ Sn. In each orbit p ∈ N/s fix number s(p). Since
∏n−1
m=0 φ1+m,1(P ) is an
orthogonal projection and
πϕ(s) ·
n−1∏
m=0
φ1+m,1(P ) =
n−1∏
m=0
φ1+m,1(P ) · πϕ(s),
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then we have
(πϕ(s)ηn, ηn) =
(
πϕ(s)
n−1∏
m=0
φ1+m,1(P )ξϕ, ξϕ
)
lemma 22
=
∏
p∈{N/s:p⊂[1,n]}
πϕ(sp)∏
k∈p
φk,j(P )ξϕ, ξϕ

prop 23
=
∏
p∈{N/s:p⊂[1,n]}
(
φs(p),1 (P ) · Os(p) · φs(p),1 (P ) · Os(p) · · · Os(p) · φs(p),1 (P ) ξϕ, ξϕ
)
=
∏
p∈{N/s:p⊂[1,n]}
α|p|−1
(
φs(p),1 (P ) ξϕ, ξϕ
)
= αnν l(s),
(105)
where l(s) is the number of cycles in the decomposition of permutation s.
Now define orthogonal projection Alt(n) ∈ πϕ (S∞)
′′ ⊂ πϕ(G)′′ by
Alt(n) =
1
n!
∑
s∈Sn
sign (s) πϕ(s). (106)
Using (105), we obtain:
(Alt(n)ηn, ηn) = α
n
∑
s∈Sn
sign (s) ν l(s). (107)
In the same way as in [8], applying equality:∑
s∈Sn
sign (s) ν l(s) = ν(ν − 1) · · · (ν − n+ 1),
we have
0 ≤ (πϕ(s)ηn, ηn) = ν(ν − 1) · · · (ν − n+ 1). (108)
Therefore, ν ∈ N ∪ {0}.
The same proof remains for α < 0. In above reasoning operator Alt(n) it is
necessary to replace by Sym(n) = 1n!
∑
s∈Sn
πϕ(s).
For α ∈ SpectrumOj denote by P
(j)
α the corresponding spectral projec-
tion (see corollary 26 ). It follows from lemmas 25 and 28 that for α 6= 0
w∗-algebra P (j)α AjP
(j)
α is finite dimensional. Therefore, there exists finite col-
lection
{
P
(j)
α,i
}nα
i=1
⊂ P
(j)
α AjP
(j)
α of the pairwise orthogonal projections with the
properties:
P
(j)
α,i ξϕ 6= 0 and P
(j)
α,i is minimal for all i = 1, 2, . . . , nα;
nα∑
i=1
P
(j)
α,i = P
(j)
α .
(109)
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Proposition 29. Let Oj = P
(j)
0 +
∑
i
αiP
(j)
αi . Put P
(j)
+ =
∑
i:αi>0
P
(j)
αi , P
(j)
− =∑
i:αi<0
P
(j)
αi and P
(j)
± = P
(j)
+ + P
(j)
− . Then for each U ∈ Aj
P
(j)
± UP
(j)
0 ξϕ = 0.
Proof. It is suffice to prove that P
(j)
α UP
(j)
0 ξϕ = 0 for all nonzero α ∈
SpectrumOj . But this fact follows from the next relations:(
P (j)α UP
(j)
0 ξϕ, P
(j)
α UP
(j)
0 ξϕ
)
=
(
P
(j)
0 U
∗P (j)α UP
(j)
0 ξϕ, ξϕ
)
=
1
α
(
P
(j)
0 U
∗OjP (j)α UP
(j)
0 ξϕ, ξϕ
)
lemma 20
=
1
α
(
P
(j)
0 U
∗πϕ ((j j + 1))P (j)α UP
(j)
0 ξϕ, ξϕ
)
=
1
α
(
P
(j)
0 U
∗P (j+1)α · φj+1,j(U) · P
(j+1)
0 πϕ ((j j + 1)) ξϕ, ξϕ
)
=
1
α
(
P (j+1)α · φj+1,j(U) · P
(j+1)
0 · P
(j)
0 U
∗πϕ ((j j + 1)) ξϕ, ξϕ
)
=
1
α
(
P (j+1)α · φj+1,j(U) · P
(j+1)
0 · πϕ ((j j + 1))P
(j+1)
0 · φj+1,j (U
∗) ξϕ, ξϕ
)
lemma20
=
1
α
(
P (j+1)α · φj+1,j(U) · P
(j+1)
0 · Oj+1 · P
(j+1)
0 · φj+1,j (U
∗) ξϕ, ξϕ
)
= 0.
Put H(j)reg =
[
AjP
(j)
0 ξϕ
]
and H(j)± =
[
AjP
(j)
± ξϕ
]
. The next assertion follows
from the previous proposition.
Corollary 30. (a) Subspaces H(j)reg and H
(j)
± are orthogonal for each j ∈ N;
(b) if
∑
α∈SpectrumOj :α6=0
|α| · ν
(
P
(j)
α
)
= 1 (see lemma 28) then P
(j)
0 ξϕ = 0.
Proof. Property (a) at once follows from proposition 29. To prove (b) we note
that 1 =
∥∥∥P (j)0 ξϕ∥∥∥2 + ∑
α∈SpectrumOj :α6=0
∥∥∥P (j)α ξϕ∥∥∥2 lemma 28= ∥∥∥P (j)0 ξϕ∥∥∥2
+
∑
α∈SpectrumOj ,α6=0
α · ν
(
P
(j)
α
)
. Therefore,
∥∥∥P (j)0 ξϕ∥∥∥2 = 0.
Lemma 31.
(
UOjV P
(j)
0 ξϕ, P
(j)
0 ξϕ
)
= 0 for all U, V ∈ Aj.
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The proof follows from the next relations:(
UOjV P
(j)
0 ξϕ, P
(j)
0 ξϕ
)
lemma20
=
(
U · πϕ ((j j + 1)) · V P
(j)
0 ξϕ, P
(j)
0 ξϕ
)
=
(
P
(j)
0 · U · φj+1,j(V ) · P
(j+1)
0 · πϕ ((j j + 1)) ξϕ, ξϕ
)
=
(
φj+1,j(V ) · P
(j+1)
0 · P
(j)
0 · U · πϕ ((j j + 1)) ξϕ, ξϕ
)
=
(
φj+1,j(V ) · P
(j+1)
0 · πϕ ((j j + 1)) · P
(j+1)
0 · φj+1,j(U)ξϕ, ξϕ
)
lemma20
=
(
φj+1,j(V ) · P
(j+1)
0 · Oj+1 · P
(j+1)
0 · φj+1,j(U)ξϕ, ξϕ
)
= 0.
Proposition 32. Let
{
P
(j)
α,i
}nα
i=1
(α ∈ {SpectrumOj} \ 0) are the same as in
(109). If P
(j)
α,i · P
(j)
β,k = 0 then
(
P
(j)
α,i · U · P
(j)
β,kξϕ, ξϕ
)
= 0 for all U ∈ Aj.
Proof. The statement follows from the next relations:(
P
(j)
α,i · U · P
(j)
β,kξϕ, ξϕ
)
= 1α
(
P
(j)
α,i · Oj · U · P
(j)
β,kξϕ, ξϕ
)
lemma20
= 1α
(
P
(j)
α,i · πϕ ((j j + 1)) · U · P
(j)
β,kξϕ, ξϕ
)
=
1
α
(
P
(j)
α,i · φj+1,j(U) · P
(j+1)
β,k · πϕ ((j j + 1)) ξϕ, ξϕ
)
= 1α
(
φj+1,j(U) · P
(j+1)
β,k · P
(j)
α,i · πϕ ((j j + 1)) ξϕ, ξϕ
)
= 1α
(
φj+1,j(U) · P
(j+1)
β,k · πϕ ((j j + 1)) · P
(j+1)
α,i ξϕ, ξϕ
)
lemma20
= 1α
(
φj+1,j(U) · P
(j+1)
β,k · Oj+1 · P
(j+1)
α,i ξϕ, ξϕ
)
=
(
φj+1,j(U) · P
(j+1)
β,k · P
(j+1)
α,i ξϕ, ξϕ
)
= 0.
Now we give important
Corollary 33. Let P
(j)
+ and P
(j)
− are the same as in proposition 29. Then
subspaces
[
AjP
(j)
+ ξϕ
]
and
[
AjP
(j)
− ξϕ
]
are orthogonal.
Proposition 34. Let
{
P
(j)
α,i
}nα
i=1
(α ∈ {SpectrumOj} \ 0) are the same as in
proposition 32. If there exists unitary U ∈ Aj such that U ·P
(j)
α,i ·U
∗ = P (j)β,k then“
P
(j)
α,iξϕ,ξϕ
”
|α| =
“
P
(j)
β,k
ξϕ,ξϕ
”
|β| .
Proof. Let κα =
(
P
(j)
α,i ξϕ, ξϕ
)
/|α| and κβ =
(
P
(j)
β,kξϕ, ξϕ
)
/|β|. By lemma 28,
κα, κβ ∈ N. Suppose for the convenience that j = 1. For any n ∈ N, using (106)
32
and (107), we obtain(
Alt(n)
n∏
m=1
φm,1
(
P
(1)
α,i
)
ξϕ,
n∏
m=1
φm,1
(
P
(1)
α,i
)
ξϕ
)
= |α|n
n−1∏
m=0
(κα −m) ;(
Alt(n)
n∏
m=1
φm,1
(
P
(1)
β,k
)
ξϕ,
n∏
m=1
φm,1
(
P
(1)
β,k
)
ξϕ
)
= |β|n
n−1∏
m=0
(κβ −m) .
(110)
This implies for n = κα + 1 that(
Alt(κα + 1)
κα+1∏
m=1
φm,1
(
P
(1)
α,i
)
ξϕ,
κα+1∏
m=1
φm,1
(
P
(1)
α,i
)
ξϕ
)
= 0. (111)
Further, applying relation
Alt(n) ·
n∏
m=1
φm,1(a) =
n∏
m=1
φm,1(a) · Alt(n) (for all a ∈ A1),
we get
0 ≤
(
Alt(κα + 1) ·
κα+1∏
m=1
P
(m)
β,k ξϕ,
κα+1∏
m=1
P
(m)
β,k ξϕ
)
=
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i φm,1 (U
∗) ξϕ,
κα+1∏
m=1
P
(m)
α,i φm,1 (U
∗) ξϕ
)
=
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i φm,1 (U
∗) ξϕ,
κα+1∏
m=1
φm,1 (U
∗) ξϕ
)
= 1ακα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i Omφm,1 (U
∗) ξϕ,
κα+1∏
m=1
φm,1 (U
∗) ξϕ
)
lemma 20
= 1ακα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i πϕ ((m κα + 1))φm,1 (U
∗) ξϕ,
κα+1∏
m=1
φm,1 (U
∗) ξϕ
)
= 1ακα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i φm+κα+1,1 (U
∗)πϕ ((m κα + 1)) ξϕ,
κα+1∏
m=1
φm,1 (U
∗) ξϕ
)
= 1ακα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i πϕ ((m κα + 1)) ξϕ,
κα+1∏
m=1
φm+κα+1,1 (U
∗)φm,1 (U∗) ξϕ
)
≤ 1|α|κα+1
∥∥∥∥Alt(κα + 1) κα+1∏
m=1
P
(m)
α,i πϕ ((m κα + 1)) ξϕ
∥∥∥∥
= 1|α|κα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i πϕ ((m κα + 1)) ξϕ, πϕ ((m κα + 1)) ξϕ
)1/2
S∞-centrality of ϕ
= 1|α|κα+1
(
Alt(κα + 1)
κα+1∏
m=1
P
(m)
α,i ξϕ, ξϕ
)1/2
(111)
= 0.
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Hence, applying (110), we have(
Alt(κα + 1) ·
κα+1∏
m=1
P
(m)
β,k ξϕ,
κα+1∏
m=1
P
(m)
β,k ξϕ
)
= |β|κα+1κβ (κβ − 1) (κβ − 2) (κβ − κa) = 0.
Therefore, κα ≥ κβ . Similarly, κα ≤ κβ.
4.3 The proof of theorem 18. Now we will give the description of param-
eters (A, ρ) from paragraph 2.1, corresponding to ϕ.
First we describe the structure of w∗-algebra P˜ (j)± Aj,
3 where P˜
(j)
± is the
orthogonal projection of [Ajξϕ] onto
[
AjP
(j)
± ξϕ
]
4.
Let C
(j)
± be the center of P˜
(j)
± Aj. Denote by c(P ) ∈ C
(j)
± the central support
of projection P ∈ P˜
(j)
± Aj. Let us prove that
c
(
P
(j)
±
)
= P˜
(j)
± . (112)
Indeed, if F = P˜
(j)
± − c
(
P
(j)
±
)
, then for all B ∈ Aj we have FBP
(j)
± ξϕ =
BFP
(j)
± ξϕ = 0. Therefore, F = 0.
Since for any nonzero α ∈ {SpectrumOj} \ 0 in P
(j)
α AjP
(j)
α there exists fi-
nite collection
{
P
(j)
α,i
}nα
i=1
of the minimal projections with properties (109), then
w∗-algebra P (j)± AjP
(j)
± is ∗-isomorphic to the direct sum of full matrix algebras.
Thus, using (112), we find the collection {Fm}
N
m=1 of pairwise orthogonal pro-
jections from C
(j)
± such that Fm · P˜
(j)
± Aj ·Fm is a factor of the type Ikm . Denote
Fm · P˜
(j)
± Aj ·Fm byMkm . That is P
(j)
± AjP
(j)
± is isomorphic toMk1⊕Mk2⊕ . . ..
Let
{
e
(m)
pq
}km
p,q=1
be the matrix unit of Mkm . Without loss of the generality we
suppose that for certain lm ≤ km⋃
m
{
e(m)pp
}lm
p=1
⊂
⋃
α∈SpectrumOj , α6=0
{
P
(j)
α,i
}nα
i=1
and
{⋃
m
{
e(m)pp
}km
p=lm+1
} ⋂  ⋃
α∈SpectrumOj , α6=0
{
P
(j)
α,i
}nα
i=1
 = ∅.
(113)
By lemmas 25, 28 and propositions 32, 34, minimal projections
⋃
m
{
e
(m)
pp
}lm
p=1
satisfy the next conditions
3 see page 26 for the definition of Aj
4P
(j)
±
is defined in proposition 29
34
• (a) if e
(m)
pp · Oj = αp · e
(m)
pp , where αp ∈ Spectrum \ 0, then there exists
natural qm such that
(e(m)pp ξϕ,ξϕ)
|αp| = qm for all p = 1, 2, . . . , lm;
• (b) if p 6= q then
(
e
(m)
pq ξϕ, ξϕ
)
= 0 for all p, q = 1, 2, . . . , lm; m =
1, 2, . . . , N .
Further, using (113), for p > lm we have
e(m)pp · P
(j)
0 = e
(m)
pp .
It follows from this and proposition 29 that(
e(m)pq ξϕ, ξϕ
)
= 0 for p = 1, 2, . . . , lm; q = lm + 1, lm + 2, . . . , km. (114)
Let us prove that(
e(m)pq ξϕ, ξϕ
)
= 0 for p, q = lm + 1, lm + 2, . . . , km. (115)
For this it suffices to prove the next equality:(
e(m)pp ξϕ, ξϕ
)
= 0 for p, q = lm + 1, lm + 2, . . . , km. (116)
Fix p > lm. Applying proposition 23, we have(
e
(m)
pp ξϕ, ξϕ
)
= 1α1
(
e
(m)
p1 · Oj · e
(m)
1p ξϕ, ξϕ
)
proposition 23
= 1α1
(
πϕ ((j j + 1)) · φj+1,j
(
e
(m)
p1
)
· e
(m)
1p ξϕ, ξϕ
)
= 1α1
(
πϕ ((j j + 1)) · e
(m)
1p · φj+1,j
(
e
(m)
p1
)
ξϕ, ξϕ
)
= 1α1
(
φj+1,j
(
e
(m)
1p
)
· πϕ ((j j + 1)) · φj+1,j
(
e
(m)
p1
)
ξϕ, ξϕ
)
= 1α1
(
πϕ ((j n)) · φj+1,j
(
e
(m)
1p
)
· πϕ ((j j + 1)) · φj+1,j
(
e
(m)
p1
)
· πϕ ((j n)) ξϕ, ξϕ
)
= 1α1
(
φj+1,j
(
e
(m)
1p
)
· πϕ ((j + 1 n)) · φj+1,j
(
e
(m)
p1
)
ξϕ, ξϕ
)
= lim
n→∞
1
α1
(
φj+1,j
(
e
(m)
1p
)
· πϕ ((j + 1 n)) · φj+1,j
(
e
(m)
p1
)
ξϕ, ξϕ
)
= 1α1
(
φj+1,j
(
e
(m)
1p
)
· Oj+1 · φj+1,j
(
e
(m)
p1
)
ξϕ, ξϕ
)
= 1α1
(
e
(m)
1p · Oj · e
(m)
p1 ξϕ, ξϕ
)
(113)
= 0.
Thus (116) and (115) are proved.
Define ϕ̂ ∈ πϕ (G)
′′
∗ by ϕ̂(a) = (aξϕ, ξϕ). Denote by Mqm the alge-
bra of all complex matrices and put Nm = Mkm ⊗ Mqm , A
(m) =
lm∑
p=1
αp ·
e
(m)
pp ∈ Mkm (see property (a) and (113)). Consider w
∗-algebra A˜j =(
N⊕
m=1
FmAjFm ⊗Mqm
)⊕(
I − P˜
(j)
±
)
Aj. Observe that there exists the nat-
ural embedding
Aj ∋ a
i
7→
N∑
m=1
(FmaFm ⊗ I) +
(
I − P˜
(j)
±
)
a ∈ A˜j. (117)
Now, using properties (a)-(b), (114) and (115), we have for all a ∈ Aj
ϕ̂ (a) =
N∑
m=1
Trm
(
a
∣∣∣A(m)∣∣∣⊗ I)+ (a(I − P˜ (j)± ) ξϕ, ξϕ) , (118)
where Trm is ordinary trace
5 on Nm.
Now we define parameters
{
H, A, ρ, ξˆ
}
from paragraph 2.1 such that
ϕ = ψρA ( see proposition 10). (119)
For this purpose we fix in each Nm = Mkm ⊗ Mqm minimal projection em.
Define state f on A˜j by
f (a˜) =
N∑
m=1
Trm (ema˜em)
(
a˜ ∈ A˜j
)
. (120)
Let (Rf ,Hf , ξf ) be the corresponding GNS-representation of A˜j. Now we define
H by
H = Hf ⊕
[(
I − P˜
(1)
±
)
A1ξϕ
]
⊕
[(
I − P˜
(2)
±
)
A2ξϕ
]
⊕ . . . . (121)
Representation ρ acts on ηp ∈
[(
I − P˜
(p)
±
)
Apξϕ
]
as follows
ρ (γ) ηp = πϕ
((
e, . . . ,
p−th
γ , e, . . .
))
ηp. (122)
If η ∈ Hf then
ρ (γ) η = Rf ◦ i
(
πϕ
((
e, . . . ,
j−th
γ , e, . . .
)))
η. (123)
Operator A is defined by
Aη =
 Rf ◦ i
(
N∑
m=1
A(m)
)
η, if η ∈ Hf ,
0, if η ∈
[(
I − P˜
(p)
±
)
Apξϕ
]
.
(124)
5If e is minimal projection from Nm then Trm(e) = 1.
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In the case
∑
α∈SpectrumOj, α6=0
|α|ν
(
P
(j)
α
)
=
N∑
m=1
km∑
p=1
|αp| < 1 (see corollary 30
and property (a)) vector ξˆ is defined by
ξˆ =
(
I − P˜
(1)
±
)
ξϕ∥∥∥(I − P˜ (1)± ) ξϕ∥∥∥ . (125)
Now it follows from (118) that for a ∈ Aj
ϕ̂(a) = Tr (Rf (i(a)) · |A|)
+
∥∥∥(I − P˜ (1)± ) ξϕ∥∥∥(πϕ ((1 j)) · a · πϕ ((1 j)) ξˆ, ξˆ) . (126)
Hence, applying lemma 22, proposition 23 and definition of ψρA, we can to receive
equality (119). In particular, lemma 27 implies property (3) from paragraph
2.1.
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