This paper considers the single-item single-stocking non-stationary stochastic lot-sizing problem under correlated demand. By operating under a nonstationary (R, S) policy, in which R denote the reorder period and S the associated order-up-to-level, we introduce a mixed integer linear programming (MILP) model which can be easily implemented by using off-theshelf optimisation software. Our modelling strategy can tackle a wide range of time-seriesbased demand processes, such as autoregressive (AR), moving average(MA), autoregressive moving average(ARMA), and autoregressive with autoregressive conditional heteroskedasticity process(AR-ARCH). In an extensive computational study, we compare the performance of our model against the optimal policy obtained via stochastic dynamic programming. Our results demonstrate that the optimality gap of our approach averages 2.28% and that computational performance is good.
Introduction
Stochastic lot sizing is an important area of research in inventory control [2] . Since the pioneering work [29] proved the optimality of (s, S) policies for a class of dynamic inventory models, a sizeable literature focused on the computation of the optimal policy parameters has emerged (see, for example, [1, 13, 37] ). The (s, S) policy allows decision makers to decide dynamically at each time period whether or not to place an order, by checking if the inventory level is below the reorder threshold s; and how much to order, by "topping" inventory up to level S. However, as pointed out in [35] , this policy performs poorly in terms of "nervousness", i.e. lack of planning stability. In this regard, [8] discussed the other two policies: static, and static-dynamic uncertainty. The static uncertainty strategy, know as (R, Q), enables decision makers to decide the timing R and size Q of replenishments at the beginning of the planning horizon. The static-dynamic uncertainty strategy, known as (R, S) policy, provides an effective means of reducing planning instability and coping with demand uncertainty. Under this policy, both inventory reviews R and associated order-upto-levels S are fixed at the beginning of the planning horizon, while actual order quantities are decided upon only after demand has been observed. In this paper, we focus our attention on the (R, S) policy.
Several approaches for computing optimal (R, S) policy parameters have been proposed, e.g.: [8, 26, 33, 34] . A common assumption in all these studies is that random demand in each period is independent of demand in other periods. However, as discussed in [31] , environmental factors, such as economic conditions, market conditions, and any exogenous conditions, have major effects on the demand for a product, the supply, and the cost structure. In this regards, the goal of this paper is to relax the assumption of independence for demand in different periods.
Correlated demand has been previously investigated in the inventory literature. Authors attempted to either prove the optimality of (s, S) policy, or compute optimal policy parameters with different types of demand correlations over the planning horizon. However, to the best of our knowledge, no study on computing (R, S) policies under time-series-based demand processes exists.
In this paper, we consider a periodic-review single-item single-stocking location lot-sizing problem under non-stationary stochastic correlated demand. We build upon [26] , which discussed a mixed integer linear programming (MILP) heuristic for approximating the optimal (R, S) policies under stochastic demand independent from period to period. We leverage properties of conditional distributions, and present an MILP-based heuristic for approximating optimal (R, S) policies under normally distributed demand featuring correlation across periods as well as under a collection of time-series-based demand processes. Our approach offers a stable replenishment plan while effectively hedging against uncertainty. Our model can be easily implemented and solved by using off-the-shelf mathematical programming packages such as IBM ILOG optimisation studio.
Our contributions to the literature on stochastic lot-sizing are the following.
• We develop a stochastic programming formulation which captures the (R, S) policy under correlated demand -to the best of our knowledge this is the first time the (R, S) policy has been formally derived in the form of a functional equation.
• We present an MILP-based heuristic for approximating optimal (R, S) policies under normally distributed demand featuring correlation across periods; our MILP model can be easily solved by using off-the-shelf software.
• We illustrate how to adapt the model to a collection of time-series-based demand processes: the autoregressive(AR) process, the moving-average(MA) process, the autoregressive moving-average(ARMA) process, and the autoregressive with autoregressive conditional heteroskedasticity(AR-ARCH) process.
• Our computational experiments demonstrate that the MILP heuristic provides tight optimality gaps and good computational times.
The rest of this paper is organised as follows. Section 2 surveys the related literature. Section 3 gives basic properties of multivariate normal distribution, and the stochastic dynamic programming (SDP) formulation with correlated demands. Section 4 presents the stochastic programming which captures the (R, S) policy. Section 5 presents the MILP model with correlated demands. Section 6 shows how the MILP model can be extended to cover a collection of time-series-based demand processes. Section 7 shows a extensively computational study. Finally, we draw conclusions in Section 8.
Literature review
In this section, we first survey literature on (R, S) policy addressing the case of identically and independently distributed demand in each period. We then survey literature on correlated demand; in this stream of literature most studies focused on establishing the optimality of (s, S) policies under a range of time-series-based demand processes. This paper differs from the ongoing research by considering (R, S) policy under normally distributed demand featuring correlation across periods as well as under a collection of time-series-based demand processes.
The (R, S) policy with identical independent demand has been extensively studied. In their seminal work [8] proposed a two-stage deterministic equivalent heuristic which first fixes replenishment periods, and then determines order quantities for a single item inventory system with fixed and proportional ordering costs, holding cost, and service level constraints. Later, [33] formulated a mixed integer programming (MIP) model for determining both timing and quantity of orders simultaneously. In a follow-up study, [34] incorporated penalty costs. [32] relaxed the original MIP model of [33] , and solved it as a shortest path problem which does not require the use of any MIP or constraint programming (CP) commercial solver. In addition, [24] showed a DPbased algorithm for solving small-size problems, and a approximation heuristic and a relaxation heuristic for tackling larger-size problems; [36] suggested a deterministic equivalent MIP model. Recently, [26] generalised the discussions above, developed a unified MILP model with service level constraints, penalty costs, and lost sale settings by adopting the piecewise linear approximation technique in [28] . Although various efficient modelling approaches were proposed, they generally assume that demands are identically independent distributed, which is often unrealistic. In this paper we build upon [26] and present an MILP-based heuristic for approximating (R, S) policies with correlated demands.
Literature on correlated demand can be roughly classified into two streams. The first stream focused on establishing the optimality of (s, S) policy; while the second focused on performances of different policies with different time-series-based demand processes.
In relation to establishing the optimality of (s, S) policy under correlated demand, [17] studied the case of markovian demand considering fixed and unit ordering cost, holding cost and shortage cost. [30] established optimality of (s, S) policy for a generalization of classical inventory models, including non-ordering periods, finite storage capacities, and service levels. [5] incorporated convex surplus cost into the model and proved the optimality from the viewpoint of minimising the longrun average cost of inventory/backlog and ordering. [21] proposed the first perishable inventory model with markovian renewal demand, and proved the optimal policy is (s, S) type. Multiechelon models incorporating markov-modulated demand are discussed in [10, 16] . Other studies have shown that the optimality of the (s, S) policy can be generalized to cases involving unbounded Markovian demands [6] , unrealiable suppliers [23] , and polynomial growth demand, returns, and cost functions [20] .
Regarding performances of different policies with time-series-based demand processes, a widely adopted policy is the base stock policy. Under this policy, if the opening inventory level at the beginning of the time period is less than the base stock level, then an order is issued to increase its inventory level to the base stock level; otherwise, no order is issued. [18] proved the optimality of the 'base stock policy for single-item periodic ordering systems with proportional holding and stock-out costs and zero lead time for both Autoregressive (AR) and Moving Average (MA) demand processes under the condition that demands fall in a certain lower and upper bounds, but without actually computing the optimal values. [15] developed a single-item inventory model under a deterministic lead-time and an integrated moving average process. [12] approximated the optimal base stock level when the demand is time-correlated with a Martingale model of forecast evolution, and provided a simple, easy-to-compute closed form expression for base stock level and average system costs under, in particular, the AR(1) process.
Other policies with time-series-based demand processes are the following. [25] focused on calculating the "reorder level" policy with random lead time, and AR and MA demand processes. [14] presented a straightforward method for computing optimal policies with correlated AR and MA demand process, and arbitrary lead times for the (s, S) policy. Recently, [9] adopted a robust approach to explore the single-item news-vendor problem with AR(P) demand processes. A closeform expression for computing optimal order quantity is found the AR(1) process, for the remain higher order AR processes, the problem is expressed as a solvable non-linear convex optimization programme. On the basis of our survey, no study has been found in the literature that addresses the (R, S) policy with time-series-based demand processes.
Capturing the behaviour of the demand process is integral to the analysis of inventory management systems [22] . All studies we surveyed either address (R, S) policy with independently distributed demand, or investigated specific demand correlations under the (s, S) policy or the base stock policy. The contribution of this paper is to present a MILP-based heuristic for approximating the optimal (R, S) policies with a collection of time-series-based demand processed, which has not been addressed yet in the literature.
Stochastic dynamic programming
We consider a stochastic lot-sizing problem over a T-period planning horizon. Demand d t in each period t = 1, . . . , T is a normally distributed random variable with probability density function g dt (ζ t ). We assume that distributions of demand in successive periods are not identically distributed, and in generally are correlated. A full list of symbols is available in Appendix A.
Let d be a n-variate multivariate normal random variable with meand and variance-covariance
We present two fundamental theorems for conditional distribution and linear transformation. 
Theorem 3.2 (Linear transformations [11] ).
Let ζ t |D t represent the demand of period t, given realised demand set D t = {ζ 1 , . . . , ζ t−1 } at the beginning of period t. The associated conditional probability density function is g dt (ζ t |D t ).
In what follows, we define variables I t , and Q t . I t , the inventory level at the end of period t, and the opening inventory level of period t + 1. Q t , the ordering quantity at the beginning of period t. Let I 0 represent the given initial inventory level at the beginning of the planning horizon.
We further assume that orders are placed at the beginning of each time period, and delivered instantaneously. There exist ordering costs c(·) comprising a fixed ordering cost K for placing an order, and a linear ordering cost c proportional to the order quantity Q t ; which takes the following form
Additionally, at the end of period t, a linear holding cost h is charged on every unit carried from one period to the next; a linear penalty cost b is occurred for each unmet demand. Given the above problem description, the objective is to schedule ordering plans so as to minimize the expected total cost. The problem can be formulated as a stochastic dynamic program [3] 2. State. Let S t denote the state of the system at the beginning of period t. State S t = {I t−1 , D t } includes the opening inventory level I t−1 of period t, and the realised demand information set D t = {ζ 1 , . . . , ζ t−1 }.
3.
Action. An action means to schedule an order with quantity Q t at the beginning of period t, Q t ∈ [0, ∞).
4. Immediate cost. Let f t (I t−1 , D t , Q t ) denote the immediate cost comprising fixed ordering, proportional ordering, holding, and penalty costs, given state S t = {I t−1 , D t } at the beginning of period t.
5. Objective function. Let C t (I t−1 , D t ) denote the expected total cost of an optimal policy over period t, . . . , T with state
can be written as, for t = 1, . . . , T − 1,
where
represents the boundary condition.
Example.
We illustrate the concepts introduced on a 4-period example. Demand d t in successive periods are correlated with covariance coefficient ρ = 0.5, d t in each time period are normally distributed with means µ t = {20, 40, 60, 40}, and standard deviations 0.25 * µ t . Other parameters are K = 100, h = 1, b = 10, c = 0, and I 0 = 0. We implement the stochastic dynamic programming, and observe the expected total cost is 378.0621(after 100 000 replications).
Towards an (R, S) policy
The (R, S) policy, proposed by [8] , features two parameters: R, and S. Under this policy, the review times R and the respective order-up-to-levels S are fixed at the beginning of the planning horizon. However, actual ordering quantities are decided at the beginning of each review period to reach the order-up-to-level.
In this section we introduce a stochastic programming model which captures the (R, S) policy. We begin by reformulating the stochastic dynamic programming with fixed timing of replenishments, defined as the "static ordering period" policy. We then fix the order-up-to-level of replenishments, thus obtaining a stochastic dynamic programming under (R, S) policy. Finally, we produce a stochastic programming model which captures the (R, S) policy.
"Static ordering period" policy
The "static ordering period" policy requires to fix the timing of replenishments at the beginning of the planning horizon, while the actual replenishment quantities are decided at the beginning of each ordering period.
We first introduce a binary variable δ t , for t={1, . . . , T}, which takes value 1 if a replenishment is placed in period t and 0 otherwise. Then, the ordering cost in Eq. (3) is replaced with follows,
for t = {1, . . . , T }, and Q t ≥ 0. Thus, the timing of replenishments are given by the values of t such that δ t = 1; the quantities of replenishments are given by values of Q t . At the beginning of the planning horizon, before demand information becomes available, the system state is S 1 = {I 0 }. The objective is to decide the ordering periods over the planning horizon, and the ordering quantity of period 1 so as to minimise the expected total cost. Let C 1 (I 0 ) represent the expected total cost of an optimal policy over periods 1, . . . , T , given the initial inventory level I 0 at the beginning of period 1.
Note that the constraint 0 ≤ Q 1 ≤ M δ 1 represents the order quantity must lie between 0 and a sufficiently large number, M . If an order is placed in period 1, i.e. δ 1 = 1, the order quantity must be a real positive number; otherwise, it is 0. Since the timing of replenishments are decided at the beginning of period 1, the objectives of period t, for t = {2, . . . , T }, are to decide the replenishment quantities such that the expected total costs are minimised, with given system state S t = {I t−1 , D t } at the beginning of period t. Then the expected total costĈ t (I t−1 , D t ) are, for t = {2, . . . , T − 1}
andĈ
Stochastic dynamic programming with (R, S) policy
In the last section, under the "static ordering period" policy, the ordering periods are decided at the beginning of the planning horizon, while the actual order quantities are decided at the beginning of each ordering period. In this section, under the (R, S) policy, not only ordering periods, but also the corresponding order-up-to-levels are fixed at the beginning of the planning horizon. Thus, the actual ordering quantities Q t are uniquely decided, at the beginning of each ordering period, by the order-up-to-levels S t and opening inventory levels I t−1 , i.e. Q t = S t − I t−1 if δ t = 1, and Q t = 0 otherwise.
1
At the beginning of the planning horizon, before demand information becomes available, the system's state is S t = {I 0 }. The objective is to determine {δ 1 , . . . , δ T } and {S 1 , . . . , S T } so as to minimise the expected total cost. LetC 1 (I 0 ) represent the expected total cost of an optimal policy over periods 1, . . . , T , given the initial inventory level I 0 at the beginning of period 1.
Note that the actual order quantity of period 1 is uniquely decided by Q 1 = S 1 − I 0 if a replenishment is placed, and 0 otherwise.
Since the replenishment review periods and order-up-to-levels are decided at the beginning of period 1, the objective of period t, for t = {2, . . . , T }, is to determine the ordering quantity, and calculate the expected total cost with pre-determined ordering schedules. Therefore, the expected total cost over period t, . . . , T with given opening inventory level I t−1 and realised demand information set D t is follows, for t = 2, . . . , T − 1,
andC
Since the ordering schedules are decided at the beginning of the planning horizon, the function C t (I t−1 , D t ), for t = {2, . . . , T }, only represents its linear relationship with order quantity Q t . Then the "min" symbol in Eq. (13)- (14) can be dropped. Therefore, the stochastic dynamic programming with (R, S) policy can be rewritten as follows.
where t = 2, . . . , T − 1, and
Stochastic programming with (R, S) policy
In this section we reformulate the stochastic dynamic programming as a stochastic programming model capturing the (R, S) policy. This reformulation is done by compacting Eq. (15)- (17), and replacing the immediate costs with Eq. (4). Then the stochastic programming formulation is given in Fig. 1 .
subject to, for t = 1, . . . , T Q t = (S t − I t−1 )δ t (19) The objective (18) is to decide the timing and order-up-to-level of replenishments at the beginning of the planning horizon so as to minimise the expected total cost comprising ordering, holding, and penalty costs. Constraints (19) describe the ordering quantity must be equal to order-up-to-level S t , minus the opening inventory level I t−1 if an order is placed, and 0 otherwise. Constraints (20) are the inventory conservation constraints, the close inventory I t must be equal to the initial inventory level, plus all orders received, minus all conditional demand realised up to period t. Constraints (20) set order quantity and order-up-to-level are non-negative; inventory level could be any real number; δ t is a binary variable.
We now simplify the stochastic programming in Fig.1 by applying the following lemma.
Lemma 4.1 (Law of total expectation [38]). If X is an integrable random variable (i.e. E[X]
< ∞) and Y is any random variable, not necessarily integrable, on the same probability space, then
i.e., the expected value of the conditional expected value of X given Y is the same as the expected value of X.
Thus, the expected value of the conditional expected value of the random demand d t , for t = {1, . . . , T }, given the realised demand informations set D t is the same as the expected value of unconditional d t . Therefore, the objective function (18) in Fig. 1 can be rewritten as follows.
The stochastic lot-sizing problem with correlated demand now can be regarded as the similar to the independent demand case, which has been extensively discussed in [26] . We will demonstrate how to approximate it in the next section.
Towards an MILP model
In this section we present a Mixed Integer Linear Programming (MILP) model for computing (R, S) policies. We start with tackling fixed replenishment cycle problems where replenishment periods and order-up-to-levels are given at the beginning of the planning horizon in Section 5.1. We then present the MILP model for computing optimal (R, S) policy parameters with correlated demands in Section 5.2.
Fixed replenishment cycle problems
Consider a single replenishment cycle over period i, . . . , j, where the only replenishment is placed at the beginning of period i with order-up-to-level S i , and the initial inventory level is I i−1 . 
and variance is the follows,
where X is the unit vector in R N , N is the number of periods (Theorem 3.2), abbreviated as
Let ζ it denote the value of random variable d it , for t = {i, . . . , j}. Since the only replenishment is placed at the beginning of period i, the closing inventory level of period t must equal to the order-up-to-level at the beginning of period i, minus the demand convolution over periods i, . . . , t, i.e. I t = S i − ζ it . Therefore, the expected excess back-orders of period t in Eq. (4) can be reformulated as,
And, the expected on-hand stocks of period t can be reformulated as,
Therefore, the expected total cost C ij (I i−1 , S i ) over periods i, . . . , j, given initial inventory I i−1 , and order-up-to-level S i at the beginning of period i, can be written as follows,
where δ t = {0, 1}, and Q t = (S i − I t−1 )δ t , for t = i, . . . , j. It is clear that, for the single replenishment cycle problem, δ i = 1, Q i = S i − I i−1 , δ t = 0, and Q t = 0, for t = i + 1, . . . , j.
Example.
We now demonstrate the modelling strategy discussed above on the 4-period example presented in Section 3. We assume the only replenishment is placed at the beginning of period 1, and the corresponding order-up-to-level is 160. We solve Eq. (28), and obtain the expected total cost is 508.75.
We now extend the above discussion to N replenishment cycles problems over periods i, . . . , j. We assume that the initial inventory level I i−1 , the replenishment cycles n, and the corresponding order-up-to-levels S n are fixed at the beginning of period i, where n = {1, . . . , N }, and i ≤ n ≤ j. Therefore, the expected total cost C ij (I i−1 , S n ) over periods i, . . . , j is the sum of the expected total cost of each single replenishment cycle n. The order quantity Q n of replenishment period n is uniquely decided by the opening inventory level I n−1 and the order-up-to-level S n , i.e. Q n = S n − I n−1 , for n = {1, . . . , N }, and i ≤ n ≤ j.
Example. We now demonstrate the multi-replenishment cycle problem discussed above on the 4-period problem presented in Section 3. We assume that the only two replenishments are placed in period 1 and 3, and the corresponding order-up-to-levels are 60 and 100. We observe that the expected total cost is 433.88.
MILP model for computing (R, S) policies
We now present the MILP model for determining optimal (R, S) policies; to approximate expected holding and penalty cost, we employ the piecewise linear approximation technique proposed by [26] .
We introduce a binary variable P jt which is set to one if the most recent replenishment up to period t was issued in period j, where j ≤ t -if no replenishment occurs before or at period t, then we let P 1t = 1, this allows us to properly account for demand variance from the beginning of the planning horizon. We observe that if P jt = 1, the closing inventory level of period t must equal to the order-up-to-level of period j, minus the demand convolution over periods j, . . . , t, i.e. I t = S j − ζ jt . Then, following Eq. (26)- (27) , the expected excess back-order and on-hand stock of period t can be written by means of the first order loss function and its complementary function, t j=1 L(S j , d jt )P jt , and t j=1L (S j , d jt )P jt . Additionally, since period j must be the only most recent order received up to period t, the following constraints must be satisfied.
In what follows, letB t ≥ 0 andH t ≥ 0 denote the upper bounds to the true values of t j=1 L(S j , d jt )P jt , and t j=1L (S j , d jt )P jt . We next employ the piecewise linear approximation technique proposed in [26, 28] for d jt to approximate the expected back-orders and on-hand stocks. This technique requires first to partition the support Ω of d jt into W disjoint subregions Ω 1 , . . . , Ω W . Then to fix a prior the probability mass p i = P r{d jt ∈ Ω i }, and to determine the conditional expectation E[d jt |Ω i ] with associated region Ω i . Finally, the Edmundson-Madansky upper bound can be applied to the expected back-order and on-hand stock.
2 Therefore,B t , and H t are formulated as follows, for t = 1, . . . , T , i = 1, . . . , W , where e jt W denote the approximation error. Note that t j=1 S j P jt =Ĩ t + t j=1d jt P jt .
For a special case of standard normal distribution, the piecewise linear approximation parameters p i , E[d jt |Ω i ], and e jt W are provided in [28] , for k = 1, . . . , W , t = 1, . . . , T , and j = 1, . . . , t. This can be applied for general normal distributions by using the standardisation formulaL(S j , d jt ) = σ jtL ( Sj −djt σjt , Z) in [28] , Lemma 7, where σ jt represents the standard deviation of the joint distribution d jt , and Z is a standard normal random variable. Note that the meand jt and standard deviation σ jt of the demand convolution d jt over periods j, . . . , t are calculated via Eq. (24) and (25) .
Finally, the expected proportional ordering cost can be reformulated as c T t=1 Q t = cĨ T + c T t=1d t − cI 0 by adopting the reformulation strategy originally introduced in [33] at p. 112. Therefore, the formulation in Fig. 1 can be reduced to an equivalent deterministic MILP model given in Fig. 2 .
The objective (33) is to decide the timing and order-up-to-level of replenishments so as to minimise the expected total cost comprising ordering, holding, and penalty costs with given initial inventory level I 0 . Constraints (34) ensure the non-negativity of replenishments. Constraints (35) are indicator constraints [4] capturing the reorder condition. Constraints (36) indicate the most recent replenishment before period t was issued in period j. Constraints (37) uniquely define in which the most recent replenishment prior to t took place. Constraints (38)-(39) are approximations of expected end of period t holding and penalty costs by means of the first order loss function. Constraints (40)-(41) set binary variables.
Subject to, for t = 1, . . . , T ,
P jt ∈ {0, 1}, j = 1, . . . , t
Figure 2: An MILP model for computing (R, S) policies with correlated demands By solving the model in Fig. (2) , the optimal (R, S) policies are obtained. Specifically, the review periods are obtained from δ t and P jt once for all, before any of the demands, d t , become known. The respective order-up-to-levels S t are obtained byĨ t +d t .
Example. We now use the same 4-period example in Section 3 to demonstrate the modelling strategy. We solve the MILP model presented in Fig. 2 , and observe that the review periods are 1, 3, and corresponding order-up-to-levels are 72.15, 120.01. The expected total cost is 383.03 (381.75 after 100 000 times simulation), and computational time is 0.19 seconds. Additionally, we compare it against the benchmark(SDP) in Table 1 Our model generalises the discussion in [26] , which discussed MILP model for approximating optimal (R, S) policy parameters when demands are identically independently distributed. Our MILP model exploits the law of total expectation and properties of joint distribution for computing optimal (R, S) policies under correlated demands. As we will show in the next section, our model can be immediately applied to a broad range of time series models drawn from the literatures.
Applications to time-series-based demand processes
In this section we apply the MILP model in Fig. 2 for approximating optimal (R, S) policies with time-series-based demand processes. Our discussion incorporates the Autoregressive process in Section 6.1, Moving Average process in Section 6.2, Autoregressive Moving Averaging process in Section 6.3, and Autoregressive with Autoregressive Conditional Heteroskedasticity progress in Section 6.4.
Recall that the MILP model in Fig. 2 is built upon properties of the joint distribution of demand convolution d jt over periods j, . . . , t. Once the mean and covariance matrix of demand convolution d jt are decided, the MILP model can be easily implemented and solved by using existing offthe-shelf software such as IBM ILOG Optimisation Studio. Therefore, in this section we mainly focus on presenting the mean, variance, and covariance matrix regarding different time-series-based demand processes.
Autoregressive process
An Autoregressive (AR) process predicts future behaviours based on past behaviours. It operates under the premise that there is some linear correlation between values in a time series and the values that precede and succeed them. Definition 6.1. (Autoregressive process of Order P). Consider a random variable d t , t = {1, . . . , T }, the Autoregressive process of order P , abbreviated AR(P), is defined by the equation
where β 0 , β 1 , . . . , β P are parameters of this model, and { t } is sequence of independent random variables with mean 0 and variance σ 2 .
AR(P) process has the following properties.
• Since the AR(P) is a weakly stationary process, it has constant mean E[
• Let γ |k| be the covariance of d t with itself at a different point in time, as the k th autocovariance. Then,
With the properties presented above and Theorem 3.2, the mean and covariance matrix of the demand convolution d jt over period j, . . . , t are pre-computed. Therefore, the stochastic lot-sizing problems with AR(P) demand process can be easily adjusted and solved with the MILP model in Fig. 2 . This problem is also resolvable via stochastic dynamic programming. However, since the current demand is linearly correlated to past P periods, the stochastic dynamic programming formulation is complex and hard to solve.
We note that, this AR demand process permits negative demand. However, in most industrial contexts, negative demand is unlikely or not allowed. Hence, as with any model, some judgement is required as to the applicability of this model of the demand process to the real world.
Moving average process
Regarding the AR(P) demand processes, the demand in period t depends on the realised demands of latest P periods, while its realised shocks have no effects on its current value. In this session we present the Moving Average model where the current demand depends on only current shock and realised shocks instead of demands.
Definition 6.2. (Moving Average process of Order Q). A Moving Average process of order Q (MA(Q)) has dynamics which follows
where θ 0 , θ 1 , . . . , θ Q are parameters of this model, and { t } is a sequence of independent random variables with mean 0 and variance σ 2 .
The MA(Q) process has the following properties.
• Since the MA(Q) is a weakly stationary process, it has constant process mean
Autoregressive Moving Average process
The AR process stipulates that the current value depends on its previous values and a new shock; while the current value in a MA process depends on both a new shock and previous shock. By putting these two processes together yields the complete class of Autoregressive Moving Average (ARMA) process.
Definition 6.3. (Autoregressive Moving Average process of Order P and Q). An Autoregressive Moving Average process with orders P and Q (ARMA(P,Q)) is defined as follows,
Where β 0 , β 1 , . . . , β P , and θ 1 , . . . , θ Q are parameters of this model, and { t } is a sequence of independent random variables with mean 0 and variance σ 2 .
The ARMA(P, Q) process has constant mean E[
cannot be easily expressed. 3 We take the ARMA(1,1) process as an example to show its mean, variance, and auto-covariance. The ARMA(1,1) is defined as,
It has the following properties.
• Since the ARMA(1,1) is a weakly stationary process, it has constant process mean E[d t ] = • Let γ |k| be the covariance of d t with itself at a different point in time, as the k th autocovariance. Then,
Autoregressive with Autoregressive Conditional Heteroskedasticity progress
We have discussed in previous sections that the AR, MA, and ARMA processes represent the correlations of current demand with realised information. This section will present a class of models where not only the current demand, but also the current shock depend upon the realised information. We first present the linear Autoregressive Conditional Heteroskedasticity(ARCH) progress originally introduced by Engle(1982), the time varying conditional variance is postulated to be a linear function of the past M squared innovations. We further present the Autoregressive with Autoregressive Conditional Heteroskedasticity progress(AR-ARCH) model. 
where α 0 , α 1 , . . . , α M are positive parameters.
Let F t denote the information set available at time t. The conditional mean of t is E[
An AR(P) process has an ARCH-free white-noise process { t } with variance σ 2 . If we assume that the white noise process { t } now is a ARCH(M) process, we have a more complicated AR(P) process with ARCH(M) effects. 
where µ t ∼ N (0, 1), β 0 , β 1 , . . ., β P , and α 0 , α 1 , . . ., α M are parameters of this model. Additionally, to ensure that t ≥ 0, we need α 0 > 0, and α m ≥ 0 for m ∈ {1, . . . , M }.
Like the AR(P) process, the AR(P)-ARCH(M) process is a weakly stationary process, it has stationary mean, variance, and covariance as follows.
• The unconditional mean of the AR(
• The k th auto-covariance is,
Computational experiments
In this section we present an extensive numerical study to gain insights of the performance of the MILP heuristic discussed in Section 5.2. We first design a test bed featuring instances defined over an 8-period planning horizon in section 7.1. On the test bed, we assess the behaviour of the optimality gap and the computational efficiency of the MILP heuristic on multivariate normally distributed demand. We then assess the computational performance of the MILP model on time-series-based demand processes over a 15-period planning horizon in Section 7.2. Numerical experiments are conducted by using the IBM ILOG CPLEX Optimization Studio 12.7 and MATLAB R2016a on a 3.2GHz Intel(R) Core(TM) with 8GB of RAM.
Multivariate normal distribution
We consider a test bed which includes 320 instances. Specially, we consider ten general multivariate normal distributed demand patterns displayed in Fig. 3 , comprising two life cycle patterns (LCY1 and LCY2), two sinusoidal patterns (SIN1 and SIN2), a stationary pattern (STA), a random pattern (RAND), and four empirical patterns (EMP1, ..., EMP4). Full details on the experimental set-up are given in Appendix C. We assume that the current demand is only related to its past one period demand with covariance coefficient ρ = {0.25, 0.5}. The fixed ordering cost K ranges in {200, 400}, the proportional ordering cost c ranges in {0, 1}, and the penalty cost b takes values {10, 20}. The proportional holding cost h = 1. We further assume that demands are normally distributed with coefficients of standard deviation c v = {0.15, 0.3} (note that σ dt = c v ·d t ). Since we operate under the assumption of normality, our models can be readily linearised by using the piecewise linearisation parameters available in [28] .
We set the SDP model discussed in Section 3 as a benchmark. We compare against this benchmark in terms of optimality gap and computational time. We first obtain optimal parameters for each test instance by implementing the SDP algorithm in Matlab. We then solve each test instance by implementing the MILP model in IBM ILOG CPLEX Optimization Studio. Specifically, for the MILP model, we employ eleven segments in the piecewise-linear approximations of B t and H t (for t = 1, . . . , T ) in order to guarantee reasonable computational performance. To estimate the cost of the policies obtained via our heuristics, we simulate all policies via Monte Carlo Simulation (100,000 replications). Table 2 gives an overview of optimality gaps(%) of the MILP model discussed in Section 5.2 for different pivoting parameters.The optimality gap is defined as the differences between the simulated expected total cost obtained via the MILP model and the SDP model. We observe that it is difficult to make a general remark on the demand patterns. An increase of fixed ordering cost, proportional ordering cost, and covariance coefficient slightly decrease the optimality gap; while an increase of penalty cost, and coefficient of variation increase the optimality gap. Specifically, when the fixed ordering cost increases from 200 to 300, the optimality gap decreases from 2.59% to 1.99%; while the optimality gap increases from 0.98% to 3.58% as the coefficient of variation increases from 0.15 to 0.3. On average, the optimality gap of the MILP heuristic on the multivariate demand is 2.28%.
We assess the accuracy of the MILP model by comparing the cost predicted by our model against the cost obtained via simulation in Table 2 . We notice that the average model accuracy is 0.47%.
We further adopt the receding horizon control( [19] ), with which we solve the lot-sizing problem at each time step to determine current optimal plan. At the next time step we repeat the procedure to determine the optimal plan, based on released information, with the time horizon shifted one step forward. We use Monte Carlo simulation to estimate the expected total cost, as a stopping criterion we impose a maximum estimation error of 0.03% of the estimated cost at 95% confidence. We present the RHC gap 4 , the differences between the expected total cost obtained via the receding horizon control and the SDP mode, in Fig. 3 . We observe the average RHC gap is 1.29%.
We present the computational times of both the MILP model discussed in Section 5.2 and SDP model in Table 3 . Note that "STDEV" in Table 3 represents the standard deviation. We observe that the computational time of the MILP model does not significantly affected by the demand patterns; while that of the SDP algorithm fluctuate widely. Furthermore, we observe that the fixed ordering cost, proportional ordering cost, penalty cost, coefficient of variation, and covariance coefficient do not have significant effect on the computational efficiency of both the MILP and SDP algorithm. In general, the average computational time of the SDP and MILP algorithm are 192.17s and 0.10s; their standard deviations are 164.89s and 0.10s.
Time-series-based demand processes
In this section we demonstrate that the MILP algorithm discussed in Section 5.2 can also be extended to solve lot-sizing problems with time-series-based demands. Existing algorithms in the literature can only tackle lower order AR, MA, or ARMA processes; in what follows we will show that higher order time-series-based demand processes are tractable with our MILP model.
We only assess the model accuracy and computational efficiency of the MILP algorithm on the time-series-based demand processes, since time series processes are built upon the multivariate normal distribution and we have already investigated optimality gaps in Section 7.1 (on average, 2.28%). Additionally, using SDP to tackle higher order time-series-based demand processes is computationally prohibitive. (3, 3) , AR(1)-ARCH(1), and AR(3)-ARCH(3). These time-series-based processes are generated with expressions in Fig. 4 . We assume that the coefficient of variance cv = {0.15, 0.3}, the fixed ordering cost K = {200, 300}, the proportional ordering cost c = {0, 1}, the holding cost h = 1, and the penalty cost b = {10, 20}.
• AR(1):
2 );
• AR(3):
• MA(1):
• ARMA(1, 1):
• ARMA(3, 3):
• AR(1)-ARCH(1): d t = 25 + 0.75d t−1 + t , t = µ t 100 + 0.75 2 t−1 , where µ t ∼ IIN (0, 1).
• AR ( Table 4 demonstrates the computational times of the MILP algorithm discussed in Section 5.2 for different pivoting parameters. 5 It is difficult to draw a general remark on different demand patterns. We observe that an increase of fixed ordering cost slightly rises the computational time; while the increase of proportional ordering cost, penalty cost, and coefficient of variation decreases the computational time. For instances, the computational time increases from 0.59s to 0.77s as the fixed ordering cost increases from 200 to 300; Additionally, when the proportional ordering cost increases from 0 to 1, the average computational time drops from 0.77s to 0.59s. On average the computational time is 0.68s, and the standard deviation is 0.26s.
We report the model accuracy of the MILP algorithm on time-series-based demand processes in Table 5 . We observe that the average model accuracy is 3.41%.
Conclusion
In this paper, we consider a single-item single-stocking location inventory lot-sizing problem with non-stationary stochastic demand, fixed and unit ordering cost, holding cost, and penalty cost. We present an MILP-based model for approximating optimal (R, S) policies with correlated demand. In contrast to other approaches in the literature, our model can be easily implemented and solved by using off-the-shelf mathematical programming packages such as IBM ILOG optimisation studio.
We conducted an extensive numerical study comprising 432 instances. We first investigated the behaviours of the optimality gap and computational efficiency of the MILP heuristic on a 8- complementary first order loss function C ij (I i−1 , S i ) the expected total cost over periods i, . . . , j with opening inventory level I i−1 and order-up-to-level S i at the beginning of period i P jt a binary variable which is set to one if the most recent replenishment up to period t was issued in period j, where j ≤ t -if no replenishment occurs before or at period t, then we let P 1t = 1, this allows us to properly account for demand variance from the beginning of the planning horizon This appendix covers the deviation of the autocovariance for ARMA(1,1), and ARMA (3, 3) . Through this appendix, { t } is assumed to be a white noise process and the process parameters are always assumed to be consistent with covariance stationary. 28  7  22  4  14  11  10  10  10  3  44  50  11  22  5  11  14  18  13  10  10  24  39  16  51  6  7  15  4  7  10  10  15  26  31  54  7  6  16  4  7  10  3  22  19  11  22  8  3  15  10  12  10  3  10  32  48  21   Table 6 : Demand data of the 8-period computational analysis
