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CONTRACTIONS AND DEFORMATIONS
WILL DONOVAN AND MICHAEL WEMYSS
Abstract. Suppose that f is a projective birational morphism with at most one-
dimensional fibres between d-dimensional varieties X and Y , satisfying Rf∗OX = OY .
Consider the locus L in Y over which f is not an isomorphism. Taking the scheme-
theoretic fibre C over any closed point of L, we construct algebras Afib and Acon
which prorepresent the functors of commutative deformations of C, and noncommu-
tative deformations of the reduced fibre, respectively. Our main theorem is that the
algebras Acon recover L, and in general the commutative deformations of neither C
nor the reduced fibre can do this. As the d = 3 special case, this proves the follow-
ing contraction theorem: in a neighbourhood of the point, the morphism f contracts
a curve without contracting a divisor if and only if the functor of noncommutative
deformations of the reduced fibre is representable.
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1. Introduction
Our setting is a contraction f : X → Xcon with at most one-dimensional fibres be-
tween d-dimensional varieties, satisfying Rf∗OX = OXcon . Writing L ⊂ Xcon for the locus
over which f is not an isomorphism, it is a fundamental problem to characterise L, locally
around a closed point in the base. For this, it is natural to study the deformations of the
curve(s) above the point, and the question which we answer in this paper is the following.
Question. Which deformation-theoretic framework detects the non-isomorphism locus L,
Zariski locally around a closed point p ∈ Xcon?
The answer turns out to lie in noncommutative deformations, without assumptions on
the singularities of X, and in arbitrary dimension. This process associates a noncommu-
tative algebra to each point, which should be viewed as an invariant of the contraction f .
When d = 3 and the algebra is finite-dimensional, its dimension has a curve-counting in-
terpretation [T], but in all cases the algebra structure gives information about the neigh-
bourhood of the point. This extra information has applications in constructing derived
autoequivalences [DW1, DW3, W, K], and also in the minimal model program, allowing us
to control iteration of flops and count minimal models [W], and produce the first explicit
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Figure 1. Contractions of 3-folds: divisor to curve, and curve to point.
examples of Type E flops [BW]. It is also conjectured that such algebras classify smooth
3-fold flops [DW1, HT], and furthermore it is expected that they control divisor-to-curve
contractions.
1.1. Summary of Results. For a closed point p ∈ L, consider the scheme-theoretic fibre
C = f−1(p). Set-theoretically, it is well known that C is a union of P1s, and we denote
these by C1, . . . , Cn. To specify a deformation problem requires us to provide test objects,
and to say what object(s) are being deformed. The test objects for the noncommutative
deformation functor are the category Artn of artinian augmented Cn-algebras, and the
objects being deformed are {OC1(−1), . . . ,OCn(−1)}. Informally, we wish to control the
deformations of the OCi(−1), and also the mutual extensions between them. Formally, as
explained in §2, this is encoded via the Maurer–Cartan formulation as a functor
DefJ : Artn → Sets.
Given a closed point p ∈ Xcon, it is well-known that the formal fibre over p is derived
equivalent to a certain noncommutative ring A. By taking suitable factors, as in [DW1,
§2] we obtain the contraction algebra Acon, referring the reader to 3.5 for full details. Our
first main result is then the following. The special case where the locus L is a single point,
d = 3, and n = 1, was previously shown in [DW1, 3.1].
Theorem 1.1 (=3.9). For each closed point p ∈ L, the algebra Acon (depending on p)
prorepresents the functor of noncommutative deformations DefJ of the reduced fibre
over p.
It turns out that the geometry of the locus L is controlled by the support of Acon.
Theorem 1.2. With the setup above, pick an affine open neighbourhood SpecR in Xcon,
and consider LR := L ∩ SpecR.
(1) (=3.3, 4.7(1)) There is an R-algebra Λcon which satisfies SuppR Λcon = LR.
(2) (=3.7) For each closed point p ∈ LR, the completion of Λcon at p is morita equiv-
alent to Acon.
This theorem has two main consequences.
Corollary 1.3. The dimension of LR at p is dimR SuppR Acon, where R denotes the
completion of R at p.
Theorem 1.4 (=4.8, contraction theorem). When d = 3, there is a neighbourhood of p
over which f does not contract a divisor if and only if dimC Acon <∞.
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The ‘only if’ direction is easy and is known from our previous work [DW1, 2.13]. The
content is the ‘if’ direction, and this requires significantly more technology.
1.2. Comparing deformation theories. We next show that other natural deformation
functors do not control the geometry of L. As above, consider the scheme-theoretic fibre
C = f−1(p) and the reduced curves C1, . . . , Cn therein. To this data, we associate three
other deformation problems. Again the details are left to §2, but the following table
summarises all four functors, giving the test objects and the deformed object in each case.
Here CArtn is the category of commutative artinian augmented Cn-algebras.
Deformation problem Functor
Test Object(s)
objects deformed
Classical scheme-theoretic cDefOC CArt1 OC
Noncommutative scheme-theoretic DefOC Art1 OC
Commutative multi-pointed cDefJ CArtn ⊕iOCi(−1)
Noncommutative multi-pointed DefJ Artn {OCi(−1)}i
The following result drops out of our general construction. It is quite surprising, since
it says that noncommutative deformations of the scheme-theoretic fibre give nothing in
addition to the classical ones.
Theorem 1.5 (=5.3). The functors cDefOC and DefOC are prorepresented by the same
object Afib.
In general, however, the prorepresenting objects for the functors cDefOC , cDefJ and
DefJ are different. We prove the following.
Proposition 1.6 (=6.3, 6.4). Neither cDefOC nor cDefJ detect the dimension of the
non-isomorphism locus L.
This is clear when the fibre above p has more than one irreducible curve, but is much
more surprising when there is only a single irreducible curve in the fibres. We produce
in 6.4 a contraction, sketched below, with a one-dimensional non-isomorphism locus L
in which the central point 0 is cD4, and all other points are cA1. The commutative
deformations of all reduced fibres except the central one are infinite dimensional, whereas
the noncommutative deformations are always infinite dimensional.
f
0
p
C〈〈x,y〉〉
x2,y2
C[[x]]
C[[x,y]]
x2,y2
C[[x]]
NoncommutativeCommutative
deformationsdeformations
f−1(L)
L
Figure 2. Commutative versus noncommutative deformations of Cred.
Thus, it follows that DefJ is the functor that controls the contractibility of curves.
For the convenience of the reader, we summarise the above together with the main results
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of [DW3] in the following table. To discuss autoequivalences, we further assume that f is
a flopping contraction, and X is Q-factorial with only Gorenstein terminal singularities.
Deformation problem Functor
Detects Corresponds to
divisor? autoequivalence?
Classical cDefOC No Yes
Commutative multi-pointed cDefJ No No
Noncommutative multi-pointed DefJ Yes Yes
Our method to prove the above theorems involves noncommutative deformation the-
ory associated to DGAs. By passing through various derived equivalences and embeddings,
we reduce the geometric deformation problem into an easier problem about simultaneously
deforming a collection of simple modules on a complete local ring obtained by tilting.
1.3. Structure of the Paper. In §2.1, we recall the naive noncommutative deformation
theory developed by Laudal [L02], and subsequently Eriksen [E07]. We then describe
DG deformation theory in §2.2, noting that it is equivalent by work of Segal [S08] and
Efimov–Lunts–Orlov [ELO], and establish tools for comparing DG deformations which
will arise in our construction.
In §3 we give the geometric setup, before proving the prorepresentability results for
noncommutative deformations of the reduced fibre. The key observation, building on §2,
is that this deformation functor is isomorphic to a DG deformation functor associated
to a specific locally free resolution. In §4 we use these results to prove 1.1, 1.2, and the
Contraction Theorem.
In §5 we prove the prorepresentability results for both commutative and noncommu-
tative deformations of the scheme-theoretic fibre, and show that they are prorepresented
by the same object. The fact that Acon and Afib are obtained as factors of a common
ring A then allows us to relate the different deformation functors, and we do this in §5.2.
We conclude in §6 by giving examples which illustrate the necessity of noncommutative
deformations in the above theorems.
1.4. Conventions. Throughout we work over the field of complex numbers C. Unqual-
ified uses of the word ‘module’ refer to left modules, and modA denotes the category
of finitely generated left A-modules. For two C-algebras A and B, an A-B bimodule is
the same thing as an A ⊗C Bop-module. We use the functorial convention for compos-
ing arrows, so f · g means f then g. In particular, naturally this makes M ∈ modA
into an EndR(M)-module. We remark that these conventions are opposite to those in
[DW1, DW3], but we do this to match the conventions in [E07, ELO]. Similarly, for
quivers, DG category morphisms, and matrix multiplication, we write ab for a then b. We
reserve the notation f ◦ g for the composition g then f .
For an abelian category A, given a ∈ A, we let add(a) denote all possible summands
of finite sums of a. Given furthermore b ∈ A where a is a summand of b, we write [a] for
the two-sided ideal of End(b) consisting of all morphisms that factor through a member
of add(a).
Acknowledgements. The authors would like to thank Jon Pridham, Ed Segal, Olaf
Schnu¨rer and Yukinobu Toda for helpful discussions relating to this work, and an anony-
mous referee for useful comments and suggestions.
2. Naive and DG Deformations
This section is mainly a review of known material, and is used to set notation. Non-
commutative deformations of modules were introduced by Laudal [L02], and we review
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these naive deformation functors in §2.1 below. In our geometric setting later, this naive
definition is necessary in order to establish the prorepresenting object in 3.9.
However, it is cumbersome to compare two or more naive deformation functors, as
is demonstrated in the proofs of [DW1, 2.6, 2.8, 2.19], and for this the setting of multi-
pointed DG deformation functors is much better suited. We review this theory in §2.2,
being a slight generalisation of the setting of [S08, ELO], before in §2.3 proving some
general DG deformation functor results.
2.1. Naive Deformations of Modules. From the geometric motivation of the intro-
duction, where we want to deform n reduced curves in a fibre simultaneously, the test
objects for the naive deformation functors are objects of the category Artn, defined as
follows.
Definition 2.1. An n-pointed C-algebra Γ is an associative C-algebra, together with C-
algebra morphisms p : Γ→ Cn and i : Cn → Γ such that ip = Id. A morphism of n-pointed
C-algebras ψ : (Γ, p, i)→ (Γ′, p′, i′) is an algebra homomorphism ψ : Γ→ Γ′ such that
Cn
Γ
Γ′
Cn
i
i′
p
p′
ψ
commutes. We denote the category of n-pointed C-algebras by Algn. We denote the full
subcategory consisting of those objects that are commutative rings by CAlgn.
We write Artn for the full subcategory of Algn consisting of objects (Γ, p, i) for which
dimC Γ < ∞ and the augmentation ideal n := Ker p is nilpotent. We write CArtn for the
full subcategory of Artn consisting of those objects that are commutative rings.
Remark 2.2. If Γ is an associative ring, then by [E03, 1.3], there exists p, i such that
(Γ, p, i) ∈ Artn if and only if Γ is an artinian C-algebra with precisely n simple modules
(up to isomorphism), each of them one-dimensional over C.
Notation 2.3. If (Γ, p, i) ∈ Artn, the structure morphisms p and i allow us to lift the
canonical idempotents {e1, . . . , en} of Cn to Γ. We will write
Γij := eiΓej ,
and consider Γ as a matrix ring (Γij) under standard matrix multiplication. Accordingly,
a left Γ-module M may be described in terms of its vector of summands Mi := eiM , and
a right Γ-module N can be described by its summands Ni := Nei.
Definition 2.4. Given a C-algebra Λ, choose a family S = {S1, . . . , Sn} of objects in
Mod Λ. The deformation functor
DefSΛ : Artn → Sets
is defined by sending
(Γ, n) 7→
(M, δ)
∣∣∣∣∣∣
M ∈ Mod Λ⊗C Γop
M ∼= (Si ⊗C Γij) as right Γ-modules
δ = (δi),where each δi : M ⊗Γ (Γ/n)ei ∼−→ Si

/
∼
where
(1) (Si⊗C Γij) refers to the C-vector space (Si⊗C Γij) :=
⊕n
i,j=1(Si⊗C Γij), with the
natural right Γ-module structure coming from the multiplication in Γ.
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(2) (M, δ) ∼ (N, δ′) iff there exists an isomorphism τ : M → N of bimodules such
that the following diagram commutes for all i = 1, . . . , n.
M ⊗Γ (Γ/n)ei N ⊗Γ (Γ/n)ei
Si
τ⊗1
δi δ
′
i
An important problem in deformation theory is determining when deformation func-
tors are prorepresentable, and also effectively describing the prorepresenting object. We
briefly recall these notions, mainly to fix notation.
For any (Γ, p, i) ∈ Algn, setting I(Γ) := Ker p we consider the I(Γ)-adic completion
Γ̂ of Γ, defined by
Γ̂ := lim←−Γ/I(Γ)
n.
The canonical morphism ψΓ : Γ→ Γ̂ belongs to Algn. We say that Γ ∈ Algn is complete if
ψΓ is an isomorphism. The pro-category pArtn is then defined to be the full subcategory
of Algn consisting of those objects (Γ, p, i) for which Γ is I(Γ)-adically complete, and
Γ/I(Γ)r ∈ Artn for all r ≥ 1. It is clear that Artn ⊆ pArtn.
For a deformation functor F : Artn → Sets, recall that
(1) F is called prorepresentable if F ∼= HompArtn(Γ,−)|Artn for some Γ ∈ pArtn.
(2) F is called representable if F ∼= HomArtn(Γ,−) for some Γ ∈ Artn.
It is clear that if F is prorepresented by Γ ∈ pArtn, then F is representable if and only if
dimC Γ <∞.
It is well-known that the functor in 2.4 is prorepresentable if ExttΛ(
⊕
Si,
⊕
Si) is
finite dimensional for t = 1, 2 [L02]: we will not use this fact below, however, instead
preferring to establish the prorepresenting object in a much more direct way.
2.2. DG Deformations. With our conventions as in the introduction, recall that a
DG category is a graded category A whose morphism spaces are endowed with a dif-
ferential d, i.e. homogeneous maps of degree one satisfying d2 = 0, such that
d(gf) = g(df) + (−1)t(dg)f
for all g ∈ HomA(a, b) and all f ∈ HomA(b, c)t for t ∈ Z. In this paper we will be
interested in the category DGn, which has as objects those DG categories with precisely n
objects. If A,B ∈ DGn, recall that a DG functor F : A→ B is a graded functor such that
F (df) = d(Ff) for all morphisms f . A quasi-isomorphism F : A → B is a DG functor
inducing a bijection on objects, and quasi-isomorphisms HomA(a1, a2)→ HomB(Fa1, Fa2)
for all a1, a2 ∈ A. Two categories A,B ∈ DGn are called quasi-isomorphic if they are
connected through a finite, non-directed chain of quasi-isomorphisms.
Notation 2.5. Suppose that A ∈ DGn, and (Γ, n) ∈ Artn, and recall from 2.3 that
nij := einej . Define A⊗ n :=
⊕n
i,j=1(A⊗ n)ij , where
(A⊗ n)ij := HomA(i, j)⊗C nij .
Observe that A⊗ n has the natural structure of an object in DGn (but with no units) with
differential d(a⊗ x) := d(a)⊗ x. Thus we may consider A⊗ n as a DGLA, with bracket
[a⊗ x, b⊗ y] := ab⊗ xy − (−1)deg(a) deg(b)ba⊗ yx
for homogeneous a, b ∈ A.
Since (Γ, n) ∈ Artn, by definition nr = 0 for some r ≥ 1, hence A⊗ n is a nilpotent
DGLA. This being the case, we can consider the standard Maurer–Cartan formulation to
obtain a deformation functor. Here At⊗ n denotes a homogeneous piece of A⊗ n.
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Definition 2.6. Given (A, d) ∈ DGn, the associated DG deformation functor
DefA : Artn → Sets
is defined by sending
(Γ, n) 7→
{
ξ ∈ A1⊗ n
∣∣∣∣ d(ξ) + 12 [ξ, ξ] = 0
}/
∼
where as usual the equivalence relation ∼ is induced by the gauge action. Explicitly, two
elements ξ1, ξ2 ∈ A1⊗ n are said to be gauge equivalent if there exists x ∈ A0⊗ n such that
ξ2 = e
x ∗ ξ1 := ξ1 +
∞∑
j=0
([x,−])j
(j + 1)!
([x, ξ1]− d(x)).
The following is a mild extension of the well-known n = 1 case. The proof is very
similar to the known n = 1 proofs (see e.g. [ELO, 8.1], [M99, 3.2], [GM, 2.4]), so we do
not give it here.
Theorem 2.7. Suppose that A,B ∈ DGn are quasi-isomorphic. Then the deformation
functors DefA and DefB are isomorphic.
2.3. Basic Results. Controlling noncommutative deformations of curves in the next sec-
tion requires the following two preliminary results, and a corollary. All are well-known in
the case n = 1.
To fix notation, suppose that A is an abelian category and that x, y are two chain
complexes with objects from A. Set HomDGA (x, y) to be the DG C-module with
HomDGA (x, y)t := {(fs)s∈Z | fs : xs → ys+t}
and differential δ : f 7→ fdy − (−1)deg(f)dxf .
Now choose a family of objects a1, . . . , an ∈ A, an injective resolution 0 → ai → Ii•
for each ai, and set I :=
⊕n
i=1 I
i
•. From this, we form (End
DG
A (I), δ), considered naturally
as an object of DGn.
Lemma 2.8. Suppose that A,B are abelian categories, and F : A → B is an additive
functor with left adjoint L. Choose a family of objects a1, . . . , an ∈ A, and for each
choose an injective resolution 0→ ai → Ii•. If
(1) L is exact,
(2) RtF (ai) = 0 for all t > 0 and all i = 1, . . . , n,
(3) The counit L ◦ F → Id is an isomorphism on each object ai,
then EndDGA (
⊕
Ii•) and End
DG
B (
⊕
FIi•) are quasi-isomorphic in DGn.
Proof. Consider the obvious map
F : EndDGA
(⊕
Ii•
)
→ EndDGB
(⊕
FIi•
)
.
To show that this is a quasi-isomorphism it suffices, by adjunction, to show that
EndDGA
(⊕
Ii•
)
→ HomDGA
(⊕
LFIi•,
⊕
Ii•
)
(2.A)
given by composing with the counit morphisms LFIi• → Ii• is a quasi-isomorphism.1
Consider the following commutative square, given by applying the counit L ◦ F → Id to
the resolution of ai.
LFai ai
LFIi• I
i
•
∼
∼ ∼
1We are grateful to an anonymous referee for suggesting an improvement to a previous argument here.
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To see that the left-hand arrow is a quasi-isomorphism, note that condition (1) implies that
F preserves injective objects, and (2) implies that F preserves the injective resolutions of
the ai, hence 0→ Fai → FIi• are injective resolutions: the claim then follows because L
is exact. The top arrow is a quasi-isomorphism by condition (3), and so we deduce that
the bottom arrow is a quasi-isomorphism. It follows that (2.A) is a quasi-isomorphism
because Ii• is h-injective, giving the lemma. 
Keeping the notation as above, for each of the objects a1, . . . , an ∈ A, choose a left
resolution Q•i → ai → 0, where for now the Q’s are arbitrary. Set Q :=
⊕n
i=1Q
•
i , and
consider
∆ :=
(
EndDGA (Q[1]) Hom
DG
A (Q[1], I)
0 EndDGA (I)
)
.
This can be viewed as an object in DGn in the obvious way: the homomorphism space
between object i and object j is(
EndDGA (Q
•
i [1]) Hom
DG
A (Q
•
i [1], I
j
•)
0 EndDGA (I
j
•)
)
,
with differential as in [ELO, §8]. There are natural projections p1 : ∆ → EndDGA (Q[1])
and p2 : ∆→ EndDGA (I) in DGn, and splicing the left resolutions with the right resolutions
gives an exact complex Q[1]→ I.
Proposition 2.9 (Keller). Suppose that A is an abelian category, and choose a family of
objects a1, . . . , an ∈ A. With notation as above,
(1) The projection p1 is a quasi-isomorphism in DGn.
(2) If HomDGA (Q[1], Q[1]→ I) is exact, then p2 is a quasi-isomorphism in DGn.
In particular, provided that HomDGA (Q[1], Q[1]→ I) is exact, EndDGA (Q) and EndDGA (I) are
quasi-isomorphic in DGn.
Proof. As above, the complex Q[1]→ I is exact.
(1) By construction of the upper triangular ∆, as in [ELO, §8]
Ker p1 = Hom
DG
A (Q[1]→ I, I).
Since I is h-injective, it follows that Ker p1 is exact, and thus p1 is a quasi-isomorphism.
(2) Again by construction, Ker p2 = Hom
DG
A (Q[1], Q[1]→ I), and so if by assumption this
is exact, p2 is a quasi-isomorphism.
The final statement follows from (1) and (2), since clearly EndDGA (Q) ∼= EndDGA (Q[1]). 
The following is now a direct consequence of [S08, 2.8], and says that the naive
deformations and the DG deformations are the same when we deform distinct simples.
Corollary 2.10. Suppose that Λ is a C-algebra, and that S = {S1, . . . , Sn} ⊆ Mod Λ are
simple and distinct. Choose injective resolutions 0 → Si → Ii• and set A := EndDGΛ (I) ∈
DGn as above. Then DefA ∼= DefSΛ .
Proof. Under the assumption that the Si are distinct simples, Segal [S08, 2.6, 2.8] shows
that DefSΛ is isomorphic to the DG deformation functor associated to the bar resolutions
of the simples. Since projective resolutions are h-projective, the conditions of 2.9(2) are
satisfied, so the bar resolution DGA is quasi-isomorphic in DGn to A. The result then
follows from 2.7. 
3. Deformations of Reduced Fibres
In this section, in the setting of contractions with at most one-dimensional fibres,
we show that the functor of simultaneous noncommutative deformations of the reduced
fibre is prorepresented by a naturally defined algebra Acon. This algebra is a factor of one
obtained by tilting, and this extra control over the prorepresenting object allows us in §4
to prove that noncommutative deformations recover the contracted locus.
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3.1. Setup. This subsection fixes notation. Throughout the paper, we will refer to the
three setups in 3.1, 3.2 and 3.4 below.
Setup 3.1. (Global) Suppose that f : X → Xcon is a projective birational morphism
between noetherian integral normal C-schemes, with Rf∗OX = OXcon , such that the fibres
are at most one-dimensional. Throughout, we write L for the locus of (not necessarily
closed) points of Xcon above which f is not an isomorphism.
We make no assumptions on the singularities of X. Next, for any closed point p ∈ L,
we pick an affine neighbourhood SpecR in Xcon containing p, and after base change
consider the following Zariski local setup.
Setup 3.2. (Zariski local) Suppose that f : U → SpecR is a projective birational mor-
phism between noetherian integral normal C-schemes, with Rf∗OU = OR, such that the
fibres are at most one-dimensional.
In dimension 3, an easy example is the blowup of A3 at the ideal (x, y), but the setup
also includes arbitrary flips and flops of multiple curves, as well as divisorial contractions
to curves. We make no assumptions on the singularities of U .
With the assumptions in 3.2, it is well-known [V04, 3.2.8] that there is a bundle
V := OU ⊕N inducing a derived equivalence
Db(cohU) Db(mod EndU (V)).
RHomU (V,−)
∼ (3.A)
Throughout we set
Λ := EndU (V) = EndU (OU ⊕N ),
and recall from the conventions in §1.4 that if F ,G ∈ cohU where F is a summand
of G, then we define the ideal [F ] to be the two-sided ideal of EndU (G) consisting of all
morphisms factoring through addF .
The following is similar to [DW1, 2.12], but the definition is now more subtle since
in general EndU (V)  EndR(f∗V), whereas there is such an isomorphism in the setting
of [DW1]. The upshot is that we must work on U , and not SpecR.
Definition 3.3. With notation as above, we define the contraction algebra associated
to Λ to be Λcon := EndU (OU ⊕N )/[OU ].
The algebra Λcon defined above depends on Λ and thus the choice of derived equiv-
alence (3.A), but this is accounted for in the formal fibre setting below, after passing
through morita equivalences. Also, we remark that since N /∈ addOU (else f is an
isomorphism, e.g. by 4.5), the contraction algebra Λcon is necessarily non-zero.
To obtain well-defined invariants that do not depend on choices, and also to relate to
the deformation theory in the following §3.2, we now pass to the formal fibre.
Setup 3.4. (Complete local) Suppose that f : U → SpecR is a projective birational
morphism between noetherian integral normal C-schemes, with Rf∗OU = OR, where R is
complete local and the fibres of f are at most one-dimensional.
After passing to this formal fibre, the Zariski local derived equivalence has a particu-
larly nice form, which we now briefly review. Fix a closed point m ∈ L, and write R := R̂.
The above derived equivalence (3.A) induces an equivalence
Db(cohU) Db(mod Λ̂),
RHomU(V̂,−)
∼
and this can be described much more explicitly. We let C = pi−1(m) where m is the
unique closed point of SpecR, then giving C the reduced scheme structure, we can write
Cred =
⋃n
i=1 Ci with each Ci
∼= P1. Let Li denote the line bundle on U such that
Li · Cj = δij . Recall that the multiplicity of Ci in C is given by the length of the local
10 WILL DONOVAN AND MICHAEL WEMYSS
ring of C at the generic point of Ci, considered as a module over the local ring of U at
the same point. If this is one, set Mi := Li, else define Mi to be given by the maximal
extension
0→ O⊕(r−1)U →Mi → Li → 0
associated to a minimal set of r− 1 generators of H1(U,L∗i ) as an R-module [V04, 3.5.4].
Then OU ⊕
⊕n
i=1M∗i is a tilting bundle on U [V04, 3.5.5]. By [V04, 3.5.5] we can write
OU ⊕ N̂ ∼= O⊕a0U ⊕
n⊕
i=1
(M∗i )⊕ai
for some ai ∈ N and so consequently Λ̂ ∼= EndU(O⊕a0U ⊕
⊕n
i=1(M∗i )⊕ai).
Definition 3.5. We write M∗ := ⊕ni=1M∗i and define
A := EndU(OU ⊕M∗),
which is the basic algebra morita equivalent to Λ̂. From this, we define the contraction
algebra associated to f to be
Acon := EndU(OU ⊕M∗)/[OU] ∼= EndU(M∗)/[OU],
and we define the fibre algebra associated to f to be
Afib := EndU(OU ⊕M∗)/[M∗] ∼= EndU(OU)/[M∗].
Remark 3.6. Since EndU(OU) ∼= R, it follows from the definition that Afib is always
commutative, although Acon need not be.
To establish various homological properties we will need to pass through morita equiv-
alences between the algebras A and Λ̂, and between the algebras Acon and Λ̂con. Here we
describe these equivalences, mainly to fix notation. In analogy with [DW1, §5.3] through-
out we write
Y := OU ⊕
⊕
M∗i , Z := O⊕a0U ⊕
⊕
(M∗i )⊕ai ,
so that A = EndU(Y) and Λ̂ = EndU(Z). Writing
P := HomU(Y,Z), Q := HomU(Z,Y)
it is clear that both P and Q have the structure of bimodules, namely Λ̂PA and AQΛ̂. It
is easy to see that P is a progenerator, and that this induces the following result.
Lemma 3.7. With notation as above, there is a morita equivalence
mod A mod Λ̂,
F:=HomA(P,−)=−⊗AQ
HomΛ̂(Q,−)=−⊗Λ̂P
(3.B)
and a morita equivalence
mod Acon mod Λ̂con.
−⊗AconFAcon
HomΛ̂con (FAcon,−)
(3.C)
3.2. Deformations and Contraction Algebras. In this subsection we will prove that
the contraction algebra Acon prorepresents various natural deformation functors. We
will translate deformation problems across a variety of different functors, so we now set
notation, as in [DW3, (2.G)].
Notation 3.8. We pick a closed point m ∈ L, and as above consider C := f−1(m).
We write Cred =
⋃n
i=1 Ci with each Ci
∼= P1, and put Ti for the simple Λ-modules
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corresponding to the (perverse) sheaves OCi(−1) across the derived equivalence (3.A).
Further, we denote the simple A-modules by Si := F−1T̂i, so that
Db(QcohU) Db(Mod Λ) Db(Mod A)
RHomU (V,−)
−⊗LΛV
F−1◦(̂−)
res ◦ F
OCi(−1) Ti Si
For the remainder of this subsection, we will use the following simplified notation:
(1) DefX for DefA1 , where A1 ∈ DGn is obtained from the injective resolutions of
the OCi(−1) ∈ cohX.
(2) DefU for DefA2 , where A2 ∈ DGn is obtained from the injective resolutions of
the OCi(−1) ∈ cohU .
(3) DefΛ for DefA3 , where A3 ∈ DGn is obtained from the injective resolutions of
the Ti ∈ mod Λ.
(4) DefA for DefA4 , where A4 ∈ DGn is obtained from the injective resolutions of
the Si ∈ mod A.
The next result is now an easy corollary of the DG results in §2.3, vastly simplifying
[DW1, 2.6, 2.8, 2.19].
Theorem 3.9. With the global setup of 3.1, and notation in 3.8,
(1) DefX ∼= DefU .
(2) DefU ∼= DefΛ.
(3) DefΛ ∼= DefA.
(4) DefA ∼= HompArtn(Acon,−).
In particular, all the deformation functors above are prorepresented by Acon.
Proof. By 2.7, we just need to show that the DGAs are quasi-isomorphic.
(1) Consider F := i∗ : QcohU → QcohX, with exact left adjoint L = i∗. Since Ci is
closed, Ri∗OCi(−1) = i∗OCi(−1) for each i = 1, . . . , n. Further, the counit L ◦ F → Id is
an isomorphism for all sheaves, in particular for the sheaves OCi(−1). Hence the result
follows from 2.8.
(2) Set F := HomU (V,−) : QcohU → Mod Λ, with (non-exact) left adjoint L := V ⊗Λ −.
To establish the claim we will first use 2.9, so set Ei := OCi(−1), and for each i = 1, . . . , n
choose an injective resolution 0 → Ei → Ii•. On the other hand, choose a projective
resolution P •i → Ti → 0 of each of the Ti. Since the sheaf Ei corresponds to the module
Ti across the equivalence (3.A), it follows that V ⊗LΛ Ti ∼= Ei. In particular all higher
cohomology groups vanish, and so LP •i → Ei → 0 is exact, giving a locally free resolution
of Ei.
To match notation with 2.9, set Q•i := LP
•
i , and write P =
⊕
P •i , Q =
⊕
Q•i , and
I =
⊕
Ii• with summations over i = 1, . . . , n. Similarly write T and E for brevity. We
claim that EndDGU (I) and End
DG
U (LP ) are quasi-isomorphic. Let LP [1] → I be given by
splicing the two resolutions LP and I of LT , using that LT ∼= E. Now by adjunction
HomDGU
(
LP [1], LP [1]→ I) ∼= HomDGΛ (P [1], F (LP [1]→ I)),
so provided that this complex is exact, the claimed quasi-isomorphism follows by 2.9.
Since P is h-projective, it suffices to show that F (LP [1]→ I) is exact. For this, consider
the following diagram, whose top row shows the splicing which gives F (LP [1]→ I).
FLP 1 FLP 0
FLT
FI0 FI1
P 1 P 0
T
∼ ∼
∼
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Now the complex
. . .→ P 1 → P 0 → T → 0
is exact, being a projective resolution of T , and the complex
0→ FLT → FI0 → FI1 → . . .
is exact since RHomU (V, LT ) ∼= T . Combining these, the top complex F (LP [1] → I) is
thus exact, establishing the claim.
Now it is clear that
EndDGΛ (P )→ EndDGU (LP ) = EndDGU (Q)
is a quasi-isomorphism, and so combining we see that EndDGΛ (P ) is quasi-isomorphic to
EndDGU (I). Finally, choose an injective resolution 0 → Ti → J i• of each Ti, and set
J :=
⊕n
i=1 J
i
•. It is well known (again using 2.9), that End
DG
Λ (J) is quasi-isomorphic to
EndDGΛ (P ), and thus by the above to End
DG
U (I).
(3) Consider F := F−1 ◦ (̂−) : Mod Λ→ Mod A, which has exact left adjoint L = res ◦F.
Being the composition of exact functors, F is also exact, so RtF (Si) = 0 for all t > 0 and
for all i = 1, . . . , n. Since F is an equivalence, and since the adjunction res a (̂−) restricts
to an equivalence between finite length Λ-modules supported at m and finite length Λ̂-
modules, it follows that the counit L◦F → Id is an isomorphism on the objects Si. Hence
the statement follows from 2.8.
(4) By 2.10, the DG deformation functor DefA is isomorphic to the naive deformation
functor in 2.4. Thus, since each Si is one-dimensional, using the standard argument (see
e.g. [DW1, 3.1]) it follows that
DefA(Γ) =

• A left A-module structure on M = (Si ⊗C Γij) such that
(Si ⊗C Γij) becomes a A-Γ bimodule.
• A collection of isomorphisms δi : M ⊗Γ (Γ/m)ei ∼−→ Si

/
∼
=
{ • A left A-module structure on Γ such that Γ ∈ Mod A⊗ Γop.
• A collection of isomorphisms δi : Γ⊗Γ (Γ/m)ei ∼−→ Si
}/
∼
= HomAlgn(Acon,Γ).
It remains to show that Acon ∈ pArtn. Since f : U→ SpecR is projective, it follows that
A is a module-finite R-algebra. Since R is m-adically complete, so too is A [M, Thm 8.7].
It is well-known, using Nakayama, that this implies that A is also J-adically complete,
where J is the augmentation ideal of A. It follows that Acon is also complete with respect
to its augmentation ideal. 
Remark 3.10. The above proof of 3.9(2) establishes that we can compute DefU using
the DGA associated to the specific locally free resolutions V ⊗Λ P •i of the Ei. It is rare to
be able to compute the deformations of a sheaf using the DGA of a locally free resolution,
and essentially it is this extra control of the deformation theory that allows us to prove the
contraction theorem in 4.8 below. Note that even taking the DGA of a different locally
free resolution of the Ei may give a different deformation functor.
4. The Contraction Theorem
In the global setup of 3.1, by 3.9 it follows that simultaneous noncommutative defor-
mations of the reduced fibre is prorepresented by Acon, namely
DefX ∼= HompArtn(Acon,−).
Further, by 3.7, Acon is morita equivalent to Λ̂con. We are thus motivated to control
Acon (and Λcon), and we now do this in a sequence of reduction steps, culminating in the
contraction theorem of §4.2.
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4.1. Behaviour of Λcon under Global Sections and Base Change. We revert to the
Zariski local setup of 3.2. The following lemma is important: it is very well-known if f
is an isomorphism in codimension two [V04, 4.2.1], however in our more general setting
care is required.
Lemma 4.1. With the setup as in 3.2, EndU (V∗) ∼= EndR(f∗(V∗)) so
Λ ∼= EndR(R⊕ f∗(N ∗))op and Λcon ∼= (EndR(R⊕ f∗(N ∗))/[R])op .
This allows us to reduce many problems to the base SpecR. Indeed EndU (V) 
EndR(f∗V) in general, so the statement and proof of 4.1 is a little subtle. Since V∗ is
generated by global sections and is tilting, the proof of 4.1 follows immediately from 4.3
below. This requires the following easy well-known lemma.
Lemma 4.2. Assume that f : Y → SpecS is a proper birational map between integral
schemes, where S is normal.
(1) Suppose that F ∈ cohY is generated by global sections. Then we can find a
morphism O⊕aY  F such that S⊕a  f∗F .
(2) Suppose that W1,W2 are finite rank vector bundles on Y . Then
HomY (W1,W2) ↪→ HomS(f∗W1, f∗W2).
Proof. (1) This is a basic consequence of Zariski’s main theorem, together with the fact
that f∗ preserves coherence.
(2) Since HomY (W1,W2) = H0(W∗1 ⊗W2) andW∗1 ⊗W2 is a vector bundle, by integrality
HomY (W1,W2) is a torsion-free S-module. The statement follows. 
Proposition 4.3. Assume that f : Y → SpecS is a proper birational map between integral
schemes, where S is normal. IfW is a vector bundle on Y of finite rank, which is generated
by global sections, such that Ext1Y (W,W) = 0, then EndY (W) ∼= EndS(f∗W).
Proof. By 4.2(1) there is a short exact sequence
0→ K → O⊕aY →W → 0 (4.A)
such that
0→ f∗K → S⊕a → f∗W → 0 (4.B)
is exact. Applying HomY (−,W) to (4.A) and applying HomS(−, f∗W) to (4.B), we have
an exact commutative diagram
0 HomY (W,W) HomY (O⊕aY ,W) HomY (K,W) Ext1Y (W,W) = 0
0 HomS(f∗W, f∗W) HomS(S⊕a, f∗W) HomS(f∗K, f∗W)
α β
where both α and β are injective by 4.2(2). By the snake lemma, α is also surjective. 
With the setup in 3.2, both Λ and Λcon have the structure of an R-module. For
our purposes later, we need to control this under flat base change. In what follows, for
p ∈ SpecR we consider the base change squares
Up Up U
SpecRp SpecRp SpecR
m k
l j
θ ϕ f
where Rp denotes the completion of Rp at its unique maximal ideal.
Proposition 4.4. With the setup as in 3.2,
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(1) Up is derived equivalent to Λp via the tilting bundle k
∗V = OUp ⊕ k∗N .
(2) Up is derived equivalent to Λ̂p via the tilting bundle m
∗k∗V = OUp ⊕m∗k∗N .
(3) (Λcon)p ∼= (Λp)con.
(4) (Λcon)p ⊗Rp Rp ∼= (Λ̂p)con.
Proof. All statements are elementary, but we give the proof for completeness.
(1) U is derived equivalent to Λ via the tilting bundle V := OU ⊕N . It is well-known that
this implies Up is derived equivalent to Λp via the tilting bundle k
∗V = OUp ⊕ k∗N . For
example, a proof of the Ext vanishing together with the fact that EndUp(k
∗V) ∼= Λp can
be found in [IW1, 4.3(2)]. For generation, first observe that j is an affine morphism, hence
so is k. Then RHomUp(k
∗V, x) = 0 implies, by adjunction, that RHomU (V, k∗x) = 0.
Since V generates, k∗x = 0 and so since k is affine x = 0.
(2) The proof is identical to (1).
(3) Since f is proper, the category cohU is R-linear. In particular HomU (OU ,V) is a
finitely generated EndU (OU )-module, so we can find a surjection
HomU (OU ,OU )⊕a → HomU (OU ,V)→ 0. (4.C)
Tracking the images of the identities on the left hand side under the above map gives
elements g1 . . . , ga ∈ HomU (OU ,V), and so we may use these to form a natural morphism
O⊕aU h−→ V (4.D)
such that applying HomU (OU ,−) to (4.D) gives (4.C). By definition, this means that h
is an addOU -approximation of V. Hence applying HomU (V,−) to (4.D) yields an exact
sequence
HomU (V,OU )⊕a → HomU (V,V)→ Λcon → 0. (4.E)
Interpreting HomU (−,−) = f∗Hom(−,−), applying the exact functor j∗(−) = (−)p to
(4.E) and using flat base change gives the exact sequence
ϕ∗k∗HomU (V,OU )⊕a → ϕ∗k∗HomU (V,V)→ (Λcon)p → 0.
Since V is coherent we may move the k∗ inside Hom, and so the above is simply
HomUp(k
∗V,OUp)⊕a → HomUp(k∗V, k∗V)→ (Λcon)p → 0. (4.F)
But on the other hand applying the exact functor k∗ to (4.D) gives a morphism
O⊕aUp
k∗(h)−−−→ k∗V (4.G)
and further applying j∗ to (4.C) and using flat base change shows that
HomUp(OUp ,OUp)⊕a → HomUp(OUp , k∗V)→ 0
is exact. Hence k∗(h) is an addOUp -approximation, and so applying HomUp(k∗V,−) to
(4.G) gives an exact sequence
HomUp(k
∗V,OUp)⊕a → HomUp(k∗V, k∗V)→ (Λp)con → 0. (4.H)
Combining (4.F) and (4.H) shows that (Λp)con ∼= (Λcon)p, as required.
(4) The proof is identical to (3). 
4.2. The Contraction Theorem. In this subsection, so as to be able to work globally
in future papers, we first relate the support of Λcon to the locus L. We then control the
support of Acon to deduce the deformation theory corollaries.
We need the following fact, which is well-known.
Lemma 4.5. Suppose that f : Y → Z is a morphism of noetherian schemes which is not
an isomorphism. Then Rf∗ : D(QcohY )→ D(QcohZ) is not an equivalence.
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Proof. If Rf∗ is an equivalence then its inverse is necessarily given by its adjoint Lf∗.
Since noetherian schemes are quasi-compact and quasi-separated, both unbounded derived
categories are compactly generated triangulated categories (with compact objects the
perfect complexes), and so the above equivalence restricts to an equivalence
per(Y )
∼←− per(Z) : Lf∗.
By Balmer [B, 9.7] it follows that f is an isomorphism, which is a contradiction. 
Leading up to the next lemma, choose a closed point m ∈ L, and pick an affine open
SpecR containing m. For any p ∈ SpecR we base change to obtain the following diagram.
Up U
SpecRp SpecR
k
j
ϕp f
Note that by flat base change the morphism ϕp is still projective birational, and satisfies
Rϕp∗OUp = ORp .
Lemma 4.6. With the global setup of 3.1, and notation as above,
ϕp is not an isomorphism ⇐⇒ p ∈ SuppR Λcon.
Proof. As in [KIWY, 4.6], it is easy to see that the diagram
D(QcohUp) D(Mod Λp)
D(Qcoh SpecRp) D(ModRp)
Ψ:=RHomUp (OUp⊕k∗N ,−)
∼
Rϕp∗ e(−) (4.I)
commutes, where the top functor is an equivalence by 4.4, and by abuse of notation e also
denotes the idempotent in Λp corresponding to OUp .
(⇒) To ease notation, we drop p and write ϕ for ϕp. Since Rϕ∗ is not an equivalence by
4.5, we may find some x ∈ D(QcohUp) such that the counit
Lϕ∗Rϕ∗(x)
εx−→ x
is not an isomorphism, and so the object c := Cone(εx) is non-zero. Now we argue that
Rϕ∗(c) = 0, which is equivalent to the morphism Rϕ∗(εx) being an isomorphism. But
Rϕ∗(x)
ηRϕ∗(x)−−−−−→ Rϕ∗Lϕ∗Rϕ∗(x) Rϕ∗(εx)−−−−−→ Rϕ∗(x)
gives the identity map by a triangular identity, and ηRϕ∗(x) is an isomorphism since it is
well known that η : Id→ Rϕ∗Lϕ∗ is a functorial isomorphism by the projection formula.
Thus indeed c is a non-zero object such that Rϕ∗(c) = 0.
Now across the top equivalence in (4.I), since c 6= 0 it follows that Ψ(c) 6= 0 and so
Hj(Ψ(c)) 6= 0 for some j. Further since the diagram (4.I) commutes, eΨ(c) = 0, so since
e(−) is exact we deduce that eHi(Ψ(c)) = 0 for all i. In particular there exists a non-zero
Λp-module M := H
j(Ψ(c)) such that eM = 0. It follows that M is a non-zero module
for (Λp)con, hence necessarily (Λp)con 6= 0. But by 4.4 we have (Λp)con ∼= (Λcon)p, hence
p ∈ SuppR Λcon.
(⇐) If p ∈ SuppR Λcon, by 4.4 (Λp)con 6= 0. Hence the right hand functor e(−) in (4.I) is
not an equivalence, and so the left hand functor cannot be an equivalence either. By 4.5,
it follows that ϕp is not an isomorphism. 
Theorem 4.7. With the global setup of 3.1, choose a closed point m ∈ L, and pick an
affine open SpecR containing m. Then
(1) SuppR Λcon = LR := L ∩ SpecR.
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(2) SuppR Acon = {p ∈ LR | p ⊆ m}.
Proof. (1) It is clear that LR = {p ∈ SpecR | ϕp is not an isomorphism}, and so the
result is immediate from 4.6.
(2) Applying the above argument to the morphism U → SpecR, in an identical manner
SuppR Acon = LR := L ∩ SpecR. It is clear that LR = {p ∈ LR | p ⊆ m}. 
The following is an immediate corollary.
Corollary 4.8 (Contraction Theorem). In the Zariski local setup f : U → SpecR of 3.2,
suppose further that dimU = 3. Then
f contracts curves without contracting a divisor ⇐⇒ dimC Λcon <∞.
Proof. In this setting f contracts curves without contracting a divisor if and only if LR
is a zero-dimensional scheme. The result follows from 4.7(1). 
Remark 4.9. It follows from 4.8 (or indeed the morita equivalence in 3.7) that the
condition dimC Λcon <∞ is independent of the choice of Λ, and thus the choice of tilting
bundle of the form O⊕N . Hence we may make any choice, and detect the contractibility
by calculating the resulting dimC Λcon. However, to get well-defined invariants that do
not depend on choices, we pass to the formal fibre R and use the algebra Acon.
Corollary 4.10. In the global setup f : X → Xcon of 3.1, suppose further that dimX = 3,
pick a closed point m ∈ L and set C := f−1(m). The following are equivalent.
(1) There is a neighbourhood of m over which f does not contract a divisor.
(2) The functor DefX of simultaneous noncommutative deformations of the reduced
fibre Cred is representable.
Proof. By choosing an affine open SpecR containing m, this is identical to the proof
of 4.8, appealing to 4.7(2) instead of 4.7(1), and using the prorepresentability of DefX
from 3.9. 
5. Deformations of the Scheme-Theoretic Fibre
In the global setup f : X → Xcon of 3.1, we choose a closed point m ∈ L and in this sec-
tion study commutative and noncommutative deformations of the scheme-theoretic fibre
OC , where C := f−1(m). We show that commutative and noncommutative deformations
are prorepresented by the same object, and more remarkably that the prorepresenting ob-
ject can be obtained from the same A as Acon can. This allows us to relate deformations
of the reduced and scheme-theoretic fibres, in a way that otherwise would not be possible.
5.1. Propresentability. With the Zariski local setup in 3.2, taking the dual bundle
in (3.A) induces a derived equivalence
Db(cohU) Db(mod EndU (V∗)).
RHomU (V∗,−)
∼ (5.A)
Note that EndU (V∗) = Λop. Also, by [V04, 3.5.7], under the above equivalence (5.A) the
sheaf OC corresponds to a simple Λop-module, which we denote T ′0. This fact is the reason
we pass to V∗, since it will allow us to easily apply 2.9 in the proof of 5.3 below.
Passing to the formal fibre U→ SpecR, the dual of the previous bundle in 3.5 gives
the following natural definition.
Definition 5.1. We write M := ⊕ni=1Mi and define
B := EndU(OU ⊕M) = Aop,
which is the basic algebra morita equivalent to Λ̂op. From this, we define
Bfib := EndU(OU ⊕M)/[M].
Under this dual setup, the following is obvious.
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Lemma 5.2. Bfib
∼= Aopfib ∼= Afib, and in particular Bfib is commutative.
Proof. The first statement is clear since B = Aop. The second statement is 3.6. 
In what follows, we let S′0 denote the simple B-module corresponding to T
′
0 under the
composition of the completion functor and the morita equivalence between Λ̂op and B.
Similarly to 3.8, for a given scheme-theoretic fibre C, below we use the following notation.
(1) DefOCX for the DG deformation functor associated to the injective resolution
of OC ∈ cohX.
(2) DefOCU for the DG deformation functor associated to the injective resolution
of OC ∈ cohU .
(3) DefT ′0Λop for the DG deformation functor associated to the injective resolution
of T ′0 ∈ mod Λop.
(4) DefS′0B for the DG deformation functor associated to the injective resolution
of S0 ∈ mod B.
Theorem 5.3. In the global setup f : X → Xcon of 3.1, pick a closed point m ∈ L and
set C := f−1(m). Then
DefOCX ∼= HompArt1(Afib,−),
and further Afib is commutative.
Proof. Exactly as in 3.9, we first claim that
DefOCX ∼= DefOCU ∼= DefT
′
0
Λop
∼= DefS
′
0
B
∼= HompArt1(Bfib,−). (5.B)
Under i : U ↪→ X, since C is closed Ri∗OC = i∗OC , and so the first claimed isomorphism
follows from 2.8. Under the derived equivalence (5.A) above, the sheaf OC corresponds
to the module T ′0, so the second claimed isomorphism follows from 2.9, exactly as in the
proof of 3.9(2). The third claimed isomorphism follows from the fact that finite length
Λop-modules supported at m are equivalent to finite length B-modules, and so the result
follows from 2.8. For the last claimed isomorphism, since S′0 is the vertex simple, as in
[DW1, 3.1] it is clear that
DefS′0B ∼= HomAlg1(Bfib,−).
It remains to show that Bfib ∈ pArt1, but this holds since R, thus B, and thus Bfib, are
complete with respect to their augmentation ideals. With (5.B) established, the remaining
statement follows from 5.2. 
5.2. Comparison of Deformations. One of the remarkable consequences of 3.9 and
5.3 is that there is a single A, of which various factors control different natural geometric
deformation functors. Thus proving elementary facts for the ring A has strong deformation
theory consequences; the following is one such example.
Proposition 5.4. If dimC Acon <∞, then dimC Afib <∞.
Proof. Since OU ⊕M is generated by global sections, by 4.3 A ∼= EndR(R ⊕ f∗M)op.
To ease notation we temporarily set D = f∗M, so Aopcon = EndR(R⊕D)/[R] and Aopfib =
EndR(R⊕D)/[D]. Since taking opposite rings does not affect dimension, in what follows
we can ignore the ops.
To establish the result, we prove the contrapositive. If dimC Afib = ∞ then there
exists a non-maximal prime ideal p ∈ SpecR such that (Afib)p 6= 0. As in 4.4 we have
(Afib)p ∼= (Ap)fib, and thus (Ap)fib = EndRp(Rp ⊕ Dp)/[Dp] 6= 0. Certainly this means
that Dp cannot be free. Now if Id: Dp → Dp factors through addRp then Dp is projective.
But since Rp is local, Dp would then be free, which is a contradiction. Thus Id: Dp → Dp
does not factor through addRp, so
(Acon)p ∼= (Ap)con = EndRp(Rp ⊕Dp)/[Rp] 6= 0.
This implies that p ∈ SuppR Acon and so dimC Acon =∞. 
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Corollary 5.5. In the global setup f : X → Xcon of 3.1, pick a closed point m ∈ L and
set C := f−1(m). Write Cred =
⋃n
i=1 Ci, then
(1) If DefX is representable, so is DefOCX .
(2) Suppose dimX = 3. If DefOCX is not representable, then f contracts a divisor
over a neighbourhood of m.
Proof. (1) This is immediate from 5.4, since Afib prorepresents DefOCX by 5.3, and Acon
prorepresents DefX by 3.9.
(2) Follows from (1) and 4.10. 
The converse to 5.5(2) is however false; we show this in §6 below. The following
summarises the main results in this paper in the case of 3-folds.
Summary 5.6. In the global setup f : X → Xcon of 3.1, suppose further that dimX = 3,
pick a closed point m ∈ L, set C := f−1(m) and write Cred = ⋃ni=1 Ci.
(1) Both the noncommutative deformation functor DefOCX and commutative deforma-
tion functor cDefOCX are prorepresented by Afib.
(2) The following are equivalent.
(a) The functors cDefOCX and DefOCX are representable.
(b) dimC Afib <∞.
(3) The following are equivalent.
(a) The functor DefX of simultaneous noncommutative deformations of the re-
duced fibre Cred is representable.
(b) dimC Acon <∞.
(c) There is a neighbourhood of m over which f does not contract a divisor.
(4) The statements in (3) imply the statements in (2), but the statements in (2) do
not imply the statements in (3) in general.
Proof. Part (1) is 5.3, and part (2) is tautological. Part (3) is 3.9 and 4.10, and part (4)
is shown by the counterexample in 6.3 below. 
6. Examples
In this section, we first illustrate some Acon that can arise in the setting of 4.10 for
specific cAn singularities. We then show that the converse to 5.5 is false, and also that
4.10 fails if we replace noncommutative deformations by commutative ones.
6.1. First Examples. Consider the cAn singularities R := C[[u, v, x, y]]/(uv − f1 . . . fn)
for some fi ∈ m := (x, y) ⊂ C[[x, y]]. The algebra A in 3.5, and thus the algebras Acon
and Afib, can be obtained using the calculation in [IW2, 5.29]. Here we make this explicit
in two examples.
Example 6.1 (A 2-curve flop). Consider the case f1 = x, f2 = y and f3 = x+ y. In this
example there are six crepant resolutions of SpecR, and each has two curves above the
origin. For one such choice, by [IW1, 5.2]
A = EndR(R⊕ (u, x)⊕ (u, xy)),
which by [IW2, 5.29] can be presented as the completion of the quiver with relations
(u,x)
R (u,xy)
x y
x+y
u
inc
u
inc c1 c2
c3
a1
a3
a2 a1c1a1 + c2a2a1 = a1a3c3
a2a1c1 + a2c2a2 = c3a3a2
c1a1a3 + a3a2c2 = a3c3a3
c1a1c1 + c1c2a2 = a3c3c1
c2a2c2 + a1c1c2 = c2c3a3
c3c1a1 + a2c2c3 = c3a3c3,
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given by the superpotential
W =
1
2
c1a1c1a1 +
1
2
c2a2c2a2 +
1
2
c3a3c3a3 + c1c2a2a1 − c1a1a3c3 − c2c3a3a2.
From this presentation, factoring by the appropriate idempotents it is immediate that
Afib ∼= C, and further
Acon ∼= 1 2
a2
c2
a2c2a2 = 0
c2a2c2 = 0.
Since Acon is finite dimensional, by 5.6(3) the contraction only contracts curves to a point.
Example 6.2 (A divisorial contraction). Consider the case f1 = f2 = x and f3 = y. In
this case there are three crepant resolutions, and each has two curves above the origin.
For one such choice, obtained by blowing up the ideal u = v = x = 0, the resolution is
sketched as follows,
y
where above the origin there are two curves, and every other fibre over the y-axis contains
only one curve. For this resolution
A = EndR(R⊕ (u, x)⊕ (u, xy))
which by [IW2, 5.29] can be presented as the completion of the quiver with relations
(u,x)
R (u,xy)
x y
x
u
inc
u
inc
y
c1 c2
c3
a1
a3
a2
y
yc1 = c1c2a2
a1y = c2a2a1
ya3 = a3a2c2
c3y = a2c2c3
c1a1 = a3c3
a2a1c1 = c3a3a2
c2c3a3 = a1c1c2
From this, we see immediately that Afib ∼= C[[y]], and Acon is the completion of the quiver
1 2
a2
c2
with no relations. Thus in this example both Afib and Acon are infinite dimensional, which
by 5.6 confirms that the contraction morphism contracts a divisor to a curve.
We remark that the above example, 6.2, also appears in [R83, 2.4] and [Z, 4.13].
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6.2. Failure of Commutative Deformations. Here we give two more complicated
examples. The first shows that the converse to 5.5(2) is false, and the second shows
that 4.10 fails if we replace noncommutative deformations by commutative ones. In both
examples, there is only one curve in the fibre above the closed point m.
Example 6.3 (DefOC does not detect divisors). Consider the group G := A4 acting
on its three-dimensional irreducible representation, and set R := C[[x, y, z]]G. It is well-
known that in the crepant resolutions of SpecR, the fibre above the origin of SpecR is
one-dimensional: see [GNS, §2.4] and [NS].
For the crepant resolution given by h : G-Hilb→ SpecR, there are three curves above
the origin meeting transversally in a Type A configuration. Further, in this case the tilting
bundle from G-Hilb has endomorphism ring isomorphic to the completion of the following
McKay quiver with relations (see e.g. [LS, p13–14] [GLR, 5.2])
EndR(R⊕M1 ⊕M2 ⊕M3) ∼=
R
M1 M3
M2
u v
a A
b
B c
C
uA = vA au = av
uB = ρvB bu = ρbv
uC = ρ2vC cu = ρ2cv
u2 = Aa+ ρBb+ ρ2Cc
v2 = Aa+ ρ2Bb+ ρCc
where ρ is a cube root of unity. By [W, 2.15], since there are two loops on the middle
vertex we see that the middle curve is a (−3, 1)-curve, and since there are no loops on the
outer vertices, the outer curves are (−1,−1)-curves. Also, by inspection
EndR(M2)/[R⊕M1 ⊕M3] ∼= C〈〈u, v〉〉
cl(u2, v2)
, (6.A)
where cl(u2, v2) denotes the closure of the two-sided ideal (u2, v2). Evidently, the above
factor is infinite dimensional. Since there is a surjective map
EndR(M2)/[R]  EndR(M2)/[R⊕M1 ⊕M3]
it follows that EndR(M2)/[R] must also be infinite dimensional.
Now, contracting both the outer (−1,−1)-curves in G-Hilb we obtain a scheme U and
a factorization
G-Hilb
U
SpecR
f
h
The example we consider is f : U → SpecR. By construction, there is only one curve
above the origin. As in [KIWY, 4.6]
Db(cohU) ∼= Db(mod EndR(R⊕M2)).
Set A := EndR(R⊕M2), then the quiver for A is obtained from the above McKay quiver
by composing two-cycles that pass through M1 and M3. In particular, in the quiver for
A there is no loop at the vertex corresponding to R, so Afib = C. In particular, by 5.3,
DefOC is representable.
On the other hand Acon = EndR(M2)/[R], and we have already observed that this
is infinite dimensional, so by 4.8 f contracts a divisor to a curve. It is also possible to
observe this divisorial contraction using the explicit calculations of open covers in [NS].
Example 6.4 (cDefJ does not detect divisors). Consider again R := C[[x, y, z]]G where
G is the alternating group above in 6.3. Now, contracting instead the middle curve in
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G-Hilb (instead of the outer curves we contracted above) gives a factorization
G-Hilb
W
SpecR
g
h
The original middle curve contracts to a closed point m in W , so picking an affine open
SpecT in W containing m, and passing to the formal fibre of g over this point, we obtain
a morphism
g : W→ SpecT.
To this contraction, we associate the contraction algebra Acon using the procedure in 3.5.
By [W, 3.5(2)], it follows from the uniqueness of prorepresenting object that
Acon ∼= EndR(M2)/[R⊕M1 ⊕M3],
where we have recycled notation from 6.3. Hence by (6.A) we see that
Acon ∼= C〈〈u, v〉〉
cl(u2, v2)
.
We have already observed that this is infinite dimensional, so g contracts a divisor by 4.8.
Alternatively, we can see that g contracts a divisor by using the explicit open cover as in
[NS, p40].
On the other hand, by general theory (see e.g. [DW1, 3.2]) cDefJ is prorepresented
by the abelianization of Acon, which in this case is simply
Aabcon
∼= C[[u, v]]
(u2, v2)
.
By inspection, this is finite dimensional. This shows that the commutative deformation
functor cDefJ is representable, even although a divisor is contracted to a curve.
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