Abstract-This work is concerned with development of a fault detection and isolation (FDI) scheme for discrete-time twodimensional (2D) systems represented by the Roesser model. This is accomplished by generalizing the geometric approach of one-dimensional (1D) systems to this 2D model. The basic conditioned invariant and unobservabilty subspaces of 1D systems are extended, and algorithms to compute these subspaces are introduced. Moreover, sufficient conditions for solvability of the FDI problem are provided, and capability of the proposed method is emphasized through numerical simulation results.
I. INTRODUCTION
The fault detection and isolation (FDI) problem of onedimensional (1D) linear, time-invariant systems has been extensively investigated during the past few decades [1] , [2] and references therein. The geometric approach developed in [3] has provided a valuable tool for studying the FDI problem not only for basic linear dynamical systems but also for more general cases such as Markovian Jump [4] , [5] , Time-Delay systems [6] and Linear Impulsive systems [7] . However, there are only very few results on the FDI problem of two-dimensional (2D) systems [8] and the two references therein. In [8] , the FDI problem of 2D systems is investigated by using dead-beat observers and the design process has its roots in the theory of systems over rings. However, the geometric approach for 2D systems has not yet been fully developed [9] - [11] .
Recently, this approach has attracted much interest [12] - [15] , where some basic concepts such as conditioned invariant and controllable subspaces are studied in detail for the Fornasini and Marchesini model I (FMI). The implicit (singular) 2D systems from geometric point of view have been investigated in [11] , [16] . However, no equivalent geometric FDI approach for 2D systems has been investigated in the literature. In this paper, first a new set of invariant subspaces is defined for the Roesser model (that is more general than the FMI). Then the FDI problem is formulated based on these subspaces. Moreover, the algorithms to compute these subspaces are provided. Although 2D systems are infinite dimensional systems [14] that have finite dimensional representation [17] , here we focus only on finite dimensional subspaces. This assumption allows us to extend the 1D geometric FDI methodology to 2D systems. The remainder of the paper is organized as follows. The preliminary results that are needed for the geometric FDI are provided in Sections II-IV. In Section V, we formulate the FDI problem for the Roesser model and derive the sufficient conditions for its solvability. The simulation results for the FDI of a heat exchanger are provided in Section VI. Finally, Section VII provides suggestions for future work. Notation: In this work, A , B, ... are used to denote subspaces. We have (i, j) ≤ (h, k) ((i, j) > (h, k)) implying that i ≤ h (i > h) and j ≤ k (j > k). We deal with two fundamental matrices, namely A (1, 0) and A (0, 1) that are defined in the next section. We use the notation A α to denote the sequence of multiplication of A (1, 0) and
, where α is a multi-index parameter which shows the sequence of the multiplication. For example, consider the multiplication
) . The notation |α| denotes the number of indices in α for each direction (for the above example, |α| = (2, 2)). Moreover, ||α|| denotes the number of all A (1, 0) and A (0,1) that are used in the corresponding multiplication. In other words, if |α| = (n 1 , n 2 ) then ||α|| = n 1 + n 2 . The α − i denotes a multi-index that is obtained by removing the first left i element(s) of α. For example, for α =
) .
II. DISCRETE-TIME 2D SYSTEMS
There are various models that are adopted in the literature for 2D systems including Roesser, Fornasini and Marchesini model I (FMI) and model II (FMII) [18] . The FMI can be formulated as a Roesser model [18] . In this work, we consider a Roesser model and hence, the results of this paper is also valid for the FMI model.
Consider the following Roesser model
where f k and L f k denote the fault signal and signature, respectively, r ∈ R nr and s ∈ R ns represent the 2D system states, and y ∈ R q denotes the output. The initial conditions are specified as r(0, k) = g r (k) and s(h, 0) = g s (h).
The solution of the model (1) in the fault free case is given by [19] 
where
. Furthermore, the matrices A (i,j) 's are defined by the following iterative algorithm
in which A i 's are defined in equation (1) . Based on the solution given in equation (2) an observability matrix can be defined as follows
. Therefore, it follows that the unobservable subspace can be formulated as
where N denotes the set of all non-negative integers.
III. CAYLEY-HAMILTON THEOREM AND LINEAR DEPENDENCY
In this section, an important theorem which plays a crucial role in the remainder of the paper is provided. It is wellknown that Cayley-Hamilton theorem is one of cornerstones in defining the observability matrix of 1D systems, and consequently the unobservable subspace. However, the geometric interpretation of the unobservable subspace N (defined by equation (5)) is not clear and lucid.
In this paper, we introduce another subspace N s ⊆ N to derive the sufficient conditions for solvability of the FDI problem. This subspace deals with sequences of A (1, 0) and A (0,1) as opposed to A (i,j) . Hence, the 2D Caylay-Hamilton theorem in [18] cannot be applied to these sequences. To overcome this problem, in this section we provide a theorem which allows one to define N s . However, before going through this theorem we need the following notation.
Let G denote the set of all in order finitely many sequences of (1, 0) and (0, 1). In other words, G = {α| ||α|| < ∞}. The multiplication operator on this set is defined by
such that γ 1 · γ 2 is obtained by merging the two sequences γ 1 and γ 2 in order. For example, for
) . Also, the notation / is used to obtain a right subsequence of a given sequence. In other words, if γ = γ 1 · γ 2 then γ 1 = γ/γ 2 . Theorem 1: Consider the system (1). Then any vector A β x with ||β|| ≥ n r + n s can be expressed as a linear combination of the vectors {A α x : ||α|| < n r + n s } for any x ∈ R nr+ns , where α and β are multi-index parameters (refer to the notation paragraph in Section I for the definition of A α ).
Proof: Consider β such that ||β|| = n r + n s . The result for the other β (||β|| > n r + n s ) follows similarly by induction. Assume that we express A β x as follows
such that y is orthogonal to all A α x. If y = 0, the result is immediate. Therefore, let y ̸ = 0. By definition of the adjoint operator one can write
and consider S b1 as the set of all linearly independent vectors in S 1 . Also assume that I S1 = {α|A α x ∈ S b1 }. Now, we show that A β x is linearly dependent on S b1 by contradiction. If S b1 spans R nr+ns , y = 0. Otherwise, let the vector A β−1 x be expressed as
and let us assume that β/(β −1) = (1, 0). By using equation (7), one can write
Hence, y = 0 which is in contradiction with the assumption y ̸ = 0. For β/(β − 1) = (0, 1), the result is identical. Therefore, A (β−1) x is independent of S b1 . Next, we consider the set S 1 bas = {A (β−1) x} and define S 2 as S 2 = {A α x| ||α|| < n r + n s − 2}. Consequently, S b2 is the set of all linearly independent vectors in S 2 and
ζ α A α x and let us assume (β − 1)/(β − 2) = (0, 1). By using equation (7) we have
T y >= 0, which is in contradiction with the assumption that y ̸ = 0. Note that for the case (β − 1)/(β − 2) = (1, 0) one can follow along the same steps. Hence, A β−2 x is independent of S b2 . Also, based on the fact that
are independent and the set S nr+ns bas constructs a basis for R nr+ns , or y = 0, which is again in contradiction with the assumption that y ̸ = 0. This now completes the proof of the theorem.
Let us now define a subspace of an unobservable subspace N (as per equation (5)) as follows
Remark 1: Using the fact that A (i,j) = ∑ |α|=(i,j) A α and results from Theorem 1, it follows that N s ⊆ N .
In the next section we provide a geometric interpretation for N s .
IV. INVARIANT SUBSPACES FOR 2D ROESSER MODELS
In this section, invariant subspaces for the 2D Roesser model (1) are defined. These become the same as the ones defined in [10] for the FMI model.
The subspace V ⊂ R nr+ns is said to be an (A (1,0),(0,1) )-invariant subspaces for the system (1) if
where A (1, 0) and A (0,1) are defined as in equation (3). In the next theorem, we show how the subspace N s is related to Definition 1.
Theorem 2: The subspace N s defined by equation (9) is the largest (A (1,0),(0,1) )-invariant subspace that is contained in ker C.
Proof: We first show that this subspace is (
where we use the fact that ||β · (1, 0)|| = n r + n s . Therefore,
Following along the same steps, one can show the same result for
This completes the proof of the theorem.
As stated in the next section, in order to derive the sufficient conditions for solvability of the FDI problem, one needs another (A (1, 0) , A (0,1) )-invariant subspace that is defined as follows.
Definition 2: Let us consider the subspace N (as given by equation (5) for the system (1)). We define the subspace N g as the smallest (A (1, 0) ,
Remark 2: The following algorithm can be used to compute the subspace N g , namely
Subsequently, the largest (A (1,0),(0,1) )-invariant subspace that is contained in a given subspace, say C , is designated by ≪ C |A (1, 0) ,(0,1) ≫. Hence, from Theorem 2,
|C ≫, and therefore we have
where N is defined by (5).
B. Conditioned Invariant Subspaces
Another important subspace which plays a crucial role in the geometric FDI problem is the conditioned invariant subspace which is defined below.
Definition 3: [10] The subspace W ⊆ R nr+ns is said to be the conditioned invariant subspace for system (1) if there
In other words,
(1,0) and [A + DC] (0,1) are defined in the similar manner as A (1, 0) and A (0,1) are in equation (3) . Therefore, one can write
Similar to 1D systems, we have the following lemma:
The subspace W is conditioned invariant if and only if A
The proof follows along the same lines (with some modifications) as in the 1D case in [3] .
In the geometric FDI approach, one is interested in the conditioned invariant subspaces containing a given subspace [2] , [20] . Let us define all the conditioned invariant subspaces containing a subspace L as follows
It can be shown that for a given L , the set Q(L ) is closed under intersection and hence, the set Q(L ) has a minimal member as W * (L ). Next, we compute this subspace.
Theorem 3: Let L be a given subspace. The minimal conditioned invariant subspace containing L (that is W * (L )) is obtained by invoking the non-decreasing algorithm below
Proof: The proof follows along the same lines as in [21] (Algorithm 4.1.1) for the 1D systems.
C. Unobservability Subspace
The unobservability subspace [3] , [6] is the cornerstone of geometric FDI approach. The following definition extends this concept to the Roesser model.
Definition 4:
The subspace S is said to be an unobservability subspace for the system (1) (1,0),(0,1) ≫ for a system having [A + DC] and HC as the dynamic and output matrices, respectively.
For the FDI problem, we compute the unobservability subspace and then obtain the matrix H [3] . In order to compute the unobservability subspace without having any knowledge of H, one needs the theorem that is provided in the next subsection. However, to prove this theorem we need the following lemma which is known as the modular distributive rule.
Lemma 2: [22] Consider three subspaces
D. Unobservability Subspace Computation Algorithm
In this part, we propose an algorithm to compute the unobservabilty subspace containing a given subspace. However, we first need the following lemmas.
Let us first assume that for a fixed subspace S, the following family of subspaces is defined: [20] Given a subspace S the family (17) has a maximal, S * , in the sense of inclusion. Moreover, S * is the limit of the following algorithm, where S 0 = R nr+ns :
Lemma 4: Assume that S is a conditioned invariant subspace with a map D satisfying equation (13) , then
where S k is defined by equation (18) Proof
Based on the definition of [A + DC] α , we have
where we use the fact that
1 )S 1 for the given linear operators M 1 , M 2 and the subspace S 1 . Consequently,
From equation (18) it follows that S ⊆ S k−1 . Also, by conditioned invariance of S we have S ⊆ ([A + DC]
(1,0) )
−1 S, and hence, S ⊆ ([A + DC]
. By using Lemma 2 one can now show
which completes the proof of the lemma. The next theorems summarize important results.
Theorem 4:
Consider the subspace S and the family G (as per equation (17)). Then S is the unobservability subspace if and only if S is conditioned invariant and S = S * where S * is the maximal member of G (as per equation (18)).
Proof: (If part): if S is conditioned invariant, there is a map D such that S is ([A + DC]
(1,0),(0,1) )-invariant. Also, by using equation (21) and Lemma 4, we have
(Only if part): Assume that S is an unobservability subspace. By definition it is conditioned invariant, and from Lemma 4 we have S = S * . Based on the fact that ker C ⊆ (S + ker C), the output injection matrix H is defined such that ker HC = (S + ker C). Now, we are in the position to provide the algorithm for computing the unobservability subspace that contains a given subspace L .
Theorem 5: The unobservability subspace of system (1) containing L is computed from the following sequence
where W * is the minimal conditioned invariant subspace containing L .
Proof: The proof follows exactly along the same lines as those invoked in [23] .
The limit of the sequence (23) (that is obtained in a finite number of steps) is denoted by S * which contains the given subspace L .
V. GEOMETRIC FDI OF THE 2D ROESSER MODEL
In this section, the results developed above is used to investigate the FDI problem for the Roesser model (1). In this paper, we assume that the system is subject to two faults and try to construct two residuals such that each is sensitive to only one fault and is decoupled from the other one.
Consider the faulty Roesser model (1). The solution to the FDI problem can be summarized as that of generating two residuals (res i , i ∈ {1, 2}) for the above system such that ∀u, f 2 and f 1 = 0 then res
In order to derive the solvability conditions to the above problem, we design an observer-based residual generator for each fault. However, we need the following theorem to verify the stability of the resulting observer error dynamics.
Theorem 6: [24] The following FMII model
is stable if 
where and ρ(A) and ⊗ denotes the eigenvalue of A and the Kronecker product, respectively.
The next theorem provides sufficient conditions for solvability of the FDI problem. 
= 0 (27) in which N gi is the smallest ([A + DC] 
}, respectively.
Proof: First, we design a filter to detect and isolate the fault f 1 . The same steps can be used to design a residual generator for the fault f 2 . In order to eliminate the dependence on f 2 (that is to generate a residual which satisfies the condition (24a)), one can obtain the quotient subsystem by factoring out N g2 which is equivalent to designing an observer to estimate P 2
, where P 2 : R nr+ns → R nr+ns / N g2 is the canonical projection of N g2 . In order to factor out the subspace N g2 , one needs to transform the equation (1) to the FMII model as follows
. Hence, one can write
Note that P 2 L
= 0, and the quotient subsystem (29) is decoupled from the fault f 2 . Therefore, the detection and isolation of the fault f 1 is restricted to detecting this fault in equation (29) . For this purpose, we use the following residual generator filter
are the observer gains. Also, M is the solution to M P 2 = H g2 C. Based on the fact that ker P 2 = ker H g2 C = N g and the operator P 2 is surjective, the solution to M is unique.
The error dynamics of e =ω − P 2 x is given by
Consequently, we have 1 (·, ·) ) converges to zero. Otherwise, the residual has a value different from zero. Using the same procedure one can design an observer to detect and isolate the fault f 2 , and this completes the proof of the theorem.
By using Theorem 7, one can generate residual signals such that each residual is decoupled from inputs and all faults but one.
Remark 4: It is worth nothing that although we factor out the subspace N g2 form the systems, we need first to compute the subspace N s2 (the largest A (1,0),(0,1) -invariant subspace in ker HC which contains L
) and then based on the matrices H and D compute N g2 by using the algorithm (12) . Moreover, as we shall see in the next subsection, in some special cases, the Roesser model is invariant under the transforation (canonical projections of N g1 and N g2 ) and the quotient subsystem is in the Roesser model. For these cases, one can use the following theorem to show the stability of the error dynamics instead of Theorem 6 which includes checking more conditions. Theorem 8: [18] Consider the 2D Roesser model (1). This system is stable if and only if the following equation has no solution with |z 1 | ≥ 1 and |z 2 
VI. SIMULATION RESULTS
Heat exchangers play an important role in gas turbine engines including preheating fuel to increase the engine efficiency [25] , [26] . A heat exchanger is usually subject to two different types of faults, namely fouling and leakage [26] . In this section, we apply the above theory to a 2D Roesser model which represents an approximate model of a heat exchanger.
The mathematical model of a typical heat exchanger is governed by the following hyperbolic partial differential equations (PDE)
where T f and T g denote the temperature of the cold (fuel) and the hot (exhaust gas) sections, respectively. The coefficients α g and α f are proportionally dependent on the speed of the gas and the fluid. The coefficient β is related to the heat transfer coefficient of the wall [26] . Also, f 1 and f 2 denote the fouling and leakage effects. Moreover, the boundary conditions (the inlet temperature) T g (t, 0) and T f (t, 0) are available.
A. Finite-Difference Approximate Model
By discretizing the equation (34) through time and spatial coordinates and denoting s 1 
Remark 5: Note that according to the defined variables above the signatures of the faults have interesting properties such as
and L f2 = L (1, 0) f2 . This simplifies the design process for generating the residuals. Moreover, since we are dealing with subspaces and not vectors, one can assume that
] T , that multiply the corresponding parameters in f 1 and f 2 .
1) Initial Conditions:
First it is shown that the initial conditions of system (34) cannot be formulated as a Roesser model and a method is proposed to solve this problem.
Consider the model (35). Without loss of generality, one can assume that s 1 (−1, h) = s 2 (−1, h) = 0 and also f 2 (−1, h) = 0 for all h ∈ N. Consequently, we have r 1 (0, h) = r 2 (0, h) = 0. However, the boundary conditions T f (0, h) and T f (0, h) lead to the problem as follows. Consider the Roesser model (35). By assuming r 1 (0, h) = r 2 (0, h) = 0, one can write [
] .
However, as noted above T g (0, k) and T f (0, k) are given (the inlet temperature is not related to the dynamics of the heat exchanger), and they do not necessarily satisfy equation (37). To the best of the authors' knowledge, in literature [25] - [27] this issue has not yet been addressed. In the following, we propose a solution to this problem. Consider equation (37) with extra inputs as u 1 and u 2 as [
If the matrix A 22 is stable, by choosing a proper matrix B 2 , and after a certain time s 1 (0, j) and s 2 (0, j) converge to u 1 (j) and u 2 (j), respectively. It is assumed that changes in the entry temperatures are sufficiently slow which is reasonable in a heat exchanger [26] . We choose the matrix B 2 such that the DC gain of the subsystem (38) is the identity matrix. Hence,
Hence, the approximation model is given by
where C = 
B. Filter Design
First, let us design a filter to detect and isolate the fault f 1 . This filter must be decoupled from f 2 (refer to the conditions (24) ). The conditioned invariant and unobservability subspaces containing the subspace L f2 is given by the algorithm (15) and (23) . Designing a filter to detect and isolate the fault f 2 follows exactly along the same lines. Now consider two different scenarios. In Scenario I a single fault case is considered where the fault f 2 has a magnitude of 0.1 which occurs at i = 5, j ≥ 50. In Scenario II, a multiple-fault case is considered in which the faults f 1 and f 2 with magnitudes 0.1 occur at i = 5, j ≥ 50 and i = 5, j ≥ 70, respectively. The residual res 1 for the Scenario I is provided in Figure 1 . For the Scenario II Figures 2 and 3 show the results. The thresholds are determined by using the Monte Carlo simulations associated with the healthy system. As can be seen from these figures, the residuals satisfy the condition (24) . Also, by using the residuals the spatial position (i = 5) of the corresponding fault can be approximately determined.
VII. CONCLUSION
In this paper, the geometric fault detection and isolation (FDI) problem for a 2D Roesser model is investigated. In order to derive the sufficient conditions, the notion of an unobservability subspace of 1D systems was extended to this model. Moreover, the algorithm to compute the subspace is introduced. Based on the introduced subspace and a linear matrix inequality relationship, the sufficient conditions for solvability of the FDI problem were derived. 
