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Abstract—Sentiment analysis aims to automatically estimate
the sentiment in a given text as positive or negative. Polarity
lexicons, often used in sentiment analysis, indicate how positive
or negative each term in the lexicon is. However, since cre-
ating domain-specific polarity lexicons is expensive and time-
consuming, researchers often use a general purpose or domain-
independent lexicon. In this work, we address the problem of
adapting a general purpose polarity lexicon to a specific domain
and propose a simple yet effective adaptation algorithm. We
experimented with two sets of reviews from the hotel and movie
domains and observed that while our adaptation techniques
changed the polarity values for only a small set of words, the
overall test accuracy increased significantly: 77% to 83% in the
hotel dataset and 61% to 66% in the movie dataset.
Keywords—sentiment analysis; lexicon adaptation; polarity
detection; machine learning; natural language processing
I. INTRODUCTION
Sentiment analysis aims to estimate the sentiment in textual
documents as positive, or negative. It has become a popular
research area in recent years, due to wide range of applica-
tions and commercial interest to the problem. Automatically
analyzing product reviews for instance is of great interest to
companies to understand what their customers are thinking
about a product or a specific aspect of a product. A common
approach in sentiment analysis is to try to estimate the
sentiment expressed in the review from the polarity (sentiment
orientation) of the words within the text.
The problem of identifying the polarity of words have been
addressed in [1] where authors apply a clustering method to
determine the polarity of adjectives. Similarly authors in [2]
use a set of seed words and clustering methods to find the
polarity of adjectives in a corpus. More recently, polarity
lexicons, such as the SentiWordnet[3], have been built for
sentiment analysis. A polarity lexicon can be constructed
manually [4], using heuristics [5], [6] or by machine learning
techniques [3]. In [7], they discuss three main approaches for
opinion lexicon building: manual approach, dictionary-based
approach, and corpus-based approach. The major shortcoming
of the manual approach is the cost (time and effort) to
hand select words to build such a lexicon. There is also the
possibility of missing important words that could be captured
with automatic methods. Dictionary-based approaches work
by expanding a small set of seed opinion words, with the
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use of a lexical resource such as the WordNet [8]. The main
drawback of these approaches is that the resulting lexicon is
not domain specific. Corpus-based approaches can overcome
these problems by learning a domain-specific lexicon using a
domain corpus of labeled reviews.
The most commonly used polarity lexicon is the SentiWord-
Net, where a word is associated with a negative polarity to
indicate its negative sentiment orientation, a positive polarity
to indicate its positive sentiment orientation, and an objective
polarity to indicate its neutrality. The basic assumption with
the polarity lexicons is that a word’s polarity is the same across
different domains, which may not be true for all the words.
For example, the word ”small” has a polarity of −0.25 in
SentiWordNet which is appropriate in the hotel domain like
in the review sentence ”The hotel had really small rooms”.
However, when the review is about a digital camera, the
word ”small” should have a positive polarity as in the review
sentence ”This camera is great as it has a small size”.
The idea of updating the polarities of words in a given
lexicon has been investigated before. In [9] authors stress
the importance of contextual polarity to differentiate from the
prior polarity of a word. They extract contextual polarities
by defining several contextual features. In [10], a double
propagation method is used to extract both sentiment words
and features, combined with a polarity assignment method
starting with a seed set of words. In [11], which has been the
main motivation for this work, authors use linear programming
to update the polarity of words based on specified hard or soft
constraints. For instance, if a word has negative polarity in the
domain-independent lexicon but appears together with positive
words in general, then its polarity is updated to positive, to
minimize the costs imposed by the soft constraints. Another
application of linear programming appears in [12] to learn
a sentiment lexicon which is not only domain specific but
also aspect-dependent. Lastly, a recent work expands a given
dictionary of words with known polarities by first producing a
new set of synonyms with polarities and using these to further
deduce the polarities of other words [13].
In this work we propose several variations of a simple
method which is based on the delta tf-idf concept [14], to adapt
a domain-independent polarity lexicon to a specific domain.
We use SentiWordNet, a domain independent lexicon, as a
baseline for demonstrating the effectiveness of the proposed
method. Specifically, we adapt SentiWordNet to two different
domains in order to obtain two domain-specific lexicons. We
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then compare the sentiment classification accuracies obtained
with SentiWordNet and the new domain specific lexicons.
The basic idea for domain adaptation is to learn the domain-
specific polarities from labeled reviews in a given domain. In
order to do that, we analyze the occurrence of the words in the
lexicon in positive and negative reviews in a given domain. If
a particular word occurs significantly more in positive reviews
than in negative reviews, then we assume that this word should
have positive polarity for this domain, and vice versa. We
propose a couple of alternatives for the update mechanism of
a word’s polarity. The proposed approaches allow us to adapt
a domain-independent lexicon such as SentiWordNet, for a
specific domain by updating the polarities of only a small
subset of the words. However, we also show that this small
set of updated words has a significant contribution to sentiment
analysis accuracy.
Our paper is organized as follows: Section II describes
sentiment analysis with a domain-independent lexicon. Sec-
tion III presents the quality of the adapted lexicon. Section IV
describes experimental results and error analysis. Finally, in
Section V we draw some conclusions and propose future
extension of this work.
II. SENTIMENT ANALYSIS WITH A DOMAIN-INDEPENDENT
LEXICON
We show the advantages of adapting a domain-independent
polarity lexicon by comparing two approaches: (1) sentiment
analysis using a domain-independent lexicon as explained in
this section, and (2) sentiment analysis using the adapted
lexicon exactly like the first approach. The adaptation process
is explained in Section III.
The polarity lexicon we use as the domain-independent
lexicon is the SentiWordNet that consists of a list of words
with their POS tags and three associated polarity scores
< pol−, pol=, pol+ > for each word [3]. The polarity scores
indicate the measure of negativity, objectivity and positivity,
and they sum up to 1. Some sample scores are provided in
Table I from SentiWordNet.
TABLE I
SAMPLE ENTRIES FROM SENTIWORDNET
Word Type Negative Objective Positive
sufficient JJ 0.75 0.125 0.125
comfy JJ 0.75 0.25 0.0
moldy JJ 0.375 0.625 0.0
joke NN 0.19 0.28 0.53
fireplace NN 0.0 1.0 0.0
failed VBD 0.28 0.72 0.0
A. Word polarity
As many other researchers have done, we simply select the
dominant polarity of a word as its polarity and use the sign
to indicate the polarity direction. The dominant polarity of a
word w, denoted by Pol(w), is calculated as:
Pol(w) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
0 if max(pol=, pol+, pol−) = pol=
pol+ else if pol+ ≥ pol−
−pol− otherwise
(1)
In other words, given the polarity triplet
< pol−, pol=, pol+ > for a word w, if the objective
polarity is the maximum of the polarity scores, then the
dominant polarity is 0. Otherwise, the dominant polarity is the
maximum of the positive and negative polarity scores where
pol− becomes −pol− in the average polarity calculation.
For example, the polarity triplet of the word ”sufficient”
is <0.75,0.125,0.125>; hence Pol(”sufficient”) = −0.75.
Similarly, the polarity triplet of the word ”moldy” is
<0.375,0.625,0.0>; hence Pol(”moldy”) = 0.
An alternative way for calculating dominant polarity could
be to completely ignore the objective polarity pol= and
determine the Pol(wi) of the word to be the maximum of
pol− and pol+. With this method, the dominant polarity of
the word ”moldy” would be −0.375 instead of 0. However,
we preferred the first approach as more appropriate, since
many words appear as objective or dominantly objective in
SentiWordNet.
B. Review polarity
For estimating the sentiment in a review, we use a simple
approach that computes the average review polarity and makes
a decision based on this score. This is done by first applying
the Stanford NLP tool [15] to all the reviews in order to
extract the POS tags of each word. Then, we compute the
average polarity of the review using the dominant polarity
of each word in the review using Eq. 2, using only words
with POS tags JJ*(Adjective), RB*(Adverb), NN*(Noun), and
VB*(Verb) which have dominant polarity positive or negative
(we do not count the objective polarity words as their dominant
polarity is 0).
Average review polarity(R) = 1|R|
∑
wi∈R Pol(wi) (2)
The reviews with average polarity score greater than a
threshold of zero are classified as Positive, while others are
classified as Negative (zero score is classified as Negative).
This threshold was found experimentally to give a roughly
equal number of mistakes in positive and negative review
classification.
III. ADAPTING A DOMAIN-INDEPENDENT LEXICON
Our purpose is to a update the polarities of words in a
given polarity lexicon to adapt them to specific domains. In
this section we describe our approach for domain adaptation
together with the methods we used for selecting the set of
adapted words for sentiment classification.
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A. Finding domain specific words
For adapting the general purpose lexicon, we update the
polarity of a word, if it’s occurrence in labeled reviews
strongly indicate one class, while SentiWordNet would suggest
the other class. For instance if a word’s dominant polarity is
negative, but it occurs very often in positive reviews and not
very often in negative ones, we update its dominant polarity.
In order to see which words in the domain appear more in a
particular class of reviews, compared to the other class, we
first compute the tf-idf (term frequency - inverse document
frequency) scores of each word separately for positive and
negative review classes. The tf(w, c) counts the occurrence
of word w in class c, while idf(w) is the proportion of docu-
ments where the word w occurs, discounting very frequently
occurring words in the whole database (e.g. ’not’, ’be’) [16].
There are quite a few variants of tf-idf computations [17], and
the tf-idf variant we use is denoted as tf.idf and computed
as:
tf.idf(wi,+) = loge(tf(wi,+) + 1) ∗ loge(N/df(wi)) (3)
tf.idf(wi,−) = loge(tf(wi,−) + 1) ∗ loge(N/df(wi))
where the first term is the scaled term frequency (tf) and
the second term is the scaled inverse document frequency (idf).
The term df(wi) indicates the document frequency which is
the number of documents in which wi occurs andN is the total
number of documents (reviews in our case) in the database.
In Eq. 4, we define a new measure for polarity adaptation
of words, called (Δtf)idf . It estimates whether the polarity
of a word should be adjusted, considering its occurrence in
positive and negative reviews separately.
(Δtf)idf(wi) = tf.idf(wi,+)− tf.idf(wi,−) (4)
= [tf(wi,+)− tf.idf(wi,−)]× idf(wi)
Our new measure is similar to the Delta TFIDF term defined
in [14] for calculating the polarity scores of words. As shown
in Eq. 5, Delta TFIDF(wi, d) score of a word wi in document
d considers the difference in the document frequencies of that
word in positive and negative corpora. Then, these scores are
summed for each word in document d, to obtain a sentiment
value for the document.
In contrast, (Δtf)idf(wi) of word wi considers the differ-
ence between the term frequencies of the word wi in positive
and negative reviews.
Delta TFIDF(wi, d) = tf(wi, d)× (5)
[idf(wi,+)− idf(wi,−)]
In this process we excluded words with POS tags containing
”PRP” or ”DT” to exclude stop words such as ”the”,”I”,”a”,
etc. A portion of the resulting features are shown in Table II.
B. Updating word polarities
When we observe a disagreement between the SentiWord-
Net polarity and the (Δtf)idf score of a word, we consider
changing its polarity. For instance in Table II, the word ”joke”
has a positive polarity, while its (Δtf)idf score is negative,
indicating that it occurs more in negative reviews. Similarly,
the word ”comfy” has a negative polarity, while its (Δtf)idf
score is positive, indicating that it occurs more in positive
reviews.
For deciding on the new polarity of a word where a
mismatch is observed, there are a couple of alternatives:
• Flip: Using the opposite polarity of the word (if the
negative polarity of a word was dominant, we switch to
its positive polarity and vice versa)
• ObjectiveFlip: Switching the objective polarity words
to either negative or positive; similarly switching the
negative or positive word to objective instead of its
opposite polarity as done in Flip.
• Shift: Shifting the polarity of a word toward the other
pole (as in adverbs, [18], [19].)
• DeltaScore: Computing the new polarity based on the
(Δtf)idf score of the word.
We tried two of these combinations (Flip and DeltaScore)
and report results in large databases in two separate domains,
as described in Section 4. As can be seen in Table VI, in our
experiments we observed that Flip has updated the polarity
of the word ”joke” in the TripAdvisor dataset [20]. The
SentiWordNet dominant polarity of the word ”joke” was +0.53
and the updated polarity is -0.41. Indeed, the word ”joke”
appeared in a sentences like ”Check in was a joke,....” where
it contributes to negative sentiment.
C. Extent of the Updates
For choosing how many words to update, there can be a
couple of different alternatives:
• Top-k%: changing the polarity of the top-k% of the words
showing a mismatch. For this option, we ranked the words
with respect to decreasing |(Δ(tf))idf | scores and exam-
ined the top-k% of the list for sign disagreements between
the (Δtf)idf scores and the SentiWordNet polarity.
• Threshold: changing the polarity of all the words be-
low/above a fixed threshold where a disagreement occurs
(e.g. (Δtf)idf < −10 OR (Δtf)idf > 10)
• Iterative: changing the polarity of a word one at a time
using hill-climbing, where the change would be accepted
if it was found to improve accuracy on the validation set.
We tried all three approaches, but report the first two as the
third option is too slow and not better than the others. For
the Top-k% selection, we tried top-5 and top-10%. For the
Threshold selection, we tried two runs with different positive
and negative threshold value ranges that will enable a good
number of words to be picked.
Notice that all of these update methods can also include the
ObjectiveFlip approach where Top-k% would be modified to
have a Middle-k% and Threshold would have two threshold
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TABLE II
(Δtf)idf COMPUTATION
wi tf(wi,+) tf(wi,−) idf(wi) Δ(tf)(wi) Pol(wi) Result
treat 21 0 4.96 15.34 0.77
exceeded 15 0 5.23 14.51 0
neat 19 2 5.01 9.51 0.48 Agreement
dirty 19 249 2.65 -6.7 -0.47
smelly 0 24 4.79 -15.41 -0.75
fireplace 37 1 4.57 13.46 0
comfy 72 13 3.64 6.01 -0.75
pleased 41 11 4.09 5.13 -0.5 Disagreement
joke 5 40 4.29 -8.25 0.53
values to determine the middle range of words such that 2 <
(Δtf)idf < −1.
IV. EXPERIMENTAL EVALUATION
We implemented and tested the proposed polarity adaptation
techniques on real review data sets to assess their impact on
the overall sentiment classification. Following sections detail
the data sets used and the results obtained on these data sets.
A. Data Sets
We tested our system in two different domains: hotel and
movie reviews. For the hotel domain, we extracted 6000
reviews from a snapshot of the TripAdvisor site which was
prepared by [20]. In order to have an equal number of positive
and negative reviews, we randomly collected samples from this
larger set, resulting in 1500 positive and 1500 negative reviews
in Train and Test datasets. In the hotel reviews, a review may
have a rating of 1,2,3,4,5 where we assume that the reviews
with rating 1, and 2 are negative and the reviews with rating
4, and 5 are positive. We did not consider the reviews with
rating 3 for training since they do not have a strong polarity.
For the movie review domain, we use the movie review
data provided by [21], consisting of 2000 reviews. In order
to have an equal number of positive and negative reviews,
we randomly split this database into two sets, Train and
Test datasets, each containing 500 positive and 500 negative
reviews. In the movie reviews, a review is marked with label
”-” to indicate that it is a negative review and marked with
”+” to indicate that it is a positive review.
B. Results
The results for two datasets are shown in Tables III and
IV. We have tried Flip, and DeltaScore updating methods,
with top-5% and top-10% of all the words. We also tried the
Threshold update with different threshold values for picking
the words to flip.
As can be seen in these tables, the updates all show im-
provement over the alternative of using SentiWordNet polarity
values without doing any adaptation. These improvements are
comparable to those in [11] where around 2% accuracy had
been obtained using an adaptation done by linear program-
ming.
TABLE VII
POLARITY SCORES: BEFORE AND AFTER UPDATE
Word Type SentiWordnet Flip DeltaScore
failed VBD 0 -0.28 -0.73
garbage NN 0 -0.125 -0.47
joke NN 0.53 -0.19 -0.41
ludicrous JJ 0.56 -0.125 -0.36
implausible JJ 0.44 -0.25 -0.27
laughable JJ 0.56 0 -0.21
courage NN -0.5 0.375 0.22
comfy JJ -0.75 0 0.30
complicated JJ -0.625 0.125 0.32
sufficient JJ -0.75 0.125 0.50
treat NN 0 0.25 0.77
gem NN 0 0.15 0.81
V. CONCLUSION AND FUTURE WORK
This work aimed at finding out how we can adapt an existing
polarity lexicon to a specific domain by learning new polarity
orientations for the words by looking at how they are used
in a particular domain. Although the proposed method is very
simple and efficient, the use of the resulting adapted lexicons
have increased review sentiment classification accuracy in both
of the tested domains.
For future work, we are going to test the proposed
methods on a larger dataset in different domains and with
more lexicons. We also plan to incorporate this polarity
adaptation approach to our open source sentiment analy-
sis system SARE [22], which may be accessed through
http://sentilab.sabanciuniv.edu/sare.
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