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Abstract 
Difirence labelings of a graph are realized by assigning distinct integer values to each vertex 
and then associating with each edge uv, the absolute difference of those values assigned to its 
endvertices u and u. Labelings of this type include bandsize labelings, in which the cardinality of 
the edge label set is minimized, and graceful labelings, in which the cardinality of the edge label 
set equals the number of edges. Three new classes of difference labeling problems are defined 
here, based on the fact that the subsets of edges with common edge labels form linear forests 
that partition the edge set. In particular, the following three questions are addressed: (1) Given 
graph G with edge set E(G) and a decomposition 9 of G into linear forests, does there exist 
a labeling of the vertices of G for which 9 is a common-weight decomposition? (2) Given graph 
G with edge set E(G) and a collection of linear forests F1, F2, . . . . Fk containing a total of IEl 
edges, does there exist a common-weight decomposition of G whose parts are respectively 
isomorphic to F,, F,, . . . , Fk? (3) Given graph G with edge set E(G) and a set of integers 
ml, m2, . . . . mk whose sum is IEl, does there exist a common-weight decomposition of G whose 
parts contain I&J = mi (1 < i < k) edges? Answers to these questions for certain classes of 
graphs are found, tools for studying these questions are developed, and some open problems are 
formulated. 
1. Introduction 
By graph we mean a simple, undirected graph with no loops or multiple edges. 
Except where we give specific definitions in this paper, we use the general graph- 
theoretical terminology of Bondy and Murty [S]. In a difference labeling of a graph G, 
a distinct integer is assigned to each vertex of G, and the absolute value of the 
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difference of the labels on its endvertices induces a weight on each edge. Some of the 
diverse applications of difference labelings can be found in [3]. The term labeling is 
synonymous with “difference labeling” in this paper. If all vertex labels are non- 
negative, then we have a proper labeling of G. Note that any labeling f of G can be 
transformed into a proper labeling by adding to every vertex label a fixed positive 
constant large enough to make all labels nonnegative. The resulting proper labeling 
preserves the weights on the edges generated by f: Consequently, unless otherwise 
indicated, properties stated for labelings in general, also hold for proper labelings. We 
also define a labeling of G to be m-equitable if each weight occurs m times, and we say 
that G is m-equitable, if there exists an m-equitable labeling of G. 
Various labeling problems have been examined in recent years. A graceful labeling 
of a graph G is a proper l-equitable labeling of G for which the maximum label is 
IE(G)I. Since the early studies of graceful labelings by Rosa [16] and Golomb [12], 
researchers have been trying to characterize the graphs that can be gracefully labeled 
[l, lo]. An unsolved problem of long-standing interest is to determine whether all 
trees are graceful [2]. One natural generalization of graceful labeling is k-graceful 
labeling [15, 171. This is a proper l-equitable labeling of G for which the weights range 
from k to IE(G)l + k - 1 and the maximum label is IE(G)( + k - 1. The bandwidth 
of a labeling of G is the maximum edge weight, A bandwidth labeling of G is one 
which minimizes the bandwidth over all labelings. Since the problem of computing 
bandwidth was shown in [ 1 l] to be NP-complete even for trees of maximum degree 3, 
most research efforts for this problem has focused on establishing bounds for various 
classes of graphs and on determining efficient suboptimal algorithms to approximate 
the bandwidth of given graphs [6,7]. In a similar manner, Hell, and his co-authors 
[9, 131 defined the bandsize of a labeling in which the vertices are assigned the 
values from 1 to IV(G)1 as the number of distinct weights in the labeling. They 
defined a bandsize labeling of G to be one which minimizes the bandsize over all 
such labelings. Questions asked for this problem are similar to those for band- 
width. 
A decomposition of the graph G is a collection of subgraphs of G whose edge sets 
partition the edge set of G. The parts of G refer to the (unlabeled) set of subgraphs 
generated by a decomposition. A decomposition of a labeled graph into parts, each 
part containing the edges having a common weight, is called a common-weight 
decomposition. Because every vertex is assigned a distinct label, it is easily seen that 
every part in a common-weight decomposition is a linear forest, i.e., a union of paths. 
We say that a common-weight decomposition of G in which each part contains 
m edges is m-equitable. (Note: This definition of “equitable” is less restrictive than that 
of de Werra [8].) 
In the next section of this paper we introduce three new classes of difference 
labeling problems which are characterized by aspects of the subgraphs generated 
by common-weight decompositions. We may think of these new difference labelings 
as being intermediate between the extremes of k-graceful labelings, in which 
each of the consecutive edge labels occurs just once, and bandsize labelings, in 
which the number of distinct edge labels is minimized. For the remainder of this 
paper, we examine these labelings and their relation to other common-weight de- 
compositions. 
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2. Three problem classes for common-weight decompositions 
SPECIFIED EDGES DECOMPOSITION PROBLEM (SE-problem). Given 
a graph G with edge set E(G) and a decomposition 9 of G into linear forests, does 
there exist a labeling of the vertices of G for which 9 is a common-weight decomposi- 
tion? 
SPECIFIED PARTS DECOMPOSITION PROBLEM @P-problem). Given 
a graph G with edge set E(G) and a collection of edge-disjoint linear forests 
F,, Fz, . ..> Fk containing a total of IE( edges, does there exist a common-weight 
decomposition of G whose parts are respectively isomorphic to F,, FZ, . . ., Fk? 
SPECIFIED SIZES DECOMPOSITION PROBLEM (SS-problem). Given a graph 
G with edge set E(G) and a set of integers m,, m2, . . . . mk whose sum is /El, does there 
exist a common-weight decomposition of G whose parts contain JEiJ = mi (1 d i ,< k) 
edges? 
As will be seen in the next section, there are many questions that can be asked for 
each of these problems. Nevertheless, since these problems can be logically “nested”, 
the answer to a question for one will often give an answer for the others. To be more 
precise, these problems form a hierarchy in which a positive solution to a specific 
SE-problem automatically gives positive solutions to the corresponding SP-problem 
and the corresponding SS-problem. For example, consider the SE-question: “Does 
there exist a common-weight decomposition of G1 (shown in Fig. l(a)) into P4 and 
2P2 as shown in Fig. l(b)?” In Fig. l(c) we show such a labeling and the decomposition 
in which the edges in P4 are labeled with l’s and those of the independent P,‘s with 2’s. 
This solution is also a solution to the less restrictive SE-problem: “Does there exist 
a common-weight decomposition of G1 into one P4 part and one part consisting of 
2P2?” And, finally, the same solution also answers the even less restrictive SS- 
problem: “Does there exist a common-weight decomposition of G1 into two sub- 
graphs for which one subgraph contains three edges and the other subgraph contains 
two edges?” 
On the other hand, knowing that an SS-problem is solved does not indicate that 
corresponding SE- or SP-problems are solved. For example, knowing that the above 
SS-problem is solved does not reveal that there is a negative outcome to the 
1 (a) (b) (c) 
Fig. 1. G,, a decomposition of G,, and a common-weight decomposition of G, 
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SP-problem: “Is there a decomposition of G1 into two parts, P, and P3?” Finally, we 
note that this negative result for the SP-problem also implies a negative result for any 
SE-problem for which designated edges produce this decomposition. 
It is in the sense of these examples that we will say “Positive results propagate down 
the decomposition hierarchy and negative results propagate up”. 
3. A digraph tool for decomposition problems 
In examining specific SE-problems, it is useful to consider how the edge orienta- 
tions of graphs can be applied as tools. 
The digraphs which we use, result from orienting each edge in a labeled graph 
G from the endvertex with the smaller value to the endvertex with the greater value. 
Such an assignment will be seen in Lemma 3.1 to generate an acyclic orientation of G. 
Moreover, given an acyclic orientation of G, one can generate labelings of G consistent 
with that orientation. This is clear, since one can successively assign monotonically 
increasing labels to the vertices which are totally ordered in a manner consistent with 
the partial ordering implied by the acyclic orientation of G. 
On the other hand, if one begins with a weighted orientation of a graph G, i.e., an 
oriented graph G on whose arcs weights have been assigned, it is also possible to 
determine if there exists a vertex labeling of G that is consistent with this assignment. 
The following definitions and lemma are useful: By an oriented path P(u, u) in G from 
u to u we mean the path from u to v including the orientation of its edges in G. The 
path sum for a weighted oriented path is the sum of the weights on its forward directed 
edges less the sum of the weights on its backward directed edges. 
Lemma 3.1. A weighted orientation of a graph G is realized by a labeling if and 
only if the following path sum condition holds: Two oriented paths, P(v,x) and 
P(v, y), originating at any common vertex u, have the same path sums if and only 
ifx = y. 
Proof. (a) Letfbe a labeling of G which realizes a specified weighted orientation of G. 
Then any two paths with equal path sums originating at an arbitrary vertex u and 
ending at vertices x and y respectively must in fact end on a common terminal vertex, 
i.e., x = y, sincefis a one-to-one function. Conversely, if two distinct oriented paths 
starting at u end at a common vertex, then their path sums are equal. 
(b) Let G be given any weighted orientation that satisfies the path sum condition. 
This condition permits us to choose an arbitrary vertex u in each connected compo- 
nent of G, and to assign to each vertex x in that component the path sum g(x) for any 
oriented path P(u, x), thus generating a labeling g of G. q 
The following properties are directly implied by Lemma 3.1: 
Corollary 3.2. An orientation of a graph G induced by a difference labeling must be 
acyclic. 
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Corollary 3.3. In a common-weight decomposition of a labeled graph, each part is 
a linear forest. Moreover, the orientation induced by the labeling in each path is 
unidirectional, 
In a connected, oriented graph, a source is a vertex of indegree 0, and a sink is 
a vertex of outdegree 0. Note that in a labeled graph, the label of a source is less than 
its neighbors and the label of a sink greater. 
Corollary 3.4. If v is a source or sink, then v can never be an internal vertex in any path 
of a part containing it. 
4. Specified edges decompositions 
Lemma 3.1 implies that labelings exist which realize every decomposition of a path. 
Moreover, the results in Section 3 imply the following theorem on decomposing 
a cycle into two paths. 
Theorem 4.1. There is a labeling of a cycle C realizing a decomposition of C into two 
paths having ml and m2 edges respectively if and only ifmt and m, are relatively prime. 
Proof. Let S1 and S2 be two arithmetic sequences with respective forms 
S1: 0, kt, 2kI, . . . . mIkI, 
and 
S2: 0, kz, 2k2, . . . . m2k2, 
for which mlkl = m2k2. Also, let iI and i, be the smallest positive integers for which 
ilkI = i2k2. Consequently, 
m, /m2 = i,li2. (1) 
(A) By Corollary 3.2., the decomposition of C into paths P and Q generates 
unidirectional orientations of the common-weighted paths; thus, a labeling realizing 
this decomposition will form arithmetic progressions of types Si and S2 for the vertex 
labels on each path (since without loss of generality, 0 can be the initial vertex label for 
the two paths). Because these two paths form a cycle, the smallest positive iI and i2 
satisfying (1) are ml and m2; hence, m, and m2 are relatively prime. 
(B) Conversely, if m1 and m2 are relatively prime, any labeling of P and Q by 
sequences of the forms S, and Sz respectively will realize common-weight decomposi- 
tions, since ml and mZ are the smallest integer values for iI and i2 satisfying (1). 0 
Theorem 4.1 can be extended to other graphical structures. For example, consider 
paths P = Uo, U1, . . . . U,,,, and Q = Vo, VI, . . . . V,,d. We will say that these two paths of 
lengths mid and m2d are braided, if the vertices mIi and m2i (for 0 d i 6 d) along P 
and Q are identified. The resulting graph will be termed a braid, B(mI, m2, d). 
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Corollary 4.2. A labeling f exists for decomposing the braid B(mI, m2, d) into its two 
constituent paths, ifml and m2 are relatively prime. Conversely, if (1) two paths, P and Q, 
in a common-weight decomposition of a graph G have lengths mid and mzd, and (2) 
f (Ug) = f (vg) and f (u+) = f (%,d)> and (3) ml and m2 are relatively prime, then P and 
Q form a braid B(mI, m2, d) in G. 
The decomposition of cycles into a sequence of k > 2 parts, all of which are paths, 
can be accomplished by orienting all but one of the paths in a single direction. The 
result, which was proved in [4], can be restated as the following: 
Theorem 4.3. Let C be a cycle having (ml + m2 + ... + mk) edges with k > 2. There is 
a labeling that will produce a common-weight decomposition of C into the paths 
P m, + 17 ...2 P mx + 1. 
Thus, we know the conditions for obtaining SE-decompositions of cycles into 
paths. In general, however, we do not know how to find decompositions of graphs, not 
even cycles, into specified linear forests. This more general problem currently provides 
many more questions than solutions. In the remainder of this section, we will explore 
one particular problem: finding SE-decompositions of trees. 
Under certain conditions a labeling exists which realizes a common-weight SE- 
decomposition of a specified tree. For example, the SE-decomposition for the tree 
shown in Fig. 2(a) is realized by the given difference labeling. We indicate in this 
section for an arbitrary graph G some conditions which guarantee that G has an SE- 
decomposition. We also state some specific conditions that preclude such decomposi- 
tions. For example, we show that the SE-decomposition of Fig. 2(b) is impossible. 
Finally, we indicate that, even for trees, there are many unresolved questions about 
SE-decompositions. 
The SE-decomposition problem for trees can be restated in terms of embedding the 
tree under consideration into an appropriate grid structure. Take the set of all vectors 
of the form U = (a,, u2, . . . . uD) with D integer components, and let W = (wl, w2, . . . . 
wv) be a fixed vector with positive integer components. We define the grid _Y, as 
having the vertices of {U * W = (ulwl, uzw2, . . . , u,w,)> taken over all U-vectors, and 
we say that D is the dimension of the grid 3’. An edge between vertices U’ * W and 
U2 * W in direction i of the grid occurs when 1 IA! - uf 1 = 1 for the ith component of 
U’ and U2; consequently, uf = a$ for j # i. This edge will have weight wi. We say that 
a grid is rectangular if Wj # wk for anyj # k. On the other hand, if wi = 1 for all values 
of i, we say that 9 is the unit grid. We say that a labeled tree T embeds into grid 9, if 
there is a one-to-one homomorphism taking T into 9. The number of edges of weight 
Wi in the common-weight decomposition of a graph is indicated by si in the part size 
vector S = (sr, s2, . . . . sD). A weight-preserving embedding is an embedding of T into 
9’ for which the edge weights are preserved. We say that there is a full embedding of 
a tree T into a grid of dimension D, if Si # 0 for 1 < i < D. 
Theorem 4.4. A tree T has a labeling which gives a common-weight decomposition into 
D parts tfand only zf T can be fully embedded in a D-dimensional grid with all si edges in 
part i lying in direction i. 
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(b) 
Fig. 2. A common-weight decomposition and a decomposition which is not a common-weight de- 
composition. 
Proof. (1) Iffis a labeling of T which has D distinct edge weights, wi, w2, . .., wD, then 
we will use this set of D weights for the grid weight vector W. These determine 
a rectangular grid 2 into which Twill be fully embedded. Now, for each U * Win 9, 
assign a value g(U* V) = ulwl + u2w2 + ..’ + uDwI). T can now be mapped into 
L? by an inductive procedure. Clearly, a tree of one edge can be embedded into 2’. 
Assume that u’ is a leaf of Tconnected to vertex v” by an edge. In 9 the neighborhood 
of the image of v” has all possible vertex values that could be associated with 
a neighbor of v” in T. Thus, some vertex z in the neighborhood has g(z) =f(v’). We 
also know that no other edge is incident to z, since no vertices with duplicate labels 
exist in T. 
If T can be fully embedded in the unit grid, then it can be fully embedded into 
a rectangular grid by appropriately choosing a set of weights. Select any w1 < 
w2 < .‘. < wg such that all pairs of weights are relatively prime, and such that 
w1 + w2 > 1 V(T)l. By using the unit grid for indexing the vertices, anf(T) defined by 
this selection of weights, f(U * W, = urwi + u2w2 + ... + uDwD, generates unique 
vertex labels and partitions the edge set into the desired common-weight decomposi- 
tion. 0 
Theorem 4.4 establishes the equivalence between finding labelings that produce 
D common-weight decompositions of a tree T and properly embedding T into 
a D-dimensional grid. Consequently, these decompositions can be better understood 
by discovering properties of grid embeddings. In Theorem 4.5 we establish a necessary 
condition for a linear forest decomposition of a tree also to be a common-weight 
decomposition. 
Theorem 4.5. For any positive pair of integers c and L, there exists an integer N(c, L) 
which boundsfrom above the number ofpaths of length L originating at any vertex of any 
tree having a common-weight decomposition into c parts. Moreover, 
N(c,L)= 2(-l)’ ; 
*=o O( 
2c-;+;-2r 
and N(c, L) counts the number of vertices at distance L from a fixed vertex in the 
c-dimensional unit grid. 
Proof. Suppose that a tree T has a common-weight decomposition into c parts. By 
Theorem 4.4, T can be embedded into a unitary c-dimensional grid. Therefore, the 
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number of paths of length L originating at an arbitrary vertex v of Tis bounded above 
by the number of vertices at distance L from a given vertex in the unitary c- 
dimensional grid. 
In order to prove the formula for N(c, L), we will count all paths which terminate at 
distance L from the origin in the c-dimensional unitary grid. Let B = {el, e2, . . . , e,] be 
the canonical basis of the real n-dimensional vector space. Thus, each vertex of the 
grid can be represented by a unique c-tuple in z’. Let S be the set of vertices of the grid 
which are at distance L from the origin. We now show that S contains N(c, L) vertices. 
Each walk of length L, ul, . . . . uL, in the grid can be described by the edge vector 
sequence vr, v2 - vl, . . . . vL - uL_r in which the edge vectors belong the set 
B u ( - B) = {ei, - el, e2, - e2, . . . . e,, - e,}. Any reordering of the edges in this 
sequence will represent another walk between the origin and uL. The edges in the 
sequence can be considered as terms in a multiset for which the vector sum of all its 
terms equals uL. It is clear that a multiset containing both ei and - ei for any 1 < i < c 
cannot represent a shortest path from the origin to a vertex at distance L from the 
origin, since a path without these two edges would reach the same point, yet be 
shorter. 
In general, we will say that a multiset has property R’, if it contains both ei and 
-ei. Since S = {(ml, . . . . rn,)~Z~: (ml\ + [ml\ + ... + \rnJ = L), we can apply the in- 
clusion-exclusion principle to count the L-term multisets with underlying set 
B u ( - B) which satisfy none of the properties R’, R2, . . . , R’, This value is N(c, L) and 
equals the value in the formula in the statement of the theorem. q 
Although the conditions of Theorem 4.5 must be met for a tree with a specified 
linear forest decomposition to be embeddable in a grid, it is not true that meeting 
these conditions is sufficient to achieve an embedding, as can be seen by considering 
the tree in Fig. 2(b). 
In Fig. 3 we show an example of a labeled tree embedded in a 2-dimensional grid 
which realizes the upper bound N(2,3) = 12 for the number of paths of length three 
from a given vertex. In general, constructions of the type illustrated can be used to 
generate examples of trees having the maximum number of paths originating at 
a given vertex. 
Table 1 gives values of N(c, L) for small values of c and L. These values and others 
can easily be derived from the following recurrence relation. 
Theorem 4.6. N(c, L) = N(c - 1, L) + N(c - 1, L - 1) + N(c, L - 1). 
Proof. Consider N(c, L) as the cardinality of the set of terminal vertices for paths of 
length L originating from a common-root vertex embedded in the c-dimensional unit 
grid. 
Nc,L) = IUI 
= I{(Ul, u2, .*., 4: C luil = t]l. 
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Fig. 3. An embedding of a tree having N(2,3) leaves, which exhibits its common-weight decomposition 
into two parts. 
Table 1 
N(c, L) for small values of c and L 
c L 
1 2 3 4 5 6 7 
1 2 2 2 2 2 22 
2 4 8 12 16 20 24 28 
3 6 18 38 66 102 146 
4 8 32 88 192 360 
5 10 50 170 350 
6 12 72 292 
7 14 98 
The set of U-vectors can be partitioned into three sets based on the cth coordinate. Let 
A = (@I, ~2, . . . . UC- 1,O): 1 I4 = q, 
I 
c = {(u,, 24, . ..) UC_ 1, + k): k > 1, C IUil = L). 
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Clearly, (A( = N(c - 1, t). 
Define a new set B’ disjoint from U: 
B’ = {(u,, u2, . ..) UC-~, 0): C IUil = L - 1). 
Adding to each vector in B’ either (0, 0, . . . . 0, 1) or (0, 0, . . . . 0, - 1) gives 
IB( = 2(B’I = 2N(c - 1, L - 1). 
Finally, define the set C’ also disjoint from U: 
c’ = {(IAl, U2, . ..y UC- 1, UC): C (Uil = L - 11. 
One can obtain C from C’\B’ by adding (0, 0, . . . , 0, 1) to vectors in C’\B’ with u, > 0 
and by adding (0, 0, . . . . 0, - 1) to those with u, < 0. Since B’ is a subset of c’, we 
obtain 
JCJ = IC’\B’I = IC’J - )B’J = N(c,L - 1) - N(c - 1, L - 1). 
Consequently, adding the expressions for the magnitudes of A, B, and C gives the 
recursion formula of the theorem. 0 
It is worth noting that answers to less constrained questions of determining which 
trees are embeddable in a lattice and of counting the embeddable trees provide 
necessary, but weak, conditions for the embeddings which we consider here. For 
example, in [14] a bound is calculated for the number of trees of bounded degree 
which embed into various lattices; only a small fraction of these can be fully embedded 
into a weighted grid. 
5. Specified parts decompositions 
We have already seen an application of SP-decompositions of graphs in Corollary 
3.3, which indicated that each part of a common-weight decomposition must be 
a linear forest. We can also take SE-decomposition results from Section 4 and 
propagate them down the decomposition hierarchy. For example, by focusing on any 
one particular cycle decomposition indicated by Theorem 4.3, we have the following 
immediate corollary. 
Corollary 5.1. Let C be a cycle having m, + m2 -I- .a. + mk edges, k > 2, then there is 
a labeling which will decompose C into paths P,, + 1, . . . , P,,,* + 1. 
In [4] we proved the following theorem: 
Theorem 5.2. A labeling exists for every cycle with 2s edges (s # 4) which decomposes it 
into two perfect matchings. 
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Question 1. What other linear forest decompositions of cycles into specified parts can 
be realized by labelings? 
The following SP-decomposition theorem applies to labeling the Petersen graph 
among others. 
Theorem 5.3. A connected graph of maximum degree 3 and diameter 2 cannot have 
a common-weight decomposition in which all of the component paths in every part have 
length greater than 2. 
Proof. Let G be a connected graph of maximum degree 3 and diameter 2. Let u and 
v be a source vertex and a sink vertex of G respectively. By Corollary 3.4, u cannot be 
adjacent to v, since that edge would be isolated in the part containing it. Conse- 
quently, dist(u, v) > 1. Since the diameter of G is 2, dist(u, v) = 2. Consider the 
midvertex w in a path of length 2 between u and a. By Corollary 3.4, if path segment 
uwv were contained in one part no other edge could be adjacent to it in that part. 
Consequently, path uwv cannot be included in one part, since its length is not greater 
than 2. Thus, edges uw and WV must be in different parts and must be extended into 
longer paths through vertex w. Since degree(w) < 4, this is impossible. Therefore, the 
desired decomposition cannot exist. q 
The labeling of C5 in Fig. 4 illustrates that labelings realizing common-weight 
distributions exist in which only ooze path has length less than 3. 
In the remainder of this section, we consider the possibility of equitably decompo- 
sing hypercubes into parts consisting of single paths of fixed length. We demonstrate 
that most such t-equitable decompositions are impossible to realize, and we conjec- 
ture that the remaining cases are also impossible. First, we give a weak bound for the 
path length of any path in a t-equitable decomposition of Qn. 
Theorem 5.4. If the hypercube Qn has a common-weight decomposition into copies of the 
path PL+l, then L d 2”-‘. 
Proof. In Qn there are n2”-l edges. A source vertex in any labeling of Q,, must be 
a terminal vertex for n paths. Consequently, there are at least n paths in the 
Fig. 4. Common-weight decompositions of two graphs ofdiameter 2 and maximum degree no greater than 
3, in which at least one path in some part has length less than 3. 
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decomposition. Thus, the length of each path is bounded from above under the 
assumption that Q,, contains exactly y1 paths. 0 
When n is odd, we can make a much stronger statement. 
Theorem 5.5. Let n be an odd positive integer. Jfthe hypercube Q, has a common-weight 
decomposition into copies of the path PL+l, then L d n - 1. 
Proof. This is shown by determining the number of paths that could be contained in 
the odd-order hypercube. By Corollary 3.4, n paths of the decomposition start on 
a source vertex v. Each of the remaining 2” - 1 vertices has odd degree, and, hence, 
must be an endvertex of at least one path in the decomposition. Of these, n must be 
terminal vertices for paths starting at the source. Each of the remaining n2”- l/k - n 
paths of length k can account for up to two of the remaining vertices. Thus, the total 
number of path endvertices can be compared to the number of vertices in Qn - v. 
Thus, 
n+2(?--.)b*“-I, 
which gives 
which implies that k d n - 1. 0 
Theorem 5.6. The hypercubes Q2 and Q3 have no common-weight decomposition for 
which each part is a path of length 2. 
Proof. Theorem 4.1 disallows this decomposition for Q2. Up to symmetry there is 
only one geometrically feasible, oriented, SE-decomposition for Q3 which must be 
considered. This is shown in Fig. 5. The unique solution to the edge weight constraint 
equations occurs when all edges have equal weights. Consequently, the desired 
decomposition is impossible. 0 
The previous results for hypercubes suggest the following conjecture. 
Conjecture. There is no labeling of the hypercube Qn, n > 1, which gives a common- 
weight decomposition of Qn for which every part is a path of length L, where L > 2. 
6. Specified sizes decompositions 
In Section 4 we defined the part-size vector S of a common-weight decomposition 
so that the ith component, Si, equals the number of edges in the ith part, i.e., the 
number of edges having weight Wi. For convenience and without loss of generality, we 
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d + a b 
Fig. 5. The only geometrically feasible, oriented, SE-decomposition of Q3 into paths of length 2. 
order the terms of S so that s1 d sz d ... d s,. In general, one wants to know the 
answer to this SS-problem. 
Question 2. Given a graph G of size n and number ItI < n2 < ... < n, whose sum is n. 
Is this sequence a part-size vector of G? 
If G is specified to be a path, the answer to this question is “yes” based on the 
discussion at the beginning of Section 4. In particular, every given sequence of 
nondecreasing positive integers with n terms is a part-size vector, in as much as one 
can label the vertices in an n-edge path with the partial sums of the terms in the 
sequence. 
If G is not restricted to a particular class, Question 2 is difficult to answer. Inquiries 
of the following type should be much more tractable. 
Question 3. Characterize the part-size vectors of complete graphs. 
Recall from the introduction that k-equitable labelings are labelings which generate 
a part-size vector in which each component has a common value k, and that an 
equitable graph is k-equitable for all proper positive divisors of the size. By using, 
for example, successive positive powers of 2 as labels, the following theorem is 
proved. 
Theorem 6.1. All graphs are l-equitable. 
At the other extreme, by using Corollary 3.4 we have part (a) of the following 
theorem. Part (b) can be obtained by using the label set (t + 1, t + 2, . . . . t + n} for 
any integer t. Except for the choice of the value of t, this labeling uniquely generates 
a part-size vector containing n - 1. 
Theorem 4.2. (a) For n > 1, K, is not k-equitable for k > 1. (b) The part-size vector 
(172, ..*, n - 1) is the unique part-size vector for K, containing n - 1. 
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In [4] it was shown that a cycle is k-equitable for every proper divisor k of the cycle 
length. Moreover, irrespective of the value of k, it was proved that k-equitable 
labelings could be found using consecutive integers for the labels. Graphs that may be 
so labeled are called optimally equitable. Consequently, we have: 
Theorem 6.3. All cycles are optimally equitable. 
Question 4. What other graphs are optimally equitable? 
The minimum number of linear forests that provide a decomposition for a graph 
G is called the linear aboricity of G. We conclude by posing a problem related to this 
parameter. 
Question 5. Given a graph G with linear arboricity t, under what conditions is it 
possible to find a common-weight decomposition of G into t parts? 
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