ABSTRACT -We consider flow control in the downlink direction for a microcellular CDMA system carrying integrated packet level-data and voice services with the objective of providing maximum traffic capacity without service degradation due to overload. We present in this paper a flow control technique that regulates admitted calls based on the prediction of the total transmitted power requirements over the next packet transmission interval. The number of packets permitted to transmit is a function of the probability of exceeding the maximum power value. This probability is estimated from the autocovariance function of the transmitted power under maximally loaded traffic conditions. Outage is avoided by matching the number of simultaneously transmitted packets to the available transmitted power budget.
INTRODUCTION
This paper builds on recent innovative solutions for the integration and management of stream-and packet-based services within the context of a CDMA wireless network. Specific objectives include the efficient provisioning of packet data services, the integration of these services with voice in a bandwidth-on-demand fair-sharing manner, and the determination of available capacity for packet data transmission when stream calls have been admitted to capacity.
A solution will have two components, one at the call level, in the form of a call-admission controller, and the other, a time manager or flow control algorithm applied to packet-based services and operating at the burst or packet level.
Recent results include an approach to calladmission control, applicable to stream sources at different rates, which is fair, efficient, and novel in its use of both measured and declared traffic parameters for the estimation of the volume of resources available for new connections [l] . A new algorithm, using short-term predictive estimates of downlink power, is proposed here for intra-call management of packet flows, an activity which is central to the implementation of Available Bit Rate (ABR)-like services in the wireless environment.
Admission control prevents congestion by regulating the number of active stream calls on a network. At the time of call establishment, a stream call may be allowed or denied access to a network depending on the degree of network congestion. Flow control avoids network congestion by modulating the packet input traflic and reducing the burstiness of the packet input traffic. Flow control could be implemented at a traffic source by buffering incoming calls and injecting them into a network when resources are available. This requires the knowledge of both the current traffic conditions and the impact of adding a new connection.
Our main objective is to build the traffic manager based on short term resources. This information is provided by identifying the available capacity for packet data transmission by predicting the response of the total transmitted power to the transmission of a packet of data and by finding new methods of studying mixed data and voice traflic. The existence of fast Rayleigh fading and slow shadow fading suggests some correlation over time. The proposed flow control algorithm presents applicable traffic management procedures which are sufficiently simple to implement in practical applications, assuming that we know, or can estimate, the probability mass (discrete random variable) function of the incoming traffic source. Section 2 describes the transport level of the Integrated Wireless Access Network (WAN). Then, in Section 3, the objectives are clearly stated with an overview of previously suggested algorithms. The proposed flow control algorithm is then outlimed in detail. It is based on the prediction of the power requirements over the next packet transmission interval using 2nd order statistics. Section 4 presents numerical results and discusses the simulations for various traffic conditions. Finally, conclusions are presented in Section 5.
II. THE SYSTEM
The Integrated Wireless Access Network (IWAN) [2] 
Voice Services
Voice services may be carried on the IWAN at fixed or variable rates. Fixed rates comprise 8 or 16 kb/s. Other multiples of 8 kb/s may be added where considered necessary. Variable rate voice coding involves use of a lower rate than the specified peak rate when the signal characteristics permit, such as coding the background noise at a lower rate in the absence of speech activity. The power control channel as well as other overhead increases the peak source rate to 9.6 kb/s. The processing gain for the 5MHz IWAN for 9.6 kb/s voice calls is 512.
Packet Data Services
Packet data from ATM networks is carried up to a 512 kb/s transport rate. Lower rate synchronous services, including facsimile transmission to/from ronments [3] . Its design has been motivated by the anticipated need to support a significantly increased market for data and multimedia services while also accommodating the currently more important market for voice services. Cost-effective use of the available spectrum in the PCS band near 1. 9 GHz suggests that all services share the spectrum in a manner that permits the allocation of bandwidth on demand on a per-call basis. By not reserving radio resources for particular services, but allocating resources to individual calls as needed, maximal resource utilization consistent with the quality requirements of the particular services is ensured.
The principal goal of the IWAN project, as mentioned in [4] , is the development of a set of design principles to maximize the number of calls that can be accommodated in a given bandwidth subject to the performance requirements of each call. The calls are assumed to minimize their resource requirements by using as low a transmission rate as is appropriate for the momentary signal characteristics. Effective bandwidth management techniques ensure that as many calls as possible are admitted, without exceeding the network capacity [5] . Congesuon control is used to terminate calls, if necessary, to ensure adequate quality for the remaining ones.
In tbis network, Direct-Sequence Code-Division Multiple Access (DS-CDMA) is employed to accommodate as many high-demand services as possible within the bandwidth limitations of the environment. As only the downlink is considered in this work, the details of the downlink process are. particular service. A 20% overhead is typically used to maintain synchronization and power control for idle intervals. Terminals lose access if no data is transmitted for an interval longer than a specified threshold.
FLOW CONTROL IN ATM SYSTEMS
CDMA voice systems have been studied in great detail (e.g., [6] and [7] ). The throughput, delay, and stability characteristics of CDMA random access for data have also been evaluated. It is only in recent years that CDMA systems with multiple services have received attention [8] , [9] . In integrated voice/ data CDMA systems, l i e WAN, the capacity for data calls can be increased by allowing data transmissions in periods of low voice load and curtailing data transmissions when the voice load is heavy. While such a strategy does improve capacity, data users have to wait to transmit, and thus incur packet delay.
Design Objectives
The flow control algorithm presented here was designed to meet the following objectives: 1. The algorithm should ensure minimal cell loss for ABR traffic. The entire message may have to be retransmitted as a result of a single cell loss. 2. The algorithm should require little overhead, with low management complexity and simple signaling. 3. The algorithm should be effective and ensure 4.
.

6.
high link utilization. Moreover, it should quickly adapt to changing bandwidth availability over time, and introduce only short delays. A fair sharing scheme is required among all the competing ABR virtual circuits that have data to transmit. The performance should be insensitive to the burstiness of the controlled traffic. The algorithm should be robust to background stream traffic that is not subject to flow control.
Description of the Adaptive Predictive Flow
Control (APFC) Algorithm
A flow control process is modeled as a discretetime single server queuing system where a new data call joins existing calls. According to this protocol, a packet call joins the data buffer until reaching the head of the buffer which is referred to as the transmit buffer. Hence, when a data packet enters the transmit buffer, the transmitter will sense the level of the total transmitted power. If this power is near its permitted peak, the packet is delayed until the next transmission interval. Decisions are made every 10 ms, time to transmit one or more packets in parallel. Data packets are not guaranteed correct transmission since the interference level can vary depending on the activity of stream calls, call duration and call arrival rate. In case a packet is received in error, it is retransmitted when the transmitter again detects a low power level. However, using the 2nd order statistics of the total transmitted power, the number of retransmissions can be minimized significantly, as prediction of the power level is computed. The number of packets transmitted is a function of the available power margin, the difference between the maximum power and the current estimated power.
The total transmitted power of a base station is predicted over the next 10 ms, the time to transmit one packet. If the probability of exceeding the maximum allowable power, M, is sufficiently low, the extra power required to accommodate the data transmission is unlikely to result in outage and, therefore, data flow is permitted. The normalized autocovariance function, R(T), of the transmitted power under constant traffic conditions allows such predictions and is given by where P(i) is the total transmitted power function.
By analyzing the autocovariance plot of a typical total transmitted power of a cell at full capacity containing voice calls only (Figure l) , the maximum expected relative change Zi p during the jth update interval, in the total transmitted power after 10 ms, can be estimated by comparing R(1O ms) with R(O), i.e., If the power required to support a new packet data is P,, then the total power requlred, Po;, in the cell where the packet is transmitted is Po; = POO+PD ,
13)
where Po, is the current cell power. cells, P,,,', as described in [lo] is Also, the total power required in all neighboring . (4) 
PO;
Pave' = Pa,, + 0.05 X number of active data mobiles Hence, in the jth update interval, n packets are transmitted if < max{PO;.Pav,') < r n , j .
( 5 )
where rn,+ the resource requirements to service n packets during the jth update interval, are evaluated as follows: r n.1-. < M -( n x F j ) (6) with M being the maximum allowable power.
IV. SIMULATION RESULTS
For the downlink computations, a cell layout of 5x5 cells is considered. All cells are considered equally populated by randomly positioned mobiles and the outage probability is estimated for the mobiles within the central cell. 
APFC Implementation
In this scenario, only packet data calls are considered, i.e., all of the mobiles connecting with the base station are data mobiles. Table 1 summarizes  all the channel parameters while Table 2 displays some parameters used for this study. The average number of packets per call is chosen to be high to simulate a system under full capacity. In Figure 2 , only 9 neighboring cells are displayed. We see that the total transmitted power is quite stable despite the random introduction of new calls and the termination of old ones. This is the result of a robust APFC algorithm with good prediction. The cell (2,2) is the cell under study, while all other neighboring cells are considered to simulate interference. 
Adaptive Predictive vs. Adaptive Non-Predictive Flow Control Algorithm
The results shown in the previous section correspond to systems reserved 100% for packet data calls. However, if we consider systems less loaded by packet data calls, we get an intermediate comhination of voice calls and packet data calls as shown in Figure 6 . The proposed algorithm produces the solid line on the graph. The adaptive non-predictive (or fixed) algorithm which produces the dotted curve has no packet level flow control, only call level admission control. On the average, with the flow control algorithm, 10% more packet data calls can be active on the system when the system is fully loaded.
Finally, simulations were done to determine the difference in packet data throughputs due to these different algorithms. Figure 7 shows the disadvantage of an adaptive non-predictive flow control protocol: the throughput of the fixed algorithm is decreased when the system is overloaded. Due to the sharing of the spectrum and the lack of a constraint on the number of active data mobiles, APFC, which can cope efficiently with nonuniformity and nonstationarity of traffic patterns and propagation charactcristics, is a key element of an Integrated Wireless Access Network bandwidth management system. Even if the system is overloaded, APFC assures a steady and high throughput. 
V. CONCLUSION
Bandwidth management generally includes algorithms for call admission, flow control, and congestion control. This paper has focused on flow control for integrated voice/data wireless CDMA networks based on an understanding of this relationship.
The main result is the successful development of a common framework for different services which to a large extent allows flow control to be decoupled from the power control operation and the two to be separately optimized. No matter what the details of the power control algorithm are, as long as it can specify a measure of the available resources, flow control can utilize that measure to prevent admission of an excessive number of calls. It prevents overload and degradation in throughput as shown in Figure 7 . The smoothness of the total transmitted power throughout the simulations demonstrates the robustness of the flow control in activating and blocking the data packets that contribute in an increased system throughput.
The flow control mechanism enforces elasticity in traffic capacity both spatially and temporally. The traffic admitted to any cell is increased if the trafIic in the neighboring cells happens to be low. Reduced voice traffic permits more packet data calls to be active. No reservations are needed for any type of traffic and the available bandwidth is utilized in a most efficient manner. The actual capacity of such a system will depend on the cell geometry, the propagation conditions, and the spatial distribution of the mobiles within the cell. The power-control based flow control shows good flexibility in adapting to the local conditions. The APFC algorithm is able to increase the capacity hy a maximum of 8 packet data calls in 82, or 10%. The total transmitted power is a stochastic variable. Its variance over 10 ms intervals depends on the number and rate of admitted terminals. The momentary value of the transmitted power provides insufficient information for call admission because its validity cannot be guaranteed for any time in the future. However, a combination of the power and its expected variation over the next packet transmission interval provides a more complete picture.
