Polynomial birth-death processes and the second conjecture of Valent.
Introduction.
In 1998 G. Valent in [1] conjectured the order and type of certain indeterminate Stieltjes moment problems associated with birth and death processes having polynomial birth and death rates of degree p ≥ 3. His conjecture says that the order and type of the birth-death processes with rates λ n , µ n being the polynomials of degree p, (1 − x p ) −2/p dx, respectively. The conjecture was formulated on the basis of several explicitly solvable examples for p = 3 and p = 4 found by Valent and his collaborators, see [5] , [6] . The conjecture about the order was proved by Romanov in [2] . In [3] Berg and Swarc gave another proof of the order conjecture and established a two-sided estimate for the type in terms of p which is compatible with the second Valent conjecture and coincides with (1) in the limit p → ∞. In the present paper the second Valent conjecture is proved completely. In the following theorem B is the Euler beta-function, and the sign ≺ in the summation index means < or ≤ depending on the parity of the number n involved. Theorem 1. Let p > 1 be a real number, and let
As shown in [3] this assertion is equivalent to the Valent conjecture, hence the theorem implies the latter. From now on, we fix the number p and do not indicate the dependence of irrelevant constants from it.
0 AMS subject classifications: 34L15, 47B36.
1 Definition 1. Two sequences, x n and y n of positive reals are said to be equal, denoting x n ≈ y n , if ln(x n /y n ) = o(n) as n → ∞.
Obviously, nx 1 np n and ny 1 np n have the same limit if x n ≈ y n hence the term. The structure of the proof of Theorem 1 is as follows. First we describe the steps of the proof and then, in a separate section, provide details for each step. The steps and their details are enumerated accordingly. before doing so, let us formulate for a future reference a "trivial" estimate for s(n).
Proof. Observe first that taking (
. Then, the summation indices, x j , in the definition of s(n) satisfy x n ≥ [n/2], hence s(n) is estimated above by the sum over x j > [j/2], which gives
To establish the upper estimate let us assume that n is even hence the last inequality for indices x n is not strict (x n ≥ x n−1 ). We have,
2 ], and therefore x n−1 > p − 1. Let us continue the estimate. The right hand side is not greater than
. Following this process we get that if
To proceed to larger j, we notice that if
and thus, denoting l 1 = #{m :
, and so on. In the end, denoting l j = #{m :
} and using x n−j ≥ n−j 2 once more, we obtain
Notice that l j ≤ Cn2 −j for an absolute constant C, and therefore the exponent of 2 in the right hand side is not greater than Cn j2 −j and thus is O(n). Taking this into account gives
On choosing j = n/2 we find,
Applying this successively gives
Thus the upper estimate in (2) is established.
1.1. Plan of the proof of the theorem.
Step 1 -Cutting the tails. For A large enough the sequence s
A careful analysis shows that one can take A = 5p p−1 but the exact value of it does not matter for the proof.
Step 2 -"dyadisation". Given an α > 1 (α − 1 is to be thought of as a small parameter in what follows) define a function P by
. The theorem will be established if we show that
since the limit of left hand side is independent of α.
Step 3 -For a given α > 1 define l(n) = ⌊A log α n⌋. We will drop the argument α and the prime sign for notation convenience, writing s n = s ′ n (α) from now on. Each P (x i ) in (3) is one of the numbers 1, α, . . . , α l(n) . Let c i = #{y : P (y) = α i }, and let H(a 0 , a 1 , . . . , a l ) be the number of
Step 4 -calculation of H(a 0 , a 1 , . . . , a n ). The integers from 1 to T ′ (n) are split into l + 1 groups of respective sizes c 0 , c 1 , . . . , c l , and according to the definition of H, there are a i numbers chosen from the i-th group. With a 0 , a 1 , . . . , a l fixed the choices from different groups are independent, so H(a 0 , a 1 , . . . , a n ) is a product of numbers of ways to choose the a i numbers, y j , such that y 1 ≺ y 2 . . . ≺ y ai from the i-th group. Consider i-th group. Without loss of generality one can shift the enumaration of y j 's so that they become integers from the interval [1, c i ]. Let us consider the following transformation of the sequence {y j },
This is a bijective transformation between sequences {y j } ai 1 subject to y 1 ≺ y 2 . . . ≺ y ai and strictly increasing sequences x
Thus the number of choices for i-th group is equal to the number of strictly increasing sequences x
Step 5 -Replacing w j with a j /2. Let
Then s
n ≈ s n .
Step 6 -the sum can be replaced by the maximum of the summand. Let
n .
Step 7 -the maximum over an integer hyperplane can be replaced by the maximum over the real one. Notice that the right hand side in the definition (4) rewritten as
Step 8 -the Stirling formula. Let
Step 9 -calculating the maximum. Let us denote by G the argument of the exponent in (5) . Considering the conditional extremal problem for G on the hyperplane x j = n we first notice that the derivatives ∂G/∂a i are all equal at a critical point. On calculating,
The right hand side is a monotone decreasing function of a i on (0, 2c i ), going to +∞ as a i → 0+, to −∞ as a i → 2c i − hence it takes any value, λ, at exactly one point,
It follows that there is exactly one critical point, which is determined from the equation, a i (λ) = n, and it is easy to see that this point is the required point of maximum. On pluggung this maximum into (5) we get
Step 10 -The equation
implies the following asymptotics of λ as n → ∞,
Step 11 -Plugging the asymptotics (8) into (6) we have,
Step 12 -For each α > 1 the quantity ξ satisfies
as n → ∞. On plugging this in (9) we find lim sup n→∞ n s
Passing to the limit α → 1 we establish that lim sup n→∞ n (s(n))
It now remains to notice that the substitution v = 1 + u 2p −1 in the definition of J(p) gives
, see e. g. [4] . The theorem is established.
We have to show that
To this end, let us decompose the range of summation indices in (10) as follows,
and arrange the sum accordingly. This gives
We estimate ξ j by dropping all conditions on x j except for the last two, x n−j+1 > T (n − j + 1) and x n−j+1 ≺ x n−j+2 ≺ · · · ≺ x n , and then repeatedly using the trivial estimate l>M l −p ≤ (M−1)
, to find out that
Here C is an absolute constant independent of A, and the inequality holds whenever the expression in parentheses is positive. Let us plug this into (12) with l ∼ n/2. For j ≤ l we have
Using this and the upper and lower estimates of (2) for s ′ n−j and s ′ n , respectively, we find s
Notice that the constant C here does not depend on A. In the last step we took into account that n − j ≥ n/2 under our choice of l. Let j ≥ nε n with ε n ↓ 0 to be chosen later, and let A > p/(p − 1). In this case one can continue the inequality,
, with constant C still independent of A.
To deal with j < ε n n we observe that
which upon substitution of (13) gives
Now, comparing the last displayed line with (14) and choosing ε n = D/(log n) with D large enough we find that log + s ′ n−j ξ j s ′ n = o n ln n uniformly in j, and this implies the required estimate since (12) contains just O(n) terms. 4) Let's prove that described transform is bijection between between sequences x 1 ≺ x 2 . . . ≺ x ai with inequalities and strictly increasing sequences x ,and x i < x i+1 , or m i = m i+1 − 1, so x i ≤ x i+1 and and the sign between x i and x i+1 is ≤, so {x i } satisfy the inequalities.
(2T ′ (n)) 2 , and thus the ratio of values of H and H ′ on the same set of a j 's satisfies
O(ln 2 n) this implies the assertion of this item.
6) The assertion follows from the fact that the number of terms in the sum does not exceed the number of subsets of l + 1 integers lying between 0 and n, which is (l + 1)
n ≥ s
n as maximum in the definition of s
n is taken over a larger set. Second, let (X 0 , X 1 , . . . , X l ) be the point of maximum of H ′ , and let Y i = ⌈X i ⌉. We proceed in two steps,
(1) Replace all of X i by Y i , and let M = Y i − X i . Notice that M = O(ln n). Let us write explicitly the expression for the maximal value of H ′ ,
When replacing X i by Y i , the value of α −iXi p will change by an O(T ′ (n) p ) multiple, and the gammafunctions -by O(T ′ (n)) multiples, so every factor will gain an at most an e O(T ′ (n)) multiple, thus the whole product will change by no more than an e O(ln
Again every operation will change the product in at most e O(T ′ (n)) times, and the number of operations is O(ln n). After two these steps we will obtain a set of integers, (
and the assertion follows. 8) Applying the Stirling's formula, for every x ≤ n we have
the product multiplies by an e O(ln(n)) factor, hence
and the assertion follows. 10) First, notice that (see (7))
Then, observe that D l → ∞ as n → ∞. Indeed, otherwise the sum
is estimated below by n l ≥ Cn A on a sequence of n for a non-zero C. Fix an M > 0 and let n be large enough so as to there exists a j M < l such that D j > M for j ≥ j M , D j ≤ M for j < j M . Clearly, l − j M → ∞ as n → ∞ hence for all n large enough we are going to have,
Here C α is a constant in n uniformly separated from zero for small α − 1. Thus, there exists a positive C for all α close enough to 1
Proceeding, notice that
To establish this it is enough to notice that the function h(s) =
has two regions of monotonicity over R + separated by a point of maximum. It follows that the difference of the sum and the integral has absolute value not greater than trice the maximum of the integrand, and that the maximum is estmated above by Ce −λ/p with the positive constant p depending on p only. On substituting, this and (16) give lim sup
On the other hand,
The lower limit of integration vanishes in the limit n → ∞ by (15), the upper one goes to infinity by (16) andthe fact that α l ≍ n A with an A > 1, hence the integral in the right hand side goes to J(p) as n → ∞. Thus, lim sup
which is (8). 12) Applying the summation by parts we find
The first term in the right hand side is O(α l(1−p) e −λ ) = O(n A(1−p)+p ) and hence vanishes as n → ∞ with our choice of A. The second term is estimated by applying the mean value theorem to the difference in the square brackets, which gives
Replacing the denominator with √ D i , then D i−1 , and taking into account that
, and the assertion follows.
Overview
The above proof uses the specific of the growth function x p in the model problem. Still, some points in the above argument admit generalisation. We enumerate them according to the steps in the proof. 2) Consider
for some functions F and T , when T (n) is positive integer and F is positive, k n = (s n ) 1 np , p > 0 is some real number. Our aim is to calculate k = lim n→∞ k n . Consider for every α > 1 the sequence of integers 1 = c 0 (α) ≤ c 1 (α) ≤ . . . and the function P n (α) = F (c j (α)), where j is the maximal integer for which c j (α) ≤ n. Let
np Then if for every ǫ > 0 exist such α 0 that for every 1 < α < α 0 if P n (α) = P m (α) then
F (m) < 1 + ǫ we can apply the same argument like in section 2) and conclude that if exist sequences A n (α), B n (α), C n (α) and function G(α) with following properties: 1) A n (α) < k ′ n (α) < B n (α) 2) lim α→1 lim n→∞ B n (α) − A n (α) = 0 3) A n (α) < C n (α) < B n (α) 4) lim n→∞ C n (α) = G(α) 5) lim α→1 G(α) = k ′ for some real 0 < k
This section does not depend on the specific growth function at all. Let us fix some α > 1 and n. Let us rename s ′ n (α) by s n , P n (α) by P (n) and c n (α) by c n . In the sum s n = 1≤x1≤x2<x3≤...≺xn<T (n) (P (x 1 )P (x 2 ) · · · P (x n )) −pn each P (x i ) is equal to one of the numbers 1 = P (c 0 ), P (c 1 ), . . . , P (T (n)), and l is maximum integer for which c l (α) ≤ T (n). Let d i = c i+1 − c i be the number of such y that P (y) = P (c i ). Then s n = allsequencesa0 ,a1,...,a l with ai=n H(a 0 , a 1 , . . . , a n )P (c 0 ) a0 P (c 1 ) a1 · · · P (c l ) a l when H(a 0 , a 1 , . . . , a l ) -number of ways to choose numbers 0 < x 1 ≤ x 2 ≤< x 3 ≤ x 4 < . . . ≺ x n < T (n), such that for every i numbers of j: P (x j ) = α i is equal to a i , because for this 0 < x 1 ≤ x 2 ≤ x 3 < x 4 ≤ . . . ≺ x n < T (n) P (x 1 )P (x 2 ) · · · P (x n ) = P (c 0 ) a0 P (c 1 ) a1 · · · P (c l ) a l . 4) The assertions of this section again do not depend on the specific function. We can apply same argument as above and conclude, that H(a 0 , a 1 , . . . , a l = 
