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Abstract 
Solar field performance is dependent upon the ability of each heliostat to project a concentrated beam shape on the solar receiver. 
The specified tolerances for the heliostat surface are very tight since a deviation of even tenths of a milliradian is significant for 
performance. A precise method of measuring the actual heliostat surface is critical both for quality assurance and in order to 
calculate the actual flux that the solar field will apply to the solar receiver. The measurements will be used as part of the solar 
field control so that the flux can be distributed as required for solar steam generation.  
BrightSource has developed a method for estimating the heliostat’s shape after installation in the solar field. The measurement 
system is based on a heliostat control system, a visual range camera, the heliostat itself and the sun. The camera captures a rapid 
sequence of images as the heliostat moves in a precisely-defined path. In parallel, the system captures the exact time of each 
image. Throughout the sequence, the system also records the movement of the heliostat in both elevation and azimuth directions.  
The captured images, the timestamps and the matching recorded movements are post-processed using a complex algorithm to 
calculate the surface of the heliostat mirrors. The algorithm divides the mirror surface into many different elements. The 
algorithm identifies each element in each of the sequence of images and uses the recorded data to calculate the normal for that 
element. On the basis of all the elements, the algorithm generates a unified mirror surface.  
This method can be used both as a quality control method (sample of solar field after construction) and as a method of calculating 
the baseline characteristics of each heliostat. 
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1. Introduction 
Nomenclature 
mrad milliradian 
BPV Back Projection Vector 
ID Identification 
 
Solar field performance is dependent upon the ability of each heliostat to project a concentrated beam shape on 
the solar receiver. The specified tolerances for the heliostat surface are very tight since a deviation of even tenths of 
a milliradian is significant for performance. A precise method of measuring the actual heliostat surface is critical 
both for quality assurance and in order to calculate the expected flux that the solar field will apply to the solar 
receiver. For the sake of simplicity, the heliostat surface will be referred to as the mirror shape throughout the rest 
of this paper.  
To understand better the relationship between the expected mirror shape and the actual mirror shape, and concern 
about the difference between these, three cases will be considered: 
x Case 1: The ideal mirror shape: a perfect paraboloid, image (a) in Fig. 1 
x Case 2: The expected mirror shape: based on design simulation, image (b) in Fig. 1 
x Case 3: The actual manufactured and installed mirror shape with all its imperfections: image (c) in Fig. 1 
 
      
Fig. 1. Mirror shape cases (a) ideal, (b) expected, (c) actual 
The mirror described in image (b) in Fig. 1 (case 2) illustrates a simulation using finite element software that 
takes into consideration all production materials, assembly methods and gravitational influences. If the manufacture 
were ideal, the resulting mirror shape would be as pictured in Fig. 1 (b). In such a case, there would be no need for 
further measurements. 
However due to errors caused by the manufacturing process and errors in the simulation itself, the actual mirror 
can look different, as illustrated in image (c) in Fig. 1 (case 3). 
Since the actual mirror looks different from the expected, we are required to measure its real shape. These 
measurements are then used by the solar field control so that the expected flux on the receiver can be calculated 
more accurately. The more accurate the flux calculation is, the higher the performance of the solar field will be. 
Furthermore, in the case of manufacturing errors greater than the required tolerances, this method can detect such 
problems and provide feedback in order to fix manufacturing deficiencies.   
The following sections of this paper describes this method. They also show experimental results based on actual 
images captured during the process at one of the BrightSource projects. 
2. Method 
This section describes the method of mirror shape estimation. First the mirror shape is defined mathematically. 
Second, the configuration in which the method is employed is described. Then the algorithm used in estimating the 
mirror shape is describe. 
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2.1. Mirror shape definition 
The mirror shape is defined by a map of normals. This map of normals consists of a grid of elements defined by a 
chosen resolution. Each element in the grid has a defined normal which is a vector that is perpendicular to that 
element. 
The goal of the method is to estimate this map of normal. 
2.2. Configuration of the method 
The configuration (see  1Fig 2) consists of a mirror, a static camera, the sun and motors with encoders that move 
the mirror. The top left corner of the figure illustrates the image captured by the camera. 
 
 
Fig 2. Configuration of the method 
The process of calculating a single element’s normal includes the following: 
x A static camera which contiguously photographs the element and provides a sequence of images, each with a 
timestamp. 
x Movements by the motors of the mirror element (obviously together with the entire mirror) in various 
orientations such that the sunlight is reflected by the element directly onto the camera at some time during this 
sequence. These movements are highly controlled and logged by an encoder that records each orientation and its 
timestamp. 
The results of this process are photographic images with timestamps and motor encoder values with timestamps. 
This enables us to match the image with the motor encoder values. See Fig. 3 where t equals the timestamp and D is 
the motor encoder value. 
 
 
Fig. 3. Image sequence and encoder value 
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2.3. Algorithm description 
First for simplicity, imagine an “infinitesimal” sun; that is, a sun with very little angular size. And assume that 
this sun does not move during the measurement process when the mirror moves. 
For the purpose of illustration, on the mirror in Fig. 4 there are six normals marked by red arrows that are mapped 
to six elements of the mirror. Each element reflects a separate sunbeam to the camera region according to each 
element’s normal. Three of the beams (colored yellow) hit the camera and three (colored purple) miss it.  
From the camera’s perspective, the images appear as pictured in the upper left corner. Three regions in the mirror 
blind the camera, producing three bright regions in the camera image. Three regions in the mirror (like all other 
regions in the mirror) do not blind the camera, producing dark regions (grey in Fig. 4) in the camera image. Using 
the camera’s image and a ray tracing technique, it is possible to calculate the normals of the blinding elements. 
 
 
Fig. 4. Algorithm description 
2.4. Estimation of one mirror element normal 
Now the relationship between the overall mirror movement and the image sequence will be explained. The 
overall mirror movement is divided into a sequence of single moves, each of which corresponds to a single image. 
When the mirror moves for example in the azimuthal direction, for each single move a different group of elements 
blinds the camera. The result is that in each image a different group of pixels appears bright (see images t=1, t=2, 
t=3, and t=4, in Fig. 5). In the case of no blinding elements, the image will appear completely dark as shown in the 
image for t=0 and t=5 in Fig. 5. 
 
 
Fig. 5. Infinitesimal sun image sequence during mirror movement 
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The goal is to gather all this data to produce a consistent map of normals of all elements at the same time. For this 
purpose, the mirror movement should be taken into account. Now, how the movement influences the normals will be 
define mathematically. 
Let ሬܰԦ଴ (3x1 vector) be a vector that represents the normal at point Q on the mirror (see the red vector at point Q 
in Fig. 4) at time t = 0. Let it be assumed that the azimuthal motor moves at the rate of 2 milliradians per time unit. 
Then at time t = 1 the normal changes such that its azimuthal component increases by 2 milliradians.  
This can be expressed as follows: 
ሬܰԦଵ = ܴ௔௭(2 ݉ݎܽ݀) ή ሬܰԦ଴  (1) 
Where 
x ሬܰԦଵ is the normal at point Q at time t = 1 and 
x ܴ௔௭(ߙ) is a rotation operator that acts on vectors and adds Į to their azimuthal component. 
Generally at an arbitrary time t, assuming the azimuthal speed is v, the normal on point Q is expressed as follows: 
ሬܰԦ௧ = ܴ௔௭(ݒݐ) ή ሬܰԦ଴  (2) 
Where 
x ሬܰԦ௧ is the normal at point Q at time t. 
Let Q be a three-dimensional point (world coordinate system) that represents the location of some element in the 
mirror.  
Let ሬܰԦ be the normal at point Q. 
Let P be a three-dimensional point that represents the camera location.  
Let Ԧܵ be the sun vector. 
Let  ሬܷԦ be the direction vector starting at Q and pointing to the camera, i.e. ሬܷԦ ׷= ܳܲሬሬሬሬሬԦ 
In the case where the element blinds the camera, the following relationship exists: 
ሬܰԦ = ௎ሬԦ
ห௎ሬԦห
+ ௌԦ
ௌԦ
  (3) 
This means that the normal lies on the plane defined by Ԧܵ  and  ሬܷԦ and bisects the angle between them. For 
example, how to calculate the normals at points ଵܳand ܳଶ which are marked in Fig. 10 will now be described in 
detail. As mentioned, it is desirable to calculate their normal at the same time, for example, t=0. That is,  ሬܰԦ଴
ொଵ and 
ሬܰԦ
଴
ொଶ (where ሬܰԦ௧
ொ௜  represents the normal at point ܳ௜   at time t).  
It can be seen that  ଵܳ blinds the camera at t=1, as pictured in Fig. 5. 
The following relationships exist: 
ሬܰԦ
ଵ
ொଵ = ܴ௔௭(1 ݉ݎܽ݀) ή ሬܰԦ଴ொଵ  (4) 
And 
ሬܰԦ
ଷ
ொଶ = ௎ሬԦೂమ
ห௎ሬԦೂమห
+ ௌ
ௌԦ
  (5) 
In Equation (5), values on the right side of the equation are known and it is possible to calculate the left side, that 
is ሬܰԦଵ
ொଵ. 
Using ሬܰԦଵ
ொଵ in equation (1) we can extract ሬܰԦ଴
ொଵ . 
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In the same manner for ܳଶ, since this element blinds the camera at t=3, and the movement of the azimuthal drive 
is 3 mrad, the following relationships exist: 
ሬܰԦ
ଷ
ொଶ = ܴ௔௭(3 ݉ݎܽ݀) ή ሬܰԦଷொଶ  (6) 
And 
ሬܰԦ
ଷ
ொଶ = ௎ሬԦೂమ
ห௎ሬԦೂమห
+ ௌ
ௌԦ
  (7) 
And so on for each image containing bright pixels.  
However in reality, the sun is not infinitesimal but the size of approximately 10 milliradians. This is a large size 
compared to the required normal measurement accuracy. The real image sequence appears more similar to that of 
Fig. 6. 
 
Fig. 6. Real sun image sequence during mirror movement 
The problem here is that it is unclear how to uniquely calculate the normal of a specific element since there is 
more than a single move (image) of the mirror in which the element blinds the camera. For example, it can be seen 
that element ଵܳ (Fig. 6) blinds the camera at times t=2 and t=3 and does not blind it at all other times. From the 
point of view of the equation system, there is a complete field of vectors that aims to an arbitrary point in the sun (an 
infinite cone with an angular aperture of 10 milliradians); and not just a single vector Ԧܵ as is pictured in Fig. 9. It is 
also possible to see this problem in Fig 7 where there are multiple vectors; for example, Ԧܵଵ and Ԧܵଶ in Fig 7 that can 
be identified as pointing at the exact location on the sun that blinds the camera. 
 
 
Fig 7. Real sun multiple vector problem 
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In addition to what has already been stated above regarding the infinitesimal sun concept, the guiding principle 
for solving this problem is that a contiguous movement, made up of multiple small moves each in a different 
orientation, is needed to discern a transition from dark to bright to dark. This makes it possible to identify the change 
from dark to bright and vice-versa, which denotes the border of the sun. Conceptually, from this it is possible to 
conclude in which exact move the center of the sun blinds the camera. 
Further to this explanation, it is necessary to define the term Back Projection Vector (BPV) which refers to the 
reflected ray (according to known reflection rules) from a mirror element in the direction opposite to the real 
radiation direction. That is, imagine that the camera is an infinitesimal light source that reflects a ray back onto a 
mirror element. The BPV is then the direction vector of the ray reflected from the mirror element outwards. 
In the case of the mirror element ܳଵ brightness is generated for t=2 and t=3, and darkness for t=1 and t=4. Since 
the movement is contiguous, it can be concluded that between t=1 and t=2 the BPV crosses the sun’s border into the 
sun because a transition occurs from dark to bright. Similarly, between t=3 and t=4 the BPV crosses the sun’s border 
from inside the sun to outside the sun because a transition occurs from bright to dark. Intuitively, it is understood 
that the BPV would aim at the center of the sun at approximately t=2.5. Then similarly to the infinitesimal case, the 
normal can be calculated.  
To mathematically formalize this, a set of equations is defined. These equations generalize the above insights, are 
more precise and better represent reality. In this equation system, it is unnecessary to assume a sun in the form of a 
disk but rather in a more generalized function: 
ܫௌ௨௡(ߙ)  (8) 
This function evaluation represents the bright intensity in the sun’s image as a function of the angle from the sun’s 
center. For example, in the case of a disk-type sun the function is: 
ܫௌ௨௡(ߙ) = ቄܫ଴ ߙ < ܵݑ݊ ܣ݊݃ݑ݈ܽݎ ܴܽ݀݅ݑݏܱ ܱݐ݄݁ݎݓ݅ݏ݁   (9) 
The equation system is defined as follows: 
The number of equations is the number of pixels in a camera image (K) multiplied by the number of images (M). 
That is, for each time t in which an image is captured and for each pixel (x,y) in the image, there is one equation. 
If for the sake of simplicity we assume that each pixel corresponds to a mirror element, then the number of elements 
is equal to K. Hence, the number of unknown normals is K. Since each normal consists of two components 
(e.g., ( ஺ܰ௓, ாܰ௅)), then the number of unknowns in the equation system is 2K. 
A necessary (but insufficient) condition to solve the equation system is: ܯ ή ܭ ൒ 2 ή ܭ , that is ܯ ൒ 2 . But 
actually much more than that is needed, as intuitively described above. 
Each one of the equations is in the form of the following: 
ܫௌ௨௡ ൬݈ܽ݊݃݁ ቀܤொ(௫,௬)ሬሬሬሬሬሬሬሬሬሬሬሬሬԦ ቀ ሬܰԦ௧
ொ(௫,௬)ቁ , Ԧܵቁ൰ = ܫ௧(ݔ,ݕ),     ׊ݔ, ݕ, ݐ (10) 
Where: 
x ሬܰԦ௧
ொ represents the mirror element’s normal at point Q and time t (this quantity depends on time since the mirror 
movement changes the normals. See Equation (11) below for calculation of this normal vector). 
x ܳ(ݔ,ݕ) represents an element on the mirror corresponding to a pixel (ݔ, ݕ) in the image (it can be assumed that 
the correspondence between a mirror element and a pixel does not change over time since the mirror movement 
is negligible in this context). 
x ܤொሬሬሬሬሬԦ൫ ሬܰԦ൯ represents the BPV at point Q on the mirror given that the normal there is ሬܰԦ. This quantity obviously 
depends on the camera location. Since the camera is static, there is no need to note its location which is constant. 
x ݈ܽ݊݃݁൫ ሬܷԦ, ሬܸԦ൯ is a function that calculates the angle between two given vectors ሬܷԦ and ሬܸԦ. 
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x ܫௌ௨௡(ߙ) is the sun image intensity as a function of the angle from the sun’s center.  
x I௧(ݔ,ݕ) is the image intensity at pixel (ݔ,ݕ) at time t. 
x ׊ is the well-known mathematical sign that stands for “for each”. 
The equation system is actually even more complex than this and takes into account additional factors: 
x Camera function, i.e. its resolution, optical blurring and level of noise in its images 
x Corrections to the sun’s movement during mirror movement  
x Priors about the continuity and smoothness of the map of normals (a factor that can greatly stabilize the solution) 
x Undesirable (but expected) movements of the mirror due to external forces such as wind 
x  And more 
Calculation of ሬܰԦ௧
ொ is as follows: 
ሬܰԦ௧
ொ = ܴ(οܣݖ௧ ,οܧ݈௧) ή ሬܰԦ଴ொ  (11) 
Where: 
x ܴ(οܣݖ௧ ,οܧ݈௧) is a rotation operator that acts on a vector and adds οܣݖ௧ to its azimuthal component and οܧ݈௧ to 
its elevation component. 
x οܣݖ௧ is the delta in the azimuthal drive from 0 to t 
x οEl௧ is the delta in the elevation drive from 0 to t 
The map of normal that best fits the equation system is estimated by standard non-linear estimation methods such 
as non-linear least squares.  
3. Real data and results 
Fig. 8 presents a real sequence of images used for the method that is implemented at one of the BrightSource 
projects. The figure contains a sequence of images from a single mirror moving over time in front of a static camera 
positioned at the top of the solar tower. 
 
 
Fig. 8: Sequence of images for a single mirror 
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As a reference, Fig. 9 presents a map of normals of an ideal parabolic mirror (see Fig. 1 (a)).  
 
 
Fig. 9. Map of normals for an ideal parabolic mirror 
Each normal is represented by two components: dx and dy which are the first two components of the three-
dimensional vector: 
ሬܰԦ = ቎
݀ݔ
݀ݕ
ඥ1 െ ݀ݔଶ െ ݀ݕଶ
቏  (12) 
Fig. 10 presents a real estimated map of normals. It is possible to see the similarity between the ideal and the 
actual. However, the differences between the two expose the deviation of the real mirror relative to the ideal one. 
 
 
Fig. 10. Real estimated map of normals 
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4. Assessment of method accuracy 
Two methods are used to assess the accuracy of this method. The first is to compare the results with a laser scan 
of the mirror in the assembly line. The second, presented in Fig. 11, is to measure the repeatability (on different 
days, hours, etc.) of the estimated normal in a statistical manner. Statistical means that calculations are made of the 
standard deviation of the differences between the ideal parabolic mirror’s map of normals and the estimated map of 
normals as defined in the following formulas: 
ߪ௫ = ݏݐ݀({݀ݔ௜ െ ݀ݔᇱ௜})  (13) 
ߪ௬ = ݏݐ݀({݀ݕ௜ െ ݀ݕԢ௜})  (14) 
Where: 
x ݀ݔ௜   is the first component of  normal i on the ideal map of normals  
x ݀ݔᇱ௜  is the first component of  normal i on the estimated map of normals 
x ݀ݕ௜  is the second component of  normal i on the ideal map of normals 
x ݀ݕᇱ௜   is the second component of  normal i on the estimated map of normals 
The graph in Fig. 11 presents this repeatability calculation for a sample of ten mirrors. The horizontal axis (x) 
represents the mirror ID number. The vertical axis (y) represents the ߪ௫ and ߪ௬ values. Each point represents one 
complete process of estimation. The blue points represent the resulting ߪ௫; the red points represent the resulting ߪ௬. 
 
Fig. 11. Assessment of method accuracy 
The repeatability score is calculated by the standard deviation of the group of all ߪ௫ values per mirror and the 
group of all ߪ௬ values per mirror. Then all standard deviations are averaged. The bottom line is that the assessment 
for the method error is as follows: 
x 0.1 mrad error for ߪ௫ 
x 0.15 mrad error for ߪ௬ 
This amount of error is sufficient for both QA (quality assurance) and expected flux calculations. 
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