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distance has been introduced in the framework of quantitative transition systems. This
paper introduces the notion of (η, α)-bisimilarity and explores the relationship between it
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1. Introduction
The notion of bisimilarity is one of the central concepts in process calculus [15,16]. Roughly speaking, two processes are
said to be bisimilar if they can perform same actions to reach bisimilar states. Two bisimilar processes are always thought to
be equivalent [15,16]. However, when we consider labelled transition systems whose states or actions contain quantitative
data, the notion of bisimilarity seems not to be very suitable for describing the equivalence of such processes. For instance,
in real time systems, there is often a bit difference between time delays. If we adopt the usual notion of bisimilarity (for
example, timed bisimilarity [14,17]) to describe the equivalence of timed processes, then time delays can be matched only
when they are identical. Such exact matching might be unrealistic. To overcome this defect, a number of theories have been
presented to describe approximate equivalence among processes (for example, [1,2,3,4,5,6,7,8,9,10,11,12,13,18,19]). In these
papers, two different approaches have been adopted.
One approach is to introduce notions of approximate bisimilarity. Based on labelled transition systems (LTS) and metric
spaces over actions, Ying presents λ-bisimilarity [18,19]. In the framework of LTS with observations and metrics over obser-
vations, Girard and Pappas introduce δ−approximate bisimulation [11,12,13]. For probabilistic transition systems, Giacalone
et al. present ε−bisimilarity to capture the equivalence of deterministic probabilistic processes [10].
Another approach is based on distance functions over processes (or, states). For instance, in the framework of LTS, van
Breugel introduces a behavioural pseudometric based onmetrics over actions [3]. The behavioural pseudometric is a distance
function between processes, which is a quantitative analogue of bisimilarity. For probabilistic transition systems, Desharnais
et al. [6,7,8,9] and van Breugel and Worrell [4,5] deﬁne a number of pseudometrics, respectively. Moreover, they provide
characterizations of these pseudometrics in terms of ﬁxed points [8], modal logics [6,7,9] and coalgebras [4,5], respectively.
In the framework of quantitative transition systems (QTS), de Alfaro et al. introduce the notion of branching distance [1],
which is the generalization of bisimilarity. The branching distance between states is used to describe how similar two states
are. Roughly speaking, the smaller the branching distance, themore alike two states are. In particular, the branching distance
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between two states is 0 if and only if they are bisimilar [1]. It is worth to point out that a discounted setting is adopted in de
Alfaro et al.’s work. That is, the difference occurring in the far away future is not as important as the difference occurring in
the near future. In order to capture it, the deﬁnition of branching distance refers to the parameter α called discount factor.
The relationship between these two approaches has been considered in the literature. For example, Giacalone et al.
introduce a pseudometric over probabilistic transition systems in terms of ε−bisimilarity [10]. Van Breugel presents a
conjecture which concerns the relationship between his behavioural pseudometric and Ying’s λ-bisimilarity [3]. Recently, a
negative answer to this conjecture is given [20]. In the framework of LTS with observations, Girard and Pappas explore the
relationship between δ-approximate bisimulation and the branching distance in the case that the discount factor α = 1 [13].
Their result illustrates that the branching distance with α = 1 can be characterized in terms of δ-approximate bisimulation.
This paper aims to characterize the branching distance with arbitrary discount factor in terms of an approximate notion
of bisimilarity. To this end, we introduce the notion of (η,α)-bisimilarity, where the ﬁrst parameter η describes how similar
two states are and the second parameter α is a discount factor. Roughly speaking, two states are (η,α)-bisimilar if their
propositional distance is nomore than η and they can reach (η/α,α)-bisimilar states. A characterization of branching distance
in terms of (η,α)-bisimilarity is provided in this paper.
The rest of this paper is organized as follows. In Section 2, we recall related deﬁnitions from the literature. Section
3 introduces and explores the notion of (η,α)-bisimilarity. In Section 4, we deﬁne a distance function induced by (η,α)-
bisimilarity. Section 5 demonstrates that this distance function coincides with the branching distance for the non-blocking
QTS. In the framework of non-blocking and ﬁnite-branching QTS, Section 6 explores some further relationship between the
branching distance and (η,α)-bisimilarity. Section 7 ﬁnally concludes and discusses.
2. Preliminaries
This section will recall some notions from [1]. The motivation behind those notions may be found in [1].
Deﬁnition 1. ([1]) A quantitative transition system (QTS)  = (S, , →, [·]) consists of a set S of states, a ﬁnite set 
of propositions, a transition relation →⊆ S × S and a function [·] : S → ( → [0,1]) which assigns to each state s ∈ S and
proposition r ∈  a value [s](r).
We say that a QTS  is non-blocking if the set {s1 : s → s1} is non-empty for each s ∈ S, and  is ﬁnite-branching if the set
{s1 : s → s1} is ﬁnite for each s ∈ S.
In a QTS, two states are said to be bisimilar if the interpretations of propositions in these states are identical and they
can reach bisimilar states [1]. However, when QTSs are considered as the models of optimization problems and propositions
represent rewards (or costs), there are often small differences between rewards (or costs). In this case, since the requirement
that the rewards (or costs) should be identical is too rigorous, the notion of bisimilarity provided in [1] is not suitable for
describing the equivalence of states. De Alfaro et al. present the notion of branching distance to overcome this defect.
Deﬁnition 2. ([1]) The symmetrical propositional distance (propositional distance, for short) pd : S × S → [0,1] is deﬁned as
pd(s,t) = max
r∈ (|[s](r) − [t](r)|).
Deﬁnition 3. ([1]) (branching distance bdssα ) Let  = (S, , →, [·]) be a non-blocking and ﬁnite-branching QTS and α ∈ [0,1].
The branching distance with discount factor α, denoted by bdssα , is the greatest ﬁxed point of GFBα ,
1 where the function










In the above deﬁnition, α is a discount factor. In such a discounted setting, the distance occurring in the next step is
multiplied by α (0 ≤ α ≤ 1). This explores the motivation behind the discount factor. That is, the difference occurring in
the far away future is not as important as the difference occurring in the near future. Clearly, if α = 0 then GFBα(d) = pd
for each function d : S × S → [0,1]. Hence, it follows that bdss
0
= pd. So in this case, the branching distance degenerates into
the propositional distance. By the way, the assumption that  is a non-blocking and ﬁnite-branching QTS is necessary.
Otherwise, there exists s ∈ S such that {s1 : s → s1} is inﬁnite or empty. Then the minimum of
{
d(s1,t1) : s → s1
}
may not
exist and therefore GFBα is not well-deﬁned.
The literature [1] focuses on non-blocking and ﬁnite-branching QTSs, while this paper will consider general QTSs. So we
modify the deﬁnition of branching distance as follows.
Deﬁnition 4. (branching distance bdα) Let  = (S, , →, [·]) be a QTS and α ∈ [0,1]. The branching distance with discount
factor α, denoted by bdα , is the greatest ﬁxed point of Gα , where the function Gα : (S × S → [0,1]) → (S × S → [0,1]) is deﬁned
as: for any d : S × S → [0,1], s,t ∈ S
1 Here, the partial order  over the functions d : S × S → [0,1] is deﬁned as: d1  d2 iff d1(s,t) ≥ d2(s,t) for all s,t ∈ S.
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Here, inf ∅ = 1 and sup∅ = 0. Clearly, for any non-blocking and ﬁnite-branching QTS, the function Gα coincides with GFBα .
Hence, bdα = bdssα for such QTSs. In the rest of this paper, the term ‘branching distance’ denotes the function bdα .
3. (η,α)-Bisimilarity
This paper aims to provide a characterization of the branching distance in terms of an approximate notion of bisimilarity.
To achieve this goal, this sectionwill introduce and explore the notion of (η,α)-bisimilarity,whichwill play a central role in the
rest of this paper. (η,α)-bisimilarity is an approximate notion of bisimilarity with two parameters η and α, where η captures
how similar two states are and α is a discount factor. Roughly speaking, (η,α)-bisimilarity may be regarded as the discounted
version of δ-approximate bisimilarity. The latter is introduced by Girard and Pappas in [11,12,13], and moreover, they adopt
it to characterize the branching distance with α = 1 [13]. The relationship between these two kinds of approximate notions
of bisimilarity will be explored in this section.
Before deﬁning (η,α)-bisimilarity formally, we introduce the notation below.
Notation: Given α ∈ (0, 1], fα(x) =def min{x/α,1} for each x ∈ [0,1].
Obviously, fα is a non-decreasing function and fα(x) ≥ x for each x ∈ [0,1]. By the way, if α = 1 or x = 0 or x = 1, it is easy
to see that fα(x) = x.
Deﬁnition 5. Let α ∈ (0,1] and D ⊆ [0, 1]. The set D is said to be α − closed if fα(x) ∈ D for each x ∈ D.
Deﬁnition 6. Let  = (S, , →, [·]) be a QTS and α ∈ (0,1], and let D be an α−closed subset of [0,1]. A family of relations
{Rλ ⊆ S × S: λ ∈ D} is said to be an α- discounted bisimulations sequence if and only if for each λ ∈ D, s,t ∈ S, if (s, t) ∈ Rλ then
(1λ) for each r ∈ , |[s](r) − [t](r)| ≤ λ;
(2λ) if s → s1 then there exists t1 ∈ S such that t → t1 and (s1, t1) ∈ Rfα(λ);
(3λ) if t → t1 then there exists s1 ∈ S such that s → s1 and (s1, t1) ∈ Rfα(λ).
Henceforth, we write {Rλ}λ∈D for {Rλ ⊆ S × S : λ ∈ D}.
Deﬁnition 7. ((η,α)-bisimilarity) Let  = (S, , →, [·]) be a QTS, α ∈ (0,1] and η ∈ [0,1]. A binary relation R ⊆ S × S is said to
be an (η,α)-bisimulation if there exists an α-discounted bisimulations sequence {Rλ}λ∈D such that η ∈ D and Rη = R. As usual,
(η,α)−bisimilarity, in symbols ∼η,α , is deﬁned as
∼η,α=
⋃
{R : R is an (η,α) − bisimulation}.
Two states s and t are said to be (η,α)-bisimilar if s ∼η,α t.
As to be expected, (η,α)−bisimilarity ∼η,α is the largest (η,α)−bisimulation. Moreover, the sequence {∼λ,α}λ∈[0,1] itself is
an α−discounted bisimulations sequence. Formally, we have the result below.
Lemma 8. For any QTS , α ∈ (0,1] and η ∈ [0,1] , we have
(1) (η,α)-bisimulation is preserved under unions;
(2) ∼η,α is the largest (η,α)−bisimulation;
(3) {∼λ,α}λ∈[0,1] is an α-discounted bisimulations sequence.
Proof. (2) is implied by (1) and Deﬁnition 7, and (3) immediately follows from Deﬁnition 6 and 7. So it sufﬁces to prove (1).
Let I be an indexing set and Ri an (η,α)−bisimulation for each i ∈ I. It is enough to show that⋃i∈I Ri is an (η,α)−bisimulation.
For each i ∈ I, since Ri is an (η,α)−bisimulation, by Deﬁnition 7, there exists an α−discounted bisimulations sequence {Riλ}λ∈Di








It is easy to see that D is α−closed and  is an α−discounted bisimulations sequence. Thus Rη (= ⋃i∈I Ri) is an (η,α)−
bisimulation. 
Similar to the usual bisimilarity, (η,α)−bisimilarity can be characterized in the forth−back style. Formally, we have
2 For each ζ ∈ D and i ∈ I, if ζ /∈ Di then we set Riζ = ∅.
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Fig. 1. (η,α)-bisimilarity.
Theorem 9. Let  = (S, , → , [·]) be a QTS, α ∈ (0, 1] and η ∈ [0,1] . Then for any s, t ∈ S, s ∼η,α t if and only if s and t satisfy
the following conditions
(iη) for each r ∈ , |[s](r) − [t](r)| ≤ η;
(iiη) if s → s1 then there exists t1 ∈ S such that t → t1 and s1 ∼fα(η),α t1;
(iiiη) if t → t1 then there exists s1 ∈ S such that s → s1 and s1 ∼fα(η),α t1.
Proof. (From left to right) Immediately follows from (3) in Lemma 8 and Deﬁnition 6.
(From right to left) Assume that the pair (s, t) satisﬁes (iη), (iiη) and (iiiη). For each ζ ∈ [0,1], we set
Rζ =
{∼η,α ∪{(s, t)} if ζ = η
∼ζ ,α otherwise.
By (3) from Lemma 8, it is easy to check that the sequence {Rζ }ζ∈[0,1] is an α−discounted bisimulations sequence. Thus Rη
(i.e., ∼η,α ∪{(s,t)}) is an (η,α)−bisimulation. Further, by the deﬁnition of ∼η,α , we obtain s ∼η,α t. 
According to the above theorem, the successor states of (η,α)-bisimilar states must bematched up to (η/α,α)-bisimilarity.
Consider the (η,α)-bisimilar states s0 and t0 depicted in Fig. 1. Since s0 and t0 are (η,α)−bisimilar, it follows from the above
theorem that the states reached by s0 and t0 after i steps should be (f
i
α(η),α)−bisimilar. That is, si and ti are (f iα(η),α)−bisimilar
for each 0 ≤ i ≤ n.
Lemma 10. For any QTS , α ∈ (0,1] and η, η′ ∈ [0,1] , we have
(1)
⋃
λ≤η ∼λ,α is an (η,α)-bisimulation;
(2) if η ≤ η′ then ∼η,α⊆∼η′ ,α .





Appeal to Theorem 9, it is easy to see that {Rζ }ζ∈[0,1] is an α-discounted bisimulations sequence. This implies that (1)
holds.
(2) Let η ≤ η′. Then ∼η,α⊆ ⋃λ≤η′ ∼λ,α . Further, by (1) and Deﬁnition 7, we have ∼η,α⊆ ⋃λ≤η′ ∼λ,α⊆∼η′ ,α . 
In the case where α = 1, since fα(η) = η, according to Theorem 9, the successor states of (η,α)−bisimilar states must be
matched up to (η,α)−bisimilarity. In other words, the discount factor does not take effect. In this case, (η,α)-bisimilarity
will degenerate into one variation of δ−approximate bisimilarity deﬁned by Girard and Pappas. In the framework of LTS
with observations, they adopt δ−approximate bisimilarity to characterize the branching distance with α = 1 [13]. In order to
illustrate the relationship between δ−approximate bisimilarity and (η,α)-bisimilarity, we deﬁne the notion of η-bisimilarity
below, which is similar to δ−approximate bisimilarity in spirit. A similar notion also appears in [18,19].
Deﬁnition 11. (η-bisimilarity). Let  = (S,, → ,[·]) be a QTS, R ⊆ S × S and η ∈ [0,1]. R is an η-bisimulation if and only if for
each (s,t) ∈ R,
(1η) for each r ∈ ,|[s](r) − [t](r)| ≤ η;
(2η) if s → s1 then there exists t1 ∈ S such that t → t1 and (s1,t1) ∈ R;
(3η) if t → t1 then there exists s1 ∈ S such that s → s1 and (s1,t1) ∈ R.
As usual, we say s and t are η-bisimilar, in symbols s ∼η t, if (s,t) ∈ R for some η-bisimulation R. In other words, η-
bisimilarity ∼η is deﬁned as ∼η= ⋃{R: R is an η-bisimulation}.
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If we take the distances between observations instead of the propositional distances in the above deﬁnition, then we get
δ−approximate bisimilarity. Some trivial but useful properties of η−bisimilarity are listed in the lemma below.
Lemma 12. Let  be a QTS and η, η′ ∈ [0,1]. Then
(1) ∼η is the largest η−bisimulation.
(2) If η ≤ η′ then ∼η⊆∼η′ .
(3) ∼η is an (η,α)−bisimulation for each α ∈
(
0,1] .
(4) If  is non-blocking then S × S is a 1−bisimulation.
Proof. (1) immediately follows from Deﬁnition 11. By Deﬁnition 11, if η ≤ η′ then we can immediately conclude that every
η−bisimulation is an η′−bisimulation and, hence, (2) holds. In the following, we show (3) and (4) in turn.
(3) Let α ∈ (0,1].We intend to show that the sequence {∼λ}λ∈[0,1] is an α−discounted bisimulations sequence. Clearly, [0,1]
is α−closed. Let λ ∈ [0,1], s ∼λ t and s → s1. It is enough to show that |[s](r) − [t](r)| ≤ λ for each r ∈ , and there exists t1 ∈ S
such that t → t1 and s1 ∼fα(λ) t1. By (1) and Deﬁnition 11, it follows from s ∼λ t that for each r ∈ ,
|[s](r) − [t](r)| ≤ λ.
On the other hand, since s ∼λ t and s → s1, by (1) and Deﬁnition 11, there exists t1 ∈ S such that t → t1 and s1 ∼λ t1. Hence
by (2) and fα(λ) ≥ λ, we get s1 ∼fα(λ) t1, as desired.
(4) Let s, t ∈ S, s → s1 and r ∈ . We want to show that |[s](r) − [t](r)| ≤ 1 and there exists t1 ∈ S such that t → t1 and (s1,
t1) ∈ S × S. Since [s](r) ∈ [0,1] and [t](r) ∈ [0,1], we obtain
|[s](r) − [t](r)| ≤ 1.
Moreover, since  is non-blocking, there exists t1 ∈ S such that t → t1. It is obvious that (s1, t1) ∈ S × S. 
The following result concerns the relationship between η−bisimilarity and (η,α)−bisimilarity. It illustrates that these
approximate notions of bisimilarity coincide if α = 1 or η = 0 or η = 1.
Theorem 13. ∼η⊆∼η,α for any α ∈ (0, 1] and η ∈ [0,1] . In particular, if α = 1 or η = 0 or η = 1 then ∼η=∼η,α .
Proof. ∼η⊆∼η,α follows from (3) in Lemma 12 and Deﬁnition 7. Moreover, if α = 1 or η = 0 or η = 1, we get fα(η) = η. Then
by Theorem 9 and Deﬁnition 11, ∼η,α is an η−bisimulation. So, we have ∼η,α⊆∼η . 
In the rest of this section, we will show that the notion (η,α)−bisimilarity can be reformulated in terms of η−bisimilarity
and the function #η deﬁned below. Similar functions have appeared in the literature (e.g., [15,18]).
Deﬁnition 14. Let  = (S,, → ,[·]) be a QTS and η ∈ [0,1]. The function #η (#η , for short): 2S×S → 2S×S is deﬁned as for all
R ⊆ S × S, (s,t) ∈ #η(R) if and only if s and t are such that
(1) for each r ∈ , |[s](r) − [t](r)| ≤ η;
(2) if s → s1 then there exists t1 ∈ S such that t → t1 and (s1,t1) ∈ R;
(3) if t → t1 then there exists s1 ∈ S such that s → s1 and (s1,t1) ∈ R.
Clearly, #η(∼η) =∼η . Moreover, it is easy to see that the function #η ismonotonic. That is, R1 ⊆ R2 ⊆ S × S implies #η(R1) ⊆
#η(R2).






(1) ∼0λ,α=∼λ for each λ ∈ [0,1];
(2) ∼k+1λ,α = #λ(∼kfα(λ),α) for each λ ∈ [0,1].
In the following, we will show that ∼η,α= ⋃
k∈ω
∼kη,α . First, we demonstrate that ∼η,α=∼nη,α for some n ∈ ω, and moreover,
that such a natural number nmay be obtained through the function below.
Deﬁnition 16. The function σ : (0,1] × [0,1] → ω − {0} is deﬁned below, where logα η is the smallest integer greater than
or equal to logα η.
σ(α,η) =
{
1 if α = 1 or η = 0
max{logα η, 1} otherwise.
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Lemma 17. For any α ∈ (0,1] and η ∈ [0,1], we have
(1) if α /= 1 and η /= 0 then σ(α,η) = n implies f nα (η) = 1;
(2) if σ(α,η) = n then f nα (η) = f n+1α (η);
(3) if σ(α,η) > 1 then η/α < 1 and σ(α,fα(η)) = σ(α,η) − 1.
Proof. (1) Let α /= 1, η /= 0 and σ(α,η) = n. Then byDeﬁnition 16, we have n = max{logα η, 1} and n ≥ logα η. Further, αn ≤ η
follows from α ∈ (0,1). On the other hand, proceeding by induction on k, it is easy to check that for each k ≥ 1,
f kα (η) = min{η/αk ,1}.
In particular, we get f nα (η) = min{η/αn, 1}. This together with αn ≤ η implies f nα (η) = 1.
(2) Let σ(α,η) = n. We consider the following two cases.
Case 1. α = 1 or η = 0. Then by Deﬁnition 16, we obtain σ(α,η) = 1. Thus it is enough to show fα(η) = f 2α (η). Since α = 1 or
η = 0, we have η/α = η and fα(η) = η. So f 2α (η) = fα(η).
Case 2. α /= 1 and η /= 0. Then by (1), it follows from σ(α,η) = n that f nα (η) = 1. Furthermore, we get f n+1α (η) = fα(f nα (η)) =
fα(1) = 1. Hence f nα (η) = f n+1α (η).
(3) Let σ(α,η) > 1. Then α /= 1 and η /= 0. We show η/α < 1 ﬁrst. By Deﬁnition 16, it follows from σ(α,η) > 1 that σ(α,η) =




, we obtain α > η and η/α < 1.
Next we show σ(α,fα(η)) = σ(α,η) − 1. Since η/α < 1, we have fα(η) = η/α. Thus σ(α,fα(η)) = σ(α,η/α). To complete the
proof, it is sufﬁcient to prove σ(α,η/α) = σ(α,η) − 1.
Clearly, η/α /= 0 comes from η /= 0. Then by Deﬁnition 16, it follows from α /= 1 and η/α /= 0 that
σ(α,η/α) = max{logα η/α,1}. (17.1)
Moreover, since logα η/α = logα η − logα α = logα η − 1, we get
logα η/α = logα η − 1 = logα η − 1 = σ(α,η) − 1 ≥ 1. (17.2)
Hence by (17.1) and (17.2), we obtain σ(α,η/α) = logα η/α = σ(α,η) − 1, as desired. 
Lemma 18. Let  be a QTS and α ∈ (0,1]. For each η ∈ [0, 1], we have
(1) ∼η,α= #η(∼fα(η),α);
(2) ∼η,α=∼σ(α,η)η,α .
Proof. Since (1) immediately follows fromDeﬁnition 14 and Theorem 9, we only need to prove (2).We proceed by induction
on σ(α,η).
Let η ∈ [0, 1] and σ(α,η) = 1. First, we show that α = 1 or fα(η) = 0 or fα(η) = 1. This conclusion holds trivially if α = 1 or
η = 0. If α = 1 and η = 0 then by (1) from Lemma 17, σ(α,η) = 1 implies fα(η) = 1.
Since α = 1 or fα(η) = 0 or fα(η) = 1, by Theorem 13, we get ∼fα(η),α=∼fα(η). Further, we have∼η,α = #η(∼fα(η),α) (by (1))= #η(∼fα(η)) (by ∼fα(η),α=∼fα(η))
= #η(∼0
fα(η),α
) (by Deﬁnition 15)
= ∼1η,α (by Deﬁnition 15).
Let η ∈ [0, 1] with σ(α,η) > 1 and suppose that ∼λ,α=∼σ(α,λ)λ,α for each λ ∈ [0, 1] with σ(α,λ) < σ(α,η). By (3) in Lemma 17,
it follows from σ(α,η) > 1 that
σ(α,fα(η)) = σ(α,η) − 1. (18.1)
Hence we obtain
∼η,α = #η(∼fα(η),α) (by (1))
= #η(∼σ(α,fα(η))
fα(η),α
) (by (18.1) and induction hypothesis)
= ∼σ(α,η)η,α (by (18.1) and Deﬁnition 15). 
Theorem 19. For any QTS , α ∈ (0,1] and η ∈ [0,1], ∼η,α= ⋃
k∈ω
∼kη,α .




∼kη,α for each η ∈ [0,1].
Now, we prove the converse inclusion. It is enough to show that ∼kη,α⊆∼η,α for each η ∈ [0,1] and k ∈ ω. We argue by
induction on k.
If k = 0 then for each η ∈ [0,1], by Deﬁnition 15 and Theorem 13, we obtain ∼kη,α=∼η⊆∼η,α .
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Fig. 2. States s and t in Example 21.
Suppose that k > 0 and ∼nλ,α⊆∼λ,α for each λ ∈ [0,1] and n < k. Let η ∈ [0,1]. It follows from Deﬁnition 15 that
∼kη,α= #η(∼k−1fα(η),α).




Then by (1) from Lemma 18, we have ∼kη,α ⊆ ∼η,α . 
4. Distance function induced by (η,α)-bisimilarity
In order to sketch how (η,α)-bisimilarity is related to the branching distance with the discount factor α, we deﬁne a
distance function induced by (η,α)-bisimilarity as follows.
Deﬁnition 20. Let  be a QTS and α ∈ (0,1]. The function dα : S × S → [0,1] is deﬁned by
dα(s,t) = inf{η : s ∼η,α t}.
Clearly, if s ∼η,α t then dα(s,t) ≤ η. Someone may raise the conjecture that if dα(s,t) = η then s ∼η,α t. However, it does not
always hold. A counterexample is provided below. A similar example has appeared in [18].
Example 21. Consider the states s and t depicted in Fig. 2. Let  = {r} and α ∈ (0,1]. The function [·] is deﬁned as [s](r) =
[t](r) = [t0](r) = 0 and [sn](r) = [tn](r) = 1/n for each n ∈ ω − {0}. We prove the following claims in turn, which demonstrate
that the above conjecture fails.
Claim 1. dα(s,t) = 0.
For any ε ∈ (0,1), we set
Rε = {(s,t)} ∪ {(si,ti) : i > 0} ∪ {(si,t0) : 1/i < ε}.
Obviously, Rε is ε−bisimulation. Hence s ∼ε t. Then by Theorem 13, we obtain s ∼ε,α t. Further, by Deﬁnition 20, we get
dα(s,t) ≤ ε. Hence dα(s,t) = 0.3
Claim 2. s ∼0,α t.
First we show si ∼0 t0 for each i > 0. Let n > 0. Since [sn](r) = 1/n and [t0](r) = 0, we obtain
|[sn](r) − [t0](r)| > 0.
Then by Deﬁnition 11, we have sn ∼0 t0.
Next we show s ∼0,α t. Since si ∼0 t0 for each i > 0 and s can only reach states sn (1 ≤ n < ∞), we get
u ∼0 t0 for any u ∈ S with s → u.
Further, by Deﬁnition 11, it follows from t → t0 that s ∼0 t. Then by Theorem 13, we obtain s ∼0,α t.
The following lemma contains some basic properties of the function dα .
Lemma 22. Let  = (S,, → ,[·]) be a QTS and let α ∈ (0,1], η ∈ [0,1] and s,t ∈ S. Then we have
(1) If dα(s,t) < η then s ∼η,α t.
(2) pd(s,t) ≤ dα(s,t). That is, |[s](r) − [t](r)| ≤ dα(s,t) for each r ∈ .
Proof. To prove (1), assume that dα(s,t) < η and s ∼η,α t. Thus by (2) from Lemma 10, we get
3 Otherwise, we set ε0 = dα(s,t)/2. Then dα(s,t) ≤ ε0 < dα(s,t), a contradiction.
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s ∼λ,α t for each λ ≤ η.
Then dα(s,t) = inf{η : s ∼η,α t} ≥ η > dα(s,t), a contradiction.
Nextwe show pd(s,t) ≤ dα(s,t). If dα(s,t) = 1 then it holds trivially. In the following, we consider the non-trivial casewhere
dα(s,t) < 1. Let ε ∈ (0,1− dα(s,t)). Clearly, dα(s,t) < dα(s,t) + ε < 1. Hence, it follows from (1) that
s ∼dα(s,t)+ε,α t.
Thus by Theorem 9, we obtain |[s](r) − [t](r)| ≤ dα(s,t) + ε for each r ∈ . So, it immediately follows that
pd(s,t) ≤ dα(s,t) + ε.
Further, since ε is an arbitrary value such that dα(s,t) + ε < 1, we have pd(s,t) ≤ dα(s,t).4 
5. Characterize branching distance: non-blocking case
In this and the next section, we will explore the relationship between the branching distance and (η,α)-bisimilarity. This
section will show that for any non-blocking QTS, the branching distance coincides with the distance function dα deﬁned in
the preceding section. More formally, we will demonstrate the equation below.
bdα(s,t) = inf{η : s ∼η,α t} for any pair (s, t) .
Since bdα is the greatest ﬁxed point of Gα , it is enough to show that so is dα . Before doing it, we provide some auxiliary
lemmas below.
Lemma 23. Let  = (S,, → ,[·]) be non-blocking, d : S × S → [0, 1] a function, α ∈ (0, 1] and η ∈ (0, 1]. For any s,t ∈ S, if
Gα(d)(s,t) < η then
(1η) for each r ∈ , |[s](r) − [t](r)| ≤ η;
(2η) if s → s1 then there exists t1 ∈ S such that t → t1 and d(s1,t1) < η/α;
(3η) if t → t1 then there exists s1 ∈ S such that s → s1 and d(s1,t1) < η/α.
Proof. Let Gα(d)(s,t) < η. Then pd(s,t) < η. Thus for each r ∈ , we get
|[s](r) − [t](r)| < η.
To prove (2η), let s → s1. Then by the deﬁnition of Gα , it follows from Gα(d)(s,t) < η that sup
s→u
inf
t→v d(u,v) < η/α. Further,
s → s1 implies
inf
t→v d(s1,v) < η/α.
Moreover, since  is non-blocking, we get {v : t → v} /= ∅. Then there exists t1 ∈ S such that
t → t1 and d(s1,t1) < η/α.
Similarly, we may show that (3η) holds. 
Lemma 24. Let  = (S,, → ,[·]) be non-blocking, α ∈ (0, 1] and η ∈ (0, 1] . Then
(1) If α /= 1 and σ(α,η) = 1 then ∼fα(η),α= S × S.
(2) If d is a ﬁxed point of Gα and α = 1 then {(s,t) : d(s,t) < η} is an η−bisimulation.
Proof. (1) Let α /= 1 and σ(α,η) = 1. Since ∼fα(η),α⊆ S × S holds trivially, it sufﬁces to prove the converse inclusion. Because
α < 1andη ∈ (0,1], by (1) fromLemma17,σ(α,η) = 1 implies fα(η) = 1. Further, since isnon-blocking, by (4) fromLemma12,
we have S × S ⊆∼1=∼fα(η). Hence by Theorem 13, S × S ⊆∼fα(η)⊆∼fα(η),α .
(2) Suppose that d is a ﬁxed point of Gα and α = 1. Then we get η/α = η and Gα(d)(s,t) = d(s,t) for each pair (s, t). Further,
by Lemma 23, it is easy to see that {(s,t) : d(s,t) < η} is an η−bisimulation. 
The following lemma contains some results concerning the relationship between the function Gα and (η,α)−bisimilarity.
Lemma 25. Let  = (S,, → ,[·]) be non-blocking and α ∈ (0,1]. For each η ∈ (0,1],s,t ∈ S, we have
(1) Gα(dα)(s,t) < η implies s ∼η,α t;
4 Otherwise, we set ε0 = (pd(s,t) − dα(s,t))/2. Then dα(s,t) + ε0 = (pd(s,t) + dα(s,t))/2 < pd(s,t), a contradiction arises. In the rest of this paper, similar
arguments will be omitted.
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(2) s ∼η,α t implies Gα(dα)(s,t) ≤ η; and
(3) if d is a ﬁxed point of Gα then d(s,t) < η implies s ∼η,α t.
Proof. (1) Let η ∈ (0,1] and Gα(dα)(s,t) < η. We intend to prove s ∼η,α t. Since Gα(dα)(s,t) < η, by Lemma 23 and Theorem 9,
it sufﬁces to show that for any pair (s1,t1),
dα(s1,t1) < η/α implies s1 ∼fα(η),α t1.
Let dα(s1,t1) < η/α. If α /= 1 and σ(α,η) = 1 then by (1) from Lemma 24, we get s1 ∼fα(η),α t1. If α = 1 or σ(α,η) /= 1, we have
η/α ≤ 1.5 Hence η/α = fα(η) and dα(s1,t1) < fα(η) ≤ 1. Further, by (1) from Lemma 22, it follows that s1 ∼fα(η),α t1, as desired.
(2) Let η ∈ (0,1] and s ∼η,α t. We want to show Gα(dα)(s,t) ≤ η. Since s ∼η,α t, by Theorem 9, we have
|[s](r) − [t](r)| ≤ η for each r ∈ .




t→v dα(u,v) ≤ η and α supt→v infs→u dα(u,v) ≤ η.
Let s → s1. By Theorem 9, it follows from s ∼η,α t that there exists t1 ∈ S such that
t → t1 and s1 ∼fα(η),α t1.
Thus we get dα(s1,t1) ≤ fα(η). Clearly, fα(η) = min{η/α,1} ≤ η/α. So, dα(s1,t1) ≤ η/α. Further, we obtain
inf
t→v dα(s1,v) ≤ η/α.
Since s1 is arbitrary, it follows that sup
s→u
inf




t→v dα(u,v) ≤ η.
Similarly, we can prove α sup
t→v
inf
s→u dα(u,v) ≤ η.
(3) Suppose that d is a ﬁxed point of Gα . We will show that for each η ∈ (0,1], if d(s,t) < η then s ∼η,α t. We consider two
cases below.
Case 1. α = 1. Let η ∈ (0,1] and d(s,t) < η. Then by (2) in Lemma 24, it follows from d(s,t) < η that s ∼η t. Further, by
Theorem 13, we obtain s ∼η,α t, as desired.
Case 2. α = 1. We argue by induction on σ(α,η).
Let η ∈ (0,1], σ(α,η) = 1 and d(s,t) < η. We will show that the pair (s, t) satisﬁes (iη), (iiη) and (iiiη) in Theorem 9 in turn.
Since d is a ﬁxed point of Gα and d(s,t) < η, we get Gα(d)(s,t) < η. Hence by Lemma 23, we have
|[s](r) − [t](r)| ≤ η for each r ∈ .
To prove (iiη), let s → s1. Since  is non-blocking, there exists t1 ∈ S such that t → t1. Moreover, by (1) in Lemma 24, it
follows from α /= 1 and σ(α,η) = 1 that s1 ∼fα(η),α t1. Similarly, we may demonstrate (iiiη). Thus by Theorem 9, we obtain
s ∼η,α t.
Suppose that η ∈ (0,1], σ(α,η) = n + 1 > 1 and d(s,t) < η.Wewant to prove s ∼η,α t. Similarly, wewill show that the pair (s,
t) satisﬁes (iη), (iiη) and (iiiη) in Theorem 9. Among them, the proof of (iη) is analogous to the proof of the corresponding one
in the case where σ(α,η) = 1, and the proof of (iiiη) is similar to (iiη). Now, we consider (iiη). Let s → s1. Since Gα(d)(s,t) < η,
by Lemma 23, there exists t1 ∈ S such that
t → t1 and d(s1,t1) < η/α.
To complete the proof, we intend to show s1 ∼fα(η),α t1. By (3) in Lemma 17, it follows from σ(α,η) = n + 1 > 1 that η/α < 1
and σ(α,fα(η)) = n. Thus we get fα(η) = η/α and d(s1,t1) < fα(η). Further, by induction hypothesis, σ(α,fα(η)) = n implies
s1 ∼fα(η),α t1, as desired. 
Nowwe arrive at themain result of this section, which provides a nice characterization of the branching distance in terms
of (η,α)−bisimilarity.
Theorem 26. Let  be a non-blocking QTS and α ∈ (0,1]. Then dα is the greatest ﬁxed point of Gα. That is, for all states s and t,
bdα(s,t) = inf{η : s ∼η,α t}.
Proof. It sufﬁces to demonstrate the following three claims.
5 Clearly, if α = 1 then η/α = η ≤ 1. On the other hand, if σ(α,η) > 1 then η/α < 1 follows from (3) in Lemma 17.
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Claim 1. Gα(dα)  dα.
Let s,t ∈ S. It is enough to show Gα(dα)(s,t) ≥ dα(s,t). If Gα(dα)(s,t) = 1 then it holds trivially.6 In the following, we consider
the non-trivial case where Gα(dα)(s,t) < 1. Let ε ∈ (0,1− Gα(dα)(s,t)). Then
Gα(dα)(s,t) < Gα(dα)(s,t) + ε < 1.
Thus by (1) from Lemma 25, we have
s ∼Gα(dα)(s,t)+ε,α t.
Hence we obtain Gα(dα)(s,t) + ε ≥ dα(s,t). Further, since ε is an arbitrary value such that Gα(dα)(s,t) + ε < 1, we get
Gα(dα)(s,t) ≥ dα(s,t).
Claim 2. dα  Gα(dα).
Let s,t ∈ S. We want to prove dα(s,t) ≥ Gα(dα)(s,t). It holds trivially if dα(s,t) = 1. In the following, assume dα(s,t) < 1. Let
ε ∈ (0,1− dα(s,t)). Then dα(s,t) < dα(s,t) + ε < 1. By (1) from Lemma 22, we have
s ∼dα(s,t)+ε,α t.
Further, by (2) from Lemma 25, we obtain
dα(s,t) + ε ≥ Gα(dα)(s,t).
Since ε is an arbitrary value such that dα(s,t) + ε < 1, we get
dα(s,t) ≥ Gα(dα)(s,t).
Claim 3. d  dα for any ﬁxed point d of Gα .
Suppose that d is a ﬁxed point of Gα . Let s,t ∈ S. It sufﬁces to prove d(s,t) ≥ dα(s,t). If d(s,t) = 1 then it holds trivially. In the
following, we deal with the non-trivial case where d(s,t) < 1. Let ε ∈ (0,1− d(s,t)). Clearly, d(s,t) < d(s,t) + ε < 1. Then by (3)
from Lemma 25, we have
s ∼d(s,t)+ε,α t.
This implies d(s,t) + ε ≥ dα(s,t). Since ε is an arbitrary value such that d(s,t) + ε < 1, we obtain d(s,t) ≥ dα(s,t). 
It is worth recording explicitly one consequence of the above theorem.
Corollary 27. Let  be a non-blocking QTS. If α = 1 then for all states s and t,
bdα(s,t) = inf{η : s ∼η t}.
Proof. Immediately follows from Theorem 13 and 26. 
It should be pointed out that Theorem 26 does not always hold for arbitrary QTS. Consider the example below.
Example 28. Let s0 → s1 and {v : t0 → v} = ∅, and let  = {r} and α < 1. We deﬁne the function [·] as [s0](r) = [t0](r) =
[s1](r) = 0.
We show dα(s0,t0) = 1 ﬁrst. Since s0 → s1 and {v : t0 → v} = ∅, by Theorem 9, we have s0 ∼η,α t0 for each η ∈ [0,1]. Thus
we get dα(s0,t0) = 1.
So, in order to illustrate bdα(s0,t0) /= dα(s0,t0), it is enough to prove bdα(s0,t0) < 1. Since {v : t0 → v} = ∅, we obtain
inf
t0→v






bdα(u,v) = sup∅ = 0. (28.2)





bdα(u,v) = 1. (28.3)









bdα(u,v) = 0. (28.4)
6 By Deﬁnition 6, {η : s ∼η,α t} ⊆ [0,1]. Thus dα(s,t) ≤ 1. In particular, dα(s,t) = 1 if {η : s ∼η,α t} = ∅.
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Moreover, since [s0](r) = [t0](r) = 0 and  = {r}, we have pd(s0,t0) = 0. Further, by the deﬁnition of Gα , it follows from
(28.4) that
Gα(bdα)(s0,t0) = α.
Since bdα is the ﬁxed point of Gα , we get bdα(s0,t0) = α. Then bdα(s0,t0) < 1 comes from α < 1, as desired.
Remark. If we modify the deﬁnition of branching distance by replacing (4.1) in Deﬁnition 4 with one below, then we
obtain another branching distance bdα .








α · d(s1,t1)} (*)
In this framework, we consider Example 28 again. It is easy to show that bdα(s0,t0) = dα(s0,t0) = 1. Inspired by this
example, someone may raise the conjecture that bdα = dα for arbitrary QTS. Unfortunately, this conjecture does not hold.
Consider the QTS ({u0, u1, u2, v0, v1}, {r}, {u0 → u1 → u2, v0 → v1}, [·]), where [u](r) = 0 for each u ∈ {u0, u1, u2, v0, v1}. Similar
to Example 28, we may show that dα(u0,v0) = 1 and bdα(u0,v0) = α. Thus bdα = dα does not always hold. By the way, for
non-blocking QTS, since (4.1) in Deﬁnition 4 coincides with (*) above, bdα is equivalent to bdα . So, Theorem 26 still holds if
we replace bdα by bd
α .
6. Characterize branching distance: non-blocking and ﬁnite-branching case
We have provided a characterization of the branching distance associated with non-blocking QTSs. Given the assumption
that the QTS is non-blocking and ﬁnite−branching, more conclusions may be drawn.
First, we have the result below,which characterizes the branching distance bdssα introduced by de Alfaro et al. in [1]. Notice
that for any non-blocking and ﬁnite−branching QTS, bdα coincides with bdssα .
Theorem 29. Let  be a non-blocking and ﬁnite−branching QTS and α ∈ (0,1]. For all states s and t, we have
bdssα (s,t) = inf{η : s ∼η,α t}.
Proof. Let s,t ∈ S. By Theorem 26, we obtain bdα(s,t) = inf{η : s ∼η,α t}. Further, since bdα = bdssα for any non-blocking and
ﬁnite−branching QTS, we get bdssα (s,t) = inf{η : s ∼η,α t}. 
In fact, (η,α)−bisimilarity itself also can be characterized by bdα . To show this, we need some auxiliary results. The
following result is the analogue of Lemma 23 for ﬁnite−branching systems.
Lemma 30. Let  = (S,, → ,[·]) be ﬁnite−branching, α ∈ (0,1] and η ∈ [0,1). Suppose that s, t ∈ S and dα(s,t) ≤ η. Then
(1η) For each r ∈ , |[s](r) − [t](r)| ≤ η.
(2η) If s → s1 then there exists t1 ∈ S such that t → t1 and dα(s1,t1) ≤ η/α.
(3η) If t → t1 then there exists s1 ∈ S such that s → s1 and dα(s1,t1) ≤ η/α.
Proof. The conclusion (1η) follows easily from (2) in Lemma 22, and the proof of (3η) is similar to (2η). In the following, we
prove (2η). Let s → s1. We consider two cases below.
Case 1. η/α ≥ 1. Since dα(s,t) ≤ η < 1, by (1) from Lemma 22, we get
s ∼η+ε0,α t with ε0 =
(
1− η) /2.
Hence by Theorem 9, it follows from s → s1 that there exists t1 ∈ S such that t → t1. Moreover, by the deﬁnition of dα , we
have dα(s1,t1) ≤ 1 ≤ η/α.
Case 2. η/α < 1. We demonstrate the following claim ﬁrst.
Claim. For any ε ∈ (0,1− η/α), there exists u ∈ S such that t → u and s1 ∼η/α+ε,α u.
Let ε ∈ (0,1− η/α). Clearly, 0 < α · ε < α − η ≤ 1− η. So it follows from dα(s,t) ≤ η that dα(s,t) < η + α · ε < 1. Thus by (1)
from Lemma 22, we get
s ∼η+α·ε,α t.
Further, by Theorem 9, it follows from s → s1 that there exists u ∈ S such that
t → u and s1 ∼fα(η+α·ε),α u.
On the other hand, since ε ∈ (0,1− η/α), we have η/α + ε < 1. Thus
fα(η + α · ε) = min{(η + α · ε)/α,1} = η/α + ε.
Hence, s1 ∼fα(η+α·ε),α u implies s1 ∼η/α+ε,α u, as desired.
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Nowwe return to the proof of the lemma. By the above claim,we get {v : t → v} /= ∅.Moreover, since is ﬁnite−branching,
the set {v : t → v} is ﬁnite. Thus
min
t→v dα(s1,v) = inft→v dα(s1,v).
So there exists t1 ∈ {v : t → v} such that
dα(s1,t1) = min
t→v dα(s1,v) = inft→v dα(s1,v).
To complete the proof, it remains to check dα(s1,t1) ≤ η/α. Suppose not. Then dα(s1,t1) > η/α. We set
ε1 = (dα(s1,t1) − η/α)/2.
Clearly, dα(s1,t1) > η/α + ε1 and ε1 ∈ (0, 1− η/α). Since inf
t→v dα(s1,v) = dα(s1,t1) > η/α + ε1, we obtain
dα(s1,v) > η/α + ε1 for each v ∈ S with t → v. (30.1)
However, since ε1 ∈ (0, 1− η/α), by the above claim, we have
t → u and s1 ∼η/α+ε1,α u for some u ∈ S.
Hence dα(s1,u) ≤ η/α + ε1, which contradicts (30.1). 
Lemma 31. Let  be a non-blocking and ﬁnite−branching QTS and α ∈ (0,1]. For each η ∈ [0,1) and s, t ∈ S, we have
(1) if α = 1 or η = 0 then {(u,v) : dα(u,v) ≤ η} is an η−bisimulation;
(2) if dα(s,t) ≤ η then s ∼η,α t.
Proof. (1) Same as the proof of (2) in Lemma 24, but using Lemma 30.
(2) Appeal to (1) and Lemma 30, the proof follows similarly to (3) in Lemma 25. 
For non-blocking and ﬁnite−branching QTSs, (η, α)−bisimilarity can be captured in terms of the branching distance as
follows.
Theorem 32. Let  be a non-blocking and ﬁnite−branching QTS, α ∈ (0,1] and η ∈ [0,1]. Then
∼η,α= {(s,t) : bdα(s,t) ≤ η}.
Proof. Since  is non-blocking, by Theorem 26, we get bdα(s,t) = dα(s,t) for each s,t ∈ S. So, in order to complete the proof,
it is enough to show
∼η,α= {(s,t) : dα(s,t) ≤ η}.
Since ∼η,α⊆ {(s,t) : dα(s,t) ≤ η} follows immediately from Deﬁnition 20, we only need to prove the converse inclusion. Let
dα(s,t) ≤ η. We want to show s ∼η,α t. It sufﬁces to consider two cases below.
Case 1. η = 1. Since  is non-blocking, by (4) from Lemma 12, we have s ∼η t. Further, by Theorem 13, we obtain s ∼η,α t.
Case 2. η = 1. By (2) from Lemma 31, we get s ∼dα(s,t),α t. Further, by (2) in Lemma 10, it follows from dα(s,t) ≤ η that
s ∼η,α t. 
The following result is an immediate consequence of the above theorem, which reveals the relationship between the
branching distance and η−bisimilarity in the case where α = 1.
Corollary 33. Let  be a non-blocking and ﬁnite−branching QTS, α = 1 and η ∈ [0,1]. Then
∼η= {(s,t) : bdα(s,t) ≤ η}.
Proof. Immediately follows from Theorem 13 and 32. 
7. Conclusion and future work
This paper introduces the notion of (η,α)-bisimilarity and explores the relationship between the branching distance and
(η,α)-bisimilarity. In particular, we characterize the branching distance with arbitrary discount factor in terms of (η,α)-
bisimilarity.
This paper does not involve the computation issue about (η,α)-bisimilarity. However, for ﬁnite QTSs, Theorem 32 reveals
that checking whether two states (or, processes) are (η,α)-bisimilar is not more complex than computing their branching
distance. The latter has been considered by de Alfaro et al. in [1].
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Our work is closely related to that of Girard and Pappas [13]. They introduce the notion of LTS with observations, which
containsa setofobservationsandassigns toeachstateanobservation.Basedon this frameworkandmetricsoverobservations,
Girard and Pappas introduce the notion of δ-approximate bisimilarity. They provide a characterization of branching distance
with α = 1 in terms of δ-approximate bisimulation. Corollary 33 in this paper is similar to the one obtained by them.
This paper focuses on QTSs. A natural problem is that whether we can establish the similar results in Girard and Pappas’
framework mentioned above. It is easy to see that we can apply (η,α)-bisimilarity with minor modiﬁcation to LTS with
observations. But, because the metric over observations in [13] is given arbitrarily, it is needed to check carefully that
whether such bisimilarity also brings corresponding results in Girard and Pappas’ framework. We leave it for future work.
Another direction of future research is to develop analogous work for probabilistic transition systems. For these systems,
Giacalone et al. introduce the notion of ε-bisimilarity and provide a pseudometric based on this notion in the style of
the deﬁnition of dα (i.e., Deﬁnition 20) [10]. But they only consider a restricted type of discrete probabilistic transition
systems. To extend the work of Giacalone et al., Desharnais et al. [6,7,8,9] and van Breugel et al. [4,5] introduce a number
of pseudometrics on a class of probabilistic transition systems more general than the one considered by Giacalone et al.,
respectively.However, as far asweknow, it is still anopenproblemtocharacterize thesepseudometrics in termsofappropriate
notions of approximate bisimilarity.
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