. Verification is primarily based on comparing model predictions hundreds of nucleus radii from the nucleus with in situ and remote observations. The bulk velocity of the outflowing gas is slightly subsonic at the surface (the effusion would be sonic without any gas-dust interaction: the momentum loss to the entrained dust particles results in a slightly subsonic outflow).
Frequent gas-dust collisions erode and drag away grains from the surface and accelerate them to significant velocities within a few nucleus radii. Small dust particles (< 10 lam) can be fully accommodated to the gas flow and reach velocities up to several hundreds of m/s, while larger grains attain much slower velocities (the dust terminal velocity is proportional to the inverse of the grain size) [Gombosi et al., 1986] . The adiabatically expanding gas converts most of its internal energy to bulk motion, while it loses some of its momentum and energy to the dust flow. This process is expected to result in a very cold (several tens of K) hypersonic gas flow in the immediate vicinity of the nucleus. The problem is also complicated by the fact that dust particles, especially the more volatile CHON particle can serve as sources for gaseous species.
These 1957; Haser 1966; Wallace and Miller, 1958; Keller and Meier, 1976] , and non-radial models accounting for isotropic ejection of daughter species [CombiandDelsemme, 1980a; Festou 1981] . Fluid models describe the bulk properties of various fluids (gases, dust, and plasma) that are collisionally coupled in the inner coma.
Examples of these are gas-phase chemistry models [Giguere and Huebner, 1978; Mitchell et al., 1981; Cochran 1985; Allen et al., 1987] , combined chemical-dynamic models [Huebner and Keady, 1983] , dusty-gasdynamic models [Marconi and Mendis, 1983, Gombosi et aL 1986] , and multidimensional dusty-gasdynamic models [Kitamura 1986; Krmle and Ip, 1987; Krrrsmezey and Gombosi, 1990; Crifo 1995; Crifo et al., 1999a; Crifo et al., 1999b; Combi et al., 1999] . et al., 1999] .
Above is the variation of the radial outflow velocity with distance from the nucleus for different heliocentric distances of Comet Hale-Bopp. Below are similar curves for the gas kinetic temperature.
coma [Biver et al., 1999] and outflow velocity in the outer coma [Colom et al., 1999] . et al., 1992; Miller and Combi, 1994, Miller et al., 1995 Brooke et al., 1996; Combi and Fink, 1997; Rauer et al., 1997] .
The Cometary Ionosphere
The main photoionization product in the cometary coma is H20 +. These water ions transfer a proton to other neutral molecules, which have a higher proton affinity than the OH et al., 1991a; Motchmann et al., 1993; Coates et al., 1993] .
Conservation
of momentum and energy require that the solar wind be decelerated as newly born charged particles are "picked up" by the plasma flow. Continuous deceleration of the solar wind flow by mass loading is possible only up to a certain point at which the mean molecular weight of the plasma particles reaches a critical value. At this point a weak shock forms and impulsively decelerates the flow to subsonic velocities. The cometosheath is located between the cometary shock and the magnetic field free region in the innermost coma. The plasma population in the cometosheath is a changing mixture of ambient solar wind and particles picked up upstream and downstream of the shock. Near the nucleus ion-neutral chemistry and recombination starts to become more and more important.
In the inner coma, an "ionopause" et al., 1998; Neubauer 1999; Zimmer et al., 2000 ] which would produce an induced intrinsic field in the (x, y) plane with By being the major component [Khurana et al., 1998 ]. However, the induced magnetic field deduced by [Khurana et al., 1998 ] is somewhat larger than this "best fit".
This work required adopting a 20* rotation of the upstream torus flow toward the direction of Jupiter. A recent paper by Paranicas et al. [2000] suggests that this might not be a property of the actualy bulk flow of the toms ions but simply a local effect such as that which results from the electric field rotation in electrodynamic simulations [Saur et al., 1998] .
A later two-species MHD calculation for the plasma interaction near Europa has most recently been done by Liu et al. [2000] .
In this calculation the impacting plasma toms ions (dominated by O ÷+, S ÷+, and S +++) represent one species and the local pickup ions (dominated by O2+) are the other.
The model parameters and form were otherwise similar to those of [Kabin et al., 1999b] .
One difference is that with the choice of two species there was freedom to be able to better estimate electron density because of the different mean charge states of the ambient torus ions ( = 2) and the local pickup ions ( = 1). Furthermore, the results of the Galileo Plasma Science instrument [Paterson et al., 1999] temperature. Again the structure with three maxima is qualitatively reproduced. Lastly, the comparison with the Galileo magnetometer measurements in Figure 7 is also quite good. The approach of Kabin et al. [1999b] and Liu et aL [2000] has been to leave the magnitude and orientation of the internal Europa magnetic field as a free parameter and use the comparison with the data to converge to the best "fit," rather than assuming from the beginning that an internal induced field from a sub-surface ocean was responsible. The magnitude and direction of the magnetic field in both of these studies, is in fact consistent with this picture of the induced internal field picture suggested by Khurana et al. [1998] and Neubauer [ 1999] , providing an independent confirmation. et al., 1996] , sharp peaks in the ion [Frank et al., 1996] and electron [Gurnett et al., 1996] densities, a slowing of the plasma in the core of the wake, a deep ion temperature decrease in the center of the wake, and a large (factor of 3) ion temperature rise in the flanks of the wake [Frank et al., 1996] .
lo's Interaction with Jupiter's Magnetosphere
The magnetic field perturbation was broader spatially than the density peak, and showed [1998a] matches the Galileo data far from the wake (92 eV) and in the center of the wake, but does not increase to 300 eV in the flanks of the wake.
The model tenaperature profile of Linker et al. [1998] , on the other hand, is a factor of two too large away from the wake, cuts through the increase in the flanks, and then matches the cool observed temperatures in the center of the wake. [Saur et al., 1998 ]. Their conductivity, however, goes to zero at a small altitude above the surface. They also include separate descriptions for ions and electrons.
From the electric field described by the conductivity and charge separation, they calculated the deflected flow and the magnitude of the perturbation to the uniform B-field.
Their source terms are self-consistent, rather than fixed as in the MHD models, however, at their present level of their model sophistication the magnetic field perturbation could not be fed-back into the plasma trajectory calculations self-consistently, so that they do not account for where the magnetic field is most strongly disturbed. Saur et al. [1999] performed many one-dimensional path-integral calculations along trajectories defined by the electric potential solution to obtain a full three-dimensional picture of ion and electron density, velocity, and temperature. The solid lines give the results for the model with mass-loading and reflective boundary conditions. The dashed lines give the results for the model with mass-loading and fixed boundary conditions. Therefore, both the MHD and electrodynamic approaches have their strong and weak points.
The high conductivity assumptions of the MHD calculations are more appropriate farther away from Io and the detailed conductivity | . . . i . . . , . . .
; " -I -" " u " " -n " " " l " " -I " " " n " " " i the dense, cold plasma wake, the broad extent and the central bite-out in the B-field across the wake, and the large temperature peaks in the flanks of the wake. Clearly simulation science has a long way to go before being able to address self-consistently the physically realistic complex nature of this coupled system. In the mean time, while acknowledging the strengths and weaknesses of both these and other approaches, much can still be gained by further studies using all of these approaches, which are complementary in many ways. 
Meal MHD for Gyration Dominated Plasma at Io
As discussed above, recent MHD models [Combi et al., 1998a; Linker et al., 1998] et al., 1996; Gurnett et al., 1996b] .
Only the intrinsic field model of Linker et al. [1998] produced a magnetic field signature approaching the breadth measured [Kivelson et al, [1996] , and neither reproduced the measured temperature peaks in the flanks on either side of the wake [Frank et al., 1996] , which exceeded the nearby -92 eV torus values by a factor of 3. Combi et al. [1998a] concluded that a process which adds energy in the flanks of the wake and/or upstream of the wake was required that was not included in the published MHD calculations. This was based in part on the suggestion by Khurana et al. [1997b] that if a temperature increase in the flanks were somehow added, a broader magnetic field disturbance would naturally result. There are some important issues regarding the structure of the neutral atmosphere which have been published since the previously published MHD models [Combi et al., 1998a; Linker et al., 1998] , and so a new look is warranted.
In addition,
we have reconsidered one of the basic model parameters assumed before, the ratio of the specific heats, ],, which was chosen to be 5/3.
It is interesting to note that often in cometary and solar-wind pickup ion simulations, investigators have noted that in situations where the pickup ions remain in pickup ring distributions, it can be argued that there are really only two translational degrees of freedom because two are effectively tied together [Flammer et al., 1991; Ellison et al., 1999] . In this case, the appropriate value for 7 is 2 instead of 5/3. It is quite clear from the Galileo magnetometer data that the ion-cyclotron wave signatures of pickup ions in the wake of lo are present• This is caused by the fact that neither collisions nor wave-particle instabilities are efficient enough to isotropize the distribution functions of particles during the time-scale of the plasma interaction near Io. In fact, the presence of a wake footprint for Io seen in Jovian aurorae [Clarke et al., 1998] The change of y to two seems to provide a natural mechanism to explain at least some of the previous modelmeasurement differences, namely the temperature peaks on either side of the flanks of wake. The previous fixedboundary model produced not only a density peak and temperature drop in the center of the wake and the general velocity field, but also a deeper magnetic field disturbance and a large increase in the temperature in the flanks of the wake, as shown by the thin solid lines in Figure  10 . Also shown are the previous results [Combi et al., 1998a] indicated by the dashed lines.
The mass-loading and chargeexchange rates are the same as the previous result. We make no attempt to improved the fit of the density peak by lowering the mass-loading but simply show what the effect is of changing _/.
Mass-Loading by a More Realistic Neutral Atmosphere
We also address here the spatial distribution of the mass loading and friction terms by incorporating a more realistic neutral atmosphere distribution. Essentially this combines the most realistic features of the extended neutral corona adoptcd in the MHD simulations [Combi et al., 1998a , Linker et al., 1998 ] with the scale height distribution of in lower atmosphere used in the electrodynamic simulation of [Saur et al., 1999] and some recent atmosphere models. The r35 spatial distribution for the ion mass-loading and charge exchange (friction) terms, which was adopted for the MHD simulations from the sodium eclipse measurements [Schneider et al., 1991] , underestimates the expected rise in neutral density near Io. Models for the neutral atmosphere consist of a dense surface atmosphere near the surface temperature (115-130K) , and the corresponding scale height of only -12 km [Summers et al., 1996; Wong and Johnson, 1996, Wong: and Smyth, 2000] .
In To model the overall plasma interaction, a spatial profile was adopted which is consistent with these neutral atmosphere measurements and models.
In particular, a scale height form for the near-surface atmosphere was chosen to be relevant for the altitudes that can be resolved by the computation grid and that merge into a power-law for higher altitudes.
In the reg!30n from 1.4 to 7 Rio a power-law distribution, varying as r was found for the observations of the neutral sodium corona by Schneider et aI. [1991] . However, because the bulk of the neutral corona does not consist of sodium. but rather the major SO2 byproducts, S and O, the earlier r"3_ distribution may not be appropriate for the bulk constituents. The models of Smyth and Combi [1997] , which reproduce the sodium corona measurements of Schneider et al. [1991] , correspond to the non-thermal kinetic escape mechanism of Sieveka and Johnson [1984] with an most probable upward flux velocity of 0.5 km s -1. Sodium has an ionization potential of only 5.1 eV, and in typical plasma torus conditions has a lifetime against electron impact ionization that is a factor of 2 to 8 shorter than for S and O, which have ionization potentials of 10.36 and 13.62 eV, respectively. et al. [1996] . The asymptotic velocity increase to corotation down the wake is similar to the values from the radio occultation measurements [Hinson et al., 1998 ] obtained in July 1997. These imply that the flow in the wake accelerates from near 30 km s--at around 2 Rto to nearly corotational speeds by only 5 to 7 R_o down the wake.
On the other hand, observations of the footprint of the wake oflo by Clarke et al. [1998] , which is weakly present even half-way around the orbit of Io (hundreds of R_o), have been interpreted as indicating a persistence of subcomtational flow far down the wake.
The reversal of the magnetic field disturbance at the center of the wake [Kivelson et al., 1996] 
Y (_o rMii) Figure 10 . Comparison of lo MHD models results with Galileo measurements.
Shown is a comparison of Galileo PLS [Frank et al., 1996] data and MAG [Kivelson et aL, 1996] (the open circles)with originally published (dashed lines) results [Combi et aL, 1998a] , the same spatial model with -y = 2 (thin solid lines), and a two-component atmosphere model with 1'= 2 (thick solid lines). The two top panels give the plasma density and temperature, and the bottom three give the magnetic fiehl components. et al., 2001; Khurana et al., !997b] might be required to substantially improve the agreement between models and data.
The Interaction of Titan with its Plasma Environs
Titan possesses a dense local atmosphere [Kuiper, 1944; Lindal et al., 1983] et aL. 1982; 11artlc et al,. 1982] .
The measurements and later analysis [Neubauer et al., 1984] and Russell, 1983; Veregin et al., 1984; Luhmann et al., 1991] Here we have presented a review of the many common properties, features and modeling approaches of the tenuous atmospheres, ionospheres, and outer radiation, fields and particles environs of comets and outer planet satellites. Although much progress has been made in understanding global structures and local measurements, there is much work to do in terms of fundamental theoretical modeling of the combination of global morphologies with local microphysics. As computation power continues to advance during the near future it will be more and more possible to incorporate complicated detailed physical processes in our models. The challenge will be to stay at the forefront, constantly stretching computational capabilities, in order to improve our understanding of these fascinating subjects. 
