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1 はじめに
隠れマルコフモデルは, マルコフ性を仮定した離散的な状態変数の遷移によって観測変数の時間的変化を表
現する確率モデルであり, 音声認識や言語認識, 生物学的配列, 災害・防災など様々な分野で用いられている.
例えば, 言語モデルにおいては, 品詞を状態変数として捉え, 品詞の遷移から正しい文章の意味を捉えるために
隠れマルコフモデルを適用している (北, 1999). また, 災害モデルにおいては, 平均の異なる複数のポアソン過
程を遷移する隠れマルコフモデルを地震の生起間隔に適用した研究などがある (Chambers et al., 2012; 酒折
他, 2014).
一般に, 隠れマルコフモデルにおける状態数を多くすればするほど学習データに対する尤度は高くなるが, モ
デルの複雑性が増してしまい汎用性を失ってしまう (Zucchini et al., 2009). このように, 隠れマルコフモデル
では, その結果に大きな影響を及ぼすため, 適切な状態数の選択が重要である. 状態数を選択する方法としては
クロスバリデーションや情報量規準 AIC, BICなどを用いる方法が考えられる. しかし, これらの手法を隠れ
マルコフモデルに適用する場合, 実用上あるいは理論上致命的な問題があるため, 状態数の選択に用いることは
適切ではない.
本稿では,隠れマルコフモデルに適用する場合でも理論的妥当性をもつ情報量規準WAIC (Watanabe, 2010)
と情報量規準WBIC (Watanabe, 2013)を用いて状態数を選択する方法を提案する.
2 隠れマルコフモデル
時系列データは, ある地域の一日ごとの平均気温や湿度の記録, インターネットのログデータなど, 時間の経
過とともに不規則に変動する系列的なデータである. 本稿では, 時系列データのモデルの 1つであり, 比較的単
純ながら高い表現力をもつ隠れマルコフモデルを扱う.
時点 n = 1; 2; : : : ; N における観測変数を xn とする. このとき, xn の遷移を, 対応する離散的な状態変数
zn の遷移で表現する確率モデルが隠れマルコフモデルである. ここで, 状態変数 zn は観測されない未知の潜
在変数であり, 一対K 符号化法により第 n要素のみが 1 , その他の要素が 0 のK 項ベクトルとして表現する.
このとき, X = fx1;x2; : : : ;xNg, Z = fz1; z2; : : : ; zNg として, 隠れマルコフモデルの同時確率分布は
p(X;Zj) = p(z1j)
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の形で定式化される (Bishop, 2006). ここで,  = f;A;g であり,  = (1; 2; : : : ; K) は最初の状態変数
z1 を導く初期状態確率, k は k = p(z1k = 1) で定義され 0  k  1,
KX
k=1
k = 1 を満たす. また, A =
(Ajk)1jK
1kK
は状態 zn 1 から zn の遷移確率を表現する遷移確率行列であり, Ajk = p(znk = 1jzn 1;j = 1)
, 0  Ajk  1,
KX
k=1
Ajk = 1 である. そして,  = (1; 2; : : : ; K) は条件付き分布 p(xnjzn;) を支配するパ
ラメータ集合である.
3 状態数選択
隠れマルコフモデルにおける状態数は, 予測の精度や真の構造把握などその結果に大きな影響を及ぼすため,
その選択は非常に重要である. 状態数を決める基準としては様々なものが提案されている. 例えば, Celeux et
al. (2008)ではクロスバリデーションを応用したハーフサンプリングに基づいて隠れマルコフモデルにおける
状態数を選択する方法を提案した. しかし, この方法はデータを半分に分割して実行するので, データ数が少な
い場合にはパラメータの適切な推定ができず, 状態数選択の性能も向上しないという問題がある. そこで本稿
では, 情報量規準を用いた状態数選択を考える. 情報量規準としては, AIC (Akaike, 1974)や BIC (Schwarz,
1978)を用いた方法が一般的に使われている. AICや BICは正則条件のもとでの最尤推定量の漸近正規性を前
提として導出されているが, 隠れマルコフモデルなどの特異モデルと呼ばれる確率モデルでは最尤推定量に漸
近正規性が成立せず, これらを用いるのは不適切である. そこで本稿では, 隠れマルコフモデルのような特異モ
デルに対しても理論的妥当性をもつ情報量規準WAIC (Watanabe, 2010) と情報量規準WBIC (Watanabe,
2013)を用いた状態数の選択を提案する.
3.1 情報量規準WAIC
Watanabe (2010) は, 独立な確率変数XN = fx1; x2; : : : ; xNg に対して, 真の分布 g(x) と予測分布 p(xjX)
のカルバック・ライブラー情報量から導かれる汎化損失
GN =  
Z
g(x) log p(xjXN )dx (3.1)
を推定する情報量規準WAIC (Widely Applicable Information Criterion) を導いた:
WAIC = TN +
VN
N
: (3.2)
ここで, TN は学習損失, VN は汎関数分散であり, それぞれ
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N
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で与えられる. また, p(xijX) は予測分布であり, p(xij) はパラメトリックモデルである. さらに, E[] はパ
ラメータ  の事後分布による平均を表している.
WAICを隠れマルコフモデルに適用することを考える. 隠れマルコフモデルは時系列データなど現在の観測
値が過去の観測値に依存するデータに適用する確率モデルであるため, 時系列データに対する尤度 L()は
L() = p(x1; x2; : : : ; xN j)
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のように各観測値ごとの尤度の積ではなく,
L() = p(x1; x2; : : : ; xN j)
=
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というように, その時点までの観測値を条件にもつ条件付き分布 p(xijx1; x2; : : : ; xi 1;) の積で表される.
よって, 隠れマルコフモデルにおいてWAICを求めるためには, 各計算で p(xij) を用いるのではなく, 条件付
き分布 p(xijx1; x2; : : : ; xi 1;) を用いる必要がある. また, 隠れマルコフモデルにおける予測分布は解析的に
陽に得ることができないため, マルコフ連鎖モンテカルロ法の 1つである Gibbs Sampler を用いてパラメータ
 の事後分布 p(jX) からのパラメータ標本 1;2; : : : ;T を求め, 予測分布を
p(xjXN ) ' 1
T
TX
t=1
p(xjt) (3.7)
と数値近似する. この方法を用いて, WAICでの TN , VN を数値近似することで, WAICを計算することがで
きる. そして, 各状態数に応じてWAICを計算し, その値が最小となる時の状態数を選択すればよい.
3.2 情報量規準WBIC
Watanabe (2013)では, ベイズ学習でのモデル選択において重要な指標となる, 観測されたデータに対して
設定したモデルと事前分布がどの程度相応しいかを表すベイズ自由エネルギー
FN =   log
Z
p(Xj)()d (3.8)
を評価する情報量規準WBIC (Widely applicable Bayesian Information Criterion)を以下のように定義した:
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ここで,  は逆温度と呼ばれる.
実際の計算では, データ数を n として  =
1
logN
の時の事後分布を作り, その事後分布での対数尤度の平均
を求めることでWBICの値を計算できる. また, 3.1節のWAICの場合と同様に隠れマルコフモデルにWBIC
を適用する場合はデータが独立ではないため, 尤度は p(xij) ではなく, p(xijx1; x2; : : : ; xi 1;) となること
に注意が必要である. ここでも, Gibbs Samplerを用いてパラメータ標本を求め, そのパラメータ標本を用いて
WBICの数値近似を行うことができる. そして, 各状態数に応じてWBICを計算し, その値が最小となる時の
状態数を選択すればよい.
3
4 まとめと今後の課題
本稿では, 隠れマルコフモデルにおける状態数の選択法として, 隠れマルコフモデルのような特異モデルに
おいても理論的妥当性をもつ情報量規準WAICとWBICにより行うことを提案した. 今後の研究課題として
は, 潜在変数だけでなく過去の観測値にも依存するように拡張した自己回帰隠れマルコフモデルなどにおいて
もWAICとWBICの有効性を確認することなどが挙げられる.
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