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Abstract
Constructing new codes from existing ones by puncturing is in this paper viewed in the
context of order domains R where puncturing can be seen as redeﬁnition of the evaluation map
 : R → Fnq . The order domains considered here are of the form R=F[x1, x2, . . . , xm]/I where
redeﬁning  can be done by adding one or more polynomials to the basis of the deﬁning ideal
I to form a new ideal J in such a way that the number of points in the variety V(I ) is reduced
by t to form V(J ) and puncturing in t coordinates is achieved. An explicit construction of such
polynomials is given in the case of codes deﬁned by Norm–Trace curves and examples are
given of both evaluation codes and dual codes. Finally, it is demonstrated that the improvement
in minimum distance can be signiﬁcant when compared to the lower bound obtained by ordinary
puncturing.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Constructing codes from existing ones is not a new idea and over the years several
ways of doing so has been developed. One such construction is by means of puncturing.
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Puncturing an (n,M, d) code t, (t < d), times yields an (n− t,M, d− t) code where
the parameter d − t is a lower bound on the minimum distance [12, p. 28].
However, it is not clear how to select which t coordinates to erase in an existing
code to get the best result or whether an optimal strategy for making such a selection
exists for a given code and a given value t. The general bound given above is usually
not tight which will be shown by an example.
Here we consider codes from Norm–Trace curves 1 which were studied in detail
in [7]. Here we use nothing but order domains and Gröbner basis theory for code
construction and the methods developed in [1,4,5,9,10] for estimating the minimum
distances of the codes.
The notion of an order domain was introduced in [9,10] to make understanding of
a large class of algebraic geometry codes easier and to give the code construction
presented in [4,5] 2 a simpler foundation. Many of the results in [9,10,21] were found
independently by Miura and published in Japanese in [16–18] 3 (see [13] for details).
By [8] every ﬁnitely generated order domain can be represented as a factor ring
Fq [x1, x2, . . . , xm]/I , where I ⊂ Fq [x1, x2, . . . , xm] is an ideal of a special form. Using
such an order domain and the usual evaluation map  : Fq [x1, x2, . . . , xm]/I → Fnq we
deﬁne E˜ codes as a linear subspace of Fnq spanned by the image of selected elements
from Fq [x1, x2, . . . , xm]/I under  and C˜ codes as the dual of such an image under
 (these are the improved E˜ codes from [1] and the improved C˜ codes from [5,10]).
In this setting puncturing a code can be done by reducing the dimension of the
corresponding factor ring Fq [x1, x2, . . . , xm]/I as a vector space over Fq by adding
extra polynomials to the basis of the deﬁning ideal I to deﬁne an new ideal J. This
corresponds to redeﬁning the evaluation map by leaving out a number of points from
the variety V (I ), since I ⊂ J has the consequence that V (J ) ⊂ V (I ) [2].
Leaving out t points from the variety V (I ) can be done in several ways by adding
different sets of polynomials to the basis of the ideal I to form the ideal J such that
#V (J ) = #V (I )− t . The evaluation map  is still a morphism so the methods devel-
oped in [1,5,10] enables us to estimate the minimum distances of the codes constructed
by using the variety V (J ). This in turn allows us to choose the set of polynomials
added to the basis of I (i.e. choose the ideal J) which has the smallest cost in terms
of loss in minimum distance for a given integer t and a given code rate.
The main result in this paper is that for any positive integer t < d it is possible
to construct a set of polynomials {g1, g2, . . . , gs} such that a code of length n − t
is obtained by using the ideal J = I + 〈g1, g2, . . . , gs〉 and the afﬁne variety V (J ).
Furthermore, the proof given here is constructive and examples of such constructions
are included.
The paper is organized as follows: In Section 2 a short presentation of order do-
mains is given, Section 3 is an introduction to the necessary Gröbner basis theory
used to construct order domains, Section 4 presents the construction of codes from
1 Norm–Trace curves are a special case of the Cab curves classiﬁed by Miura and Kamiya in [19].
2 Readers interested in the connection between the theory of order domains and the theory of algebraic
curves, or equivalently the theory of function ﬁelds, are recommended to read [10,21].
3 A proof in English of some of the results from [16–18] can be seen in [15].
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Norm–Trace curves and Section 5 gives the new construction which can be seen as
punctured codes from Norm–Trace curves. Section 6 contains some examples and Sec-
tion 7 is the conclusion.
2. Order domains and codes
The presentation of order domains given here is based on [1,8]. For a more complete
introduction to order domains the reader is referred to the literature.
Recall that an F-algebra is a commutative ring with unity that contains F as a unitary
subring (see [10, p. 901]).
Let N0 denote the non-negative integers and let  ⊂ N0. Since the relation < on
N0 is a total ordering then every non-empty subset of  has a smallest element with
respect to < and (, <) is called a well-order. 4
Now, add an element −∞ to  such that −∞ =  ∪ {−∞} and let −∞ < n for
all n ∈ N0, then (−∞, <) is a well-order. In the remaining part of this article we will
only consider the well-order (−∞, <) deﬁned here.
Deﬁnition 1. Let (−∞, <) be a well-order, let F be a ﬁeld and let R be an F-algebra.
A surjective map  : R → −∞ that satisﬁes the following ﬁve conditions for all
f, g, h ∈ R is called an order function on R.
(1) (f ) = −∞ if and only if f = 0.
(2) (af ) = (f ) for all non-zero a ∈ F.
(3) (f + g)max{(f ), (g)} and equality holds when (f ) 
= (g).
(4) If (f ) < (g) and h 
= 0, then (f h) < (gh).
(5) If f and g are non-zero and (f ) = (g), then there exists a non-zero a ∈ F such
that (f − ag) < (g).
Since + is well-deﬁned on  ⊂ N0 we can also give the following deﬁnition.
Deﬁnition 2. Let (−∞, <) be a well-order, let F be a ﬁeld and let R be an F-algebra.
A weight function on R is an order function  on R that also satisﬁes the condition
(6) (fg) = (f ) + (g)
where + is the ordinary + on N0 extended with the rule −∞+ = −∞ for  ∈ −∞.
An order structure and an order domain can now be deﬁned.
Deﬁnition 3. Let F be a ﬁeld, let R be an F-algebra,  an order function and  a
well-order. Then (R, ,) is called an order structure and R is called an order domain
(over F).
4 A more general discussion of well-orders can be seen in [8].
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That R in Deﬁnition 3 is a domain follows from [10].
From [8, Deﬁnition 3.1 and Proposition 3.2] we have
Theorem 4. Given an order structure (R, ,) then any set B = {f | (f) = }∈
constitutes a basis for R as a vector space over F. For any f = c1f1+· · ·+cd fd with
c1 , . . . , cd ∈ Fq \ {0}, (f ) = max≺{1, . . . , d} holds. In particular {f ∈ B | }
constitutes a basis for R = {f ∈ R | (f )} as a vector space over F.
Deﬁnition 5. Let R be an Fq -algebra. A map  : R → Fnq is called a morphism of
Fq -algebras if  is Fq -linear and (fg) = (f ) ∗ (g) for all f, g ∈ R, where ∗
denotes component-wise multiplication.
Only surjective morphisms  will be considered in the remaining part of this article.
Deﬁnition 6. Given an order domain (R, ,) and a surjective morphism , let 0 be
the smallest element of  and deﬁne (1) = 0. For i = 2, 3, . . . , n deﬁne recursively
(i) to be the smallest element in  greater than (1), (2), . . . , (i−1) and satisfying
(R)(R(i)), for all  ≺ (i). Write (R, ,) = {(1), (2), . . . , (n)}.
From Deﬁnition 6 we see that the set B = {(f(1)),(f(2)), . . . ,(f(n))} consti-
tutes a basis for Fnq as a vector space over Fq .
The set (R, ,) has the following property from [1, Proposition 3].
Proposition 7. Consider (l) ∈ (R, ,) and assume 1, 2 ∈  satisﬁes (f1f2)= (l). Then 1, 2 ∈ (R, ,) holds.
As we shall see later one interesting consequence of Proposition 7 is that removing
1 or 2 from the set (R, ,) (removing in a way that will be explained later)
forces us to remove (l) from the set as well if we want to make sure that  continues
to be a morphism. Later on we will also show the signiﬁcance of this statement when
dealing with certain ideals.
First, we need the following deﬁnition.
Deﬁnition 8. For (i) ∈ (R, ,) deﬁne N((i)) = {(1, 2) ∈ ((R, ,))2 | 
(f1f2) = (i)} and deﬁne ((i)) = #N((i)).
Furthermore, for (j) ∈ (R, ,) deﬁne M((j)) = { ∈ (R, ,) | ∃ ∈ (R, ,
) with (f(j)f) = } and deﬁne 	((j)) = #M((j)).
Note that if  in Deﬁnition 8 is a weight function then the two sets N((i)) and
M((j)) can be deﬁned as
N((i)) = {(1, 2) ∈ ((R, ,))2 | 1 + 2 = (i)}
and
M((j)) = { ∈ (R, ,) | ∃ ∈ (R, ,) with (j) +  = }.
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In this case calculating ((i)) and 	((j)) involves nothing but the ordinary + from
N0.
Both the evaluation codes and dual codes from an order domain can now be deﬁned.
The codes considered here are the improved codes E˜ and C˜ from [1,5,7,10].
Deﬁnition 9. Consider a basis {f | (f) = }∈ for an order structure (R, ,) over
Fq . Let  be a morphism as in Deﬁnition 5 and let (R, ,) be as in Deﬁnition 6
so B = {(f(1)),(f(2)), . . . ,(f(n))} constitutes a basis for Fnq . Deﬁne
C˜(
) = {c ∈ Fnq | c · (f(i)) = 0 for all (i) ∈ (R, ,) with ((i)) < 
}
E˜() = SpanFq ((f(i)) | (i) ∈ (R, ,) and 	((i))).
The following result concerning C˜(
) is from [10,5] and the result concerning E˜()
is from [1].
Theorem 10. The minimum distance of C˜(
) and E˜() satisfy d(C˜(
))
 and d(E˜())
.
Remark 11. In [1] a bound on the generalized Hamming weights of the E˜() codes
is given and this bound will also apply to the codes constructed in Section 5. However,
generalized Hamming weights are beyond the scope of this article.
We now know (in principle) how to construct the E˜ and C˜ codes and estimate their
minimum distance using Theorem 10 above but we need a practical way of constructing
order domains. This is where Gröbner basis theory will be used as shown in the
next section.
3. The Gröbner basis approach to order domains
In this section we give a short introduction to order domains constructed using
Gröbner basis theory (see [8,21] for a detailed description). First we introduce the
necessary concepts and a few results from Gröbner basis theory.
Let Fq denote a ﬁeld with q elements and let Mm denote the set of monomials in
Fq [x1, x2, . . . , xm] given by Mm =
{
x
1
1 x
2
2 · · · xmm
∣∣(1, 2, . . . , m) ∈ Nm0 }.
Recall that a monomial ordering ≺ on Mm is a relation on Nm0 satisfying the
following conditions:
(1) ≺ is a total ordering on Nm0 .
(2) If  ≺  and  ∈ Nm0 , then  +  ≺  + .
(3) Every non-empty subset of Nm0 has a smallest element under ≺ (that is: ≺ is a
well-ordering on Nm0 ).
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Let  = (1, 2, . . . , m) and  = (1, 2, . . . , m) ∈ Nm0 ,  
= , and let i, where
1 im, be the smallest index such that i − i 
= 0 in the vector difference  − .
Then  is said to be lexicographically smaller than , denoted  ≺lex , if i − i < 0.
We write x11 x
2
2 · · · xmm ≺lex x11 x22 · · · xmm if  ≺lex .
Given positive integers w(x1), w(x2), . . . , w(xm) ∈ N deﬁne a monomial function
w : Mm → N by w(x11 x22 · · · xmm ) =
∑m
i=1 iw(xi). For a monomial m ∈ Mm we
call w(m) the weight of m.
Remark 12. The weights w(x1), w(x2), . . . , w(xm) can be deﬁned as v-tuples from
Nv0 ∪ {−∞}. See [1,8, Section 4] for details. In this paper we only consider the case
v = 1 which was studied in detail in [10,14].
Deﬁnition 13. The weighted degree ordering ≺w induced by w and ≺lex is the mono-
mial ordering deﬁned as follows. Given m1,m2 ∈ Mm then m1 ≺w m2 if one of the
following two conditions hold:
(1) w(m1) < w(m2);
(2) w(m1) = w(m2) and m1 ≺lex m2.
Given a monomial ordering ≺ on Mm and a polynomial f ∈ Fq [x1, x2, . . . , xm] let
lm(f ) denote the leading monomial in the support of f with respect to ≺ and let lt(f )
denote the leading term in f with respect to ≺.
Deﬁnition 14. Let F be a ﬁeld and let I ⊂ F[x1, x2, . . . , xm] be an ideal. Given a
monomial ordering ≺ on Mm the set
≺ (I ) =
{
m ∈ Mm
∣∣m is not a leading monomial of any f ∈ I}
is called the footprint of I with respect to ≺.
A Gröbner basis G = {g1, g2, . . . , gt } for an ideal I is a basis for I with the property
that 〈lm(g1), lm(g2), . . . , lm(gt )〉 = 〈lm(I )〉, where 〈lm(I )〉 denotes the ideal generated
by the leading monomials of f ∈ I with respect to a given monomial ordering ≺.
The footprint of I can always be found by constructing a Gröbner basis for I using
Buchberger’s algorithm [2, Section 2.7] since (using Deﬁnition 14 and the deﬁnition
of a Gröbner basis) the monomials in ≺ (I ) are exactly the monomials in Mm which
cannot be divided by any of the leading monomials in G.
Let I = 〈f1, f2, . . . , fs〉 be an ideal in F[x1, x2, . . . , xm], let V (I ) denote the
corresponding variety given by V (I ) = {p1, p2, . . . , pn} = {p ∈ Fm | f (p) = 0 for all
f ∈ I }. The following proposition from [2, Proposition 8] and [3, Proposition 2.7] is
known as the footprint bound.
Theorem 15. Let F be a ﬁeld and let I ⊂ F[x1, x2, . . . , xm] be an ideal. Then
#V (I ) # (I ). Furthermore, if I is a radical ideal and F is algebraically closed
then equality holds.
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Given an ideal I ∈ F[x1, x2, . . . , xm] consider the quotient of F[x1, x2, . . . , xm] mod-
ulo I, denoted F[x1, x2, . . . , xm]/I (see [2, Section 5.2]). Let [f ] denote the equivalence
class of a polynomial f ∈ F[x1, x2, . . . , xm] given by
[f ] = {g ∈ F[x1, x2, . . . , xm] | g ≡ f (mod I )},
where g ≡ f (mod I ) (read: g and f are congruent modulo I), if g − f ∈ I . Let f¯
denote the unique standard representative found as the remainder by dividing f with a
Gröbner basis for I (see [2, Proposition 1, Section 5.3]).
From [2, Propsition 4, Section 5.3], we have the following result.
Proposition 16. Let I ⊂ Fq [x1, x2, . . . , xm] be an ideal and let ≺ be a monomial or-
dering on Mm. Then the set B = {[m] |m ∈ ≺ (I )} is a basis for Fq [x1, x2, . . . , xm]/I
as a vector space over Fq .
Consider the ideal Iq = 〈f1, f2, . . . , fs, xq1 − x1, xq2 − x2, . . . , xqm − xm〉 ⊆
Fq [x1, x2, . . . , xm] and the variety V
(
Iq
) = {p1, p2, . . . , pn}, then the evaluation map
 : Fq [x1, x2, . . . , xm]/Iq → Fnq given by
([f ]) = (f¯ (p1), f¯ (p2), . . . , f¯ (pn)) = (f (p1), f (p2), . . . , f (pn))
is well-deﬁned and is an isomorphism [6]. The following well-known corollary of
Proposition 16 then follows.
Corollary 17. Consider an ideal I ⊆ Fq [x1, x2, . . . , xm], let Iq = I + 〈xq1 − x1, xq2 −
x2, . . . , x
q
m − xm〉 and let ≺ be any monomial ordering on Mm. Then the footprint
≺
(
Iq
)
is ﬁnite and #V (Iq) = #≺ (Iq) holds.
Our goal in this section is to be able to use the factor ring Fq [x1, x2, . . . , xm]/I
as our order domain in Deﬁnition 3 but to do so we are required to ﬁnd an order
function on Fq [x1, x2, . . . , xm]/I . Pellikaan’s factor ring theorem from [21, Theorem
5.11] given below gives us one way of doing this.
Theorem 18. Let I be an ideal in F[x1, x2, . . . , xm] with Gröbner basis B with respect
to ≺w (see Deﬁnition 13). Suppose that the elements of the footprint of I have mutually
distinct weights and that every element of B has exactly two monomials of highest
weight in its support. Then there exists a weight function  on R = F[x1, x2, . . . , xm]/I
with the property that ([f ]) = w(f¯ ), for all polynomials f, where [f ] is the coset of
f modulo I and f¯ is the standard representative for [f ].
Note that w(f¯ ) in the theorem above is just the highest weight w(m) of the mono-
mials m in the support of f¯ , i.e. w(f¯ ) = max{w(m) |m ∈ Supp(f¯ )}.
The consequence of Theorem 18 is that we can construct an order domain by deﬁning
an ideal I ∈ F[x1, x2, . . . , xm] with Gröbner basis B, such that the elements in B and
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the monomials in ≺ (I ) satisfy the conditions in the theorem. This gives us the
order structure (R, ,) where R = F[x1, x2, . . . , xm]/I , ([f ]) = w(f¯ ) and  =
{w(m) |m ∈ ≺ (I )} ⊆ N0. This approach to constructing an order domain is shown
in the next section.
4. Codes from Norm–Trace curves
The introduction to codes from Norm–Trace curves given here is based on the
description in [7] where the evaluation codes E˜ from Deﬁnition 9 constructed using
the order structure described in this section were studied in detail. Note that from here
on the ﬁeld Fqr will be playing the role of Fq in Section 3. Furthermore, here we
adopt the viewpoint from [11] where Fqr is seen as a vector space over Fq .
First we need the deﬁnition of Norm and Trace of an element in Fqr over Fq .
Deﬁnition 19. For  ∈ Fqr the Norm NFqr /Fq () of  over Fq is deﬁned as NFqr /Fq () =∏r−1
j=0 q
j = (qr−1)/(q−1). The Trace TrFqr /Fq () of  over Fq is deﬁned as TrFqr /Fq ()
=∑r−1j=0 qj .
Let a = (qr − 1)/(q − 1) and b = qr−1. Let R be the factor ring given by R =
Fqr [x1, x2, . . . , xm]/I , where I = 〈xa −yb−yqr−2 −· · ·−y〉 and let ≺ be the monomial
order induced by w(x) = b,w(y) = a and x ≺lex y. Since the polynomial xa − yb −
yq
r−2 − · · · − y is a Gröbner basis for I satisfying the condition in Theorem 18 by
deﬁnition, all we have to do is to check that the monomials in ≺w (I ) = {xiyj | i, j ∈
N0 and j < b} have mutually distinct weights in order to use the theorem.
Let xi1yj1 , xi2yj2 ∈ ≺w (I ) and assume that w(xi1yj1) = w(xi2yj2). This is the
same as i1b + j1a = i2b + j2a ⇔ (i1 − i2)b = (j2 − j1)a but since gcd(a, b) = 1 then
(j2 − j1) must be equal to some integer c times b. Since 0j1, j2 < b then c = 0 is
the only option. Hence i1 = i2 and j1 = j2.
Deﬁne  = {w(m) |m ∈ ≺w (I )} and −∞ as in Section 2, then the function w(m) :
R → −∞ is a weight function (using Theorem 18) on R making (R,w,−∞) an
order structure and R an order domain. In the remaining part of this paper (R, ,−∞)
will denote an order structure as described here.
We still need a way of ﬁnding the set (R, ,) in Deﬁnition 6 but the following
proposition which is a more general version of [1, Proposition 7] gives us a way to
do so. The proof given here is a modiﬁed version of the one given in [1].
Note that Proposition 20 contains [1, Proposition 7] as the special case where
J = Iqr = I + 〈xq
r
1 − x1, xq
r
2 − x2, . . . , xq
r
m − xm〉.
Proposition 20. Let R = Fqr [x1, x2, . . . , xm]/I be an order domain as in Theorem 18,
let J = I + 〈xqr1 − x1, xq
r
2 − x2, . . . , xq
r
m − xm, g1, g2, . . . , gs〉, where g1, g2, . . . , gs ∈
Fqr [x1, x2, . . . , xm], and consider the afﬁne variety V (J ) = {p1, p2, . . . , pn}.
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The map  : R → Fnqr given by ([f ]) = (f¯ (p1), f¯ (p2), . . . , f¯ (pn)) is a morphism
as in Deﬁnition 5. Moreover,  is surjective.
Let (R, ,) = {(1), (2), . . . , (n)} be given as in Deﬁnition 6. We have
(R, ,) = {w(m) |m ∈ ≺w (J )}. (1)
Proof. Clearly  is well-deﬁned and satisﬁes the conditions in Deﬁnition 5
which establish the ﬁrst result. The surjectivity of  follows from the comment after
Proposition 16.
By Corollary 17 the equality #V (J ) = #≺w (J ) holds and using Deﬁnition 6 the
two sets in (1) must have the same number of elements. Thus if we can show that
(i) ∈ {w(m) |m ∈ ≺w (J )} for all i = 1, 2, . . . , n then we are done. Now, consider a
ﬁxed (s) ∈ (R, ,) and a class [f ] ∈ R such that ([f ]) = (s) (note that both f
and f¯ must be non-zero by Deﬁnition 6).
Furthermore, the standard representative f¯ for [f ] can by deﬁnition be written as
a linear combination of monomials in the footprint ≺w (I ) since f¯ is the unique
remainder of f divided by a Gröbner basis for I. Thus we have
f¯ =
t∑
i=1
aimi,
where t1, ai ∈ Fqr \ {0}, mi ∈ ≺w (I ), for 1 i t , w(m1) < w(m2) < · · · < w(mt)
and (s) = ([f ]) = w deg(f¯ ) = w(mt).
Let B′ be a Gröbner basis for J. By reducing f¯ modulo B′ we get the (unique)
remainder r¯ given by
r¯ =
u∑
i=1
bini,
where u1, bi ∈ Fqr , ni ∈ ≺w (J ), for 1 iu, and w(n1) < w(n2) < · · · < w(nu).
Because f − f¯ ∈ I , f¯ − r¯ ∈ J and I ⊆ J (which means that V (J ) ⊆ V (I ) (See [2,
Section 4.2, Theorem 7])) we have
(r¯) = (r¯) + (f¯ − r¯) = (r¯ + f¯ − r¯) = (f¯ ) = ([f ]), (2)
since  is a morphism (See Deﬁnition 5).
Note that ([f ]) in (2) by the deﬁnition of (s) is non-zero which implies that r¯ is
non-zero. This fact and the fact that ≺w (J ) ⊂ ≺w (I ) implies that ([r¯]) = w(nu).
Using the division algorithm and the deﬁnition of ≺w we have w deg(f¯ )w deg(r¯)
(see [2, Section 2.3, Theorem 3]) which is the same as saying that
(s)w(nu). (3)
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Comparing (2) and (3) and using the deﬁnition of (s) in Deﬁnition 6 gives
(s) = w(nu) ∈ {w(m) |m ∈ ≺w (J )}. Since (s) was arbitrary we have proved the
theorem. 
Proposition 20 allows us to construct codes using J and to use the technique described
in Section 2 to estimate their minimum distance. The remaining part of this paper will
focus on the E˜() and C˜(
) codes in Deﬁnition 9 constructed by evaluating points
from V (J ) using selected monomials in ≺w (J ).
5. Puncturing codes from Norm–Trace curves
In this section let I = 〈xa−yb−yqr−2 −· · ·−y〉, let (R,,−∞) be as in Proposition
20 and let Iqr = I +〈xqr −x, yqr −y〉. The variety V
(
Iqr
)
contains q2r−1 points (, )
in F2qr where NFqr /Fq () = TrFqr /Fq () (see [7]) and the set {(m) |m ∈ ≺w
(
Iqr
)} is
a basis for Fnqr , where n = q2r−1.
Puncturing a code from a Norm–Trace curve in t coordinates corresponds to redeﬁn-
ing the evaluation map  : Fqr [x1, x2, . . . , xm]/I → Fnqr by leaving out t points from
the variety V
(
Iqr
)
when evaluating, i.e.  is redeﬁned as
([f ]) = (f¯ (pi1), f¯ (pi2), . . . , f¯ (pin−t )),
where {pi1 , pi2 , . . . , pin−t } ⊂ V
(
Iqr
)
. Choosing t randomly does not necessarily yield
a case where Proposition 20 holds, so there may not be a good way to estimate the
minimum distance of the punctured code.
This section shows how to construct a set of polynomials S = {g1, g2, . . . , gs} such
that #V
(
Iqr + 〈g1, g2, . . . , gs〉
) = n − t . For a given t a set S can be constructed in
several different ways using the technique developed here and we can use the tools
from Section 2 to estimate the minimum distance of the resulting codes and thereby
select the best possible set S using this estimate.
Furthermore, the construction of g1, g2, . . . , gs given here ensures that we remove
nothing from the set {w(m) |m ∈ ≺w
(
Iqr
)} except the weights that we are forced
to remove according to Proposition 7. In other words: the minimum distance of the
resulting codes is best possible using Theorem 10 when reducing the size of the
footprint ≺w
(
Iqr
)
by adding g1, g2, . . . , gs to the basis of Iqr (and thereby redeﬁning
the map ).
It is well-known that Norm and Trace maps Fqr onto Fq (see [11]). Furthermore,
the Trace maps qr−1 elements from Fqr onto every element in Fq and the Norm maps
qr−1
q−1 non-zero elements onto every non-zero element in Fq (and only zero is mapped
onto zero using Norm). We now deﬁne the following two sets for every element in Fq .
Deﬁnition 21. Let Fq = {0, 1, . . . , q−1} ⊂ Fqr . Let 0 iq − 1 and deﬁne N (q, r,
i ) ⊂ Fqr to be the set { ∈ Fqr |NFqr /Fq () = i}, where NFqr /Fq () is the Norm from
Deﬁnition 19.
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Furthermore, deﬁne T (q, r, i ) to be the set { ∈ Fqr |TrFqr /Fq () = i}, where and
TrFqr /Fq () is the Trace from Deﬁnition 19.
Using the sets in Deﬁnition 21 we can deﬁne the following two orderings of the
elements in Fqr .
Deﬁnition 22. Let Fq = {0, 1, . . . , q−1} ⊂ Fqr , where 0 = 0, let a = q
r−1
q−1 and let
b = qr−1. Let F()qr = {0, 1, . . . , qr−1} be the elements in Fqr ordered such that
N (q, r, 0) = {0},
N (q, r, 1) = {1, . . . , a},
N (q, r, 2) = {a+1, . . . , 2a},
...
N (q, r, q−1) = {(q−2)a+1, . . . , qr−1}.
Furthermore, let F()qr = {0, 1, . . . , qr−1} be the elements in Fqr ordered such that
T (q, r, 0) = {0, . . . , b−1},
T (q, r, 1) = {b, . . . , 2b−1},
T (q, r, 2) = {2b, . . . , 3b−1},
...
T (q, r, q−1) = {(q−1)b, . . . , qr−1}.
Now we can construct the polynomials g1(x, y), g2(x, y), . . . , gs(x, y) we need.
Deﬁnition 23. Let a = qr−1
q−1 , b = qr−1 and let {(i1, j1), (i2, j2), . . . , (is, js)} be given
such that 0 i1 < i2 < · · · < is−1 < is < min{i1 + a, qr} and 0js < js−1 < · · · <
j2 < j1 < b. Deﬁne g1(x, y), g2(x, y), . . . , gs(x, y) as follows.
First deﬁne the polynomial g(x) ∈ Fqr [x, y] as
g(x) =
i1−1∏
u=0
(x − u).
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Then for every 1ks deﬁne the polynomial gk(x, y) ∈ Fqr [x, y] as
gk(x, y) = g(x)
qr−1∏
u=qr−(ik−i1)
(x − u)
qr−1∏
v=qr−jk
(y − v),
where the product over an empty set is deﬁned to be 1.
Remark 24. The polynomials in Deﬁnition 23 have no multiple roots because the only
way multiple roots could occur is if i1 > (q − 2)a+ 1 and qr − (ik − i1) < i1 for some
1ks. But this is not possible since qr − (ik − i1) < i1 ⇔ qr < ik , which contradicts
the condition 0 i1 < i2 < · · · < is < min{i1 + a, qr} from Deﬁnition 23.
Furthermore, we need the following deﬁnition from [2, Section 2.6].
Deﬁnition 25. Let F be a ﬁeld, let f, g ∈ F[x1, x2, . . . , xm] be non-zero polynomi-
als and let ≺ be a monomial ordering on the monomials in F[x1, x2, . . . , xm]. Let
lm(f ) = x11 x22 · · · xmm and let lm(g) = x11 x22 · · · xmm , where lm(f ) denotes the lead-
ing monomial of f with respect to ≺, and deﬁne x11 x22 · · · xmm where i = max{i , i},
for 1 im. The the S-polynomial of f and g, written S(f, g), is the combination
S(f, g) = x
1
1 x
2
2 · · · xmm
lt(f )
· f − x
1
1 x
2
2 · · · xmm
lt(g)
· g,
where lt(f ) is the leading term of f with respect to ≺.
The polynomials g1(x, y), g2(x, y), . . . , gs(x, y) in Deﬁnition 23 have the following
properties.
Proposition 26. Let g1(x, y), g2(x, y), . . . , gs(x, y) ∈ Fqr [x, y] be the polynomials
from Deﬁnition 23 and let ≺w be the monomial ordering in Deﬁnition 13 where
w(x) = b = qr−1, w(y) = a = qr−1
q−1 and x ≺lex y. Furthermore, let f (x, y) =
xa − yb − yqr−2 − · · · − yq − y. Then the following holds:
(1) lm(gk(x, y)) = xik yjk with respect to the monomial ordering ≺w, for all 1ks.
(2) #V (〈f (x, y), xqr − x, yqr − y, g1(x, y), g2(x, y), . . . , gs(x, y)〉)
= #≺
(〈yb, xqr , xi1yj1 , . . . , xis yjs , xi1+a〉)
(3) The set {f (x, y), xqr − x, yqr − y, g1(x, y), g2(x, y), . . . , gs(x, y), S(f, g1)} is a
Gröbner basis for 〈f (x, y), xqr − x, yqr − y, g1(x, y), . . . , gs(x, y)〉
where S(f, g1) denotes the S-polynomial of f (x, y) and g1(x, y).
Proof. That lm(gk(x, y)) = xik yjk , for 1ks, follows directly from Deﬁnition 23.
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Fig. 1. A graphical representation of the two sets N (q, r, q−1) and T (q, r, q−1) in the situation from
Deﬁnition 23 where  = max{i1 + a, (q − 2)a + 1}.
Let J = 〈f (x, y), xqr − x, yqr − y, g1(x, y), g2(x, y), . . . , gs(x, y)〉. Since the S-
polynomial S(f, g1) is in J, we have that
#V (J ) #≺w (J ) #≺w
(
〈yb, xqr , xi1yj1 , xi2yj2 , . . . , xis yjs , xi1+a〉
)
(4)
because the polynomial S(f, g1) has leading monomial xi1+a .
Let  = min{i1 + a, qr}. From Deﬁnition 23 we have that 0 i1 < i2 < · · · < is−1 <
is <  and 0js < js−1 < · · · < j2 < j1 < b.
The number at the right-hand side of (4) is then equal to
i1b + (i2 − i1)j1 + (i3 − i2)j2 + (i4 − i3)j3 + · · · + (is − is−1)js−1 + ( − is)js
= i1b +
s∑
u=2
(iu − iu−1)ju−1 + ( − is)js . (5)
The remaining part of the theorem is proved by showing that the number of points
in V (J ) is equal to the sum in (5) and thereby showing that the set {f (x, y), xqr −
x, yq
r − y, g1(x, y), g2(x, y), . . . , gs(x, y), S(f, g1)} is a Gröbner basis for J.
Deﬁne  = max{i1, (q − 2)a + 1}. In Fig. 1 a graphical representation of the set
N (q, r, q−1) = {(q−2)a+1, . . . , qr−1} in F()qr and T (q, r, q−1) = {(q−1)b, . . . , qr−1}
in F()qr in the situation from Deﬁnition 23, for a given set {(i1, j1), (i2, j2), . . . , (is, js)}.
Note that when counting elements in V (J ) we have no multiple roots (see Remark
24) and we have to make sure that we only count points (, ) where NFqr /Fq () =
TrFqr /f q().
By construction of the polynomials g1(x, y), g2(x, y), . . . , gs(x, y) in Deﬁnition 23,
the following number of points must be in the set V (J ) (for reference see Fig. 1):
• i1b points (k, ) where 0k < i1, since for every choice of k ∈ F()qr there exists b
different elements  ∈ F()qr such that NFqr /Fq (k) = TrFqr /Fq (). These points are all
the zeroes of g(x) and thereby zeroes of every polynomial g1(x, y), g2(x, y), . . . , gs
(x, y).
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• (i2 − i1)j1 points (k, l ) where k ∈ N (q, r, q−1), for qr − i2 + i1k < qr , and
l ∈ T (q, r, q−1), for qr − j1 l < qr . This is true because every counted k is
a zero of g2(x, y), . . . , gs(x, y) since i2 < i3 < · · · < is and every counted l is a
zero of g1(x, y).
• (i3 − i2)j2 points (k, l ) where k ∈ N (q, r, q−1), for qr − (i3 − i1 − (i2 − i1)) =
qr − i3 + i2k < qr , and l ∈ T (q, r, q−1), for qr −j2 l < qr . This holds because
these k’s are all zeroes of g3(x, y), . . . , gs(x, y) because i3 < i4 < · · · < is and the
l’s are all zeroes of g1(x, y) and g2(x, y) since j1 > j2. Furthermore, the choice
of k’s ensures that these points have not been counted before.
• In general we have (iu−iu−1)ju−1 points (k, l ) where k is a zero of gu(x, y), gu+1
(x, y), . . . , gs(x, y) and l is a zero of g1(x, y), . . . , gu−1(x, y) for every choice of
2u < s. The construction in Deﬁnition 23 ensures that these points are zeroes of
g1(x, y), . . . , gs(x, y), f (x, y) and are all different.
• Finally, we have (qr − (is − i1) − )js points (k, l ) where every l is a zero
of g1(x, y), g2(x, y), . . . , gs(x, y) and the k’s have not been counted before. Since
 = max{i1, (q − 2)a + 1} ⇔  + a = max{i1 + a, (q − 1)a + 1} = max{i1 + a, qr}
and  = min{i1 + a, qr}, then (qr − (is − i1) − )js = ( − is)js holds.
The number of points in V (J ) is then at least i1b+∑su=2 (iu−iu−1)ju−1+(−is)js and
equality must hold in (4) making the set {f (x, y), xqr−x, yqr−y, g1(x, y), g2(x, y), . . . ,
gs(x, y), S(f, g1)} a Gröbner basis for J . 
Before we move on to our main result an example of the construction of polynomials
in Deﬁnition 23 is given to make the proof of Proposition 26 clear to the reader.
Example 27. The example given here is based on the Hermitian curve f (x, y) =
x5 − y4 − y over F16 = {0, 1, , 2, . . . , 14} where  is a root of 1 + x3 + x4 over F2,
q = 4 and q2 = 16. Let a = 5, b = 4, w(x) = b, w(y) = a and x ≺lex y.
We have that F4 = {0, 1, 5, 10} ⊂ F16.
F
()
16 from Deﬁnition 22 is then
F
()
16 = {0, . . . , 15} = {0, 1, 3, 6, 9, 12, , 4, 7, 10, 13, 2, 5, 8, 11, 14},
where
N (4, 2, 0) = {0} = {0},
N (4, 2, 1) = {1, 3, 6, 9, 12} = {1, . . . , 5},
N (4, 2, 5) = {, 4, 7, 10, 13} = {6, . . . , 10},
N (4, 2, 10) = {2, 5, 8, 11, 14} = {11, . . . , 15}.
Furthermore, we have
F
()
16 = {0, . . . , 15} = {0, 1, 5, 10, 7, 11, 13, 14, , 3, 4, 12, 2, 6, 8, 9},
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where
T (4, 2, 0) = {0, 1, 5, 10} = {0, . . . , 3},
T (4, 2, 1) = {7, 11, 13, 14} = {4, . . . , 7},
T (4, 2, 5) = {, 3, 4, 12} = {8, . . . , 11},
T (4, 2, 10) = {2, 6, 8, 9} = {12, . . . , 15}.
Let (i1, j1) = (8, 3) and (i2, j2) = (10, 2). We ﬁrst deﬁne
g(x) =
7∏
u=0
(x − u) = x(x − 1)(x − 3)(x − 6)(x − 9)(x − 12)(x − )(x − 4)
as in Deﬁnition 23 since i1 = 8.
Then deﬁne g1(x, y) = g(x)∏15v=13 (y − v) = g(x)(y − 6)(y − 8)(y − 9) since
j1 = 3.
Finally, deﬁne g2(x, y) = g(x)∏15u=14 (x − u)∏15v=14(y − v) = g(x)(x − 11)(x −
14)(y − 8)(y − 9) since j2 = 2 and i2 − i1 = 2.
The following points are in V
(〈f (x, y), x16 − x, y16 − y, g1(x, y), g2(x, y)〉):
• All points of the form (u, ) where 0u < i1 = 8 and NF
q2/Fq
(u) = TrF
q2/Fq
()
because these points are both zeroes of g(x) and f (x, y) and thereby zeroes of
g1(x, y), g2(x, y) and f (x, y). There are i1 · b = 8 × 4 = 32 of these points since
trace maps b = 4 elements from Fq2 on every element in Fq .
• We then have (i2 − i1)j1 = 2 × 3 = 6 points (u, v) where u = 14, 15 and v =
13, 14, 15 since 14 and 15 are zeroes of g2(x, y) and 13, 14 and 15 are zeroes
of g1(x, y).
• Finally, we have the points (u, v) where v = 14, 15 and u ∈ N (4, 2, 10) for
u 
= 14 and u 
= 15. These points have not been counted before and are zeroes of
both g1(x, y), g2(x, y) and f (x, y) since every v that is a zero of g2(x, y) is also
a zero of g1(x, y) by construction. We have (a − (i2 − i1))j2 = (i1 + a − i2)j2 =
(8 + 5 − 10) × 2 = 6 of these points.
We have found at least 32 + 6 + 6 = 44 points in
V
(
〈f (x, y), x16 − x, y16 − y, g1(x, y), g2(x, y)〉
)
,
which is equal to the size of the footprint of 〈y4, x16, x8y3, x10y2, x13〉.
Deﬁnition 28. Let I ⊆ Fqr [x, y] be an ideal, let ≺ be a monomial ordering and let
w(m) denote the weight of a monomial m. Deﬁne
W(I) = {w(m) |m ∈  (I )}
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and for  ∈ W(I) deﬁne
M() = { ∈ W(I) | ∃ ∈ W(I) such that  +  = }.
Now, we would like to prove that by adding polynomials constructed as in Deﬁnition
23 to the ideal Iqr we remove exactly the smallest possible set of weights from W(Iqr )
(smallest in the sense that we remove exactly the weights that we are forced to remove
from the set W(Iqr ) according to Proposition 7 and nothing more). This result is the
consequence of Theorem 29 below.
Theorem 29. Let g1(x, y), g2(x, y), . . . , gs(x, y) ∈ Fqr [x, y] be the polynomials from
Deﬁnition 23 and let ≺ be the monomial ordering in Deﬁnition 13 where w(x) =
b = qr−1, w(y) = a = qr−1
q−1 and x ≺lex y. Furthermore, let f (x, y) = xa − yb −
yq
r−2 − · · · − yq − y, let Iqr = 〈f (x, y), xqr − x, yqr − y〉 ⊂ Fqr [x, y] and let
J = Iqr + 〈g1(x, y), g2(x, y), . . . , gs(x, y)〉. Then the following equality holds:
W(J) = W(Iqr )
∖ s⋃
k=1
M
(
w
(
lm(gk(x, y))
))
. (6)
Proof. Since (m) = w(m) is a weight function (See Deﬁnition 2) we have that for
every monomial xsyt ∈  (Iqr ), which can be divided by xik yjk , the weight w(xsyt ) =
sb + ta must be in the set M(w(gk(x, y))).
Because the set {f (x, y), xqr − x, yqr − y, g1(x, y), . . . , gs(x, y), S(f, g1)} is a
Gröbner basis for J (using Proposition 26) we only remove monomials from  (Iqr )
which can be divided by at least one of the monomials xi1yj1 , . . . , xis yjs , xi1+a thereby
having the equality
W(J) = W(Iqr )
∖{ s⋃
k=1
M(w(xik yjk )) ∪ M(w(xi1+a))
}
.
The only thing we need to prove is that M(w(xi1+a)) ⊂ M(w(xi1yj1)) in order to
have the equality in (6) and prove the theorem. This can be done by showing that
w(xi1+a) ∈ M(w(xi1yj1)).
We consider the following two cases:
Case 1: j1 = 0. In this case xi1yj1 = xi1 which obviously divides xi1+a so
w(xi1+a) ∈ M(w(xi1)).
Case 2: j1 > 0. We have to ﬁnd a monomial xsyt ∈ 
(
Iqr
)
such that
w(xsyt ) + w(xi1yj1) = w(xi1+a)

sb + ta + i1b + j1a = (i1 + a)b ⇔ sb + (t + j1)a = ab,
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which has the solution s = 0, t = b − j1 and since yb−j1 ∈ 
(
Iqr
)
, we have proved
the theorem. 
6. Examples
In this section we give a few examples of codes using the construction described in
Section 5 and compare to known codes punctured in t coordinates.
Example 30. Here we continue Example 27 using the ideal I16 = 〈x5 − y4 − y,
x16 − x, y16 − y〉 ∈ F16[x, y]. Then
W(I16) = {0, 4, 5, 8, 9, 10, 12, 13, . . . , 62, 63, 65, 66, 67, 70, 71, 75}.
Let t = 11 so we want to puncture the Hermitian code at 11 coordinates to create codes
of length 53. In Table 1 the ﬁrst column is the parameters for the original improved
Hermitian codes and the second column is the parameters for the punctured version
we get by using ordinary puncturing 11 times.
The column labeled “Construction 1” in Table 1 is the parameters for the codes we
get by using J (1)16 = I16 + 〈g(1)1 (x, y), g(1)2 (x, y)〉 where lm(g(1)1 (x, y)) = x11y2 and
lm(g(1)2 (x, y)) = x15y. So
W(J
(1)
16 ) = W(I16) \ {M(54) ∪ M(65)}
= {0, 4, 5, 8, 9, 10, 12, 13, . . . , 52, 53, 55, 56, 57, 60, 61}.
The column labeled “Construction 2” is the parameters for the codes we get by using
J
(2)
16 = I16 + 〈g(2)1 (x, y), g(2)2 (x, y)〉 where lm(g(2)1 (x, y)) = x13y and lm(g(2)2 (x, y)) =
x14. We have
W(J
(2)
16 ) = W(I16) \ {M(56) ∪ M(57)}
= {0, 4, 5, 8, 9, 10, 12, 13, . . . , 52, 53, 54, 55, 58, 59, 63}.
For dimensions 38, 40, 41, 42, 43, 44, 45, 46, 49 and 51 one or both of the two con-
structions are better than the bound obtained by ordinary puncturing. Also note that
none of the two constructions are the best choice for every dimension since using con-
struction 1 we get a [53, 38, 11] code while using construction 2 we get a [53, 38, 10]
code. But using construction 2 gives a [53, 40, 9] code and a [53, 47, 4] code while
construction 1 gives a [53, 39, 9] code and a [53, 46, 4].
Furthermore, notice that the parameters in Table 1 can be calculated without actu-
ally constructing any polynomials but by using Theorem 29, the code construction E˜
in Deﬁnition 9 and the bound on the minimum distance given in Theorem 10. We
could construct the generator matrices by using Deﬁnition 23 to construct g1(x, y) and
g2(x, y), ﬁnd the 53 common zeros in V (J16) and use the evaluation map  on the
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Table 1
Parameters for the improved Hermitian codes E˜, improved Hermitian codes punctured at 11 coordinates
and parameters for construction 1 and 2 with length 53
Improved Hermitian Punctured improved Hermitian
codes (E˜) codes (E˜) Construction 1 Construction 2
[64, 1, 64] [53, 1, 53] [53, 1, 53] [53, 1, 53]
[64, 2, 60] [53, 2, 49] [53, 2, 49] [53, 2, 49]
[64, 3, 59] [53, 3, 48] [53, 3, 48] [53, 3, 48]
[64, 4, 56] [53, 4, 45] [53, 4, 45] [53, 4, 45]
[64, 5, 55] [53, 5, 44] [53, 5, 44] [53, 5, 44]
[64, 6, 54] [53, 6, 43] [53, 6, 43] [53, 6, 43]
[64, 7, 52] [53, 7, 41] [53, 7, 41] [53, 7, 41]
[64, 8, 51] [53, 8, 40] [53, 8, 40] [53, 8, 40]
.
.
.
.
.
.
.
.
.
.
.
.
[64, 35, 24] [53, 35, 13] [53, 35, 13] [53, 35, 13]
[64, 36, 23] [53, 36, 12] [53, 36, 12] [53, 36, 12]
[64, 37, 22] [53, 37, 11] – [53, 37, 11]
[64, 38, 21] [53, 38, 10] [53, 38, 11] [53, 38, 10]
[64, 39, 20] [53, 39, 9] [53, 39, 9] –
[64, 40, 19] [53, 40, 8] – [53, 40, 9]
[64, 41, 18] [53, 41, 7] [53, 41, 8] [53, 41, 8]
[64, 42, 17] [53, 42, 6] – –
[64, 43, 16] [53, 43, 5] [53, 43, 7] –
[64, 44, 15] [53, 44, 4] – [53, 44, 6]
[64, 45, 14] [53, 45, 3] [53, 45, 5] [53, 45, 5]
[64, 46, 13] [53, 46, 2] [53, 46, 4] –
– – – [53, 47, 4]
[64, 48, 12] [53, 48, 1] – –
[64, 49, 10] [53, 49, 1] [53, 49, 3] [53, 49, 3]
[64, 51, 9] [53, 51, 1] [53, 51, 2] [53, 51, 2]
[64, 53, 8] [53, 53, 1] [53, 53, 1] [53, 53, 1]
monomials selected in Deﬁnition 9 to construct the rows in the generator matrix for
E˜() for any given  = 1, 2, . . . , 53.
We could have constructed codes with length 53 in several other ways than the two
shown here but the two used here are the best choices. The remaining 10 possibilities
are:
W(J16) = W(I16) \ {M(55) ∪ M(62)},
W(J16) = W(I16) \ {M(56) ∪ M(59)},
W(J16) = W(I16) \ {M(57) ∪ M(58)},
W(J16) = W(I16) \ {M(57) ∪ M(59)},
W(J16) = W(I16) \ {M(56) ∪ M(62) ∪ M(63)},
W(J16) = W(I16) \ {M(57) ∪ M(60) ∪ M(63)},
154 H.E. Andersen / Finite Fields and Their Applications 13 (2007) 136–157
Table 2
Parameters for the improved Hermitian codes C˜, improved Hermitian codes punctured at 11 coordinates
and parameters for construction 1 and 2 with length 53
Improved Hermitian Punctured improved
codes (C˜) Hermitian codes (C˜) Construction 1 Construction 2
[64, 1, 64] [53, 1, 53] [53, 1, 50] [53, 1, 52]
[64, 2, 60] [53, 2, 49] [53, 2, 49] [53, 2, 48]
[64, 3, 59] [53, 3, 48] [53, 3, 46] [53, 3, 47]
[64, 4, 56] [53, 4, 45] [53, 4, 45] [53, 4, 44]
[64, 5, 55] [53, 5, 44] [53, 5, 44] [53, 5, 43]
[64, 6, 54] [53, 6, 43] [53, 6, 42] [53, 6, 42]
[64, 7, 52] [53, 7, 41] [53, 7, 41] [53, 7, 41]
[64, 8, 51] [53, 8, 40] [53, 8, 40] [53, 8, 40]
.
.
.
.
.
.
.
.
.
.
.
.
[64, 35, 24] [53, 35, 13] [53, 35, 13] [53, 35, 13]
[64, 36, 23] [53, 36, 12] – –
[64, 37, 22] [53, 37, 11] [53, 37, 12] [53, 37, 12]
[64, 38, 21] [53, 38, 10] [53, 38, 10] [53, 38, 10]
[64, 39, 20] [53, 39, 9] – –
[64, 40, 19] [53, 40, 8] [53, 40, 9] [53, 40, 9]
[64, 41, 18] [53, 41, 7] – –
[64, 42, 17] [53, 42, 6] [53, 42, 8] [53, 42, 8]
[64, 43, 16] [53, 43, 5] – –
[64, 44, 15] [53, 44, 4] [53, 44, 6] [53, 44, 6]
[64, 45, 14] [53, 45, 3] [53, 45, 5] [53, 45, 5]
[64, 46, 13] [53, 46, 2] – –
– – – –
[64, 48, 12] [53, 48, 1] [53, 48, 4] [53, 48, 4]
[64, 49, 10] [53, 49, 1] – –
– – [53, 50, 3] [53, 50, 3]
[64, 51, 9] [53, 51, 1] – –
– – [53, 52, 2] [53, 52, 2]
[64, 53, 8] [53, 53, 1] [53, 53, 1] [53, 53, 1]
W(J16) = W(I16) \ {M(58) ∪ M(59) ∪ M(60)},
W(J16) = W(I16) \ {M(58) ∪ M(59) ∪ M(61)},
W(J16) = W(I16) \ {M(58) ∪ M(60) ∪ M(61)},
W(J16) = W(I16) \ {M(59) ∪ M(60) ∪ M(61) ∪ M(62)}.
Example 31. In this example we use the same ideal, I16, and the two constructions
given in Example 30 but this time we construct the C˜ codes from Deﬁnition 9 using
constructions 1 and 2 from Example 30 instead. Note that the Hermitian codes C˜(
)
(and the ordinary puncturing of these) have the same parameters as the Hermitian E˜()
codes in Example 30 (see [1, Proposition 8]) but when using the new construction given
here the resulting E˜ and C˜ no longer have the same parameters. The results are given
in Table 2.
H.E. Andersen / Finite Fields and Their Applications 13 (2007) 136–157 155
Fig. 2. Code rates kn−t plotted with relative minimum distance dn−t for ordinarily punctured codes from
Norm–Trace curves and codes from the new construction, both of length n − t = 1984.
Notice that for dimensions 1, 2, . . . , 6 constructions 1 and 2 are sometimes actually
doing worse than ordinary puncturing but for dimensions 37, 40, 42, 44, 45, 48, 50 and
52 constructions 1 and 2 are equally good and both better than ordinary puncturing.
Again, the parameters in Table 2 can be calculated without actually constructing any
polynomials but we could construct the rows in the parity check matrix for C˜(
) for
any given 
 = 1, 2, . . . , 53.
Furthermore, we could also have constructed codes with length 53 in several other
ways than the two shown here. The remaining 10 possibilities are the same as in
Example 30.
Remark 32. Notice that the function (
) from Deﬁnition 8 and the bound in Theorem
10 underestimates the minimum distance of the dimension 1 C˜(
) codes in constructions
1 and 2 in Example 31. This suggests that Theorem 10 does not give the true minimum
distance of C˜ codes from an ideal not having a footprint meeting the condition in
[1, Proposition 8]. Thus the conjecture in the conclusion of [20] does not hold for
general codes such as those studied here.
Example 33. In this ﬁnal example let q = 2 and r = 6 over F64 such that
I64 = 〈x63 − y32 − y16 − y8 − y4 − y2 − y, x64 − x, y64 − y〉.
The resulting codes have length q2r−1 = 211 = 2048.
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Table 3
Parameters for some E˜ codes from Norm–Trace curves, E˜ codes punctured at 64 coordinates and
parameters for the new construction for rates about 0.9
E˜ codes from Punctured E˜ codes from
Norm–Trace curves Norm–Trace curves New construction
[2048, 1791, 69] [1984, 1791, 5] –
– – [1984, 1792, 52]
[2048, 1794, 68] [1984, 1794, 4] –
– – [1984, 1795, 51]
[2048, 1799, 66] [1984, 1799, 2] –
– – [1984, 1800, 50]
[2048, 1801, 65] [1984, 1801, 1] –
– – [1984, 1802, 49]
Let t = 64, w(x) = 32, w(y) = 63, x ≺lex y and lm(g1(x, y)) = x62 such that
J64 = I64 + 〈g1(x, y)〉 and W(J64) = W(I64) \ M(1984). The codes constructed from
Fq [x1, x2, . . . , xm]/J64 have length 1984 and a comparison with the ordinary puncturing
of the codes from Norm–Trace curves of length 2048 can be seen in Fig. 2.
Notice that for rates about 0.9 the difference between the two codes is the biggest.
Parameters for a few codes with approximately this rate are given in Table 3.
7. Conclusion
In this paper it was demonstrated that the bound on the minimum distance of codes
punctured in t coordinates can be substantially improved in the case of codes from
Norm–Trace curves by adding polynomials to the ideal used to construct the order
domain. Furthermore, a speciﬁc construction of such polynomials is given.
In cases where the puncturing in t coordinates can be constructed using several
choices of polynomials, no single choice is the best possible for all code rates as
demonstrated in Example 30. Furthermore, Example 31 shows a case where the order
bound clearly does not give the true minimum distance when constructing the improved
dual codes C˜ with extra polynomials added to the ideal.
The technique used here allows for explicit construction of generator or parity check
matrices for evaluation codes and dual codes and the improvement compared to the
ordinary bound on puncturing can be substantial as demonstrated in Example 33 where
a puncturing in t = 64 coordinates results in a loss in minimum distance of at most
16 (for k = 1802 and n − t = 1984).
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