In the present paper, we consider large-scale continuous-time differential matrix Riccati equations. To the authors' knowledge, the two main approaches proposed in the litterature are based on a splitting scheme or on a Rosenbrock / Backward Differentiation Formula (BDF) methods. The approach we propose is based on the reduction of the problem dimension prior to integration. We project the initial problem onto an extended block Krylov subspace and obtain a low-dimensional differential matrix Riccati equation. The latter matrix differential problem is then solved by a Backward Differentiation Formula (BDF) method and the obtained solution is used to reconstruct an approximate solution of the original problem. This process is repeated, increasing the dimension of the projection subspace until achieving a chosen accuracy. We give some theoretical results and a simple expression of the residual allowing the implementation of a stop test in order to limit the dimension of the projection space. Some numerical experiments will be given.
Introduction
In this paper, we consider the continuous-time differential matrix Riccati equation (DRE in short) on the time interval [0, T f ] of the form
Ẋ (t) = A T X(t) + X(t) A − X(t) B B T X(t) + C T C X(0)
where X 0 is some given n × n low-rank matrix, X is the unknown matrix function, A ∈ R n×n is assumed to be large, sparse and nonsingular, B ∈ R n×ℓ and C ∈ R s×n . The matrices B and C are assumed to have full rank with ℓ, s ≪ n. Differential Riccati equations play a fundamental role in many areas such as control, filter design theory, model reduction problems, differential equations and robust control problems [1, 23, 24] . Differential matrix Riccati equations are also involved in game theory, wave propagation and scattering theory such as boundray value problems; see [1, 10] . In the last decades, some numerical methods have been proposed for approximating solutions of large scale algebraic Riccati equations [6, 18, 19, 20, 26] . Generally, the matrices A, B and C are obtained from the discretization of operators defined on infinite dimensional subspaces. Moreover, the matrix A is generally sparse, banded and very large. For such problems, only a few attempts have been made to solve Equation (1), see [7] for instance.
In the present paper, we propose a projection method onto Krylov subspaces. The idea is to project the initial differential Riccati equation onto an extended block Krylov subspace of small dimension, solve the obtained low dimensional differential matrix equation and get approximate solutions to the initial differential matrix equations.
An expression of the solution of equation (1) is avalaible under some assumptions on the coefficient matrices A, B and C, see [2] for more details. This result can be stated as follows.
Theorem 1. Assuming that (A, B) is stabilizable and (C, A) is observable and provided that X(0) > 0, the differential Riccati equation (1) admits a unique solution X given by X(t) = X + e t A T [e t A Ze t A T + (X
where X is the positive definite solution of the ARE,
and Z is the positive definite solution of the Lyapunov equation
Unfortunately, the formula (2) is not suitable for large scale problems as it requires the computation of a matrix exponential, of an inverse matrix and various products of matrices.
The paper is organized as follows: In Section 2, we give some basic facts about the differential Riccati equation and the underlying finite-horizon LQR problem associated to a dynamical system and its cost function . In Section 3, we recall the extended block Arnoldi algorithm with some usefull classical algebraic properties. Section 4 is devoted to the BDF integration method that allows one to solve numerically differential Riccati equations. In Section 5, we introduce a new approach for the numerical resolution of a differential Riccati equation, based on a projection onto a sequence of block extended Krylov subspaces. The initial differential Riccati equation is projected onto such a subspace to get a low dimensional differential Riccati equation that is solved by the BDF method. We give some theoretical results on the norm of the residual and on the error. The projection finite horizon LQR problem is studied in Section 6. In the last section, we give some numerical experiments and also comparisons with different approaches.
Throughout this paper, we use the following notations: The 2-norm of matrices will be denoted by . . . Finally, I r and O r×l will denote the identity of size r × r and the zero matrix of size r × l, respectively.
The finite-horizon LQR problem
The Linear Quadratic Regulator (LQR) problem is a well known design technique in the theory of optimal control. The system dynamics are described by a set of linear differential equations and the cost function is a quadratic function. A linear quadratic regulator (LQR) problem can be described as follows. Let x(t) be the state vector of dimension n, u(t) ∈ R p the control vector and y(t) the output vector of length s. We consider the following LQR problem with finite time-horizon (the continuous case ) [1, 13, 24, 27] :
For each initial state x 0 , find the optimal cost J(x 0 , u) such that:
under the dynamic constrains
In addition, when a minimum exists, find an optimal input controlû(t) which achieves this minimum, that is
where the optimal statex and the corresponding outputŷ satisfy (5) . Assuming that the pair (A, B) is stabilizable (i.e. there exists a matrix S such that A−B S is stable) and the pair (C, A) is detectable (i.e., (A T ,C T ) stabilizable), the optimal inputû minimizing the functional J(x 0 , u) can be determined through a feedback operator K such that the feedback law is given byû(t) = Kx(t), where K = −B T P(t) and P(t) ∈ R n×n is the unique solution to the following differential Riccati equatioṅ
In addition, the optimal state trajectory satisfiesẋ(t) = (A − BB T P(t))x(t) and can also be expressed aŝ
The optimal cost is given by the following quadratic function of the initial state x 0 ; (see [13] )
We notice that if we set X(t) = P(T f − t) and X 0 = 0, then
Then we recover the solution X to the differential Riccati equation (1) and
For a thorough study on the existence and uniqueness of the solution of the DRE (1), see [1, 5, 13] . These results are summarized in the following theorem; (see [13] ) 
, where the optimal control is given byû
and the optimal trajectory is determined bẏ
Remark 1. For the infinite horizon case, the optimal cost is given by
where X ∞ is the unique postitive and stabilizing solution of the algebraic Riccati equation
and the optimal feedback is given by u ∞ = −B T X ∞x (t).
Remark 2. For the discrete case, LQR finite-horizon problem is described as follows
under the discrete-dynamic constrains
The optimal control is given by
and P k+1 is computed by solving the following discrete-time algebraic Riccati equation
When N tends to infinity, we obtain the infinite-horizon discrete-time LQR and under some assumptions, Z ∞ = lim k→∞ Z k is the unique positive definite solution to the discrete time algebraic Riccati equation (DARE)
In this paper, we consider only the continuous case which needs the development of efficient numerical methods that allow approximate solutions to the related large-scale differential Riccati matrix equation (1) .
The extended block Arnoldi algorithm
We first recall the extended block Arnoldi process applied to the pair (A,C) where A ∈ R n×n is nonsingular and C ∈ R n×s . The projection subspace K e k (A,C) of R n which is considered in this paper was introduced in [16, 26] .
Note that the subspace K e k (A,C) is a sum of two block Krylov subspaces
where
The following algorithm allows us to compute an orthonormal basis of the extended Krylov subspace K e k (A,C). This basis contains information on both A and A −1 . Let m be some fixed integer which limits the dimension of the constructed basis. Therefore The extended block Arnoldi process is described as follows:
Algorithm 1 The extended block Arnoldi algorithm (EBA)
• A an n × n matrix, C an n × s matrix and m an integer.
• Compute the QR decomposition of [C,
• OrthogonalizeV j+1 w.r.t V j to get V j+1 , i.e.,
• Endfor j. 
and a block upper Hessenberg matrix H m whose non zeros blocks are the H i, j . Note that each submatrix
Let T m ∈ R 2ms×2ms be the restriction of the matrix A to the extended Krylov subspace
It is shown in [26] that T m is also block upper Hessenberg with 2s × 2s blocks. Moreover, a recursion is derived to compute T m from H m without requiring matrix-vector products with A. For more details about the computation of T m from H m , we refer to [26] . We note that for large problems, the inverse of the matrix A is not computed explicitly. Indeed, in many applications, the nonsingular matrix A is sparse and structured, allowing an effortless LU decomposition in order to compute the block
It is also possible to use iterative solvers with preconditioners to solve linear systems with A. However, when these linear systems are not solved accurately, the theoretical properties of the extended block Arnoldi process are no longer valid. The next identities will be of use in the sequel LetT m = V T m+1 A V m , and suppose that m steps of Algorithm 1 have been run, then we have
T is the matrix of the last 2s columns of the 2ms × 2ms identity matrix I 2ms .
The BDF method for solving DREs
In this section, we recall some general facts about the well known BDF method which is a common choice for solving DREs. In the literature, to our knowledge, the integration methods (Rosenbrock, BDF) are directly applied to equation (1), [3, 7, 15] . At each timestep t k , the approximate X k of the X(t k ), where X is the solution to (1) is then computed solving an algebraic Riccati equation (ARE) [7] . We consider the general DRE (1) and apply the p-step BDF method. At each iteration of the BDF method, the approximation X k+1 of X(t k+1 ) is given by the implicit relation
where h = t k+1 − t k is the step size, α i and β i are the coefficients of the BDF method as listed in Table 2 and F (X) is given by
2/3 4/3 -1/3 3 6/11 18/11 -9/11 2/11 The approximate X k+1 solves the following matrix equation
which can be written as the following continuous-time algebraic Riccati equation
Where, assuming that at each timestep, X k can be approximated as a product of low rank factors
practice, the n × n matrices X k are never computed, as we will explain in a remark after Algorithm 2), the coefficients matrices are given by
These Riccati equations can be solved applying direct methods based on Schur decomposition, or based on generalized eigenvalues of the Hamiltonian in the small dimensional cases ( [4, 28, 24] ) or matrix sign function methods ( [9, 21, 25] ). When the dimension of the problem is large, this approach would be too demanding in terms of computation time and memory. In this case, iterative methods, as Krylov subspaces, Newton-type ( [4, 6, 12, 22, 23, 17] ) or ADI-type appear to be a standard choice, see ([8, 18, 19, 20] ) for more details.
The BDF+Newton+EBA method
As explained in the previous subsection, at each time step t k , the approximation X k+1 of X(t k+1 ) is computed solving the large-scale ARE (14) which can be expressed as the nonlinear equation
where F k is the matrix-valued function defined by
and
In the small dimensional case, direct methods, as Bartel Stewart algorithm is a usual choice for solving the symmetric Riccati equation (15) . For large-scale problems, a common strategy consists in applying the inexact NewtonKleinman's method combined with an iterative method for the numerical resolution of the large-scale Lyapunov equations arising at each internal iteration of the Newton's algorithm, or a block Krylov projection method directly applied to (15) . Omitting to mention the k index in F k in our notations, we define a sequence of approximates to X k+1 as follows:
where the Fréchet derivative DF of F at X p k+1 is given by
A straightforward calculation proves that X p+1 k+1 is the solution to the Lyapunov equation
Assuming that all the X k−i 's involved in C k+1 can be approximated as products of low-rank factors, ie X k−i ≈ Z k−i Z T k−i , we numerically solve (19) applying the Extended-Block-Arnoldi (EBA) method introduced in [18, 26] . As mentioned in [7] , in order to avoid using complex arithmetics, the constant term of member of (19) In the numerical examples, we will refer to this method as BDF-Newton-EBA and we will compare its performances against the "reverse" method introduced in the next section.
Projecting and solving the low dimensional DRE
In this section, we propose a new approach to obtain low rank approximate solution to the differential Riccati equation (1) . Instead of applying the integration scheme to the original problem (1), we first reduce the dimension of the problem by projection. Let us apply, under the assumption that the matrix A is nonsingular, the Extended Block Arnoldi (EBA) algorithm to the pair (A T ,C T ), generating the matrices V m andT m as described in section 2. For the sake of simplicity, we omit to mention the time variable t in the formulae. Let X m be the desired approximate solution to (1) given as
satisfying the Galerkin orthogonality condition
where R m is the residual R m =Ẋ m − A T X m − X m A + X m B B T X m −C T C associated to the approximation X m . Then, from (20) and (21), we obtain the low dimensional differential Riccati equatioṅ
with
At each timestep and for a given Extended Block Krylov projection subspace, applying a BDF(p) integration scheme, we have to solve a small dimensional continuous algebraic Riccati equation derived from (22) as explained in Section 3. This can be done by performing a direct method and we assume that it has a unique symmetric positive semidefinite and stabilizing solution Y m . Nevertheless, the computations of X m and R m become increasingly expensive as m gets larger. In order to stop the EBA iterations, it is desirable to be able to test if R m < ε, where ε is some chosen tolerance, without having to compute extra matrix products involving the matrix A. The next result gives an expression of the residual norm of R m which does not require the explicit calculation of the approximate X m . A factored form will be computed only when the desired accuracy is achieved. This approach will be denoted as Extended Block Arnoldi-BDF(p) method in the sequel. 
whereŶ m is the 2s × 2ms matrix corresponding to the last 2s rows of Y m .
PROOF. From the relations (20) and (22), we have
Using (20) and the fact that C T = V
(1)
is the the matrix of the first s columns of V 1 and Λ 1,1 is defined in (23), we get
. where
Since The result of Theorem 3 is important in practice, it allows us to stop the iteration when convergence is achieved without computing the approximate solution X m at each iteration. In our experiments, this test on the residual is performed at the final timestep. We summarize the steps of our method in the following algorithm Algorithm 2 The EBA-BDF(p) method for DRE's
• Input X 0 = X(0), a tolerance tol > 0, an integer m max and timestep h. Set nbstep = T f /h.
• Compute X 1 , ..., X p−1 as low-rank products X j ≈ Z j Z T j (*)
Let us give some important remarks on the preceding algorithm:
• In order to initialize the BDF(p) integration scheme, the p − 1 approximates X 1 ,...,X p−1 are computed by lower-order integration schemes. In our tests, we chose p = 2 and X 1 was computed as a product of low-rank factors (X 1 ≈ Z 1 Z T 1 ) by the Implicit Euler method BDF(1).
• During the integration process, as explained in Section 3, the constant term C k is updated at each timestep t k , taking into account the low-rank factor (α 0 )Z k of the approximate factorization X k ≈ Z k Z T k . This factorization does not require the computation of X k = V k Y k V T k as it is obtained by performing a truncated single value decomposition of the small dimensional matrix. Consider the singular value decomposition of the matrix Y k = U ΣU T where Σ is the diagonal matrix of the singular values of Y k sorted in decreasing order. Let U l be the 2k × l matrix of the first l columns of U corresponding to the l singular values of magnitude greater than some tolerance dtol. We obtain the truncated singular value decomposition
T .
The following result shows that the approximation X m is an exact solution of a perturbed differential Riccati equation.
Theorem 4. Let X m be the approximate solution given by (20). Then we havė
and by multiplying the reduced-order DRE (22) on the left by V m and on the right by V T m and using (12), we geṫ
The relation (25) 
where R m is the residual given by
PROOF. The result is easily obtained by subtracting the residual equation from the initial DRE (1).
The projected LQR problem
In this section, we consider the finite horizon LQR problem (9) and show how the extended block Arnoldi method can be used to give approximate costs to (9) . At step m of the extended block Arnoldi algorithm, let us consider the projected low order dynamical system obtained by projecting the original dynamical system (9) onto the extended block Krylov subspace K m (A T ,C T ):
where B m = V 
under the dynamic constrains (27) . Then, the unique optimal feedbackũ * ,m minimizing the cost function (28) is given byũ
where Y m (t) = Y m (T f − t) and Y m is the unique stabilizing solution of (22) .
The proof can be easily derived from the fact that Y m is obtained from the projected Riccati equation (22) and also from the fact that the dynamical system (27) is obtained from a Galerkin projection of (10) onto the same extended block Krylov subspace.
The optimal projected state satisfiesẋ m (t) = (A − BB T Y m (t))x m (t) which can also be expressed as 
since X m (t) = P m (T f −t) where X m = V m Y m V T m is the obtained approximate solution to (1) . This shows clearly that the reduced optimal cost is an approximation of the initial minimal cost. As already stated, the vector x m (t) = V mxm (t) is an approximation of the original state vector x(t). The corresponding feedback law is determined by u m (t) = −B T P m (t)x m (t) where P m (t) is the approximate solution to the differential matrix Riccati equation (7). Then
Now, using the fact that P m (t) = V mỸm (t)V T m , it follows that
Remark 3. It was shown in [13] that, assuming the pair (A, B) to be stabilizable, X(t) is an increasing and symmetric positive set of matrices satisfying the differential Riccati equation (1) and that there exists a finite positive scalar M such that for any initial state x 0 , we have
for every initial vector x 0 which shows that X(t) ≤ M for all t. Therefore, X(t) converges to a symmetric and positive matrix X ∞ as t → ∞: X ∞ = lim t→∞ X(t), satisfying the following algebraic Riccati equation (see [13] )
and X ∞ is the only positive and stabilizing solution to this algebraic Riccati equation.
Numerical examples
In this section, in order to assess the interest of projecting the original equation before proceeding to the time integration, we compared the results given by the following approaches :
• EBA-BDF(p) method, as described in Section 5 (Algorithm 2) of the present paper.
• BDF(p)-Newton-EBA: as described in Section 4.1.
We also gave an example in which we compare our strategy to the Low-Rank Second-Order Splitting method (LRSOS for short) introduced by Stillfjord [27] and to the BDF-LR-ADI method introduced by Benner and Mena [7] . In the first three examples, the number of steps for the BDF(p) integration scheme was set to p = 2. All the experiments were performed on a laptop with an Intel Core i7 processor and 8GB of RAM. The algorithms were coded in Matlab R2014b. Example 1. The matrix A was obtained from the 5-point discretization of the operators
on the unit square [0, 1] × [0, 1] with homogeneous Dirichlet boundary conditions. The number of inner grid points in each direction is n 0 and the dimension of the matrix A was n = n 2 0 . Here we set f 1 (x, y) = 10xy, f 2 (x, y) = e x 2 y , f 3 (x, y) = 100y, f 4 (x, y) = x 2 y , g 1 (x, y) = 20y and g 2 (x, y) = x y. The entries of the matrices B and C were random values uniformly distributed on [0 ; 1] and the number of columns in B and C was set to r = s = 2. The initial condition X 0 = X(0) was choosen as a low rank product X 0 = Z 0 Z T 0 , where Z 0 ∈ R n×2 was randomly generated. We applied our approach combining a projection onto the Extended Block Krylov subspaces followed by a BDF integration scheme to small to medium size problems, with a tolerance of 10 −10 for the stop test on the residual. In our tests, we used a 2-step BDF scheme with a constant timestep h. The first approximate X 1 ≈ X(t 0 + h) was computed by the Implicit Euler scheme and the Extended Block Krylov method for Riccati equation, see [18] for more details. To our knowledge, there is no available exact solution of large scale matrix Riccati differential equations in the literature. In order to check if our approaches produce reliable results, we began comparing our results to the one given by Matlab's ode23s solver which is designed for stiff differential equations. This was done by vectorizing our DRE, stacking the columns of X one on top of each other. This method, based on Rosenbrock integration scheme, is not suited to large-scale problems. The memory limitation of our computer allowed us a maximum size of 100 × 100 for the matrix A for the ode23s method.
In Figure 1 , we compared the component X 11 We observe that all the methods give similar results in terms of accuracy. Figure 2 features the norm of the difference X EBA − X ode23s , where X EBA is the solution obtained by the EBA-BDF method, at time t = 1 versus the number of iterations of the Extended Arnoldi process. It shows that the two approximate solutions are very close for a moderate size of the projection space (m = 7). The ode23s solver took 510 seconds whereas our method gave an approximate solution in 7 seconds. In Table 2 , we give the obtained runtimes in seconds, for the resolution of As expected, Figure 3 shows that the accuracy improves as m increases.
Example 3 This example was taken from [7] and comes from the autonomous linear-quadratic optimal control problem of one dimensional heat flow
Using a standard finite element approach based on the first order B-splines, we obtain the following ordinary differential equation
where the matrices M and K are given by:
Using the semi-implicit Euler method, we get the following discrete dynamical system
We set A = −(M − ∆tK) −1 M and B = ∆t (M − ∆tK) −1 F. The entries of the n × s matrix F and the s × n matrix C were random values uniformly distributed on [0, 1]. We chose the initial condition as X 0 = 0 n×n = Z 0 Z T 0 , where
In our experiments we used s = 2, ∆t = 0.01 and α = 0.05. In Figure 4 , we plotted the first component X 11 over the time interval [0, 2] of the approximate solutions obtained by the EBA-BDF(2), the BDF(2)-Newton-EBA methods and the ode23s solver. It again illustrates the similarity of the results in term of accuracy. In order to do so, we plotted the norm of the difference X EBA (t) − X ∞ in function of the time parameter t on a relatively large time scale (t ∈ [0, 50]), for an initial value X 0 = 0 n , where X EBA is the matrix computed by the EBA-BDF(2) method. In this example, we have X EBA (50) − X ∞ ≈ 4 × 10 −5 . Table 4 reports on the computational times, residual norms and number of Krylov iteration, for various sizes of the coefficient matrices on the time interval [0, 1]. We only reported the results given for the EBA-BDF(2) method which clearly outperfoms the BDF(2)-Newton EBA method in terms of computational time. For instance, in the case where size(A) = 1600 × 1600 case, the BDF-Newton EBA method required 521 seconds and more than 5000 seconds for size(A) = 2500 × 2500. Table 4 : EBA-BDF(2) method: runtimes (s), residual norms, number of Arnoldi iterations (m).
Example 4
In this last example, we applied the EBA-BDF(1) method to the well-known problem Optimal Cooling of Steel Profiles. The matrices were extracted from the IMTEK collection 1 . We compared the EBA-BDF(1) method to the splitting method LRSOP (in its Strang splitting variant) [27] and the BDF(1)-LR-ADI method [7] , for sizes n = 1357 and n = 5177, on the time interval [0 ; 5]. The initial value X 0 was choosen as X 0 = Z 0 Z T 0 , with Z 0 = 0 n×1 . The code for the LRSOP method contains paralell loops which used 4 threads on our machine for this test. The BDF(1)-LR-ADI consists in applying the BDF(1) integration scheme to the original DRE (1). As for the BDF(p) Newton-EBA method presented in Section 4.1, it implies the numerical resolution of a potentially large-scale algebraic Riccati equation for each timestep. This resolution was performed via a the LR-ADI method, available in the M.E.S.S Package 2 . For the LRSOS and BDF(1)-LR-ADI, the tolerance for column compression strategies were set to 10 −8 . The timestep was set to h = 0.01 and the tolerance for the Arnoldi stop test was set to 10 −7 for the EBA-BDF(1) method and the projected equations were numerically solved by a dense solver (care from matlab) every 3 extended Arnoldi iterations.
size n EBA-BDF(1) LRSOS BDF (1) In Table 5 , we listed the obtained runtimes and the relative errors for n = 5177. This example shows that our method EBA-BDF is interesting in terms of execution time.
Conclusion
In this article, we have proposed a strategy consisting in projecting a large-scale differential problem onto a sequence of extended block Krylov subspaces and solving the projected matrix differential equation by a BDF integration scheme. The main purpose of this work was to show that projecting the original problem before integration gives encouraging results. In the case where the matrix A is not invertible (or ill-conditioned), which is out of the scope of this paper, one could contemplate the use of the block-Arnoldi algorithm instead of the extendedblock-Arnoldi method. We gave some theoretical results such as a simple expression of the residual which does not require the computation of products of large matrices and compared our approach experimentally to the common approach for which the integration scheme is directly applied to the large-scale original problem. Our experiments have shown that projecting before performing the time integration is interesting in terms of computational time.
