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THE CLASSIFYING LIE ALGEBROID OF A GEOMETRIC
STRUCTURE I: CLASSES OF COFRAMES
RUI LOJA FERNANDES AND IVAN STRUCHINER
Abstract. We present a systematic study of symmetries, invariants and mod-
uli spaces of classes of coframes. We introduce a classifying Lie algebroid to
give a complete description of the solution to Cartan’s realization problem that
applies to both the local and the global versions of this problem.
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1. Introduction
This is the first of two papers dedicated to a systematic study of symmetries, in-
variants and moduli spaces of geometric structures of finite type. Roughly speaking,
a geometric structure of finite type can be described as any geometric structure on a
smooth manifold which determines (and is determined by) a coframe on a (possibly
different) manifold. Here by a coframe on an n-dimensional manifold M we mean
a generating set
{
θ1, . . . , θn
}
of everywhere linearly independent 1-forms on M .
Examples of finite type geometric structures include finite type G-structures (see,
e.g., [19] or [9]), Cartan geometries (see, e.g., [17] or [9]) or linear connections which
preserve some tensor on a manifold (see, e.g., [11]).
The main problem concerning finite type structures is that of determining when
two such geometric structures are isomorphic. This is a classical problem, that goes
back to E´lie Cartan [3], and is usually refered to as the Cartan equivalence problem.
When two geometric structures of the same kind have been properly characterized
by coframes
{
θi
}
and
{
θ¯i
}
on n-dimensional manifolds M and M¯ , the equivalence
problem takes the form:
Problem 1.1 (Equivalence Problem). Does there exist a diffeomorphism φ :M →
M¯ satisfying
φ∗θ¯i = θi
for all 1 ≤ i ≤ n?
We will show that to a coframe there is associated a classifying Lie algebroid
which encodes the corresponding equivalence problem. This classifying algebroid
plays a crucial role in various geometric, local and global, classification problems
associated with coframes.
In order to explain how this algebroid arises, recall that the solution to the
equivalence problem is based on the simple fact that exterior differentiation and
pullbacks commute: taking exterior derivatives and using the fact that {θi} is a
coframe, we may write the structure equations
(1.1) dθk =
∑
i<j
Ckij(x)θ
i ∧ θj
for uniquely defined functions Ckij ∈ C
∞(M) known as structure functions. Anal-
ogously, we may write
dθ¯k =
∑
i<j
C¯kij(x¯)θ¯
i ∧ θ¯j .
It then follows from φ∗dθ¯k = dφ∗θ¯k, that a necessary condition for equivalence is
that
C¯kij(φ(x)) = C
k
ij(x).
Thus, the structure functions are invariants of the coframe. One can obtain more
invariants of the coframe by further differentiation and this is the key remark to
solve the equivalence problem.
In the opposite direction, one may consider the problem of determining when a
given set of functions Ckij can be realized as the structure functions of some coframe.
This problem was proposed and solved by Cartan in [3]. Following Bryant (see the
Appendix in [1]), we state it in the following precise form:
Problem 1.2 (Cartan’s Realization Problem). One is given:
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• an integer n ∈ N,
• a d-dimensional manifold X ,
• a set of functions Ckij ∈ C
∞(X) with indexes 1 ≤ i, j, k ≤ n,
• and n vector fields Fi ∈ X(X)
and asks for the existence of
• an n-dimensional manifold M ;
• a coframe θ = {θi} on M ;
• a map h :M → X
satisfying
dθk =
∑
i<j
(Ckij ◦ h)θ
i ∧ θj(1.2)
dh =
∑
i
(Fi ◦ h)θ
i.(1.3)
Notice that the right hand side of equation (1.3) defines a bundle map TM → TX
by first applying the θi’s to the tangent vector and evaluating the vector fields Fi’s,
and then taking the corresponding linear combination.
Most often, in concrete examples, one is given the structure functions and looks
for all the possible coframes realizing it. In fact, one is interested in the following
two problems:
Local Classification Problem: What are all germs of coframes which solve
Cartan’s realization problem?
Local Equivalence Problem: When are two such germs of coframes equiv-
alent?
Later, we shall give complete solutions to the existence problem, as well as both
the classification and the equivalence problems. Before we proceed, let us present
a simple, classic, but elucidating example showing that Lie theory enters into the
picture.
Example 1.3 (The case d = 0). Suppose that we are interested in the equivalence
and classification problem for coframes whose structure functions are constant, or
in the precise formulation of Cartan’s realization problem given above, the case
where the manifold X reduces to a point (in particular, the vector fields Fi vanish
identically).
Necessary conditions for the existence of a solution to the realization problem
are obtained from
d2θm = 0 (m = 1, . . . n).
These conditions imply that the the structure constants must satisfy:
ClimC
m
jk + C
l
jmC
m
ki + C
l
kmC
m
ij = 0, (i, j, k,m = 1, . . . n),
i.e., they are the structure constants of a Lie algebra g relative to some basis
{e1, . . . , en}:
[ei, ej ] = C
k
ijek.
This condition is also sufficient. In fact, if we let M := G be any Lie group
which has g as its Lie algebra, then the components θi of its g-valued right invariant
Maurer-Cartan form ωMC relative to some basis {e1, . . . , en} of g, have Ckij as its
structure functions.
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Now let (M, θi, h) be any other solution of the realization problem. If we define
a g-valued 1-form on M by
θ =
∑
i
θiei,
then the structure equation (1.2) for the coframe {θi} implies that θ satisfies the
Maurer-Cartan equation
dθ +
1
2
[θ, θ] = 0.
It is then well known that there exists a locally defined diffeomorphism ψ :M → G
onto a neighborhood of the identity such that
θ = ψ∗ωMC.
This is sometimes refered to as the universal property of the Maurer-Cartan form.
Thus, at least locally, there is only one solution to the realization problem, up to
equivalence.
In general, when the structure functions are not constant, they cannot determine
a Lie algebra. Instead, we have the following result which is the basic proposition
which underlies all our approach:
Theorem 1.4. Solutions to Cartan’s problem exist if and only if the initial data to
the problem determines a Lie algebroid structure on the trivial vector bundle A→ X
with fiber Rn, Lie bracket [ , ]A : Γ(A)×Γ(A)→ Γ(A) relative to the standard basis
of sections {e1 . . . , en} given by:
[ei, ej ]A = C
k
ij(x)ek,
and anchor ♯ : A→ TM defined by ♯(ei) = Fi.
We will call A → X the classifying Lie algebroid of the Cartan’s realization
problem. Also, the map h : M → X , which determines the particular coframe we
are interested in, will be called the classifying map of the realization.
We will see in Section 3.1, that given a coframe θ on a manifold M , there is
associated to it a Cartan Realization Problem, and hence a classifying Lie algebroid
Aθ. This will be called the classifying Lie algebroid of the coframe. It is
important to make the following distinctions:
(i) To a single coframe θ, there is associated a Cartan realization problem and,
hence, a classifying Lie algebroid Aθ.
(ii) To a Cartan realization problem, there is associated a classifying Lie alge-
broid A and a family of coframes (its solutions).
Note that distinct Cartan realization problems can share the same coframe as so-
lutions. However, we have the following:
Proposition 1.5. Let (n,X,Ckij , Fi) be a Cartan realization problem with asso-
ciated classifying algebroid A and let (M, θ, h) be a connected realization. Then
h(M) is an open subset of an orbit of A so that A|h(M) → h(M) is also a Lie
algebroid. Moreover, there exists a Lie algebroid morphism from A|h(M) to Aθ (the
classifying algebroid of the coframe θ) which is a fiberwise isomorphism that covers
a submersion h(M)→ Xθ.
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In general, a Lie algebroid does not need to be associated with any Lie groupoid
(see [7] for a complete discussion of this point). However, assume for now that this
is the case for the classifying Lie algebroid A → X and denote by G ⇒ X a Lie
groupoid integrating it. One can then introduce the Maurer-Cartan form ωMC on
G and it follows from its universal property that:
Theorem 1.6. Let ωMC be the Maurer-Cartan form on a Lie groupoid G integrating
the classifying Lie algebroid A of a Cartan’s realization problem. Then the pull-back
of ωMC to each s-fiber induces a coframe which gives a solution to the realization
problem. Moreover, every solution to Cartan’s problem is locally equivalent to one
of these.
This settles the classification and the equivalence problems. It also shows one
of the main advantages of using our Lie algebroid approach: the classifying Lie
algebroid (or more precisely its local Lie groupoid) gives rise to a recipe for con-
structing explicit solutions to the problem. The solutions are the s-fibers of the
groupoid equipped with the restriction of the Maurer-Cartan forms. There are
several other advantages in using this Lie algebroid approach.
First of all, it turns out that properties of the classifying Lie algebroid are closely
related to geometric properties of the coframes it classifies. For example, let us call
any self-equivalence of a coframe which preserves the classifying map h a symmetry
of the realization. Then:
Proposition 1.7. Let A → X be the classifying Lie algebroid of a Cartan’s real-
ization problem. Then:
(1) To every point on X there corresponds a germ of a coframe which is a
solution to the realization problem;
(2) Two such germs of realizations are equivalent if and only if they correspond
to the same point in X ;
(3) The isotropy Lie algebra of A → X at some x ∈ X is isomorphic to the
symmetry Lie algebra of the corresponding germ of realization.
Second of all, the Lie algebroid approach is well fitted to the study of global
aspects of the theory. The first of these global issues that we will consider is the
Problem 1.8 (Globalization Problem). Given a Cartan’s problem with initial data
(n,X,Ckij , Fi) and two germs of coframes θ0 and θ1 which solve the problem, does
there exist a global connected solution (M, θ, h) to the realization problem for which
θ0 is the germ of θ at a point p0 ∈M and θ1 is the germ of θ at a point p1 ∈M?
Another important global issue is the global equivalence problem. In general,
the classifying Lie algebroid does not distinguish between a realization and its
covers. Here, by a realization cover of (M, θ, h) we mean a realization of the
form (M˜, π∗θ, π∗h) where π : M˜ →M is a covering map.
It is then natural to consider the following equivalence relation on the set of
realizations of a Cartan’s problem. Two realization (M1, θ1, h1) and (M2, θ2, h2)
are said to be globally equivalent, up to covering if they have a common
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realization cover (M, θ, h), i.e.,
(M, θ, h)
π1
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
π2
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
(M1, θ1, h1) (M2, θ2, h2).
This leads to:
Problem 1.9 (Global Classification Problem). What are all the solutions of a
Cartan’s realization problem up to global equivalence, up to covering?
Of course, the solutions to these global problems rely, again, on understand-
ing the classifying Lie algebroid. We need to assume that the restriction of the
classifying Lie algebroid to each orbit comes from a Lie groupoid. Note that this
assumption is weaker than requiring integrability of the whole Lie algebroid A (see
[7]), so in this case we will say that A is weakly integrable.
For the globalization problem we then have the following solution:
Theorem 1.10. Let A→ X be the classifying Lie algebroid of a Cartan’s realiza-
tion problem. Two germs of coframes which belong to the same global connected
realization correspond to points in the same orbit of A. Moreover, if A is weakly
integrable then the converse is also true: two germs of coframes which correspond
to points in the same orbit belong to the same global connected realization.
On the other hand, for the global equivalence problem we obtain the following
result which generalizes the two main theorems concerning global equivalences due
to Olver [13]:
Theorem 1.11. Assume that the classifying Lie algebroid A → X of a Cartan’s
realization problem is weakly integrable. Then any solution to Cartan’s problem
is globally equivalent, up to covering, to an open set of an s-fiber of the source
1-connected Lie groupoid integrating A|L, for some leaf of A.
Finally, the classifying Lie algebroid can also be used to produce invariants of a
geometric structure of finite type, as well as to recover classical results about their
symmetry groups. In fact, if the geometric structure is characerized by a coframe
θ on a manifold M , with associated classifying algebroid Aθ, then we can view the
coframe as a Lie algebroid morphism θ : TM → Aθ (which covers the classifying
map h). As a general principle, the coframe (viewed as a Lie algebroid morphism)
pulls back invariants of the classifying Lie algebroid Aθ to invariants of the coframe.
To illustrate this point of view we will introduce a new invariant called the modular
class of a coframe which is obtained as the pullback of the modular class of its
classifying Lie algebroid.
We can summarize this outline of the paper by saying that there are essentially
two ways in which we use the existence of a classifying Lie algebroid for a Cartan’s
realization problem.
• For a class of geometric structures of finite type whose moduli space (of
germs) is finite dimensional, we can set up a Cartan’s realization problem
whose classifying Lie algebroid gives us information about its local equiv-
alence and classification problems, as well as its globalization and global
classification problems.
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• For a single geometric structure of finite type, we can set up a Cartan’s re-
alization problem whose classifying Lie algebroid describes the symmetries
of the geometry, and also provides a recipe for producing invariants of the
structure.
In a sequel to this paper [9], we will discuss finite type G-structures and show
how one can associate a classifying Lie algebroid to such a structure. There we
will also present several geometric examples related to torsion-free connections on
G-structures.
Part of the results described in this paper were obtained by the second author
in his PhD Thesis [20].
2. Equivalence of coframes and realization problems
In this section, we will explain how coframes give rise to Cartan realization
problems. First we consider the local problem, where we assume the coframe to
be fully regular at some point. Then we consider the global problem for coframes
which are fully regular at every point. Our exposition may be seen as a Lie algeboid
version of the classical approach, which can be found in the monographs of Olver
[13] and Sternberg [19], to which we refer the reader for more details.
2.1. Local equivalence. Let {θi} and {θ¯i} be coframes on two n-dimensional
manifolds M and M¯ . Throughout this text we will use unbarred letters to denote
objects on M and barred letters to denote objects on M¯ . Any (locally defined)
diffeomorphism φ :M → M¯ such that φ∗θ¯i = θi will be called an (local) equiva-
lence.
As we saw in the Introduction, the structure equations (1.1)
dθk =
∑
i<j
Ckij(p)θ
i ∧ θj
and the structure functions Ckij ∈ C
∞(M) play a crucial role in the study of the
equivalence problem. For example, the structure functions of any coframe θ¯ equiv-
alent to θ must satisfy
C¯kij (φ(p)) = C
k
ij(p),
so we may use the structure functions to obtain a set of necessary conditions for
solving the equivalence problem. They are examples of invariant functions :
Definition 2.1. A function I ∈ C∞(M) is called an invariant function of a
coframe θ = {θi} if for any locally defined self equivalence φ : U → V , where
U, V ⊂M are open sets, one has
I ◦ φ = I.
We denote by Inv(θ) ⊂ C∞(M) the space of invariant functions of the coframe θ.
Now, for any function f ∈ C∞(M) and coframe θ one can define the coframe
derivatives ∂f
∂θk
∈ C∞(M) as being the coefficients of the differential of f when
expressed in terms of the coframe {θi},
df =
∑
k
∂f
∂θk
θk.
Using the fact that dφ∗ = φ∗d, it follows that:
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Lemma 2.2. If I ∈ Inv(θ) is an invariant function of a coframe θ = {θi}, then so
is ∂I
∂θk
for all 1 ≤ k ≤ n.
Obviously, if φ : M → M¯ is an equivalence between coframes θ = {θi} and
θ¯ = {θ¯i}, we obtain a bijection φ∗ : Inv(θ¯) → Inv(θ). So, for example, we have as
necessary conditions for equivalence that the structure functions and its coframe
derivatives of any order
Ckij ,
∂Ckij
∂θl
, . . . ,
∂sCkij
∂θl1 · · · ∂θlt
, . . .
must correspond under the equivalence. This gives an infinite set of conditions for
equivalence. However, observe that if invariants f1, ..., fl ∈ Inv(θ) sastisfy a func-
tional relationship fl = H(f1, ..., fl−1), then the corresponding elements f¯1, ..., f¯l in
Inv(θ¯) must satisfy the same functional relation
f¯l = H
(
f¯1, ..., f¯l−1
)
for the same function H . This shows that we do not need to deal with all the
invariant functions in Inv(θ), but only with those that are functionally independent.
For any subset C ⊂ C∞(M) we define the rank of C at p ∈ M , denoted by
rp(C), to be the dimension of the vector space spanned by {dpf : f ∈ C}. Also, we
say that C is regular at p if rp′ (C) = rp(C) for all p′ in a neighborhood of p in M .
Finally, we say that C is regular, if it is regular at every point p ∈M .
Definition 2.3. A coframe θ is called fully regular at p ∈M if the set Inv(θ) is
regular at p. It is called fully regular if it is fully regular at every p ∈M .
By the implicit function theorem, if θ is a fully regular coframe in M of rank d
at p ∈ M , then we can find invariant functions {h1, ..., hd} ⊂ Inv(θ), independent
in a neighborhood of p, such that every f ∈ Inv(θ) can be written as
f = H(h1, ..., hd)
in a neighborhood of p. In particular, we can assume that there is an open set
U ⊂ M containing p, where this independent set of invariant functions determine
a smooth map:
h : U ⊂M → Rd, h(p) = (h1(p), ..., hd(p)),
onto an open set X ⊂ Rd. Note that Ckij = C
k
ij(h1, . . . , hd), so the structure
functions are smooth functions Ckij ∈ C
∞(X). Also, differentiating ha, we find
dha =
∑
i
(F ai ◦ h) θ
i,
for some smooth functions F ai ∈ C
∞(X), so we obtain n vector fields on X :
Fi =
∑
F ai
∂
∂ha
.
Since the functions Ckij and the vector fields Fi satisfy
dθk =
∑
i<j
Ckij(h)θ
i ∧ θj
dh =
∑
i
Fi(h)θ
i
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we conclude that a coframe which is fully regular at p determines the initial data
of a Cartan’s Realization Problem (Problem 1.2).
Remark 2.4. The data depends on the choice of the functions {h1, ..., hd} ⊂ Inv(θ).
However, if {h′1, ..., h
′
d} ⊂ Inv(θ) is a different choice, defining an open set X
′,
giving rise to data C′
k
ij ∈ C
∞(X ′) and F ′i ∈ X(X
′), then there is a diffeomorphism
φ : X → X ′ defined from a neighborhood of h(p) to a neighborhood of h′(p), which
makes the diagram commutative:
U
h
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
h′
  ❆
❆❆
❆❆
❆❆
X
φ
// X ′
and is such that φ∗C′
k
ij = C
k
ij and φ∗Fi = F
′
i .
2.2. Global equivalence. So far, we have only considered a neighborhood of a
point where the coframe is fully regular. We consider now the case where θ is a
fully regular coframe at every point of M .
Definition 2.5. We will say that two points p and q of M are locally formally
equivalent if there exist neighborhoods Up and Uq of p and q in M and a diffeo-
morphism φ : Up → Uq such that φ(p) = q and
(2.1) f(φ(p′)) = f(p′), for all p′ ∈ Up and f ∈ Inv(θ).
Remark 2.6. We note that p and q are locally formally equivalent if and only if
f(p) = f(q) for all f ∈ Inv(θ). The crucial point is that since Inv(θ) is closed under
the operation of taking coframe derivatives, it follows that if f(p) = f(q) for all
f ∈ Inv(θ), and f1, . . . , fd ∈ Inv(θ) are functionally independent in a neighborhood
of p, then they are also functionally independent in some neighborhood of q. We
shall see later, in Proposition 5.4, that local formal equivalence and local equivalence
actually coincide.
With this definition, we have:
Proposition 2.7. Let θ be a fully regular coframe on M of rank d and denote by
∼ the local formal equivalence relation. The quotient:
Xθ := M/ ∼
has a natural structure of a smooth manifold of dimension d.
Proof. On the the orbit space Xθ := M/ ∼ we consider the quotient topology and
we denote by κθ :M → Xθ the projection. Also, if U is an open subset of M , then
we will denote by InvU (θ) the restriction of Inv(θ) to U .
We start by choosing a cover of M by a family of open sets {Uλ}λ∈Λ such that
for each λ ∈ Λ there exist elements hλ1 , . . . , h
λ
d ∈ Inv(θ) whose restriction to Uλ
are functionally independent and generate InvUλ(θ). Thus, on each Uλ we obtain
a smooth open map hλ : Uλ → R
d defined by
p 7→ (hλ1 (p), . . . , h
λ
d(p)).
The image of this map is an open subset hλ(Uλ) ⊂ Rd, and we have an induced
map on the orbit space h¯λ : Xλ → R
d, where Xλ := κθ(Uλ) ⊂ Xθ.
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Lemma 2.8. The sets Xλ form an open cover of Xθ and each h¯
λ : Xλ → Rd is a
homeomorphism onto the open set hλ(Uλ) ⊂ Rd.
Proof of Lemma 2.8. The set Xλ = κθ(Uλ) is open if and only if the saturation of
Uλ, defined by
U˜λ := {q ∈M : q ∼ p for some p ∈ Uλ},
is open in M . This follows because if q ∈ U˜λ then there exists p ∈ Uλ and a
diffeomorphism φ : Up → Uq, defined on neighborhoods of p and q, such that (2.1)
holds. Then φ(Up ∩ Uλ) is an open set containing q, which is contained in U˜λ. We
conclude that the saturation U˜λ is open, therefore Xλ is also open.
The induced map h¯λ : Xλ → Rd is continuous (by definition of the quotient
topology), open (since hλ is open) and gives a 1:1 map onto the open set hλ(Uλ) ⊂
R
d. Hence, h¯λ : Xλ → h
λ(Uλ) is a homeomorphism. 
Now observe that if there exists a diffeomorphism defined on an open subset
Wλ ⊂ Uλ with values in another open subset Wµ ⊂ Uµ,
φ :Wλ →Wµ,
and such that
f(φ(p)) = f(p), for all p ∈ Wλ, and f ∈ Inv(θ),
(for example if Uλ ∩Uµ 6= ∅, and Wλ = Uλ ∩Uµ =Wµ) then the restriction of each
hµi to Wµ can be written as a smooth function of the (restriction of the) functions
hλ1 , . . . h
λ
d , i.e.,
hµi = H
i
λµ(h
λ
1 , . . . , h
λ
d).
Since both sets
{
hλi
}
and {hµi } are functionally independent, we obtain a diffeo-
morphism
Hλµ : h
λ(Wλ)→ h
µ(Wµ).
Therefore, at the level of the orbit space, we obtain the commutative diagram:
Xλ ∩Xµ
h¯λ
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
h¯µ
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
h¯λ(Xλ ∩Xµ)
Hλµ
// h¯µ(Xλ ∩Xµ)
Therefore, the family {(Xλ, h¯λ)} gives an atlas for Xθ, whose transition functions
are precisely the maps Hλµ, so we conclude that Xθ is a smooth manifold, possibly
non-Hausdorff.
We claim that Xθ is Hausdorff. Let x, y ∈ Xθ and suppose that any two neigh-
borhoods of x and y intersect. To prove the claim we must show that x = y. For
this, pick p, q ∈ M such that κθ(p) = x and κθ(q) = y. Then, by our assumption,
any neighborhoods of p and q contain points which are in the same equivalence
class. Therefore, we can choose sequences pn → p and qn → q such that pn ∼ qn.
It follows that for any f ∈ Inv(θ):
f(p) = lim f(pn) = lim f(qn) = f(q).
This implies that p ∼ q (see Remark 2.6) so x = y. 
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We will see that the manifold Xθ plays a crucial role in the various equivalence
and classification problems associated with a fully regular coframe θ. Hence we
suggest the following
Definition 2.9. The manifold Xθ is called the classifying manifold of the
coframe and the natural map κθ : M → Xθ is called the classifying map of
the coframe.
Remark 2.10. For a arbitrary coframe θ one can still define the (singular) clas-
sifying space Xθ := M/ ∼, where ∼ denotes local equivalence (which, now, may
differ from formal local equivalence). The space Xθ is smooth on the dense open set
consisting of points where the coframe is fully regular. It is an interesting problem
to study the kind of singularities that may arise in this space.
If θ = {θi} is a fully regular coframe in M of rank d, with classifying manifold
Xθ, by Remark 2.4, the structure functions C
k
ij can be seen as smooth functions in
Xθ, while the locally defined vector fields Fi =
∑
a F
a
i
∂
∂hλa
glue to globally defined
vector fields Fi ∈ X(Xθ). We conclude that:
Proposition 2.11. If θ is a fully regular coframe on a manifold M , then it gives
rise to a Cartan’s realization problem with initial data (n,Xθ, C
k
ij , Fi) for which
(M, θ, κθ) is a solution.
3. The classifying algebroid
In the previous section we have seen that the equivalence problem for coframes
leads naturally to a Cartan realization problem. We now show that if such a problem
admits solutions, then it is associated with a Lie algebroid, called the classifying
algebroid of the realization problem.
3.1. Lie algebroids and Cartan’s Problem. Recall that a Lie algebroid A→ X
is a vector bundle equipped with a Lie bracket on its space of sections Γ(A) and a
bundle map ♯ : A → TX , called the anchor, such that the following Leibniz type
identity holds:
[α, fβ] = f [α, β] + (L♯(α)f)β, (α, β ∈ Γ(A), f ∈ C
∞(X)).
We refer to [2, 6] for details on Lie algebroids. If the vector bundle A is trivial,
so that we have a basis of global sections {α1, . . . , αn}, then we can express the
bracket by:
(3.1) [αi, αj ] =
n∑
k=1
Ckijαk,
for some structure functions Ckij ∈ C
∞(U). The anchor, in turn, is characterized
by the vector fields Fi ∈ X(X) given by:
(3.2) Fi := ♯(αi), (i = 1, . . . , n).
The Leibniz identity and the Jacobi identity for the bracket, lead to the following
set of equations:
[Fi, Fj ] =
∑
k
CkijFk(3.3)
LFjC
i
kl + LFkC
i
lj + LFlC
i
jk =
∑
m
(CimjC
m
kl + C
i
mkC
m
lj + C
i
mlCjk)(3.4)
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Conversely, if one is given functions Ckij ∈ C
∞(X) and vector fields Fi ∈ X(X)
satisfying these equations, then one obatins a Lie algebroid structure on the trivial
vector bundle A := X × Rn with Lie bracket (3.1) and anchor (3.2).
Remark 3.1. If one also chooses local coordinates (x1, . . . , xd) on a domain U ⊂ X ,
so that the vector fields Fi are expressed as:
Fi =
∑
a
F ai
∂
∂xa
,
then we obtain the complete set of structure functions Ckij , F
a
i ∈ C
∞(U) of the Lie
algebroid A. Equations (3.3) and (3.4) become:
d∑
b=1
(
F bi
∂F aj
∂xb
− F bj
∂F ai
∂xb
)
=
n∑
l=1
ClijF
a
l
d∑
b=1
(
F bj
∂Cikl
∂xb
+ F bk
∂Cilj
∂xb
+ F bl
∂Cijk
∂xb
)
=
n∑
m=1
(
CimjC
m
kl + C
i
mkC
m
lj + C
i
mlC
m
jk
)
We call this set of equations, or its shorter form (3.3) and (3.4), the structure
equations of the Lie algebroid.
We can now give the necessary conditions for solving the realization problem.
They are simply a consequence of the fact that d2 = 0:
Proposition 3.2. Let (n,X,Ckij , Fi) be the initial data of a Cartan’s realization
problem. If for every x0 ∈ X there is a realization (M, θ, h) with h(m0) = x0, for
some m0 ∈M , then the −C
k
ij ∈ C
∞(X) and Fi ∈ X(X) determine the structure of
a Lie algebroid A over X .
Proof. Differentiating equations (1.2) and (1.3) and using d2 = 0, we obtain:
LFjC
i
kl + LFkC
i
lj + LFlC
i
jk = −
∑
m
(CimjC
m
kl + C
i
mkC
m
lj + C
i
mlCjk)
[Fi, Fj ] = −
∑
k
CkijFk.
These are just the structure equations (3.3) and (3.4) for the Lie algebroid defined
by the trivial vector bundle A → X with fiber Rn, with Lie bracket and anchor
given by:
♯(αi) := Fi,
[αi, αj] := −
∑
k
Ckijαk,
where {α1, . . . , αn} is the canonical basis of sections of A. 
Using this proposition we introduce the following basic concept:
Definition 3.3. The Lie algebroid constructed out of the initial data of a Cartan’s
realization problem will be called the classifying algebroid of the problem.
We will see later that the fact that the initial data of a Cartan realization problem
determines a Lie algebroid is also sufficient for the existence of solutions, and that
this Lie algebroid leads to solutions of the various classifications problems associated
to coframes, which justifies its name.
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Remark 3.4. Notice that if we start with a fixed coframe θ on a manifold M ,
then we have an associated Cartan realization problem. The corresponding Lie
algebroid will be called the classifying algebroid of the coframe and denoted
Aθ → Xθ. If the coframe is also the solution of another realization problem, with
associated algebroid A, we will see later (Corollary 5.11) the precise relationship
between Aθ and A. Also, note that since the vector fields F1, . . . , Fn generate at
each point the tangent space to Xθ, the classifying algebroid of the coframe Aθ is
always transitive, while this does not need to hold with a general classifying Lie
algebroid A of a Cartan realization problem.
3.2. Realizations and Lie algebroid morphisms. Let A→ X be the classifying
Lie algebroid of a Cartan’s problem. Each realization (M, θ, h) of the problem
determines a bundle map:
(3.5) TM
θ //

A

M
h
// X
by setting:
TM −→ A = X × Rn,
v 7−→ (h(p(v)), (θ1(v), . . . , θn(v))),
where p : TM → M denotes the projection. This bundle map is a fiberwise
isomorphism.
We have the following basic result:
Proposition 3.5. Let A→ X be the classifying Lie algebroid of a Cartan’s prob-
lem. The realizations of this problem are in 1:1 correspondence with bundle maps
(3.5) which are Lie algebroid morphisms and fiberwise isomorphisms.
Before we prove this result, let us recall some basic facts about Lie algebroid
morphisms (see,e.g., [6]). A Lie algebroid morphism is a bundle map:
A
H //

B

X
h
// Y
which commutes with anchors:
dh ◦ ♯A = ♯B ◦ H,
and which preserves brackets. Since we are dealing with a bundle map over different
basis, to express this condition is somewhat cumbersome (see [6]). For us, it will
be convenient to use the generalized Maurer-Cartan equation, which we now recall.
First we introduce an arbitrary connection∇ on the vector bundle B → Y . Then
for any bundle maps H,G : A→ B which commute with the anchors, we define:
(a) The differential operator d∇H: for each α1, α2 ∈ Γ(A), d∇H(α1, α2) is the
section of the pull-back bundle Γ(h∗B) given by(1):
(3.6) d∇H(α1, α2) := ∇♯Aα1H(α2)−∇♯Aα2H(α1)−H([α1, α2])
1Note that, in general, d2
∇
6= 0 so that d∇ is not a differential.
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where we use the same letter ∇ for the pullback connection on h∗B.
(b) The bracket [H,G]∇: for each α1, α2 ∈ Γ(A), [H,G]∇(α1, α2) is the section
of the pull-back bundle Γ(h∗B) given by:
(3.7) [H,G]∇(α1, α2) = −(T∇(H(α1),G(α2)) + T∇(G(α1),H(α2))),
where T∇ is the torsion of the pullback connection on h
∗B.
Now we define the generalized Maurer-Cartan equation for a bundle map
of Lie algebroids H : A→ B, which commutes with the anchors, to be:
(3.8) d∇H+
1
2
[H,H]∇ = 0.
The generalized Maurer-Cartan equation is independent of the choice of con-
nection ∇. A fundamental fact (see [6]) is that a bundle map of Lie algebroids
H : A → B which commutes with the anchors satisfies the generalized Maurer-
Cartan equation if and only if it is a Lie algebroid morphism. After these prelimi-
naries, we can turn to the proof of our result.
Proof of Proposition 3.5. First we observe that triples (M, θ, h), where θ is a coframe
onM and h :M → X is a smooth map are in 1:1 correspondence with bundle maps
Hθ = (h, θ) : TM → A which are fiberwise isomorphisms. Then one checks easily
that equation (1.3) is equivalent to the condition that Hθ commutes with the an-
chors. Moreover, if ∇ is the trivial connection on the (trivial) bundle A = X ×Rn,
then equation (1.2) is equivalent to the condition that θ be a solution of the Maurer-
Cartan equation (3.8). This is a consequence of the following computation:
(d∇θ +
1
2
[θ, θ]∇)(∂θi , ∂θj) = ∇¯(∂
θi
)θ(∂θj )− ∇¯(∂
θj
)θ(∂θi)− θ([∂θi , ∂θj ])+
− T∇¯(θ(∂θi), θ(∂θj ))
= ∇♯αiαj −∇♯αjαi − θ([∂θi , ∂θj ])+
− T∇(αi, αj)
= [αi, αj ]−
∑
k
θk([∂θi , ∂θj ])αk
=
∑
k
(
Ckij − dθ
k(∂θi , ∂θj)
)
αk
=
∑
k
(∑
l<m
Cklmθ
l ∧ θm(∂θi , ∂θj )− dθ
k(∂θi , ∂θj)
)
αk
where ∂θi =
∂
∂θi
and ∇¯ denotes the pullback connection on h∗A. 
Corollary 3.6. Let A→ X be the classifying Lie algebroid of a Cartan’s problem.
If (M, θ, h) is a realization of the problem then the rank of h is locally constant and
h maps each connected component of M onto an open subset of an orbit of A.
Proof. If Hθ = (h, θ) : TM → A is the fiberwise isomorphism associated with
the realization (M, θ, h) then the condition that it commutes with the anchors just
means that:
dh = ♯ ◦ Hθ.
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Therefore, we conclude that for each m0 ∈M (i) there is a neighborhood U of m0
such that image h(U0) is contained in the orbit of m0, and (ii) rk (dm0h) equals the
dimension of this orbit. 
Remark 3.7. Note that, in general, a realization of Cartan’s problem may not have
constant rank. What the Corollary says is that if the problem has an associated
Lie algebroid then every realization has constant rank. By Proposition 3.2, this
happens if there is a solution passing through every x0 ∈ X .
4. Maurer-Cartan Forms on Lie groupoids
For a Cartan realization problem whose manifold X reduces to a point, the
structure functions Ckij are constant and the vector fields Fi vanish. In this case,
the classifying algebroid is simply a Lie algebra and one can produce solutions
to the realization problem by integrating this Lie algebra into a Lie group and
using its Maurer-Cartan form, as was explained in Example 1.3. Our solution for
a general Lie algebroid will follow the same pattern where we will now need to
integrate the Lie algebroid to a Lie groupoid. Therefore, we will need to discuss
first Maurer-Cartan forms on Lie groupoids and their universal property.
4.1. Definition of a Maurer-Cartan Form. In this paragraph we define Maurer-
Cartan forms on Lie groupoids. These turn out to be foliated differential forms with
values in the Lie algebroid.
Let F be a foliation onM . Recall that an F-foliated k-form on M is a section
of ∧kT ∗F , i.e., it is a k-form on M which is only defined on k-tuples of vector fields
which are all tangent to the foliation.
Definition 4.1. An F -foliated differential 1-form on M with values in a Lie alge-
broid A→ X is a bundle map
TF

θ // A

M
h
// X
which is compatible with the anchors, i.e., such that ♯(θ(ξ)) = dh(ξ), ∀ξ ∈ TF .
Let G be a Lie groupoid. We will use the convention that arrows in G go from
right to left, so given two arrows g and h, the product hg is defined provided that
s(h) = t(g). In particular, right translation by an element g ∈ G is a map
Rg : s
−1(t(g))→ s−1(s(g))
so it does not make sense to say that a form on G is right invariant. We must restrict
ourselves to s-foliated differential forms. We will say that an s-foliated differential
form ω on G is right invariant if
ω(ξ) = ω((Rg)∗(ξ))
for every ξ tangent to an s-fiber and g ∈ G. Equivalently, we will write
(Rg)
∗ω = ω.
Remark 4.2. If ω is a s-foliated differential form on the groupoid G with values in
its Lie algebroid A, the notion of right invariance still makes sense provided that we
assume that ω : T sG → A is a bundle map that covers the target map t : G → X .
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On every Lie groupoid we may define a canonical, right-invariant, differential
1-form with values in its Lie algebroid:
Definition 4.3. The Maurer-Cartan form of a Lie groupoid G is the Lie
algebroid valued s-foliated 1-form
T sG
ωMC //

A

G
t
// X
defined by
ωMC(ξ) := dgRg−1(ξ) ∈ At(g), (ξ ∈ T
s
gG).
For any foliation F of M , the bundle TF → M has an obvious Lie algebroid
structure with anchor the inclusion. Hence, it makes sense to talk about the gen-
eralized Maurer-Cartan equation in this context (see Section 3.2), and we have the
following:
Proposition 4.4. The Maurer-Cartan form ωMC is a Lie algebroid morphism ωMC :
T sG → A, hence it satisfies the generalized Maurer-Cartan equation:
d∇ωMC +
1
2
[ωMC, ωMC] = 0.
Proof. The definition of the Maurer-Cartan form shows that ωMC : T
sG → A
preserves anchors. On the other hand, if ξ1 and ξ2 are the right invariant vector
fields on G corresponding to sections α1 and α2 of A, then the definition of ωMC
also shows that:
ωMC([ξ1, ξ2]) = [α1, α2],
so it follows that ωMC also preserves brackets. 
4.2. The Local Universal Property. We will now show that any 1-form on a
differentiable manifold, with values in an integrable Lie algebroid A, satisfying the
generalized Maurer-Cartan equation is locally the pullback of the Maurer-Cartan
form on a Lie groupoid integrating A. We will need the following lemma.
Lemma 4.5. Let F be a foliation on a manifoldM and let θ be an F -foliated 1-form
(over h) on M with values in a Lie algebroid A → X equipped with an arbitrary
connection ∇. Assume that the distribution D = {ker θx : x ∈ M} ⊂ TF ⊂ TM
has constant rank. Then D is integrable if and only if d∇θ(ξ1, ξ2) = 0 whenever
ξ1, ξ2 ∈ D.
Proof. Choose a local basis ξ1, ..., ξr ∈ X(F) of D in an open set of M . Then by
Frobenius Theorem, D is integrable if and only if [ξi, ξj ] ∈ span{ξ1, ..., ξr} for all
1 ≤ i, j ≤ r, which happens if and only if θ([ξi, ξj ]) = 0 for all 1 ≤ i, j ≤ r. Since
θ(ξi) = 0 for all 1 ≤ i ≤ r we have
(4.1) d∇θ(ξi, ξj) = ∇¯ξiθ(ξj)− ∇¯ξjθ(ξi)− θ([ξi, ξj ]) = −θ([ξi, ξj ])
from which the result follows. 
Theorem 4.6 (Local Universal Property). Let θ be a 1-form (over h) on a man-
ifold M , with values in an integrable Lie algebroid A, that satisfies the general-
ized Maurer-Cartan equation. Let G be a Lie groupoid integrating A and denote
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by ωMC its right invariant Maurer-Cartan form. Then, for each p0 ∈ M and
g0 ∈ G such that h(p0) = t(g0), there exists a unique locally defined diffeomorphism
φ :M → s−1(s(g0)) satisfying
φ(p0) = g0, φ
∗ωMC = θ.
Remark 4.7. We can summarize the theorem by saying that, at least locally, there
is a unique map φ : M → G which makes the following diagram of Lie algebroid
morphisms commute:
TM
φ∗ //❴❴❴❴❴❴❴

θ
!!❉
❉❉
❉❉
❉❉
❉ T
sG

ωMC
}}③③
③③
③③
③③
A

M
φ //❴❴❴❴❴❴❴❴
h !!❉
❉❉
❉❉
❉❉
❉ G
t}}③③
③③
③③
③③
X
Proof. The proof uses the usual technique of the graph, so we will construct the
graph of φ by integrating a convenient distribution. Uniqueness will then follow
from the uniqueness of integral submanifolds of a distribution. Let us set:
Mh×t G = {(p, g) ∈M × G : h(p) = t(g)}.
Since t is a surjective submersion, this fibered product over X is a manifold and
it comes equipped with the foliation F given by the fibers of s ◦ πG . On Mh×t G
consider the A-valued F -foliated 1-form
Ω = π∗Mθ − π
∗
GωMC.
Let D = kerΩ denote the associated distribution on Mh×t G.
In order to apply the previous lemma, we must first show that D has constant
rank. We will do this by showing that
(dπM )(p,g)|D(p,g) : D(p,g) → TpM
is an isomorphism for each (p, g) ∈ Mh×t G. Note that this also implies that if D
is integrable then its leaf through (p0, g0) is locally the graph of a uniquely defined
diffeomorphism φ :M → s−1(s(g0)) satisfying φ(p0) = g0.
Suppose that (dπM )(p,g)(v, w) = 0 for some (v, w) ∈ D(p,g). Since D is contained
in TF , it follows that w is s-vertical and ωMC(w) is simply the right translation of
w to 1t(g) and thus,
(dπM )(p,g)(v, w) = 0 =⇒ v = 0
=⇒ ωMC(w) = 0 (= θ(v))
=⇒ w = 0
=⇒ (v, w) = 0
so that (dπM )(p,g) is injective. Now, if v ∈ TpM then (v, (Rg)∗θ(v)) is an element
of D(p,g) so (dπM )(p,g) is also surjective.
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Having accomplished this, we may use the preceding lemma to complete the
proof. We compute (omitting the pullbacks for simplicity):
d∇Ω = d∇θ − d∇ωMC
= −
1
2
[θ, θ] +
1
2
[ωMC, ωMC].
Replacing θ = Ω+ ωMC we obtain
d∇Ω = −
1
2
[Ω + ωMC,Ω+ ωMC] +
1
2
[ωMC, ωMC]
= −
1
2
[Ω,Ω]−
1
2
[Ω, ωMC]−
1
2
[ωMC,Ω].
So d∇Ω(ξ1, ξ2) = 0 whenever Ω(ξ1) = 0 = Ω(ξ2). Hence D is integrable and the
proof is completed. 
Remark 4.8. With a slight modification, the theorem above is still valid even
when A is not integrable. In fact, since an A-valued Maurer-Cartan form on M
(θ, h) ∈ Ω1(M,A)
is the same as a Lie algebroid morphism
TM

θ // A

M
h
// X
it follows that h(M) lies in a single orbit of A in X . By restricting h to a small
enough neighborhood, we may assume that it’s image is a contractible open set
U ⊂ L in an orbit L of A in X . Then, the restriction of A to U is integrable [7]
and we may proceed as in the proof of the theorem.
As a consequence of the theorem we obtain the following useful corollary:
Corollary 4.9. Let G be a Lie groupoid with Maurer-Cartan form ωMC and let
x, y ∈ X be points in the same orbit. If φ : s−1(x)→ s−1(y) is a symmetry of ωMC
(i.e., φ∗ωMC = ωMC) then φ = Rg for some g ∈ G.
Proof. Note that the equation φ∗ωMC = ωMC only makes sense provided t ◦ φ = t
(see Remark 4.2). Therefore, g := φ(1x) is an arrow joining y to x and
Rg : s
−1(x)→ s−1(y), h 7→ hg
is a symmetry of ωMC. Since Rg1x = g = φ(1x), from the uniqueness part of
Theorem 4.6 we must have φ = Rg. 
4.3. The Global Universal Property. There is a more conceptual proof of The-
orem 4.6 that will lead us to a global version of the universal property of Maurer-
Cartan forms.
First, observe that Theorem 4.6 is a local result so we may assume that M is
simply connected. The source simply connected Lie groupoid integrating TM is
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then the pair groupoid M ×M ⇒ M . By Lie’s Second Theorem (see [6]), there
exists a unique morphism of Lie groupoids
M ×M

H // G

M
h
// X
integrating θ. Now, if we are given p0 ∈M and g0 ∈ G with h(p0) = t(g0), then we
may write
H(p, p′) = φ(p)φ(p′)−1
where φ : M → s−1(s(g0)) ⊂ G is defined by φ(p) := H(p, p0)g0. Note that φ
satisfies
φ(p0) = g0, φ
∗ωMC = θ,
and so it has the desired properties.
In general, when M is not simply connected, the Lie algebroid morphism θ
integrates to a Lie groupoid morphism
Π1(M)

F // G

M
h
// X
where Π1(M) denotes the fundamental groupoid ofM . The problem of determining
when θ is globally the pullback of the Maurer-Cartan form on a Lie groupoid G
integrating A is then reduced to determining when the morphism F above factors
through the groupoid covering projection
p : Π1(M)→M ×M,
p([γ]) := (γ(1), γ(0)).
Theorem 4.10 (Global Universal Property). Let A be an integrable Lie algebroid
with source simply connected Lie groupoid G(A) and let (θ, h) ∈ Ω1(M,A) be an
A-valued differential 1-form on M . Then, given p0 ∈ M and g0 ∈ G(A) with
h(p0) = t(g0), there exists an everywhere defined local diffeomorphism
φ :M → s−1(s(g0)), φ(p0) = g0, φ
∗ωMC = θ,
if and only if
Local obstruction: The 1-form θ satisfies the generalized Maurer-Cartan
equation and
Global obstruction: The morphism F integrating θ is trivial when restricted
to the fundamental group π1(M,p0) (i.e, the isotropy group at p0).
Proof. We begin by proving that both conditions are necessary. It is clear that if
θ = φ∗ωMC then θ satisfies the generalized Maurer-Cartan equation. So all we have
to prove is that F is trivial on the isotropy group π1(M,p0). Suppose that φ exists.
Then the map
H :M ×M → G
given by
H(p, p′) = φ(p)φ(p′)−1.
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defines a Lie groupoid morphism over the map t ◦ φ.
It then follows from φ∗ωMC = θ that t ◦ φ = h and that H integrates θ. To see
this, notice that if f : M → s−1(x) and g : M → t−1(x) are smooth maps, then
the differential of ϕ(p, p′) = f(p) · g(p′) is given by
(dϕ)(p,p′)(v, w) = (dLf(p))g(p′)(dg)p′(w) + (dRg(p′))f(p)(df)p(v)
for v, w ∈ T(p,p′)(M ×M). Thus, in our case we obtain, for any v ∈ TpM ,
(dH)(p,p)(0, v) = (dRφ(p)−1)φ(p)(dφ)p(v)
= ωMC(φ∗v)
= φ∗ωMC(v)
= θ(v).
Finally, since H integrates θ we obtain the commutative diagram
Π1(M)
p

F // G
M ×M
H
;;①①①①①①①①①
where p denotes the covering projection p([γ]) = (γ(1), γ(0)). We conclude that F
only depends on the endpoints of γ and not on it’s homotopy class, proving the
claim.
Conversely, suppose both conditions are satisfied. Then by Theorem 4.6, it
follows that θ is locally the pullback of ωMC by a map φloc. However, since F only
depends on the end points of paths γ and not on their homotopy class, F factors
through
Π1(M)
p

F // G
M ×M
H
;;
Thus, by setting
φ(p) := H(p, p0)g0
we obtain a global map which, by the uniqueness result in Theorem 4.6, restricts
to the locally defined maps φloc. It follows that φ
∗ωMC = θ and φ(p0) = g0 proving
the theorem. 
Recall that we say that a Lie algebroid A is weakly integrable if the restriction
of A to any orbit is integrable. An immediate consequence of the global universal
property is the following corollary:
Corollary 4.11. Let U be a contractible manifold, let A→ X be a weakly integrable
Lie algebroid and let h : U → X be a smooth map. Any two A-valued 1-forms
θ1, θ2 ∈ Ω1(U ;A) over h satisfying the generalized Maurer-Cartan equation are
equivalent: for any p ∈ U there exists a diffeomorphism φ : U → U , fixing p and
commuting with h, such that φ∗θ2 = θ1.
CLASSIFYING LIE ALGEBROID OF A GEOMETRIC STRUCTURE 21
Remark 4.12. Using the A-path approach to integrability, introduced in [7], one
can express the global obstruction condition of the preceding theorem at the infin-
itesimal level, i.e., without any mention to the Lie groupoid G integrating A. In
fact, given any curve γ : I →M , the path θ ◦ γ˙ : I → A satisfies
♯(θ ◦ γ(t)) =
d
dt
(h ◦ γ)(t) for all t ∈ I
and thus, is an A-path. We can then rewrite the condition as:
Global obstruction: For every loop γ in M , homotopic to the constant
curve at p, the A-path θ ◦ γ˙ is A-homotopic to the constant zero A-path
at h(p).
Note also that this last condition can be expressed in terms of a differential equation
(see [7]).
5. Local Classification and symmetries
We now return to Cartan’s realization problem. We will use the Lie groupoid
integrating the classifying Lie algebroid to solve the Local Classification Problem
and to study the symmetries of the problem.
5.1. Local Classification Problem. The results of the previous two sections lead
to a solution to the Local Classification Problem. Before we give the main result,
we must say a few words about equivalence of realizations. By this we mean:
Definition 5.1. Let (n,X,Ckij , Fi) be the initial data of a Cartan’s realization.
Given two realizations (M1, θ1, h1) and (M2, θ2, h2) a (locally defined) diffeomor-
phism φ :M1 →M2 is called a (local) equivalence of realizations if
φ∗θ2 = θ1, h2 ◦ φ = h1.
This notion of equivalence should not be confused with the notion of equivalence
of coframe.
Remark 5.2. Note that if θ is a coframe on M and Aθ → Xθ is the corresponding
classifying Lie algebroid, then we have the realization (M, θ, κθ). In this case, a
self equivalence of the realization φ : (M, θ, κθ) → (M, θ, κθ) is the same thing as
an equivalence of the coframe φ : (M, θ) → (M, θ), because any self-equivalence φ
of the coframe must satisfy κθ ◦ φ = κθ. Also, given two realizations (M1, θ1, h1)
and (M2, θ2, h2), any equivalence of coframes φ : (M1, θ1) → (M2, θ2) obviously
determines an equivalence of realizations φ : (M1, θ1, h2 ◦φ)→ (M2, θ2, h2) but not
necessarily of the original realizations, since the identity h2 ◦ φ = h1 may not hold.
Now we can state:
Theorem 5.3 (Local Classification). Let (n,X,Ckij , Fi) be the initial data of a
Cartan’s realization problem and denote by A → X its classifying Lie algebroid.
Then:
(i) Any realization is locally equivalent to a neighborhood of the identity of
a fiber s−1(x0) of a groupoid G integrating A, equipped with the Maurer-
Cartan form.
(ii) Two realizations are locally equivalent if and only if they correspond to the
same point x0 ∈ X.
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Proof. Recall that we have a basis {α1, . . . , αn} of global sections of the classifying
Lie algebroid A→ X such that:
[αi, αj ] = −C
k
ijαk, ♯αi = Fi.
Let us suppose for the moment that A is an integrable Lie algebroid and that G is
a Lie groupoid integrating A. We denote by ωMC the Maurer-Cartan form of G and
by (ω1MC, . . . , ω
n
MC) its components with respect to the basis {α1, . . . , αn}. Then,
for each x0 ∈ X , (s−1(x0), ωiMC, t) is a realization of Cartan’s problem with initial
data (n,X,Ckij , Fi).
A similar argument still holds when A is not integrable. In this case, for each
x0 ∈ X we can find a neighborhood U ⊂ L of x0 in the leaf L containing it, such that
the restriction of A to U is integrable to a Lie groupoid G ⇒ U . The Maurer-Cartan
form of G takes values in A|U →֒ A so we can see it as an A-valued Maurer-Cartan
form. It is again clear that (s−1(x0), ω
i
MC, t) is a realization of (n,X,C
k
ij , Fi).
If (M, θi, h) is any realization of (n,X,Ckij , Fi), Proposition 3.5 shows that the
A-valued 1-form θ ∈ Ω1(M,A) defined by
θ =
∑
i
θi(αi ◦ h)
satisfies the generalized Maurer-Cartan equation.
d∇θ +
1
2
[θ, θ]∇ = 0.
Therefore, if p0 ∈ M is such that h(p0) = x0 then, by the universal property of
Maurer-Cartan forms, we can find a neighborhood V of p0 in M and a unique
diffeomorphism φ : V → φ(V ) ⊂ s−1(x0) such that φ(p0) = 1x0 and φ
∗ωMC = θ.
This means that any realization of Cartan’s problem is locally equivalent to a
neighborhood of the identity of an s-fiber of G equipped with the Maurer-Cartan
form.
Finally, if (M1, θ1, h1) and (M1, θ1, h1) are two realizations of (n,X,C
k
ij , Fi) and
h1(p1) = h2(p2) = x0, then there exist open sets Vi ⊂ Mi and (unique) diffeomor-
phisms φi : Vi → φi(Vi) ⊂ s−1(x0) such that φi(pi) = 1x0 and φ
∗
iωMC = θi, (i =
1, 2). Hence, the map φ−12 ◦φ1 is a local equivalence from φ
−1
1 (φ1(V1)∩φ2(V2)) ⊂M1
onto φ−12 (φ1(V1) ∩ φ2(V2)) ⊂ M2. The converse is obvious, since by definition an
equivalence between two realizations (M1, θ1, h1) and (M2, θ2, h2) of (n,X,C
k
ij , Fi)
must satisfy h2 ◦ φ = h1. 
5.2. Equivalence versus formal equivalence. Another consequence of the uni-
versal property of the Maurer-Cartan form is that “equivalence” and “formal equiv-
alence” for a coframe actually coincide.
Proposition 5.4. Let θ be a fully regular coframe on a manifold M . Any two
points p, q ∈M are equivalent if and only if they are formally equivalent.
Proof. Clearly, if two points are equivalent then they are formally equivalent. For
the converse, let φ : U → V be a formal equivalence defined on contractible open
sets such that φ(p) = q. Denote by Aθ → Xθ the classifying Lie algebroid of the
coframe and by κθ :M → Xθ the classifying map. Then, by its very definition, we
find that κθ(U) = κθ(V ) = W is an open set of Xθ and that the following diagram
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commutes:
U
φ //
κθ   ❆
❆❆
❆❆
❆❆
❆ V
κθ~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
W
Our aim is to prove that there exists a diffeomorphism ψ : U → V such that
ψ(p) = q and ψ∗θ|V = θ|U .
For this, observe that since φ is a formal equivalence we have Ckij = C
k
ij ◦ φ, so
the coframe φ∗(θ|V ) satisfies the same structure equations as θ|U :
d(φ∗θk) =
∑
i<j
Ckij(φ
∗θi) ∧ (φ∗θj).
It follows that we have two Lie algebroid morphisms:
TU
φ∗θ //

Aθ|W

U
κθ
// W
TU
θ //

Aθ|W

U
κθ
// W
We conclude that φ∗(θ|V ) and θ|U are both 1-forms in Ω1(U,Aθ) over κθ satisfying
the Maurer-Cartan equation. By Corollary 4.11, we conclude that there exists
a diffeomorphism ϕ : U → U , fixing p ∈ U and commuting with κθ, such that
ϕ∗(φ∗(θ|V )) = θ|U . The map ψ := φ ◦ ϕ : U → V is the desired equivalence
mapping p to q. 
5.3. Symmetries of Realizations. We can also use our solution to the Local
Equivalence Problem to recover a few classical results about symmetries of coframes.
Many of these results can be traced back to Cartan [3]. The formulation presented
here is based on [1]. Note that our only purpose is to show how the classifying Lie
algebroid can be used to give very simple proofs of these facts.
Definition 5.5. Let θ be a coframe on M . A symmetry of (M, θ) is a self-
equivalence, i.e., a diffeomorphism φ : M → M such that φ∗θ = θ. An infinitesi-
mal symmetry is a vector field ξ ∈ X(M) such that Lξθ = 0.
Clearly, the set of infinitesimal symmetries of a coframe (M, θ) form a Lie sub-
algebra X(M, θ) ⊂ X(M). On the other hand, we recall that the group of diffeo-
morphism Diff(M) is a Fre´chet Lie group for the compact-open C∞-topology. The
set of all symmetries of a coframe (M, θ) form a topological subgroup Diff(M, θ) ⊂
Diff(M) for the induced topology.
We also have the related notions of symmetry and infinitesimal symmetry of a
realization:
Definition 5.6. If (M, θ, h) is a realization of Cartan’s problem we call a diffeo-
morphism φ :M →M a symmetry of the realization if φ∗θ = θ and h ◦ φ = h.
Similarly, one calls a vector field ξ ∈ X(M) an infinitesimal symmetry of the
realization if Lξθ = 0 and dh · ξ = 0.
Given a realization (M, θ, h) we will denote by Diff(M, θ, h) the group of symme-
tries of the realization and by X(M, θ, h) the Lie algebra of infinitesimal symmetries
of the realization. Obviously, Diff(M, θ, h) is a subgroup of the group Diff(M, θ) of
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symmetries of the underlying coframe, while X(M, θ, h) is a Lie subalgebra of the
Lie algebra X(M, θ) of infinitesimal symmetries of the underlying coframe.
Our next result describes the relationship between the symmetries and the clas-
sifying Lie algebroid:
Proposition 5.7 (Theorem A.2 of [1]). Let (M, θ, h) be a realization of a Cartan’s
problem with classifying Lie algebroid A → X . Then the set X(M, θ, h)p of germs
of infinitesimal symmetries of (M, θ, h) at a point p is a Lie algebra isomorphic to
gh(p), the isotropy Lie algebra of A at h(p). In particular, if M is connected then
h(M) is an open subset of a leaf L of A and
dimX(M, θ, h)p = dimM − dimL
Proof. Since the result is local, we may assume without loss of generality that the
classifying Lie algebroid A→ X is integrable. If this is not the case, we can restrict
A to a contractible open set U in the leaf containing h(p) so that A|U is integrable.
Let G ⇒ X be a Lie groupoid with Lie algebroid A. Then, by the local universal
property of the Maurer-Cartan form on G (Theorem 4.6), there is a neighborhood U
of p in M and a diffeomorphism φ : U → φ(U) ⊂ s−1(h(p)) such that φ(p) = 1h(p)
and φ∗ωMC = θ.
It follows that X(M, θ, h)p coincides with the set of germs at 1h(p) of vector fields
tangent to s−1(h(p)) which are infinitesimal symmetries of the Maurer-Cartan form.
Thus, from (the infinitesimal version of) Corollary 4.9 we may conclude that these
may be identified with the isotropy Lie algebra of A at p. 
The previous result applies, in particular, to the classifying algebroid Aθ of the
coframe. Hence, if M is connected, we see that for any p, q ∈ M the Lie algebras
X(M, θ)p and X(M, θ)q are isomorphic. In the case of coframes, the following result
is classical (see Theorem 3.2 of [11]):
Theorem 5.8. Let (M, θ, h) be a realization of a Cartan’s problem. Then its group
of symmetries Diff(M, θ, h) is a (finite dimensional) Lie group of tranformations of
M with Lie algebra Xc(M, θ, h) ⊂ X(M, θ, h) the subspace generated by the complete
infinitesimal symmetries of the realization.
Proof. We can assume thatM is connected. A classical theorem of Palais (Theorem
IV.III of [15]) states that any group G ⊂ Diff(M) such that the Lie subalgebra
g ⊂ X(M) generated by the complete vector fields X whose flows φtX ∈ G is finite
dimensional, is actually a Lie group of tranformations of M with Lie algebra g.
Hence, by Proposition 5.7, it is enough to prove that for any p ∈M the restriction
map X(M, θ, h)→ X(M, θ, h)p is injective. This follows from the following lemma:
Lemma 5.9. Let X ∈ X(M, θ, h) be an infinitesimal symmetry and assume that
X vanishes at some point p ∈M . Then X ≡ 0.
To prove this lemma, it is enough to to prove that the zero set of X ∈ X(M, θ, h)
is both open and closed. It is obviously closed, and to prove that it is open let
q ∈M be such that Xq = 0. If {Xi} are the linearly independent vector fields dual
to the coframe {θi}, then:
LXθ
i = 0 ⇔ LXXi = 0.
Hence, we have that:
Xq = 0 and LXiX = 0.
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Since the Xi are everywhere linearly independent, we conclude that X vanishes in
a neighborhood of q. 
We also have the following semi-global symmetry property of a realization:
Corollary 5.10 (Theorem A.3 of [1]). Let (n,X,Ckij , Fi) be the initial data of a
realization problem with associated Lie algebroid A→ X. Let L ⊂ X be a leaf of A
whose isotropy Lie algebra is g, and let G be any Lie group with Lie algebra g. Then
over any contractible set U ⊂ L, there exists a principal G-bundle h : M → U and
a G-invariant coframe θ of M such that (M, θ, h) is a realization of the Cartan’s
problem. Moreover, this realization is locally unique up to isomorphism.
Proof. This is an immediate consequence of our classification result, Theorem 5.3.
In fact, since U is contractible and the restriction of A to U is transitive, it follows
that A|U is integrable. Moreover, for any Lie group G with Lie algebra g, there
exists a Lie groupoid G integrating A|U whose isotropy Lie group is isomorphic to
G. The restriction of the Maurer-Cartan form of G to any s-fiber furnishes the
desired (locally unique) G-invariant coframe. 
We can also use Theorem 5.3 to explain the relationship between the classifying
algebroid A → X of a Cartan realization problem and the classifying algebroid of
a coframe θ associated with a realization (M, θ, h):
Corollary 5.11. Let (n,X,Ckij , Fi) be a Cartan realization problem with associated
classifying algebroid A and let (M, θ, h) be a connected realization. Then h(M) is
an open subset of an orbit of A and there is a Lie algebroid morphism from the Lie
subalgebroid A|h(M) ⊂ A to Aθ → Xθ (the classifying algebroid of the coframe θ)
which is a fiberwise isomorphism that covers a surjective submersion.
Proof. Since M is connected, h(M) is an open subset of an orbit of A. Also, we
have a two leg diagram:
M
h
||②②
②②
②②
②②
κθ
  ❇
❇❇
❇❇
❇❇
❇
h(M)
ψ
//❴❴❴❴❴❴❴ Xθ
Observe that if h(p) = h(q) then Theorem 5.3 gives a locally defined diffeomorphism
φ : M → M , such that φ(p) = q and φ∗θ = θ. In other words, p and q are locally
formally equivalent so that we must have κθ(p) = κθ(q). This shows that we have
a well defined map ψ : h(M) → Xθ that makes the diagram above commutative.
Since κθ is a surjective submersion, we conclude that ψ : h(M) → Xθ is also a
surjective submersion.
Finally, observe that the coframe yields Lie algebroid maps
TM
{{✈✈
✈✈
✈✈
✈✈
✈
!!❈
❈❈
❈❈
❈❈
❈❈
A|h(M) //❴❴❴❴❴❴❴❴ Aθ
which cover the two legs in the diagram above, and which are fiberwise isomorphism.
Hence, we conclude that there is a Lie algebroid morphism A|h(M) → Aθ, over the
map ψ : h(M)→ Xθ, which is a fiberwise isomorphism. 
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Remark 5.12. The corollary above can be interpreted as saying that the real-
ization problem associated to a coframe is the one that has the least amount of
invariant functions involved (and thus the largest symmetry group). On the other
hand, a general realization problem deals with a coframe along with extra invariants
that must be preserved.
The following example illustrates the point made in this remark.
Example 5.13. Suppose that Ψ : G × X → X is an action of an n-dimensional
Lie group G on a manifold X , and let ψ : g→ X(X) be the associated infinitesimal
action. Let us denote by A = g⋉X the corresponding transformation Lie algebroid.
Since A is a trivial vector bundle, it determines a realization problem. In fact, if
e1, . . . , en is a basis of g such that
[ei, ej ] = C
k
ijek and Fi = ψ(ei),
then (n,X,Ckij , Fi) is the initial data to a realization whose classifying Lie algebroid
is A.
It then follows from Theorem 5.3 that every solution to this realization problem
is locally equivalent to a neighborhood of the identity in (G,ωiMC,Ψx), where ω
i
MC
are the components of the Maurer-Cartan form on G with respect to the basis
e1, . . . , en of g and
Ψx : G→ X, Ψx(g) = Ψ(g, x).
Thus, the infinitesimal symmetry algebra of a realization that corresponds to a point
x ∈ X is the isotropy Lie algebra of the infinitesimal action, i.e., X(G,ωiMC,Ψx)Id =
kerψx. Moreover, a map φ : G → G which preserves the Maurer-Cartan form is
an equivalence, if and only if it leaves the action of G on the orbit through x
invariant. In other words, it must be the right translation by an element of the
isotropy subgroup Gx.
On the other hand, the classifying Lie algebroid of the Maurer-Cartan coframe
on G is the Lie algebra g itself. The symmetries of the Maurer-Cartan coframe on
G are the right translations by any element of G.
6. Global Equivalence
We now turn to global questions related to equivalence of coframes. Namely, we
will give our solution to the Globalization and to the Global Equivalence Problems
6.1. The Globalization Problem. Recall that the globalization problem (see
Problem 1.8) asks if two germs of coframes θ0 and θ1 which solve the sames re-
alization problem are germs of the same global realization.
We recall that we say that a Lie algebroid A is weakly integrable if the restriction
of A to any orbit is integrable. Then we have:
Theorem 6.1. Consider a Cartan problem whose associated classifying Lie alge-
broid A → X is weakly integrable. Then (M0, θ0, h0) and (M1, θ1, h1) are germs
of the same global connected realization (M, θ, h) if and only if they correspond to
points on X in the same orbit of A.
Proof. Given the two germs (M0, θ0, h0) and (M1, θ1, h1), suppose that they corre-
spond to points x0 and x1 on the same orbit L of A: h0(m0) = x0 and h1(m1) = x1.
Since A is weakly integrable, there exists a Lie groupoid GL integrating A|L and
the s-fiber at x0 contains a point g with t(g) = x1. Thus, the germ of (M0, θ0, h0)
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at m0 can be identified with the germ of (s
−1(x0), ωMC, t) at 1x0 and the germ
of (M1, θ1, h1) at m1 can be identified with the germ of (s
−1(x0), ωMC, t) at g.
We conclude that (M0, θ0, h0) and (M1, θ1, h1) are both germs of the realization
(s−1(x0), ωMC, t).
Conversely, suppose that there exists a connected realization (M, θ, h) such that
(M0, θ0, h0) and (M1, θ1, h1) are the germs of θ at points p0 and p1 of M , respec-
tively. Let γ be a curve joining p0 to p1 and cover it by a finite family U1, . . . , Uk of
open sets of M with the property that the restriction of θ to each Ui is equivalent
to the restriction of the Maurer-Cartan form to an open set of some s-fiber of G,
i.e., θ|Ui = φ
∗
i ωMC for some diffeomorphism φi : Ui → φi(Ui) ⊂ s
−1(xi).
We proceed by induction on the number of open sets needed to join p0 to p1.
Suppose that both p0 and p1 belong to the same open set U1. Then φ1(p0) and
φ1(p1) are both on the same s-fiber. Thus, h(p0) = t ◦ φ1(p0) belongs to the same
orbit as h(p1) = t ◦ φ1(p1). Now assume that the result is true for k − 1 open sets.
Then any point q in Uk−1 is mapped by h to the same orbit of h(p0). Let q be a
point in Uk−1 ∩Uk. Then, on one hand, since q and p1 belong to Uk it follows that
h maps them both to the same orbit of A. On the other hand, by the inductive
hypothesis, it follows that h also maps p0 and q to the same orbit of A. 
Remark 6.2. The proposition above may not be true when A is not weakly in-
tegrable. The problem is that in this case, the global object associated to AL is
only a topological groupoid which is smooth only in a neighborhood of the identity
section. Thus, if x, y ∈ X are points in the same orbit which are “too far away”,
then we might not be able to find a differentiable realization “covering” both points
at the same time.
Motivated by this remark, it is natural to consider the problem of existence of
realizations (M, θ, h) of a Cartan’s problem, such that the image of h is the whole
leaf of the classifying Lie algebroid.
Definition 6.3. A connected realization (M, θ, h) is called full if h is surjective
onto the orbit of A that it “covers”.
The paradigmatic example of a full realization is obtained as follows.
Example 6.4. Assume that the classifying Lie algebroid A is weakly integrable.
Then the s-fibers of the Weinstein groupoid G(A) are smooth manifolds and carry
(the restriction of) the Maurer-Cartan form. Each triple (s−1(x), ωMC, t) is a full
realization.
In fact, there is a partial converse to the previous example. To explain this we
also need the following:
Definition 6.5. A realization (M, θ, h) of a Cartan’s problem is said to be com-
plete if it is a full realization and every local equivalence φ : U → V , defined on
open sets U, V ⊂ M can be extended to a global equivalence φ˜ : M → M , such
that φ˜|U = φ.
Example 6.6 ((Example 6.4 continued)). By Corollary 4.9, every local equivalence
of the realization (s−1(x), ωMC, t) is the restriction of right translation by same
element g ∈ G(A). Hence, this is an example of a complete realization.
Now we can state the following characterization (an analogous situation occurs
in [16]):
28 RUI LOJA FERNANDES AND IVAN STRUCHINER
Proposition 6.7. Let A → X be the classifying Lie algebroid of a Cartan’s re-
alization problem, and let L ⊂ X be an orbit of A. Then there exists a complete
realization over L if and only if the restriction A|L is integrable.
Proof. Assume that A|L is integrable by G ⇒ L. Then, as observed above, for any
x ∈ L, the realization (s−1(x), ωMC, t) is complete.
Conversely, let (M, θ, h) be a complete realization which covers L. By Theorem
5.8, the group of symmetries G = Diff(M, θ, h) is a Lie group of transformations of
M which fixes the fibers of h :M → L. If x, y ∈M are such that h(x) = h(y) then,
by Theorem 5.3, there exists a local equivalence φ : U → V such that φ(x) = y.
By the completeness of the realization, φ can be extended to a global equivalence
φ˜ ∈ G. We conclude that G acts transitively on the fibers of h.
Now we claim that the action of G on M is free. This will follow by showing
that the fixed point set of a symmetry φ : M → M is both open and closed. It
is obviously closed. In order to prove that it is also open, we consider the vector
fields {Xi} dual to the coframe {θ
i} and denote by φtXi their (local) flows. Then,
since φ is a symmetry, we have:
φ∗Xi = Xi ⇔ φ ◦ φ
t
Xi
= φtXi (whenever defined).
Therefore, if p ∈ M is some fixed point of φ, it follows that φtXi (p) is also a fixed
point of φ. Since the Xi are linearly independent everywhere, it follows that there
is neighborhood of p consisting of fixed points. This shows that the fixed point set
of φ is open, and the claim follows.
We conclude that the G-action on M is free and its orbits are the fibers of
h : M → L, so that we have a principal bundle
M
h

G
~~
L
The Atiyah algebroid of this principal bundle is isomorphic to A|L. Hence, A|L is
integrable as claimed. 
6.2. The Global Classification Problem. We now turn to the global classifi-
cation of coframes (Problem 1.9). For the remainder of this section, (n,X,Ckij , Fi)
denotes a realization problem with classifying Lie algebroid A → X and (M, θ, h)
is a realization.
The global equivalence of realizations of a Cartan’s problem is much more deli-
cate than the question of local equivalence. The reason is that the classifying Lie
algebroid will not distinguish between a realization and its covering. For example,
Olver in [14] constructs a simply connected manifold with a Lie algebra valued
Maurer-Cartan form which cannot be globally embedded into any Lie group, but
which is locally equivalent at every point to an open set of a Lie group.
We have the following theorem (the special cases of coframes of rank zero or
maximal rank were considered by Olver in [13]):
Theorem 6.8. Let (M, θ, h) be a realization of a Cartan problem and suppose
that the classifying Lie algebroid A → X is weakly integrable. Then M is globally
equivalent up to a cover to an open set of an s-fiber of a groupoid G integrating A.
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Proof. Let L ⊂ X be the orbit containing h(M) and choose a Lie groupoid GL
integrating A|L. Also, let D be the distribution on Mh×t GL considered in the
proof of Theorem 4.6 and let N be a maximal integral manifold of D. If πM :
Mh×t GL → M and πG : Mh×t GL → GL denote the natural projections, then
πG(N) is totally contained in a single s-fiber of GL, say, s
−1(x). Moreover, the
restrictions of the projections to N , πM : N → M and πG : N → s−1(x) are local
diffeomorphisms.
We claim that N , equipped with the coframe π∗M θ = π
∗
GωMC, is a common
realization cover of M and an open set of an s-fiber of GL. To show this, all we
must show is that πM (N) = M . In fact, if this is true,M will be globally equivalent
up to cover to πG(N) ⊂ s−1(x).
To prove this, suppose that πM (N) is a proper submanifold of M and let p0 ∈
M − πM (N) be a point in the closure of πM (N) (remember that πM |N is an open
map). Then, by the local universal property of Maurer-Cartan forms, there is an
open set U of p0 inM and a diffeomorphism φ0 : U → φ(U) ⊂ s−1(h(p0)) such that
φ∗0ωMC = θ and φ0(p0) = 1h(p0). It follows that the graph of φ0 is also an integral
manifoldN0 of the distribution D onMh×tG which passes through (p0,1h(p0)). Now
let p = πM (p, g) be any point in U ∩πM (N) where (p, g) ∈ N . Then φ0(p) ∈ G is an
arrow from h(p0) to h(p) and g is an arrow from x to h(p) and thus g0 = φ0(p)
−1 ·g
is an arrow from x to h(p0), i.e.,
•
h(p0)
•
h(p)
φ0(p)
−1
yy
•
x
g
zz
g0=φ0(p)
−1·g
||
Now, by virtue of the invariance of the Maurer-Cartan form, the manifold
Rg0N0 = {(p¯, g¯ · g0) : (p¯, g¯) ∈ N0}
is an integral manifold of D. But then, the point (p, g) = (p, φ0(p) · g0) belongs
to Rg0N0 and to N , and thus, by the uniqueness and maximality of N it follows
that N contains Rg0N0. But then, (p0, φ0(p0) · g0) is a point of N which projects
through πM to p0, which contradicts the fact that p0 ∈ M − πM (N), proving the
theorem. 
We can now deduce the special cases where the rank of the coframe is either zero
or maximal:
Corollary 6.9 (Theorem 14.28 of [13]). Let θ be a coframe of rank 0 on a manifold
M . Then M is globally equivalent, up to covering, to an open set of a Lie group.
Proof. If θ has rank 0, the classifying Lie algebroid of the coframe has baseX = {∗},
i.e., it is a Lie algebra, so it is integrable by a Lie group. It follows thatM is globally
equivalent, up to covering, to an open set of this Lie group. 
Corollary 6.10 (Theorem 14.30 of [13]). Let (M1, θ1, h1) and (M2, θ2, h2) be full
realizations of rank n over the same leaf L ⊂ X of the classifiying Lie algebroid
A→ X. Then M1 and M2 are realization covers of a common realization (M, θ, h).
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Proof. The assumptions of the corollary guarantee that L is a n-dimensional leaf
of A for which h1(M1) = L = h2(M2). Since A has rank n, it follows that the
anchor of the restriction of A to L is injective, and thus A|L is integrable (see [7]).
Moreover, its Lie groupoid G has discrete isotropy, so its target map restricts to a
local diffeomorphism on each source fiber.
It follows that we can make M = L into a realization by equipping it with the
pullback of the Maurer-Cartan form by the local inverses of t. More precisely, let
U be an open set in s−1(x) for which the restriction of t is one-to-one and let
V = t(U) be the open image of U by t. Define θU to be the coframe on V given by
θU = (t|
−1
U )
∗ωMC.
Then θU is the restriction to V of a globally defined coframe on L. In fact, suppose
that U¯ is another open set of s−1(x) for which t|U¯ is one-to-one and such that
V¯ = t(U¯) intersects V . Denote by θU¯ the coframe on V¯ defined by
θU¯ = (t|
−1
U¯
)∗ωMC.
We will show that θU and θU¯ coincide on the intersection V ∩ V¯ . After shrinking
U and U¯ , if necessary, we may assume that V = V¯ . But then, since G is e´tale,
it follows that the isotropy group Gx is discrete, which implies that U is the right
translation of U¯ by an element g ∈ Gx, i.e., U = Rg(U¯). Thus,
θU = (Rg ◦ t|
−1
U¯
)∗ωMC
= (t|−1
U¯
)∗(R∗gωMC)
= (t|−1
U¯
)∗ωMC = θU¯ ,
and θ is a well defined global coframe on L.
Now, since both M1 and M2 are globally equivalent, up to covering, to open sets
in s−1(x), it follows that the surjective submersions hi : Mi → L are realization
covers. 
Remark 6.11. There is a different, more direct, argument to see that the hi’s
are realization covers. In fact, the coframe θ1 on M1 is locally the pullback of
the Maurer-Cartan form on an s-fiber of G by some locally defined diffeomorphism
φ1 : W1 ⊂ M1 → s−1(x). After shrinking W1, we may assume that the restriction
of t to U1 = φ1(W1) is a diffeomorphism. But then,
h∗1θ = (t ◦ φ1)
∗θ
= φ∗1(t
∗ ◦ (t|−1U )
∗ωMC)
= φ∗1ωMC = θ1.
Obviously, the very same argument can be given to show that h2 is also a real-
ization cover. This can be summarized by the diagram:
s−1(x)
t

M1
φ1
;;①①①①①①①①
h1
##❍
❍❍
❍❍
❍❍
❍❍
M2
φ2
cc❋❋❋❋❋❋❋❋
h2
{{✈✈
✈✈
✈✈
✈✈
✈
L
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6.3. Cohomological Invariants of Geometric Structures. The classifying Lie
algebroid A of a fixed geometric structure should be seen as a basic invariant of
global equivalence up to covering of the structure. In fact, we have the following
result:
Proposition 6.12. Let θ be a fully regular coframe onM and let θ¯ be an arbitrary
coframe on M¯ . If (M, θ) and (M¯, θ¯) are globally equivalent, up to covering, then
(i) θ¯ is a fully regular coframe on M¯ , and
(ii) the classifying Lie algebroids of θ and θ¯ are isomorphic.
Proof. In order to prove this proposition, it is enough to consider the case where
θ is a fully regular coframe on M , θ¯ is a coframe on another manifold M¯ and
π : M¯ →M is a surjective local diffeomorphism which preserves the coframes.
First we need:
Lemma 6.13. The invariant functions of the two coframes are in 1:1 correspon-
dence: Inv(θ¯) = π∗ Inv(θ).
Proof of Lemma 6.13. Clearly, since π : M¯ → M is a cover, the locally defined
self equivalences of (M, θ) and (M¯, θ¯) correspond to each other. Hence the result
follows. 
It follows that if θ is a fully regular coframe so is the coframe θ¯. Let us de-
note by Aθ → Xθ and Aθ¯ → Xθ¯ the classifying algebroids of (M, θ) and (M¯, θ¯),
respectively. Also, we denote by κθ : M → Xθ and κθ¯ : M¯ → θ¯ the corresponding
classifying maps, so (M, θ, κθ) and (M¯, θ¯, κθ) are realizations of Aθ and Aθ¯. Since
(M¯, θ¯, κθ ◦ π) is also a realization of Aθ it follows from Corollary 5.11 that there is
an algebroid morphism from Aθ to Aθ¯, which is injective on the fibers and covers
a local diffeomorphism Xθ → Xθ¯ making the following diagram commutative:
M
κθ

M¯
πoo
κθ¯

Xθ // Xθ¯
We claim that the map Xθ → Xθ¯ is injective, so that Aθ and Aθ¯ are isomorphic.
In fact, let x, y ∈ Xθ which are mapped to the same point in z ∈ Xθ¯. Then we can
choose points p, q ∈ M and p¯, q¯ ∈ M¯ which are mapped to each other under the
commutative diagram above. Then, by Theorem 5.3, there exists a local equivalence
φ¯ : M¯ → M¯ , such that φ(p¯) = q¯. But then (after restricting to small enough open
sets) φ¯ covers a local equivalence φ :M →M such that φ(p) = q. This means that
p and q are local equivalent, so x = κθ(p) = κθ(q) = y, thus proving the claim. 
Even though the isomorphism class of the classifying Lie algebroid does not
distinguish coframes which are globally equivalent, up to covering, one can use its
Lie algebroid cohomology to obtain invariants of coframes. To illustrate this point
of view, we will now describe two invariants of coframes arising in this way.
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Given a Lie algebroid A we will denote by (Ω•(A), dA) the complex of A-forms
where Ω•(A) := Γ(∧•A∗) and the differential is given by the formula:
dAω(α0, . . . αk) =
k∑
i=1
(−1)i♯(αi) · ω(α0, . . . , αˆi, . . . , αk)+
+
∑
0≤i<j≤k
(−1)i+jω([αi, αj ], α0, . . . , αˆi, . . . , αˆj , . . . , αk).
The resulting cohomologyH•(A) is called the Lie algebroid cohomology of A. Every
Lie algebroid morphism Φ : A→ B induces a chain map
Φ∗ : (Ω•(B), dB)→ (Ω
•(A), dA),
and, hence, also a map in cohomology Φ∗ : H•(B)→ H•(A).
For a fully regular coframe θ onM the Lie algebroid cohomology of its classifying
algebroidAθ can be described in terms of invariants forms. Let us call ω ∈ Ωk(M) a
k-invariant form if for any locally defined equivalence of the coframe φ :M →M
one has:
φ∗ω = ω.
Since the differential of an invariant form is again an invariant form, the subspace
of invariant forms Ω•θ(M) is a subcomplex of the de Rham complex.
Definition 6.14. The invariant cohomology of (M, θ), denoted H∗θ (M) is the
cohomology of the complex of invariant forms.
Now we note that:
Proposition 6.15. Let (M, θ) be a fully regular coframe. Then the Lie algebroid
cohomology H∗(Aθ) coincides with the invariant cohomology H
∗
θ (M).
Proof. This is simply a consequence of the fact that θ∗ : Ω•(Aθ) → Ω•(M) is
injective and has image precisely the complex of invariant forms. In fact, a form
ω ∈ Ωk(M) is the pullback by θ of a section ϕ of ∧kA∗θ iff when we write ω in terms
of the coframe θ we have:
ω =
∑
i1<···<ik
ai1,...,ik ◦ κθ θ
i1 ∧ · · · ∧ θik ,
for some smooth functions ai1,...,ik ∈ C
∞(Xθ). 
Since can view the coframe as a Lie algebroid map θ : TM → Aθ (over the clas-
sifying map κθ :M → Xθ), there is an induced map in cohomology θ∗ : H•(Aθ)→
H•dR(M). By the previous proposition, a class belongs to the image of this map
iff it can be represented by an invariant k-form. In fact, under the isomorphism
H∗(Aθ) ≃ H∗θ (M) the map θ
∗ : H•(Aθ) → H•dR(M) corresponds to the map
H∗θ (M)→ H
•
dR(M) induced by the forgetful map.
Remark 6.16. If every local equivalence can be extended to a global equivalence
(i.e., if (M, θ, κθ) is a complete realization) then H
∗
θ (M) coincides with the invariant
cohomology H•G(M) associated with the action of G = Diff(M, θ), the group of
symmetries of the coframe. If further G is compact, then we have H•G(M) =
H•dR(M).
From Proposition 6.12 we see that invariant cohomology is an invariant of global
equivalence, up to covering.
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Corollary 6.17. Let (M, θ) and (M¯, θ¯) be fully regular coframes which are glob-
ally equivalent, up to covering. Then their invariant cohomologies are isomorphic
H∗θ (M) ≃ H
∗
θ¯
(M¯).
The invariant cohomology of a coframe is the natural place where classes asso-
ciated with the coframe live. We will study next one such example.
Remark 6.18. There is also an obvious extension of these constructions and results
to any realization (M, θ, h) of a Cartan problem, so one can define the invariant
cohomology H∗θ,h(M). This cohomology is invariant under global equivalence and
if (M, θ, h) is complete, and G = Diff(M, θ, h), then it coincides with H•G(M).
6.4. The modular class. Lie algebroids have associated intrinsic characteristic
classes (see [10, 4, 5]). Therefore, for a fully regular coframe θ we can consider
the characteristic classes of its classifying Lie algebroid Aθ and we obtain certain
invariant cohomology classes which maybe called the characteristic classes of the
coframe. The simplest of these classes is the modular class ([8, 12]) which we recall
briefly.
Given a Lie algebroid A → M the line bundle LA := ∧topA ⊗ ∧topT ∗M carries
a natural flat A-connection, which makes L into a A-representation, defined by:
∇α(ω ⊗ ν) = Lαω ⊗ ν + ω ⊗Lρ(α)ν (α ∈ Γ(A)).
When LA is orientable, so that it carries a nowhere vanishing section µ ∈ Γ(LA),
we have:
∇αµ = 〈cµ, α〉µ, ∀α ∈ Γ(A),
for a 1-form cµ ∈ Ω1(A). One checks easily that cµ is dA-closed and one calls cµ
the modular cocycle of A relative to the nowhere vanishing section µ. If µ′ = fµ
is some other non-vanishing section, then one finds that:
cµ′ = cµ + dA log |f |.
so the cohomology class mod(A) := [cµ] ∈ H1(A) does not depend on the choice
of global section µ. One calls mod(A) the modular class of A. When LA is not
orientable, one repeats the construction for LA⊗LA and defines mod(A) to be one
half the cohomology class associated with the line bundle LA ⊗ LA.
Definition 6.19. Themodular class of a fully regular coframe is the invariant
cohomology class mod(θ) ∈ H1θ (M) which under the natural isomorphismH
•
θ (M) ≃
H•(Aθ) corresponds to the class mod(Aθ).
It should be clear that if (M, θ) and (M¯, θ¯) are fully regular coframes which are
globally equivalent, up to covering, then under the natural isomorphism H∗θ (M) ≃
H∗
θ¯
(M¯) given by Corollary 6.17 the modular classes correspond to each other.
Our next proposition leads to a geometric interpretation of the modular class of
a coframe:
Proposition 6.20. Let (M, θ) be a fully regular coframe with symmetry Lie alge-
bra g := X(M, θ) of dimension k. Let {ξ1, . . . , ξk} be a basis of g and let µG be an
invariant k-form which restricts to a volume form on each g-orbit. Then:
mod(θ) = −[d log |〈µG, ξ1 ∧ · · · ∧ ξk〉|] ∈ H
1
θ (M).
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Proof. For a transitive algebroid the bundle ker ρ is a natural A-representation and
we have a natural isomorphism of A-representations ∧top kerρ ≃ LA. By Remark
3.4, the classifying Lie algebroid Aθ → Xθ is always transitive. The classifying
map kθ : M → Xθ, whose fibers coincide with the g-orbits, give an identification
k∗θ ker ρ ≃ ker dkρ. Hence, we can identify invariant sections of ker dkρ with sections
of ker ρ, and it follows that any invariant k-form µG which restricts to a volume
form on each g-orbit determines a global section of L∗A (and, hence, of LA). If
{α1, . . . , αn} denotes the canonical basis of A (which we identify with the invariant
vector fields dual to the coframe {θ1, . . . , θn}), then under these identifications, we
have that:
∇αiµG = LαiµG,
where on the right-hand side we view αi as an invariant vector field onM . It follows
that the modular cocycle relative to the section µ = µ∗G is given by:
cµ(αi) =
〈cµ(αi)µG, ξ1 ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
=
〈−∇αiµG, ξ1 ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
=
〈−LαiµG, ξ1 ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
= −
Lαi〈µG, ξ1 ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
= −〈αi, d log |〈µG, ξ1 ∧ · · · ∧ ξk〉|〉
This proves that the expression for the modular class in the statement of the propo-
sition holds. 
The proposition shows, in particular, that the natural map H∗θ (M)→ H
•
dR(M)
sends the modular class mod(θ) to zero. Thus, the modular class is an obstruction
for a complete coframe to have a compact symmetry group, i.e.,
Corollary 6.21. Let (M, θ) be a fully regular coframe. If θ is complete, and the
symmetry group Diff(M, θ) is compact, then mod(θ) = 0.
Also, we conclude from Proposition 6.20 that:
Corollary 6.22. The symmetry Lie algebra g := X(M, θ) is unimodular if and
only if mod(θ) = 0.
Proof. One finds for any ξ ∈ g that:
Lξ log |〈µG, ξ1 ∧ · · · ∧ ξk〉| =
Lξ〈µG, ξ1 ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
=
∑k
i=1〈µG, ξ1 ∧ · · · ∧ [ξ, ξi] ∧ · · · ∧ ξk〉
〈µG, ξ1 ∧ · · · ∧ ξk〉
= trace(ad ξ)
Hence, we conclude that log |〈µG, ξ1 ∧ · · · ∧ ξk〉| is an invariant function if and only
if g is unimodular. 
Remark 6.23. More generally, if (M, θ, h) is a realization of a Cartan problem
associated with a classifying Lie algebroid A→ X one can also define its modular
class by
mod(M, θ, h) := mod(A) ∈ H1θ,h(M)
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where H1θ,h(M) denotes the invariant cohomology (see Remark 6.18). A version of
Proposition 6.20 also holds.
7. An Example: Surfaces of Revolution
In this section, we consider the local classification of surfaces of revolutions up
to isometries. We begin by deducing the structure equations of a generic surface of
revolution following very closely the differential analysis presented in Chapter 12
of [13]. However, since the local moduli space of surfaces of revolution is infinite
dimensional (we will see that it depends on an arbitrary function which will be
denoted by H), we will then restrict to a finite dimensional class of surfaces of
revolution, namely those for which the moduli H has a fixed value, and exhibit its
classifying Lie algebroid. We use this example mainly to illustrate several of the
concepts and results presented throughout the paper. In the sequel to this paper,
where we discuss G-structures, we will discuss more sophisticated (and interesting
examples), such as special symplectic manifolds.
Let x, y, z denote the canonical coordinates on R3 and let z = f(x) be a curve
in the plane {y = 0} which does not intersect the z-axis, i.e., such that f(x) 6= 0
for all x ∈ R. Let Σ be the surface obtained by rotating f(x) around the z-axis,
which we can parameterize using polar coordinates
x = r cos v
y = r sin v
z = f(r)
where r > 0.
The relevant coframes for this classification problem is the one which diagonalizes
the metric ds2 induced by the Euclidean metric on Σ ⊂ R3, i.e., the coframes
{ω1, ω2} for which
ds2 = (ω1)2 + (ω2)2.
In order to simplify the expression for such a coframe, we first perform the change
of coordinates
u =
∫ √
1 + f ′(r)2dr
with inverse r = h(u), where h(u) > 0 for all u. With respect to the new coordinates
(u, v), the metric can be written as
ds2 = (du)2 + h(u)2(dv)2,
so any diagonalizing coframe for ds2 is given by{
ω1 = du
ω2 = h(u)dv.
Notice that any coframe which differs from {ω1, ω2} by a rotation represents the
same metric. This suggests that we should consider the coframe
θ1 = (sin t)ω1 + (cos t)ω2
θ2 = (− cos t)ω1 + (sin t)ω2
α = dt
on Σ× S1, where α is the Maurer-Cartan form on S1 ∼= SO(2).
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Remark 7.1. The passage from M to M × G is the very first preliminary step
in Cartan’s equivalence method. The coframe in M × G, obtained by adding the
Maurer-Cartan forms, is called the lifted coframe (see [13]).
Next, in order to obtain the structure equations and structure functions, we
differentiate the one forms θ1, θ2 and α obtaining
(7.1)

dθ1 = −α ∧ θ2 + (h
′(u)
h(u) cos t)θ
1 ∧ θ2
dθ2 = α ∧ θ1 + (h
′(u)
h(u) sin t)θ
1 ∧ θ2
dα = 0
These structure equations depend explicitly on the coordinates u and t. However,
this can be fixed by replacing the form α by
(7.2) η = α−
h′(u)
h(u)
((cos t)θ1 + (sin t)θ2) = α− h′(u)dv.
If we now rewrite (7.1) in terms of the new coframe we obtain
dθ1 = −η ∧ θ2
dθ2 = η ∧ θ1
dη = κθ1 ∧ θ2
where κ = −h′′(u)/h(u) is the Gaussian curvature of Σ.
Remark 7.2. The substitution of α by η is another step in Cartan’s equivalence
method and is known as absorption of torsion (see [13]).
The next step is to calculate the coframe derivative of κ. We obtain
dκ = κ′(u)((sin t)θ1 − (cos t)θ2).
However, since Σ is a surface of revolution, we know that its symmetry Lie group
must be at least one dimensional. It follows that there can be at most two indepen-
dent invariants, and since we already have two invariant functions, namely t and κ,
we conclude that κ′(u) = H(κ) for some H ∈ C∞(R).
Remark 7.3. By its definition, t is the angle between the orthogonal coframe at
a point and the special coframe {du, h(u)dv} given in the adapted coordinates.
Thus, imposing t as an invariant is the same as considering surfaces of revolution
up to isometries which fix the angle t. This can be geometrically interpreted as a
restriction on the allowed symmetries of Σ. For a generic surface of revolution this
is not really a restriction but, for example, when H = 0, i.e., when the curvature
of Σ is constant, this imposes a true restriction on the symmetry group.
Finally, from (7.2) we find that
dt = η + J(κ)((cos t)θ1 + (sin t)θ2)
for some J ∈ C∞(R). The relationship between the two functions H and J follows
from imposing d2κ = 0. If we assume κ′(u) 6= 0, i.e., that H(κ) 6= 0, it yields
(7.3) J ′(κ)H(κ) = −κ− J(κ)2.
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In conclusion, the full set of structure equations for surfaces of revolution is
(7.4)

dθ1 = −η ∧ θ2
dθ2 = η ∧ θ1
dη = κθ1 ∧ θ2
dκ = H(κ)((sin t)θ1 − (cos t)θ2)
dt = η + J(κ)((cos t)θ1 + (sin t)θ2)
where H is an arbitrary smooth function and J ∈ C∞(R) is determined by (7.3).
Notice that d2 = 0 is a consequence of the equations above.
Remark 7.4 (Continuing Remark 7.3). When κ′(u) = 0 the analysis above col-
lapses and the structure equations for surfaces of revolution reduce to:
(7.5)

dθ1 = −η ∧ θ2
dθ2 = η ∧ θ1
dη = κθ1 ∧ θ2
dκ = 0.
Now that we have found the structure equations for an arbitrary surface of revo-
lution, we may immediately write the classifying Lie algebroid A for such surfaces.
As a vector bundle, A ∼= (R × S1) × R3 → R × S1. Its Lie bracket is given on the
constant sections e1, e2 and e3 by
[e1, e2] (κ, t) = −κe3
[e1, e3] (κ, t) = e2
[e2, e3] (κ, t) = −e1
and its anchor is given by
♯(e1)(κ, t) = H(κ) sin t
∂
∂κ
+ J(κ) cos t ∂
∂t
♯(e2)(κ, t) = −H(κ) cos t
∂
∂κ
+ J(κ) sin t ∂
∂t
♯(e3)(κ, t) =
∂
∂t
.
Again, when κ′(u) = 0 (cf. Remarks 7.3 and 7.4), the analysis collapses and we
obtain an algebroid over a 1-dimensional manifold with zero anchor (i.e., a bundle
of Lie algebras).
For any function H(κ) the equations above determine a Lie algebroid. From
Theorem 5.3 and the fact that the algebroid is transitive, we deduce that:
Proposition 7.5. For any κ0 ∈ R and any H ∈ C∞(R) there exists a surface of
revolution Σ with p ∈ Σ such that κ(p) = κ0 and for which κ
′(u) = H(κ). Moreover,
any two such surfaces of revolution are locally isometric in a neighborhood of the
points corresponding to κ0.
We can also use the classifying Lie algebroid to describe the infinitesimal sym-
metries of surfaces of revolution (see Proposition 5.7 and Theorem 5.8). For this,
we must distinguish the cases κ′(u) 6= 0 and κ′(u) = 0:
H(κ) 6= 0: In this case, which is generic, it is easy to see that the anchor
is surjective, and thus the symmetry Lie algebra is 1-dimensional, which
corresponds to rotation around the axis of revolution.
H(κ) = 0: In this case, the surface of revolution has constant curvature. The
orbits of the corresponding Lie algebroid are 0-dimensional, and thus, the
symmetry Lie algebra is 3-dimensional. We have the following 3 possibili-
ties:
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sl2 if κ < 0 Hyperbolic Geometry
se2 if κ = 0 Euclidean Geometry
so3 if κ > 0 Spherical Geometry
Remark 7.6. Note that a surface of revolution which has non-constantH(κ) which
passes through 0 cannot appear as a realization of our Cartan’s problem. The reason
is that the corresponding coframe will not be fully regular.
Remark 7.7. Strictly speaking the classifying Lie algebroid described above (and
also the conclusions deduced from it) concern the coframe θ1, θ2, η, and not the
surface itself. However, it will be shown in [9] how to deal with Cartan’s realization
problem on finite type G-structures. In particular, the realization problem discussed
here should be treated as a realization problem on the orthogonal frame bundle of
the surface of revolution.
We remark that for each choice of a function H , the classifying Lie algebroid dis-
cussed above is the classifying Lie algebroid of a single coframe; namely the coframe
θ1, θ2, η on the orthogonal frame bundle of the surface of revolution. However, the
(local) moduli space of surfaces of revolution is clearly infinite dimensional. Thus,
in order to describe a class of surfaces of revolution, we will consider here only those
for which H is constant.
Remark 7.8. The condition that H is constant can be seen a second order dif-
ferential equation on the curvature tensor R of the induced metric on the surface
of revolution. In fact, using the coordinates u, v introduced earlier, we can express
the class of surfaces being considered as the class of surfaces of revolution for which
∇ ∂
∂u
(∇R) = 0,
where ∇ is the Levi-Civita connection of the surface. Since this condition is equiv-
alent to κ(u) being an affine map, we will denote such surfaces by affinely curved
surfaces of revolution.
Note now that since we are not prescribing a specific value for the constantH , we
must consider it as a new invariant function for affinely curved surfaces of revolution
which is subject to the condition dH = 0. Similarly, J is no longer determined and
must also be added to our set of invariant functions. It then follows from (7.3) that
whenever H 6= 0 (which we assume from now on)
dJ = −(κ+ J2)((sin t)θ1 − (cos t)θ2).
Thus, as a complete set of structure equations for affinely curved surfaces of
revolution one obtains:
(7.6)

dθ1 = −η ∧ θ2
dθ2 = η ∧ θ1
dη = κθ1 ∧ θ2
dκ = H(κ)((sin t)θ1 − (cos t)θ2)
dt = η + J(κ)((cos t)θ1 + (sin t)θ2)
dH = 0
dJ = −(κ+ J2)((sin t)θ1 − (cos t)θ2).
Again, it is easily verified that these structure equations have as a formal con-
sequence that d2 = 0, and thus they determine the classifying Lie algebroid B for
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affinely curved surfaces of revolution. As a vector bundle, B ∼= Y ×R3 → Y , where
Y =
{
(κ,H, J, t) ∈ R3 × S1 : H 6= 0
}
.
Its Lie bracket is given on the constant sections e1, e2 and e3 by
[e1, e2] (κ,H, J, t) = −κe3
[e1, e3] (κ,H, J, t) = e2
[e2, e3] (κ,H, J, t) = −e1
and its anchor is given by
♯(e1)(κ,H, J, t) = H sin t
∂
∂κ
− (κ+ J2) sin t ∂
∂J
+ J(κ) cos t ∂
∂t
♯(e2)(κ,H, J, t) = −H cos t
∂
∂κ
+ (κ+ J2) cos t ∂
∂J
+ J(κ) sin t ∂
∂t
♯(e3)(κ,H, J, t) =
∂
∂t
.
Observe that the orbits of this Lie algebroid are 2-dimensional, so we can con-
clude that:
Proposition 7.9. For any κ0, H0, J0 with H0 6= 0 there exists an affinely curved
surface of revolution whose structure invariants take the values κ0, H0, J0. More-
over,
(1) Every affinely curved surface of revolution has a one dimensional symmetry
Lie algebra.
(2) If two affinely curved surfaces of revolution are open submanifolds of a third
affinely curved surface of revolution, then there invariant constant function
H must agree.
Appendix A. The classifying Lie algebroid of a single coframe
In this appendix we will use the jet bundle approach to give a coordinate free
construction of the classifying Lie algebroid associated to a fully regular coframe θ
on a manifold M . We begin by recalling some general constructions.
Let N be a manifold and let π : N → M be a smooth map. We denote by
J1N →M the bundle of 1-jets of sections of π. Let us denote by Hom(TN, π∗TM)
the vector bundle over N whose sections are bundle maps
TN //
!!❈
❈❈
❈❈
❈❈
❈ π
∗TM
{{✇✇
✇✇
✇✇
✇✇
✇
N,
and by J1(Hom(TN, π∗TM)) the bundle of 1-jets of sections of Hom(TN, π∗TM).
After a choice of a (local) flat connection, we can identify a point of J1(Hom(TN, π∗TM))
in the fiber over x ∈ N with a pair (q, lq), where q ∈ Homx(TN, π
∗TM) and
lq : TxN → Homx(TN, π
∗TM)
is a linear map. It follows that we may define a bundle map
J1(Hom(TN, π∗TM))
Alt //
''PP
PP
PP
PP
PP
PP
P
Hom(∧2TN, π∗TM)
ww♦♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
N
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given locally by
Alt(q, lq)(v ∧w) =
1
2
lq(v)(w) − lq(w)(v).
It is easy to check that this formula does not depend on the choice of (local) flat
connection, so the bundle map is well defined.
Example A.1. If we take M to be the real line R and π to be a constant map,
then the construction above yields a map
J1(T ∗N)
Alt //
##❍
❍❍
❍❍
❍❍
❍❍
∧2T ∗N
{{①①
①①
①①
①①
①①
N
that satisfies
Alt(j1α) = dα.
Now, note that we may view π∗ as a section of Hom(TN, π
∗TM). Thus, by
applying Alt, we obtain a section Alt(j1π∗) ∈ Hom(∧2TN, π∗TM).
Definition A.2. The structure tensor of π : N →M is the map
c : J1N → Hom(∧2TM, π∗TM)
defined by
c(Hp)(v ∧ w) = Alt(j
1π∗)(v˜ ∧ w˜),
where v˜ and w˜ are the horizontal lifts of v, w ∈ Tπ(p)M to Hp.
Remark A.3. In the definition above, we have identified j1xs ∈ J
1N with the
horizontal subspace Hs(x) = dxs(TxM) of Ts(x)N .
Example A.4. In the case where N is the frame bundle ofM (or more generally a
G-structure overM), the structure tensor is simply its first order structure function
(see, for example, [19, 18] or [9]).
After these preliminary remarks, we now return to intrinsic construction of the
classifying Lie algebroid of a fully regular coframe θ on a manifoldM . Let us denote
by F(M) the frame bundle of M . Thus,
F(M)
π

GLn
~~
M
is a principal GLn-bundle whose fiber over a point p is
π−1(p) = {φ : Rn → TpM : φ is a linear isomorphism} .
The coframe θ can be identified with a section of F(M). It gives rise to trivi-
alizations TM ∼= M × Rn and T ∗M ∼= M × Rn and with respect to the canonical
base of Rn, we can write θ = (θ1, . . . , θn) or dually ∂
∂θ
= (θ1, . . . , θn). A basis of
sections of ∧2T ∗M ⊗ TM is then given by
θijk = (θ
i ∧ θj)⊗ θk.
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With respect to this basis, the structure tensor c applied to j1θ gives rise to a section
of ∧2T ∗M ⊗ TM whose coordinates are the structure functions, i.e.,
c(j1θ) =
∑
Ckijθ
ij
k .
It follows that we may view the set F0(M) of structure functions of θ as the section
c(j1θ) of Hom(∧2TM, TM).
Note also that j1c is a map
J1(J1F(M))→ J1(Hom(∧2TM, π∗TM)).
Recall that J1(Hom(∧2TM, π∗TM)) is isomorphic to
(∧2T ∗M ⊗ TM)×Hom(TM,∧2T ∗M ⊗ TM).
Let us denote by ∇ the flat connection on ∧2T ∗M ⊗ TM induced be θ. Then a
basis of sections of Hom(TM,∧2T ∗M ⊗ TM) is given by
θijk,l = ∇θlθ
ij
k .
With respect to this basis, the section j1c(j2θ) of J1(Hom(∧2TM, TM)) is written
as
j1c(j2θ) =
∑
Ckijθ
ij
k +
∂Ckij
∂θl
θijk,l.
Thus we may view the set F1(M) formed by the structure functions and its coframe
derivatives as the section j1c(j2θ) of
J1(Hom(∧2TM, TM)).
If we continue in this way, we may identify the set Fr(M) of all coframe derivatives
of the the structure functions up to order r with the section
jr−1c(jrθ) ∈ Γ(Jr(Hom(∧2TM, TM))),
which we shall call the r-th order structure section of θ.
Now, the coframe θ induces a trivialization of Jr(Hom(∧2TM, TM)). Thus we
have an identification between all its fibers. We shall denote them by Kr and by
prθ : J
r(Hom(∧2TM, TM))→ Kr
the associated projection. We observe that the coframe θ is fully regular if and only
if each of the maps
M
κ˜r
55
jr−1c(jrθ) // Γ(Jr(Hom(∧2TM, TM)))
prθ // Kr
has constant rank.
Thus, we can summarize the construction made so far by saying that each
coframe θ on M , viewed as a section of F(M), gives rise to a section
sθ ∈ Γ(J
∞(Hom(∧2TM, TM)).
Moreover, since the coframe θ induces a trivialization of J∞(Hom(∧2TM, TM)),
there is a natural projection
pθ : J
∞(Hom(∧2TM, TM))→ K∞,
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where K∞ denotes the fiber of J
∞(Hom(∧2TM, TM)). If, additionally, we assume
that θ is fully regular, then κ˜θ = pθ ◦ sθ has constant rank, and thus its image in
K∞ is an immersed submanifold (possibly with self intersection) which we denote
by X˜, i.e., there is a manifold X , and an immersion (not necessarily injective)
φ : X → K∞ such that
M
κ˜θ
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲
κ˜∞
((sθ // Γ(J∞(Hom(∧2TM, TM)))
pθ // K∞
X
φ
33❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣❣
We remark that again, as in Section 2.2, we may take X to be the quotient of M
by the equivalence relation where two points p and q are identified if and only if there
is a locally defined formal equivalence of θ which takes p to q. Thus, by construction,
we may view the structure section of order zero c(j1θ) ∈ Γ(Hom(∧2TM, TM)) as
being defined on X . In other words, there is a smooth map
cˆ : X → Hom(∧2TM, TM),
such that
M
j1c(θ) ''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
κ˜θ // X
cˆww♣♣♣
♣♣
♣♣
♣♣
♣♣
♣
Hom(∧2TM, TM)
It is convenient to use the coframe θ to fix a trivialization of TM so that cˆ becomes
a map
cˆ : X → Hom(∧2Rn,Rn).
Finally, if we define n vector fields on X through
Fi = (κθ)∗
∂
∂θi
∈ X(X),
then we can describe the classifying Lie algebroid Aθ → X of θ explicitly as follows.
We take Aθ to be the trivial vector bundle Aθ = X × Rn and define its structure
by
[ei, ej] = −cˆ(ei ∧ ej)
♯(ei) = Fi
where {e1, . . . , en} denotes de canonical basis of sections.
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