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Ahhoz, hogy a számitógépek memória lehetőségeit jól és gyorsan lehessen kihasználni, gyak
ran alkalmaznak lineáris hierarchikus tárolási eljárásokat. Az ilyen hierarchikus információ—tá
rolási eljárások esetén meghatározott szárnu Szó alkot egy “lap”—ot: A hierarchia minden szint
jén lehetőség van lapok tárolására, és az egyes szinteken belül elhelyezhető lapok száma külön-
böző lehet. Egy futó programban a tárolási helyekre történő hivatkozások minden lépésben két-
féle módon történhetnek. Vagy az első szinten elhelyezkedő lapra irányul a hivatkozás, amikor
is az elérés közvetlenül megtörténik, vagy egy alsóbb szinten elhölyezkedő lapra, amikor is ezt
: a lapot automatikusan át kell helyezni az első szintre. Az utóbbi esetben más lapokat alsóbb
szintekre kell helyezni. Az alsóbb szinten lévő lapra hivatkozást szokás lapolási hibának (page
fault) nevezni. A tárolási eljárás lineárisan hierarchikusnak szokás nevezni, ha a keresett lapot a
‘ megtalálási szintről az összes közbenső szinteken keresztül lehet eljuttatni a legelső szintre.
A memória elvi bővitésének lehetőségét először a virtuális memória rendszernek megvalósi
tása adja (lásd Kilburn [9]), melyet először az ATLAS rendszernél készitettek. A buffer—táro
lós memóriákataz IBM 360-as rendszerben alkalmazták. A lapok cserélési eljárásai közül az u.n.
: megkeresési lapolás (demand paging), amikor is csak akkor van csere a szintek között, ha lapo
‘ lási hiba fordul elő — a legelterjedtebb. A cserélési algor.itmusok közül a következőket emlit
: jük meg: . .
1. Az első bekerült kerül ki (FIFO: first in, first out) algoritmus, amely az első szinten
legrégebben bennlévő lapot helyezi alacsonyabb szintre lapolási hiba esetén.
2. A legritkábban használt kerül ki (LFU: least frequently used) algoritmus, amely az
első szinten -- egy bizonyos perióduson belül — legkevesebbszer használt lapot helye
zi alacsonyabb szintre lapolási hiba esetén.
3. A legrégebben ha’sznált.kerül ki (LRU: least recently used) algoritmus, amely az első
szinten legrégebben hivatkozott lapot helyezi alacsonyabb szintre lapolási hiba~esetén.
4. Optimális algoritmus, amely azt a lapot helyezi az első szintről alacsonyabbra, amely
re a jövőben legkésőbb fognak hivatkozni. Ez utóbbi nyilván használhatatlan a gya
‘ korlatban, mivel a’ program jövőbeni viselkedését kellene ismerni.
5. Véletlen(RR: random replacement) algoritmus~ mely az első szint lapjai közül bárme
lyiket egyenlő valószinüséggel helyez alsóbb szintre lapolási hiba esetén.
Ebben a cikkben megmutatjuk, hogy bizonyos egyszerü feltevések esetén megadhatók olyan
tárolási, illetve cserélési eljárások, amelyek a lapolási hibák átlagos számát minimalizálják. A
‘ feladat megoldásánaál a legjelentősebb korlátozás, hogy az egymásutáni hivatkozások függetle
nek. Ez a feltevés a gyakorlatban ritkán téljesül, és csak mint durva közehtés használható.
Opderbeck és Chu [11] dolgozatukban a relativ gyaicoriságokon alapuló lap—tárolási algorit
must vizsgálják. Ez az algoritmus áll legközelebb a Bayes—féle feltevésen alapuló optimális eljárás
hoz, igy nyilvánvaló, hogy szimulációs eredményeik alátámasztják a jelen cikkben bizonyitandó
optimális eljárás jóságát. Idézett dolgozatunkban megmutatjuk, hogy az általuk gyakorisági he
lyettesitési algoritmusnak (FFF: page fault frequency replacement algorithm) nevezett eljárás jobb,
mint az ERU (legrégebben használt) algoritmuson alapuló eljárás. Mérési eredményeik egyben azt
is igazolják, hogy a lapok független hivására vonatkozó feltevések igen általános feltételek mellett
jó közelitésnek tekinthetők.
Megmutatjuk azokat a feltételeket, melyek mellett a megoldás a “kétpisztolyos bandita”
(illetve többpisztolyos bandita) problémakör megoldására vezethető vissza. Kitérünk a különböző
más feltétel melletti feladat megfogalmazásakor, azok lehetséges megoldásaira és a közelitésekre is.
Mindenekelött egy, a programozás szempontjából elvi jelentőségü feladat megfogalmazásával
kezdjük. Multiprogramozásu gép egy programját vizsgálva vetődik fel ezen program két lapja két
L különböző fokozaton való elhelyezési próblémája. Amennyiben a második fokozaton lévő lapra
történő hivatkozás esetén a két lapot azonnal ki kell cserélni, semmilyen optimalizálási feladat
nem merül fel. Tegyük fel, hogy lehetőség van mindkét lap első szinten való tartására a hivatkozás
befejezéséig, és csak ezután (azaz az ujabb hivatkozás előtt) helyezzük a lapok valamelyikét a má
sodik fokozatra, .
Az Aho, Denning, UUman [11 féle kétszintes tárolási eljárás (lásd még: Franaszek, Wagner
[5]) esetén, amikor az elérési idők átlagát akarjuk minimalizálni, a fenti megvalósitás reális. Ezért
röviden ismertetjük egy ilyen rendszer vázlatát. (1. ábra). .
~ első szint (cache)
háttér tároló
n — k lap
1. ábra Kétszintes tárolás
L
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Az első szint (cache vagy puffer) egykisebb, de gyors elérésü memória— egység, a második szint
(háttér tároló) la~sabb elérésű memória— egység. Az ~ . . . hivatkozási sdr generálása a le
hetséges A1 ‚A2,.. ~ lapokra vonatkozik (i~~ = j, ha az !-edik hivatkozás az A1 lapra törté
nik). Az összes elérés. az elsó szinten történik, ha a hivatkozott lap az első szinten van: az elérési
b, idő T1 mp., ha a második szinten ‚ akkor előbb az első szintre kell hozni és az elérési idő T2 mp
: (általában T2 )‘ T1). Az első szinten egy szabad hely rendszerint rendelkezésre áll az esetleges
helyettesités (csere) lebonyolitásához (lásd: Aho, Denning, Uliman [1]). Az itt ismertetett eljárás
: annyiban uj, hogy a hivatkozás végén kell dönteni a második szintre történő kivitelről (esetleges
cseréről).
: Visszatérve a két lap esetére az előbbi megfogalmazás alapján jutunk a következő optimali
: zálási feladatra. Az A1 és A2 programrészekre (lapokra) való hivatkozások történjenek függet
: lenül egymás után, de hivatkozásaik valószinüségeit nem ismeijük. A könnyebb elérésü szint sor-
: száma legyen 1, a nehezebbé 2. Minden hivatkozás után lehetőség van annak eldöntésére, hogy
az A1 vagy az A2 programrész kerüljön a könnyebb elérésű helyre. N számu független hivat
kozás esetén olyan döntési eljárást kivánunk kidolgozni az A1 illetve A2 elhelyezésére, amely
[ mhimalizálja a nehezebb elérésü helyre való hivatkozások számát (azaz a lapolási hibák számát).
:. Feltételezzük, hogy az esetleges cserék nem kerülnek költségbe.
Ha az A1 és A2 programrészek hivatkozási valószinüségei: p1 és 1 — Pl ismertek, és
‘ p1 > 1— p1, az A1 részt kell a könnyebb elérésü 1. helyre helyezni, mivel az 1. helyre tör
ténő átlagos hivatkozások száma ekkor Np1, és az nagyobb, mint az ellenkező elhelyezés ese
: tén. Ha az A1 és A2 hivatkozási valószinüségei nem ismertek első közelitésben, feltesszük
hogy az egyes programrészekre való hivatkozási valószinüségek p1 illetve p2 és Pl > p2
ismertek (p1 + p2 = 1, bár ez nem szükséges kikötés), de Ismeretlen a hozzárendelés sorrend
je.
Jelölje ~ a megfigyelési folyamatot (t = 1,2, . . ; ‚ A’), lehetséges értékei 1,2 és
megadja, hogy a z’ időpontban az A1 (~i~ = I) vagy az A2 ~ = 2) programrészre történt-e
hivatkozás.
Az x~’1) (ahol d = 1, haaz A1 és d = 2, ha az A2 programrész van a 2. (nehezebb)
elérésü helyen) valószinüségi változó a d döntés esetén megadja, hogy a t időpontban melyik
helyre történt hivatkozás:
1 ha az I. helyen lévő programrészre történik hivatkozás)
. 0 ha a 2. helyen lévő programrészre történik hivatkozás.
Minden kisérletnél módunkban áll választani (döntést hozni) az előző kisérletek eredményei a-







A W valószinüségi változó lehetséges értékei legyenek
1 ha (A1, A2) hivási valószinüségei (p2,,p1),
2 ha (A1 ‚ A2) hivási valószinüségei (p1 ‘ p2).
Legyen továbbá az U.n. nem megfigyelhető ÍV komponens apriori eloszlása
F(W= 1)~i, P(W=2)=~2= ~
Feltevéseink szerint tetszőleges t időpontban
= iiw= i} = = oiw= 1) =
p{x52) = 1IW= 2) = p1, r{x~2) = 01W = 2) =
p(x~1~ liW= 2}=p2, = OIW=2} =p1,
= iiw= i} =~2~ P(x2)= oiw= l} =p1
Az optimalizálási feladat megfogalmazása: a 5 = (d0 ‚ ‚ . . . ‘ ~) döntési sorozat olyan
8* megválasztása, melyre
(d) (d) (d
. E(X10 +X21 ±...+XN_l))=max.
N
Hasonló feladat megfogalmazása és megoldása megtalálható DeGroot [2] könyvében (14.7.~),
ezt használjuk fel a következő pontban. A dinamikus programozás u.n. Bellman egyenlete segitsé
gével történő megoldást (lásd p1. Proborov—Rozanov [12] 363. o.) ismertetjük az alábbikaban. Ez a
nyereség egy más megfogalmazását igényli. A nyereségfüggvény V(x) definiciója az x megfi
gyelés esetén a következő:
1 ha x= 1,
V(x) = .
O ha x=0.
Az optimalizálási feladat a ÍV változó I időpontban adott ~(t) apriori (vagy a t — 1 utá
ni apostreiori) eloszlás estén .
N




V(t,~(t),x) = b[t,N] V(t,E(t), X~ = x,~ItiN])
megadása. Nyilvánvaló, hogy
V(N, ~(N),x) = V(x) (független a ~ eloszlástól),
V(N 1),x) = V(x) ± = = 11W l)V(N,~(~,1) +
±P(W= 2)P(~f’) = liW= 2)V(N,&~,l)J,
ahol
V(N,~(JV),l) = 1.
Az útobbi összefüggés a dN = 1 esetben a következőt adja
V~N— 1, ~(N— 1),x, dN_l = 0= V(x)+ (~1(~p2 + ~~p1}
mig a dN_l = 2 esetben a -
V(N — 1, ~(N — 1), x,dNJ = 2) = V(x) + (E1(~p1 ± ~2(~~2 }
adódik. Különbségük (feltevésünk szerint p1 > p2)
E1CN)(p1 — p2) — — p2) = (E1(N) — ~2V))(p1 P2) ‚
alapján a ~jJV)> ~ esetben tiN_i = 1, mig a ~(N) k~ esetben a tiN_i = 2
döntés az optimális. Tehát ebben a lépésben csak a ~(N) aposteriori eloszlás alapján kell dön
teni az eljárás optimalizálásáról. A továbbiakban szükség van a
‘ p(w= iix t_1~=x} .
valószinüségek meghatározására. A Bayes tétel alapján, (ahol P (W = i } Jelenti a t időpont-
beli apriori valószinüséget) -
- ) P{x”t_1~=~iw= i}~{w= i}t’l d ) (d )
P{X t-l ~ l}P(W l}±P(X’ ~-1 =xiW 2}P{W 2)
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ahol E1 (1) = $~ adott, és Igy látható, hogy a Hi változó t-beli aposteriori valószinüsége ki
fejezhető az apriori valószinüségek segitségével. Az aposteriori valószinüségek segitségével tetsző-
[ leges t-re
‘ V(t,$(t)~) = V(x) ± max {E1(t + l)P{X~f~= 11W = i} V(t + l,~(t ± l),1)+ ...)
+ E2(t + 1)P(X~= 01W = 2) V{t + l,&t ± 1),0)}.
Innen könnyen leolvasható, hogy az optimális döntési eljárás:
ci~ = 1 ha E1(t+ 1)> E2(t± 1),
2 ha E1(t+ 1)< E2(t+ 1).
A döntési eljárás tehát az u.n. rövidlátó politika: a t-edik lépésben azt a programrészt
(lapot) helyezzük a 2. szintre (nehezebb elérésü helyre), amelynek hivási valószinüsége, aposte
non valószinüsége nagyobb. .
2.
‘ Az A1, A2, A3 lapok közül a központi memóriában csak kettő tárolására van lehetőség,
[ a harmadikat háttér tárolóban kell elhelyezni. Feltételezzük, hogy a lapok hivatkozási val&zi- ‘
L nüségei első közelitésben a következő módon ismeretlenek. A > > ~3 ~p1 ± ~2± ~ = 1)
valószinüségek ismertek) de számunkra meg nem adott sorrendben vannak hozzárendelve az
egyes lapokhoz. Mivel a háttér tárolón lévő lapra történő hivatkozásnál hosszabb adm’inisztrációs
munkára is szükség van, természetesnek tünik minimalizálni N lépés (N hivatkozás) esetén
a háttér tárolóban lévő lapra történő hivatkozások átlágos számát. ‘ ‘ . .
A programozás technikailag és fizikailag megvalósitható eljárások alapján különböző tipu
su feladatok me~oldása lehetséges. Ha a d döntés azt Jelenti, hogy melyik lap elhelyezése tör-
ténik a háttér tárolóban (cl = 1, ha A~ kerül a háttér tárolóba, I = 1,2,3), akkor elegendő
megvizsgálni a háttér tárolóhoz történő hivatkozások száma várható értékének minimumát. Ez
a megoldás azonban gyakorlatilag nehezen képzelhető el, mivel azt jelenti, hogy elegendő a Ia-
pot a programrész lefutása (a lap felhasználása) után a külső tárolÓra visszahelyezni (ós ekkor
: ‘ a döntés vonatkozhat bármelyik lapra). Multiprogramozás esetén ez az eljárás használható, mivel
a közj~onti memóriában található szabad hely. A valóságban hiva~kozás esetén a lapok cseréje
azonnal megtörténik. Ennek a feladatnak a megfogalmazásával később foglalkozunk.
Jelölje t~. (lehetséges értékei I ‚2,3) a megfigyelhető folyamatot, amelynek értéke a t
időpontban megadja, hogy melyik lapra történt hivatkozás.
Legyen X’Y’) az a folyamat, amely megmutatja, hogy a cl döntés esetén a központi
memóriában vagy a háttér tárolón lévő lapra történt-e hivatkozás. Azaz
— .
= 11W = 1) = ± = i—p3 =r(x5’~ = 1IW= 2)
p(x~2) = 11W = 3} = p1 + p2 = 1 p3 = r(X~ = 11W = 4)




Az változókra (d =
d0 ‚d~ — i sorozatot
1,2,3) vonatkozó kisérleteket úgy kivánjuk elvégezni, azaz a
ugy megválasztani, hogy
(d) (dZ=X~~)+X21 + ...±XNN1
(A1 ‚ 2 A 3)
1)
várható értéke, E(Z)) maximális legyen.
Tegyük fel, hogy a ~~L’ p2, p3) számhármasnak az (A1, A2, A3) lapokhoz történő hozzá
rendelése a W valószinüségi változó értékeit jelenti:
W=1, P(W=1)=E~1
W = 2, (p3. p1, p~), . P(W = 2) = ± ~12 =
W= 3, (p2,p33p1), P(W 3) E21~
W = 4, (P1,P3, p2), = 4) = E22~ E~ + E22 =
W= 5, (p2~p1~p3h .P(W= 5) E31~
W = 6, (p1,p2, p3), P(W = 6) = E32~ E31.± E32 =
A P {x~) = x,i~ = jIB’ = k } valószinüségek meghatározása azon feltevés alapján történik,
hogy tetszőleges t időpontbeli kisérletnél az egyes lapokra történő hivatkozás valászinüsége
csak W értékétől függ, és független az előző kisérletek kimenetelétől.. Például:
1.
= 1, ~ = 21W = 5) = p1.
P(XV~=0, n~=3IW=5)=O.
Köxrnyü meghatározni a következő valószinüségeket
14 —
A W valószinüségi változó különböző értékei nem függetlenek egymástól, igy az (X$”~, ~
megfigyelések 14’ egész aposteriori eloszlását megváltoztatják.
Ha első szinten lévő lapra történik a hivatkozás, az ezen a szinten lévő lapok aposteriori
hivatkozási valószinüségei megnőnek és nem kell alsóbb szintüvel felcserélni. Alacsonyabb szint-
ten lévő lapra történő hivatkozás esetén a behivott lap a szükséges hivatkozás után ismét külső
tárolóra kerülhet, ha aposteriori hivatkozási valósziriüsége nem nőtt eléggé.
A továbbiakban az x kisérleti eredmény (mely megadja, hogy belső vagy külső lapra tör




Jelölje tetszőleges szekvenciális eljárás esetén M azoknak a hivatkozásoknak a Számát (az U.n.
: “hibás döntések”-nek a számát) a lehetséges N-ből, amelyeknél nem a p3 valószinüségű lap
volt a háttér tárolón. Feltevéseink szerint a megfigyelő nem tudja, hogy melyik XW (i = 1 ‚2,3)
változóra vonatkozó megfigyelést jelenti a “hibás döntés” (amikor nem a p3 valószinüségü
lap a külső).
M tekinthető a “hibás döntések” számának, mivel az ideális megoldás az lenne, hogy min
dig a legkisebb valószinüségü lap legyen a háttér tárolón.
Az előbbi veszteségfüggvény esetén az E(M) várható érték minimalizálása és E(Z) maxi
malizálása ekvivalens feladat. Ez az optimalizálási feladat speciális esete a következő megfogal
mazásu feladatnak.
Legyen $ a W változó eloszlása. Adott N és E esetén jelölje VN(E) az N megfigye
lés (hivatkozás) után a különböző döntési eljárásokhoz tartozó lehetséges összegek várható érté
kének maximumát.
Tekintsük azt az eljárást, amely az első megfigyelést x~ -re (azaz az A1 lap van hát
tér tárolon) végzi, majd N — 1 lépésben optimális. Az x~’~ megfigyelés után a 14’ változó
aposteriori eloszlása &Xi’ b* és a megmaradó N — 1 lépésben az összeg maximuma
1 (&X~’ )))~ Ennél az eljárásnál az összeg várható értéke E(XV ~± ~ (EG~<1 )))~
Hasonlóan, ha az első megfigyelés x~12~ volt (az A2 lap volt a háttér tárolón) és ezután
optimális az eljárás az összeg várható értéke E(X<J2~ ± VN 1(&X~2~))) lesz. Végül az első
megfigyelés lehet x~3~ (az A3 lap helyezkedik el a háttér tárolón). A ~N(E) függvény
ki kell elégitse a következő összefüggést
* Ez a valészinüség ‘~ értékétől fBgg, ezt azonban nem jelöljük.
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= max(E[X4j’~ + J’N_l(~XÍ’b)],E[) + ~N_l(K1(i2)))L
+ VN_1)))]}.
Mivel O a fenti összefüggésből V1, ~2’ szukcesszive meghatározható.
Más tipusu nyereségfüggvényekre a későbbiekben visszatérünk.
Lemma. Az E(M) értéket akkor c’s csak akkor minimalizálja egy szekvenciális eljárás,
ha egyben maximalizálja E(Z) értékét.
Bizonyitás. A bizonyitás hasonlóan végezhető, mint a két lehetséges alternativa esetén
(v.ö. DeGroot [2j,l4fl~l. lemma).
A megfogalmazott feladat optimális döntési eljárása meghatározásához tekintsük ismét
Bellman egyenleteit. Adott eloszlás estén nyilvánvalóan teljesülnek a következő összefüggések
Legyen





V(N— 1,&N— 1),x) = V(x) + maX[~11(Nr{X~N_1) = 11W = i} V(N,~(fV),l) ±
+ ~12(~P(X~N_ ~ = 11W = 2} V(N,$(~,1)+ :
+ ~32(N)P {x~N_ O = 11W = 6} V(N,EUV),1)]
ahol
V(N,~(.N),1)= 1.
Az utóbbi kifejezésre dN = 1 esetén




= V(x) + [E~V~(1 —p2) ± E12 (NX1 ‘-1~ + E21Q’~(1 — p3) -4- E22(NX1 —p3) ÷
+ E~1(N)(1 P1)± E32~(1 —p2)~,
mig dN_ 1 = ~ esetén
= V(x) ± [E~(~”)(1 ~°1~ ± E12U\O(1 —p2)+ E21(1vx1 ~~1) + E22~’x1 —p2)+
± E31(’~/x1 —p3) + E32(N)(1 —p3)}
adódik.
A — ~‚ ~ — és — ~ különbségek a következőképpen irhatók
— E2 = (1 — p3)(E1UV) — E~UV)) + (1 p2)[E21(N) + E31(1V) E32(~1 +
± (l p1)[.E22(N) + E12U”)
E1 — E3 = (1 p3)(E1(JV) — E3(AO) ± (1 — p2)[E21QV) + E31(N) — E12(JV) E22(~~~)1 ±
± (1 —p1)[E22(~~) + E32UV) E11(N) E21(A’)b
— ~.= (1 —p3)(E2 — E3) + (1— p2)[E~2 ± E32 E~ — +
± (1 —p1)~E11 + E31 E22 E12]~ .
A jobboldal első ta~a ~> E2 és E1 > E3 esetén — pozitiv, mivel p3 <p2 <p1. A
többi tag rendszerint elhanyagolható (bár lehetnek negativak is), igy a döntési szabály a
~ mennyiségek alapján hozható.
A Bellman egyenletek általános felirása szintén könnyen megtörténhet:
Y(t,E(t),x) = V(x) ± pax~11(t+• l)P{X~= 1IW= 1}V(t± l,E(t+ l),1)
+ ... ± OIW= 6}V(t± l,E(t+ l),O)~,
ahonnan a döntési eljárásrekurzive leolvasható. Mégpedig a max (E1(t+ 1), E2(t+ 1), E3(t+ 1))
aposteriori valószinüség értéke alapján hozunk döntést.
l—e .. .Ha = = 2 p3 = E (ahol e 0) konnyu megmutatni, hogy
~ —~ = (l/2—~c)[E1QV)--E~(IV)],
E1 — E3 = (1/2— 3/2e)[E1(.N)— E3(N)1,
‚ E2 —E3 = (1/2— 3/2e)~E2(N)— E3UV)1 .
Innen közvetlenül adódik, hogy = max E’ = max = ~ azaz azt a lapot helyezzük a hát
tér tárolóra melynek E aposteriori valószinüsége maximális.
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Az aposteriori valószinüségek meghatározása a Bayes képlet segitségével történik~
(d ) = xIW = i}P(W =
P(W=iIX~ =x)= 6 (d )
t-l =xIw=j}P(W=j}
/=1
ahol P {W = j } az aposteriori valószinüséget jelenti. Amint azt már korábban láttuk a
= 11W = i} valószinüségek megadhatók a p1 értékek segitségével, különben a
P {X~”~, i~I W ) valószinüségek meghatározására van szükség.
3.
A döntési eljárás és kisérlet (a lapokra történő hivatkozás) következő megfogalmazása (ős
egyben a döntési tér megszoritása) jobban megfelel a legtöbb gyakorlati követelménynek is. Ha
a második szinten lévő lapra történik hivatkozás, az helyet cserél egy első szinten lévő lappal,
mig első szinten lévő lapra történő hivatkozás esetén nem történik csere, csak az aposteriori
valószinüségek változnak meg. Legyenek a jelölések továbbra is az előző pontban bevezetettek.
A döntési eljárás a következő;
. (d .) .
= d, ~‘ nmcs változás, ha X1 ~ = I, azaz első szinten lévő lapra történt hivat
kozás;
= (d1_1 ± 1 vagy d~_ ~ + 2, mod 3) ha 4’~’— ~ = 0, azaz első szintü lap kerül
ki, és az a lap, amelyik.a második szinten volt, felkerül az első szintre.
Feltételezzük, hogy ~ kezdeti eloszlás esetén a max (E’. E2, E3) valószinüségi lap helyezke
dik cl a második szinten, azaz = I, ha max (E1, E2, E3) =
A döntési tér ilyen megszoritása esetén vizsgáljuk a
(d) (‚1 )Z=X1° +...+XNN~
hibátlan lapolási hivatkozások számának maxinializálását, adott E kezdeti eloszlás esetén.
A Bellman egyenletek ebben az esetben a következők
V(N,E(ZV),x) = V(X)
* Mivel a teljes megfigyelés ‘l’,X1-re vonatkozik a Bayes.féle képletben, szükség van a PQ’1 ~ ‘~ tjIW k) feltételes
valószinüségekre. A gyakorlatbhn csak az X~ folyamat megfigyelése töiténik, ez a feladat azonban új próblémákat vet fel,
melyre itt nem térünk Id. .
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ás
V(N— l,~(N— l),l)= V(l)+~ = i~w= 1}v(N,&~,u÷
+ .. . + O = 11W = 6)V~N,&~,l)b
ás = dN_2, illetve
V(N— l,~(N— l),0)= V(O)+ nax[~11(J = iiw= i}V(N,&N),1)±
.. .± = 1IW= 6}V(N,~(IV),l)1,
ás = (d~.’2 + 1 vagy dN_2 + 2, mod 3), V(0)= 0.
A dN_ = 1 döntés értéke elsősorban a ~‚CN) valószinüságek viselkedésétől Függ. Ha
2 = 3 volt az előző pontban végzett számitásokhoz hasonlóan kiszámitható, hogy
= 1, ha
(1 — p3)(~1(N)— ~2’~’~ + ~ ~2»~2l(~”) + +
+ (1— p1)[$22(JV) + E32UV) — ~12(.N — ~31CN)1 >0




amint az várható volt. Abban a speciális esetben; amikor
ás p3=c(e~O) a
V(N — 1,~(N — l),O,l) — V(N — l,~(N — l),0,2)
különbségre pontosan
— 3c)[~1(N)
adódik ás az optimális döntés ás ~2 összehasonlitásából adódik.
Általánosan felirva a Bellman egyenletet belátható, hogy a lapolási hibák számát az az el
járás minimalizálja, amely az első szinten lévő lapok közül szükség esetén azt a lapot viszi a
második szintre, amelyhez tartozó legkisebb hivatkozási valószinüségek aposteriori valószinüsé
ge a legnagyobb.
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Az aposteriori valószinüségek kiszámitása az előzőekhez hasonlóan történhet. Erre itt kü
lön nem térünk ki.
A legutóbb megfogalmazott döntési eljárás egy lehetséges módositása a következő (az eljá
rás realizálása elképzelhető, de a gyakorlatban nem ismert hasonló megoldás):
Ha az első. szinten lévő lapra történik hivatkozás a nyereség legyen 1, ha a második szinten
lévő lapra történik hivatkozás és csak csere történik egy elsőszintü lappal, a nyereség legyen 0,
ha a második szinten lévő lapra történik hivatkozás és a hivatkozás befejezése után szükség van
a kivitt csere lappal történő visszacserélésre, a nyereség legyen —1.. A VN(~) nyereségre vonat
kozó előző pontbeli összefüggések érvényben maradnak, azonban az optimális eljárás nem Z
várható értékének maximalizálását jelenti.
4.
Az általános esetben feltételezzük, hogy az A1 ‚ A2, . . . ‚ A,~ lapok közül az első szinten
(a központi memóriában) csak k < n tárolható, a továbbiak a másodikon helyezhetők el. A
lapok hivatkozási valószinüségeiről feltételezzük, hogy adottak
P~ =1
de ismeretlen az egyes lapokhoz való hozzárendelés sorrendje. A B’ valószinüségei változó n!
lehetséges értéke a különböző hozzárendeléseket jelenti, eloszlását jelölje
= ~11’”’’ ~1(n — 1)!’ ~h1’” ‘ tt(n —
A ~. valószinüség B’ olyan értékhez rendelt valószinüséget jelent, amelynél az A~ laphoz a
minimális p,~ valószinüség tartozik. .
Az előbbiekhez hasonlóan a Bayes—féle hozzáállás alapján ismét a második szinten (háttér
tárolón) lévő lapokra történő hivatkozások átlagos számát kivánjuk minimalizálni.
ii! .
A d döntés k!(n — k)! lehetséges különböző értéke a háttér tárolón elhelyezendő lapokra
vonatkozik. A dönt&si tér megszoritása abban án, hogy a háttér tárolón lévő lapra történő hi
vatkozás esetén a lap az első szintre kerül s vagy azonnali, csere történik, vagy — ez a nehezeb
ben realizálható eljárás — a hivatkozás befejezése után történik valamelyik első szinten lévő
lap második szintre helyezése. .
Multiprogramozás esetén ez utóbbi eljárás használható, mivel a központi memóriában .szabad
hely rendelkezésre áll.
Az 77’ megfigyelhető folyamat, melynek lehetséges értékei 1,2, . . . ‚ n megadja, melyik
lapra történik hivatkozás a t időpontban. Az X’~’I) folyamat megadja, hogy d döntés ese
tén az első vagy második szinten lévő lapra történik-e hivatkozás. .
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I Ha első szint~
„‘(‘1)
O ha második szint.
FcI~áIcIcz,.uk hogy tetszőleges t időpontban az egyes lapokra történő hivatkozás valószinüsége
cs~ik W értékétől Függ, és független az előző kísérletek kimenetelétőj. A W változó értékei
fuggőek, igy az (X~”~, ~ megfigyelési sorozat megváltoztatja aposteriorj eloszlását.




A feladat Ilyen formában történő megfogalmazása általánositása a 2. és 3. pontokban
megfogalmazott feladatnak, ahol n = 3 volt. Mivel elég nagy n esetén lényeges eltérés nem
tapasztalható a 2. és 3. pontbeli feladat megoldása között, elegendő az egyik feladattal fog
lalkozni. -
Bebizonyitható, hogy jó közelitéssel mindig az a lap kerül (szükség esetén) a második
szintre, amelyhez tartozó legkisebb hivatkozási valószinüség valószinüsége a legnagyobb. A JV
segédváltozó bevezetése, mely megadja, hogy az egyes valószinüségek mely lapokhoz tartoznak,
itt is szükség és kezdeti eloszlása a megfigyelések során lényegesen változhat.
Cd) (a ) . . . .. . .A P( W1X1 0 ‚ ‘ ~ t_~ ) aposteriori valószinüségeloszlás viseHcedése hatarozza meg .a
követendő döntési eljárást. A képletek felirását és a számitásokat mellőzzük, mivel azok az
n = 3 eset formális általánosjtásaj
Az eddigiekben tárgyalás során lényeges megszoritás volt, hogy az r~. folyamat (a lapokra
történő hivatkozások) egy független valószinüségi változó sorozatot jelentett. Feltételezve
ről markovitást, vagy bizonyos periodicitást, a feladat megfogalmazása csak formálisan válik ke
zelhetőyé. Amint erről az olvasó meggyőződhet Ingargiola és Korsh [8] cikkéből, ahol általános
Markov hivatkozás esetén felirják a dinamikus programozásból adódó összefüggéseket de egyet
len általános elvű megoldást nem sikerül adniok. . .
A Markov tipusú hivatkozások pedig természetesek, különösen a Denning-féle munkamezők
kel történő programleirás mutatja ennek jelentőségét. A szükséges megfigyelésszám — N — meg
választása a ~ valószinüségektől Függ. A gyakorlatban, mivel az optimális eljárás igen bonyo
lult számitásokat igényel, a következőképpen tanácsos eljárni.
A p1 valószinüségektől függő N megadása után elvégezve az optimális eljárást, felvilágositást
kapunk az egyes lapofc hivatkozási valószinüségeire is. A nagy számok törvényealapján, amint
ezt több cikkben is teszik (lásd p1. Gyires [7]) ezután a relativ gyakoriságok alapján történik a
lapok besorolása a különböző szintekre.
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Az optimális ős közelitő eljárások összehasonlitását elvégző szimulációs eredmények ismer
tetésére egy másik dolgozatban kivánunk visszatérni.
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Summary
On optimal performance of page storage hierarchies
M. Arató
The Bayes sequential design is obtained for an optimization problem involving the choice
of page replacement. In the most elementary case given are twp pages A1, A2, request pro
babilities p1 > i2 (Pi ± p2 = 1), a positive integer N and a number ~. A sequence of
N references is to be made and at each stage either A1 or A2 is on the second level, the
loss being 1 if a page fault occurs (a reference to the second level), O otherwise. ~ is the
apriori probability that A1 has the less request probability, P2 . The replacement of one
page to the second level occurs after delivering the contents of the demanded page. The refe
rence string is an independent, identically distributed random sequence. The principal result
of this paper is a proof of optimality for the sequential procedure which at each stage puts
the page to the second level with higher posterior probability of having the smaller request
probability p2. The solution is similar to the solution of “two—armed bandit problem”. The
general case when the number of pages, n ~ 2 and the number of pages on the first level,
k( 1 ~ Ic < ii) are given and the apriori probability distribution ~ = (h,... ‚ ~) of the
request probabilities p1 ~ p2 ~ . . .> p,~( .2 p. = 1) is given the optimal sequential proce~
dure is constructed. Special cases are examined when the solution does not depend on the
request probabilities.
The results of the paper give general mathematical foundation of the “least frequency





OnTgMayxbHag npoLIe~ypa PÍ~ xpaHeHzx CTaHNfl
M. Apaio
paccMaTpHBaeTca BattecOBcKast TIOCTaHOBRa 3a~a’ui wIH OnTHMH~
SaIU{H xpaHeHHH H UBpeCTaHOBKH cTpaHp~ B BN’cHcnHTenbHofl MauJHue C
BxpTyanbHo~ UaMHTblO H C MynbTHnporpaMrvlzpoBaHHeM. B caMOt~
rIpocTOÜ nocTaHoExe 3a~a’lH npe~I!OflOraeTC5~, ‘~TO HMeeTca ItBe cipa—
HHI.~H A1, A2 C BepoaTHocT~MH oőpalxIeHHa p1>p2 (p1+p2=1), z.~enoe
nono)KHTenbuoe ‘~cno N H ‘IHCflO O<~<1, nocne.z~oBaTeyIbHocTb N oő—
paweHH~ K cTpaHHI~aM xBngeTcg He3aBHCHMO~ H B KaflblR M0MeHi Bpe—
MeRM H.TIH A1 Him A2 HaxO~HTCH Ha BT0p0M ypoBHe TIaM~TH /~~yraa Ha
nepBoM/. ECnN oöpau’ewHe npOHCXOX~HT K CTPaHIWe Ha BropoM ypoBRe
rloTepb paBeH 1 H O B ~ipyroM cny’~ae. ~ BepO~THOCTL ‘ITO cTpaHHL~a
A1 KM~~T BCPOHTHOCTL oőpargeHHH p2. FIoCbUIKa 0,~HO~1 H3 cTparnrn wa
BTopoÍt ypoBeHb npoHcxo~HT nocne ‚ILOCTaBZH CO~ep)lcaHHH Tpe6yeMO~1
cTPaHHLWÍ.
rnaBHbrn pe3ynbTaT cTaTBH COCTOHT B cJIe~yIon~eM: onTNMaJxbHaa
npoI~e,Iwpa B Ka)K~bWI MOMeHT BpeMeHH nOcb!naeT TY CTpaHHIW Ha BTO
po1t~ ypoBesb HaM2TH Koropas! HMeeT HazőoJnwyIo aposteriori BePO—
ETHOCTb HMeTb MeHBIIIYIO BepO5ITHOCTb oőpaxueHH~ p2. Pe3ynbTaTw
o6o6tgaIoTca Ha csiy’iaV~ n(>3) c~pa~rn~, r~e 2(k<n MOFyT HaxOJ~HTbCR
Ha nepBoM ypoBHe naMs!TH’ PaCCMaTpHBaIOTCs! CneIJHaflbHb!e cny~aH
icor.ua orITHManbHoe penleHHe He 3aBHCHT OT BepozTHocTei~ oőpa1z~eHHS{
~ (Ep.1).
pe3ynbTanl cTaT~H garaT MaTeMaTrnec}coe OŐOCHOBaHHe paHee
pa3paőoTaHHblx arbropHTMoB rge nocnegoBaTenbHocTb oőpatzeHHs!
HB,Is!eTca He3aBHcHMo~.
