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1 Introduction
A combined finite element scheme with a pressure-stabilization and a characteristics
method for the Navier-Stokes equations has been proposed by us [20, 22]. In this
paper we prove stability and optimal error estimates for the scheme with a natural
stabilization parameter.
The system of the Navier-Stokes equations is one of the most important basic
models in flow dynamics and is often employed in scientific computation. In order
to solve convection-dominated flow problems many ideas have been proposed, e.g.,
upwind methods [1, 4, 7, 14, 18, 19, 32, 34], characteristics(-based) methods [3, 10, 12,
13, 20–23,25–28] and so on.
We focus on the characteristics finite element (C-FE) methods, which include less
numerical diffusion among them and such a common advantage that the resulting
matrix of the system of linear equations is symmetric. The advantage enables us to
use efficient linear iterative solvers for symmetric matrices, i.e., MINRES, CR and
so on [2, 29]. A C-FE scheme for the Navier-Stokes equations has been originally
proposed in [25] and error estimates of the form O(Dt+ hm+(hm+1=Dt)) have been
proved. In [31] optimal error estimates of O(Dt+ hm) have been proved for a C-FE
scheme of first order in time for the Navier-Stokes equations. In [3] a C-FE scheme for
the Navier-Stokes equations of high order in time has been presented and optimal error
estimates of O(Dt2+ hm) have been proved. In these schemes it is supposed that the
pair of finite element spaces for the velocity and the pressure satisfies the conventional
inf-sup condition [16], e.g., P2/P1 (Hood-Taylor) finite element, which leads to large
degrees of freedom.
In [20,22] we have proposed a stabilized C-FE scheme for the Navier-Stokes equa-
tions by combining a pressure-stabilization [6] and a characteristics method of first
order in time, while its theoretical analysis was not completed at that time. To the
best of our knowledge the scheme is the first stabilized C-FE scheme for the Navier-
Stokes equations. The characteristics method works well for convection-dominated
problems, and the pressure-stabilization is employed for the use of the cheap P1/P1
finite element. The scheme is symmetric by virtue of the characteristics method and
we can use efficient linear iterative solvers for symmetric matrices. Since the result-
ing matrix is identical with respect to the time step, it is enough to make the matrix
only once at the beginning. As for a corresponding stabilized C-FE scheme for the
Oseen equations we have recently proved essentially unconditional stability as well as
convergence with optimal error estimates of O(Dt+h) in [24].
In this paper we prove conditional stability and optimal error estimates of O(Dt+
h) for the scheme proposed in [20, 22] with a natural stabilization parameter. The
nonlinearity of the Navier-Stokes equations is overcome by mathematical induction,
which has been developed for C-FE schemes in [3, 31]. The key issue of the proof
of stability and convergence is how to estimate the essential supremum norm of first
derivatives of the numerical velocity, and the estimate is more delicate than those in [3,
31] because the P1/P1 finite element has only the first order interpolation property for
the first derivatives. The condition on time increment for the stability and convergence
to be proved is the same as that of [31]. Consequently, the scheme leads to efficient
computation especially in 3D as well as mathematical reliability with the optimal error
estimates.
Let m be a non-negative integer and W be a domain in Rd(d = 2;3). We use the
Sobolev spaces Wm;¥(W), Hm(W) and H10 (W) as well as Cm(W¯). For any normed
space X with norm k  kX , we define function spaces Cm([0;T ];X) and Hm(0;T ;X)
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consisting of X-valued functions in Cm([0;T ]) and Hm(0;T ), respectively. We use
the same notation (; ) to represent the L2(W) inner product for scalar-, vector- and
matrix-valued functions. The norms inWm;¥(W)d and Hm(W)d are simply denoted as
k  km;¥  k kWm;¥(W)d ; k  km  k kHm(W)d ;
and the notation k  km is employed not only for vector-valued functions but also for
scalar-valued ones. L20(W) is a subspace of L2(W) defined by
L20(W)

q 2 L2(W); (q;1) = 0	:
We often omit [0;T ], W and/or d if there is no confusion, e.g., C0(H1) in place of
C0([0;T ];H1(W)d). For t0 and t1 2 R we introduce function spaces
Zm(t0; t1) fv 2 H j(t0; t1;Hm  j(W)d); j = 0;    ;m; kvkZm(t0;t1) < ¥g;
and Zm  Zm(0;T ), where the norm kvkZm(t0;t1) is defined by
kvkZm(t0;t1) 
 m
å
j=0
kvk2H j(t0;t1;Hm  j(W)d)
1=2
:
The abbreviation LHS means the left-hand side.
2 A pressure-stabilized characteristics finite element
scheme
In this section we present our pressure-stabilized characteristics finite element scheme
for the Navier-Stokes equations [20, 22] with a natural stabilization parameter.
Let W be a bounded domain in Rd(d = 2;3), G  ¶W be the boundary of W and
T be a positive constant. We consider an initial boundary value problem; find (u; p) :
W  (0;T )! RdR such that
Du
Dt
 Ñ 2nD(u)+Ñp= f in W  (0;T ); (1a)
Ñ u= 0 in W  (0;T ); (1b)
u= 0 on G  (0;T ); (1c)
u= u0 in W ; at t = 0; (1d)
where u is the velocity, p is the pressure, f : W  (0;T ) ! Rd is a given external
force, u0 : W ! Rd is a given initial velocity, n 2 (0;n0] is a viscosity for a fixed
n0 > 0, D(u) is a strain-rate tensor defined by
Di j(u) 12

¶ui
¶x j
+
¶u j
¶xi

(i; j = 1;    ;d);
D=Dt is a material derivation defined by
D
Dt
 ¶
¶ t
+u Ñ:
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Letting V  H10 (W)d and Q  L20(W), we define bilinear forms a on V V , b on
V Q and A on (V Q) (V Q) by
a(u;v) 2 D(u); D(v); b(v;q) (Ñ  v; q);
A ((u; p);(v;q)) na(u;v)+b(v; p)+b(u;q);
respectively. Then, we can write the weak formulation of (1); find (u; p) : (0;T )!
V Q such that for t 2 (0;T )Du
Dt
(t);v

+A ((u; p)(t);(v;q)) = ( f (t);v); 8(v;q) 2V Q; (2)
with u(0) = u0.
Let Dt be a time increment, tn nDt for n2N[f0g and f n f (; tn) for a function
f defined in W  (0;T ). Let X : (0;T )! Rd be a solution of the ordinary differential
equation,
dX
dt
= u(X ; t); (3)
for a smooth function u :W  (0;T )! Rd . Then, it holds that
Du
Dt
(X(t); t) =
d
dt
u
 
X(t); t

:
Let X(;x; tn) be the solution of (3) subject to an initial condition X(tn) = x. For a
velocity w : W ! Rd let X1(w;Dt) :W ! Rd be a function defined by
X1(w;Dt)(x) x w(x)Dt:
Since the position X1(un 1;Dt)(x) is an approximation of X(tn 1;x; tn), we can con-
sider a first order approximation of the material derivative at t = tn(n 1),
Du
Dt
(x; tn) =
d
dt
u
 
X(t;x; tn); t

t=tn
=
un un 1 X1(un 1;Dt)
Dt
(x)+O(Dt);
where the symbol  means the composition of functions,
vX1(w;Dt)(x) v(X1(w;Dt)(x));
for v and w : W ! Rd . X1(w;Dt)(x) is called an upwind point of x with respect to
the velocity w. The next proposition proved in [28] gives a sufficient condition to
guarantee all upwind points are in W .
Proposition 1 ( [28], Proposition 1). Let w2W 1;¥(W)d be a given function satisfying
wjG = 0, and assume
Dt <
1
kwk1;¥ :
Then, it holds that
X1(w;Dt)(W) =W :
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For the sake of simplicity we assume that W is a polygonal (d = 2) or polyhedral
(d = 3) domain. LetTh = fKg be a triangulation of W¯ (=SK2Th K), hK be a diameter
of K 2 Th, and h  maxK2Th hK be the maximum element size. Throughout this
paper we consider a regular family of triangulations fThgh#0 satisfying the inverse
assumption [8], i.e., there exists a positive constant a0 independent of h such that
h
hK
 a0; 8K 2Th; 8h: (4)
We define function spaces Xh,Mh, Vh and Qh by
Xh  fvh 2C0(W¯)d ; vhjK 2 P1(K)d ; 8K 2Thg;
Mh  fqh 2C0(W¯); qhjK 2 P1(K); 8K 2Thg;
Vh  Xh\V and Qh  Mh\Q, respectively, where P1(K) is the polynomial space of
linear functions on K 2 Th. Let NT  [T=Dt] be a total number of time steps, d0 be a
positive constant and (; )K be the L2(K)d inner product. We define bilinear forms Ch
on H1(W)H1(W) and Ah on (V H1(W)) (V H1(W)) by
Ch(p;q) d0 å
K2Th
h2K(Ñp; Ñq)K ;
Ah((u; p);(v;q)) na(u;v)+b(v; p)+b(u;q)+ 1n Ch(p;q): (5)
Suppose f 2C0([0;T ];L2(W)d) and u0 2V . Let an approximate function u0h 2Vh
of u0 be given. Our pressure-stabilized characteristics finite element scheme for (1) is
to find f(unh; pnh)gNTn=1 VhQh such that for n= 1;    ;NTunh un 1h X1(un 1h ;Dt)
Dt
;vh

+Ah((unh; p
n
h);(vh;qh)) = ( f
n;vh);
8(vh;qh) 2VhQh: (6)
Remark 1. (i) The choice of the coefficient 1=n before Ch(p;q) in definition (5) ofAh
is natural from the theoretical point of view as shown in Lemma 4 below.
(ii) Scheme (6) leads to a symmetric matrix of the form
A BT
B C

;
where A, B and C correspond to 1Dt (u
n
h;vh)+ na(u
n
h;vh), b(u
n
h;qh) and
1
nCh(p
n
h;qh),
respectively.
(iii) The matrix is independent of time step n and regular. The regularity is derived
from the fact that (unh; p
n
h) = (0;0) when u
n 1
h = f
n = 0 since we have
1
Dt
kunhk20+2nkD(unh)k20+
d0
n åK2Th
h2KkÑpnhk2L2(K)d = 0;
by substituting (unh; pnh) 2VhQh into (vh;qh) in (6).
(iv) There exists a unique solution (unh; p
n
h) if X1(u
n 1
h ;Dt) maps W into W . The condi-
tion is ensured if Dtkun 1h k1;¥ < 1 (cf. Proposition 1).
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3 Main results
In this section we present the main results of stability and error estimates, which are
proved in section 4.
Let fungNTn=0 and fpngNTn=0 be sequences of functions and m 2 f1;    ;NTg be an
integer. We use the following norms and seminorms, k  kVh  k kV  kk1, k  kQh 
k kQ  k k0,
kukl¥m(X)  maxn=0; ;mku
nkX ; kukl¥(X)  kukl¥NT (X);
kukl2m(X) 
n
Dt
m
å
n=1
kunk2X
o1=2
; kukl2(X)  kukl2NT (X);
jqjh 
n
å
K2Th
h2K(Ñq;Ñq)K
o1=2
;
jpjl¥m(jjh)  maxn=0; ;m jp
njh; jpjl¥(jjh)  jpjl¥NT (jjh);
for X = L¥(W), W 1;¥(W), L2(W) and H1(W). We additionally define norms
k(v;q)kXM;n  fnkvk2X +(1=n)kqk2Mg1=2 for XM =V Q and H2(W)dH1(W).
DDt is the backward difference operator defined by
DDtan  a
n an 1
Dt
:
After preparing a (pressure-stabilized) Stokes projection using P1/P1-element and
two hypotheses, we give the main results.
Definition 1 (Stokes projection). For (u; p) 2 V  (Q\H1(W)) we define the Stokes
projection (uˆh; pˆh) 2VhQh of (u; p) by
Ah((uˆh; pˆh);(vh;qh)) =Ah((u; p);(vh;qh)); 8(vh;qh) 2VhQh: (7)
Hypothesis 1. The function u0 2 V satisfies the compatibility condition, Ñ  u0 = 0.
Hypothesis 2. The solution (u; p) of (2) satisfies u 2 C0([0;T ];W 1;¥(W)d)\ Z2 \
H1(0;T ;V \H2(W)d) and p 2 H1(0;T ;Q\H1(W)).
Let Dt be any fixed positive constant.
Theorem 1. Let (u; p) be the solution of (2). Suppose Hypotheses 1 and 2 hold. Then,
there exist positive constants h0 and c0 independent of h and Dt such that the following
hold for any h and Dt satisfying
h 2 (0;h0]; Dt minfc0hd=4; Dtg: (8)
(i) Scheme (6) with the first component u0h of the Stokes projection of (u
0;0) by (7) has
a unique solution (uh; ph).
(ii) There exists a positive constant
c1(1=n ; kukC0([0;T ];W 1;¥\H2); kpkC0([0;T ];H1)) (9)
independent of h and Dt such that
kuhkl¥(L¥)  c1: (10)
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(iii) There exists a positive constant
c(1=n ; T; kukC0([0;T ];W 1;¥)\Z2\H1(0;T ;H2); kpkH1(0;T ;H1)) (11)
independent of h and Dt such that
kuh ukl¥(H1);
DDtuh  ¶u¶ t l2(L2); kph  pkl2(L2)  c(Dt+h): (12)
Remark 2. Since the initial pressure p0 is not given, we cannot practice the Stokes
projection of (u0; p0). That is the reason why we employ the Stokes projection of
(u0;0) and set the first component as u0h. This choice is sufficient for the error esti-
mates (12).
4 Proof of Theorem 1
The section is devoted to the proof of Theorem 1.
We use c to represent the generic positive constant independent of the discretiza-
tion parameters h and Dt. c(A) means a positive constant depending on A, which
monotonically increases as A increases. c(kukC0([0;T ];W 1;¥)) is simply denoted by c˜.
The symbol “0 (prime)” is sometimes put in order to distinguish between two con-
stants, e.g., c0.
4.1 Preparations
First we present some lemmas and a proposition directly used in the proof. They are
fundamental and we omit the proofs.
Lemma 1 (discrete Gronwall’s inequality, [17, 33]). Let a0 and a1 be non-negative
numbers, Dt 2 (0;1=(2a0)] be a real number, and fxngn0, fyngn1 and fbngn1 be
non-negative sequences. Suppose
DDtxn+ yn  a0xn+a1xn 1+bn; 8n 1:
Then, it holds that
xn+Dt
n
å
i=1
yi  expf(2a0+a1)nDtg

x0+Dt
n
å
i=1
bi

; 8n 1:
Lemma 2 (Korn’s inequality, [11]). Let W be a bounded domain with a Lipschitz-
continuous boundary. Then, we have the following.
(i) There exists a positive constant a1 such that
(kD(v)k20+kvk20)1=2  a1kvk1; 8v 2 H1(W)d :
(ii) There exists a positive constant a2 such that
kvk0  a2kD(v)k0; 8v 2 H10 (W)d ;
and the norms kD()k0 and k  k1 are equivalent in H10 (W)d .
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Lemma 3 ( [8, 9]). (i) There exists a positive constant a3 independent of h such that
jqhjh  a3kqhk0; 8qh 2 Qh: (13)
(ii) There exist an interpolation operator Ph : L¥(W)d ! Xh and positive constants
a4k (k = 0;    ;2) independent of h such that
kPhvkk;¥  a4kkvkk;¥; 8v 2W k;¥(W)d ; k = 0;1; (14a)
kPhv  vk1  a42hkvk2; 8v 2 H2(W)d : (14b)
(iii) There exist positive constants a50 and a51 independent of h such that
kvhk0;¥  a50h d=6kvhk1; 8vh 2Vh; (15a)
kvhk1;¥  a51h d=2kvhk1; 8vh 2Vh: (15b)
Remark 3. (i) Although the inverse assumption (4) is supposed throughout the paper,
it is not required for the estimates (13) and (14). The assumption that fThgh#0 is
regular is sufficient.
(ii) The inverse inequality (15a) is sufficient in this paper, while it is not optimal for
d = 2.
The next lemma shows a modified version of the stability inequality in [5,15], and the
lemma easily yields the following Proposition 2.
Lemma 4. There exist positive constants h1 and a6 independent of h and n such that
for any h 2 (0;h1] and n > 0
inf
(uh;ph)2VhQh
sup
(vh;qh)2VhQh
Ah((uh; ph);(vh;qh))
k(uh; ph)kVQ;nk(vh;qh)kVQ;n  a6: (16)
Proof. Introducing (u˜h; p˜h)  (
p
nuh;(1=
p
n)ph) and (v˜h; q˜h)  (
p
nvh;(1=
p
n)qh),
we have
LHS of (16)
= inf
(uh;ph)2VhQh
sup
(vh;qh)2VhQh
na(uh;vh)+b(vh; ph)+b(uh;qh)+ 1nCh(ph;qh)
k(uh; ph)kVQ;nk(vh;qh)kVQ;n
= inf
(u˜h;p˜h)2VhQh
sup
(v˜h;q˜h)2VhQh
a(u˜h; v˜h)+b(v˜h; p˜h)+b(u˜h; q˜h)+Ch(p˜h; q˜h)
k(u˜h; p˜h)kVQk(v˜h; q˜h)kVQ  a6;
where the last inequality has been proved in [5, 15].
Remark 4. Although the conventional inf-sup condition [16],
inf
qh2Qh
sup
vh2Vh
b(vh;qh)
kvhk1kqhk0  b
 > 0;
does not hold for the pair of Vh and Qh, the P1/P1 finite element spaces, Ah satisfies
the stability inequality (16) for this pair.
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Proposition 2. Suppose (u; p) 2 (V \H2(W)d) (Q\H1(W)). Then, there exist
positive constants h1 and a7 independent of h and n such that for any h 2 (0;h1] and
n > 0 the Stokes projection (uˆh; pˆh) of (u; p) by (7) satisfies
p
nkuˆh uk1; 1pn k pˆh  pk0;
1p
n
jpˆh  pjh  a7hk(u; p)kH2H1;n : (17)
After preparing another lemma, we give the proof of Theorem 1 in the following
subsections.
Lemma 5. Let u 2W 1;¥(W)d be a velocity satisfying ujG = 0. Then, there exists
a constant d1 2 (0;1) independent of Dt such that the following hold for any Dt 2
(0;d1=kuk1;¥].
(i) The Jacobian J  det(¶X1(u;Dt)=¶x) satisfies
1
2
 J  3
2
:
(ii) There exists a positive constant a8 independent of Dt such that
kv  vX1(u;Dt)k0  a8kuk0;¥Dtkvk1; 8v 2V: (18)
Proof. Let y(x) X1(u;Dt)(x). Since (¶y=¶x)i j = di j Dt¶ui=¶x j for the Kronecker
delta di j, (i) is easily obtained. We prove (ii). For s 2 [0;1] we define Y (x;s) by
Y (x;s) y(x)+ sfx  y(x)g= x  (1  s)u(x)Dt:
From the identity
v(x)  v(y) = [v(y+ s(x  y))]1s=0 = Dt
Z 1
0
[fu(x) Ñgv] Y (x;s)ds;
the Schwarz inequality and (i), we have
 
LHS of (18)
2 = Dt2 Z
W
nZ 1
0
[fu(x) Ñgv] Y (x;s)dso2 dx
 Dt2
Z 1
0
ds
Z
W
[fu(x) Ñgv] Y (x;s)2 dx
 ckuk20;¥Dt2
d
å
i; j=1
Z
W
¶vi
¶x j
(x)2 dx;
which implies (18).
4.2 Estimates under an assumption
Let f(u; p)(t); t 2 [0;T ]g  V Q be the solution of (2). Suppose that there ex-
ists a solution f(unh; pnh)gmn=1  Vh Qh of scheme (6) with an initial value u0h for
an integer m 2 f1;    ;NTg. Let (uˆh; pˆh)(t) 2 Vh Qh be the Stokes projection of
(u; p)(t) 2H2(W)dH1(W) by (7) for t 2 [0;T ] and set fenhgmn=0 Vh, fenhgmn=1 Qh
and fhh(t); t 2 [0;T ]g V as
enh  unh  uˆnh; enh  pnh  pˆnh; hh(t) (u  uˆh)(t):
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From (2), (6), (7) and the identity enh = h
n
h  un+unh, it holds that for n= 1;    ;m
(DDtenh;vh)+Ah((e
n
h;e
n
h );(vh;qh)) = hRnh;(vh;qh)i; 8(vh;qh) 2VhQh; (19)
where
hRnh;(vh;qh)i 
4
å
i=1
hRnhi;vhi+ hRnh5;qhi;
hRnh1;vhi 
Dun
Dt
  u
n un 1 X1(un 1;Dt)
Dt
;vh

;
hRnh2;vhi 
1
Dt

un 1 X1(un 1h ;Dt) un 1 X1(un 1;Dt);vh

;
hRnh3;vhi 
1
Dt

hnh  hn 1h X1(un 1h ;Dt);vh

;
hRnh4;vhi   
1
Dt

en 1h   en 1h X1(un 1h ;Dt);vh

;
hRnh5;qhi   
1
n
Ch(pn;qh):
Rnh5 is derived from
b(enh;qh)+
1
n
Ch(enh ;qh) = b(uˆnh;qh) 
1
n
Ch(pˆnh;qh)
= b(un;qh)  1n Ch(p
n;qh) =  1n Ch(p
n;qh)
for n= 1;    ;m. Let Lm (m= 0;    ;NT ) be a real number defined by
Lm  kuhkl¥m(L¥):
In the next proposition we use Dt, h1 and d1, the constants stated just before
Theorem 1 and in Lemmas 4 and 5, respectively.
Proposition 3. Let (u; p) be the solution of (2). Suppose Hypotheses 1 and 2 hold.
Assume h 2 (0;h1] and Dt 2 (0;Dt]. Let u0h be the first component of the Stokes pro-
jection of (u0;0) by (7). Suppose that for an integer m 2 f1;    ;NTg there exists a
solution f(unh; pnh)gm 1n=1 of scheme (6) satisfying
Dtkuhkl¥m 1(W 1;¥)  d1: (20)
Then, the solution can be extended to (umh ; p
m
h ) and there exists a positive constant
c(Lm 1; 1=n; T; kukC0([0;T ];W 1;¥)\Z2\H1(0;T ;H2); kpkH1(0;T ;H1)) (21)
independent of h and Dt such that
kehkl¥m(H1); kDDtehkl2m(L2); jehjl¥m(jjh)  c(Lm 1)(Dt+h): (22)
For the proof we use the next lemma, which gives estimates of Rhi (i = 1;    ;5).
It is proved in Appendix.
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Lemma 6. Under the assumptions in Proposition 3 it holds that for any vh 2 Vh,
qh 2 Qh and n= 1;    ;m
hRnh1;vhi  c˜
p
DtkukZ2(tn 1;tn)kvhk0; (23a)
hRnh2;vhi  c˜
ken 1h k0+ c(1=n)hk(u; p)n 1kH2H1	kvhk0; (23b)
hRnh3;vhi  c(1=n)h
n 1p
Dt
k(u; p)kH1(tn 1;tn;H2H1)+Ln 1k(u; p)n 1kH2H1
o
kvhk0;
(23c)
hRnh4;vhi  cLn 1ken 1h k1kvhk0: (23d)
hRnh5;qhi 
d0h
n
kpnk1jqhjh: (23e)
Proof of Proposition 3. From (20) and Remark 1-(iv) the solution can be extended to
(umh ; p
m
h ). We prove (22). It holds that
kDDtenhk2+DDt(nkD(enh)k20)+b(DDtenh;enh )
4
å
i=1
hRnhi;DDtenhi (24)
for n= 1;    ;m by (19) with (vh;qh) = (DDtenh;0) 2VhQh and the inequality (a2 
b2)=2 a(a b). Recalling u0h 2Vh is the first component of the Stokes projection of
(u0;0) by (7), we denote by p0h the second component. Then, it holds that
b(u0h;qh)+
1
n
Ch(p0h;qh) = b(u
0;qh) = 0; 8qh 2 Qh: (25)
Since (uˆ0h; pˆ
0
h) is the Stokes projection of (u
n; pn) for n= 0, we have
b(uˆ0h;qh)+
1
n
Ch(pˆ0h;qh) = b(u
0;qh)+
1
n
Ch(p0;qh) =
1
n
Ch(p0;qh): (26)
Equations (25) and (26) imply
b(e0h;qh)+
1
n
Ch(e0h ;qh) = 
1
n
Ch(p0;qh);
where e0h  p0h  pˆ0h. Hence it holds that
b(DDtenh;qh)+
1
n
Ch(DDtenh ;qh) = 
1
n
Ch(DDt pn;qh); 8qh 2 Qh;
for n= 1;    ;m. From the above equation with qh = enh we obtain
b(DDtenh;e
n
h )+
1
n
Ch(DDtenh ;e
n
h ) = 
1
n
Ch(DDt pn;enh ) (27)
for n= 1;    ;m. Subtracting (27) from (24) and using Lemma 6 with vh =DDtenh 2Vh,
the inequality ab ba2=2+b2=2b (b > 0), Lemma 2 and the estimate of jDDt pnjh,
jDDt pnjh  chkDDt pnk1  chpDt kpkH1(tn 1;tn;H1);
we have
kDDtenhk20+DDt

nkD(enh)k20+
d0
2n
jenh j2h


4
å
i=1
hRnhi;DDtenhi+
1
n
Ch(DDt pn;enh )
10
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   4å
i=1
bi
kDDtenhk20+ b5d0n jenh j2h+ 1n n c˜b2 + cL
2
n 1
b4
o
nkD(en 1h )k20
+ c˜0(1=n)

Dt
b1
kuk2Z2(tn 1;tn)+
h2
b2
k(u; p)n 1k2H2H1 +
h2
b5Dt
kpk2H1(tn 1;tn;H1)
+
h2
b3
n 1
Dt
k(u; p)k2H1(tn 1;tn;H2H1)+L2n 1k(u; p)n 1k2H2H1
o
(28)
for n= 1;    ;m and any positive numbers bi (i= 1;    ;5). Thus, there exists a posi-
tive constant
c˜(Lm 1; 1=n ; T; kukC0([0;T ];W 1;¥)\Z2\H1(0;T ;H2); kpkH1(0;T ;H1))
independent of h and Dt such that
kehkl¥m(H1); kDDtehkl2m(L2); jehjl¥m(jjh)  c˜(Lm 1)(Dt+h+ke0hk1+ je0h jh) (29)
by applying Lemma 1 to (28) with proper bi (i = 1;    ;5), e.g., bi = 1=8 for i =
1;    ;4 and b5 = 1=(4Dt), and Ln 1  Lm 1 for any n= 1;    ;m.
Since (u0h; p
0
h) and (uˆ
0
h; pˆ
0
h) are the Stokes projections of (u
0;0) and (u0; p0) by (7),
respectively, it holds that
ke0hk1 = ku0h  uˆ0hk1  ku0h u0k1+ku0  uˆ0hk1 
2a7hp
n
k(u0; p0)kH2H1;n
 2a7hmaxf1;1=ngk(u0; p0)kH2H1
 c(1=n)hk(u0; p0)kH2H1 ; (30a)
je0h jh = jp0h  pˆ0hjh  jp0h 0jh+ jpˆ0h  p0jh+ jp0jh
 a3fkp0h 0k0+k pˆ0h  p0k0g+hkp0k1
 h(2a3a7
p
nk(u0; p0)kH2H1;n +kp0k1)
 h(2a3a7maxfn ;1gk(u0; p0)kH2H1 +kp0k1)
 chk(u0; p0)kH2H1 : (30b)
Combining (30) with (29), we can take a positive constant c(Lm 1) independent of h
and Dt of the form (21) such that (22) holds.
4.3 Proof of Theorem 1
The proof is given by induction through three steps.
Step 1 (definitions of ci, i = 0;    ;2, and h0): Let Dt, h1, d1 and c be the constants
stated just before Theorem 1, in Lemmas 4 and 5 and Proposition 3, respectively. We
can take positive constants c1 and c2 such that the inequalities
c1 max
ku0hk0;¥; 2kuˆhkC0(L¥)	; (31a)
c2 max
ku0hk1;¥hd=4; 2kuˆhkC0(W 1;¥)hd=4	; (31b)
are valid for any h 2 (0;h1] by the following estimates. From Proposition 2, (14)
and (15) it holds that
kuˆh(t)k0;¥  kuˆh(t) Phu(t)k0;¥+kPhu(t)k0;¥
11
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 a50h d=6kuˆh(t) Phu(t)k1+a40ku(t)k0;¥
 a50h d=6
 kuˆh(t) u(t)k1+ku(t) Phu(t)k1+a40ku(t)k0;¥
 a50h1 d=6
n a7p
n
k(u; p)(t)kH2H1;n +a42ku(t)k2
o
+a40ku(t)k0;¥
 c(1=n)h1 d=61 k(u; p)kC0(H2H1)+kukC0(L¥)	< ¥; (32a)
kuˆh(t)k1;¥ hd=4 
 kuˆh(t) Phu(t)k1;¥+kPhu(t)k1;¥hd=4
 a51h d=4kuˆh(t) Phu(t)k1+a41hd=4ku(t)k1;¥
 a51h d=4
 kuˆh(t) u(t)k1+ku(t) Phu(t)k1+a41hd=4ku(t)k1;¥
 a51h1 d=4
n a7p
n
k(u; p)(t)kH2H1;n +a42ku(t)k2
o
+a41hd=4ku(t)k1;¥
 c(1=n)h1 d=41 k(u; p)kC0(H2H1)+hd=41 kukC0(W 1;¥)	< ¥: (32b)
Similar estimates are also obtained for ku0hk0;¥ and ku0hk1;¥hd=4.
Then, we define a constant c0 by
c0 min
nd1
c2
;
c2
4a51c(c1)
o
: (33a)
Let a positive constant h2 be small enough to satisfy(
2a50c(c1)(c0h
d=12
2 +h
1 d=6
2 ) c1;
4a51c(c1)h
1 d=4
2  c2;
(33b)
and we set h0 minfh1;h2g.
Step 2 (induction): Under the condition (8) we now consider the scheme (6) with the
first component u0h of the Stokes projection of (u
0;0) by (7). For m 2 f0;    ;NTg we
set property P(m),
P(m) :
8><>:
(a) The scheme (6) is solvable until n= m;
(b) kuhkl¥m(L¥)(= Lm) c1;
(c) kuhkl¥m(W 1;¥)hd=4  c2:
It is trivial that P(0) holds true by the definitions of the constants c1 and c2. Supposing
that P(m 1) holds true for an integer m 2 f1;    ;NTg, we prove that P(m) also does.
It holds that from (8), P(m 1) and (33a)
Dtkuhkl¥m 1(W 1;¥)  c0h
d=4kuhkl¥m 1(W 1;¥)  c0c2  d1;
which implies that the assumptions of Proposition 3 are satisfied. We, therefore, obtain
P(m)-(a) and the estimate (22). We show P(m)-(b) and (c). From (31) and (33) we have
kumh k0;¥  kumh   uˆmh k0;¥+kuˆmh k0;¥  a50h d=6kumh   uˆmh k1+
c1
2
 a50c(c1)h d=6(Dt+h)+ c12
 a50c(c1)(c0hd=122 +h1 d=62 )+
c1
2
 c1;
12
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kumh k1;¥hd=4 
 kumh   uˆmh k1;¥+kuˆmh k1;¥hd=4  a51h d=4kumh   uˆmh k1+ c22
 a51c(c1)h d=4(Dt+h)+ c22
 a51c(c1)(c0+h1 d=42 )+
c2
2
 c2:
Thus, P(m) holds true, and the induction is completed.
Step 3 (existence (i), stability (ii) and error estimates (iii) of Theorem 1): The com-
pleted induction implies P(NT ) holds true. From (32) we can express c1 in the form (9).
Hence we have existence (i) and stability (ii). Since the inequalities
Ln  LNT = kuhkl¥(L¥)  c1; n= 0;    ;NT ; (34)
are satisfied, the first and second inequalities of (12) in (iii) hold for c  c(c1) by
Proposition 3. The third inequality of (12) in (iii) is obtained as it holds that
kenhk0 
p
nk(enh;enh )kVQ;n 
p
n
a6
sup
(vh;qh)2VhQh
Ah((enh;e
n
h );(vh;qh))
k(vh;qh)kVQ;n
=
p
n
a6
sup
(vh;qh)2VhQh
hRnh;(vh;qh)i  (DDtenh;vh)
k(vh;qh)kVQ;n
 c˜(1=n;c1)
h
ken 1h k1+kDDtenhk0+
p
DtkukZ2(tn 1;tn)
+h
 1p
Dt
k(u; p)kH1(tn 1;tn;H2H1)+k(u; p)n 1kH2H1 +kpnk1
i
(35)
for n= 1;    ;NT . Here we have used (13), (34) and Lemmas 4 and 6. Finally, c(c1),
(9) and (35) derive the dependency (11) of the constant c in (12).
5 Numerical results
In this section two and three dimensional test problems are computed by scheme (6)
in order to observe the convergence order.
Quadrature formulae of degree five for d= 2 (seven points) and 3 (fifteen points) [30]
are employed for computation of the integralZ
K
un 1h X1(un 1h ;Dt)(x)vh(x) dx
appearing in scheme (6). d0 = 0:05 is chosen by some numerical experience. The
system of linear equations is solved by MINRES.
Example 1. In problem (1) we set W = (0;p)d , T = 1 and two values of n ,
n = 1; 10 1:
The functions f and u0 are given so that the exact solution is
(u; p)(x; t)
=
(  f(x1;x2; t);f(x2;x1; t);r(x1;x2;0; t) (d = 2); 
y(x1;x2;x3; t);y(x2;x3;x1; t);y(x3;x1;x2; t);r(x1;x2;x3; t)

(d = 3);
13
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where
f(a;b; t) sin2 asinbfsin(a+ t)+3sin(a+2b+ t)g;
y(a;b;c; t) sin2 asinbsinc4cosbsincsin(c+a+ t)
  sinbf3sin(b+2c+ t)+ sin(b+ t)g;
r(a;b;c; t) sin(a+2b+ c+ t):
LetN be the division number of each side of the domain. We setN= 16;32;64;128
and 256 for d = 2 and N = 8;16;32 and 64 for d = 3, and (re)define h p=N. Sample
meshes are shown in Fig. 1 for d = 2 (left, N = 16) and 3 (right, N = 8). The time
increment Dt is set to be Dt = 1=N = h=p . Let (uh; ph) be the solution of scheme (6).
The initial function u0h is chosen as the first component of the Stokes projection of
(u0;0) by (7). We define Err by
Err 
p
nkuh Phukl2(H1)+(1=
p
n)kph Phpkl2(L2)p
nkPhukl2(H1)+(1=
p
n)kPhpkl2(L2)
as the relative error between (u; p) and (uh; ph). Fig. 2 shows graphs of Err versus h
in logarithmic scale. We can see that Err is almost of first order in h for both d = 2
and 3, and the results are consistent with Theorem 1.
Figure 1: Sample meshes used for Example 1 in 2D (left, N = 16) and 3D (right,
N = 8).
6 Conclusions
As for a pressure-stabilized characteristics finite element scheme for the Navier-Stokes
equations, we have proved stability and convergence results with the optimal error es-
timates for the velocity and the pressure. The results hold under a condition on the
time increment of the form Dt  chd=4, which is the same as that of [31] by the charac-
teristics finite element scheme using the conventional elements. The scheme is based
on the method of characteristics, which works well for convection-dominated prob-
lems and leads to a symmetric coefficient matrix of the system of linear equations.
Since a cheap P1/P1 finite element is employed, the degrees of freedom are smaller
than that of conventional elements for the equations, e.g., P2/P1. These advantages,
i.e., symmetry of the coefficient matrix and small degrees of freedom, reduces compu-
tation cost (time and memory). Two and three dimensional numerical results obtained
by the linear solver MINRES have been shown and the numerical convergence or-
ders have been recognized to be consistent with the theoretical results. Consequently,
14
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10-3
10-2
10-1
100
pi/256 pi/128 pi/64 pi/32 pi/16 pi/8
Er
r
h
1
1
2D, ν=1  
2D, ν=0.1
3D, ν=1  
3D, ν=0.1
Figure 2: Err versus h for two and three dimensional test problems in Example 1.
the scheme leads to efficient computation especially in 3D as well as mathematical
reliability with optimal error estimates, first order in both time and space.
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Appendix
Proof of Lemma 6 We firstly prove (23a). For X(t) = X(t;x; tn) and Y n(x;s) 
sX(tn 1)+(1  s)X1(un 1;Dt)(x) (s 2 [0;1]) we have
Dun
Dt
  u
n un 1 X1(un 1;Dt)
Dt
=
nDun
Dt
(x)  u(X(t
n); tn) u(X(tn 1); tn 1)
Dt
o
  1
Dt

un 1(X(tn 1)) un 1 X1(un 1;Dt)(x)
	
=
1
Dt
Z tn
tn 1
nDu
Dt
(X(tn); tn)  Du
Dt
(X(t); t)
o
dt  1
Dt

un 1
 
Y n(x;s)
1
s=0
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=
1
Dt
Z tn
tn 1
dt
Z tn
t
D2u
Dt2
(X(s);s)ds
  1
Dt
Z 1
0
 
X(tn 1) X1(un 1;Dt)(x)
 Ñ	un 1 Y n(x;s)ds
 Rnh11(x)+Rnh12(x);
and
hRnh1;vhi= (Rnh11;vh)+(Rnh12;vh) (kRnh11k0+kRnh12k0)kvhk0: (A.1)
We evaluate kRnh1ik0 (i= 1;2). From the Schwarz inequality it holds that
kRnh11k0 
r
Dt
3
D2u
Dt2

L2(tn 1;tn;L2)
 c
p
DtkukZ2(tn 1;tn): (A.2)
From the estimate,
jX(tn 1;x; tn) X1(un 1;Dt)(x)j=
un 1(x)Dt Z tn
tn 1
u(X(t); t)dt

=
nun(x) Z tn
tn 1
¶u
¶ t
(x; t)dt
o
Dt 
Z tn
tn 1
u(X(t); t)dt

=
Z tn
tn 1

un(x) u(X(t); t)	dt Dt Z tn
tn 1
¶u
¶ t
(x; t)dt

=
Z tn
tn 1

u(X(s);s)
tn
s=t dt Dt
Z tn
tn 1
¶u
¶ t
(x; t)dt

=
Z tn
tn 1
dt
Z tn
t
Du
Dt
(X(s);s)ds Dt
Z tn
tn 1
¶u
¶ t
(x; t)dt

 Dt
Z tn
tn 1
nDu
Dt
(X(t); t)
+ ¶u¶ t (x; t)odt;
we have
kRnh12k0  c˜
p
Dt
Du
Dt

L2(tn 1;tn;L2)
+
¶u¶ t L2(tn 1;tn;L2) c˜pDtkukZ1(tn 1;tn):
(A.3)
Combining (A.2) and (A.3) with (A.1), we obtain (23a).
For the estimate (23b) we have 1Dt un 1 X1(un 1h ;Dt) un 1 X1(un 1;Dt)	(x)
=
 1Dt hun 1sX1(un 1h ;Dt)(x)+(1  s)X1(un 1;Dt)(x)i1s=0 
=
Z 1
0
f(un 1 un 1h )(x) Ñgun 1

sX1(un 1h ;Dt)+(1  s)X1(un 1;Dt)

ds

=
Z 1
0
f(hn 1h   en 1h )(x) Ñgun 1

sX1(un 1h ;Dt)+(1  s)X1(un 1;Dt)

ds

 c˜(jhn 1h (x)j+ jen 1h (x)j);
which implies
hRnh2;vhi=
1
Dt

un 1 X1(un 1h ;Dt) un 1 X1(un 1;Dt);vh

16
WIAS Discussion Paper No.2013-002
 c˜(khn 1h k0+ken 1h k0)kvhk0
 c˜c(1=n)hk(u; p)n 1kH2H1 +ken 1h k0	kvhk0:
The estimates (23c), (23d) and (23e) are obtained as
hRnh3;vhi=
1
Dt

hnh  hn 1h X1(un 1h ;Dt);vh

= (DDthnh ;vh)+
1
Dt

hn 1h  hn 1h X1(un 1h ;Dt);vh

 kDDthnhk0kvhk0+a8Ln 1khn 1h k1kvhk0

n 1p
Dt
¶hh¶ t L2(tn 1;tn;L2)+a8Ln 1khn 1h k1okvhk0
 c(1=n)h
n 1p
Dt
k(u; p)kH1(tn 1;tn;H2H1)+Ln 1k(u; p)n 1kH2H1
o
kvhk0;
hRnh4;vhi= 
1
Dt

en 1h   en 1h X1(un 1h ;Dt);vh

 a8Ln 1ken 1h k1kvhk0;
hRnh5;qhi= 
1
n
Ch(pn;qh) d0n jp
njhjqhjh  d0hn kp
nk1jqhjh;
from (17) and (18).
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