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The real-space Green’s function code FEFF has been extensively developed and used for cal-
culations of x-ray and related spectra, including x-ray absorption (XAS), x-ray emission (XES),
inelastic x-ray scattering, and electron energy loss spectra (EELS). The code is particularly useful
for the analysis and interpretation of the XAS fine-structure (EXAFS) and the near-edge struc-
ture (XANES) in materials throughout the periodic table. Nevertheless, many applications, such
as non-equilibrium systems, and the analysis of ultra-fast pump-probe experiments, require exten-
sions of the code including finite-temperature and auxiliary calculations of structure and vibrational
properties. To enable these extensions, we have developed in tandem, a new version FEFF10, and
new FEFF based workflows for the Corvus workflow manager, which allow users to easily augment
the capabilities of FEFF10 via auxiliary codes. This coupling facilitates simplified input and auto-
mated calculations of spectra based on advanced theoretical techniques. The approach is illustrated
with examples of high temperature behavior, vibrational properties, many-body excitations in XAS,
super-heavy materials, and fits of calculated spectra to experiment.
I. INTRODUCTION
The real-space Green’s function (RSGF) code FEFF1–3
has been extensively developed and is in wide use for cal-
culations of x-ray absorption (XAS) and a number of re-
lated spectroscopies4. Owing to its versatility and broad
applicability, FEFF has become a workhorse for simu-
lations and analysis of extended x-ray absorption fine-
structure (EXAFS). However, both the theory and exper-
iment continue to increase in sophistication. For exam-
ple, the advent of time-domain spectra at XFEL sources
and increased resolution have enabled many novel ex-
perimental studies. Improved treatments of many-body
effects, such as inelastic losses and thermal vibrations,
have also been developed. As a consequence, extensions
to the computational framework are desirable. At the
same time, it is no longer efficient to include all of these
extensions within a single monolithic code like FEFF9
and its predecessors. For many advanced or high-quality
calculations, input from auxiliary codes based on DFT,
quantum-chemistry, and Monte Carlo sampling methods
are needed.
To address these issues, we have developed a hybrid
computational approach based on a new version FEFF10
and the recently developed Corvus workflow tool5. The
monolithic FEFF10 code implements several extensions,
while Corvus enables workflows that link multiple codes
seamlessly to facilitate advanced and custom applica-
tions. In Sec. II we describe the real-space Green’s func-
tion approach implemented in FEFF10, and in Sec. III,
a brief summary of the Corvus workflow framework to-
gether with examples of advanced calculations that can
be implemented with FEFF10 and Corvus. In partic-
ular, we discuss finite-temperature simulations, vibra-
tional effects, inelastic losses and multi-electron excita-
tions, spectra of superheavy elements, full spectrum op-
tical constant, and fitting of theoretical XANES spectra
to experimental data. Finally, Sec. IV summarizes the
status of the Corvus/FEFF10 capabilities and possible
improvements.
II. RSGF THEORY OF X-RAY SPECTRA
The RSGF theory of x-ray spectra is now well
established,1 and has been automated and optimized in
the several generations of FEFF. In contrast to tradi-
tional wave-function approaches, the RSGF approach
is based on a real-space treatment of the one-particle
Green’s function. This strategy is advantageous, since
it avoids calculations of and sums over eigenstates as in
the traditional Fermi’s golden rule approach. The ap-
proach also facilitates the inclusion of key many-body ef-
fects such as inelastic losses. The theory and can also
be generalized straightforwardly to finite temperature
(FT)6. The implementation of the theory in FEFF is
modular and designed to facilitate systematic improve-
ments. Consequently, extensions described here utilize
much of the code base in previous versions1–3, and per-
mit backward compatibility. Thus, we only summarize
the basic elements of the theory here, and focus on the




























with auxiliary codes in the next sections.
A key approximation in the RSGF formalism is the
muffin-tin approximation, in which the scattering poten-
tial v(r) is partitioned into Voronoi cells and approx-
imated as spherical within each cell, v(r) =
∑
R vR(r).
Then the Green’s function can be solved exactly in terms
of radial wave functions and spherical harmonics. The









where ML is the dipole matrix element between the core-
state and a scattering-state |L〉 of angular momentum
L at the absorbing atom site R = 0, and ρL,L′(E) =
−(1/π)ImGL,L′(E) are matrix elements of the density-
matrix spectral function at the absorbing atom R = 0,
where for simplicity the site indices R and R′ have been
suppressed. Finally, Ec and µ are the energy of the
core-level and the chemical potential, and f(E) is the
Fermi function. The dipole matrix elements ML cou-
ple the scattering (photoelectron) states to relativistic
atomic states, calculated using an automated single con-
figuration version of the multi-configurational Dirac-Fock
atomic code of Desclaux7,8, which we have recently ex-
tended to treat superheavy elements up to Z = 1389.
Next the Green’s function G is separated into central
atom and scattering parts G = Gc +Gsc, which are cal-
culated separately. The central atom part can be rep-
resented in a basis of relativistic, spherically symmetric
scattering states |L,R〉 = RL(r)YL(r̂). The scattering
part can be expressed in terms of the free Green’s func-







where the T -matrix is diagonal in l and R, TL,L′,R,R′ =
tlδl,l′δR,R′ , tl = exp(iδl) sin(δl), δl are the scattering
phase shifts1, and Ḡ0 is G0 with the diagonal elements
set to 0 to avoid scattering from the same atom con-
secutively. For the XANES region (where lmax is typi-
cally about 4), the matrix inverse is easily calculated, i.e.,
by full-multiple-scattering (FMS). For the EXAFS where
lmax ∼ 20, inversion is computationally prohibitive, and
it is more efficient to expand the matrix inverse in a








Here the successive terms represent single, double, and
higher order scattering processes, which are calculated
using a separable approximation1. Conventionally the
XAS is expressed in terms of a quasi-atomic background
µ0 from the central absorbing atom, and a scattering
part µ1 = µ0(1 + χ). Using the path expansion, the
fine structure χ due to MS of the photoelectron by the
environment can be expressed in terms of the EXAFS










It is important to note that the scattering amplitudes
feff(k) (from which the FEFF code takes its name) in-
clude important curved wave corrections. The same
representation applies to both single- and multiple-
scattering contributions where feff is defined for a given
path. The EXAFS equation also includes path and tem-
perature dependent Debye-Waller factors e−2σ
2k2 due to
fluctuations in the interatomic distances R.
Corrections for multi-electronic excitations can be in-






′)Ac(ω − ω′) ≡ 〈µqp(ω)〉, (5)
where ω′ is the excitation energy11. Formally the core
spectral function Ac(ω) = Σn|Sn|2δ(ω− εn), where Sn =
〈ΦN−10 |Φ̃N−1n 〉 is a many-body overlap integral. This
function characterizes the effects of inelastic losses and
leads to an energy-dependent broadening of the XAS.
Likewise, the net EXAFS is also given by a convolu-
tion with the quasi-particle fine structure. For each MS
path R, this convolution leads to an amplitude reduction
factor S2R(ω) which is roughly constant, and a negative
phase shift ΦR(ω), 〈e2ikR〉 = S2R(ω) e2ikR+ΦR(ω). Typi-
cally S20 ≈ 0.9, consistent with the reduction observed in
EXAFS experiment11. Approximate calculations of the
core-spectral function Ac(ω) in Eq. (5) are also possible
in FEFF, using an atomic approximation with the SF-
CONV card. However more precise calculations require
auxiliary calculations, as discussed in Sec. III B.
III. CORVUS AND FEFF10
FEFF10 has a variety of extended capabilities for
calculations of electronic structure and spectra. How-
ever, for many advanced or high quality calculations,
FEFF must be augmented with calculations of struc-
ture and other properties based on DFT, quantum-
chemistry, Monte Carlo sampling, etc. Examples in-
clude calculations of spectra based on DFT optimized
structure, inclusion of vibrational effects through calcu-
lations of the dynamical matrix12–14 or molecular dynam-
ics simulations15–17, or treatment of multi-electron exci-
tations through real-time TDDFT. For these purposes,
an intelligent workflow tool dubbed Corvus has been
developed5. This tool replaces JFEFF, the Java-based
GUI of FEFF9, which is difficult to maintain and extend.
Instead, the combination of FEFF10 and Corvus facili-
tates many advanced calculations previously limited to
expert users. In this section we briefly describe Corvus,
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and give details on the extensions to FEFF available
within the FEFF10 code itself, as well as in combina-
tion with Corvus, which is now the preferred method for
running FEFF10.
Briefly, Corvus is a Python-based workflow framework
which consists of several layers of code. First a set of
general workflow tools and an internal system dictionary
that holds a description of all of the scientific properties
of the physical system at hand provides the capability
to easily develop, or automatically generate workflows.
Second, external software facing “handlers” translate be-
tween the format of the internal system dictionary and
specific external scientific software packages. In addition,
these handlers provide a layer of automation in terms of
smart, input derived default parameters, as well as error
catching capabilities. Because the handlers translate all
input and output to a standard Corvus format, and au-
tomate many of the code specific parameters associated
with specific external software packages, the input is rel-
atively simple, allowing the user to focus mostly on the
physical system at hand.
In addition to the Python workflow framework, we
have developed several Corvus web interfaces. The first
serves as a demonstration of the capabilities of FEFF10
and Corvus, and allows anyone to try a few simple cal-
culations. It is hosted on the local TIMES cluster at
SLAC18. The second interface provides a portal to the
National Energy Research Scientific Computing Center
(NERSC). This allows users to easily set up, run, and
monitor calculations using Corvus and a variety of un-
derlying scientific software19.
A. Electronic and Lattice Temperature Effects
With the combination of FEFF10 and Corvus, it is
possible to treat spectra at finite temperature, includ-
ing electronic and lattice temperature effects. While the
electronic temperature effects are built into FEFF10, the
treatment of FT lattice effects generally requires aux-
iliary calculations. The combination of FEFF10 and
Corvus allows for the simulation of a broad range of tem-
peratures from zero to the warm dense matter regime. In
addition, this allows for simulations of non-equilibrium
states of matter, such as those produced during pump-
probe and shock experiments. Here we briefly summarize
the treatment of finite temperature effects, which are dis-
cussed in more detail elsewhere6.
One of the new options in the FEFF10 code is the
inclusion of a finite temperature (FT) generalization of
the RSGF algorithms. The effects of temperature on the
electronic system require extensions of several parts of
the theory20. First, the self-consistent field (SCF) cal-
culations have been updated to include Fermi-Dirac oc-
cupations by integration in the complex plane, and sum-
ming over the appropriate Matsubara poles. Second, the
exchange correlation potential in the SCF has been up-
dated to include explicit temperature dependence21,22.

















































FIG. 1: (left) L3-edge XAS of Cu at normal density for elec-
tron temperature Te = 300 K up to 9000 K at lattice temper-
ature TL = 300 K; (right) TL = 300 K up to 5000 K at Te
= 300 K. For comparison, DFT calculations24 are shown for
Te = 300 K (light blue) and 5800 K (green).
Third, Fermi-Dirac statistics are included. At low tem-
peratures the effects of temperature on the electronic
system cause the chemical potential to shift following
the Sommerfeld expansion, while the edge broadens and
lowers due to the Fermi-Dirac statistics. At higher tem-
peratures, however, the electronic structure changes, and
the shift in the chemical potential and shape of the XAS
can deviate from the Sommerfeld approximations. Fi-
nally, a temperature dependent self-energy can be im-
portant at very high T . These observations can be ex-
plained by noting that at low temperatures compared
to the Fermi temperature T << TF (which is typi-
cally of order 104 K), the exchange-correlation poten-
tial and self-energy are weakly temperature dependent.
Thus a zero-temperature approximation is often ade-
quate for electronic structure, although vibrational ef-
fects become substantial for T of order the Debye tem-
perature θD (which is typically 10
2-103 K). However, in
the WDM regime T ∼ TF , explicit temperature depen-
dence is necessary, as the exchange-correlation potential
changes from exchange- to correlation-dominated behav-
ior in the WDM23.
The primary effect of the electronic temperature is
the inclusion of Fermi factors for the occupied- and un-
occupied levels in the calculations of the cross-section.
Notably, these effects lower the edge with increasing tem-
perature as determined by the chemical potential µ(T )
which is determined self-consistently in the finite-T SCF
loop. This is illustrated in Fig. 1 for several tempera-
tures. The figure also shows a complementary reduction
in the XAS above the edge.
It is essential to treat lattice vibrations in order to de-
scribe finite temperature effects on the XAS accurately.
The various regimes can be treated with different approx-
imations, split by low or high energy, and low or high
temperature. At low temperatures T ∼ θD and high en-
ergies E − E0 above ∼ 40 eV, the spectrum is strongly
damped by lattice vibrations even at zero temperature
through zero-point motion. At low temperatures and
high energies, these effects can be treated via EXAFS
Debye-Waller factors, which damp the fine structure by
a exponential factor exp(−2k2σ2) where σ2 is the (path
4
dependent) mean-square relative displacement (MSRD)
along the path in question. There are several meth-
ods for approximating the MSRD, including the use of
a correlated Debye or Einstein model, where the Debye-
temperature TD of the material can either be treated
as a fitting parameter, or estimated roughly from tabu-
lated elasticity parameters25. This method is illustrated
in Fig. 1 (b). For more complex systems where the cor-
related Debye model is not applicable, a more accurate
and widely applicable method based on the DFT cal-
culation of the dynamical matrix can be used12. This
method computes the MSRD for a given scattering path
R from Debye integrals over the phonon density of states













ρR (ω) dω, (6)
where µR is the reduced mass for the path and β =
1/kBT . In the DMDW module of FEFF10, the PDOS
is calculated using a continued fraction representation of









ω2 −D + iε
∣∣∣0〉 , (7)
where |0〉 is the Lanczos seed for a mass-weighted normal
displacement of the atoms along the path, and D is the






Here ujlα is the α = {x, y, z} Cartesian displacement
from the equilibrium position of atom j in unit cell l, Mj
is its mass, and E is the energy of the unit cell. Thus,
the only quantity required to obtained ab initio MSRDs
is the dynamical matrix which, however, can not be com-
puted directly in FEFF. This approach has been applied
to study XAFS and crystallographic MSRDs of simple12
systems, but can also be used for more complex materi-
als with negative thermal expansion13,14. To streamline
the generation of D, we have developed Corvus handlers
to a variety of codes (e.g. ABINIT30, NWChem31) that
can be used to automatically generate MSRDs, crystal-
lographic Debye-Waller factors, vibrational free energies
and phonon densities of state. Corvus has the advantage
that the complicated process of interfacing the computa-
tion of the dynamical matrix to the computation of any
of those quantities is done automatically. For example,
Fig. 2 shows a typical Corvus input for the computation
of the phonon DOS of GaAs. This input simplifies the
complex series of steps required to generate the dynam-
ical matrix in Abinit and convert it to the input that
DMDW uses. Fig. 3 presents the total phonon den-
sity of states computed with this workflow, showing that
overall agreement with experiment is qualitatively cor-
rect. More importantly, the moments of the distribution














Ga -0.125 -0.125 -0.125




















FIG. 2: Typical Corvus input file for the calculation of the
total phonon density of states of GaAs.
























FIG. 3: Comparion of the experimental32 and theoretical to-
tal phonon density of states for GaAs. Also shown are the
poles generated by the Lanczos algorithm.
excellent agreement with experiment, thus ensuring the
accuracy of the Debye integrals described above.
The methods described above rely on the quasi-
harmonic approximation. At higher temperatures, how-
ever, the distribution of path-lengths becomes non-
harmonic, and is not well described by standard Debye-
Waller factors. In addition, at low energies (in the near-
edge region) the use of EXAFS Debye-Waller factors does
not capture the effects of symmetry breaking, even at
low temperatures. For these situations it is preferable
to treat disorder using an ensemble average, with struc-
tural snapshots taken from molecular dynamics or vibra-
tional Monte Carlo sampling. This method is illustrated
in Fig. 4 for magnesium oxide (MgO) with Monte Carlo
sampling. These methods have been implemented within
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TABLE I: Moments and associated mean frequencies for the
total phonon density of state distribution shown in Fig. 3.
Moment (THzn) Mean Freq. (THz)
n Theory Expt. Theory Expt.
-2 0.08 0.09 3.6 3.4
-1 0.23 0.25 4.3 4.0
1 5.65 5.55 5.7 5.6














































FIG. 4: (Top) K-edge XAS of O in equilibrated MgO at T
= 300 K and 870 K. The experimental spectra and DFT
spectra33 are offset. (Bottom) The spectra difference with
respect to T = 300 K.
Corvus, and can be run with a single simplified input file.
B. Multi-electron excitations
Inelastic losses in core level x-ray spectra arise from
many-body excitations, leading to broadening and damp-
ing as well as satellite peaks in x-ray photoemission
(XPS) and x-ray absorption (XAS) spectra. While calcu-
lations of these effects pose a formidable challenge, there
has been significant progress. In particular, the devel-
opment of cumulant Green’s function methods and the
quasi-boson approximation permit approximate calcula-
tions of these effects. Here we summarize the main re-
sults. Formally the inelastic losses can be partitioned into
intrinsic, extrinsic and interference terms. The intrinsic
losses arise from excitations due to the sudden creation of
the core-hole, and can be represented in terms of the core-
hole Green’s function Gc (see
34, Eq. 13). Calculations of
Gc(t) in the time-domain are facilitated by the cumulant
expansion, using the the Langreth form34. The calcula-
tions can be carried out using real-time time-dependent
density functional theory. The extrinsic losses are ob-
tained from the GW approximation of the photoelectron
self-energy and the interference terms are approximated.
These effects are included in the spectra using a convo-
lution with an energy dependent particle-hole spectral
function.
The quasiparticle XAS µqp(ω) is calculated using
FEFF10 as described in Sec. II with an appropriate ap-
proximation for the FT self-energy. An approximation
for many-body XAS including the effects of intrinsic ex-
citations is given by a convolution with the core spec-
tral function Ac(ω) as in Eq. (5). More generally, a
more complete calculation is given by a convolution with
the particle-hole spectral function, which includes exci-
tations caused by the core-hole (intrinsic excitations),
those caused by the photoelectron (extrinsic excitations),
as well as interference between them35. We have found
that several simple approximations are useful: 1) Use
of the intrinsic spectral function alone is a fast approxi-
mation that is quite good in many cases over the range
of energies that includes the near edge, especially in
insulators36,37. This is included in FEFF10; 2) A sim-
ple model for the interference and extrinsic can be used
for metals, with a single free parameter describing the
interference amplitude;34; 3) The entire quasi-boson ex-
citation spectrum (intrinsic, extrinsic, and interference)
can be modeled from the intrinsic spectrum alone, as the
shape of the extrinsic excitation spectrum is, to a good
approximation, the same as that of the intrinsic38.
Here we focus on a straightforward extension to the
atomic approximation in FEFF10 for the core-hole spec-
tral function. This is based on the cumulant expansion
approximation for the core-hole Green’s function given
by an exponential expression in time,
Gc(t) = e
−iεct+C(t), (9)
where εc is the core-level quasiparticle energy, and C(t) is
the cumulant, which encapsulates all many-body excita-
tions. The spectral function is given by the Fourier trans-
form of the Green’s function, Ac(ω) = −(1/π)ImGc(ω).
Within linear response, the cumulant is related to the


















In the above, δρ(t) is the density induced by the sudden
appearance of the core-hole at time t = 0, vc(r) is the
core-hole potential, which we approximate as a Coulomb
potential centered on the absorbing atom, and β(ω) can
be interpreted as the quasi-boson excitation spectrum.
We calculate the response to the core-hole within real-
time TDDFT using the RT-SIESTA code35,39,40.
This approach has been developed as a workflow in
Corvus. The workflow consists of first calculating the
real-time response to the sudden appearance of the core-
hole using a modified version of the RT-SIESTA code35.
This calculated real-time response is then used in the cu-
mulant expansion approach to obtain the core-hole spec-
tral function. Finally, many-body excitation effects are
added to the quasiparticle XAS via convolution with the
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core-hole spectral function. Within Corvus, we have im-
plemented a workflow that allows the user to request
the many-body XAS. Starting from a crystallographic
information file (CIF), and a small amount of addi-
tional information provided by the user (Fig. 5), Corvus
then produces input for RT-SIESTA and FEFF using
Pymatgen41,42, runs RT-SIESTA to obtain the core-hole
response, and calculates the many-body core-hole spec-
tral function. FEFF is then used to calculate the quasi-
particle XAS, and finally, Corvus produces the many-
body spectrum by convolving the resulting XAS with the
cumulant spectral function. Results of this workflow for
theM45−edge XANES of CeO2 are shown in Fig. 6, along
with the experimental EELS data43 and the single parti-
cle calculation (without many-body convolution). Note
the appearance of the satellite peaks at ∼ 890 eV and 910
eV in the many-body calculation, in reasonable agree-
ment with those in the experiment. The discrepancy in
the M4/M5 ratio between the calculated and experimen-
tal results reflect the lack of any treatment of the mixing
of the M45 holes in the theory. There are various methods
for treating this, including multiplet methods, TDDFT,
or the solution of the Bethe-Salpeter equation. However,
we leave the treatment of these effects to the future.
C. Analysis of x-ray spectra
We have also implemented a method for analysis of
XANES, XES, or similar spectra using non-linear least
squares fitting routines provided by the lmfit library44.
The user requests a fit as the target property, and pro-
vides basic information, including the target of the fit
(XANES, XES, or XPS). Free parameters along with
their initial values are also defined in the input (Fig. 7).
At present, only a few key free parameters are available
for use within Corvus. These include parameters for edge
alignment, Fermi energy adjustment, broadening, overall
coordinate expansion, and rigid movement of clusters of
atoms (rigid movement of a ligand system for example)
along a bond.
Figure 8 shows results of a fit to the experimental XES
of [LMn(acac)N]BPh4
45, along with the [LMn(acac)N]
+
ion used in the calculations. The main physical param-
eters used in the fit were the bond-length of the apical
nitrogen, and an overall expansion of the molecule. The
most important physical parameter is the bond length of
the apical nitrogen, which is found to be 1.52±0.02 Å, in
good agreement with experimental data (1.518±0.004)46.
D. Optical constants from UV-VIS to X-Ray
Optical constants are important for materials design
as they describe the frequency dependent interaction be-
tween light and matter (dielectric constant), or charged
particles and matter (energy loss function). Here we
briefly describe the use of FEFF10 and Corvus to pro-
# General corvus input
#
# Define the target property
target_list { mbxanes }
# Define which codes to use for this calculation.
usehandlers { helper Feff PyMatGen Siesta phsf mbconv }
# Define structure (cif + supercell)
cif_input{ CeO2.cif }
supercell.dimensions {2 3 4}




# Define how to run in parallel
siesta.MPI.CMD { mpirun }
siesta.MPI.ARGS{ -n 4 }

























# Define broadening for spectral function.
phsf.broadening{ 1.0 }
# FEFF input
# How to run in parallel
feff.MPI.CMD{ mpirun }
feff.MPI.ARGS{ -n 6 }
# Which edges to calculate
feff.edge{ M4 M5 }
# Use no core -hole
feff.corehole{ none }
# Set energy grid
feff.egrid{
e_grid -10 10 0.05
k_grid last 5 0.05 }
FIG. 5: Typical Corvus input file for the spectral function
convolution.
duce optical constants over a wide range of energies from
the the UV-VIS to X-ray regimes. The optical constants
can all be obtained from the the imaginary part of the di-
electric constant ε2(ω). In particular, the real part of the
dielectric constant can be found via a Kramers-Kronig
transform,











From the complex dielectric function, various other opti-
cal constants are obtained, such as the complex index of



























FIG. 6: Many-body calculation of the Ce M45 XANES of
CeO2 (green) compared with the experimental EELS data
(purple)43 and the single particle calculation (blue).
and energy loss spectrum L,
n(ω) + iκ(ω) = ε(ω)1/2,
µ(ω) = 2ω/cκ(ω),
R(ω) =
[n(ω)− 1]2 + κ(ω)2
[n(ω) + 1]2 + κ(ω)2
,
L(ω) = −Im[ε(ω)−1]. (12)
The imaginary part of the dielectric function can be split
into contributions from the valence electrons ε
(v)
2 (ω), and
contributions from the core electrons ε
(c)
2 (ω). The core
contributions can be calculated using the standard meth-
ods implemented within FEFF, as described elsewhere
and in Sec. II47,48. Corvus facilitates these calculations
by setting up the correct energy grids, calculating all
edges in the system, including the near-edge and ex-
tended regimes, and summing to obtain the complete
contribution from all core-levels. The valence contri-
bution is more difficult to obtain, but an approximate
method is given by a convolution of the low energy edges
with the appropriate angular momentum projected densi-
ties of states and can give quite reasonable results. How-
ever, in some cases, especially when strong excitonic be-
havior is expected, such as in Si, the Bethe-Salpeter equa-
tion must be solved in order to obtain good results49. For
such cases we suggest the use of the OCEAN code, which
combines DFT with the NIST Bethe-Salpeter equation
solver50.
E. Superheavy elements up to Z = 138
Recent experimental and theoretical work has focused
on the formation of compounds including superheavy
elements51–55. For example, a Seaborgium molecule
(Z = 106) Sg(CO)6 has been detected in gas phase. Since
the lifetime of such molecules is only on the order of sec-
# General corvus input
#
# Set target property as a fit.
target_list { fit }
# Set the fit target as XES.
fit.target { feffXES }
# Set which handlers to use (FEFF10 , lmfit).
usehandlers { fit Feff }
# LMFIT input
#
# Let lmfit know where the experimental data is.
fit.datafile { exp.dat }
# Define fit parameters.
# broadening - Extra lorenzian broadening beyond core -hole broadening
# delta_e0 - Overall energy shift of spectrum
# amplitude - Overal scaling factor of spectrum.
# delta_efermi - Shift of Fermi energy cutoff.
# expansion - Expansion of all coordinates.









# Define the bond , and cluster of atoms for the "bond" fit parameter. In this
# case , we are only moving the apical nitrogen atom in the direction of the
# absorbing Mn atom.
fit.bond{ 1 3 }
# FEFF input
# Define how to run in parallel
feff.MPI.CMD{mpirun}
feff.MPI.ARGS{-n 6}
# Define the edge
feff.edge{ K }
# Define the absorbing atom
absorbing_atom{ 1 }
# XES - standard to set no core -hole.
feff.corehole{ none }
# Define the grid.
feff.egrid{
e_grid -45 10 0.25
}
# Define the system using a cluster (xyz like structure ).
cluster {
Mn 0.000000 0.000000 0.000000
O 0.199422 0.594958 1.791970
N -0.731983 -1.757497 0.528479
O -1.808293 0.994578 -0.167048
N -0.008891 -0.580607 -2.000021
N 0.953112 1.767136 -0.798793
N 2.122474 -0.734026 -0.129083
C 0.979701 -1.713087 -2.091138





FIG. 7: Typical Corvus input file for XANES fitting.
onds, experimental methods of investigating their chem-
ical and structural properties must be fast. X-ray spec-
troscopy is a particularly good candidate, given its ultra-
short probe time, element specificity, and ability to probe
short-range order (Fig. 9). As noted above, FEFF10 now
includes the capability to treat systems with superheavy
elements up to Z= 1389, based on an automated single
configuration version of the multi-configurational Dirac-
Fock atomic code7,8. These calculations can be carried
out, for example, with a FEFF-only Corvus workflow, or
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FIG. 8: Best fit of the FEFF10 calculated Mn K−β XES
spectrum of [LMn(acac)N]BPh4 compared to the experimen-
tal data (left). The structure of the molecule (without BPh4)





































FIG. 9: M5 XANES (left) and EXAFS (right) of Sg(CO)6
(red) compared with that of Sg(CO)5 (blue). The change in
the fine-structure reflects the change in the first shell coordi-
nation.
F. Other developments
Together with the workflows described above, we have
developed several other workflows that simplify calcu-
lations based on FEFF10. These include for example,
sums over edges (e.g., L23 or M45) and configurational
averaging, i.e., averaging of spectra over the unique sites
in a crystal, and calculations of resonant inelastic x-ray
scattering (RIXS).
IV. SUMMARY AND CONCLUSIONS
We have developed FEFF10, a new version of the
RSGF code FEFF, together with an efficient workflow
tool to enable advanced calculations of x-ray spectra by
combining FEFF10 with auxiliary codes. This hybrid
approach permits a number of extensions and features
including finite-temperature with auxiliary calculations
of structure and vibrational properties. The approach
is generally applicable to systems throughout the peri-
odic table, temperatures up to the WDM regime, and
non-equilibrium systems including simulations of time-
resolved pump-probe experiments. The code utilizes an
improved Dirac-Fock code with the capability of treat-
ing super-heavy elements up to Z = 138. We have also
described the augmentation of FEFF10 with auxiliary
codes through automated workflows implemented within
the Python-based Corvus workflow manager. This cou-
pling facilitates automated advanced calculations. The
calculations have been compared to both experiment and
other theoretical methods, and generally give good re-
sults. Many extensions and applications are possible.
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