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Abstract
This Note deals with a linear model of regression on quantiles with the explanatory variable taking values
in some functional space and a scalar response. We propose a spline estimator of the functional coefficient that
minimizes a penalized L1 type criterion (the penalization is of primary importance to get existence and convergence
of the estimator), then we study the asymptotic behaviour of this estimator. To cite this article: Herve´ Cardot,
Christophe Crambes, Pascal Sarda, C. R. Acad. Sci. Paris, Ser. I 336 (2003).
Re´sume´
Cette Note a pour objet un mode`le line´aire de re´gression line´aire sur quantiles lorsque la variable explicative est
a` valeurs dans un espace fonctionnel alors que la variable re´ponse est re´elle. Nous proposons un estimateur spline
du coefficient fonctionnel base´ sur la minimisation d’un crite`re de type L1 pe´nalise´ (la pe´nalisation est primordiale
pour avoir l’existence et la convergence de l’estimateur), puis nous e´tudions le comportement asymptotique de
cet estimateur. Pour citer cet article : Herve´ Cardot, Christophe Crambes, Pascal Sarda, C. R. Acad. Sci. Paris,
Ser. I 336 (2003).
1. Introduction
Graˆce aux performances accrues des appareils de mesure et a` l’augmentation des capacite´s de stockage
informatique, de nombreuses donne´es sont collecte´es et sauvegarde´es sur des e´chelles temporelles ou des
grilles spatiales de plus en plus fines (courbes d’e´volution de tempe´ratures, courbes spectrome´triques,
images satellites, ...). On est ainsi amene´ a` traiter des donne´es assimilables a` des courbes ou plus
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ge´ne´ralement a` des fonctions de variables continues (temps, espace). Ces observations sont appele´es
donne´es fonctionnelles dans la litte´rature [8].
Des mode`les de re´gression pour variables explicatives fonctionnelles ont e´te´ propose´s, notamment
lorsque la re´ponse est un scalaire : le mode`le line´aire est introduit dans [7] tandis qu’un mode`le fonction-
nel non parame´trique est e´tudie´ dans [3]. Ces mode`les sont construits dans le but d’estimer la moyenne
conditionnelle. Cependant, dans certains cas, on s’inte´resse plutoˆt a` l’estimation de quantiles condition-
nels, comme par exemple en agronomie (estimation de seuils de rendements), en me´decine ou encore en
fiabilite´ (voir par exemple [6]). Cette note est consacre´e a` l’e´tude de ce proble`me. Nous de´finissons dans
la partie 2 un mode`le line´aire de re´gression sur quantiles qui ge´ne´ralise au cadre fonctionnel le mode`le
propose´ par Koenker et Bassett [5]. Nous proposons dans la partie 3 de construire un estimateur spline du
parame`tre fonctionnel du mode`le. Des proprie´te´s asymptotiques, dont l’obtention d’une borne supe´rieure
pour la vitesse de convergence L2 sont pre´sente´es dans la partie 4.
2. Mode`le line´aire de re´gression fonctionnelle sur quantiles
Soit (Xi, Yi)i=1,...,n un e´chantillon de couples inde´pendants de variables ale´atoires de´finis sur un meˆme
espace de probabilite´s, de meˆme loi que (X, Y ). La variable explicative X est a` valeurs dans un sous-
espace ferme´ H de l’espace fonctionnel L2([0, 1]), l’espace des fonctions de carre´ inte´grable sur l’intervalle
[0, 1], et Y est la variable ale´atoire re´ponse a` valeurs dans R.
Soit α ∈]0, 1[ fixe´ ; en supposant que E|Y | < +∞, le quantile conditionnel d’ordre α de Y sachant
[X = x], x ∈ H , est le re´el gα(x) de´fini comme solution du proble`me de minimisation
min
a∈R
E(lα(Y − a)|X = x), (1)
ou` E(.|X = x) de´signe l’espe´rance conditionnellement a` l’e´ve´nement [X = x] et lα est la fonction de´finie
par lα(u) = |u|+ (2α− 1)u (voir [5]).
Une ge´ne´ralisation directe du mode`le de Koenker et Bassett [5] consiste a` supposer que gα est une
forme line´aire continue de´finie sur H , c’est-a`-dire qu’elle s’e´crit :
gα(X) = 〈Ψα, X〉 =
∫ 1
0
Ψα(t)X(t) dt, (2)
la fonction Ψα appartenant a` H et la notation 〈., .〉 de´signant le produit scalaire usuel de L2([0, 1]).
3. Construction d’un estimateur spline
L’estimateur de´fini ci-dessous repose sur une approximation du quantile conditionnel par une fonction
spline. Il faut donc choisir une subdivision de l’intervalle [0, 1] en k sous-intervalles, k = kn ∈ N∗. Cette
subdivision de´finit k − 1 noeuds inte´rieurs que nous supposons e´quire´partis dans la suite. Les fonctions
splines que nous conside´rons sont des polynoˆmes de degre´ q par morceaux sur chaque sous-intervalle de
[0, 1], et (q − 1) fois de´rivables sur [0, 1], ou` q ∈ N. L’espace de ces fonctions est un espace vectoriel de
dimension k + q. Une base de cet espace vectoriel est l’ensemble des fonctions B-splines, que l’on notera
Bk,q =
t (B1, . . . , Bk+q) (voir [2]).
On estime alors Ψα par une combinaison line´aire des Bl, 1 ≤ l ≤ k + q : on est ramene´ a` trouver un
vecteur θ̂ = t(θ̂1, . . . , θ̂k+q) ∈ Rk+q tel que Ψ̂α = tBk,qθ̂ avec θ̂ solution du proble`me de minimisation
2
min
θ∈Rk+q
{
1
n
n∑
i=1
lα
(
Yi − 〈tBk,qθ, Xi〉
)
+ ρ ‖ ( tBk,qθ)(m) ‖2
}
, (3)
ou` (tBk,qθ)
(m) est la de´rive´e d’ordre m de tBk,qθ, ρ est un parame`tre de pe´nalisation pour controˆler le
degre´ de “re´gularite´” de l’estimateur cherche´ et ‖.‖ est la norme associe´e au produit scalaire de L2([0, 1]).
Nous avons programme´ cet estimateur dans le logiciel Splus en utilisant un algorithme base´ sur la
me´thode des moindres carre´s ite´re´s reponde´re´s (voir [6]). D’autres algorithmes assez courants dans la
litte´rature portant sur les estimateurs de type L1 pourraient eˆtre adapte´s facilement a` notre contexte.
4. Proprie´te´s asymptotiques
Supposons que X soit du second ordre, c’est-a`-dire que E
(‖X‖2) < +∞. Pour alle´ger les notations, nous
supposons e´galement dans cette partie que X est centre´e (E(X) = 0). On peut alors de´finir l’ope´rateur
de covariance de X , ope´rateur Γ de L2([0, 1]) dans lui-meˆme de´fini par Γh = E(〈X, h〉X). Cet ope´rateur
induit une semi-norme de´finie par ‖h‖22 = 〈Γh, h〉.
Afin d’e´tablir le re´sultat de convergence pour l’estimateur Ψ̂α, on suppose que les hypothe`ses suivantes
sont ve´rifie´es.
(H.1) ‖ X ‖≤ C0 < +∞, ps.
La fonction Ψα est suppose´e eˆtre p
′ fois de´rivable et Ψ
(p′)
α ve´rifie
(H.2)
∣∣∣Ψ(p′)α (t)−Ψ(p′)α (s)∣∣∣ ≤ C1|t− s|ν , s, t ∈ [0, 1],
ou` C1 > 0 et ν ∈ [0, 1]. Dans la suite, on pose p = p′ + ν et on suppose que q ≥ p ≥ m.
(H.3) Les valeurs propres de Γ sont strictement positives.
(H.4) Pour x ∈ H , la loi de Y conditionnellement a` [X = x] admet une densite´ fxY continue et
strictement positive au quantile d’ordre α.
The´ore`me 4.1 Sous les hypothe`ses (H.1) − (H.4) et si on suppose de plus qu’il existe β, γ ∈]0, 1[ tels
que kn ∼ nβ et ρ ∼ n(γ−1)/2, alors
(i) Ψ̂α existe sauf sur un ensemble dont la probabilite´ tend vers 0 lorsque n tend vers l’infini,
(ii) E
(
‖ Ψ̂α −Ψα ‖22 |X1, . . . , Xn
)
= OP
(
1
k2pn
+
kn
nρ
+ ρ + ρk2(m−p)n
)
.
E´le´ments de de´monstration :
La de´monstration reprend certains arguments de la preuve du re´sultat e´tabli par He et Shi [4].
Le point (i) du the´ore`me repose sur l’inversibilite´ de la matrice Ĉρ = Ĉ + ρGk, Ĉ e´tant la matrice de
terme ge´ne´ral 1n
∑n
i=1〈Bj , Xi〉〈Bl, Xi〉 et Gk la matrice de terme ge´ne´ral gjl = 〈B(m)j , B(m)l 〉 pour j, l =
1, . . . k + q. Or, il existe (voir [1]) une constante c telle que limn→+∞ P
({
ω/λmin(Ĉρ) > c
ρ
kn
})
= 1, ce
qui entraˆıne le point (i).
L’hypothe`se (H.2) implique qu’il existe une fonction spline, note´e Ψ?α =
tBk,qθ
?, ve´rifiant
supt∈[0,1] |Ψ?α(t)−Ψα(t)| ≤ C2/kpn (voir [2]). On obtient ainsi avec (H.1) : ‖ Ψ?α −Ψα ‖22= OP
(
1/k2pn
)
. Il
reste donc a` e´tudier le terme E
(
‖ Ψ̂α −Ψ?α ‖22 |X1, . . . , Xn
)
. Pour cela, remarquons que pour L > 0 et
(δn)n∈N une suite de re´els positifs, on a :
P
[
1
n
n∑
i=1
〈Ψ̂α −Ψ?α, Xi〉2 + ρ
∥∥∥(Ψ̂α −Ψ?α)(m)∥∥∥2 ≤ L2 δ2nn |X1, . . . , Xn
]
3
≥ P
[
inf
|θ|≥Lδn
n∑
i=1
fi(θ) >
n∑
i=1
fi
(√
nĈ1/2ρ θ̂ −
√
nĈ1/2ρ θ
?
)
|X1, . . . , Xn
]
,
ou` fi est de´finie par :
fi(θ) = lα
[
Yi − 〈 tBk,q
(
Ĉ
−1/2
ρ√
n
θ + θ?
)
, Xi〉
]
+ ρ
∥∥∥∥∥∥
[
tBk,q
(
Ĉ
−1/2
ρ√
n
θ + θ?
)](m)∥∥∥∥∥∥
2
.
Remarquons que minimiser
∑n
i=1 fi(θ) revient a` minimiser le crite`re (3). On montre alors qu’il existe
L = L > 0 tel que, pour δn = (kn/ρ + nρ)
1/2, on a :
P
[
inf
|θ|≥Lδn
n∑
i=1
fi(θ) >
n∑
i=1
fi
(√
nĈ1/2ρ θ̂ −
√
nĈ1/2ρ θ
?
)
|X1, . . . , Xn
]
> 1− ,
en utilisant notamment la convexite´ de la fonction fi. On obtient finalement la relation
E
(∥∥∥Ψ̂α −Ψ?α∥∥∥2
n
+ ρ
∥∥∥(Ψ̂α −Ψ?α)(m)∥∥∥2 |X1, . . . , Xn) = OP ( 1
k2pn
+
kn
nρ
+ ρ + ρk2(m−p)n
)
,
ou` ‖.‖n est la version empirique de la semi-norme ‖.‖2, c’est-a`-dire dans laquelle Γ est remplace´ par
l’ope´rateur de covariance empirique. Le re´sultat (ii) s’obtient finalement en montrant l’e´quivalence des
deux normes sur un ensemble auquel appartient la solution du proble`me de minimisation.
Notons que, sous les hypothe`ses du the´ore`me, si on prend kn ∼ n1/(4p+1) et γ = 1/(4p + 1), on
obtient la vitesse de convergence ‖ Ψ̂α − Ψα ‖22= OP
(
n−2p/(4p+1)
)
. C’est la meˆme vitesse que celle
obtenue par Cardot et. al. [1] pour l’estimateur spline de la moyenne conditionnelle dans le cas du mode`le
line´aire fonctionnel. Le proble`me de l’optimalite´ de ces vitesses reste une question ouverte dans le cadre
des mode`les line´aires fonctionnels. On peut remarquer qu’elles de´pendent de manie`re importante du
comportement de la plus petite valeur propre de Ĉρ. Nos travaux se poursuivent dans cette direction.
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