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Abstract
Let R be a complete discrete valuation ring with quotient field K, L a finite
Galois extension of K with Galois group G and S the integral closure of R in
L. In this article, using elements of the monoid Sl(G) introduced in [8], we
construct certain crossed product orders in the case that the extension S/R
is unramified. We associate an element of Sl(G) to every crossed product
order and give a criterion for inflating idempotent 2-cocycles.
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1. Introduction
Let R be a complete discrete valuation ring with quotient field K, L a
finite Galois extension of K with Galois group G, S the integral closure of R
in L and πS (resp.π0R) the unique maximal ideal of S (resp.R), L∗ ∶= L∖{0},
S∗ ∶= S ∖ {0} and U(S) the group of units of S.
A function f ∶ G × G Ð→ L∗ is called normalized 2-cocycle when the
following conditions are satisfied:
f(σ, τ)f(στ, ρ) = fσ(τ, ρ)f(σ, τρ), σ, τρ ∈ G, (1.1)
f(1, σ) = f(σ,1) = 1, for σ ∈ G, (1.2)
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where lσ means σ(l), for σ ∈ G and l ∈ L, and 1 is the unit element of G.
Associated to a 2-cocycle f there is aK-algebra Af called the crossed product
algebra associated to f . The K-algebra Af is defined as an L-vector space
Af = ⊕
σ∈G
Lxσ
having as an L-basis the symbols xσ, σ ∈ G, and multiplication defined by
the rules
xσl = lσxσ and xσxτ = f(σ, τ)xστ ,
for σ, τ ∈ G and l ∈ L. The cocycle condition (1.1) guarantees that Af is an
associative K-algebra with unit element x1, that we denote also by 1, and
moreover Af is a central simple K-algebra ([11],Theorem 29.6).
The set Z2(G,L∗) of all 2-cocycles of G on L∗ becomes a group under the
pointwise multiplication called the group of boundaries of G on L∗ ([3]). The
subgroup B2(G,L∗) of Z2(G,L∗) consisting of 2-cocycles b ∶ G × G Ð→ L∗
such that
b(σ, τ) = a(σ)aσ(τ)a(στ)−1,
for σ, τ ∈ G and for a function a ∶ G Ð→ L∗, is called the group of cobound-
aries of G on L∗ and the quotient group Z2(G,L∗)/B2(G,L∗) is the second
cohomology group H2(G,L) ([11],Section 29).
If we allow f to take values on L instead of L∗, then we are reffering to a
weak 2-cocycle of G on L. D.E. Haile, R.G. Larson and M.E. Sweedler in [4]
studied the weak 2-cocycles and they introduced a new cohomology theory
based on them. The set Z2(G,L) of 2-cocycles of G on L becomes a monoid
under the pointwise multiplication and
M2(G,L) ∶= Z2(G,L)/B2(G,L∗)
is also a monoid, the invertible elements of which are exactly the elements
of H2(G,L). Moreover every class [f] ∈ M2(G,L) contains a unique idem-
potent 2-cocycle, i.e. that takes values on the set {0,1} of the idempotent
elements of L.
A function f ∶ G×G Ð→ S∗ satisfying relations (1.1) and (1.2) is called a
normalized weak 2-cocycle of G on S∗. The ring
Λf ∶= ⊕
σ∈G
Sxσ ∶= (S/R,f)
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is an R-order in the crossed product K-algebra Af and is called the weak
crossed product order associated to f . D.E. Haile introduced and studied the
weak crossed product order Λf in case R is a discrete valuation ring and the
extension L/K is unramified ([6]). Let Z2(G,S∗) be the set of boundaries of
G on S∗, that is, the set of all weak 2-cocycles of G on S∗. Then Z2(G,S∗)
becomes a monoid under the pointwise multiplication having as a subgroup
the set B2(G,U(S)) consisting of all functions b ∶ G ×GÐ→ U(S) such that
b(σ, τ) = a(σ)aσ(τ)a(στ)−1,
for σ, τ ∈ G and a function a ∶ G Ð→ U(S), called the group of cobound-
aries of G on U(S). The set Z2(G,S∗)/B2(G,U(S)) of equivalent classes,
denoted N2(G,S), is a monoid under the pointwise multiplication. Since
every element of Z2(G,L) or of Z2(G,S∗) is cohomologous to a normalized
2-cocycle, in the whole of the article we always take normalized 2-cocycles.
In this article we assume that the extension L/K is unramified with finite
residue field. Then the extension S/R is also a Galois extension and G ≅
Gal(S/R) ≅ Gal(S/R), where S ∶= S/πS and R ∶= R/π0R.
In [8], the authors introduced the monoid Sl(G), for a finite group G,
consisting of all functions r ∶ G Ð→ N satisfying the relations r(1) = 0 and
r(στ) ≤ r(σ) + r(τ), for all σ, τ ∈ G. These functions arose naturally from
some partitions of G and were used to construct idempotent 2-cocycles by
the rule
er(σ, τ) =
⎧⎪⎪
⎨
⎪⎪⎩
1, if r(στ) = r(σ) + r(τ),
0, if r(στ) < r(σ) + r(τ).
(1.3)
([8],Theorem 5.2).
In this article, using the elements of Sl(G) we establish a relation between
weak crossed product orders of G on S∗ and weak crossed product algebras
of G on L. It consists of five sections including Introduction. In Section 2 we
construct new elements of Sl(G) from a given one. In Section 3 we define the
monoid B2(G,S∗) ⊆ Z2(G,S∗) and we prove that the weak crossed product
orders associated to elements of this set are not hereditary. Moreover we
prove that the monoid Sl(G) is all we need to describe up to equivalence the
monoid B2(G,S∗). In Section 4 we associate an element of Sl(G) to a weak
2-cocycle f ∶ G×G Ð→ S∗ and we give two applications. Finally in Section 5,
for a normal subgroup H of G, we give a necessary and sufficient condition
for inflating idempotent weak 2-cocycles from G/H to G and specialize this
procedure using elements of Sl(G).
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We refer to [4] and [11] for Galois theory and Galois cohomology theory
of groups, to [11] for crossed product algebras, to [2] for orders and crossed
product orders, to [6] and [7] for weak crossed product orders, to [12] for
local fields and ramification theory and to [2], [9], [10] for ring theory and
algebras.
2. Preliminaries
Throughout the rest of the article we consider the notation and the as-
sumptions of Section 1. Moreover we denote by E2(G,L) the set of idempo-
tent 2-cocycles of G on L.
One of the main results of ([4],Section 7) is that
M2(G,L) = ⊍M2e (G,L),
where the union is over all idempotent 2-cocycles e and
M2e (G,L) ∶ = {[f] ∈M
2(G,L) ∶ [f][e] = [f] and∃[g] ∈M2(G,L)
such that [f][g] = [e]},
which is a group with unit the class [e]. For an element f ∈ Z2(G,L), let
H(f) = {σ ∈ G ∶ f(σ,σ−1) ≠ 0}. It was shown in ([4],Section 10) that H(f) is
a subgroup of G, called the inertial group of f . Moreover H(f) =H(e), where
e is the unique idempotent 2-cocycle such that [f] ∈M2e (G,L). Similarly if
f ∈ Z2(G,S∗), then the set {σ ∈ G ∶ f(σ,σ−1) ∈ U(S)} is also a subgroup of
G ([5]). We call this subgroup also the inertial group of the 2-cocycle f and
we denote it also as H(f). Occasionally we use the notion HG(f) for H(f)
to emphasise the group G.
The set Sl(G) becomes an additive monoid with operation (r1 + r2)(σ) =
r1(σ) + r2(σ), for r1, r2 ∈ Sl(G) and σ ∈ G, with unit element the function
r(σ) = 0, for all σ ∈ G ([8],Proposition 8.1). Moreover the set Mr ∶= {σ ∈ G ∶
r(σ) = 0} is a subgroup of G ([8],Proposition 4.2).
The next proposition is a criterion for checking the equality of elements
of Sl(G).
Proposition 2.1. Let r1, r2 ∈ Sl(G). Then r1 = r2 if and only if
r1(σ) + r1(τ) − r1(στ) = r2(σ) + r2(τ) − r2(στ),
for σ, τ ∈ G.
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Proof : If r1 = r2, then the equality is obvious. Now let r1(σ)+r1(τ)−r1(στ) =
r2(σ)+ r2(τ)− r2(στ), for σ, τ ∈ G. First we show that Mr1 =Mr2 . Both sets
are not empty since they contain the unit of G. Let σ ∈ Mr1 . Then, for
τ = σ−1, we have r1(σ) + r1(σ−1) − r1(1) = r2(σ) + r2(σ−1) − r2(1). Since
r1, r2 ∈ Sl(G) it follows that r1(1) = r2(1) = 0. Also σ−1 ∈Mr1 so r1(σ−1) = 0.
We deduce that r2(σ) + r2(σ−1) = 0 and since both numbers in the left side
of this equation are positive it follows that r2(σ) = r2(σ−1) = 0, from where
σ ∈ Mr2 . So Mr1 ⊆ Mr2 . With the same argument we prove that Mr2 ⊆ Mr1
and so Mr1 =Mr2 .
Suppose now that r1 ≠ r2. We set M = Mr1 = Mr2 . Then there exists
ρ ∈ G ∖M for which r1(ρ) ≠ r2(ρ) (of course ρ ∉ M). Suppose that r1(ρ) <
r2(ρ) (otherwise we interchange the roles of r1 and r2). Firstly we show by
induction that r1(ρk) < r2(ρk), for every k ∈ N∗ ∶= N∖{0}. For k = 1, we have
nothing to prove. We suppose the above relation holds for some k ∈ N∗. By
the assumption, setting σ = ρ and τ = ρk, we have r1(ρ) + r1(ρk) − r1(ρk+1) =
r2(ρ)+ r2(ρk)− r2(ρk+1). From the induction hypothesis, r1(ρk) < r2(ρk) and
also r1(ρ) < r2(ρ), so
r2(ρ
k+1) − r1(ρk+1) = (r2(ρk) − r1(ρk)) + (r2(ρ) − r1(ρ)) > 0,
therefore r1(ρk+1) < r2(ρk+1) and the induction is completed.
The group G is finite so, for ρ ∈ G∖{1}, ord(ρ)−1 belongs to N∗ and then
r1(ρord(ρ)−1) < r2(ρord(ρ)−1). On the other hand by the assumption, setting
σ = ρ and τ = ρ−1 we have
r1(ρ) + r1(ρ−1) − r1(ρρ−1) = r2(ρ) + r2(ρ−1) − r2(ρρ−1)⇒
r1(ρ
−1) − r2(ρ−1) = r2(ρ) − r1(ρ) > 0⇒ r1(ρord(ρ)−1) > r2(ρord(ρ)−1),
which is a contradiction. Hence r1 = r2. ◻
Let e be an idempotent 2-cocycle and H = H(e), then associated to e is
a partial ordering on the G-set G/H given by
σH ≤ τH⇔ e(σ,σ−1τ) = 1,
for σ, τ ∈ G ([4],Section 7). It is shown in ([4],Theorem 7.13) that there is a
one-to-one correspondence between the idempotent 2-cocycles with inertial
group H and the partial orderings on G/H , with least element H which are
“lower subtractive”, that is, satisfy
σH ≤ τH ⇒ (σH ≤ ρH ≤ τH⇔ σ−1ρH ≤ σ−1τH),
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for σ, τ, ρ ∈ G. The partial ordering associated to the idempotent e gives rise
to a left graph with vertices the left cosets of H in G in the obvious way
([4],Section 7). Let r ∈ Sl(G), er as in relation (1.3) and H = H(er), then
Mr = H ([8],Theorem 5.2) and
σH ≤ τH⇔ r(τ) = r(σ)r(σ−1τ),
for σ, τ ∈ G ([8],Remark 5.3). This relation allows us to construct the corre-
sponding graphs on the left cosets.
By the following proposition we can construct new elements of Sl(G)
from a given one.
Proposition 2.2. Let r ∈ Sl(G), er be as in relation (1.3), H =H(er) and
N1(er) = {σ ∈ G ∶ uσ ∈ rad(Aer) and uσ ∉ rad(Aer)
2}.
Then, for an element a ∈ N1(er), the function r′a ∶ G → N defined by the rule
r′a(σ) =
⎧⎪⎪
⎨
⎪⎪⎩
r(σ), if σ ∉HaH,
r(σ) + 1, if σ ∈HaH,
is an element of Sl(G) with Mr′a =H.
Proof : Let r′a be as in the statement of the proposition and let us denote
r′a = r′. We remark that from the definition of r′ it holds that r(σ) ≤ r′(σ),
for σ ∈ G. From ([8],Lemma 3.1) we see that a ∉ H and consequently 1 ∉
HaH . Hence r′(1) = r(1) = 0. Now, for σ, τ ∈ G, if στ ∉ HaH , then
r′(στ) = r(στ) ≤ r(σ) + r(τ) ≤ r′(σ) + r′(τ). So it remains to examine
the case στ ∈ HaH , for σ, τ ∈ G. In this case r′(στ) = r(στ) + 1. We
have the following three subcases: i) σ ∈ H , ii) τ ∈ H and iii) σ, τ ∉ H . If
σ ∈ H , then τ ∈ HaH and so r′(σ) = r(σ) and r′(τ) = r(τ) + 1. Hence
r′(στ) ≤ r′(σ) + r′(τ). If τ ∈ H , then similarly we get r′(στ) ≤ r′(σ) + r′(τ).
Finally, if σ, τ ∉ H , then, since HaH ⊆ N1(er) ([8],Remark 3.2) and from
([8],Lemma 3.1) we get er(σ, τ) = 0 and hence r(στ) < r(σ)+r(τ). Therefore
r′(στ) = r(στ) + 1 < r(σ) + r(τ) + 1 ≤ r′(σ) + r′(τ) + 1 and since all terms
are natural numbers we get r′(στ) ≤ r′(σ) + r′(τ). So we conclude that
r′ ∈ Sl(G).
To prove that H ⊆Mr′ we remark that if σ ∈H , then σ ∉HaH and hence
r′(σ) = r(σ) = 0. For the other direction if σ ∈Mr′ , then r′(σ) = 0 and since
r(σ) ≤ r′(σ), for all σ ∈ G, we get that r(σ) = 0 and so Mr′ ⊆H . ◻
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3. Constructing weak crossed product orders from elements of
Sl(G)
We consider the πS-adic valuation vpi ∶ S Ð→ Z∪{∞}, for vpi(s) =max{z ∈
Z ∶ s ∈ πzS}. Let σ(π) = u(σ)π, where u(σ) ∈ U(S), for σ ∈ G, and we define
the function u ∶ GÐ→ U(S), σ ↦ u(σ). We refer to ([12]) for more details.
Definition 3.1. We define B2(G,S∗) to be the set of all functions b ∶ G ×
G Ð→ S∗ such that there exists a function a ∶ G Ð→ S∗ with a(1) = 1, for
which
b(σ, τ) = a(σ)aσ(τ)a(στ)−1, for σ, τ ∈ G.
¿From the definition of B2(G,S∗) it is clear that a(στ)−1 ∈ L∗ and so b(σ, τ) is
not in general an element of S∗. However, we are interested only in functions
a forcing b to take values in S∗. For example, if the function a takes values in
U(S) ⊆ S∗, then the function b takes values in U(S) and then b is an element
of B2(G,U(S)). This demonstrates that
B2(G,U(S)) ⊆ B2(G,S∗) ⊆ B2(G,L∗).
It is easy to show that the set B2(G,S∗) is a submonoid of Z2(G,S∗).
Proposition 3.2. Let r ∈ Sl(G), then the function br ∶ G×GÐ→ S∗ defined
by then rule
br(σ, τ) = u(σ)r(τ)πr(σ)+r(τ)−r(στ), for σ, τ ∈ G, (3.1)
is an element of B2(G,S∗) with inertial group Mr.
Proof : For any r ∈ Sl(G) consider the function ar ∶ GÐ→ S∗ defined by the
rule ar(σ) = πr(σ). Then ar(σ)aσr (τ)ar(στ)−1 = br(σ, τ). Since r ∈ Sl(G) and
so r(σ)+ r(τ) ≥ r(στ), it follows that br(σ, τ) is a 2-cocycle taking values in
S∗, for σ, τ ∈ G, so br ∈ B2(G,S∗). Finally for the inertial group H(br) of br
we have
H(br) = {σ ∈ G ∶ br(σ,σ−1) ∈ U(S)} = {σ ∈ G ∶ r(σ) + r(σ−1) = 0} =Mr.◻
In what follows, for r ∈ Sl(G), we use the notation
ǫr(σ, τ) = πr(σ)+r(τ)−r(στ), (3.2)
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so that relation (3.1) takes the form
br(σ, τ) = u(σ)r(τ)ǫr(σ, τ). (3.3)
The weak 2-cocycle br defines a weak crossed product order Λbr = (S/R, br)
and the idempotent 2-cocycle er of relation (1.3) defines a weak crossed prod-
uct algebra Aer = (L/K,er). By reducing modπS the values of br of relation
(3.1) we get a new weak 2-cocycle br of G in S. More explicitly,
br(σ, τ) =
⎧⎪⎪
⎨
⎪⎪⎩
u(σ)r(τ) + πS, if r(στ) = r(σ) + r(τ),
0, if r(στ) < r(σ) + r(τ).
Example 3.3.
Let G = Z/10Z be the cyclic group of order 10. Consider the standard
partition of G∖ {0} derived from the generating set {1,6} ([1],Section 3 and
[8],Section 10):
δ = {{1,6},{2,7},{3,8},{4,9},{5}},
from where we can construct r = {0,1,2,3,4,5,1,2,3,4} ∈ Sl(G) withN1(er) =
{1,6} ([8],Remark 10.9 ). With the procedure described in Proposition 2.2,
we can construct the function
r1 = r′1 = {0,2,2,3,4,5,1,2,3,4},
which is again an element of Sl(G). From relation (3.2), the values of the
non-invertible term ǫr1 ∶ G ×GÐ→ S∗ are given by the following table:
(σ, τ) 0 1 2 3 4 5 6 7 8 9
0 1 1 1 1 1 1 1 1 1 1
1 1 π2 π π π π6 π π π π6
2 1 π 1 1 π5 π5 1 1 π5 π4
3 1 π 1 π5 π5 π5 1 π5 π4 π5
4 1 π π5 π5 π5 π5 π5 π4 π5 π5
5 1 π6 π5 π5 π5 π10 π4 π5 π5 π5
6 1 π 1 1 π5 π4 1 1 1 1
7 1 π 1 π5 π4 π5 1 1 1 π5
8 1 π π5 π4 π5 π5 1 1 π5 π5
9 1 π6 π4 π5 π5 π5 1 π5 π5 π5
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As in the relation (3.3), multiplying the values of ǫr1(σ, τ) with the invertible
term u(σ)r1(τ), we get the 2-cocycle br1 which has trivial inertial group.
Notice that r1 defines also an idempotent 2-cocycle er1 as in relation (1.3)
with the following graph on (left) cosets:
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Proposition 3.4. Every element of B2(G,S∗) with inertial group H can be
written uniquely as a product of an element of B2(G,U(S)) and a 2-cocycle
br, for some r ∈ Sl(G) with Mr = H.
Proof : Let b ∈ B2(G,S∗). By the definition of B2(G,S∗) there exists a ∶
G Ð→ S∗ defined by a(σ) = w(σ)πvpi(a(σ)), with w(σ) ∈ U(S) for σ ∈ G and
a(1) = 1, such that b(σ, τ) = a(σ)σ(a(τ))a(στ)−1 , for σ, τ ∈ G. Substituting
a we get:
b(σ, τ) = w(σ)σ(w(τ))w(στ)−1u(σ)vpi(a(τ))πvpi(a(σ))+vpi(a(τ))−vpi(a(στ)).
We set c(σ, τ) = w(σ)σ(w(τ))w(στ)−1 and r = vpi ○ a. It is obvious that
c ∈ B2(G,U(S)). Also since b(σ, τ) ∈ S∗, for σ, τ ∈ G, it must be r(σ) +
r(τ) − r(στ) ≥ 0. Since r(1) = vpi(a(1)) = 0 we have r ∈ Sl(G). So b(σ, τ) =
c(σ, τ)br(σ, τ), with c ∈ B2(G,U(S)) and r ∈ Sl(G).
Now, let b(σ, τ) = c′(σ, τ)br′(σ, τ) be another expression of b with c′ ∈
B2(G,U(S)) and r′ ∈ Sl(G). Since the expression of b(σ, τ) as a product of
a unit and a power of π is unique, we must have that r(σ) + r(τ) − r(στ) =
r′(σ)+r′(τ)−r′(στ), for every σ, τ ∈ G, and c(σ, τ)u(σ)r(τ) = c′(σ, τ)u(σ)r′(τ).
From Proposition 2.1 we deduce that r = r′ and as a consequence we get c = c′.
Finally, let σ ∈Mr. Then r(σ) = r(σ−1) = 0 and so b(σ,σ−1) = c(σ,σ−1)u(σ)r(σ
−1)π0 ∈
U(S) from where we conclude that σ ∈ H(b) = H . On the other hand, if
σ ∈ H , then b(σ,σ−1) ∈ U(S) from where we deduce that r(σ) + r(σ−1) = 0
and so r(σ) = 0. Hence H =Mr. ◻
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Corollary 3.5. Let b ∈ B2(G,S∗) and H(b) ⫋ G be the inertial group of b.
Then the weak crossed product order Λb is not hereditary.
Proof : Let b ∈ B2(G,S∗) and let b = cbr be the unique expression of b in ac-
cordance to Proposition 3.4, for some c ∈ B2(G,U(S)) and a weak 2-cocycle
br ∶ G×GÐ→ S∗. Then we have vpi(b(σ,σ−1) = r(σ)+r(σ−1), for σ ∈ G. Since
H(b) ⫋ G, let τ ∈ G ∖H . Then r(τ) ≥ 1 and r(τ−1) ≥ 1, so r(τ) + r(τ−1) ≥ 2.
Now the result follows from ([14],Theorem 2.15(1)) by which Λb is hereditary
if and only if vpi(b(σ,σ−1)) ≤ 1 for every σ ∈ G. ◻
Inside the monoid B2(G,S∗) we consider the equivalence relation
b1 ∼ b2⇔ b1B
2(G,U(S)) = b2B2(G,U(S)).
Let b denote the class of b. We write B2(G,S∗)/B2(G,U(S)) for the set
of classes of elements of B2(G,S∗) which is a monoid under the operation
b1 ⋅ b2 = b1b2.
Theorem 3.6. There is a monoid isomorphism
B2(G,S∗)/B2(G,U(S)) ≃ Sl(G)
Proof : Define the mapping φ by the rule φ(b) = r, for all b ∈ B2(G,S∗)
where b = c ⋅ br with c ∈ B2(G,U(S)) and r ∈ Sl(G) as in Proposition 3.4.
The uniqueness of Proposition 3.4 implies that φ is well defined. Also, if
φ(b1) = φ(b2), then r1 = r2 and so b1 = c1br, b2 = c2br from where it follows that
b1 = c1c−12 c2br = c1c
−1
2
b2 and φ is injective. To see that φ is a homomorphism
it is enough to notice that br1+r2 = br1br2 . If we set c1(σ, τ) = 1, for every
σ, τ ∈ G, and r∗(σ) = 0, for every σ ∈ G, then we get the identity 2-cocycle.
Finally, for r ∈ Sl(G), there exists b = c1br such that φ(b) = r and φ is onto.
◻
4. Elements of Sl(G) defined by a valuation
In this section we construct new elements of Sl(G) from elements of
Z2(G,S∗).
Lemma 4.1. Let f ∈ Z2(G,L∗). Then
vpi(f(σ, τ))+vpi(f(τ
−1, σ−1)) = vpi(f(σ,σ−1))+vpi(f(τ, τ−1))−vpi(f(στ, τ−1σ−1)).
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Proof : For an element f ∈ Z2(G,L∗) we consider successively the cocycle
condition (1.1) for the elements σ, τ, (στ)−1 and τ, τ−1, σ−1 of G. We get
two equations and then we substitute the value f(τ, τ−1σ−1) of the second
equation in the first equation. In both sides of the resulting equation we apply
the valuation vpi and we get the result, using the fact that vpi(lσ) = vpi(l), for
σ ∈ G and l ∈ L. ◻
Proposition 4.2. Let f ∈ Z2(G,S∗). Then the function
rf ∶ GÐ→ N, rf(σ) = vpi(f(σ,σ−1)),
is an element of Sl(G) with Mrf =H(f).
Proof : First we see that rf(1) = 0. Now we remark that since f(σ, τ) ∈ S∗,
for σ, τ ∈ G, then rf(σ) ≥ 0, σ ∈ G. So from Lemma 4.1 we get that
rf(σ) + rf(τ) − rf(στ) ≥ 0,
hence rf ∈ Sl(G). Finally
Mrf = {σ ∈ G ∶ rf(σ) = 0} = {σ ∈ G ∶ f(σ,σ
−1) ∈ U(S)} =H(f). ◻
Let f ∈ Z2(G,S∗), r ∈ Sl(G) and
f(σ, τ) = c(σ, τ)πvpi(f(σ,τ)), (4.1)
for some c(σ, τ) ∈ U(S) and σ, τ ∈ G. We define the function h ∶ G ×G → S∗
by the rule
h(σ, τ) = [c(σ, τ)]−1u(σ)r(τ)πr(σ)+r(τ)−r(στ)−vpi (f(σ,τ)), (4.2)
for σ, τ ∈ G and c(σ, τ) is as in the relation (4.1). The function h ∈ Z2(G,L∗).
Indeed, it is easy to see that fh = br, where br is as in Proposition 3.2. Hence
h = f−1br, where f−1(σ, τ) = f(σ, τ)−1. In the sequel we prove that, for f ∈
Z2(G,S∗), we can find an element h ∈ Z2(G,S∗) such that fh ∈ B2(G,S∗).
Proposition 4.3. Let f ∈ Z2(G,S∗) and rf as in Proposition 4.2. Then the
function h ∶ G ×GÐ→ S∗ defined by the rule
h(σ, τ) = [c(σ, τ)c(τ−1, σ−1)]−1u(σ)rf (τ)f(τ−1, σ−1),
for c(σ, τ) as in (4.1) for σ, τ ∈ G, is an element of Z2(G,S∗) such that
fh = brf .
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Proof : We put in the relation (4.2) the function rf instead of r. Using
Lemma 4.1 and the relation f(τ−1, σ−1) = c(τ−1, σ−1)πvpi(f(τ−1,σ−1)) we get
h(σ, τ) = [c(σ, τ)c(τ−1, σ−1)]−1u(σ)rf (τ)f(τ−1, σ−1).
The result follows from the fact that vpi(f(τ−1, σ−1) ≥ 0. ◻
For the next application of the function rf we need a new transformation
of elements of Sl(G).
Proposition 4.4. Let r ∈ Sl(G). Then the function r/ ∶ G Ð→ N defined by
the rule
r/(σ) =
⎧⎪⎪
⎨
⎪⎪⎩
k, r(σ) = 2k,
k + 1, r(σ) = 2k + 1
is an element of Sl(G) with Mr/ =Mr.
Proof : It is easy to see that r/(1) = 0. For σ, τ ∈ G, we distinguish six
cases in accordance to r(σ), r(τ) or r(στ) is even or odd natural number.
Let r(σ) = 2k1, r(τ) = 2k2, r(στ) = 2k3. Then r/(σ) = k1, r/(τ) = k2,
r/(στ) = k3. Since r ∈ Sl(G), we get 2k3 ≤ 2k1 + 2k2 from where k3 ≤ k1 + k2
and so r/(στ) ≤ r/(σ)+ r/(τ). Similarly we examine the other cases. Finally,
σ ∈Mr/ ⇔ r/(σ) = 0⇔ r(σ) = 0 so Mr/ =Mr. ◻
Corollary 4.5. Let r ∈ Sl(G). Then the function r′ ∶ GÐ→ N defined by the
rule
r′(σ) =
⎧⎪⎪
⎨
⎪⎪⎩
r(σ), r(σ) = 2k,
r(σ) + 1, r(σ) = 2k + 1
is an element of Sl(G) with Mr′ =Mr.
Proof : Let r ∈ Sl(G) and r/ ∈ Sl(G) be as in Proposition 4.4. We remark
that if r(σ) = 2k, then r/(σ) = k and so r′(σ) = 2k = 2r/(σ), for σ ∈ G. Simi-
larly for r(σ) = 2k+1, σ ∈ G. The result follows from ([8],Proposition 8.3). ◻
Example 4.6.
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We consider Example 3.3 and let r = {0,2,2,3,4,5,1,2,3,4} ∈ Sl(G). Then
r/ = {0,1,1,2,2,3,1,1,2,2} and r′ = {0,2,2,4,4,6,2,2,4,4}. The graph on
left cosets of the corresponding idempotent 2-cocycles er/ and er′ is common
and it is the following:
5
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②②②②②②
Theorem 4.7. For f ∈ Z2(G,S∗), there exist a 2-cocycle h ∈ Z2(G,L∗) and
r ∈ Sl(G) such that fh = br with 0 ≤ vpi(h(σ,σ−1)) ≤ 1, for σ ∈ G.
Proof : Let f ∈ Z2(G,S∗) and r = rf as in Proposition 4.2. For the 2-cocycle
h of relation (4.2) and r/ ∈ Sl(G) as in Proposition 4.4, we have that fh = br/
and so vpi(h(σ,σ−1)) = r/(σ) + r/(σ−1) − r(σ). From ([14],Lemma 2.6) we
have that vpi(f(σ,σ−1)) = vpi(f(σ−1, σ)), so r(σ) = r(σ−1) and consequently
r/(σ) = r/(σ−1), for σ ∈ G. But then
r/(σ) + r/(σ
−1) − r(σ) =
⎧⎪⎪
⎨
⎪⎪⎩
k + k − 2k, if r(σ) = 2k,
k + 1 + k + 1 − 2k − 1, if r(σ) = 2k + 1,
=
⎧⎪⎪
⎨
⎪⎪⎩
0, if r(σ) = 2k,
1, if r(σ) = 2k + 1,
from where 0 ≤ vpi(h(σ,σ−1)) ≤ 1, for all σ ∈ G. ◻
5. Inflating idempotent 2-cocycles
Let N be a normal subgroup of G, LN be the fixed field of N and
g ∈ Z2(G/N,LN). Then we can form a new normalized weak 2-cocycle
ĝ ∈ Z2(G,L) defined by the relation
ĝ(σ, τ) = g(σN, τN), for σ, τ ∈ G,
called the inflation of g. The main result in this section is Theorem 5.3 by
which a relation is established between the inertial groups of ε and ε̂. First
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we need some lemmata. Before these let us remark that as a consequence
of the definition of the inertial group H(f), for f ∈ Z2(G,L), we get that
f(σ,h) ≠ 0 and f(h,σ) ≠ 0, for σ ∈ G and h ∈H(f).
Lemma 5.1. Let f ∈ Z2(G,L) and N be a normal subgroup of G such that
N ⊆ H(f). Then, for σ, τ ∈ G, and n1, n2 ∈ N , we have:
(i) If f(σ, τ) = 0, then f(σn1, τn2) = 0,
(ii) If f(σ, τ) ≠ 0, then f(σn1, τn2) ≠ 0.
Proof : (i) Let n1, n2 ∈ N . First we prove that f(σn1, τ) = 0. Since N is a
normal subgroup of G, there exists n ∈ N such that σn1 = nσ. From the rela-
tion (1.1) and the elements n,σ, τ , we have the relation f(n,σ)f(nσ, τ) =
fn(σ, τ)f(n,στ). Since n ∈ H(f) we have that f(n,σ) ≠ 0. From the
assumption f(σ, τ) = 0 so f(nσ, τ) = f(σn1, τ) = 0. Again from the re-
lation (1.1) and for the elements σn1, τ, n2 we have f(σn1, τ)f(σn1τ, n2) =
fσn1(τ, n2)f(σn1, τn2). Since f(σn1, τ) = 0 and f(τ, n2) ≠ 0, it follows that
f(σn1, τn2) = 0.
(ii) Let n1, n2 ∈ N . For n ∈ N and the elements σ, τ, n, the relation (1.1) be-
comes f(σ, τ)f(στ,n) = fσ(τ, n)f(σ, τn). Since f(σ, τ) ≠ 0 and f(στ,n) ≠ 0
we get f(σ, τn) ≠ 0. Since N is a normal subgroup of G, there exists n′ ∈ N
such that n1τn2 = τn′. Then from the relation (1.1) we get
f(σ,n1)f(σn1, τn2) = fσ(n1, τn2)f(σ,n1τn2) = fσ(n1, τn2)f(σ, τn′),
since f(n1, τn2) ≠ 0. Then f(σ, τn′) ≠ 0, so we get f(σn1, τn2) ≠ 0. ◻
In what follows, for f ∈ Z2(G,L) and M a subgroup of G we write
resM(f) ∶ M × M Ð→ L for the restriction of f to M , which is again a
normalized weak 2-cocycle. Also let E2(G,L;H) be the set of idempotent
2-cocycles of G in L with inertial group H .
Lemma 5.2. Let e ∈ E2(G,L;H) andM be a subgroup of G. Then resM(e) =
1 if and only if M ≤H.
Proof : Let e ∈ E2(G,L;H), e1 = resM(e) = 1 and σ ∈M . Then σ−1 ∈M and
e(σ,σ−1) = e1(σ,σ−1) = 1, so σ ∈H and M ⊆H . On the other hand, if M ⊆H
and σ ∈ M , then e1(σ,σ−1) = e(σ,σ−1) ≠ 0 and since e takes only the values
0 or 1, we get e1(σ,σ−1) = 1. Then, for σ, τ, τ−1 ∈M , the 2-cocycle condition
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(1.1) yields e1(σ, τ)e1(στ, τ−1) = e1(τ, τ−1)e1(σ, ττ−1), so e1(τ, τ−1) = 1. By
definition e1(σ,1) = 1. Therefore e1(σ, τ) = 1, for every σ, τ ∈ M . Hence
e1 = 1. ◻
The following is a more general statement of ([13],Theorem 3.5):
Theorem 5.3. Let N be a normal subgroup of G and e ∈ E2(G,L;H). Then
N ≤ H if and only if there exists ε ∈ E2(G/N,LN) such that e = ε̂, that is
e(σ, τ) = ε(σN, τN), for σ, τ ∈ G. In this case
HG/N(ε) = HG(ε̂)/N = H/N.
Proof : If σ ∈ G, then we write σ for σN ∈ G/N . Firstly, let N ≤ H and
ε ∶ G/N ×G/N Ð→ LN defined by the rule ε(σ, τ) = e(σ, τ), for σ, τ ∈ G/N .
We prove that the function ε is well defined. For this, let σ, τ ∈ G, σ1 = σn1
and τ1 = τn2 representatives of σ and τ respectively, for n1, n2 ∈ N . Then we
get the following:
i) If e(σ, τ) = 1, from Lemma 5.1(ii) it follows that e(σn1, τn2) ≠ 0, so
e(σ1, τ1) = e(σn1, τn2) = 1 = e(σ, τ).
ii) If e(σ, τ) = 0, from Lemma 5.1(i) it follows that e(σn1, τn2) = 0, so
e(σ1, τ1) = e(σn1, τn2) = 0 = e(σ, τ).
In any case ε(σ1, τ 1) = e(σ1, τ1) = e(σ, τ) = ε(σ, τ), so the value of ε is
independent of the representatives of σ and τ .
For σ, τ , ρ ∈ G/N , we get
ε(σ, τ)ε(σ ⋅ τ , ρ) = e(σ, τ)e(στ, ρ) = e(τ, ρ)e(σ, τρ) = ε(τ , ρ)ε(σ, τ ⋅ ρ),
so ε is an idempotent 2-cocycle. The 2-cocycle e is normalized, so for σ, τ ∈
G/N it holds that ε(1, τ) = e(1, τ) = 1 and ε(σ,1) = e(σ,1) = 1. So ε is also
normalized.
For the opposite direction suppose that there exists ε ∈ E2(G/N,LN)
such that e = ε̂. Since HG/N(ε) ≤ G/N , there exists a subgroup G1 of G
containing N such that HG/N(ε) = G1/N . From Lemma 5.2 it follows that
resG1/N(ε) = 1. Hence, for σ, τ ∈ G1, we have:
resG1(e)(σ, τ) = e(σ, τ) = ε(σN, τN) = resG1/N(ε)(σN, τN) = 1,
since σN, τN ∈ G1/N . Then resG1(e) = 1 and again from Lemma 5.2 we get
G1 ≤ H from where N ≤ H .
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Finally we will show that G1 =H and then the equality of the statement
of the theorem is obvious. If σ ∈ H , then e(σ,σ−1) ≠ 0. Since N ⊴ G it holds
that (σN)−1 = σ−1N and so
ε(σN, (σN)−1) = ε(σN,σ−1N) = e(σ,σ−1) ≠ 0.
But then, σN ∈ HG/N(ε) = G1/N and so σ ∈ G1. Hence G1 =H . ◻
A special case of Theorem 5.3 is when N equals the inertial group of e.
Then e comes always from a lifting of an idempotent 2-cocycle with trivial
inertial group, as the next corollary shows.
Corollary 5.4. Let e ∈ E2(G,L;H). If H is a normal subgroup of G, then
there exists ε ∈ E2(G/H,LH ; 1) such that e = ε̂.
Proof : From Theorem 5.3, setting N = H , it follows that there exists
ε ∈ E2(G/H,LH) such that e = ε̂. Furthermore HG/H(ε) = HG(ε̂)/H =
HG(e)/H = 1. ◻
The opposite is also true.
Corollary 5.5. Let H ⊴ G and ε ∈ E2(G/H,LH ; 1). Then there exists e ∈
E2(G,L;H) such that e = ε̂.
Proof : By inflating ε from G/H to G, we construct e ∈ E2(G,L) such that
e = ǫ̂. We only have to show that the inertial group of e is H . Indeed
HG(e) = {σ ∈ G ∶ e(σ,σ−1) = 1} = {σ ∈ G ∶ ε(σH,σ−1H) = 1}
= {σ ∈ G ∶ σH ∈HG/H(ε)} =H. ◻
Let H ⊴ G and r ∈ Sl(G/H). In this case, lifting the idempotent 2-cocycle
εr from G/H to G can also be accomplished using ([8], Proposition 8.6 and
Corollary 8.7). Specifically, if we set r̂(σ) = r(σH), for σ ∈ G, then r̂ ∈ Sl(G)
with Mr̂ = H . For the corresponding idempotent 2-cocycles we have the
relation er̂ = ε̂r.
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Example 5.6.
Let
G =D8 =< σ, a ∶ a4 = σ2 = 1, σaσ−1 = a−1 >
be the dihedral group of order 8 and identity element 1. Let H = {1, a2}.
It is a normal subgroup of G with G/H = {H,aH,σH,aσH}. In order to
construct an element r of Sl(G/H) with trivial inertial group, we start with
a generating set of (G/H)∗ = G/H ∖ {H} as in ([8],Section 10), say A1 =
{aH,σH}. Then A2 = {aσH} and r takes the following values:
r(H) = 0, r(aH) = 1, r(σH) = 1, r(aσH) = 2.
The corresponding idempotent 2-cocycle εr ∶ G/H ×G/H Ð→ LH takes the
following values:
(σ, τ) H aH σH aσH
H 1 1 1 1
aH 1 0 1 0
σH 1 1 0 0
aσH 1 0 0 0
As in ([8],Proposition 8.6) we construct r̂ ∈ Sl(G) with the following values:
r̂(1) = r̂(a2) = r(H) = 0, r̂(a) = r̂(a3) = r(aH) = 1,
r̂(σ) = r̂(a2σ) = r(σH) = 1, r̂(aσ) = r̂(a3σ) = r(aσH) = 2.
¿From the relation (1.3) we construct the 2-cocyle er̂ ∶ G ×G Ð→ L with the
following values:
H aH σH aσH
(σ, τ) 1 a2 a a3 σ a2σ aσ a3σ
H 1 1 1 1 1 1 1 1 1
a2 1 1 1 1 1 1 1 1
aH a 1 1 0 0 1 1 0 0
a3 1 1 0 0 1 1 0 0
σH σ 1 1 1 1 0 0 0 0
a2σ 1 1 1 1 0 0 0 0
aσH aσ 1 1 0 0 0 0 0 0
a3σ 1 1 0 0 0 0 0 0
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The corresponding graphs on left cosets are:
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Finally, the values of the function ǫr̂ ∶ G ×G Ð→ S∗ from relation (3.2) are
the following:
H aH σH aσH
(σ, τ) 1 a2 a a3 σ a2σ aσ a3σ
H 1 1 1 1 1 1 1 1 1
a2 1 1 1 1 1 1 1 1
aH a 1 1 π2 π2 1 1 π2 π2
a3 1 1 π2 π2 1 1 π2 π2
σH σ 1 1 1 1 π2 π2 π2 π2
a2σ 1 1 1 1 π2 π2 π2 π2
aσH aσ 1 1 π2 π2 π2 π2 π4 π4
a3σ 1 1 π2 π2 π2 π2 π4 π4
We remind that ǫr̂ is not a 2-cocycle. In order ǫr̂ to become an element of
B2(G,S∗), every element ǫr̂(σ, τ), with σ, τ ∈ G, must be multiplied with the
invertible term u(σ)r(τ).
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