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Abstract. We describe σ-additive states on effect-tribes by integrals. Effect-
tribes are monotone σ-complete effect algebras of functions where operations
are defined by points. Then we show that every state on an effect algebra
is an integral through a Borel regular probability measure. Finally, we show
that every σ-convex combination of extremal states on a monotone σ-complete
effect algebra is a Jauch-Piron state.
1. Introduction
The study of the mathematical foundations of quantum mechanics was initiated
by the famous article by Birkhoff and von Neumann [BiNe] and the theory was called
quantum logics or in the present the theory of quantum structures. In 1993 the
theory of quantum structures was enriched by effect algebras that were introduced
by Foulis and Bennett [FoBe]. This is an algebraic structure with a partially defined
primary operation, +, that model the join of two mutually excluding quantum
events. It was inspired by algebraic properties of the effect operators on a Hilbert
space and by POV-measures.
If an effect algebra satisfies the Riesz Decomposition Property ((RDP) for short),
it is always an interval in an Abelian po-group (= partially ordered group) with
interpolation and with strong unit, [Rav]. The theory of quantum structures con-
tains Boolean algebras, orthomodular posets and lattices, orthoalgebras, etc. The
monograph [DvPu] can serve as a comprehensive source on effect algebras.
Effect-clans form a very important family of effect algebras. They are effect alge-
bras of [0, 1]-valued functions with effect algebraic operations defined by points. If
an effect-clan is closed with respect to pointwise limit of a sequence of nondecreas-
ing functions, the structure is called an effect-tribe and effect-tribes are examples
of monotone σ-complete effect algebras. The importance of effect-tribes is under-
lying by the fact that every monotone σ-complete effect algebra with (RDP) is
an epimorphic image of some effect-tribe with (RDP), [BCD], an analogue of the
Loomis–Sikorski Theorem.
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A very important subfamily of effect algebras is a family of MV-algebras intro-
duced in [Cha] that model many-valued logic. They are algebraically equivalent
to Phi-symmetric effect algebras that were introduced in [BeFo]. In the theory
of effect algebras, MV-subalgebras of effect algebras represent so-called systems of
simultaneously commensurable events of the given effect algebra, [DvPu].
In the present paper, we will study the effect-tribes in more details. We will
concentrate to description of states (= analogues of probability measures) and to
representation of σ-additive states by standard integrals on some appropriate σ-
algebra of subsets closely connected with the tribe.
In addition, we show that every state on an effect algebra can be represented
by an integral through a regular Borel probability measure on a Borel σ-algebra
defined on the state space. This extends results from [Dvu4] where this was proved
for interval effect algebras (= intervals in po-groups). Such a representation for
states on MV-algebras was studied in [Kro, Pan].
The paper is organized as follows. The elements of the theory of effect algebras
are given in Section 2. States and a new criterion for extremal states on effect
algebras are presented in Section 3. The effect-tribes and states on them are studied
in Section 4, where it is shown a relation to Butnariu–Klement Theorem [BuKl] on
states on tribes that are MV-algebras of functions. Section 5 deals with monotone σ-
complete effect algebras and we show that every σ-convex combination of extremal
states is a Jauch-Piron state. Finally, Section 6 generalizes representation of states
on effect algebras by integrals through regular Borel probability measures.
2. Effect Algebras, Effect-Clans and Effect-Tribes
According to [FoBe], an effect algebra is a partial algebra E = (E; +, 0, 1) with
a partially defined operation + and two constant elements 0 and 1 such that, for
all a, b, c ∈ E,
(i) a + b is defined in E if and only if b + a is defined, and in such a case
a+ b = b+ a;
(ii) a + b and (a + b) + c are defined if and only if b + c and a + (b + c) are
defined, and in such a case (a+ b) + c = a+ (b+ c);
(iii) for any a ∈ E, there exists a unique element a′ ∈ E such that a+ a′ = 1;
(iv) if a+ 1 is defined in E, then a = 0.
If we define a ≤ b if and only if there exists an element c ∈ E such that a+c = b,
then ≤ is a partial order on the set E, and we write c := b − a. It is clear that
a′ = 1− a for any a ∈ E.
The partial operation + denotes in fact an analogue of the join of two mutually
excluding elements. For example, every Boolean algebra, orthomodular lattice, or-
thomodular poset, orthoalgebra is an example of effect algebras, and nowadays, ef-
fect algebras are one of the most important category of so-called quantum structures.
Today, a modern approach to Hilbert space quantum mechanics, POV-measures,
can be elegantly described in the frame work of effect algebras.
For a comprehensive monograph on the theory of effect algebras, see [DvPu].
There are two very important families of effect algebras, interval effect algebras,
i.e., those that are an interval in a partially ordered groups (po-groups for short)
and effect algebras as a system of [0, 1]-valued functions where the effect algebraic
operations are defined by points.
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Let G be an Abelian po-group. An element u ∈ G, u ≥ 1 is said to be a strong
unit (= order unit) if for any g ∈ G, there is an integer n ≥ 1 such that g ≤ nu,
and the couple (G, u) is said to be a unital po-group. The interval Γ(G, u) := [0, u]
can be endowed with the effect algebraic operation, +, that is the restriction of the
group addition + to the interval [0, u]; then (Γ(G, u); +, 0, u) is an effect-algebra
with a′ = u− a.
An effect algebra that is either of the form Γ(G, u) for some element u ≥ 0 or is
isomorphic with some Γ(G, u) is called an interval effect algebra.
For example, let B(H) be the system of all Hermitian operators of a Hilbert space
H (real, complex or quaternionic). Then B(H) is a po-group where the ordering of
Hermitian operators is defined by A ≤ B iff (Aφ, φ) ≤ (Bφ, φ) for all φ ∈ H, and
the identity operator I is its strong unit. Then E(H) := Γ(B(H), I), the system
of effect operators, is an important example of interval effect algebras used also in
quantum mechanics, and
E(H) = Γ(B(H), I). (2.1)
An element u ∈ G+ := {g ∈ G : g ≥ 0} is said to be generative if every element
g ∈ G+ is a group sum of finitely many elements of Γ(G, u), and G = G+ − G+;
then u is a strong unit. If E is an interval effect algebra, then there is a po-group G
with a generative strong unit u such that E ∼= Γ(G, u) and every H-valued measure
p : Γ(G, u)→ H can be extended to a group-homomorphism φ from G into H. If H
is a po-group, then φ is a po-group-homomorphism. Then φ is unique and (G, u)
is also unique up to isomorphism of unital (po-) groups, see [DvPu, Cor 1.4.21].
In such a case, the element u is said to be a universal strong unit for Γ(G, u) and
the couple (G, u) is said to be a unigroup. For example, the identity operator I
is a universal strong unit for Γ(B(H), I), [DvPu, Cor 1.4.25], similarly for Γ(A, I),
where A is a von Neumann algebra on H.
We recall that if an effect algebra E has (RDP) if x1+x2 = y1+y2 implies there
exist four elements c11, c12, c21, c22 ∈ E such that x1 = c11 + c12, x2 = c21 + c22,
y1 = c11 + c21, and y2 = c12 + c22.
A partially ordered Abelian group (G; +, 0) (po-group in short) is said to satisfy
interpolation provided given x1, x2, y1, y2 in G such that x1, x2 ≤ y1, y2 there exists
z in G such that x1, x2 ≤ z ≤ y1, y2, and G is called an interpolation group.
Ravindran [Rav] ([DvPu, Thm 1.7.17]) showed that every effect algebra with
(RDP) is of the form (2.1) for some interpolation unital po-group (G, u). In other
words, every effect algebra with (RDP) is an interval effect algebra.
Bennett and Foulis, [BeFo], introduced an important subfamily of effect algebras,
Phi-symmetric effect algebras. They are equivalent to MV-algebras. We recall that
an MV-algebra is an algebra (M ;⊕,∗ , 0) of signature 〈2, 1, 0〉, where (M ;⊕, 0) is a
commutative monoid with neutral element 0, and for all x, y ∈M
(i) (x∗)∗ = x,
(ii) x⊕ 1 = 1, where 1 = 0∗,
(iii) x⊕ (x⊕ y∗)∗ = y ⊕ (y ⊕ x∗)∗.
If on an MV-algebra M we define a partial operation, +, by a + b is defined in
M iff a ≤ b∗, and we set then a+ b := a⊕ b. Then (M ; +, 0, 1) is an interval effect
algebra with (RDP), moreover, thanks to [Mun], every MV-algebra is in fact an
interval Γ(G, u), where G is a unital ℓ-group (= lattice ordered group) with strong
unit u with a∗ = u− a and a⊕ b := (a+ b) ∧ u, a, b ∈ Γ(G, u).
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The importance of MV-algebra follows from the fact if an effect algebra is a
lattice, then it can be covered by blocks, maximal sets of mutually compatible
elements, and each of blocks is an MV-algebra, see [Rie].
Finally we present effect algebras of [0, 1]-valued functions with effect algebraic
operations defined by points.
Let E be a system of [0, 1]-valued functions on X 6= ∅ such that (i) 1 ∈ E , (ii)
f ∈ E implies 1 − f ∈ E , and (iii) if f, g ∈ E and f(x) ≤ 1 − g(x) for any x ∈ X ,
then f + g ∈ E . Then E is an effect algebra of functions, called an effect-clan, that
is not necessarily a Boolean algebra nor an MV-algebra.
A system E ⊆ [0, 1]X is said to be a Bold algebra if (i) 1 ∈ E , (ii) f ∈ E implies
1−f ∈ E , and (iii) f, g ∈ E implies f⊕g ∈ E , where (f⊕g)(x) := min{f(x)+g(x), 1},
x ∈ X. Then every Bold algebra is an effect-clan with (RDP) that is an MV-algebra
of functions with pointwise defined MV-operations. For example, χA⊕χB = χA∪B.
An effect algebra is monotone σ-complete provided that for every ascending
(descending) sequence x1 ≤ x2 ≤ · · · (x1 ≥ x2 ≥ · · · ) in E which is bounded above
(below) in E has a supremum (infimum) in E.
An effect-tribe on a set X 6= ∅ is any system T ⊆ [0, 1]X such that (i) 1 ∈ T , (ii)
if f ∈ T , then 1 − f ∈ T , (iii) if f, g ∈ T , f ≤ 1 − g, then f + g ∈ T , and (iv) for
any sequences {fn} of elements of T such that fn ր f (pointwisely), then f ∈ T ,
i.e. if fn(x)ր f(x) for every x ∈ X, then f ∈ T . Every effect-tribe is a monotone
σ-complete effect algebra that is also an effect-clan.
We recall that a tribe onX 6= ∅ is a collection T of functions from [0, 1]X such that
(i) 1 ∈ T , (ii) if f ∈ T , then 1−f ∈ T , and (iii) if {fn}n is a sequence from T , then
min{
∑∞
n=1 fn, 1} ∈ T . A tribe is always a σ-complete MV-algebra (with respect
to the pointwise operations and ordering). For example, min{
∑
n χAn(x), 1} =
χ⋃
n
An(x), x ∈ X.
3. States on Effect Algebra
A state on an effect algebra E is any mapping s : E → [0, 1] such that (i)
s(1) = 1, and (ii) s(a+ b) = s(a) + s(b) whenever a+ b is defined in E.
We denote by S(E) the set of all states on E. It can happen that an effect
algebra is stateless [DvPu, Ex 4.2.4]. Fortunately, every interval effect algebra has
at least one state, see [Goo, Cor 4.4], in particular, this is true if E has (RDP).
A state s is said to be extremal if s = λs1 + (1 − λ)s2 for λ ∈ (0, 1) implies
s = s1 = s2. By ∂eS(E) we denote the set of all extremal states of S(E) on
E. We say that a net of states, {sα}, on E weakly converges to a state, s, on E
if sα(a) → s(a) for any a ∈ E. In this topology, S(E) is a compact Hausdorff
topological space and every state on E lies in the weak closure of the convex hull
of the extremal states as it follows from the Krein-Mil’man Theorem, [Goo, Thm
5.17].
We say that a system of states, S, on an effect algebra E is (i) order determining
if s(a) ≤ s(b) for any s ∈ S yields a ≤ b, and (ii) separating if, for a, b ∈ E, a 6= b,
there is a state s ∈ S such that s(a) 6= s(b), or, equivalently, s(c) = s(d) for any
s ∈ S entails c = d.
Let S(E) 6= ∅. Given a ∈ E, we define the mapping aˆ : S(E) → [0, 1] by
aˆ(s) := s(a), s ∈ S(E), and let Ê := {aˆ : a ∈ A}. Then Ê is an effect-clan if,
e.g., S(E) is order determining (see [BCD1, Prop 4.1]; in such a case, E and Eˆ are
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isomorphic), or E is an MV-algebra; and in this case the natural mapping ψ(a) := aˆ
(a ∈ E) is a homomorphism of E onto Ê.
Nevertheless that â+ b = aˆ+ bˆ, Ê is not necessarily an effect-clan:
Example 3.1. Let Q be the set of all rational numbers and let G = Q×Q be ordered
by the strict ordering, i.e. (g1, g2) ≤ (h1, h2) iff g1 < h1 and g2 < h2 or g1 = h1 and
g2 = h2. If we set u = (1, 1), (G, u) is a unital po-group with interpolation. Then
for the interval effect algebra E = Γ(G, u), ∂eS(E) = {s0, s1}, where s0(g, h) := h
and s1(g, h) := g, S(E) is separating but not order determining, and Ê is not an
effect-clan because if a = (0.3, 0.3), b = (0.7, 0.4), then aˆ ≤ 1− bˆ but aˆ+ bˆ /∈ Ê.
Let (G, u) be an Abelian po-group with strong unit. By a state on (G, u) we
mean any mapping s : G→ R such that (i) s(g+ h) = s(g) + s(h) for all g, h ∈ G,
(ii) s(G+) ⊆ R+, and (iii) s(u) = 1. In other words, a state on (G, u) is any
po-group homomorphism from (G, u) into the po-group (R, 1) that preserves fixed
strong units. We denote by S(G, u) the set of all states and by ∂eS(G, u) the
set of all extremal states, respectively, on (G, u). According to [Goo, Cor. 4.4],
S(G, u) 6= ∅ whenever u > 0. In a similar way as for effect algebras, we define
the weak convergence of states on (G, u), and analogously, S(G, u) is a compact
Hausdorff topological space and every state on (G, u) is a weak limit of a net of
convex combinations from ∂eS(G, u).
If E = Γ(G, u), where (G, u) is a unigroup, then every state on E can be extended
to a unique state on (G, u), and conversely, the restriction of any state on (G, u)
to E gives a state on E. In addition, extremal states on E are the restrictions of
extremal states on (G, u), the space S(E) is affinely homeomorphic with S(G, u),
and the space ∂eS(E) is homeomorphic with ∂eS(G, u). We recall that a mapping
from one convex set into another convex set is affine if it preserves all convex
combinations.
We recall that if E is an MV-algebra, then a state s on E is extremal if and
only if s(x ∧ y) = min{s(x), s(y)}, x, y ∈ E, therefore ∂eS(E) is compact (see, e.g.
[DvPu, Prop. 6.1.19], [Goo, Thm 12.18]).
On the other hand, if E is an effect algebra with (RDP), then ∂eS(E) is not
necessarily compact, see for example [Goo, Exam. 6.10]. We note that due to
[Goo, Thm 12.14], a state s on an interpolation unital po-group (G, u) is extremal
iff
min{s(x), s(y)} = sup{s(z) : z ∈ G+, z ≤ x, z ≤ y} (3.1)
for all x, y ∈ G+.
We recall that if s is an extremal state on E with (RDP), then
min{s(x), s(y)} = sup{s(z) : z ∈ E, z ≤ x, z ≤ y} (3.2)
for all x, y ∈ E.
We note that we do not know whether (3.2) implies (3.1). Partial positive answers
are given in Proposition 3.3 and Proposition 5.3 below.
We say an effect algebra E is divisible if for every positive integer n and x ∈ E,
there is an element y ∈ E such that ny = x and we write y = 1
n
x. A po-group G
is (i) divisible if for every positive integer n and g ∈ G, there is an element h ∈ G
such that nh = g, (ii) unperforated if ng ≥ 0 for some integer n ≥ 0 implies x ≥ 0.
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Proposition 3.2. If an effect algebra E with (RDP) is divisible, then a unital po-
group (G, u) with interpolation such that E = Γ(G, u) is divisible. If an unperforated
unital po-group (G, u) with interpolation is divisible, then E = Γ(G, u) is divisible.
Proof. Let E be divisible. Given g ∈ G+, there is an integer k ≥ 1 such that
g ≤ ku. Then g = g1 + · · · + gk where each gi ≤ u. For every n ≥ 1,
1
n
gi ∈ E, so
that g = n 1
n
g1 + · · · + n
1
n
gk = n(
1
n
g1 + · · · +
1
n
gk). Finally, if g ∈ G is arbitrary,
then g = g1 − g2, where g1, g2 ≥ 0. Then
1
n
g1,
1
n
g2 ∈ G and hence g = ng′, where
g′ = 1
n
g1 −
1
n
g2 ∈ G.
Now if G is divisible, then for every x ∈ E = Γ(G, u) and n ≥ 1 there is an
element y ∈ G such that ny = x ≥ 0, hence y ≥ 0 so that y ∈ E and E is
divisible. 
The following result is true also for E = Γ(G, u), where (G, u) is a unigroup.
Proposition 3.3. Let E be a divisible effect algebra with (RDP). Then a state s
on E is extremal if and only if (3.2) holds.
Proof. Let E = Γ(G, u) for some unital po-group (G, u) with interpolation. If s
is extremal then its unique restriction to (G, u) is again extremal so that we have
(3.1) and consequently (3.2).
Conversely, let (3.2) hold and assume that s is not extremal. Then s = λ1s1 +
λ2s2 for some distinct states s1 and s2 and real numbers λ1, λ2 > 0 such that
λ1 + λ2 = 1. We will write s, s1, s2 also for their unique extension on (G, u).
Therefore, there is an element a ∈ E such that s1(a) 6= s2(a). Without loss of
generality, we can assume 0 ≤ s1(a) < s2(a). There are two positive integers m and
n such that s1(a) < m/n < s2(a). Put x = na and y = mu. Then s1(x) < s1(y)
and s2(y) < s2(x). Hence
1
nm
x = 1
m
a ≤ a and 1
nm
y ≤ 1
n
u ≤ u. For any z ∈ E with
z ≤ 1
m
a and z ≤ 1
n
u, we have
s(z) = λ1s1(z) + λ2s2(z) ≤ λ1s1(
1
m
a) + λ2s2(
1
n
u).
Hence,
min{s( 1
m
a), s( 1
n
u)} = sup{s(z) : z ≤ 1
m
a, z ≤ 1
n
u} ≤ λ1s1(
1
m
a) + λ2s2(
1
n
u).
Since λ1 > 0 and s1(x) < s1(y), we have
λ1s1(
1
m
a) + λ2s2(
1
n
u) = λ1s1(
1
nm
x) + λ2s2(
1
nm
y)
= 1
nm
(λ1s1(x) + λ2s2(y))
< 1
nm
(λ1s1(y) + λ2s2(y))
= 1
nm
s(y) = s( 1
n
u).
Similarly, λ1s1(
1
m
a) + λ2s2(
1
n
u) < s( 1
m
a) which gives a contradiction. 
It is important to recall that according to a delicate result of Choquet [Alf, Thm
I.5.13], ∂eS(E) is always a Baire space in the relative topology induced by the
topology of S(E), i.e. the Baire Category Theorem holds for ∂eS(E).
A σ-additive state on an effect algebra E is a state s such that if an ≤ an+1 for
any n ≥ 1 and a =
∨
n an ∈ E (and we write an ր a), then s(a) = limn s(an). It is
easy to verify that a state s is σ-additive iff an ց 0 then limn s(an) = 0.
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Let H be a separable Hilbert space (real, complex or quaternionic) with an inner
product (·, ·), and L(H) be the system of all closed subspaces of H. Then L(H) is
a complete orthomodular lattice [Dvu]. Given a unit vector x ∈ H , let
px(M) := (PMx, x), M ∈ L(H),
where PM is the orthogonal projector of H onto M. Then px is a σ-additive state
on L(H), called a pure state. The system of all pure states is order determining.
If T is a positive Hermitian operator of finite trace (i.e.
∑
i(Txi, xi) < ∞ for
any orthonormal basis {xi} of H , and we define tr(T ) :=
∑
i(Txi, xi)) such that
tr(T ) = 1, then
sT (M) := tr(TPM ), M ∈ L(H), (3.3)
is a σ-additive state, and according to Gleason’s theorem, [Gle], [Dvu, Thm 3.2.24],
if dimH ≥ 3, for every σ-additive state s on L(H), there is a unique positive
Hermitian operator T with tr(T ) = 1 such that s = sT .
If s is a state on L(H), 3 ≤ dimH ≤ ℵ0, then the state s can be uniquely
extended to a state, sˆ on B(H), moreover, sˆ(αA) = αsˆ(A) for any α ∈ C (α ∈ R)
and A ∈ B(H).
If dimH = 2, there are two-valued states on L(H) and they are extremal.
We denote by Sc(L(H)) the system of all states that can be extended to a state
on B(H). This is also a convex state, and if dimH ≥ 3, Sc(L(H)) = S(L(H)).
Now if s is a finitely additive state on L(H), dimH ≥ 3, then due to the Aarnes
theorem, [Dvu, Thm 3.2.28], s can be uniquely expressed in the form
s = λs1 + (1− λ)s2,
where s1 is a σ-additive state and s2 is a finitely additive state vanishing on each
finite-dimensional subspace of H.
Moreover, a pure state px is an extreme point of the set of σ-additive states, as
well as it is an extremal state of L(H). Other extremal states of L(H) vanish on
each finite-dimensional subspace of H. Since every state on L(H) can be extended
into a unique state on B(H), see e.g. [Dvu, Thm 3.3.1], the state spaces S(L(H)),
S(E(H)) and S(B(H)) are mutually affinely homeomorphic whenever dimH ≥ 3.
Let us set Ω(H) := {x ∈ H : ||x|| = 1} and for any A ∈ E(H) we define
fA(x) := (Ax, x), x ∈ Ω(H). Then T (H) := {fA : A ∈ E(H)} is an effect-tribe.
In addition, the set S = {px : x ∈ Ω(H)} is an order determining system of
states. The effect-algebra E(H) is monotone σ-complete and it is isomorphic with
the effect-tribe Ê(H) and as well as with T (H).
4. States on Effect-Tribes as Integrals
We will characterize σ-states on effect-tribes by integrals through probability
measures on a special σ-algebra of sets connected with the given tribe. We show
how we can generalize the Butnariu–Klement Theorem, [BuKl], that was proved
for tribes.
Let E be an effect algebra. For a given element e ∈ E, we denote by [0, e] :=
{x ∈ E : 0 ≤ x ≤ e}. Then [0, e] endowed with + restricted to [0, e] × [0, e] is an
effect algebra [0, e] = ([0, e]; +, 0, e). For any x ∈ [0, e] we have x
′
e := e− x.
An element e of an effect algebra E is said to be central (or Boolean) if there
exists an isomorphism
fe : E → [0, e]× [0, e
′] (4.1)
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such that fe(e) = (e, 0) and if fe(x) = (x1, x2), then x = x1 + x2 for any x ∈ E.
We denote by B(E) the set of all central elements of E, and B(E) is said to
be the center of E. We recall that 0, 1 ∈ B(E). According to [DvPu, Thm 1.9.14],
B(E) is an effect subalgebra of E and it is a Boolean algebra. For any x ∈ E and
any e ∈ B(E) we have
x = (x ∧ e) + (x ∧ e′); (4.2)
we define pe : E → [0, e] by pe(x) = x ∧ e.
If E satisfies (RDP), then an element e is central iff e ∧ e′ = 0, [Dvu1, Thm
3.2]. We note that without (RDP), the last statement is not always true: Take
X = {1, ..., 6} and let T be an effect-clan that consists of the characteristic functions
of all subsets of X with even numbers of elements. Then T is without (RDP),
any element of T is a characteristic function but it is not always central, e.g.
χ{1,2,3,4} ∧ χ{1,2,3,5} /∈ T . Moreover, B(T ) = {0, 1}.
In addition, for an effect-clan T with (RDP), a characteristic function e ∈ T is
always a central element of T . If T is even a Bold algebra, e ∈ T is central iff e is
a characteristic function of some subset of X. As we have already seen just after
(4.2), without (RDP), the last statement is not always true.
In addition, if E is monotone σ-complete, then B(E) is a Boolean σ-algebra,
[Dvu1, Thm 5.11], and for any x ∈ E and {en} from B(E) we have x ∧
∨∞
n=1 en =∨∞
n=1(x ∧ en).
Let B0(T ) be the system of all subsets A of X such that χA is a central element
of the effect-clan T , i.e.
B0(T ) = {A ⊆ X : χA ∈ B(T )}.
Lemma 4.1. Let T be an effect-clan. If f ∈ B(T ) and g ∈ T , then gf ∈ T and
g ∧ f = gf, where gf denotes the product of two functions g and f.
Proof. Let f = χA ∈ B(T ). We have (g ∧ f)(x) ≤ g(x) = g(x)f(x) if x ∈ A, and
(g∧f)(x) ≤ f(x) = g(x)f(x) = 0 if x /∈ A. Similarly we have also (g∧ (1−f))(x) ≤
g(x)(1− f)(x) for any x ∈ X.
Hence, g(x) = (g ∧ f)(x) + (g ∧ (1− f))(x) ≤ g(x)f(x) + g(x)(1− f)(x) = g(x),
x ∈ X, which proves g ∧ f = gf, and gf ∈ T . 
The system B0(T ) is a σ-algebra of subsets of X whenever T is an effect-tribe:
Proposition 4.2. Let T be an effect-clan. Then B0(T ) is an algebra of subsets,
and if E,F ∈ B0(T ), then χE ∧ χF = χE∩F and χE ∨ χF = χE∪F .
If, in addition, T is an effect-tribe, then B(T ) is a σ-algebra of subsets, and if
{En} is a sequence of elements from B0(T ), then
∧
n χEn = χ
⋂
n
En and
∨
n χEn =
χ⋃
n
En .
Proof. Since χE and χF are central elements, by Lemma 4.1, χE ∧ χF = χEχF =
χE∩F . Passing to negations, we have the second identity.
Now let T be an effect-tribe and choose a sequence {En} from B0(T ). According
to the first part, we can assume that En ⊆ En+1 and let E =
⋃
nEn. Then
h =
∨
n χEn ∈ T and, for any x ∈ X, we have h(x) = limn χEn(x) = χE(x).
Similarly we can prove by Lemma 4.1 that fχE = limn fχEn ∈ T which proves
fχE ≤ f and fχe ≤ χE . Now if g ≤ f, χE for some g ∈ T , then g ≤ fχE and this
yields f∧χE = fχE. In a similar way we can prove that f∧(1−χE) = f(1−χE) ∈ T
so that f = (f ∧ χE) + (f ∧ (1− χE)) and hence χE ∈ B(T ) and E ∈ B0(T ).
The second equality is now evident. 
REPRESENTATION OF STATES ON EFFECT-TRIBES AND EFFECT ALGEBRAS 9
It is worthy to recall that if T is an effect-clan with (RDP) then not every
f ∈ B(T ) is a characteristic function. In fact, let X = [0, 1] and T = {0, id[0,1], 1−
id[0,1], 1}. Then T is an MV-algebra (in fact a Boolean algebra) such that B(T ) = T
and B0(T ) = {0, 1}.
At any rate, B0(T ) is a Boolean sub-σ-algebra of B(T ) whenever T is an effect-
tribe.
Let T be an effect-clan of functions on X 6= ∅, then
S0(T ) := {A ⊆ X : χA ∈ T }
is a system of subsets such that (i) ∅, X ∈ S0(T ), (ii) if A ∈ S0(T ), then X \ A ∈
S0(T ), and, in addition if T is an effect-tribe (iii) if An ∈ S0(T ), An ⊆ An+1 for
any n ≥ 1, then A =
⋃
nAn ∈ S0(T ). The system S0(T ) is not necessarily an
algebra but
B0(T ) ⊆ S0(T ).
If T satisfies (RDP), then S0(T ) is an algebra, because then any element a =
χA ∈ T is central, hence, A ∈ S0(T ), and
B0(T ) = S0(T ).
Hence, S0(T ) is a σ-algebra of subsets whenever T is an effect-tribe. Indeed,
because S0(T ) is a Boolean algebra, without loss of generality, we can assume that
{An} is a nondecreasing. Then there is a ∈ T such that χAn ր a by points. Hence,
a(x) ∈ {0, 1} for any x ∈ X, so that a = χA for some A ⊆ X and
⋃
nAn = A ∈
S0(T ).
If s is a finitely additive state or a σ-additive state on T , then the mapping µs
defined on B(T ) by
µs(A) := s(χA), A ∈ B0(T ), (4.3)
is a finitely additive normalized measure, or a σ-additive one on B0(T ).
Now we define a special type of effect-tribes. We recall that a tribe on X 6= ∅
is a collection T of functions from [0, 1]X such that (i) 1 ∈ T , (ii) if f ∈ T , then
1 − f ∈ T , and (iii) if {fn}n is a sequence from T , then min{
∑∞
n=1 fn, 1} ∈ T . A
tribe is always a σ-complete MV-algebra (with respect to the pointwise operations
and ordering).
Butnariu and Klement, [BuKl], showed that if T is a tribe, then every element
f ∈ T is measurable with respect to B0(T ) and if s is a σ-additive state on T , then
s(f) =
∫
X
f dµs, f ∈ T , (4.4)
where µs is as in (4.3).
It is worthy to note that in the case of the tribe T (H) we have B(T (H)) = {0, 1}
and B0(T (H)) is trivial, so that only constant functions from T (H) are B0(T (H))-
measurable, so that the Butnariu–Klement result is not true for all effect-tribes.
In what follows, we show that there is even an effect-tribe T with (RDP) that
is not a lattice and not every element of T is measurable with respect to B0(T ),
so that the Butnariu–Klement theorem is not necessarily valid for all effect-tribes
with (RDP):
Example 4.3. There is an effect-tribe T with (RDP) over a set X 6= ∅ such
that T is not a lattice, and not every element is measurable with respect to B0(T ).
Moreover, let S0 be the least σ-algebra of subsets of X such that each f ∈ T is
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S0-measurable. There are two different probability measures, µ0 and µ1, on S0 such
that formula
sµ(f) :=
∫
X
f dµ, f ∈ T , (4.5)
defines the same σ-additive state on T if we set µ = µ0 and µ = µ1.
Proof. Let X be an uncountable set with two distinct elements a, b ∈ X. Let G be
the set of those bounded functions f : X → R satisfying f(x) = (f(a) + f(b))/2
for all but countably many x ∈ X. If 1 is a constant function 1, then 1 is a strong
unit in G, and according to [Goo, Ex. 16.1, Ex. 16.8], G is an interpolation group,
monotone σ-complete but not lattice-ordered.
Then T := Γ(G, 1) is with (RDP), where 1 is the function equals 1. If {fn} is a
monotone sequence from T , then f(x) = limn fn(x), x ∈ X, is a function from T ,
so that T is an effect-tribe.
Given x ∈ X, sx(f) := f(x) for every f ∈ T , is a σ-additive state on T .
Let S be the σ-algebra of all subsets A of X such that either A is countable or
X \A is countable, and let µ0 be a two-valued mapping on S such that µ0(A) = 0
iff A is countable, otherwise µ0(A) = 1; then µ0 is an extremal probability measure
on S.
Denote by Sa,b the set of all subsets A ∈ S such that if A is countable then
a, b 6∈ A and if A is uncountable then a, b ∈ A; Sa,b is a σ-algebra.
In what follows, we show that f ∈ B(T ) iff f = χA where A ∈ Sa,b, and
Sa,b = B0(T ).
Given f ∈ T , let Af = {x ∈ X : f(x) = (f(a) + f(b))/2} and given α ∈ [0, 1],
let Af (α) = {x ∈ X : f(x) ≤ α}. Then Af = A1−f . Moreover, a ∈ Af iff b ∈ Af
iff f(a) = f(b).
Suppose f ∈ B(T ). Since T has (RDP), we have that f ∧ (1 − f) = 0. The
functions f and 1 − f are constant on Af . Now let x0 ∈ Af . If 0 < f(x0) < 1
define hx0 : X → R such that hx0(x) = min{f(x), 1 − f(x)}/2 > 0 for x ∈ Af
and hx0(x) = 0 for x /∈ Af . Then hx0 ∈ T . Therefore, hx0 ≤ f, 1 − f and this
contradicts the fact that f ∧ (1 − f) = 0. Consequently, either f ↾ Af = 0 or
(1− f) ↾ Af = 0. Now let x0 /∈ Af then again we can show that f(x0) ∈ {0, 1}, so
that f is a characteristic function of a set A ∈ B(T ) and if a, b ∈ A, then A = Af
and if a, b /∈ A, then X \A = Af which yields A ∈ Sa,b.
Conversely, if A ∈ Sa,b then f = χA ∈ T and, therefore, f ∈ B(T ) and A ∈
B0(T ).
In particular, we have proved Sa,b = B(T ).
From this we have (i) every f ∈ T is S-measurable because Af (α) ∈ S for any
α ∈ [0, 1]. (ii) Not every every f ∈ T is B0(T )-measurable: Indeed, choose f ∈ T
such that f(a) 6= f(b). Then a, b 6∈ Af , but Af is uncountable so that Af 6∈ Sa,b.
(iii) S = S0.
If µ is an arbitrary probability measure on S, then
sµ(f) :=
∫
X
f dµ, f ∈ T ,
is a σ-additive state on T . Of course, sx = sδx for any x ∈ X, where δx a Dirac
measure concentrated at the point x, i.e. δx(A) = 1 iff x ∈ A and δx(A) = 0 iff
x /∈ A. In particular, sµ0(f) = (f(a) + f(b))/2, f ∈ T , so that sµ0 = (sa + sb)/2
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and sµ0 is not an extremal state on T however µ0 does on S. In addition,
sµ0(f) =
∫
X
f dµ0 =
∫
X
f d((δa + δb)/2), f ∈ T , (4.6)
so that the state sµ0 has two different representations via (4.5): by µ0 and by
µ1 = (δa + δb)/2. 
Now we present a generalization of a result by Butnariu and Klement [BuKl] for
effect-tribes with (RDP).
Theorem 4.4. Let s be a σ-additive state on an effect-tribe T with (RDP) of
functions on a set X 6= ∅ such that every f ∈ T is B0(T )-measurable. Then there
is a unique probability measure µ on B(T ) such that
s(f) =
∫
X
f dµ, f ∈ T . (4.7)
Moreover, µ = µs, where µs is as in (4.3).
Proof. Set µ = µs, where µs is defined by (4.3). Since T satisfies (RDP), we
can assume that T = Γ(G, 1) where (G, 1) is an interpolation unital po-group
of bounded functions on X. The hypothesis entails that every f ∈ G is B0(T )-
measurable and s can be extended to a state sˆ on (G, u).
(1) Assume that f = χA is a central element of T . Then s(f) = s(χA) =∫
X
χA dµs.
(2) Let f = αχA where A ∈ B0(T ) and α ∈ [0, 1]. First, let α = p/q for p, q ∈ N.
Then qf = pχA so that sˆ(qf) = sˆ(pχA) and qs(f) = ps(χA) = p
∫
X
χA that implies
s(f) = p
q
s(χA) =
p
q
∫
X
χA dµs.
If α is irrational, there are two sequence of positive rational numbers, {pn/qn}
and {p′n/q
′
n}, such that 0 ≤ pn/qn ր αւ p
′
n/q
′
n ≤ 1. Then
pnq
′
n ≤ qnq
′
nα ≤ qnp
′
n
pnq
′
nχA ≤ qnq
′
nαχA ≤ qnp
′
nχA
pnq
′
ns(χA) ≤ qnq
′
ns(χA)α ≤ qnp
′
ns(χA)
pn
qn
χA ≤ αχA ≤
p′
n
q′
n
χA,
so that s(αχA) = αs(χA) =
∫
X
αχA dµs.
(3) Let f ∈ T . For any integer n ≥ 1 and any i = 0, 1 . . . , 2n − 1, we define
Ain = {x ∈ X :
i
2n < f ≤
i+1
2n } ∈ B0(T ) and
fn :=
2n−1∑
i=0
i
2n
χAi
n
, gn :=
2n−1∑
i=0
i+1
2n
χAi
n
.
Then 2nfn, 2
ngn ∈ G, fn ≤ f ≤ 2ngn, 2nfn ≤ 2nf ≤ 2ngn and 2nfn, 2nf, 2ngn ∈ G.
Hence,
2n
∑2n−1
i=0 iχAin ≤ 2
nf ≤ 2n
∑2n−1
i=0 (i+ 1)χAin
2n
∑2n−1
i=0 is(χAin) ≤ 2
ns(f) ≤ 2n
∑2n−1
i=0 (i+ 1)s(χAin)
2n
∫
X
fn dµs ≤ s(f) ≤ 2n
∫
X
gn dµs∫
X
fn dµs ≤ s(f) ≤
∫
X
gn dµs.
Using the Lebesgue Convergence Theorem, [Hal], we have
∫
X
dµs ≤ s(f) ≤
∫
X
f dµs.
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Finally, let µ be any measure on B0(T ) such that (4.7) holds. Then µ(χA) =∫
X
χA dµ =
∫
X
χA dµs = µs(A) for any A ∈ B0(T ). 
Corollary 4.5. Let T be an effect-tribe of functions on X 6= ∅ satisfying (RDP)
and let T = Γ(G, 1), where (G, 1) is an interpolation unital po-group of bounded
functions on a set X 6= ∅. Then every σ-additive state s on T can be extended to a
unique σ-additive state sˆ on (G, 1). Moreover,
sˆ(f) =
∫
X
f dµs, f ∈ G, (4.8)
where µs is defined by (4.3).
Proof. According to Theorem 4.4, we have (4.7). Since T generates (G, 1) and it
satisfies (RDP), the formula (4.7) holds for s = sˆ and for any f ∈ G.
The σ-additivity of sˆ on Gmeans that if {fn} is a monotone sequence of elements
of G such that fn ր f ∈ G, then limn sˆ(fn) = sˆ(f). But this is guaranteed by the
Lebesgue Convergence Theorem. 
Remark 4.6. Theorem 4.4 and Corollary 4.5 hold also for the case that the effect-
tribe T is an interval in some unigroup (G, u) of bounded functions for T because
in this case every state on T can be uniquely extended to a state on (G, u).
Proposition 4.7. Let T be an effect-tribe of functions on X 6= ∅ satisfying (RDP).
Let T ′ be the set of all functions f ∈ T such that f is B0(T )-measurable. Then T ′
is an effect-tribe and B0(T ) = B0(T ′).
If s is a σ-additive state on T , then
s(f) =
∫
X
f dµs, f ∈ T
′, (4.9)
where µs(A) := s(χA), A ∈ B0(T ).
Proof. Due to Proposition 4.2, B0(T ) is a σ-algebra of subsets. Hence, T ′ is an
effect-tribe that is a subalgebra of T . If f = χA ∈ B(T ), then χA ∈ T ′. Now if
g ∈ T ′, due to Lemma 4.1, gf ∈ T so that gf ∈ T ′, g ∧T ′ f = gf = g ∧T f. Let
g = g1 + g2, where g1, g2 ∈ T and g1 ≤ χA, g2 ≤ 1 − χA, we have g1 = gχA ∈ T ′
and g2 = g(1 − χA) ∈ T
′. This entails f ∈ B(T ′) and B0(T ) ⊆ B0(T
′). On the
other hand, if f = χA ∈ B(T ′), then f ∧ (1− f) = 0 for ∧ taken in T as well as in
T ′, so that f ∈ B(T ). Hence, B0(T ) = B0(T ′).
Using the proof of Theorem 4.4, we have (4.9). 
We note that in the case of Example 4.3, T ′ consists from all functions f ∈ T
such that f(a) = f(b) and, for each σ-additive state s on T and each f ∈ T ′, (4.9)
holds.
Now we apply the Butnariu–Klement Theorem for σ-additive states on a σ-
complete MV-algebra.
Theorem 4.8. Let s be a σ-additive state on a σ-complete MV-algebra M. Then
there are a tribe T of functions on some X 6= ∅, a σ-MV-homomorphism h from
T onto M and a unique σ-additive probability measure µs on B0(T ) = S0(T ) such
that
s(a) =
∫
X
f(x) dµs(x), a ∈M, (4.10)
where f ∈ T and h(f) = a.
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Proof. By the Loomis–Sikorski Theorem for σ-complete MV-algebras, [Dvu3, Mun],
there is a tribe T of functions on some nonempty setX and a σ-MV-homomorphism
h from T onto M . Define B0(T ), then B0(T ) = S0(T ) and B0(T ) is a σ-algebra of
subsets of X. At any rate, h(B0(T )) ⊆ B(M).
Define µs(A) = s(h(χA)), A ∈ B0(T ), and sˆ(f) = s(h(f)), f ∈ T . Then µs is a
σ-additive probability measure on B0(T ) and sˆ is a σ-additive measure on the tribe
T . By (4.4), we have
sˆ(f) =
∫
X
f(x) dµs(x), f ∈ T . (4.11)
Now if a = h(f) ∈M for some f ∈ T , then (4.11) implies (4.10).
Let µ be any σ-additive probability measure on B0(T ) such that (4.10) holds for
µ. If A ∈ B0(T ), then µs(A) = s(h(χA)) =
∫
χA dµ = µ(A). 
Remark 4.9. (1) Theorem 4.8 holds for any tribe T and any σ-MV-homomorphism
h from T onto M.
(2) In Theorem 4.8 we can put X = ∂eS(M) and by [Dvu3] if for any a ∈M , we
define a function aˆ : ∂eS(M) → [0, 1], then T is a tribe generated by {aˆ : a ∈ M}
and h(f) = a iff {x ∈ X : f(x) = aˆ(x)} is a meager set. Then h(B0(T )) = B(M).
5. Monotone σ-Complete Effect Algebras
In the present section, we characterize monotone σ-complete effect algebras ana-
lyzing their simplex structure of state spaces. We describe also Jauch-Piron states
by the σ-convex hull of extremal states.
We start with some necessary definitions on convex structures. For a more
detailed study we recommend [Goo, Alf, AlSc].
Let K be a compact convex subset of a locally convex Hausdorff space. A
mapping f : K → R is said to be affine if, for all x, y ∈ K and any λ ∈ [0, 1], we
have f(λx+(1−λ)y) = λf(x)+(1−λ)f(y). Let Aff(K) be the set of all continuous
affine functions onK. Then Aff(K) is a unital po-group with the strong unit 1 which
is a subgroup of the po-group C(K) of all continuous real-valued functions on K
(we recall that, for f, g ∈ C(K), f ≤ g iff f(x) ≤ g(x) for any x ∈ K), hence it is
an Archimedean unital po-group with the strong unit 1. In addition, C(K) is an
ℓ-group (= lattice ordered group).
Let S = S(Aff(K), 1). Then the evaluation mapping ψ : K → S defined by
ψ(x)(f) = f(x) for all f ∈ Aff(K) (x ∈ K) is an affine homeomorphism of K onto
S, see [Goo, Thm 7.1].
We recall that a convex cone in a real linear space V is any subset C of V such
that (i) 0 ∈ C, (ii) if x1, x2 ∈ C, then α1x1+α2x2 ∈ C for any α1, α2 ∈ R+. A strict
cone is any convex cone C such that C ∩ −C = {0}, where −C = {−x : x ∈ C}.
A base for a convex cone C is any convex subset K of C such that every non-zero
element y ∈ C may be uniquely expressed in the form y = αx for some α ∈ R+ and
some x ∈ K.
We recall that in view of [Goo, Prop 10.2], if K is a non-void convex subset of
V and if we set
C = {αx : α ∈ R+, x ∈ K},
then C is a convex cone in V, and K is a base for C iff there is a linear functional
f on V such that f(K) = 1 iff K is contained in a hyperplane in V which misses
the origin.
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Any strict cone C of V defines a partial order ≤C via x ≤C y iff y− x ∈ C. It is
clear that C = {x ∈ V : 0 ≤C x}. A lattice cone is any strict convex cone C in V
such that C is a lattice under ≤C .
A simplex in a linear space V is any convex subset K of V that is affinely
isomorphic to a base for a lattice cone in some real linear space. A simplex K in
a locally convex Hausdorff space is said to be (i) Choquet if K is compact, and (ii)
Bauer if K and ∂eK are compact.
Choquet and Bauer simplices can be characterize as follows: (i) if E is with
(RDP), then S(E) is a Choquet simplex, [Goo, Thm 10.17]. Let K be a convex
compact subset of a locally convex Hausdorff space, then (ii)K is a Choquet simplex
iff (Aff(K), 1) is an interpolation po-group, [Goo, Thm 11.4], (iii) S(E) is a Bauer
simplex whenever E is an MV-algebra, (iv) K is a Bauer simplex iff (Aff(K), 1) is
an ℓ-group, [Goo, Thm 11.21]. (v) The state space of E(H) is not a simplex, [BrRo,
Ex 4.2.6].
We say that an effect algebra E satisfies general comparability if, given x, y ∈ E,
there is a central element e ∈ E such that pe(x) ≤ pe(y) and pe′(x) ≥ pe′(y) where
pe(x) = x ∧ e. This means that the coordinates of the elements x = (pe(x), pe′ (x))
and y = (pe(y), pe′(y)) can be compared in [0, e] and [0, e
′], respectively. If E satis-
fies (RDP) and general comparability, then E is a lattice, and it can be converted to
an MV-algebra where original + and that derived from the MV-structure coincide.
For example, (i) every linearly ordered pseudo-effect algebra trivially satisfies
general comparability; (ii) also any Cartesian product of linearly ordered pseudo-
effect algebras. If E satisfies general comparability, then E is a lattice with (RDP)
and it can be organized into an MV-algebra. In addition, every σ-complete MV-
algebra satisfies general comparability, [Goo, Thm 9.9]. Moreover, if E satisfies
general comparability, every extremal state on B(E) can be uniquely extended to
an extremal state on E, [Goo, Thm 8.14], [Dvu2, Thm 4.6].
In Example 4.3, we have a case that T is an effect-tribe with (RDP) such that
µ0 is an extremal state on B(E) but it has an extension to a state on T that is not
extremal; moreover both µ0 and µ1 have the same restriction to B(T ).
In what follows, we show when the extension is unique.
We assert that if s is an extremal state on E, then its restriction, sB = s ↾ B(E),
to B(E) is also an extremal state on B(E). Indeed, take e ∈ B(E), we assert that
s(e) ∈ {0, 1}. If not, then 0 < s(e) < 1 and s = λs1 + (1 − λ)s2 where λ = s(e),
s1(x) = s(x ∧ e)/s(e) and s2(x) = s(x ∧ e′)/s(e′) which gives a contradiction.
Therefore, sB is an extremal state on B(E), and the mapping θ : ∂eS(E) →
∂eS(B(E)) given by
θ(s) = sB := s ↾ B(E), s ∈ ∂eS(E), (5.1)
is well defined and continuous.
Theorem 5.1. Let E be a monotone σ-complete effect algebras with (RDP). The
following statements are equivalent:
(i) Every extremal state on B(E) is extendible to a unique state on E and this
state is extremal.
(ii) S(E) is a Bauer simplex.
(iii) E is lattice ordered.
(iv) E satisfies general comparability.
REPRESENTATION OF STATES ON EFFECT-TRIBES AND EFFECT ALGEBRAS 15
(v) The mapping θ : ∂eS(E) → ∂eS(B(E)) defined by (5.1) is a homeomor-
phism.
(vi) E can be converted into an MV-algebra, where original + and derived one
from ⊕ coincide.
Proof. (i) ⇒ (ii). Let {sα} be a net of extremal states on E converging to a state
s ∈ S(E). We assert that s is extremal. It is clear that sα ↾ B(E) converges weakly
to sB := s ↾ B(E). But the space ∂eS(B(E)) is compact, so that sB ∈ ∂eS(B(E)).
Because sB has a unique extension, s, therefore, s is extremal, and S(E) is a Bauer
simplex.
According to [Goo, Cor 16.28], (ii)–(iv) are equivalent.
(iv) ⇒ (i). This follows from [Goo, Prop 8.13] or [Dvu2, Thm 4.4, Cor 4.5].
(iv) ⇒ (v). This follows from [Goo, Thm 8.14] and
(v) ⇒ (ii). This is evident.
(iv) ⇒ (vi). This was already mentioned.
(vi) ⇒ (iii). It is evident. 
Now we reduce criterion (3.1) for extremality of states for monotone σ-complete
effect algebras satisfying (RDP).
Proposition 5.2. Let E = Γ(G, u) be a monotone σ-complete effect algebra satis-
fying (RDP). A state s on (G, u) is extremal if and only if, given f, g ∈ G+, there
is h ∈ G+ such that h ≤ f, g and min{s(f), s(g)} = s(h).
Proof. If the criterion is satisfied, then s is extremal. Converse, let s be an extremal
state on (G, u). Denote s0 = sup{s(h) : h ∈ G+, h ≤ f, g} = min{s(h), s(g)}.
There exists a sequence of elements {hn} in (G, u) such that hn ≤ f, g and limn s(hn) =
s0. Due the the interpolation property holding in the po-group G, there exists
a monotone sequence {h′n} such that, for any n ≥ 1, h1, . . . , hn ≤ h
′
n ≤ f, g.
Let h0 =
∨
n h
′
n ∈ G, then hn ≤ h0 ≤ f, g so that s(hn) ≤ s(h0) ≤ s0 and
s(h0) = s0. 
Proposition 5.2 can be generalized as follows.
We recall that a poset E satisfies the countable interpolation property provided
that for any two sequences of elements of E, {ai} and {bj}, such that ai ≤ bj for
all i, j, there is an element c ∈ E such that ai ≤ c ≤ bj for all i, j. Due to [Goo,
Prop 16.3], an effect algebra E = Γ(G, u) with (RDP) has countable interpolation
iff the po-group G has countable interpolation, and due to [Goo, Thm 16.10], if an
effect algebra E with (RDP) is monotone σ-complete, then E satisfies countable
interpolation.
On the other hand, there is even an MV-algebra satisfying countable interpola-
tion that is not monotone σ-complete as we can deduce from [Goo, p. 280].
Proposition 5.3. Let E = Γ(G, u) be an effect algebra satisfying (RDP) and
countable interpolation. A state s on (G, u) is extremal if and only if, given f, g ∈
G+, there is h ∈ G+ such that h ≤ f, g and
s(h) = min{s(f), s(g)}. (5.2)
If, in addition, E is divisible, then a state s on E is extremal if and only if (5.2)
holds for all f, g ∈ E.
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Proof. One implication is evident.
Now let s be an extremal state on (G, u). Denote s0 = sup{s(h) : h ∈ G+, h ≤
f, g} = min{s(h), s(g)}. There exists a sequence of elements {hn} in (G, u) such that
hn ≤ f, g and limn s(hn) = s0. Due the countable interpolation property holding in
the po-group G, there exists an element h0 ∈ G such that hn ≤ h0 ≤ f, g, for each
n, so that s(hn) ≤ s(h0) ≤ s0 and s(h0) = s0.
The last statement follows from Proposition 3.3. 
The latter two propositions can be used to characterize Jauch-Piron states. We
say that a state s on an effect algebra E is Jauch-Piron if, for all a, b ∈ E with
s(a) = s(b) = 1, there is an element c ∈ E such that c ≤ a, c ≤ b and s(c) = 1. For
example, if E is an MV-algebra, then every state s is Jauch-Piron in view of the
property s(a ∨ b) + s(a ∧ b) = s(a) + s(b) holding in each MV-algebra. Every state
in Example 3.1 is also Jauch-Piron.
We recall that if {sn} is a finite or a countable set of states, then s =
∑
n λnsn,
where λn ≥ 0 and
∑
n λn = 1, is a state that is called a σ-convex combination of
{sn}.
Proposition 5.4. Let E be an effect algebra satisfying (RDP) and countable in-
terpolation. Then every σ-convex combination of extremal states is Jauch-Piron.
Proof. Suppose that s is an extremal state on E and let s(a) = s(b) = 1. Due
to Proposition 5.3, there is an element c ∈ E such that c ≤ a, b and s(c) =
min{s(a), s(b)} = 1.
Now let s =
∑
n λnsn where each sn ∈ ∂eS(E) and 0 < λn < 1,
∑
n λn = 1.
Let s(a) = s(b) = 1. Then sn(a) = sn(b) = 1 for each n. Hence, there is cn ≤ a, b
such that sn(cn) = 1. Due to the countable interpolation property, there is an
element c ∈ E such that cn ≤ c ≤ a, b for every n. Then sn(cn) ≤ sn(c) = 1 and
s(c) = 1. 
Now we present some examples to show how the extremality criterion (5.2) works
on effect-clans T ⊆ [0, 1]X with (RDP) for states of the form
sx(f) = f(x), f ∈ T , (5.3)
where x ∈ X. We note that each sx is in fact a σ-additive state on the effect-tribe
T and the system {sx : x ∈ X} is an order determining system of states.
Example 5.5. (1) Let X = [0, 1] be the real unit interval and E = Γ(C(X), 1X)).
Since X is a Hausdorff compact topological space, due to the Riesz Representation
Theorem, a state s is extremal iff s = sx for some x ∈ X, moreover, if sx(f) =∫
X
f dµ where µ is the Borel probability on the Borel σ-algebra B0(X), then µ = δx.
The same is true if X is any compact Hausdorff topological space and µ is a regular
Borel probability measure B0(X).
(2) Let X = [0, 1] be the real interval. Then X is a convex compact Hausdorff
topological space; set E = Γ(Aff(X), 1X). Because X is a simplex (for the definition
of a simplex see [Goo] or the next chapter), E is an effect-clan with (RDP), [Goo,
Thm 11.4]. Every element f ∈ Aff(X) is of the form f(x) = αx+β where 0 ≤ β ≤ 1
and either 0 ≤ α ≤ 1 or −1 ≤ α < 0. E is an effect-tribe: Indeed, let fn(x) =
αnx + βn ≤ fn+1(x) = αn+1x + βn+1 be bounded in E. Then βn ≤ βn+1 so that
there exists β0 = limn βn and due to αn = (fn(x) − βn)/x for x > 0, there exists
limn αn = α0. Let n, k be arbitrary integers, then fn(x) ≤ fn+k(x) = αn+kx+βn+k,
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so that fn(x) ≤ limk fn+k(x) = α0x + β0. Hence, f(x) = α0x+ β0 ∈ E. Moreover,
E is a lattice such that f ∧ g ∈ E (with respect to the order by points) for every
f, g ∈ E, but min{f, g} is not necessarily in E, so that E is not a tribe.
We state that s0 and s1 are extremal states, but sx /∈ ∂eS(E) for any x ∈ (0, 1) :
Since X and S(E) are affinely homeomorphic, ∂eS(E) = {s0, s1} and S(E) = {sx :
x ∈ [0, 1]}.
(3) Let the effect-tribe be that from Example 4.3. Then every state sx for x ∈ X
is extremal, where sx(f) = f(x), f ∈ T . Indeed, let x0 and f, g ∈ G+ be fixed. We
verify criterion (5.2).
(i) Assume that x0 ∈ X \ {a, b}. Since f, g are bounded, take h ∈ G
+ such that
h(x) = 0 for each x 6= x0 and h(x0) = min{f(x0), g(x0)}. By (5.2), sx0 is extremal.
(ii) Assume that x0 = a and choose h ∈ G+ such that h(a) = min{f(a), g(a)},
h(b) = 0, h(x) = (h(a) + h(b))/2 = h(a)/2 for x ∈ (Af ∩ Ag) \ {a, b} and h(x) = 0
for otherwise. Again by (5.2), sa is extremal and the same true for sb.
Nevertheless µ0 is extremal, the state sµ0 is not extremal because sµ0 = (sa +
sb)/2 but in view of Proposition 5.4, sµ0 is a Jauch-Piron state.
(4) If we consider the tribe T (H), then every state sx(fA) = (Ax, x) is an extremal
state when dimH ≥ 3. This follows from the Aarnes theorem and not from (5.2).
because the state space of E(H) is not a simplex.
6. States on Effect Algebras and Integrals
In the present section, we show that any state on an effect algebra can be rep-
resented as an integral through a regular Borel probability measure. This will
generalize the results from [Dvu4] where this was proved only for states on interval
effect algebras.
We start with some definitions.
If K is a compact Hausdorff topological space, let B(K) be the Borel σ-algebra of
K generated by all open subsets of K. LetM+1 (K) denote the set of all probability
measures, that is, all positive regular σ-additive Borel measures µ on B(K). We
recall that a Borel measure µ is called regular if
inf{µ(O) : Y ⊆ O, O open} = µ(Y ) = sup{µ(C) : C ⊆ Y, C closed}
for any Y ∈ B(K).
The following result is motivated by research in [KuMu]. Here we present another
proof which is motivated by the theory of states on effect algebras.
Let E 6= ∅ and let [0, 1]E be endowed with a product topology, i.e., with the
weak topology, and let S be a nonempty closed convex subset of the Tikhonov cub
[0, 1]E. Any map s ∈ S will called also a state. For any a ∈ E, let aˆ(s) := s(a),
s ∈ S. Then Ê = {aˆ : a ∈ E} ⊆ Aff(S).
Theorem 6.1. Let s ∈ S and let S be convex and closed in [0, 1]E . Then there is
a regular Borel probability measure, µs, on B(S) such that
s(a) =
∫
S
aˆ(x) dµs(x), (6.1)
for each a ∈ E.
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Proof. We define a congruence ≡ on E by a ≡ b iff s(a) = s(b) for any a ∈ E. Given
s ∈ S, denote by sˆ the mapping from E/ ≡ into [0, 1] defined by sˆ([a]) = s(a),
where [a] denotes the congruence class corresponding to the element a ∈ E, and let
Ŝ = {sˆ : s ∈ S}. Then the mapping s 7→ sˆ is an affine homeomorphism. Therefore,
without loss of generality, we can assume that if a 6= b, then there is a state s ∈ S
such that s(a) 6= s(b).
Denote by G the subgroup of Aff(S) generated by Ê, and let E1 = Γ(G, 1) be
the effect algebra generated by Ê.
We have that S and S(Aff(S), 1) are affinely homeomorphic under the mapping
ρ(s)(f) = f(s), f ∈ Aff(S). Hence, the restriction of ρ(s) onto E1 is a state of
the effect algebra E1. Now let t be a state on E1. By [Goo, Cor 4.3] or by [Dvu4,
Thm 6.9], this state can be extended to a state tˆ on Γ(Aff(S), 1) and to a state on
(Aff(S), 1). Hence, there is a mapping s ∈ S such that tˆ = ρ(s), so that t(g) = g(s)
for any g ∈ G. Due to our assumption, we see that if ρ(s1) = tˆ = ρ(s2), then
s1 = s2. Therefore, the mapping t ∈ S(E1) 7→ s, where s ∈ S such that ρ(s)|E1 = t
is an affine homeomorphism; and we denote by θ : S → S(E1) the inverse affine
homeomorphism.
So that, if s ∈ S and a ∈ E, then s(a) = aˆ(s) = ρ(s)(aˆ) and using [Dvu4, Thm
6.3], there is a regular Borel probability measure νs defined on B(S(E1)) such that
s(a) = ρ(s)(aˆ) =
∫
S(E1)
̂ˆa(y) dνs(y),
where ̂ˆa is a mapping from S(E1) into [0, 1] such that ̂ˆa(t) := t(aˆ), t ∈ S(E1). If we
define a regular Borel measure µs = νs ◦ θ defined on B(S), we have
s(a) =
∫
θ−1(S(E1))
̂ˆa(θ(x)) dνs(θ(x)) =
∫
S
aˆ(x) dµs(x).

Remark 6.2. If S is a Choquet simplex, then a regular Borel probability measure
on B(S) in (6.1) is a unique maximal regular Borel probability measure such that
µs ∼ δs (see [Dvu4, Thm 6.3]); if S is a Bauer simplex, then µs is a unique regular
Borel probability measure, and µs(∂eS) = 1.
In what follows, we show that (6.1) holds also for any nonempty compact set
S ⊆ [0, 1]. We note that we will prove it using other argumentations than those
used in Theorem 6.1.
Theorem 6.3. Let s ∈ S and let S be closed in [0, 1]E. Then there is a regular
Borel probability measure, µs, on B(S) such that (6.1) holds for any a ∈ E and
s ∈ S.
Proof. The mapping ǫ : S → K := M+1 (S) defined by ǫ(s) = δs, where δs is
the Dirac measure concentrated at the point s, is a homeomorphism from S onto
∂eM
+
1 (S).
Let a ∈ E, and let aǫ : ∂eK → [0, 1] be defined by aǫ(δs) := s(a). Then aǫ ∈
C(∂eK). Since K is a simplex, [Goo, Cor 10.18], by the Tietze Theorem [Alf, Prop
II.3.13], aǫ can be uniquely extended to an affine function aˆǫ ∈ Γ(Aff(K), 1) defined
on K. If aˆ : S → [0, 1], where aˆ(s) := s(a), then aˆe(ǫ(s)) = aˆ(s) for each s ∈ S.
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Since the effect algebra Γ(C(K), 1) is an MV-algebra, [Dvu4, Thm 6.5] yields
there exists a (unique) regular Borel probability measure νs on B(K) such that
νs(∂eK) = 1 and
s(a) = aˆǫ(δs) =
∫
∂eK
aˆǫ(y) dνs(y).
If we set µs := νs ◦ ǫ, then µs is a regular Borel probability measure on B(S).
Therefore,
s(a) =
∫
ǫ−1(∂eK)
aˆǫ(ǫ(x)) dνs(ǫ(x)) =
∫
S
aˆ(x) dµs(x)
that finishes the proof. 
Corollary 6.4. Let s be a state on an effect algebra E. There is a regular Borel
probability measure, µs, on the Borel σ-algebra B(S(E)) such that
s(a) =
∫
S(E)
aˆ(x) dµs(x), a ∈ E.
If, in addition, S(E) is a Choquet simplex, then there is a unique regular Borel
probability measure, µs, on B(S(E)) such that µs(∂eS(E)) = 1 and
s(a) =
∫
∂eS(E)
aˆ(x) dµs(x), a ∈ E.
Proof. It follows from Theorem 6.1 and Remark 6.2. 
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