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QUANTUM SYMMETRIES AND STRONG HAAGERUP INEQUALITIES
MICHAEL BRANNAN
Abstract. In this paper, we consider families of operators {xr}r∈Λ in a tracial C
∗-probability
space (A, ϕ), whose joint ∗-distribution is invariant under free complexification and the action of
the hyperoctahedral quantum groups {H+n }n∈N. We prove a strong form of Haagerup’s inequal-
ity for the non-self-adjoint operator algebra B generated by {xr}r∈Λ, which generalizes the strong
Haagerup inequalities for ∗-free R-diagonal families obtained by Kemp-Speicher [22]. As an appli-
cation of our result, we show that B always has the metric approximation property (MAP). We also
apply our techniques to study the reduced C∗-algebra of the free unitary quantum group U+n . We
show that the non-self-adjoint subalgebra Bn generated by the matrix elements of the fundamental
corepresentation of U+n has the MAP. Additionally, we prove a strong Haagerup inequality for Bn,
which improves on the estimates given by Vergnioux’s property RD [34].
1. Introduction
Let Fn denote the free group on n ≤ ∞ generators g1, g2, . . . , gn, and let C∗λ(Fn) ⊆ B(ℓ2(Fn))
be the C∗-algebra generated by the left regular representation λ : Fn → U(ℓ2(Fn)). Denote by
ℓ : Fn → N ∪ {0}, the natural reduced word length function associated to the generating set
S = {gr, g−1r }nr=1 ⊂ Fn. In 1978, Haagerup published the following result, known as the Haagerup
inequality :
Theorem 1.1. [18, Lemma 1.4] Let d ∈ N and suppose f ∈ ℓ2(Fn) is supported on the set Wd =
{g ∈ Fn : ℓ(g) = d}. Then
‖f‖ℓ2(Fn) ≤ ‖λ(f)‖C∗λ(Fn) ≤ (d+ 1)‖f‖ℓ2(Fn).
The above inequality was used by Haagerup (together with the fact that the map λ(g) 7→
e−ℓ(g)tλ(g) defines a unital completely positive map on C∗λ(Fn), for all t ≥ 0) to show that C∗λ(Fn)
has the metric approximation property [18], even though it is a non-nuclear C∗-algebra for n ≥
2. Since the publication of this foundational result, the Haagerup inequality has continued to
find numerous applications and generalizations in operator algebras, noncommutative harmonic
analysis, and geometric group theory. See [10, 12, 15, 18, 19, 25, 26] for example.
One of the key ingredients, implicit in Haagerup’s original proof of Theorem 1.1, is the fact that
the generators {λ(gr)}nr=1 of C∗λ(Fn) are algebraically free (and in fact ∗-freely independent in the
sense of Voiculescu’s free probability theory). Using this connection with free independence, Kemp
and Speicher [22] showed, using combinatorial techniques from Voiculescu’s free probability theory,
that if one restricts to the non-self-adjoint operator algebra of convolution operators λ(f) ∈ C∗λ(Fn)
supported on the free semigroup F+n generated by {gr}nr=1, then the constants in the Haagerup
inequality enjoy a substantial improvement:
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Theorem 1.2. [22, Theorem 1.4] For any d ∈ N and any f ∈ ℓ2(Fn) supported on Wd ∩ F+n (i.e.
supported on words in Fn of length d in g1, . . . , gn but not their inverses), we have the estimate
‖f‖ℓ2(Fn) ≤ ‖λ(f)‖C∗λ(Fn) ≤
√
e
√
d+ 1‖f‖ℓ2(Fn).
Furthermore, in [22] the authors were able to generalize the above strong Haagerup inequality
to the much broader context of operator algebras generated by ∗-free, identically distributed, R-
diagonal operators in a tracial C∗-probability space (A, ϕ). (Please consult Section 2 for the relevant
definitions.) Their result can be stated as follows:
Theorem 1.3. [22, Theorem 1.3] Let Λ be an index set, let {xr}r∈Λ be a ∗-free, identically dis-
tributed family of R-diagonal operators in a tracial C∗-probability space (A, ϕ), and let x ∈ {xr}r∈Λ
be some fixed reference variable. Then, for any d ∈ N and any homogeneous polynomial
T =
∑
i:{1,...,d}→Λ
aixi(1)xi(2) . . . xi(d), (ai ∈ C),
of degree d in the variables {xr}r∈Λ, we have
‖T‖L2(A,ϕ) ≤ ‖T‖A ≤ Cx
√
d‖T‖L2(A,ϕ),
where Cx ≤ 515
√
e‖x‖2A/‖x‖2L2(A,ϕ). Moreover, if x has non-negative free cumulants, then Cx ≤√
e‖x‖A/‖x‖L2(A,ϕ).
The remarkable feature of Theorems 1.2 and 1.3 is the fact that the order of growth of the con-
stants in these inequalities improves from O(d) to O(
√
d). This slower growth rate is a consequence
of two things: (1) the fact that we are restricting to a non-self-adjoint subalgebra of our C∗-algebra
A, and (2) the fact that the R-diagonal operators under consideration possess a great deal of ro-
tational symmetry in their ∗-distributions, which can be exploited. The basic method of proof
in [22] is to approximate the norm ‖T‖A of a given homogeneous polynomial with the associated
noncommutative Lp-norms ‖T‖Lp(A,ϕ), (p → ∞). For p ∈ 2N (an even integer), this amounts to
the calculation of certain joint moments, which can then be expressed in terms of Speicher’s free
cumulants, and estimated efficiently using the freeness and R-diagonality assumptions. We remark
here that de la Salle [16] has recently considered the framework of Theorem 1.3 in the category of
operator spaces, and obtained strong Haagerup inequalities with operator coefficients.
On a different note, several deep connections between free probability and certain classes of
compact quantum groups have recently emerged, particularly in the study of quantum symmetries
of families of random variables. Perhaps most illustrative of this connection is the free de Finetti
theorem of Ko¨stler-Speicher [23] (and its generalizations [6]), which says that an infinite sequence of
random variables in a W∗-probability space is conditionally free if and only if its joint ∗-distribution
is invariant under the action of the quantum permutation groups {S+n }n∈N. Another example illus-
trating this connection is the asymptotic freeness of the standard generators of many combinatorial
quantum groups such as S+n ,H
+
n , O
+
n , U
+
n [4, 6].
In this paper, we prove a generalization of the strong Haagerup inequality of Kemp-Speicher (The-
orem 1.3). Continuing with the above theme of connecting free probability and compact quantum
groups, we consider families of operators {xr}r∈Λ in a C∗-probability space (A, ϕ), which are not
necessarily ∗-free, but instead possess certain quantum symmetries in their joint ∗-distributions.
The setup for our result is as follows: for each n ∈ N, let H+n denote the hyperoctahedral quantum
group of dimension n [3]. We say that a family of random variables {xr}r∈Λ in a C∗-probability space
(A, ϕ) has an H+-invariant joint ∗-distribution if the joint ∗-distribution each sub-n-tuple {xr(l)}nl=1
of {xr}r∈Λ is invariant under the natural action of H+n . We say that the joint ∗-distribution of
{xr}r∈Λ is invariant under free complexification if {zxr}r∈Λ has the same joint ∗-distribution as
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{xr}r∈Λ, for any Haar unitary z ∈ (A, ϕ) which is ∗-free from {xr}r∈Λ. Our main theorem is the
following:
Theorem 1.4. Let (A, ϕ) be a tracial C∗-probability space, and let {xr}r∈Λ ⊂ (A, ϕ) be a family
of random variables. Suppose that the joint ∗-distribution of {xr}r∈Λ is H+-invariant and in-
variant under free complexification. Let x ∈ {xr}r∈Λ be a fixed reference variable. Then for any
homogeneous polynomial
T =
∑
i:[d]→Λ
aixi(1)xi(2) . . . xi(d), (ai ∈ C),
of degree d in the variables {xr}r∈Λ and any p ∈ 2N ∪ {∞}, we have
‖T‖L2(A,ϕ) ≤ ‖T‖Lp(A,ϕ) ≤ 45 · (3e)2
√
e
‖x‖2Lp(A,ϕ)
‖x‖2
L2(A,ϕ)
√
d+ 1‖T‖L2(A,ϕ).
Using Theorem 1.4, we study the structure of the non-self-adjoint operator algebra B generated
by the family {xr}r∈Λ. In particular, we show that B always has the metric approximation property.
We also indicate how any ∗-free, identically distributed R-diagonal family {xr}r∈Λ ⊂ (A, ϕ) satisfies
the hypotheses of Theorem 1.4. On the other hand, we show that there are many natural families of
random variables (coming from certain free complexified quantum groups) satisfying the hypotheses
of Theorem 1.4, which are not ∗-free. Using a modification of Theorem 1.4 for bi-invariant arrays of
random variables, we obtain a strong Haagerup inequality for Wang’s free unitary quantum group
U+n ([35]), improving on the Haagerup inequalities for U
+
n obtained by Vergnioux [34]. Viewing U
+
n
as the non-cocommutative analogue of the compact quantum group associated to C∗λ(Fn), our result
is the non-cocommutative analogue of the Kemp-Speicher strong Haagerup inequality (Theorem
1.2) for Fn.
The remainder of the paper is organized as follows: Section 2 contains all of the notation and
basic facts we will need from free probability and compact quantum groups. In Section 3, we restate
and prove Theorem 1.4. In Section 4, we generalize Theorem 1.4 to arrays {xrs}1≤r,s≤n of random
variables, whose joint ∗-distribution is H+n -bi-invariant (Theorem 4.1). In Section 5, we study the
unital (norm closed) non-self-adjoint operator algebras B ⊂ (A, ϕ) generated by families {xr}r∈Λ ⊂
(A, ϕ) satisfying the hypotheses of Theorem 1.4 or 4.1. We show that the natural complex Ornstein-
Uhlenbeck type semigroup {Γt}t>0 acting on B by Γt(xi(1)xi(2) . . . xi(d)) = e−dtxi(1)xi(2) . . . xi(d), is
completely contractive for all t ≥ 0. Using this fact, together with the norm estimates provided
by our Haagerup inequalities, we prove that B has the metric approximation property. In Section
6, we consider the free unitary quantum groups U+n (n ∈ N), and show that the strong Haagerup
inequalities and metric approximation properties obtained in Sections 3 - 5 apply to the non-self-
adjoint operator algebra Bn ⊂ L∞(U+n ), generated by the matrix elements of the fundamental
corepresentation of U+n . This yields Theorem 6.3, which is our non-cocommutative analogue of
Theorem 1.2. We also discuss a general method for obtaining more non-trivial examples of families
which satisfy the hypotheses of our theorems.
Acknowledgements. It is a pleasure to thank my doctoral supervisors James A. Mingo and
Roland Speicher for many fruitful discussions and for their continued guidance while working on
this project. This research was partially supported by an NSERC Canada Graduate Scholarship.
2. Preliminaries and Notation
We begin by briefly reviewing the relevant facts from free probability and C∗-algebraic compact
matrix quantum groups that will be needed in this paper. Our main reference for free probability
will be the monograph [28]. For the basics of compact quantum groups we refer to the textbook
[32] and the foundational paper of Woronowicz [36].
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2.1. Noncommutative Probability Spaces and Free Independence.
Definition 2.1. (1) A noncommutative probability space (NCPS) is a pair (A, ϕ), where A is
a unital ∗-algebra over C, and ϕ : A → C is a state (i.e. a linear functional such that
ϕ(1A) = 1 and ϕ(aa∗) ≥ 0 for all a ∈ A). We say that (A, ϕ) is tracial if ϕ is a trace on A.
(2) A C∗-probability space is a NCPS (A, ϕ) where A is a unital C∗-algebra, and ϕ is a faithful
state (i.e. ϕ(aa∗) = 0⇔ a = 0).
(3) If (A, ϕ) is a NCPS, we call elements of A random variables. A random variable x ∈ (A, ϕ)
is called centered if x ∈ kerϕ.
(4) Let X = {xr}r∈Λ be a family of random variables in a NCPS (A, ϕ), and let C〈tr, t∗r : r ∈ Λ〉
denote the ∗-algebra of noncommutative polynomials in the indeterminates {tr}r∈Λ. Denote
by
evX : C〈tr, t∗r : r ∈ Λ〉 → A, evX(tr) = xr
the canonical evaluation ∗-homomorphism determined by the family X. The joint ∗-
distribution of the family X = {xr}r∈Λ is the linear functional ϕX : C〈tr, t∗r : r ∈ Λ〉 → C
given by
ϕX(p) = ϕ(evX (p)), (p ∈ C〈tr, t∗r : r ∈ Λ〉).
(5) Let (Aj , ϕj) (j = 1, 2) be two NCPS’s, and consider two families of random variables
X = {xr}r∈Λ ⊂ (A1, ϕ1) and Y = {yr}r∈Λ ⊂ (A2, ϕ2). We say that X and Y are identically
distributed if they have the same joint ∗-distributions: ϕX = ϕY .
(6) If (A, ϕ) is a tracial C∗-probability space, and p ∈ [1,∞) we denote by Lp(A, ϕ) the asso-
ciated noncommutative Lp-space, which is the completion of A with respect to the norm
‖x‖Lp(A,ϕ) = ϕ((xx∗)p/2)1/p. For p =∞, we identify L∞(A, ϕ) with A, and note that
‖x‖L∞(A,ϕ) = lim
p→∞‖x‖Lp(A,ϕ),
since ϕ is faithful.
We now recall the definition of free independence for noncommutative probability spaces.
Definition 2.2. (1) Let (A, ϕ) be a NCPS and let {Ar}r∈Λ be a family of unital subalgebras
of A. The family {Ar}r∈Λ is said to be freely independent with respect to ϕ (or just free
if the state ϕ is understood), if the following condition holds: for any choice of indices
r(1) 6= r(2), r(2) 6= r(3), . . . , r(k − 1) 6= r(k) ∈ Λ and any choice of centered random
variables variables xr(j) ∈ Ar(j) ∩ kerϕ, we have the equality
ϕ(xr(1)xr(2) . . . xr(k)) = 0.
If each Ar is a ∗-subalgebra, the we say that {Ar}r∈Λ are ∗-free.
(2) A family of noncommutative random variables {xr}r∈Λ ⊆ (A, ϕ) is free if the family of
unital subalgebras
{Ar}r∈Λ, Ar = Alg〈1A, xr〉,
are free in the sense of (1). We say that {xr}r∈Λ are ∗-free if we replace the subalgebras
Ar = Alg〈1A, xr〉 above by the ∗-subalgebras Alg〈1A, xr, x∗r〉.
2.2. Non-Crossing Partitions and Free Cumulants. An important tool for studying the no-
tion of free independence and for our calculations will be the free cumulant functionals, {κn : An →
C}n∈N, associated to any NCPS (A, ϕ). These were first introduced by Speicher in [31].
Throughout this section and the rest of the paper, we will frequently be dealing with partitions of
the ordered sets {1, 2, . . . , k} and multi-indices i = (i(1), . . . , i(k)) ∈ Λk where Λ is any index set and
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k ∈ N. For ease of notation, we will denote the ordered set {1, . . . , k} by [k], and interchangeably
view multi-indices
i = (i(1), . . . , i(k)) ∈ Λk,
as functions
i : [k]→ Λ, j 7→ i(j).
Also, given r functions i1, . . . , ir : [k] → Λ, we will often regard the r-tuple I = (i1, . . . , ir) as the
function I : [rk]→ Λ in the obvious way.
Definition 2.3. (1) A partition π of the set [k] is a collection of disjoint, non-empty subsets
V1, . . . , Vr ⊆ [k] such that V1 ∪ . . . ∪ Vr = [k]. V1, . . . , Vr are called the blocks of π, and we
set |π| = r - the number of blocks of π. If s, t ∈ [k] are in the same block of π, we write
s ∼π t. The collection of partitions of [k] is denoted by P(k).
(2) Given π, σ ∈ P(k), we say that π ≤ σ if each block of π is contained in a block of σ. There
is a least element of P(k) which is larger than both π and σ, which we denote by π ∨ σ.
There is also a maximal element π ∧ σ ∈ P(k) which is smaller than both π and σ. With
these operations, P(k) is a finite lattice.
(3) Given a function i : [k] → Λ, we denote by ker i the element of P(k) whose blocks are the
equivalence classes of the relation
s ∼ker i t ⇐⇒ i(s) = i(t).
Note that if π ∈ P(k), then π ≤ ker i is equivalent to the condition that whenever s and t
are in the same block of π, i(s) must equal i(t) (i.e the function i : [k] → Λ is constant on
the blocks of π).
(4) We say that π ∈ P(k) is non-crossing if whenever V,W are blocks of π and s1 < t1 < s2 < t2
are such that s1, s2 ∈ V and t1, t2 ∈ W , then V = W . We can also define non-crossing
partitions recursively: a partition π ∈ P(k) is non-crossing if and only if it has a block V
which is an interval, such that π\V is a non-crossing partition of [k]\V ∼= [k−|V |]. The set
of non-crossing partitions of [k] is denoted by NC(k).
(5) Given π, σ ∈ NC(k), we define π ∨NC σ ∈ NC(k) to be the least element of NC(k)
which is larger than both π and σ. With the operation ≤ and ∧ induced by the inclusion
NC(k) ⊂ P(k), and the operation ∨NC , NC(k) becomes a finite lattice itself.
(6) A partition π ∈ P(k) is called a pairing if every block of π contains exactly 2 elements.
The set of all pairings of [k] is denoted by P2(k). We call a partition π ∈ NC(k) ∩ P2(k)
a non-crossing pairing, and denote this set of pairings by NC2(k). A partition π ∈ P(k) is
called even if every block of π has even cardinality. We denote the set of even partitions
(resp. even non-crossing partitions) of [k] by Pe(k) (resp. NCe(k)). Note that k must be
even for Pe(k) to be non-empty.
(7) Given a function ǫ : [k]→ {1, ∗}, we define the set Pǫ(k) of ǫ-partitions of [k] to be the set
of all even partitions π ∈ Pe(k) with the property that on each block
V = {j1 < j2 < . . . < j2r−1 < j2r},
of π, ǫ|V is an alternating function. I.e.
ǫ|V = (1, ∗, . . . , 1, ∗)︸ ︷︷ ︸
2r times
, or ǫ|V = (∗, 1, . . . , ∗, 1)︸ ︷︷ ︸
2r times
,
for all blocks V of π. We also put NCǫ(k) := NC(k) ∩ P ǫ(k).
Since NC(k) is a lattice, it has a Mo¨bius function µk : NC(k) × NC(k) → Z, which is is well-
known. The first major study of the lattice structure of NC(k) was done by Kreweras in 1972.
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We refer to Kreweras’ original paper [24] and [28, Chapters 9-10] for more details on this lattice
structure. For our purposes, we will only need the fact that
µk(0k, 1k) = (−1)k−1Ck−1,
and that for any σ ∈ NC(k)
|µk(σ, 1k)| ≤ |µk(0k, 1k)| ≤ Ck−1.
where 0k, 1k are respectively the smallest and biggest elements of NC(k), and Ck denotes the kth
Catalan number
Ck = |NC(k)| = 1
k
(
2k
k − 1
)
≤ 4k.
Let A be a C-vector space equipped with a sequence of multilinear functionals {ψn : An →
C}n∈N. For each k ∈ N and π ∈ NC(k), there is a canonical way to define a new k-linear
functional ψπ : Ak → C from the family {ψn}n as follows: if {Vj}rj=1 denote the blocks of π, where
Vj = {ij(1) < ij(2) < . . . < ij(|Vj |)}, then ψπ is defined by the equation
ψπ[x1, . . . , xk] =
r∏
j=1
ψ|Vj |[xij(1), . . . , xij(|Vj |)], ((x1, . . . xk) ∈ Ak).
We are now ready to define the free cumulants associated to a NCPS (A, ϕ).
Definition 2.4. (1) Let (A, ϕ) be a NCPS. The free cumulant functionals of (A, ϕ) are the
family of multilinear functionals {κn : An → C}n∈N defined recursively by the equations
(2.1) ϕ(x1x2 . . . xk) =
∑
π∈NC(k)
κπ[x1, x2, . . . , xk], ((x1, . . . , xk) ∈ Ak).
(2) Given a random variable x ∈ (A, ϕ), the free cumulants of x are simply the collection of all
quantities
κk[x
ǫ(1), . . . , xǫ(k)], (ǫ : [k]→ {1, ∗}, k ∈ N).
Alternatively, by considering the family of moment functionals {ϕk : Ak → C}k∈N given by
ϕk[x1, x2, . . . , xk] = ϕ(x1x2 . . . xk), ((x1, . . . , xn) ∈ Ak),
and applying Mo¨bius inversion to (2.1), we have
(2.2) κk[x1, . . . , xk] =
∑
σ∈NC(k)
µk(σ, 1k)ϕσ [x1, . . . , xk], ((x1, . . . , xk) ∈ Ak).
More generally, we have
(2.3) κπ[x1, . . . , xk] =
∑
σ∈NC(k)
σ≤π
µk(σ, π)ϕσ [x1, . . . , xk], (π ∈ NC(k)).
The following result, originally proved by Speicher [31] (see also [28, Theorem 11.16]), charac-
terizes freeness in terms of the vanishing of mixed free cumulants.
Theorem 2.5. Let (A, ϕ) be a NCPS with free cumulant functionals {κn}n∈N A family of unital
subalgebras {Ar}r∈Λ is free if and only if for any k ≥ 2 and any function i : [k]→ Λ, we have
κk|Ai(1)×Ai(2)×...×Ai(k) = 0, (unless i(1) = i(2) = . . . = i(k)).
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2.3. R-Diagonal Elements and Free Complexification. R-diagonal elements are defined in
terms of the structure of their free cumulants.
Definition 2.6. A random variable x ∈ (A, ϕ) is called an R-diagonal element if the only non-zero
free cumulants of x are the alternating even ones. I.e.
κ2k+1[x
ǫ(1), . . . , xǫ(2k+1)] = 0, (∀k ∈ N, ǫ : [2k + 1]→ {1, ∗}),
and
κ2k[x
ǫ(1), . . . , xǫ(2k)] 6= 0,
only if ǫ = (1, ∗, . . . , 1, ∗), or ǫ = (∗, 1, . . . , ∗, 1).
The standard examples of R-diagonal elements are Haar unitary random variables and circular
random variables. A random variable z ∈ (A, ϕ) is Haar unitary if z is unitary, and ϕ(zn) = δn,0
for all n ∈ Z. From these equations it follows that the free cumulants of a Haar unitary z satisfy
κ2k[z, z
∗, . . . , z, z∗] = κ2k[z∗, z, . . . , z, z∗] = (−1)k−1Ck−1,
and are identically zero otherwise ([28, Proposition 15.1]). A random variable c ∈ (A, ϕ) is (stan-
dard) circular if and only if its free cumulants satisfy κ2[c, c
∗] = κ2[c∗, c] = 1, and are zero otherwise.
The standard unitary generators λ(g1), . . . , λ(gk) of the reduced group C
∗-algebra C∗λ(Fk) are Haar
unitary, and ∗-free with respect to the canonical trace-state τ : C∗λ(Fk)→ C. If s1, s2 ∈ (A, ϕ) are
two free standard semicircular random variables (i.e. s1 and s2 are free, identically distributed, and
self-adjoint with spectral measures dµsi(x) =
1
2π
√
4− x2χ[−2,2]dx), then
c =
s1 + is2√
2
,
is a circular random variable. In Voiculescu’s free probability theory, the semicircular variable is
the “free analogue” of a real Gaussian random variable. The circular variable c therefore can be
thought of as the free analogue of a complex Gaussian random variable.
We now introduce the important notion of free complexification, which can be thought of as the
free analogue of multiplying a classical complex random vector by a randomly chosen phase factor
eiθ ∈ T.
Definition 2.7. Let {xr}r∈Λ be a family random variables in a NCPS (A, ϕ), and let z ∈ (A, ϕ)
be a Haar unitary which is ∗-free from {xr}r∈Λ. We call the family {wr}r∈Λ, where wr = zxr, the
free complexification of {xr}r∈Λ. We say that the joint ∗-distribution of {xr}r∈Λ is invariant under
free complexification if {xr}r∈Λ and {wr}r∈Λ are identically distributed.
Remark 2.8. If z′ ∈ (A, ϕ) is another Haar unitary which is ∗-free from {xr}r∈Λ and w′r = z′xi, then
{wr}r∈Λ and {w′r}r∈Λ are identically distributed families. Therefore, the notion of free complexifi-
cation as an operation on joint ∗-distributions, is well defined. We also record here the elementary
fact if {wr}r∈Λ denotes the free complexification of {xr}r∈Λ, then the joint ∗-distribution of {wr}r∈Λ
is invariant under free complexification.
Free complexification and R-diagonality are intimately related through the following theorem.
Theorem 2.9. (i) Let z, x ∈ (A, ϕ) be random variables, and suppose that z is Haar unitary and
∗-free from x. Then x is R-diagonal if and only if x and zx are identically distributed. In particular
if x is any random variable and z is Haar unitary and ∗-free from x, then zx is R-diagonal.
(ii) More generally, suppose that {xr}r∈Λ ⊂ (A, ϕ) is a ∗-free family of even elements (i.e. all odd
∗-moments of each xr are zero), and z ∈ (A, ϕ) is a Haar unitary which is ∗-free from {xr}r∈Λ,
then the free complexification {zxr}r∈Λ is a ∗-free family of R-diagonal elements.
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Proof. Statement (i) is [28, Corollary 15.9 and Theorem 15.10]. Statement (ii) is a special case of
[29, Theorem 1.13]. 
2.4. Quantum Groups and Invariant Distributions.
Definition 2.10. A compact matrix quantum group (CMQG) is a pair G = (A,U), where A is a
unital C∗-algebra, and U = [urs]1≤r,s≤n ∈Mn(A) is a unitary element satisfying the following three
conditions:
(1) A is generated as a C∗-algebra by the set {urs : 1 ≤ r, s ≤ n};
(2) The matrix U := [u∗rs]1≤r,s≤n is invertible in Mn(A);
(3) There exists a ∗-homomorphism ∆ : A→ A⊗A such that
∆urs =
n∑
k=1
urk ⊗ uks, (1 ≤ r, s ≤ n).
By definition, the ∗-homomorphism ∆ (called the coproduct of A) satisfies the coassociativity
law
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆.
A k-dimensional unitary corepresentation of G = (A,U) is a unitary matrix V = [vrs]1≤r,s≤k ∈
Mk(A) such that
∆vrs =
k∑
l=1
vrl ⊗ vls, (1 ≤ r, s ≤ k).
By definition, the matrix U definingG is a corepresentation, called the fundamental corepresentation
of G. The unit 1A is also a corepresentation of G, called the trivial corepresentation.
Recall that for any CMQG G = (A,U), there exists a unique state h : A → C, called the Haar
state, which is bi-invariant with respect to the coproduct ∆. I.e.
(h⊗ id) ◦∆a = (id ⊗ h) ◦∆a = h(a)1, (a ∈ A).(2.4)
The existence and uniqueness of the Haar state was shown by Woronowicz in [36]. When h is a trace
(as it will always be for us) and p ∈ [1,∞], we denote by Lp(G) := Lp(A,h) the noncommutative
Lp-space associated to the GNS representation of the Haar state h.
Definition 2.11. LetG = (A,U) be a CMQGwith fundamental corepresentation U = [urs]1≤r,s≤n ∈
Mn(A), and let (A, ϕ) be a NCPS.
(i). We say that an n-tuple of random variables X = {xr}nr=1 ⊂ (A, ϕ) has a (left) G-invariant
joint ∗-distribution if the family Y = {yr}nr=1 ⊂ A⊗A defined by
yr =
n∑
k=1
urk ⊗ xk, (1 ≤ r ≤ n),
has the same joint ∗-distribution (with respect to id ⊗ ϕ) as X. That is, for any ∗-polynomial
p ∈ C〈tr, t∗r : 1 ≤ r ≤ n〉,
(id⊗ ϕ)(evY (p)) = ϕX(p)1A.
(ii). We say that an n × n array of random variables X = {xrs}1≤r,s≤n ⊂ (A, ϕ) has a left-G-
invariant joint ∗-distribution if the family Y = {yrs}1≤r,s≤n ⊂ A⊗A defined by
yrs =
n∑
k=1
urk ⊗ xks, (1 ≤ r, s ≤ n),
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has the same joint ∗-distribution (with respect to id⊗ϕ) as X. Similarly, X has a right-G-invariant
joint ∗-distribution if the family Z = {zrs}1≤r,s≤n ⊂ A⊗A defined by
zrs =
n∑
k=1
xrk ⊗ uks, (1 ≤ r, s ≤ n),
has the same joint ∗-distribution (with respect to ϕ⊗ id) as X. We say that X has a G-bi-invariant
joint ∗-distribution if the ∗-distribution is both left and right G-invariant. I.e., for any ∗-polynomial
p ∈ C〈trs, t∗rs : 1 ≤ r, s ≤ n〉,
(id⊗ ϕ)(evY (p)) = (ϕ⊗ id)(evZ (p)) = ϕX(p)1A.
Remark 2.12. In other words, an n-tuple X = {xi}ni=1 ⊂ (A, ϕ) has a G-invariant joint ∗-
distribution if and only if for all k ∈ N, i : [k] → [n], and ǫ : [k] → {1, ∗}, we have the algebraic
identity
ϕ
(
x
ǫ(1)
i(1) . . . x
ǫ(k)
i(k)
)
1A =
∑
j:[k]→[n]
u
ǫ(1)
i(1)j(1) . . . u
ǫ(k)
i(k)j(k)ϕ
(
x
ǫ(1)
j(1) . . . x
ǫ(k)
j(k)
)
.
Similarly, X = {xrs}1≤r,s≤n has a G-bi-invariant joint ∗-distribution if and only if for all k ∈ N,
i, j : [k]→ [n], and ǫ : [k]→ {1, ∗}, we have the algebraic identities
ϕ
(
x
ǫ(1)
i(1)j(1) . . . x
ǫ(k)
i(k)j(k)
)
1A
=
∑
l:[k]→[n]
u
ǫ(1)
i(1)l(1) . . . u
ǫ(k)
i(k)l(k)ϕ
(
x
ǫ(1)
l(1)j(1) . . . x
ǫ(k)
l(k)j(k)
)
=
∑
l:[k]→[n]
u
ǫ(1)
l(1)j(1) . . . u
ǫ(k)
l(k)j(k)ϕ
(
x
ǫ(1)
i(1)l(1) . . . x
ǫ(k)
i(k)l(k)
)
.
Note also that any column of a n × n left G-invariant array of random variables is a G-invariant
n-tuple.
Remark 2.13. If G = (A,U) and H = (B,V ) are two CMQG’s with U ∈ Mn(A) and V ∈ Mn(B),
we say that H is a quantum subgroup of G if there exists a surjective ∗-homomorphism π : A→ B,
such that (id ⊗ π)(U) = V . We note here the elementary fact that a family of random variables
X = {xi}ni=1 ⊂ (A, ϕ) with a G-invariant joint ∗-distribution also has an H-invariant joint ∗-
distribution, for any quantum subgroup H of G. The same is statement is true for arrays X =
{xrs}1≤r,s≤n ⊂ (A, ϕ), which have G-bi-invariant joint ∗-distributions. The proof of these facts is
an elementary application of the above definitions, and is left to the reader.
2.5. The Hyperoctahedral Quantum Group. Consider the hypercube In = [−1, 1]n in Rn.
The symmetry group of In is called the hyperoctahedral group, and is denoted by Hn. We now
quantize the definition of Hn.
Definition 2.14. Let A be a unital C∗-algebra, and let U = [urs]1≤r,s≤n ∈Mn(A) be an orthogonal
matrix (i.e. U is unitary, and urs = u
∗
rs for all r, s.) We call U a cubic unitary if, in addition to
orthogonality, we have
uijuik = ujiuki = 0, (1 ≤ i ≤ n, 1 ≤ j 6= k ≤ n).
That is, on each row or column of U , distinct entries a 6= b satisfy ab = ba = 0.
It is easily shown that C(Hn), the commutative algebra of complex functions onHn, is isomorphic
as a C∗-algebra to the universal commutative C∗-algebra A, generated by n2 generators {urs}1≤r,s≤n
which satisfy the relations which make U = [urs] ∈ Mn(A) a cubic unitary. By removing the
commutativity in the above statement, we arrive at the definition of the hyperoctahedral quantum
group [3].
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Definition 2.15. [3] Let AH(n) denote the universal C
∗-algebra generated by n2 generators
{urs}1≤r,s≤n subject to the relations which make U = [urs] ∈Mn(AH(n)) a cubic unitary. The pair
H+n = (AH(n), U) is a CMQG, and is called the hyperoctahedral quantum group (of dimension n).
By regarding the hypercube In ⊂ Rn as the graph formed by n segments (n edges and 2n
vertices), the quantum group H+n = (AH(n), U) is indeed the quantum symmetry group of In [3].
There is a useful combinatorial formula describing the Haar state h : AH(n) → C, which we
now briefly describe: consider the family of matrices {Gn,2k}k∈N, where Gn,2k is the |NCe(2k)| ×
|NCe(2k)| matrix indexed by partitions π, σ ∈ NCe(2k), with entries
Gn,2k(π, σ) = n
|π∨σ|, (π, σ ∈ NCe(2k)).
Theorem 2.16. ([3, 6]) For every k, the matrix Gn,2k is invertible. Let Wn,2k its matrix inverse.
Then for any pair i, j : [2k]→ [n], we have
h
(
ui(1)j(1)ui(2)j(2) . . . ui(2k)j(2k)
)
=
∑
π,σ∈NCe(2k)
ker i≥π, ker j≥σ
Wn,2k(π, σ),
and
h
(
ui(1)j(1)ui(2)j(2) . . . ui(2k−1)j(2k−1)
)
= 0.
If X ⊆ (A, ϕ) is a family (array) with an H+n (-bi)-invariant joint ∗-distribution, Theorem 2.16
allows us to get a combinatorial description of which joint ∗-moments of the family X must always
vanish.
Proposition 2.17. (i). Let X = {xr}nr=1 be a family of random variables in a NCPS (A, ϕ), whose
joint ∗-distribution is invariant under the hyperoctahedral quantum group H+n . Then for any k ∈ N,
ǫ : [k]→ {1, ∗}, and i : [k]→ [n],
ϕ
(
x
ǫ(1)
i(1)x
ǫ(2)
i(2) . . . x
ǫ(k)
i(k)
) 6= 0
only if there exists some π ∈ NCe(k) such that ker i ≥ π.
(ii). Let X = {xrs}1≤r,s≤n ⊆ (A, ϕ) be an array whose joint ∗-distribution is H+n -bi-invariant.
Then for any k ∈ N, ǫ : [k]→ {1, ∗}, and any pair i, j : [k]→ [n], we have
ϕ
(
x
ǫ(1)
i(1)j(1)x
ǫ(2)
i(2)j(2) . . . x
ǫ(k)
i(k)j(k)
) 6= 0
only if there exist π, σ ∈ NCe(k) such that ker i ≥ π and ker j ≥ σ.
(iii). In both (i) and (ii), the family X is identically distributed, and orthogonal in L2(A, ϕ).
Proof. We use the formulae given in Remark 2.12.
(i). Since X = {xr}nr=1 is H+n -invariant, we have
ϕ
(
x
ǫ(1)
i(1) . . . x
ǫ(k)
i(k)
)
1AH (n) =
∑
j:[k]→[n]
ui(1)j(1) . . . ui(k)j(k)ϕ
(
x
ǫ(1)
j(1) . . . x
ǫ(k)
j(k)
)
.
Applying the Haar state to both sides of the equation and using Theorem 2.16, we get
ϕ
(
x
ǫ(1)
i(1) . . . x
ǫ(k)
i(k)
)
= 0,
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if k is odd, and
ϕ
(
x
ǫ(1)
i(1) . . . x
ǫ(k)
i(k)
)
=
∑
j:[k]→[n]
∑
π,σ∈NCe(k)
ker i≥π, ker j≥σ
Wn,k(π, σ)ϕ
(
x
ǫ(1)
j(1) . . . x
ǫ(k)
j(k)
)
=
∑
π,σ∈NCe(k)
ker i≥π
Wn,k(π, σ)
∑
j:[k]→[n]
ker j≥σ
ϕ
(
x
ǫ(1)
j(1) . . . x
ǫ(k)
j(k)
)
,
if k is even. Clearly (i) follows from these equalities.
(ii). Since X = {xrs}1≤r,s≤n is H+n -bi-invariant, we have the two equalities
ϕ
(
x
ǫ(1)
i(1)j(1) . . . x
ǫ(k)
i(k)j(k)
)
1AH (n)
=
∑
l:[k]→[n]
ui(1)l(1) . . . ui(k)l(k)ϕ
(
x
ǫ(1)
l(1)j(1) . . . x
ǫ(k)
l(k)j(k)
)
=
∑
l:[k]→[n]
ul(1)j(1) . . . ul(k)j(k)ϕ
(
x
ǫ(1)
i(1)l(1) . . . x
ǫ(k)
i(k)l(k)
)
.
Applying the Haar state to these equalities and using Theorem 2.16 gives, for k odd,
ϕ
(
x
ǫ(1)
i(1)j(1)
. . . x
ǫ(k)
i(k)j(k)
)
= 0,
and
ϕ
(
x
ǫ(1)
i(1)j(1) . . . x
ǫ(k)
i(k)j(k)
)
=
∑
π,σ∈NCe(k)
ker i≥π
Wn,k(π, σ)
∑
l:[k]→[n]
ker l≥σ
ϕ
(
x
ǫ(1)
l(1)j(1) . . . x
ǫ(k)
l(k)j(k)
)
=
∑
π,σ∈NCe(k)
ker j≥σ
Wn,k(π, σ)
∑
l:[k]→[n]
ker l≥π
ϕ
(
x
ǫ(1)
i(1)l(1) . . . x
ǫ(k)
i(k)l(k)
)
,
for k even, which clearly implies (ii).
(iii). The fact that the families X in (i) and (ii) are both orthogonal is just a special case, when
k = 2, of (i) and (ii). Indeed, when k = 2 we have Gn,k = n, so the equations in the proof of (i)
reduce to
ϕ(xi(1)x
∗
i(2)) =
δi(1),i(2)
n
n∑
l=1
ϕ(xlx
∗
l ),
and the equations in the proof of (ii) reduce to
ϕ(xi(1)j(1)x
∗
i(2)j(2)) =
δi(1),i(2)
n
n∑
l=1
ϕ(xlj(1)x
∗
lj(2)) =
δj(1),j(2)
n
n∑
l=1
ϕ(xi(1)lx
∗
i(2)l).
To show that these families are identically distributed, note that the classical permutation group Sn
is a quantum subgroup of H+n . Therefore the family X (in either (i) or (ii)) has a Sn-(bi-)invariant
joint ∗-distribution, and this implies in particular that the variables in X are identically distributed
(see [23, Section 2] for instance). 
Remark 2.18. We say that a family X = {xr}r∈Λ ⊂ (A, ϕ) (|Λ| ≤ ∞), has an H+-invariant joint
∗-distribution if every finite subsequence {xr(l)}nl=1 of X has an H+n -invariant joint ∗-distribution
in the sense of Definition 2.11.
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3. Strong Haagerup Inequalities
In this section we prove Theorem 1.4, which we restate here for convenience.
Theorem 3.1. Let (A, ϕ) be a tracial C∗-probability space, and let {xr}r∈Λ ⊂ (A, ϕ) be a family
of random variables. Suppose that the joint ∗-distribution of {xr}r∈Λ is H+-invariant and in-
variant under free complexification. Let x ∈ {xr}r∈Λ be a fixed reference variable. Then for any
homogeneous polynomial
T =
∑
i:[d]→Λ
aixi(1)xi(2) . . . xi(d), (ai ∈ C),
of degree d in the variables {xr}r∈Λ and any p ∈ 2N ∪ {∞}, we have
‖T‖L2(A,ϕ) ≤ ‖T‖Lp(A,ϕ) ≤ 45 · (3e)2
√
e
‖x‖2Lp(A,ϕ)
‖x‖2
L2(A,ϕ)
√
d+ 1‖T‖L2(A,ϕ).
Remark 3.2. As mentioned in the introduction, Theorem 3.1 applies in particular to ∗-free, identi-
cally distributed R-diagonal families {xr}r∈Λ ⊆ (A, ϕ). To see this, note that such a family {xr}r∈Λ
is ∗-free, identically distributed, and each xr is even (from the definition of R-diagonality). There-
fore it follows from [6, Proposition 4.3] that {xr}r∈Λ has an H+-invariant joint ∗-distribution. On
the other hand, if z is a Haar unitary which is ∗-free from {xr}r∈Λ, then by Theorem 2.9, {zxr}r∈Λ
and {xr}r∈Λ are identically distributed. As a consequence, we recover as a special case the strong
Haagerup inequality of Kemp-Speicher ([22, Theorem 1.3]), although with weaker universal con-
stants than theirs. This is to be expected, as our assumptions on the joint ∗-distribution of our
operators are weaker. In Section 6, we will consider some non-trivial examples coming from compact
quantum groups, where the greater generality of Theorem 3.1 will be essential.
3.1. Proof of Theorem 3.1. Let {xr}r∈Λ satisfy the hypotheses of Theorem 3.1. Given a function
i : [d]→ Λ, we will use the notation
(3.1) Xi := xi(1)xi(2) . . . xi(d)
to denote monomials of degree d in the variables {xr}r∈Λ. Fix d ∈ N, and let
T =
∑
i:[d]→Λ
aiXi,
be homogeneous polynomial of degree d as in Theorem 3.1. Our strategy is similar to the ones used
in [22] and [16] to prove strong Haagerup inequalities: we will first express the norms ‖T‖2m :=
‖T‖L2m(A,ϕ) (m ∈ N) in terms of the joint free cumulants of the family {xr}r∈Λ, then use the
assumed properties of the distribution to obtain meaningful estimates. The inequality for ‖T‖A =
‖T‖L∞(A,ϕ) will follow from our estimates by letting m→∞. Explicitly we have
‖T‖2m2m = ϕ((TT ∗)m)
= ϕ
((( ∑
i:[d]→Λ
aiXi
)( ∑
i:[d]→Λ
aiXi
)∗)m)
=
∑
i1,...,i2m:[d]→Λ
ai1ai2 . . . ai2m−1ai2mϕ(Xi1(Xi2)
∗ . . . Xi2m−1(Xi2m)
∗).
Now, for any function i : [d] → Λ, define the function iˇ : [d] → Λ by reversing the order of the
d-tuple i. That is,
(ˇi(1), . . . , iˇ(d)) = (i(d), . . . , i(1)).
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Then, by a simple change of indices in the above sum, we can write
‖T‖2m2m
=
∑
i1,...,i2m:[d]→Λ
ai1aiˇ2 . . . ai2m−1aiˇ2mϕ(Xi1(X
∗)i2 . . . Xi2m−1(X
∗)i2m),
where
(X∗)ik := x
∗
ik(1)
x∗ik(2) . . . x
∗
ik(d)
.
We will now write each moment ϕ(Xi1(
∗)i2 . . . Xi2m−1(X∗)i2m) in terms of free cumulants, using
equation (2.1). This gives, for each function I = (i1, . . . , i2m) : [2dm]→ Λ,
ϕ(Xi1(X
∗)i2 . . . Xi2m−1(X
∗)i2m) =
∑
π∈NC(2dm)
κπ[I],
where
κπ[I] := κπ[xi1(1), . . . , xi1(d)︸ ︷︷ ︸
from Xi1
, x∗i2(1), . . . , x
∗
i2(d)︸ ︷︷ ︸
from (X∗)i2
, . . .︸︷︷︸
...
, x∗i2m(1), . . . , x
∗
i2m(d)︸ ︷︷ ︸
from (X∗)i2m
].
This gives the equation
(3.2) ‖T‖2m2m =
∑
π∈NC(2dm)
∑
I=(i1,...,i2m):[2dm]→Λ
ai1aiˇ2 . . . ai2m−1aiˇ2mκπ[I].
We now use the fact that the joint ∗-distribution of {xr}r∈Λ is invariant under free complexifi-
cation, to show that for many π ∈ NC(2dm), the function I 7→ κπ[I] is identically zero. We state
this as the following lemma.
Lemma 3.3. Let (A, ϕ) be a NCPS, let z ∈ (A, ϕ) be a Haar unitary which is ∗-free from a family
{xr}r∈Λ. Then for any k ∈ N, i : [k]→ Λ, ǫ : [k]→ {1, ∗}, and π ∈ NC(k), we have
κπ[(zxi(1))
ǫ(1), . . . , (xbi(k))
ǫ(k)] 6= 0
only if π ∈ NCǫ(k). In particular, this quantity is zero if k is odd.
Proof. From the multiplicative definition of κπ (π ∈ NC(k)), it suffices to assume that π = 1k. We
then need to show that
κk[(zxi(1))
ǫ(1), . . . , (zxi(k))
ǫ(k)] 6= 0
only when ǫ is alternating and k is even. When i(1) = i(2) = . . . = i(d), this just reduces to the
proof of the fact that zxi(1) ∈ (A, ϕ) is R-diagonal (Theorem 2.9 (i)). We refer to the proof of
[28, Proposition 15.8] for an explicit proof of this fact. For the general case (where i : [k] → Λ is
not constant), one just has to notice that the argument in the proof of [28, Proposition 15.8] still
applies when i is non-constant - we just have to carry around the extra indices. 
Since {xr}r∈Λ and {zxr}r∈Λ are identically distributed for any Haar unitary z ∈ (A, ϕ) which is
∗-free from {xr}r∈Λ, Lemma 3.3 implies that each function I 7→ κπ[I] appearing in equation (3.2) is
identically zero for any π ∈ NC(2dm)\NCǫd(2dm), where ǫd : [2dm] → {1, ∗} is the pattern given
by
ǫd =
2m groups︷ ︸︸ ︷
1, 1, . . . , 1︸ ︷︷ ︸
d times
, ∗, ∗, . . . ∗︸ ︷︷ ︸
d times
, . . . , 1, 1, . . . , 1︸ ︷︷ ︸
d times
, ∗, ∗, . . . ∗︸ ︷︷ ︸
d times
.
(The symbol ǫd will denote the above pattern for the rest of the paper.) We now get
(3.3) ‖T‖2m2m =
∑
π∈NCǫd(2dm)
∑
I=(i1,...,i2m):[2dm]→Λ
ai1aiˇ2 . . . ai2m−1aiˇ2mκπ[I].
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Whenm = 1, we have ǫd = (1, 1, . . . , 1︸ ︷︷ ︸
d times
, ∗, ∗, . . . , ∗︸ ︷︷ ︸
d times
), and it is clear in this case thatNCǫd(2d) contains
exactly one partition: the fully nested pairing ω = {{1, 2d}, {2, 2d−1}, . . . , {d−1, d+2}, {d, d+1}}.
Therefore
‖T‖22 =
∑
I=(i1,i2):[d]→Λ
ai1aiˇ2κω[I]
=
∑
i1,i2:[d]→Λ
ai1aiˇ2
d∏
l=1
ϕ(xi1(l)x
∗
i2(d−l+1))
=
∑
i1,i2:[d]→Λ
ai1aiˇ2‖x‖2d2 δi1 ,ˇi2
= ‖x‖2d2
∑
i:[d]→Λ
|ai|2,
where in the second last line we have used Proposition 2.17 (iii).
Remark 3.4. The above calculation tells us that {Xi}i:[d]→Λ is an orthogonal system for each
d ∈ N. Furthermore, Lemma 3.3 together with the moment-cumulant formula (2.1) tell us that
ϕ(XiX
∗
j ) = 0 whenever i : [d] → Λ, j : [d′]→ Λ are such that d 6= d′. I.e. {1A} ∪
⋃∞
d=1{Xi}i:[d]→Λ
is an orthogonal system in L2(A, ϕ).
We now proceed to the general case m ≥ 2. Applying Ho¨lder’s inequality to equation (3.3), we
have
‖T‖2m2m
≤
∑
π∈NCǫd (2dm)
∑
I=(i1,...,i2m):[2dm]→Λ
|ai1aiˇ2 . . . ai2m−1aiˇ2m | · |κπ[I]|
≤ |NCǫd(2dm)|
× max
π∈NCǫd (2dm)
{ ∑
I=(i1,...,i2m):[2dm]→Λ
|ai1aiˇ2 . . . ai2m−1aiˇ2m | · |κπ[I]|
}
≤ |NCǫd(2dm)|︸ ︷︷ ︸
(A)
max
π∈NCǫd(2dm), I:[2dm]→Λ
{
|κπ[I]|
}
︸ ︷︷ ︸
(B)
× max
π∈NCǫd (2dm)
{ ∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
︸ ︷︷ ︸
(C)
.
So we need to estimate the quantities (A), (B), and (C). To do this, we first collect some useful
facts about the set NCǫd(2dm).
3.2. Properties of NCǫd(2dm) and Estimates of (A), (B), and (C). Denote by NCǫd2 (2dm) ⊆
NCǫd(2dm) the subset of all pairings in NCǫd(2dm). The sets NCǫd2 (2dm) and NC
ǫd(2dm) have
been studied extensively in [16, 22, 27, 30]. We will only record the results from these articles which
are relevant to us.
Denote by NC(m)(d) the set of d-chains in NC(m):
NC(m)(d) :=
{
(σ1, . . . , σd) ∈ NC(m)d : σ1 ≥ σ2 ≥ . . . ≥ σd
}
.
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In [17], Edelman studied the combinatorics of the set NC(m)(d), and proved that |NC(m)(d)| =
1
m
(
m(d+ 1)
m− 1
)
. What is more, it turns out that the sets NC(d)(m) and NCǫd2 (2dm) are naturally
in bijection.
Lemma 3.5. ([22, Section 3.1 and Corollary 3.2], [30], [27]) For any d,m ∈ N, the sets NCǫd2 (2dm)
and NC(m)(d) are in bijection. Therefore
|NCǫd2 (2dm)| = |NC(m)(d)| =
1
m
(
m(d+ 1)
m− 1
)
≤ (e(d + 1))m.
The last inequality above follows from an application of Sterling’s formula.
To get a handle on the set NCǫd(2dm), the idea is to compare NCǫd(2dm) to the subset
NCǫd2 (2dm). It is a remarkable fact, proved in [16], that these two sets are quite “close” to being
equal.
Proposition 3.6. ([16, Theorem 1.5]) For any d,m ∈ N, we have
|NCǫd(2dm)| ≤ 42m|NCǫd2 (2dm)|.
Moreover, for any π ∈ NCǫd(2dm), π has at least dm− 2m blocks of size two, and the size of any
block of π is at most 2m.
In particular, Proposition 3.6 and Lemma 3.5 give the estimate
(3.4) (A) = |NCǫd(2dm)| ≤ 42m(e(d + 1))m.
We now turn to the estimation of (B). To do this, we use the following elementary free cumulant
bound, variants of which can also be found in [16, Lemma 3.1] and [22, Lemma 4.3].
Lemma 3.7. Let σ ∈ NC(n), and suppose σ has at least K blocks of size 2 and all blocks σ
have size at most N . Then for any centered family of random variables {b1, . . . , bn} in a tracial
C∗-probability space (A, ϕ), we have
|κσ [b1, . . . , bn]| ≤
(
max
i
‖bi‖L2(A,ϕ)
)2K(
16max
i
‖bi‖LN (A,ϕ)
)n−2K
.
Proof. Since both sides of the claimed inequality are multiplicative with respect to the block struc-
ture of σ, it suffices to prove this result for the case σ = 1n. The case n = 1 is trivial since
κ1[b1] = ϕ[b1] = 0.
When n = 2, we have necessarily K = 1, and since the bi’s are centered, κ2[b1, b2] = ϕ(b1b2) −
ϕ(b1)ϕ(b2) = ϕ(b1b2). Therefore by the Cauchy-Schwarz inequality for ϕ, we have
|κ2[b1, b2]| ≤ ‖b∗1‖L2(A,ϕ)‖b2‖L2(A,ϕ)
= ‖b1‖L2(A,ϕ)‖b2‖L2(A,ϕ) ≤
(
max
i
‖bi‖L2(A,ϕ)
)2
.
When n ≥ 3, we haveK = 0. Using equation (2.2), we have κn[b1, . . . , bn] =
∑
π∈NC(n) µ(π, 1n)ϕπ[b1, . . . , bn].
By taking absolute values and using the fact that |µ(π, 1n)| ≤ Cn−1 for all π ∈ NC(n), we get
|κn[b1, . . . , bn]| ≤ Cn−1
∑
π∈NC(n)
|ϕπ[b1, . . . , bn]|
≤ CnCn−1 max
π∈NC(n)
|ϕπ[b1, . . . , bn]|
≤ CnCn−1
(
max
i
‖bi‖LN (A,ϕ)
)n
,
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where in the last line we have applied Ho¨lders inequality (for the trace ϕ) to the quantities
|ϕπ[b1, . . . , bn]|, and used the fact that ‖x‖Lr(A,ϕ) ≤ ‖x‖LN (A,ϕ), for all x ∈ A and r ≤ N . The
proof is now completed by noting that Ck ≤ 4k for any k. 
Using Lemma 3.7, we obtain the following estimate for (B).
Corollary 3.8. For any π ∈ NCǫd(2dm) and any function I : [2dm]→ Λ,
(3.5) |κπ[I]| ≤ ‖x‖2dm2
(16‖x‖2m
‖x‖2
)4m
.
Proof. From Lemma 3.7 and the fact that the variables {xr}r∈Λ are identically distributed according
to our reference variable x, we have
|κπ[I]| ≤ ‖x‖2K2 (16‖x‖2m)2dm−2K ,
where K denotes the number of blocks of π which are pairings. Now, since π ∈ NCǫd(2dm),
Proposition 3.6 implies that K ≥ dm− 2m. Using this estimate in the above inequality we have
‖x‖2K2 (16‖x‖2m)2dm−2K = ‖x‖2dm2
(16‖x‖2m
‖x‖2
)2dm−2K
≤ ‖x‖2dm2
(16‖x‖2m
‖x‖2
)4m
.

We will now prove the inequality
(3.6) (C) = max
π∈NCǫd(2dm)
{ ∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
≤ (3e)4m
( ∑
i:[d]→Λ
|ai|2
)m
.
To do this, we will need the following two lemmas.
Lemma 3.9. Let π ∈ NCǫd(2dm), and fix σ ≤ π. Then σ ∈ NCǫd(2dm) if and only if σ ∈
NCe(2dm). Furthermore,
|{σ ∈ NCǫd(2dm) : σ ≤ π}| ≤ |NC(2m)(2)| ≤ (3e)2m.
Proof. Fix π ∈ NCǫd(2dm), and let σ ≤ π. The “only if” part of the first statement follows from
the definition of NCǫd(2dm). To prove the “if” part, suppose σ ∈ NCe(2dm). Let V = {j1 <
j2 < . . . < j2r} be a block of σ. Since σ is even and non-crossing, a simple inductive argument
shows that the parity of the sequence j1, j2, . . . , j2r must be alternating. Now let W be the block
of π containing V . Then by definition ǫd|W is alternating, and since the parity of the elements of
V ⊆ W alternates as well, ǫd|V = (ǫd(j1), . . . , ǫd(j2r)) is also alternating. As V was arbitrary, we
get σ ∈ NCǫd(2dm).
We now prove the second statement of the lemma. By Proposition 3.6, π contains at least
dm − 2m blocks of size 2. Let A ⊆ [2dm] denote the union of these blocks of size 2. For any
σ ∈ NCǫd(2dm) ⊆ NCe(2dm) with σ ≤ π, we must then have σ|A = π|A, and σ|[2dm]\A ≤
π|[2dm]\A ∈ NCe([2dm]\A). Therefore we clearly have an injection
{σ ∈ NCǫd(2dm) : σ ≤ π} →֒ NCe([2dm]\A),
σ 7→ σ|[2dm]\A.
This gives
|{σ ∈ NCǫd(2dm) : σ ≤ π}| ≤ |NCe([2dm]\A)| ≤ |NCe(4m)|,
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since |[2dm]\A| ≤ 4m. To complete the proof, we use the fact that there is a bijection between
NCe(4m) and the set of 2-chains NC(2m)
(2) (cf. [28, Exercise 9.42]), together with the bound on
|NC(2m)(2)| given by Lemma 3.5. 
Lemma 3.10. Let {ai}i:[d]→Λ ⊂ C be a finitely supported family of complex numbers, and let
π ∈ Pǫd(2dm). Then ∑
I:[2dm]→Λ
ker I≥π
|ai1ai2 . . . ai2m−1ai2m | ≤
( ∑
i:[d]→Λ
|ai|2
)m
.
Proof. Given π ∈ Pǫd(2dm), associate to it a pairing πr ∈ Pǫd2 (2dm), as follows: for each block
V = {k1 < k2 < . . . < k2s} of π, declare {k1, k2}, . . . , {k2r−1, k2s} to be blocks of πr. Observe that
πr ≤ π by construction. In particular, for all I : [2dm]→ Λ,
ker I ≥ π =⇒ ker I ≥ πr.
Therefore ∑
I:[2dm]→Λ
ker I≥π
|ai1ai2 . . . ai2m−1ai2m | ≤
∑
I:[2dm]→Λ
ker I≥πr
|ai1ai2 . . . ai2m−1ai2m |
=
∑
I:[2dm]→Λ
ker I≥πr
m∏
k=1
|ai2k−1 |
m∏
k=1
|ai2k |.
Let B1 := ǫ
−1
d {1} and B∗ := ǫ−1d {∗}, so that [2dm] = B1∪˙B∗. Since πr ∈ Pǫd(2dm), we can
identify πr with the bijection
πr : B1 → B∗, πr(t) = s ⇐⇒ {t, s} is a block of πr.
Now fix a function I = (i1, . . . , i2m) : [2dm]→ Λ. Let I1 = (i1, i3, . . . , i2m−3, i2m−1) = I|B1 , and let
I∗ = (i2, i4, . . . , i2m−2, i2m) = I|B∗ . Then we can rewrite the condition ker I ≥ πr as I∗ = I1 ◦ πr.
Writing AI1 =
∏m
k=1 |ai2k−1 | and AI∗ =
∏m
k=1 |ai2k | our previous inequality now becomes∑
I:[2dm]→Λ
ker I≥π
|ai1ai2 . . . ai2m−1ai2m | ≤
∑
I:[2dm]→Λ
ker I≥πr
AI1AI∗
=
∑
I1=(i1,i3,...,i2m−1)
AI1AI1◦πr
≤
( ∑
I1=(i1,i3,...,i2m−1)
A2I1
)1/2( ∑
I1=(i1,i3,...,i2m−1)
A2I1◦πr
)1/2
(by the Cauchy-Schwarz inequality)
=
∑
I1=(i1,i3,...,i2m−1)
A2I1 (since πr is a bijection)
=
∑
i1,i3,...,i2m−1:[d]→Λ
|ai1 |2|ai3 |2 . . . |ai2m−1 |2 =
( ∑
i:[d]→Λ
|ai|2
)m
.

17
Using Lemmas 3.9 and 3.10, we are now ready to obtain the bound (3.6). Fix π ∈ NCǫd(2dm)
and consider the sum
∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |.
For any I(i1, i2, . . . , i2m) : [2dm]→ Λ, we can use equation (2.3) to write
κπ[I] =
∑
σ∈NC(2dm)
σ≤π
µ(σ, π)ϕσ [I],
(3.7) ϕσ[I] := ϕσ [xi1(1), . . . , xi1(d), x
∗
i2(1)
, . . . , x∗i2(d), . . . , x
∗
i2m(1)
, . . . , x∗i2m(d)].
In particular, κπ[I] 6= 0 only if there exists some σ ∈ NC(2dm) with σ ≤ π such that ϕσ[I] 6= 0.
Fix such a σ ≤ π. Since {xr}r∈Λ has an even joint ∗-distribution (Proposition 2.17), it follows that
ϕσ[I] 6= 0 only if each block of σ has even cardinality. I.e. σ ∈ NCe(2dm), which is equivalent to
σ ∈ NCǫd(2dm) by Lemma 3.9. Therefore, by simply over-counting, we have the estimate
∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤
∑
σ∈NCǫd (2dm)
σ≤π
∑
I:[2dm]→Λ
ϕσ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤ |{σ ∈ NCǫd(2dm) : σ ≤ π}|
× max
σ∈NCǫd (2dm):
σ≤π
{ ∑
I:[2dm]→Λ
ϕσ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
≤ (3e)2m max
σ∈NCǫd (2dm):
σ≤π
{ ∑
I:[2dm]→Λ
ϕσ [I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
,
where in the last line we have used Lemma 3.9.
Now fix σ ∈ NCǫd(2dm) with σ ≤ π. By applying Proposition 2.17 (i) to each block V of σ,
we get ϕσ[I] 6= 0 only if there exists some ρ ∈ NCe(2dm) such that ker I ≥ ρ and ρ ≤ σ. (In
particular, ρ ∈ NCǫd(2dm), by Lemma 3.9). Therefore, by possibly over-counting again, we have
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the uniform estimate ∑
I:[2dm]→Λ
ϕσ [I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤
∑
ρ∈NCǫd(2dm):
ρ≤σ
∑
I:[2dm]→Λ
ker I≥ρ
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤ |{ρ ∈ NCǫd(2dm) : ρ ≤ σ}|
× max
ρ∈NCǫd(2dm):
ρ≤σ
{ ∑
I:[2dm]→Λ
ker I≥ρ
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
≤ (3e)2m
( ∑
i:[d]→Λ
|ai|2
)m
where in the last line we have used both Lemmas 3.9 and 3.10. This completes the proof of
inequality (3.6). Note that the presence of the “checks” iˇ2k, 1 ≤ k ≤ m, in the previous sums do
not effect the applicability of Lemma 3.10, since for any ρ ∈ NCǫd(2dm) we can write∑
I:[2dm]→Λ
ker I≥ρ
|ai1aiˇ2 . . . ai2m−1aiˇ2m | =
∑
I:[2dm]→Λ
ker I≥ρ′
|ai1ai2 . . . ai2m−1ai2m |,
where ρ′ ∈ Pǫd(2dm) is the unique partition with the property that
ker(i1, . . . , i2m) ≥ ρ⇐⇒ ker(i1, iˇ2, . . . , i2m−1, iˇ2m) ≥ ρ′,
for all I = (i1, . . . , i2m) : [2dm]→ Λ.
Putting inequalities (3.4), (3.5), and (3.6) together we get
‖T‖2m2m ≤ (A) · (B) · (C)
≤ 42m(e(d+ 1))m · ‖x‖2dm2
(16‖x‖2m
‖x‖2
)4m
· (3e)4m
( ∑
i:[d]→Λ
|ai|2
)m
= 410m34me5m(d+ 1)m
(‖x‖2m
‖x‖2
)4m
‖T‖2m2 .
After taking 2m’th roots we get
‖T‖2m ≤ 45 · (3e)2
√
e
‖x‖22m
‖x‖22
√
(d+ 1)‖T‖2, (m ∈ N).
This completes the proof of Theorem 3.1, since the lower bound ‖T‖2 ≤ ‖T‖2m is automatic.
4. Strong Haagerup Inequalities for Bi-Invariant Arrays.
In this section, we extend Theorem 3.1 to the case where we have an n × n array {xrs}1≤r,s≤n
of random variables in a tracial C∗-probability space (A, ϕ), whose joint ∗-distribution is H+n -bi-
invariant. We will need this extension to prove our strong Haagerup inequalities for U+n in Section
6. Here is the main result.
Theorem 4.1. Let (A, ϕ) be a tracial C∗-probability space, and suppose {xrs}1≤r,s≤n ⊂ (A, ϕ) is an
n×n array whose joint ∗-distribution is H+n -bi-invariant and invariant under free complexification.
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Let x ∈ {xr,s}1≤r,s≤n be a fixed reference variable. Then for any homogeneous polynomial
T =
∑
k,l:[d]→[n]
ak,lxk(1)l(1)xk(2)l(2) . . . xk(d)l(d), (ak,l ∈ C),
of degree d in the variables {xrs}1≤r,s≤n and any p ∈ 2N ∪ {∞}, we have
‖T‖L2(A,ϕ) ≤ ‖T‖Lp(A,ϕ) ≤ 45 · (3e)3
√
e
‖x‖2Lp(A,ϕ)
‖x‖2
L2(A,ϕ)
√
d+ 1‖T‖L2(A,ϕ).
Remark 4.2. Note that there is an additional factor of 3e in the constant of Theorem 4.1 that does
not appear in Theorem 3.1.
Proof. The proof of this result is almost identical to that of Theorem 3.1, so we only sketch it.
Fix d ∈ N, and T as in the statement of the theorem. Let Λ = [n] × [n], and identify any pair of
functions k, l : [d]→ [n] with the function i : [d]→ Λ given by
i(j) = (k(j), l(j)), (j ∈ [d]).
With this change of indices, T can be written as
T =
∑
i:[d]→Λ
aixi(1)xi(2) . . . xi(d), (ai ∈ C).
Repeating the arguments in the proof of Theorem 3.1 (and using the same notation therein), we
get the same (in)equalities we had there:
‖T‖22 = ‖x‖2d2
∑
i:[d]→Λ
|ai|2 = ‖x‖2d2
∑
k,l:[d]→[n]
|ak,l|2,
and for general m ∈ N,
‖T‖2m2m ≤ |NCǫd(2dm)|︸ ︷︷ ︸
(A′)
max
π∈NCǫd (2dm), I:[2dm]→Λ
{
|κπ[I]|
}
︸ ︷︷ ︸
(B′)
× max
π∈NCǫd(2dm)
{ ∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
︸ ︷︷ ︸
(C′)
.
These (in)equalities remain valid in our new setting because, up to this point in the proof, they
only rely on the fact that our random variables are orthogonal in L2(A, ϕ), identically distributed,
and that their joint ∗-distribution is invariant under free complexification.
Consider the quantities (A), (B), and (C) defined in Section 3.1. Obviously we have (A′) =
(A). Also note that the bound (3.5) obtained for (B) only relied on the structure of collection of
partitions NCǫd(2dm), so the same bound applies to (B′):
(4.1) (B′) ≤ ‖x‖2dm2
(16‖x‖2m
‖x‖2
)4m
.
For (C′) we will prove the inequality
(4.2) (C′) ≤ (3e)6m
( ∑
k,l:[d]→[n]
|ak,l|2
)m
.
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Theorem 4.1 now follows from the inequalities (3.4), (4.1), and (4.2). The proof of (4.2) is only
a minor modification of the proof of inequality (3.6) for (C). Indeed, for any π ∈ NCǫd(2dm),
equation (2.3) and Lemma 3.9 give (just as before)
κπ[I] =
∑
σ∈NCǫd (2dm)
σ≤π
µ(σ, π)ϕσ [I],
and therefore
∑
I:[2dm]→Λ
κπ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤
∑
σ∈NCǫd (2dm)
σ≤π
∑
I:[2dm]→Λ
ϕσ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
≤ (3e)2m max
σ∈NCǫd (2dm):
σ≤π
{ ∑
I:[2dm]→Λ
ϕσ [I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
}
,
where in the last line we have applied Lemma 3.9. Fix σ ∈ NCǫd(2dm) with σ ≤ π, and write
∑
I:[2dm]→Λ
ϕσ[I] 6=0
|ai1aiˇ2 . . . ai2m−1aiˇ2m |
=
∑
K,L:[2dm]→[n]
ϕσ [K,L] 6=0
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |,
where
ϕσ [K,L] = ϕσ[xk1(1)l1(1), . . . , xk1(d)l1(d), . . . , x
∗
k2m(1)l2m(1)
, . . . , x∗k2m(d)l2m(d)]
= ϕσ[I].
Next, observe that H+n -bi-invariance (i.e. Proposition 2.17 (ii) applied to each block of σ) implies
that ϕσ[K,L] 6= 0 only if there exist ρ, δ ∈ NCe(2dm) such that ρ, δ ≤ σ (so ρ, δ ∈ NCǫd(2dm) by
Lemma 3.9) with the property that kerK ≥ ρ, and kerL ≥ σ. Using this fact, we can over count
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the possible non-zero contributions to the above sum and get∑
K,L:[2dm]→[n]
ϕσ [K,L] 6=0
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |
≤
∑
ρ,δ∈NCǫd (2dm)
ρ,δ≤σ
∑
K,L:[2dm]→[n]
ker I≥ρ, ker J≥δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m|
≤ |{ρ ∈ NCǫd(2dm) : ρ ≤ σ}|2
× max
ρ,δ∈NCǫd (2dm)
{ ∑
K,L:[2dm]→[n]
kerK≥ρ, kerL≥δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |
}
≤ (3e)4m
× max
ρ,δ∈NCǫd (2dm)
{ ∑
K,L:[2dm]→[n]
kerK≥ρ, kerL≥δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |
}
,
where in the last inequality we have used Lemma 3.9. Finally, we rewrite the sums∑
K,L:[2dm]→[n]
kerK≥ρ, kerL≥δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |, (ρ, δ ∈ NCǫd(2dm)),
appearing above, in the equivalent form∑
J=(k1,l1,k2,l2,...,k2m,l2m):[2(2d)m]→[n]
ker J≥ρ⊔δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m |,
where ρ ⊔ δ ∈ P([2dm] ⊔ [2dm]) ∼= P(4dm) is the disjoint union of ρ and δ. Since it is obvious
that ρ⊔ δ ∈ Pǫ2d(4dm), we may apply Lemma 3.10 (the same way we did in the proof of inequality
(3.6)) to the above sums obtain∑
K,L:[2dm]→[n]
kerK≥ρ, kerL≥δ
|ak1,l1akˇ2,lˇ2 . . . ak2m−1,l2m−1akˇ2m,lˇ2m | ≤
( ∑
k,l:[d]→[n]
|ak,l|2
)m
,
for all ρ, δ ∈ NCǫd(2dm). Putting all these uniform estimates together gives the bound (4.2). 
5. Application to the Metric Approximation Property
In this section we study the norm-closed, non-self-adjoint (unital) operator algebra B generated
by a family of random variables satisfying the hypotheses of Theorems 3.1 or 4.1. We show that
B always has the metric approximation property, and derive some other intermediate results along
the way, which may be of independent interest. We begin by recalling the definition of the metric
approximation property.
Definition 5.1. Let Y be a Banach space. We say that Y has the metric approximation property
(MAP) if there exists a net {Sα}α∈A ⊂ B(Y ) of finite rank contractions converging to the identity
map in the strong operator topology (s.o.t.) on B(Y ). That is, for all y ∈ Y
lim
α∈A
‖Sαy − y‖ = 0.
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Let (A, ϕ) be a tracial C∗-probability space, and let X = {xr}r∈Λ be a family of operators
satisfying the hypotheses of Theorem 3.1 or Theorem 4.1. Denote by B = BX ⊆ A the norm-
closed, non-self-adjoint, unital operator algebra generated by {xr}r∈Λ. We prove:
Theorem 5.2. The operator algebra B has the metric approximation property.
To prove Theorem 5.2, we use a fairly standard truncation argument, originating from Haagerup
in [18]. We start with some notation and two preliminary results.
Let (A, ϕ) be a C∗-probability space (not necessarily tracial), let X = {xr}r∈Λ ⊂ (A, ϕ) be a
family of random variables, and assume that the joint ∗-distribution of X is invariant under free
complexification. Let B = BX ⊆ A be the norm-closed, non-self-adjoint, unital operator algebra
generated by X. Denote by
L2(B) := B‖·‖2 ⊆ L2(A, ϕ),
the Hilbert space generated by B, and for d ∈ N ∪ {0}, let Pd : L2(B) → L2d(B) be the orthogonal
projection onto the degree d subspace
L2d(B) := span{Xi = xi(1) . . . xi(d) : i : [d]→ Λ}
‖·‖2
.
(Here we use the convention L20(B) := C1A). Since the joint ∗-distribution of X is invariant under
free complexification, it follows from Lemma 3.3 and the moment cumulant formula (2.1), that the
subspaces {L2d(B)}d∈N∪{0} are orthogonal.
Proposition 5.3. Consider the Ornstein-Uhlenbeck type semigroup {Γt}t≥0 ⊂ B(L2(B)) given by
Γt =
∞∑
d=0
e−dtPd.
Then {Γt}t≥0 is a contraction semigroup on L2(B), furthermore for each t ≥ 0, Γt restricts to a
unital complete contraction Γt : B → B.
Proof. The first statement is immediate since {Pd}d≥0 is an orthogonal family of projections on
L2(B) and e−dt ≤ 1 for all t, d ≥ 0. When t = 0 the second statement is also immediate since
Γ0|B = idB, so assume for the remainder that t > 0.
Let T denote the unit circle in the complex plane and let z = idT denote the canonical unitary
generator of the C∗-algebra C(T). Then z is a Haar unitary in the C∗-probability space (C(T), ψ),
where ψ denotes integration with respect to normalized Haar measure on T. Since the joint ∗-
distribution of X is invariant under free complexification, there exists a state-preserving injective
∗-homomorphism of C∗-probability spaces
π :
(
C∗〈1A,X〉, ϕ
) → (C(T) ∗red C∗〈1A,X〉, ψ ∗ ϕ),
π(xr) = zxr,
where C∗〈1A,X〉 ⊂ A is the unital C∗-algebra generated by X. Let {ρt}t>0 denote the Poisson
convolution semigroup on T, with convolution kernel given by the probability density Pt(e
iθ) =
1−e−2t
1−2e−tcos(θ)+e−2t for θ ∈ [0, 2π). It is well known that ρt acts on C(T) by the formula
ρt(z
n) = Pt ∗ (zn) = e−|n|tzn, (n ∈ Z).
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Furthermore, since Pt is a positive kernel for all t > 0, ρt is completely positive on C(T). On the
other hand, for any d ∈ N and i : [d]→ Λ, we have the identity
π(Γt(xi(1)xi(2) . . . xi(d))) = π(e
−dtxi(1)xi(2) . . . xi(d))
= e−dtzxi(1)zxi(2) . . . zxi(d)
= (ρtz)xi(1)(ρtz)xi(2) . . . (ρtz)xi(d)
= (ρt ∗ id)(zxi(1)zxi(2) . . . zxi(d))
= (ρt ∗ id)π(xi(1)xi(2) . . . xi(d)),
where
ρt ∗ id : C(T) ∗red C∗〈1A,X〉 → C(T) ∗red C∗〈1A,X〉
is the reduced free product of the completely positive, state-preserving maps ρt and idC∗〈1A,X〉
(which, by [11], is again completely positive and state preserving). Therefore, by linearity and
continuity, we have
π ◦ Γt = (ρt ∗ id) ◦ π|B, (t > 0).
Finally, since π is a complete isometry, the completely bounded norm ‖Γt‖cb = ‖Γt‖CB(B) satisfies
‖Γt‖cb = ‖π ◦ Γt‖cb = ‖(ρt ∗ id) ◦ π|B‖cb ≤ ‖ρt ∗ id‖cb = 1, (t > 0).

Remark 5.4. It is easy to see that (ρt ∗ id)π(C∗〈1A,X〉) ⊂ π(C∗〈1A,X〉). Therefore {π−1 ◦ (ρt ∗
id) ◦ π}t>0 ⊂ CB(C∗〈1A,X〉) is a ϕ-preserving completely positive extension of the semigroup
{Γt}t>0 defined on B. This extension problem has been previously considered in the context of free
R-diagonal families in [21].
Remark 5.5. We use the name “Ornstein-Uhlenbeck” in the previous proposition because of the
fact that when X is a free circular system, Γt actually is the free Ornstein-Uhlenbeck semigroup
[22].
Now suppose that X = {xr}r∈Λ ⊂ (A, ϕ) satisfies the hypotheses of Theorem 3.1 or 4.1. Let
F
+
Λ denote the free semigroup with |Λ| generators {gr}r∈Λ, and denote by Wd ⊂ F+Λ the set of
words of length d in F+Λ . Given i : [d] → Λ, recall that Xi := xi(1)xi(2) . . . xi(d) and similarly put
gi := gi(1)gi(2) . . . gi(d) ∈ F+Λ . From Remark 3.4, it follows that the map gi 7→ Xi, identifies ℓ2(F+Λ)
with L2(B), and consequently any ψ ∈ ℓ∞(F+Λ) defines a multiplication operator Mψ ∈ B(L2(B))
given by
Mψ(Xi) = ψ(gi)Xi, (i : [d]→ Λ).
Note that ‖Mψ‖B(L2(B)) = ‖ψ‖ℓ∞(F+Λ ). The next lemma says that if ψ ∈ ℓ
∞(F+Λ) decays sufficiently
rapidly, then Mψ(L
2(B)) ⊆ B.
Lemma 5.6. Let ψ ∈ ℓ∞(F+Λ) be such that
K(ψ) := sup
d≥0
(d+ 1)3/2‖ψ|Wd‖∞ <∞.
Then Mψ(L
2(B)) ⊆ B and ‖Mψ‖B(L2(B),B) ≤ CBK(ψ), where CB is a constant only depending on
B.
Proof. Let ψ ∈ ℓ∞(F+Λ) satisfy the above hypothesis. Then, from our strong Haagerup inequality
for B (Theorem 3.1 or 4.1), there is a constant cB > 0 such that
‖T‖B ≤ cB
√
d+ 1‖T‖L2(B), (T ∈ L2d(B)).
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Put CB = cB
(∑∞
d=0
1
(d+1)2
)1/2
. Then for any T ∈ L2(B) we have (noting that PdMψ = MψPd for
all d ≥ 0)
‖MψT‖B =
∥∥∥ ∞∑
d=0
PdMψT
∥∥∥
B
≤
∞∑
d=0
‖MψPdT‖B
≤ cB
∞∑
d=0
√
d+ 1‖MψPdT‖L2(B)
≤ cB
∞∑
d=0
√
d+ 1‖ψ|Wd‖∞‖PdT‖L2(B)
≤ cB
∞∑
d=0
√
d+ 1
K(ψ)
(d+ 1)3/2
‖PdT‖L2(B)
≤ cBK(ψ)
( ∞∑
d=0
1
(d+ 1)2
)1/2( ∞∑
d=0
‖PdT‖2L2(B)
)1/2
= CBK(ψ)‖T‖L2(B).
Hence MψL
2(B) ⊆ B and ‖Mψ‖B(L2(B),B) ≤ CBK(ψ). 
We are now ready to prove the main theorem of this section.
5.1. Proof of Theorem 5.2. Denote by χWd the characteristic function of the set Wd. For each
N ∈ N and t > 0, define
Γt,N : B → B, Γt,N =
N∑
d=0
e−dtPd =
N∑
d=0
e−dtMχWd .
Let ψt,N =
∑
d≥N+1 e
−dtχWd ∈ ℓ∞(F+Λ), so that
(5.1) Γt − Γt,N =
∑
d≥N+1
e−dtPd =
∑
d≥N+1
e−dtMχWd =Mψt,N .
Since the inclusion B →֒ L2(B) is a contraction, we have
‖Γt − Γt,N‖B(B) ≤ ‖Γt − Γt,N‖B(L2(B),B) ≤ CB sup
d≥N+1
(d+ 1)3/2e−dt,
where the last inequality follows from (5.1) and Lemma 5.6. So for each t > 0,
lim
N→∞
‖Γt,N − Γt‖B(B) = 0, and lim
N→∞
‖Γt,N‖B(B) = ‖Γt‖B(B) = 1.(5.2)
Let Qt,N = ‖Γt,N‖−1Γt,N . Then (5.2) also gives
lim
N→∞
‖Qt,N − Γt‖B(B) = 0, (t > 0).(5.3)
We now claim that the identity map idB : B → B is contained in the strong closure of the set
of contractions {Qt,N}t>0,N∈N ⊂ B(B). To prove this, first note that by (5.3), {Γt}t>0 is contained
in the strong closure of {Qt,N}t>0,N∈N. Next, note that since limt→0 e−dt = 1 for all d > 0, we
have limt→0 ‖ΓtT −T‖A = 0 for any polynomial T ∈ Alg〈1A,X〉. Since {Γt}t>0 is uniformly norm-
bounded (by Proposition 5.3), this limit is valid for all T ∈ B = Alg〈1A,X〉‖·‖A . Therefore idB is
contained in {Γt}t>0s.o.t. ⊂ {Qt,N}t>0,n∈Ns.o.t., proving the claim.
If |Λ| <∞, then each of the maps Qt,N is finite rank, so the MAP for B follows from the fact that
{Qt,N}t>0,N∈N contains idB in its strong closure. If |Λ| =∞, then the contractions {Qt,N}t>0,N∈N
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constructed above are no longer finite rank. Let F denote the collection of finite subsets of Λ. For
each F ∈ F , let XF = {xr}r∈F , and let EF be the unique ϕ-preserving conditional expectation from
the von Neumann algebra C∗〈1A,X〉′′ ⊆ B(L2(A, ϕ)) onto C∗〈1A,XF 〉′′ ⊆ B(L2(A, ϕ)). (Recall
that on the L2-level, E|B is just the orthogonal projection from L2(B) onto the Hilbert subspace
generated by {1A,XF }). Put Qt,N,F = Qt,N ◦ EF |B. Then {Qt,N,F }t>0,N∈N is a family of finite
rank contractions on B, which, by the argument in the previous paragraph, contains EF |B in its
strong closure. For any T ∈ B we have limF∈F ‖EFT − T‖ = 0, and therefore {Qt,N,F }t>0,N∈N,F∈F
contains idB in its strong closure, so B has the MAP when |Λ| =∞ as well.
6. Applications to Free Unitary Quantum Groups
In this final section, we consider applications of our results to the reduced C∗-algebra associated
to the free unitary quantum group U+n (of dimension n), introduced by Wang [35]. Let us briefly
recall the definition of this quantum group: U+n is the CMQG given by the pair (Au(n), U), where
Au(n) is the universal C
∗-algebra with generators {urs : 1 ≤ r, s ≤ n} subject to the relations which
make the matrices U = [urs]1≤r,s≤n and U = [u∗rs]1≤r,s≤n unitary in Mn(Au(n)). It is clear that
for each n ∈ N, U+n = (Au(n), U) satisfies Definition 2.10. The free orthogonal quantum group O+n
(of dimension n), also introduced in [35], will also be of use to us here. O+n is the CMQG given by
the pair (Ao(n), V ), where Ao(n) = Au(n)/〈urs = u∗rs : 1 ≤ r, s ≤ n〉, and V = [vrs]1≤r,s≤n is the
image of U under the canonical quotient map Au(n) → Ao(n). For the rest of this section (and
with a slight abuse of notation), we will also use the symbols urs and vrs to denote the canonical
generators of L∞(U+n ) and L∞(O+n ), respectively. We also note that these quantum groups are
always unimodular, i.e. their Haar states are tracial [4].
In recent years, the series {U+n }n∈N and {O+n }n∈N have been intensively studied from both
operator algebraic and probabilistic perspectives [1, 4, 6, 7, 8, 33, 34]. In particular, Vergnioux has
proved a version of Haagerup’s inequality for O+n and U
+
n [34, Section 4.3]. Vergnioux’s result can be
formulated as follows (refer to [32] for the unexplained terminologies below). Let G = (A,U) be a
CMQG with fundamental corepresentation U , let Ĝ denote the collection of all unitary equivalence
classes of irreducible finite dimensional unitary corepresentations of G, and let
{Uα = [uαij ]1≤i,j≤dα}α∈Ĝ,
be a complete family of representatives for Ĝ. Then by the Peter-Weyl Theorem ([36])
{uαij : α ∈ Ĝ, 1 ≤ i, j ≤ dα} ⊂ L∞(G)
forms an orthogonal basis for L2(G). Denote by C the category of equivalence classes of finite dimen-
sional unitary corepresentations of G, and let S = {α1, . . . αs} ⊆ Ĝ be a generating set for C which
is closed under conjugation of representations and does not contain the trivial corepresentation 1A.
Let ℓ = ℓS : Ĝ→ N be the “word length” function given by
l(α) = min{k ∈ N : α ⊆ αi(1) ⊠ . . . ⊠ αi(k), αi(j) ∈ S},
and define
L2d(G) := span{uαij : ℓ(α) = d}
‖·‖2 ⊂ L2(G).
Then we have the following definition.
Definition 6.1. ([34]) G has the property of rapid decay (property RD) (with respect to ℓ = ℓS :
Ĝ→ N) if there exists a polynomial P ∈ R+[x] such that
‖T‖L∞(G) ≤ P (d)‖T‖L2(G)
for all T ∈ L2d(G).
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For O+n , there is a natural labeling Ô
+
n = {V (k)}k∈N∪{0} such that 1 = V (0) and V = V (1). For
U+n there is a natural labeling Û
+
n = {Ug}g∈F+2 such that 1 = U
e, U = Ug1 , and U = Ug2 , where
g1, g2 are the generators of F
+
2 . Taking SO = {V } as a generating set for Ô+n , and SU = {U,U} as
generating set for Û+n , the corresponding length functions ℓSO , ℓSU are identified with the natural
length functions on N ∪ {0} and F+2 , respectively [34, Section 4.3]. We collect here the main result
from [34, Section 4.3].
Theorem 6.2. For each n ∈ N, there exist positive constants Cn,Dn > 0 such that O+n has property
RD with P (x) = Cn(x+ 1), and U
+
n has property RD with P (x) = Dn(x+ 1).
Viewing L∞(U+n ) as a non-cocommutative analogue of L(Fn) = C∗λ(Fn)
′′, Theorem 6.2 can be
regarded as the non-cocommutative analogue of Haagerup’s classical inequality (Theorem 1.1) for
L(Fn). It is interesting to note that the order of growth (with respect to d) in Theorems 1.1 and
6.2 is the same. Using our results from the previous sections we can also obtain the following non-
cocommutative analogue of Theorem 1.2, which improves on the growth of the bounds in Theorem
6.2.
Theorem 6.3. Let Bn ⊂ L∞(U+n ) be the norm-closed, non-self-adjoint unital subalgebra generated
by the coefficients {urs}1≤r,s≤n of the fundamental corepresentation of U+n (and not their adjoints).
Then for any d ∈ N, p ∈ 2N ∪ {∞}, and any T ∈ L2d(U+n ) ∩ Bn, we have
‖T‖L2(U+n ) ≤ ‖T‖Lp(U+n ) ≤ 4
6 · (3e)3√e
√
d+ 1‖T‖L2(U+n ).
Proof. Let h : L∞(U+n ) → C denote the Haar state. The bi-invariance of h with respect to ∆
(equation (2.4)) implies that the joint ∗-distribution of the array {urs}1≤r,s≤n ⊂ (L∞(U+n ), h) is U+n -
bi-invariant. By comparing the defining relations for H+n and U
+
n , it is clear that H
+
n is a quantum
subgroup of U+n . So by Remark 2.13, {urs}1≤r,s≤n has an H+n -bi-invariant joint ∗-distribution.
In [1] (see also [4, Theorem 9.2]), it was shown that {urs}1≤r,s≤n is the free complexification of
{vrs}1≤r,s≤n. In particular, the joint ∗-distribution of {urs}1≤r,s≤n is invariant under free complex-
ification by Remark 2.8. Therefore the array {urs}1≤r,s≤n ⊂ (L∞(U+n ), h) satisfies the hypotheses
of Theorem 4.1. Since the linear span of the homogeneous polynomials of degree d in the variables
{urs}1≤r,s≤n ⊂ L∞(U+n ) is precisely L2d(U+n ) ∩ Bn [1, Theorem 1], Theorem 4.1 gives
‖T‖L2(U+n ) ≤ ‖T‖Lp(U+n ) ≤ 4
5 · (3e)3√e‖u11‖
2
p
‖u11‖22
√
d+ 1‖T‖L2(U+n ),
for any T ∈ L2d(U+n )∩Bn. To complete the proof, we use a result of Banica, Collins, and Zinn-Justin
[8, Theorem 5.3], which says that the spectral measure of any generator vrs ∈ L∞(O+n ) with respect
to the Haar state has support equal to
[
−2√
n+2
, 2√
n+2
]
. Since also ‖v11‖22 = n−1, we get
‖u11‖2p
‖u11‖22
≤ ‖u11‖
2∞
‖u11‖22
=
‖zv11‖2∞
‖zv11‖22
=
‖v11‖2∞
‖v11‖22
=
4n
n+ 2
≤ 4.

Remark 6.4. We can show that the order of the growth of the bounds in both Theorems 6.2 and 6.3 is
optimal. Let χO = (Tr⊗ id)V ∈ L∞(O+n ) and χU = (Tr⊗ id)U ∈ L∞(U+n ) denote the fundamental
characters of O+n and U
+
n , respectively. Then χO is a standard semicircular random variable in
(L∞(O+n ), h), and χU is a standard circular random variable in (L∞(U+n ), h) [1, 4]. Let {Td}d∈N∪{0}
denote the Chebyshev II polynomials determined by the initial conditions T0(x) = 1, T1(x) = x
and the recursion
xTd(x) = Td+1(x) + Td−1(x), (d ≥ 1).(6.1)
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It is well known that these polynomials are orthonormal for the standard semicircular law. Since
both χo and
√
2ReχU are standard semicircular, functional calculus gives
‖Td(χO)‖L∞(O+n ) = ‖Td(
√
2ReχU )‖L∞(U+n ) = sup
t∈[−2,2]
|Td(t)| = d+ 1.
On the other hand, a simple inductive argument on d ∈ N using the orthogonality of the fami-
lies {Td(χO)}d and {Td(
√
2ReχU )}d and (6.1) shows that Td(χO) ∈ L2d(O+n ) and Td(
√
2ReχU ) ∈
L2d(U
+
n ). So the growth rate of O(d+ 1) given by Theorem 6.2 is actually obtained.
Similarly, since χU is standard circular, we have χ
d
U ∈ L2d(U+n )∩Bn, ‖χdU‖L2(U+n ) = 1, and by [22,
Corollary 3.2]
‖χdU‖L∞(U+n ) = (1 + 1/d)
d/2
√
d+ 1 ∼d→∞
√
e(d+ 1).
So the growth rate of O(
√
d+ 1) given by Theorem 6.3 is actually obtained. Of course, the universal
constant 46(3e)3
√
e given by Theorem 6.3 can probably be greatly improved.
Denote by C(U+n ) ⊂ L∞(U+n ) the GNS representation of Au(n) with respect to the Haar state.
In [1], it is shown that C(U+n ) is non-nuclear and simple, L
∞(U+n ) is a non-injective II1-factor for
all n ∈ N, and L∞(U+2 ) ∼= L(F2) = C∗λ(F2)′′. It is an interesting open question whether L∞(U+n ) is
a free group factor for all n ∈ N? It would also be interesting to know what other properties the
algebras C(U+n ) and L
∞(U+n ) share with the free group algebras. For example, does C(U+n ) always
have the MAP? A related question on the von Neumann level is: does L∞(U+n ) always have the
Haagerup approximation property? See [20] for the definition of this property. We note that the
answer to these last two questions would be “yes” if one could show that the exponentiated length
function e−ℓt :=
⊕
d≥0 e
−dtidL2
d
(U+n )
∈ B(L2(U+n )) restricted to a unital completely positive map on
L∞(U+n ), for each t > 0. Unfortunately this is not true [34, Section 1], and these questions remain
open. On the positive side, a direct application of Theorem 5.2 gives the following partial result
concerning the MAP.
Theorem 6.5. Let Bn ⊂ C(U+n ) ⊂ L∞(U+n ) be the unital non-self-adjoint operator algebra gener-
ated by the coefficients of the fundamental corepresentation of U+n . Then Bn has the MAP for all
n ∈ N.
In [2] the notion of free complexification of a compact matrix quantum group was introduced.
Let G = (A,U = [urs]1≤r,s≤n) be a CMQG, and let z = idT be the canonical generator of C(T). The
free complexification of G is the CMQG G˜ = (A˜, U˜), given by U˜ = [zurs]1≤r,s≤n ∈ Mn(C(T) ∗ A),
and A˜ = C∗〈zurs : 1 ≤ r, s ≤ n〉 ⊆ C(T) ∗A. The Haar state on A˜ is the restriction to A˜ of the free
product of the Haar states on C(T) and A. Using this notion, we can construct more families of
random variables which satisfy the hypotheses of Theorems 3.1 and 4.1. Indeed, if G = (A,U) is any
CMQG containing H+n as a quantum subgroup, then G˜ = (A˜, U˜) also contains H
+
n as a quantum
subgroup [2], so the array of variables given by U˜ is H+n -bi-invariant, and invariant under free
complexification. The special case U+n = O˜
+
n was considered above. The fact that these variables
are not ∗-free follows from an argument similar to [13, Section 4.9].
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