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ABSTRACT v
Abstract
Finding clusters of homogenous data points is an important task in data
analysis. The aim of cluster analysis is to divide a given dataset into clusters
of homogenous data. One of the main problems is that sometimes clusters
are not well separated. That is, there are data points lying between them,
which can be seen as belonging (partially) to different clusters. Fuzzy cluster
analysis is a method to handle such data points. It is based on the idea to
introduce membership degrees between 0 and 1 which are meant to describe
how well a data point belongs to a cluster.
Following a brief introduction to fuzzy cluster analysis which reviews
the basic ideas and the most important algorithms, I focus on three aspects
of fuzzy clustering, which are very important for successful data analysis:
In the first place, I propose an extension of possibilistic fuzzy clustering.
This extension is based on cluster repulsion and considerably improves the
clustering results in cases in which the clusters are not well separated.
Secondly, I study how missing values can be handled in fuzzy clustering.
Since discarding data with missing values throws away valuable information,
I concentrate on approaches based on iterative imputation, available case
estimation of the cluster parameters and the introduction of a class specific
probability for missing values.
Thirdly, I examine how to handle class information in fuzzy cluster ana-
lysis, where a class can consist of several clusters. The main problem is to
cleanly separate the classes, which I try to solve by introducing a penalty
for clusters comprising several classes and a class repulsion term.
vi ABSTRACT
Zusammenfassung
Gruppen/Cluster von homogenen Datenpunkten zu finden, ist eine wichtige
Aufgabe der Datenanalyse. Das Ziel der Clusteranalyse ist, einen Datensatz
in Gruppen von homogenen Daten zu unterteilen. Doch ha¨ufig sind die in
den Datensa¨tzen vorliegenden Cluster nicht gut voneinander getrennt. D.h.,
zwischen ihnen liegen Datenpunkte, die man mehreren Clustern zuordnen
kann. Die Fuzzy-Clusteranalyse ist eine Mo¨glichkeit, mit solchen Daten-
punkten umzugehen, indem sie den Clustern mit einem Zugeho¨rigkeitsgrad
zwischen 0 und 1 zugeordnet werden. Der Zugeho¨rigkeitsgrad beschreibt,
wie typisch ein Datum fu¨r einen Cluster ist.
Aufbauend auf einer kurzen Einfu¨hrung in die Fuzzy-Clusteranalyse, die
die grundlegenden Ideen und die wichtigsten Verfahren vorstellt, werden drei
fu¨r eine erfolgreiche Datenanalyse wichtige Gebiete untersucht.
Erstens wird eine Erweiterung der possibilistischen Fuzzy-Clusteranalyse
vorgestellt. Die Erweiterung basiert auf der Modellierung einer Abstoßung
zwischen Clustern und fu¨hrt zu einer wesentlichen Verbesserung des Klas-
sifikationsergebnisses, wenn die Cluster nicht gut separiert sind.
Zweitens wird betrachtet, wie man Daten mit fehlenden Werten bei der
Fuzzy-Clusteranalyse behandeln kann. Das Entfernen von Daten mit feh-
lenden Werten vor der Fuzzy-Clusteranalyse fu¨hrt zu einem gro¨ßeren Infor-
mationsverlust. Daher untersuche ich Ansa¨tze basierend auf einer iterierten
Scha¨tzung, der ”available case“-Berechnung der Clusterparameter und der
Verwendung einer clusterspezifischen Wahrscheinlichkeit fu¨r fehlende Wer-
te.
Drittens untersuche ich Mo¨glichkeiten, Klasseninformation bei der
Fuzzy-Clusteranalyse zu verwenden, wobei eine Klasse aus mehreren Clu-
stern bestehen kann. Das Problem ist, die Klassen (sauber) zu trennen.
Hierfu¨r fu¨hre ich einen Strafterm fu¨r Cluster, die mehrere Klassen umfas-
sen, und eine klassenabha¨ngige Abstoßung ein.
Kapitel 1
Einleitung
1.1 Einfu¨hrung in
”
Knowledge Discovery
in Databases (KDD)“
Heutzutage ist es mo¨glich, mit geringem Aufwand sehr große Mengen von
Daten zu erfassen, zu sammeln und zu speichern. Dies fu¨hrt dazu, daß eine
wachsende Zahl von Unternehmen bzw. wissenschaftlichen und staatlichen
Einrichtungen umfassende Datenbesta¨nde aufbaut. Diese Datenbesta¨nde
werden z.B. verwendet, um
• Betrugsfa¨lle zu erkennen (AT&T),
• Kundengruppen zu erkennen und gezielt ansprechen zu ko¨nnen (Ama-
zon),
• Verkaufsdaten auszuwerten (Wal-Mart),
• Fehlerdaten auszuwerten (DaimlerChrysler),
• Projekte zu prognostizieren (HochTief) oder
• Rating-Systeme zu entwickeln und zu beurteilen (Finanzbranche).
Die Auswertung und Nutzung dieser Datenbesta¨nde ist jedoch eine schwie-
rige und anspruchsvolle Aufgabe.
Im Gegensatz zu dem U¨berfluß an Daten fehlt es oft an Werkzeugen und
Verfahren, um aus den Datenbesta¨nden sinnvolle Informationen und neues
Wissen zu gewinnen. Obwohl die Anwender oft ein grobes Versta¨ndnis von
den Daten haben, mit dem sie Vermutungen und Hypothesen aufstellen, wis-
sen sie jedoch meistens nicht, wo und wie sie in den Daten die interessanten
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bzw. relevanten Informationen finden ko¨nnen, ob diese Informationen ihre
Modelle und Hypothesen stu¨tzen und ob vielleicht auch weitere interessante
Informationen in den Daten enthalten sind.
Mit diesen Fragestellungen bescha¨ftigt sich das Forschungsgebiet des
”Knowledge Discovery in Databases (KDD)“ (Wissensentdeckung in Da-
tenbanken). Eine ga¨ngige Beschreibung ist [47]:
Knowledge discovery in databases (KDD) is a research area that
considers the analysis of large databases in order to identify va-
lid, useful, meaningful, unknown, and unexpected relationships.
Fu¨r die Formulierung von Modellen des KDD-Prozesses gibt es verschie-
dene Vorschla¨ge. Ein interessanter Vorschlag, der von mehreren großen Fir-
men wie NCR, SPSS, DaimlerChrysler und OHRA unterstu¨tzt wird, ist
das CRISP-DM-Modell (CRoss Industry Standard Process for Data-Mining)
[32]. Die Struktur dieses Modells zeigt Abb. 1.1. Der Kreis deutet an, daß es
sich um einen mehrstufigen Prozeß handelt, bei dem die Bewertung der Er-
gebnisse eine erneute Datenauswahl und -aufbereitung und Modellbildung
zur Folge haben kann. Der KDD-Prozeß wird in die Phasen
• des Anwendungsverstehens (business understanding),
• des Datenverstehens (data understanding),
• der Datenaufbereitung (data preparation),
• der Modellierung (modelling),
• der Bewertung (evaluation) und
• der Anwendung (deployment)
gegliedert.
In den Phasen des Anwendungsverstehens und des Datenverstehens wer-
den die Ziele des Projektes definiert, der potentielle Nutzen abgescha¨tzt
und die beno¨tigten bzw. verfu¨gbaren Daten identifiziert und zusammen-
gefu¨hrt. Zusa¨tzlich sammelt man Hintergrundwissen u¨ber die Daten. Die
Daten werden danach im Rahmen der Datenaufbereitung in ein passendes
Format u¨berfu¨hrt, ggf. skaliert und von Fehlern und Ausreißern bereinigt.
In derModellierungsphase wendet manModellierungs- und Entdeckungs-
techniken auf die vorverarbeiteten Daten an. Dies wird oft auch als Data-
Mining bezeichnet. Data-Mining ist ein interdisziplina¨res Gebiet, das Ver-
fahren aus der Statistik, dem Soft-Computing, der ku¨nstlichen Intelligenz
und dem maschinellen Lernen umfaßt [96]. Es handelt sich z.B. um Verfah-
ren zur Segmentierung, zur Klassifikation, zur Beschreibung von Konzepten,
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Abbildung 1.1: Das CRISP-DM-Modell
zur Prognose oder zur Abha¨ngigkeitsanalyse. Data-Mining kann als explora-
tive Datenanalyse unter besonderer Beru¨cksichtigung großer Datenbesta¨nde
angesehen werden.
Bekannte Data-Mining-Verfahren sind z.B. Entscheidungsba¨ume [30, 102,
103, 24], Schlußfolgerungsnetze [99, 84, 85, 52, 23, 28, 61, 66], Clusteranalyse
[22, 112, 111, 95], Neuronale Netze [2, 104, 97] und evolutiona¨re bzw. gene-
tische Algorithmen [91]. Daneben werden auch klassische statistische Ver-
fahren, wie z.B. die Diskriminanzanalyse, Regressionsanalyse oder Haupt-
komponentenanalyse [107], und Verfahren des maschinellen Lernens, wie
z.B. induktive logische Programmierung oder fallbasiertes Schließen, dazu-
geza¨hlt [12]. Einen interessanten U¨berblick u¨ber verschiedene kommerzielle
Data-Mining-Werkzeuge gibt z.B. [53].
Die Ergebnisse der Data-Mining-Verfahren werden in der Bewertungs-
phase getestet und hinsichtlich ihrer Qualita¨t beurteilt. Gegebenenfalls wer-
den einzelne Phasen des KDD-Prozesses erneut durchlaufen. Abschließend
werden die Ergebnisse in der Anwendungsphase aufbereitet und verwendet.
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Der KDD-Prozeß ist ein interaktiver Prozeß. Der Benutzer pru¨ft und be-
wertet Ergebnisse und nimmt gegebenenfalls A¨nderungen und Anpassungen
vor.
1.2 Einfu¨hrung in die Clusteranalyse
Die Clusteranalyse [22, 112, 111, 95, 54] ist eines der Datenanalyseverfah-
ren, die im KDD-Prozeß eingesetzt werden. Sie ist z.B. im Marketing von
Interesse, um homogene Kundengruppen zu identifizieren und gezielt an-
sprechen zu ko¨nnen. Bei gro¨ßeren Unternehmen ist hierfu¨r der Einsatz von
Clusteringverfahren unvermeidbar. Die Kunden sind nicht mehr perso¨nlich
bekannt, sondern sie sind fu¨r das Unternehmen nur durch die Informatio-
nen beschrieben, die es im Rahmen seiner Gescha¨ftsprozesse gesammelt hat.
Basierend auf diesen Informationen werden die Kundendaten durch Cluste-
ringverfahren segmentiert. Die Kunden eines Segmentes sind hinsichtlich
der betrachteten Informationen homogen und stellen daher eine einheitliche
Zielgruppe dar, die entsprechend angesprochen werden kann.
Das Ziel der Clusteranalyse ist, eine Menge von Objekten in homogene
Gruppen bzw. Klassen oder Cluster zu unterteilen. Dabei versteht man
unter einer Einteilung in Cluster, daß
• die Objekte einer Gruppe untereinander mo¨glichst a¨hnlich sind. Es
wird Homogenita¨t innerhalb eines Clusters gefordert.
• die Objekte verschiedener Cluster mo¨glichst unterschiedlich sind. Es
wird Heterogenita¨t zwischen den Clustern gefordert.
Anschaulich kann man einen Cluster als eine Punktwolke interpretie-
ren. Abb. 1.2 zeigt z.B. einen Datensatz, in dem drei Cluster erkennbar
sind. Das Ziel der Clusteranalyse ist, diese Cluster automatisch zu erken-
nen. Es gibt eine Vielzahl verschiedener Clusteranalyseverfahren, z.B. Mit-
telwertverfahren, Repra¨sentantenverfahren, hierarchische Verfahren oder K-
Means-Verfahren. Die verschiedenen Clusteranalyseverfahren lassen sich in
Abha¨ngigkeit von der Art der Zuordnung der Objekte bzw. der Daten zu den
Klassen in disjunkte und nichtdisjunkte Clusteranalyseverfahren unterteilen
[22]. Bei den disjunkten Clusteranalyseverfahren wird jedes Datum genau
einem Cluster zugeordnet. Bei den nichtdisjunkten Verfahren ko¨nnen Da-
ten auch mehreren Clustern zugeordnet werden. Die Zuordnung der Daten
zu den Clustern kann deterministisch oder probabilistisch sein [4]. Bei den
deterministischen Verfahren werden die Daten mit einer Wahrscheinlichkeit
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Abbildung 1.2: Ein Datensatz mit drei Clustern.
von 1 einem oder mehreren Clustern zugeordnet. Bei probabilistischen Clu-
steranalyseverfahren werden die Daten mit einer zwischen 0 und 1 liegenden
Wahrscheinlichkeit den Clustern zugeordnet. Ein guter U¨berblick u¨ber die
Clusteranalyse wird z.B. in [22, 112, 111, 4, 94] gegeben.
Die Verfahren der Fuzzy-Clusteranalyse ko¨nnen im weiteren Sinne zu den
probabilistischen Clusteringverfahren geza¨hlt werden, da bei ihnen ebenfalls
die Klassifikationsobjekte den Clustern mit einem Zugeho¨rigkeitsgrad zwi-
schen 1 und 0 zugeordnet werden.1 Dieser Zugeho¨rigkeitsgrad ist jedoch
nicht als Wahrscheinlichkeit zu interpretieren. Ein Zugeho¨rigkeitsgrad von
0.7 besagt nicht, daß das Datum dem betreffenden Cluster mit einer Wahr-
scheinlichkeit von 70% zugeordnet wird. Stattdessen sind die Zugeho¨rig-
keitsgrade im Sinne der Fuzzy-Logik zu interpretieren.
Abb. 1.3 zeigt die Klassifikation des in Abb. 1.2 dargestellten Datensat-
zes mit einem Fuzzy-Clusteringverfahren.2 Nach der Clusteranalyse wurden
1Im Gegensatz zu den probabilistischen Clusteringverfahren mu¨ssen die Zugeho¨rig-
keitsgrade der Daten zu den Clustern sich jedoch nicht auf 1 aufsummieren.
2Die Clusteranalyse wurde mit dem in der Arbeitsgruppe von Prof. Dr. R. Kruse,
Prof. Dr. F. Klawonn und dem Autor entwickelten Plug-In
”
Advanced Cluster Analysis“
[25, 121, 124, 119] fu¨r das Datenanalysetool DataEngine [98, 136] durchgefu¨hrt.
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die Daten der Klasse zugeordnet, zu der sie den ho¨chsten Zugeho¨rigkeitsgrad
haben.
Abbildung 1.3: Klassifikation des Datensatzes aus Abb. 1.2 mit einem Fuzzy-
Clusteringverfahren. (Das fu¨r die Fuzzy-Clusteranalyse verwendete Verfah-
ren, FMLE, wird in Abschnitt 2.4 vorgestellt.) Der Datensatz ist in drei
Cluster (blau, rot und lila) aufgeteilt. Die Daten sind dem Cluster zugeord-
net, zu dem sie den gro¨ßten Zugeho¨rigkeitsgrad besitzen.
1.3 Einfu¨hrung in die Fuzzy-Logik
Die von Lotfi Zadeh begru¨ndete Fuzzy-Mengentheorie bzw. Fuzzy-Logik gilt
als beherrschender Ansatz zum Umgang mit Vagheit [132, 133, 71, 80, 81,
26, 135, 7, 8, 79]. Bei diesem Ansatz wird versucht, die Problematik des
Umgangs mit vagen Begriffen dadurch zu lo¨sen, daß man die Begriffe der
Zugeho¨rigkeit zu einer Menge bzw. des Wahrheitswertes fuzzifiziert. Die Idee
ist, daß man neben den Begriffen wahr und falsch Zwischenwerte einfu¨hrt,
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Abbildung 1.4: Eine scharfe Be-
schreibung des Begriffs ”ange-
nehme Temperatur“.
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Abbildung 1.5: Beschreibung
des Konzepts einer angeneh-
men Temperatur mit einer
Fuzzy-Menge.
die man als Wahrheitsgrad oder Zugeho¨rigkeitsgrad interpretieren kann.
Der Zugeho¨rigkeitsgrad sollte um so gro¨ßer sein, je mehr der Wert unserer
Vorstellung von Zugeho¨rigkeit entspricht.
Das Problem la¨ßt sich z.B. gut anhand des linguistischen Ausdrucks der
angenehmen Raumtemperatur erla¨utern. Jeder Mensch hat eine Vorstellung
davon, was eine angenehme Temperatur ist. Es ist jedoch problematisch, sie
exakt zu definieren, z.B. ”Eine Temperatur ist dann angenehm, wenn sie
zwischen 19◦C und 25◦C liegt.“ (vgl. Abb. 1.4). Denn es stellt sich natu¨rlich
die Frage, wieso eine Temperatur von 19◦C angenehm ist, eine von 18, 9◦C
jedoch nicht.
Ein gradueller U¨bergang von einer unangenehmen Temperatur zu ei-
ner angenehmen ist zur Modellierung dieses linguistischen Ausdrucks we-
sentlich sinnvoller. Eine solche Mo¨glichkeit bieten Fuzzy-Mengen. Abb. 1.5
zeigt eine Modellierung des linguistischen Ausdrucks der ”angenehmen Tem-
peratur“. Diese Modellierung ermo¨glicht es z.B. auszudru¨cken, daß eine
Temperatur von 0◦C auf keinen Fall angenehm ist (µ(0◦C) = 0), eine
von 15◦C angenehmer, jedoch nicht so angenehm wie eine von 22◦C ist
(µ(0◦C) < µ(15◦C) < µ(22◦C)).
Formal stellt eine Fuzzy-Menge u¨ber einer Menge U eine Funktion
µ : U → [0, 1] dar. Ein Wert µ(u1) = 1, u1 ∈ U , bedeutet, daß das Element
u1 dem durch die Fuzzy-Menge beschriebenen Konzept voll entspricht, und
ein Wert µ(u2) = 0, u2 ∈ U , daß das Element u2 nicht dem durch die
Fuzzy-Menge beschriebenen Konzept entspricht.
Wie bei der Wahrscheinlichkeitstheorie stellt sich auch bei der Fuzzy-
Logik das Problem der Interpretation. Wie ist ein Zugeho¨rigkeitsgrad von
z.B. 0.7 zu deuten? Die Frage der Semantik ist ein fundamentales Pro-
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blem der Fuzzy-Logik und wird in den meisten Bu¨chern leider nicht hinrei-
chend beantwortet. Es gibt zwar mit der Possibilita¨tstheorie [134, 42, 43]
und ihren verschiedenen Interpretationen Ansa¨tze, diese Frage zu beantwor-
ten. So kann z.B. eine Fuzzy-Menge die Unsicherheit u¨ber einen scharfen
Wert beschreiben, der nicht hinreichend genau beobachtbar bzw. meßbar
ist. Eine ausfu¨hrliche Darstellung dieser Ansa¨tze wu¨rde jedoch den Umfang
dieses einleitenden Abschnittes sprengen. Daher wird der Begriff des Zu-
geho¨rigkeitsgrads in dem folgenden Kapitel eingeschra¨nkt auf den Bereich
der Fuzzy-Clusteranalyse na¨her betrachtet.
Neben anderen Gebieten, wie z.B. in der Regelungstechnik, der Qua-
lita¨tskontrolle oder der Bildverarbeitung, wird die Fuzzy-Logik auch bei
der Datenanalyse verwendet [138, 114, 130, 33, 65, 136, 137, 82, 83, 113]. So
ist es z.B. bei der Clusteranalyse ha¨ufig sinnvoll, graduelle Zugeho¨rigkeits-
grade zu verwenden. Dies ermo¨glicht es, bei der Klassifikation z.B. zwischen
typischen und untypischen Daten fu¨r einen Cluster zu unterscheiden und
U¨berga¨nge zwischen verschiedenen Clustern geeignet zu modellieren. Ein
Beispiel hierfu¨r ist die Kundensegmentierung. Kundendaten werden in Clu-
ster unterteilt, die z.B. Zielgruppen beschreiben. Neben typischen Vertre-
tern der einzelnen Kundengruppen gibt es auch Kunden, die verschiedenen
Gruppen zuzuordnen sind.
Die Idee der Zugeho¨rigkeitsgrade wird bei der Fuzzy-Clusteranalyse ver-
wendet. Daten ko¨nnen verschiedenen Clustern mit unterschiedlichen Zu-
geho¨rigkeitsgraden zugeordnet werden. Aus diesen Zugeho¨rigkeitsgraden
kann eine Beschreibung der ermittelten Cluster mit Fuzzy-Mengen abge-
leitet werden [69].
1.4 U¨berblick u¨ber die Arbeit
In Kapitel 2 dieser Arbeit erfolgt eine Einfu¨hrung in die Datenanalyse mit
Fuzzy-Clusteringverfahren. Die Ideen und grundlegenden Konzepte wer-
den motiviert und erla¨utert. Die fu¨r die Datenanalyse wichtigsten Fuzzy-
Clusteringverfahren sind der Fuzzy-C-Means-Algorithmus, der Gustafson–
Kessel-Algorithmus und der FMLE-Algorithmus von Gath und Geva. Sie
unterteilen einen Datensatz unter Verwendung unterschiedlicher Homoge-
nita¨tskriterien in wolkenfo¨rmige Cluster. Durch die unterschiedlichen Homo-
genita¨tskriterien haben diese Verfahren unterschiedliche Eigenschaften und
unterscheiden sich hinsichtlich ihrer Leistungsfa¨higkeit und Flexibilita¨t. Die
Verfahren werden na¨her betrachtet und ihre Mo¨glichkeiten aufgezeigt. Da-
nach werden zwei fu¨r die Datenanalyse wichtige Bereiche na¨her betrachtet:
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der Umgang mit verrauschten Daten und die Bewertung einer Klassifika-
tion. Abschließend erfolgt ein kurzer U¨berblick u¨ber weitere Verfahren zur
Fuzzy-Clusteranalyse.
Aufgrund des Interesses an Fuzzy-Clusteringverfahren in der Datenana-
lyse wurden der Fuzzy-C-Means-Algorithmus, der Gustafson–Kessel-
Algorithmus und der FMLE als Plug-In ”Advanced Cluster Analysis“ [25,
121, 124, 119] fu¨r das kommerzielle Datenanalysetool DataEngine [98, 136]
von Prof. Dr. R. Kruse, Prof. Dr. F. Klawonn und H. Timm implemen-
tiert. Hierdurch ist ein einfacher Einsatz dieser Verfahren in einer profes-
sionellen Datenanalyseumgebung und ihre Kombination mit anderen Da-
tenanalyseverfahren mo¨glich. Durch Reaktionen auf dieses Tool und eigene
Erfahrungen im Umgang mit der Fuzzy-Clusteranalyse wurden die in dieser
Dissertation betrachteten Themen motiviert.
In dieser Arbeit werden drei Problemstellungen der Fuzzy-Clusteranalyse
betrachtet, zu denen Lo¨sungsmo¨glichkeiten entwickelt und bewertet werden:
• Erweiterung der possibilistischen Fuzzy-Clusteranalyse,
• Fuzzy-Clusteranalyse von Daten mit fehlenden Werten und
• Fuzzy-Clusteranalyse klassifizierter Daten.
Hierfu¨r wurden die Verfahren in einem Kommandozeilenprogramm in
C implementiert. Die Verfahren ko¨nnen allein oder eingebunden in ein am
Lehrstuhl entwickeltes Datenanalyseprogramm ”OttoMiner“ verwendet wer-
den. Die Einbindung in ”OttoMiner“ ermo¨glicht die einfache Kombination
mit weiteren Datenanalyseverfahren.
Bei der Fuzzy-Clusteranalyse werden meistens probabilistische Zugeho¨-
rigkeitsgrade verwendet. Hierbei hat jedes Datum das gleiche Gewicht. Diese
Verfahren sind robust, ihr Nachteil ist jedoch, daß die Zugeho¨rigkeitsgrade
nicht angeben, wie typisch ein Datum fu¨r einen Cluster ist. Bei einer gro¨ße-
ren U¨berschneidung von zwei Clustern – es gibt viele Daten, die beiden
Clustern zuzuordnen sind – wird die Form der Cluster nicht richtig erkannt,
da Daten, die zu beiden Clustern geho¨ren, jeweils nur einen Zugeho¨rigkeits-
grad von 0.5 besitzen.
Eine Alternative ist die Verwendung possibilistischer Zugeho¨rigkeitsgra-
de. Der Nachteil dieser Verfahren ist jedoch, daß dicht benachbarte Cluster
ha¨ufig als ein Cluster erkannt werden. Diese Problematik wird in Kapitel
3 betrachtet. Es werden neue Ansa¨tze fu¨r die zielfunktionsbasierte Fuzzy-
Clusteranalyse und das Alternating Cluster Estimation entwickelt, die pos-
sibilistische Zugeho¨rigkeitsgrade besitzen und die Problematik vermeiden,
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daß identische Cluster gefunden werden. Diese neuen Ansa¨tze ermo¨glichen
es, auch bei dicht benachbarten bzw. sich stark u¨berschneidenden Clustern
possibilistische Zugeho¨rigkeitsgrade zu verwenden und damit die Form der
Cluster gut zu erkennen.
Neben verrauschten Daten sind Daten mit fehlenden Werten ein ha¨ufig
auftretendes Problem bei der Datenanalyse. Ein Datum hat fehlende Werte,
wenn ein bzw. mehrere Attributwerte nicht beobachtet wurden. Wa¨hrend es
fu¨r den Umgang mit verrauschten Daten hierfu¨r besonders geeignete Fuzzy-
Clusteringverfahren gibt, wurde der Umgang mit Daten mit fehlenden Wer-
ten bisher noch nicht umfassend betrachtet. Fu¨r den Umgang mit Daten
mit fehlenden Werten gibt es prinzipiell drei verschiedene Mo¨glichkeiten:
Daten mit fehlenden Werten ko¨nnen aus dem Datensatz entfernt werden,
fehlende Werte ko¨nnen im Rahmen der Datenvorverarbeitung mit statisti-
schen Verfahren gescha¨tzt werden oder sie ko¨nnen (ggf. nach Modifikation
der Verfahren) in den Datenanalyseverfahren beru¨cksichtigt werden. Da fu¨r
Datenanalyseverfahren der Umgang mit Daten mit fehlenden Werten von
großer Bedeutung ist, wird in Kapitel 4 die Fuzzy-Clusteranalyse mit Da-
ten mit fehlenden Werten systematisch betrachtet. Es werden verschiedene
Verfahren entwickelt und bewertet, die eine Integration von Daten mit feh-
lenden Werten in die Fuzzy-Clusteranalyse ermo¨glichen.
Die Fuzzy-Clusteranalyse za¨hlt zu den nichtu¨berwachten Klassifikati-
onsverfahren. Manchmal ist jedoch fu¨r einige Daten bekannt, zu welcher
Klasse sie geho¨ren. Der Begriff der Klasse ist von dem des Clusters zu un-
terscheiden. Ein Cluster ist eine Menge von homogenen Daten, wa¨hrend
eine Klasse aus mehreren Clustern bestehen kann. Fu¨r die Beru¨cksichti-
gung der Information, zu welchem Cluster ein Datum geho¨rt, gibt es im
Rahmen der teilu¨berwachten Fuzzy-Clusteranalyse Ansa¨tze. Fu¨r den allge-
meineren Fall der Beru¨cksichtigung einer Klasseninformation gibt es jedoch
noch keine Untersuchungen. Da es bei der Datenanalyse sinnvoll ist, alle
zur Verfu¨gung stehenden Informationen zu verwenden, wird in Kapitel 5 die
Fuzzy-Clusteranalyse klassifizierter Daten (Daten mit einer Klasseninforma-
tion) betrachtet. Aufbauend auf der teilu¨berwachten Fuzzy-Clusteranalyse
werden neue Ansa¨tze fu¨r die zielfunktionsbasierte Fuzzy-Clusteranalyse und
das Alternating Cluster Estimation entwickelt, die die Beru¨cksichtigung ei-
ner Klasseninformation ermo¨glichen.
Abschließend wird in Kapitel 6 eine kurze Zusammenfassung und ein
U¨berblick u¨ber zuku¨nftig geplante Projekte gegeben.
Kapitel 2
Fuzzy-Clusteranalyse
2.1 Motivation
Das Ziel der Clusteranalyse ist, die Daten eines nicht klassifizierten Da-
tensatzes in Klassen bzw. Cluster einzuteilen. Daten, die zu dem gleichen
Cluster geho¨ren, sollen mo¨glichst a¨hnlich und Daten, die verschiedenen Clu-
stern zugeordnet sind, mo¨glichst verschieden sein. Bei vielen Anwendungen
ist eine eindeutige Zuordnung der Daten zu den Clustern jedoch nicht sinn-
voll. Falls die Cluster sich z.B. u¨berlappen, wird eine eindeutige Zuordnung
zu den Clustern der Struktur der Daten nicht gerecht und kann zu einem
Informationsverlust fu¨hren.
Das Problem la¨ßt sich anhand des in Abb. 2.1 dargestellten Datensat-
zes verdeutlichen. Ein Mensch sieht in diesem Datensatz zwei Cluster. Das
Datum in der Mitte ist aber weder dem linken noch dem rechten Cluster
eindeutig zuzuordnen. Falls man dieses Datum einem Cluster eindeutig zu-
weist, geht die Information, daß die beiden Cluster spiegelsymmetrisch sind,
verloren. Ein anderer Nachteil einer eindeutigen Zuordnung ist, daß man den
Daten nach einer Klassifikation nicht mehr ansieht, wie typisch sie fu¨r den
betreffenden Cluster sind, obwohl diese Information manchmal von Interesse
ist.
Eine Mo¨glichkeit, fließende U¨berga¨nge zwischen Clustern zu modellie-
ren und bei der Clusteranalyse zu beru¨cksichtigen, ist die Verwendung von
graduellen Zugeho¨rigkeiten. Jedem Datum ~xj wird fu¨r jeden Cluster ~βi ein
Zugeho¨rigkeitsgrad ui,j ∈ [0, 1] zugeordnet. Ein Zugeho¨rigkeitsgrad von 1
zeigt an, daß das Datum dem betreffenden Cluster sicher zuzuordnen ist.
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Abbildung 2.1: Ein Datensatz mit zwei Clustern.
Ein Zugeho¨rigkeitsgrad von 0 zeigt dagegen an, daß das Datum dem be-
treffenden Cluster auf keinen Fall angeho¨rt. Da das Datum in der Mitte
des in Abb. 2.1 gezeigten Datensatzes beiden Clustern im gleichen Maße
zugeordnet werden kann, sollte der Zugeho¨rigkeitsgrad zu beiden Clustern
gleich groß sein.
Bei der Fuzzy-Clusteranalyse wird dieses Konzept der Zugeho¨rigkeits-
grade verwendet. Abb. 2.2 zeigt eine Klassifikation dieses Datensatzes mit
einem der bekanntesten Fuzzy-Clusteringverfahren, dem Fuzzy-C-Means-
Algorithmus (vgl. Abschnitt 2.2). Die Grauwerte geben die Zugeho¨rigkeit
an. Die Zentren der Cluster werden durch Quadrate angezeigt. Es ist zu
erkennen, daß das Verfahren den Datensatz in zwei spiegelsymmetrische
Cluster unterteilt. Das Datum in der Mitte weist zu beiden Clustern den
gleichen Zugeho¨rigkeitsgrad auf, der deutlich kleiner als 1 ist. Die so erzeugte
Klassifikation entspricht der eines Menschen.
Das Beispiel zeigt, daß Fuzzy-Clusteringverfahren sowohl hinsichtlich der
Beschreibung der Cluster als auch bezu¨glich der Zugeho¨rigkeit der Daten zu
den Clustern zu Ergebnissen fu¨hren ko¨nnen, die der menschlichen Intuition
entsprechen. Typische Vertreter der Cluster und Daten, die als Mischform
verschiedener Cluster interpretierbar sind, ko¨nnen nach der Clusteranalyse
leicht identifiziert werden. Damit ist die Fuzzy-Clusteranalyse fu¨r die Da-
tenanalyse von großem Interesse.
Im folgenden wird der Aufbau und die Vorgehensweise eines Fuzzy-
Clusteringverfahrens anhand des weitverbreiteten Fuzzy-C-Means-
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Abbildung 2.2: Klassifikation mit dem Fuzzy-C-Means-Algorithmus. Die
Clusterzentren sind durch Quadrate dargestellt.
Algorithmus vorgestellt. Danach werden weitere Fuzzy-Clusteringverfahren,
die fu¨r die Datenanalyse von Bedeutung sind, einfu¨hrend betrachtet. An-
schließend wird ein kurzer U¨berblick u¨ber weitere Fuzzy-Clusteringverfahren
gegeben, die von geringerer Relevanz sind.
Nach der Vorstellung der verschiedenen Fuzzy-Clusteringverfahren wird
die Semantik von Zugeho¨rigkeitsgraden na¨her erla¨utert. Neben den sehr
ha¨ufig verwendeten probabilistischen Zugeho¨rigkeitsgraden werden auch
possibilistische Zugeho¨rigkeitsgrade betrachtet. Possibilistische Zugeho¨rig-
keitsgrade sind eine Mo¨glichkeit, mit verrauschten Daten umzugehen. Da
verrauschte Datensa¨tze bei der Datenanalyse ein ha¨ufig auftretendes Pro-
blem sind, werden danach weitere Verfahren zum Umgang mit verrauschten
Datensa¨tzen vorgestellt.
Ein weiterer wichtiger Aspekt bei der Fuzzy-Clusteranalyse ist die Be-
wertung einer Klassifikation. Die Vorgehensweise und die verwendeten Gu¨te-
kriterien werden erla¨utert.
Eine wesentlich weitergehende Vorstellung der Thematik findet sich z.B.
in [15, 19, 18, 65, 46, 108, 93].
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2.2 Allgemeiner Aufbau eines
Fuzzy-Clusteringverfahrens am Beispiel
des Fuzzy-C-Means-Algorithmus
Die Fuzzy-Clusteranalyse geho¨rt zu den zielfunktionsbasierten Klassifikati-
onsverfahren. Bei diesen Verfahren wird das Klassifikationsproblem durch
eine Zielfunktion beschrieben, die unter Beru¨cksichtigung von Restriktionen
zu optimieren ist.
Das Ziel der Clusteranalyse ist, eine Menge von Daten in homogene
Gruppen bzw. Klassen oder Cluster zu unterteilen. Wenn man jeden Cluster
durch ein typisches Datum beschreibt, kann man die Forderung, daß Daten,
die zu einem Cluster geho¨ren, homogen sein sollen, so interpretieren, daß
diese Daten dem typischen Datum mo¨glichst a¨hnlich sein sollten. Wenn
man als Homogenita¨ts- bzw. A¨hnlichkeitskriterium den Abstand verwendet,
bedeutet dies, daß der Abstand zwischen den Daten eines Clusters und dem
typischen Datum mo¨glichst klein sein sollte. Dies ist die Grundidee der bei
den Fuzzy-Clusteringverfahren verwendeten Zielfunktion. Die Daten sind
den Clustern so zuzuordnen, daß die Summe der Absta¨nde zwischen den
Clustern und den ihnen zugeordneten Daten minimal wird. Dabei sollten
alle Daten das gleiche Gewicht haben.
Der Fuzzy-C-Means-Algorithmus (FCM) [15] ist der bekannteste Fuzzy-
Clusteringalgorithmus. Das Verfahren ist eng mit dem K-Means-
Algorithmus [22] verwandt und kann als seine unscharfe bzw. ”fuzzy“ Va-
riante verstanden werden. Das Verfahren versucht, einen Datensatz in c
bzw. k Cluster einzuteilen, die durch ihren Mittelwert (Mean) beschrieben
werden. Der Unterschied zwischen den beiden Verfahren ist die Zuordnung
der Daten zu den Clustern. Wa¨hrend bei dem K-Means Verfahren die Da-
ten den Clustern eindeutig zugeordnet werden, werden bei dem Fuzzy-C-
Means-Algorithmus Zugeho¨rigkeitsgrade zwischen 0 und 1 verwendet. Dies
ermo¨glicht es, die U¨berga¨nge zwischen den verschiedenen Clustern geeignet
zu modellieren (vgl. Abb. 2.2).
Die Zielfunktion des Fuzzy-C-Means-Algorithmus ist:
J(X,U,B) =
n∑
j=1
c∑
i=1
umi,j · d2(~βi, ~xj). (2.1)
X = {~x1, ~x2, . . . , ~xn} ist der zu klassifizierende Datensatz,
B = {~β1, ~β2, . . . , ~βc} der Vektor der Cluster, die durch ihre jeweiligen Pro-
totypen ~βi beschrieben werden, U = {u1,1, u1,2, . . . , uc,n} der Vektor der
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Zugeho¨rigkeitsgrade ui,j eines Datums ~xj zu einem Cluster ~βi, n die Anzahl
der Daten, c die Anzahl der Cluster und m ∈ (1,∞) ein Parameter. Als
A¨hnlichkeitskriterium wird das Quadrat des euklidischen Abstands verwen-
det.1
Die Zielfunktion J(X,U,B) ist unter Beru¨cksichtigung der Restriktio-
nen ∑c
i=1 ui,j = 1 fu¨r alle j ∈ {1, . . . , n} (2.2)∑n
j=1 ui,j > 0 fu¨r alle i ∈ {1, . . . , c} (2.3)
zu minimieren.
(2.2) besagt, daß alle Daten das gleiche Gewicht haben.2 (2.3) bedeutet,
daß jedem Cluster Daten zuzuordnen sind.
Die Daten werden den Clustern mit dem Wert ui,j zugeordnet. Der
Parameter m wird als Fuzzifier bezeichnet. Durch die Wahl des Fuzzifiers
m ∈ (1,∞) kann man beeinflussen, ob das Verfahren eher zu einer eindeuti-
gen bzw. harten Zuordnung oder zu einer unscharfen Zuordnung tendiert.3
Je gro¨ßer m ist, desto eher wird eine optimale Klassifikation zu Zugeho¨rig-
keitsgraden von 1c tendieren. U¨blicherweise wird m = 2 gewa¨hlt.
Restriktion (2.2) verhindert die triviale Lo¨sung des Minimierungspro-
blems (ui,j = 0 fu¨r alle Daten ~xj und alle Cluster ~βi).
Da die Zugeho¨rigkeitsgrade durch Restriktion (2.2) stark an eine Wahr-
scheinlichkeitsverteilung erinnern, wird ein Fuzzy-Clusteringverfahren mit
den Restriktionen (2.2) und (2.3) auch als probabilistisches Fuzzy-Clustering-
verfahren bezeichnet.
Eine direkte Lo¨sung des Optimierungsproblems ist nicht mo¨glich. Daher
wird die Zielfunktion durch alternierendes Optimieren minimiert [15]. Die
Zielfunktion wird abwechselnd hinsichtlich der Zugeho¨rigkeitsgrade ui,j und
der Clusterprototypen ~βi optimiert.
1Sofern A-priori-Wissen u¨ber die den Daten zugrundeliegende A¨hnlichkeitsstruktur
vorliegt, kann jedoch auch jedes andere Abstandsmaß, wie z.B. der Mahalanobis-Abstand
verwendet werden. Im Gegensatz zu anderen Fuzzy-Clusteringverfahren, wie z.B. dem
Gustafson–Kessel-Algorithmus (Abschnitt 2.3), wird der Abstand jedoch nicht wa¨hrend
des Verfahrens modifiziert.
2In der zu minimierenden Zielfunktion und somit auch bei der Berechnung der Clu-
sterprototypen wird umi,j ,m ∈ (1,∞) und nicht ui,j verwendet. Dies bewirkt, daß Daten
mit einer
”
scha¨rferen“ Zuordnung ein etwas gro¨ßeres Gewicht haben.
3Manchmal wird auch m ∈ [1,∞) erlaubt [15]. Der Fall m = 1 erfordert jedoch
eine gesonderte Betrachtung bei der Berechnung der Zugeho¨rigkeitsgrade und wird daher
meist nicht weiter beru¨cksichtigt.
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Die Minimierung der Zielfunktion (2.1) unter Beru¨cksichtigung der Re-
striktionen (2.2) und (2.3) fu¨hrt zu folgender Berechnung der Zugeho¨rig-
keitsgrade [15, 65]:
ui,j =

1
c∑
k=1
(
d2(~xj , ~βi)
d2(~xj , ~βk)
) 1
m−1
, falls Ij = ∅,
0, falls Ij 6= ∅ and i /∈ Ij ,
x, x ∈ [0, 1], so daß ∑i∈Ij ui,j = 1 gilt, falls Ij 6= ∅ und i ∈ Ij ,
(2.4)
wobei Ij =
{
i|1 ≤ i ≤ C, d2(~xj , ~βi) = 0
}
.
(2.4) zeigt, daß die Berechnung der Zugeho¨rigkeitsgrade nur auf den
Absta¨nden der Daten zu den Clustern beruht. Die Beschreibung des Clu-
sters, z.B. hinsichtlich Form und Gro¨ße, wird nur indirekt mittels der
Absta¨nde beru¨cksichtigt. Die Ableitung der Zielfunktion fu¨hrt daher auch
bei anderen probabilistischen Fuzzy-Clusteringverfahren zu dem gleichen
Ausdruck, so daß bei allen probabilistischen Fuzzy-Clusteringverfahren die
Zugeho¨rigkeitsgrade durch (2.4) bestimmt werden.
Bei dem Fuzzy-C-Means-Algorithmus werden die Cluster nur durch ihr
Zentrum ~zi, beschrieben. Dieses Zentrum kann als fu¨r den Cluster typisches
Datum interpretiert werden. Die Ableitung der Zielfunktion (2.1) nach den
Clusterprototypen fu¨hrt zu [15, 65]:
~zi =
∑n
j=1 u
m
i,j~xj∑n
j=1 u
m
i,j
. (2.5)
Die Berechnung des Zentrums durch den Mittelwert der dem Cluster zuge-
ordneten gewichteten Daten entspricht der Intuition.4
Ausgehend von einer zufa¨lligen Verteilung der Cluster im Datenraum
bzw. einer zufa¨lligen Zuordnung der Daten zu den Clustern werden abwech-
selnd die Zugeho¨rigkeitsgrade und die Clusterprototypen neu bestimmt.
Diese Iteration wird beendet, wenn das Verfahren konvergiert oder wenn
die Anzahl der Iterationen eine vorher festgelegte Schranke u¨berschreitet.
Algorithmus 2.1 zeigt schematisch den Aufbau des Verfahrens.
4Bei dem Fuzzy-C-Median-Algorithmus [67] wird der Mittelwert durch den Median
der Daten ersetzt.
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Algorithmus 2.1 (Probabilistische Fuzzy-Clusteranalyse)
• Gegeben sei ein Datensatz X = {~x1, ~x2, . . . , ~xn}.
• Wa¨hle die Anzahl der Cluster c, 2 ≤ c < n. Jeder Cluster wird durch
seinen Prototypen ~βi beschrieben. Setze die Anzahl der Iterationen auf
0.
• Wa¨hle m ∈ IR>1
• Wa¨hle eine Abbruchgenauigkeit und eine maximale Anzahl von Itera-
tionen.
• Initialisiere die Clusterprototypen bzw. die Zugeho¨rigkeitsgrade.
• REPEAT
– Erho¨he die Anzahl der Iterationen um 1.
– Berechne die Clusterprototypen ~βi, i ∈ {1, . . . , c}.
– Berechne die Zugeho¨rigkeitsgrade U = {u1,1, u1,2, . . . , uc,n} nach
(2.4).
• UNTIL A¨nderung der Clusterprototypen bzw. A¨nderung der Zuge-
ho¨rigkeitsgrade kleiner als die Abbruchgenauigkeit oder U¨berschreitung
der maximalen Anzahl der Iterationen.
Da das Verfahren jedoch nicht immer das Optimum der Zielfunktion fin-
det, ist es sinnvoll, den Algorithmus mit unterschiedlichen Initialisierungen
auszufu¨hren und zu bewerten. Die Initialisierung eines Fuzzy-Clustering-
verfahrens sowie die Bewertung einer Klassifikation wird in den folgenden
Abschnitten na¨her behandelt.
Der Fuzzy-C-Means-Algorithmus ist ein stabiles und robustes Klassifi-
kationsverfahren, das in verschiedenen kommerziellen Programmen zur Da-
tenanalyse, wie z.B. in einer Toolbox zu Matlab oder DataEngine, enthalten
ist. Bei der Anwendung ist jedoch zu beru¨cksichtigen, daß die Daten unter
der impliziten Annahme klassifiziert werden, daß alle Cluster ungefa¨hr die
gleiche Form und die gleiche Gro¨ße besitzen. U¨blicherweise wird der euklidi-
sche Abstand verwendet, so daß das Verfahren nach kreis- bzw. kugelfo¨rmi-
gen Clustern sucht. Es ko¨nnen bei der Verwendung anderer Abstandsmaße
jedoch auch andere Clusterformen erkannt werden.
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Die in diesem Kapitel vorgestellten Fuzzy-Clusteringverfahren gehen von
einer zufa¨lligen Initialisierung aus. Dabei werden zuerst die Zugeho¨rigkeits-
grade der Daten zu den Clustern zufa¨llig bestimmt. Aus diesen Zugeho¨rig-
keitsgraden werden dann die Prototypen der Cluster wie u¨blich bestimmt.
Alternativ kann man auch die Cluster zufa¨llig im Datenraum verteilen
und anschließend die Zugeho¨rigkeitsgrade der Daten berechnen. Um eine
gute Abdeckung des Datenraums zu erreichen, wurde hierfu¨r das Latin-
Hypercube-Verfahren verwendet [90]. Ha¨ufig werden komplexere Fuzzy-
Clusteringverfahren, die eine gro¨ßere Anzahl von Freiheitsgraden besitzen,
mit einfacheren Verfahren initialisiert. Dies verringert die Wahrscheinlich-
keit, daß nur eine suboptimale Lo¨sung gefunden wird.
Die Komplexita¨t einer Iteration der probabilistischen Fuzzy-Cluster-
analyse ist O(n · c). (Die Komplexita¨t der Berechnung der Clusterproto-
typen ist O(n · c), da fu¨r jeden Cluster jedes Datum mit seinem Zugeho¨rig-
keitsgrad betrachtet wird. Auch die Komplexita¨t fu¨r die Berechnung der
Absta¨nde zwischen den Daten und den Clustern ist O(n · c) Die Kom-
plexita¨t der Berechnung der Zugeho¨rigkeitsgrade ist ebenfalls O(n · c), da
der Ausdruck fu¨r die Berechnung der Zugeho¨rigkeitsgrade (2.4) zu ui,j =
1/
(
c · d 2m−1 (~xj , ~βi) · distj
)
umgeformt und distj =
∑c
k=1 d
2
m−1 (~xj , ~βk) vor-
her berechnet werden kann.)
Leider existiert keine allgemeine Konvergenzbetrachtung fu¨r alle proba-
bilistischen Fuzzy-Clusteringverfahren. Bezdek hat fu¨r den Fuzzy-C-Means-
Algorithmus jedoch gezeigt, daß entweder die Iterationsfolge selbst oder je-
de konvergente Teilfolge davon in einem Sattelpunkt oder Minimum, jedoch
nicht in einem Maximum der Bewertungsfunktion konvergiert[14, 17].
Historische Anmerkungen
Die Urspru¨nge des K-Means-Algorithmus ko¨nnen auf Arbeiten von Gauss
zuru¨ckgefu¨hrt werden [19]. 1802 schrieb Gauss u¨ber die Methode der klein-
sten Fehlerquadrate fu¨r die Parameterscha¨tzung [10]. Als erster expliziter
Anwender des K-Means Verfahrens wird von Duda und Hart [44] Thorndike
[117] genannt. 1969 stellte Ruspini ein Clusteringverfahren mit probabili-
stischen Zugeho¨rigkeitsgraden vor [106]. Der Fuzzy-C-Means-Algorithmus
wurde 1973 mit m = 2 von Dunn vorgestellt [45] und von Bezdek auf den
Fall m > 1 verallgemeinert [13, 15].
Der ISODATA-Algorithmus [6] a¨hnelt dem K-Means Verfahren. Der Un-
terschied zwischen den beiden Verfahren sind Heuristiken fu¨r die Bestim-
mung der Anzahl der Cluster bei dem ISODATA-Verfahren. Es ko¨nnen Clu-
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ster vereinigt, geteilt und entfernt werden. In fru¨hen Vero¨ffentlichungen wur-
de der Fuzzy-C-Means-Algorithmus manchmal auch als Fuzzy-ISODATA
bezeichnet. Spa¨ter setzte sich jedoch der Begriff Fuzzy-C-Means-
Algorithmus durch, da die Heuristiken des ISODATA-Verfahrens nicht ver-
wendet werden [19].
2.3 Der Gustafson–Kessel-Algorithmus
Der Fuzzy-C-Means-Algorithmus klassifiziert einen Datensatz unter der An-
nahme, daß alle Cluster ungefa¨hr die gleiche Form und Gro¨ße besitzen. Die
Form der Cluster ist durch das verwendete Abstandsmaß festgelegt. Meist
ist jedoch bei der Datenanalyse die Form der Cluster nicht bekannt. Auch
die Forderung, daß alle Cluster die gleiche Form und Gro¨ße aufweisen, ent-
spricht nur selten der Realita¨t. Dies kann bei der Verwendung des Fuzzy-C-
Means-Algorithmus zu suboptimalen Ergebnissen fu¨hren, da das Verfahren
versucht, den Datensatz in kugelfo¨rmige Cluster einzuteilen, auch wenn die-
se den Daten nicht gerecht werden.
Der Gustafson–Kessel-Algorithmus (GK) bietet eine Mo¨glichkeit, die in
dem Datensatz vorliegende Struktur der Daten bei der Fuzzy-Clusteranalyse
besser zu beru¨cksichtigen [56]. Um Cluster mit verschiedenen Formen erken-
nen zu ko¨nnen, muß das A¨hnlicheitskriterium clusterspezifisch sein. Fu¨r je-
den Cluster wird daher ein eigenes A¨hnlichkeitsmaß benutzt. Bei der Fuzzy-
Clusteranalyse wird als A¨hnlichkeitskriterium der Abstand verwendet. Als
clusterspezifisches Abstandsmaß bietet sich der Mahalanobis-Abstand an.
Der Mahalanobis-Abstand zwischen einem Datum ~xj und einem Clu-
sterzentrum ~zi ist definiert als [22, 87, 88]:
d(~xj , ~zi)2 = (~xj − ~zi)>Cov−1i (~xj − ~zi). (2.6)
Covi ist die Kovarianzmatrix des Clusters ~βi mit dem Zentrum ~zi. Durch
die Verwendung der Kovarianzmatrix wird die Form des Clusters bei der
Abstandsberechnung beru¨cksichtigt.5
Da bei dem Gustafson–Kessel-Algorithmus der Mahalanobis-Abstand
verwendet wird, werden die Cluster durch Prototypen ~βi = {~zi,Covi} be-
schrieben. Das Zentrum ~zi beschreibt die Position des Clusters im Raum und
die Kovarianzmatrix Covi die Form des Clusters. Analog zu dem Fuzzy-C-
Means-Algorithmus wird angenommen, daß alle Cluster ungefa¨hr die gleiche
5Den euklidischen Abstand erha¨lt man, wenn man als Kovarianzmatrix die Einheits-
matrix verwendet.
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Gro¨ße haben. D.h., der Wert der Determinante der Kovarianzmatrix ist fu¨r
alle Cluster ungefa¨hr gleich. U¨blicherweise wird det(Covi) = 1 gewa¨hlt. Bei
dem Gustafson–Kessel-Algorithmus wird daher der Abstand eines Datums
~xj zu einem Cluster ~βi durch
d2(~xj , ~βi) = det(Covi)1/p(~xj − ~zi)>Cov−1i (~xj − ~zi) (2.7)
berechnet. p ist die Anzahl der Attribute des Datums ~xj .
Die Zentren und Kovarianzmatrizen der Cluster werden durch:
~zi =
∑n
j=1 u
m
i,j~xj∑n
j=1 u
m
i,j
und (2.8)
Covi =
∑n
j=1 u
m
i,j(~xj − ~zi)(~xj − ~zi)>∑n
j=1 u
m
i,j
(2.9)
berechnet.
Ha¨ufig wird anstelle der Kovarianzmatrix Covi eine Normmatrix Ai
Ai = det(Covi)1/pCov−1i (2.10)
verwendet. Mit dieser Normmatrix ist der Abstand eines Datums ~xj zu
einem Cluster ~βi
d2(~xj , ~βi) = (~xj − ~zi)>Ai(~xj − ~zi). (2.11)
U¨blicherweise wird der Gustafson–Kessel-Algorithmus mit den Ergebnis-
sen des Fuzzy-C-Means-Algorithmus nach einigen Iterationen initialisiert.
Verglichen mit dem Fuzzy-C-Means-Algorithmus ist bei dem Gustafson–
Kessel-Algorithmus der Rechenaufwand wesentlich gro¨ßer, da die Kovari-
anzmatrix jedes Clusters invertiert werden muß. Wenn man die Cluster-
form auf achsenparallele Cluster beschra¨nkt, kann die Inverse der Kovari-
anzmatrix direkt berechnet werden [68, 65]. Die achsenparalle Variante des
Gustafson–Kessel-Algorithmus erfordert daher einen geringeren Rechenauf-
wand als der Gustafson–Kessel-Algorithmus, dafu¨r ist sie jedoch in der Fle-
xibilita¨t hinsichtlich der Clusterform stark eingeschra¨nkt. Die achsenparalle
Variante wird z.B. fu¨r die Erzeugung von Fuzzy-Regelsystemen mit Fuzzy-
Clusteringverfahren verwendet.
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2.4 Fuzzy-Maximum-Likelihood-
Estimation-Algorithmus
Im Gegensatz zu dem Fuzzy-C-Means-Algorithmus oder dem Gustafson–
Kessel-Algorithmus basiert die Fuzzy-Maximum-Likelihood-Estimation-
Algorithmus (FMLE) auf einem wahrscheinlichkeitstheoretischen Konzept
[51]. Der Datensatz wird klassifiziert unter der Annahme, daß die Daten
die Repra¨sentation von c p-dimensionalen Wahrscheinlichkeitsverteilungen
sind. Ausgehend von einer Zuordnung der Daten zu den Clustern mit Zu-
geho¨rigkeitsgraden ui,j werden diese Verteilungen gescha¨tzt. Eine p-dimen-
sionale Wahrscheinlichkeitsverteilung ist gegeben durch den Mittelwert der
Verteilung ~zi, die Kovarianzmatrix der Verteilung Covi und die A-priori-
Wahrscheinlichkeit pi, daß die Daten durch die betreffende Verteilung er-
zeugt wurden. Der Prototyp eines Clusters ist damit
~βi = (~zi,Covi, pi).
Da das Modell auf einem wahrscheinlichkeitstheoretischen Konzept ba-
siert, ist das A¨hnlichkeitsmaß wahrscheinlichkeitstheoretisch motiviert. Der
Abstand d2(~xj , ~βi) ist umgekehrt proportional zu der A-posteriori-Wahr-
scheinlichkeit, daß das Datum von der dem betreffenden Cluster zugrunde-
liegenden Wahrscheinlichkeitsverteilung erzeugt wurde. Diese Wahrschein-
lichkeit ist:
pi√
det(Covi)(2pi)p
e−
1
2 (~xj−~zi)>Cov−1i (~xj−~zi). (2.12)
Bei der Fuzzy-Modifikation des Maximum-Likelihood-Estimation-
Algorithmus wird daher der Abstand durch
d(~xi, ~βj)2 =
1
pi
√
det(Covi)e
1
2 (~xj−~zi)>Cov−1i (~xj−~zi) (2.13)
berechnet.
Die Berechnung des Abstands nach (2.13) fu¨hrt im Vergleich zu der Ver-
wendung des Mahalanobis-Abstands zu einer ”scha¨rferen“ bzw. ”ha¨rteren“
Zuordnung der Daten zu den Clustern. Der FMLE tendiert daher sta¨rker
als die vorhergenannten Verfahren dazu, nur ein lokales Optimum zu finden.
Folglich ist die Initialisierung von großer Bedeutung. Ha¨ufig werden einige
Iterationen des FCM und des GK ausgefu¨hrt und der FMLE mit den so
ermittelten Clustern initialisiert.
Die Prototypen der Cluster werden durch (2.8), (2.9) und
pi =
∑n
j=1 u
m
i,j∑c
k=1
∑n
i=1 u
m
k,j
(2.14)
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berechnet. Der Unterschied zu der Berechnung Gaußscher Normalverteilun-
gen mit dem EM-Algorithmus ist die Verwendung des Parameters m bei der
Berechnung der Clusterprototypen mit umi,j [129, 40].
Der FMLE ist in der Lage, Cluster verschiedener Form und Gro¨ße zu er-
kennen. Es ist damit mo¨glich, die Struktur der Cluster bei der Clusteranaly-
se genauer zu erkennen und zu beru¨cksichtigen. Der FMLE ist jedoch sta¨rker
als der Gustafson–Kessel-Algorithmus von der Initialisierung abha¨ngig.
Ebenso wie bei dem Gustafson–Kessel-Algorithmus kann bei dem FMLE
der Rechenbedarf reduziert werden, indem man das Verfahren auf die Er-
kennung achsenparalleler Cluster beschra¨nkt. Bei der achsenparallelen Va-
riante kann die Inverse der Kovarianzmatrix direkt berechnet werden [68,
65]. Der achsenparallele FLME ist durch die Restriktion jedoch nicht so
flexibel wie der FMLE bei der Erkennung von Clustern. Die achsenparalle
Variante wird z.B. fu¨r die Erzeugung von Fuzzy-Regelsystemen mit Fuzzy-
Clusteringverfahren verwendet.
2.5 Lineare Mannigfaltigkeiten
als Prototypen
Andere Fuzzy-Clusteringverfahren, die einen Datensatz in nicht kugelfo¨rmi-
ge Cluster aufteilen, verwenden z.B. lineare Mannigfaltigkeiten als Proto-
typen. Die Idee ist, die Entfernung in einigen Richtungen nicht fu¨r die Ab-
standsberechnung zu verwenden.
Eines dieser Verfahren ist der Fuzzy-C-Varieties-Algorithmus (FCV), der
sich zur Erkennung von Linien, Ebenen und Hyperebenen eignet [19, 65].
Jeder Cluster wird bei diesem Verfahren als r-dimensionale lineare Mannig-
faltigkeit dargestellt. r ∈ {0, . . . , p − 1}, p ist die Dimension des Vektor-
raums, hier IRp. Der Prototyp eines Clusters (~zi, {ei1 , ei2 , . . . , eir}) besteht
also aus einem Punkt ~zi des Clusters sowie r linear unabha¨ngigen Vektoren
{~ei1 , ~ei2 , . . . , ~eir} ⊂ IRp, fu¨r die ||~eik || = 1, k ∈ {1, . . . , r} gilt.6 Der Abstand
d2(~xj , ~βi) ist definiert als:
d2(~xj , ~βi) = ‖~xj − ~zi‖2 −
r∑
k=1
((~xj − ~zi)>~eik)2. (2.15)
Das Distanzmaß (2.15) kann so interpretiert werden, daß der Cluster in den
durch die Vektoren ~eik spezifizierten Richtungen eine unendliche Ausdeh-
6Fu¨r r = 0 entspricht der Fuzzy-C-Varieties-Algorithmus dem Fuzzy-C-Means-
Algorithmus.
LINEARE MANNIGFALTIGKEITEN 23
nung hat. Der Vektor ~eik wird bei dem FCV als der k-te Eigenvektor der
Kovarianzmatrix des Clusters ~βi berechnet. Die Eigenvektoren sind nach
ihren zugeho¨rigen Eigenwerten in absteigender Reihenfolge sortiert.
Eine Kombination des FCV mit dem Fuzzy-C-Means-Algorithmus fu¨hrt
zu dem Fuzzy-C-Elliptotypes-Algorithmus [16, 19, 65]. Die Idee dieses Ver-
fahrens ist, den euklidischen Abstand des Fuzzy-C-Means-Algorithmus, der
zu kugelfo¨rmigen Clustern fu¨hrt, und den Abstand des FCV zu kombinieren.
Der Abstand ist definiert als
d2(~xj , βi) = α
(
‖~xj − ~zi‖2 −
r∑
k=1
((~xj − ~zi)>~eik)2
)
+(1− α)‖~xj − ~zi‖2
= ‖~xj − ~zi‖2 − α
r∑
k=1
((~xj − ~zi)>~eik)2. (2.16)
α ∈ [0, 1] gewichtet den Abstand des FCV zu dem des Fuzzy-C-Means-
Algorithmus und beeinflußt damit die Form der Cluster.
Eine clusterspezifische Wahl von α in (2.16), die es ermo¨glicht, Cluster
unterschiedlicher Form zu erkennen, fu¨hrt zu demAdaptive-Fuzzy-Clustering-
Algorithmus [34, 19, 65, 115, 116]. Ein Vorschlag zur Wahl von αi ist z.B.
[34]:
αi = 1− λi,min
λi,max
. (2.17)
Dabei ist λi,max der gro¨ßte und λi,min der kleinste Eigenwert der Fuzzy-
Kovarianzmatrix des Clusters ~βi. 7 Eine andere Mo¨glichkeit ist, αi so zu
wa¨hlen, daß αi im Schnitt das Verha¨ltnis der ersten r Eigenwerte zu den
u¨brigen p− r Eigenwerten angibt[115]:
αi = 1−
r
∑p
j=r+1 λi,j
(p− r)∑rj=1 λi,j (2.18)
λi,j ist der j-te Eigenwert des i-ten Clusters. Auch fu¨r die clusterspezifische
Berechnung der Anzahl der betrachteten Eigenvektoren ~eik gibt es Heuri-
stiken [19, 55]
Die Verwendung der in diesem Abschnitt vorgestellten Verfahren bietet
sich an, wenn man vermutet, daß die in dem Datensatz vorliegenden Cluster
die Form linerarer Mannigfaltigkeiten haben.
7Die Fuzzy-Kovarianzmatrix ist definiert durch (2.9).
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2.6 Fuzzy-Shell-Clusteringverfahren
Wenn man das Homogenita¨tskriterium etwas weiter interpretiert, la¨ßt sich
auch die Hu¨lle einer Kugel, eines Kreises oder einer Ellipse als Cluster auf-
fassen. Das Homogenita¨tskriterium ist hier die Eigenschaft der Daten, daß
sie auf dieser Hu¨lle liegen. Fuzzy-Clusteringverfahren, die einen Datensatz in
solche Cluster unterteilen, werden auch als Fuzzy-Shell-Clusteringverfahren
bezeichnet [65, 118, 69, 120]. Anwendungsgebiete dieser Verfahren liegen
z.B. in der Bildverarbeitung. Die Idee der Fuzzy-Shell-Clusteringverfahren
ist, die Form der Cluster mathematisch zu beschreiben und jeweils den Ab-
stand der Daten zu der geometrischen Struktur zu bestimmen.
Da diese Verfahren fu¨r die Datenanalyse nur eine relativ geringe Bedeu-
tung besitzen, wird im folgenden exemplarisch nur der Fuzzy-C-Quadric-
Shells-Algorithmus vorgestellt. Dieser-Algorithmus ist in der Lage, bei zwei-
dimensionalen Datensa¨tzen Cluster mit der Form von Geraden, Kugeln, El-
lipsen, Hyperbeln und Parabeln und bei ho¨herdimensionalen Datensa¨tzen
deren entsprechende ho¨herdimensionale Formen zu erkennen.
Der Fuzzy-C-Quadric-Shells-Algorithmus sucht nach Clustern, die sich
mittels einer Gleichung zweiten Grades bzw. durch die Oberfla¨che einer
Hyperquadrik darstellen lassen [74]. Die allgemeine Form der Kontur einer
Hyperquadrik ist ~r>i ~q = 0 mit
~r>i = (ri(1), ri(2), . . . , ri(p), ri(p+1), . . . , ri(r), ri(r+1), . . . , ri(r+p), ri(s)),
~q> = (x2(1), x
2
(2), . . . , x
2
(p), x(1)x(2), . . . , x(p−1)x(p), x(1), x(2), . . . , x(p), 1),
s = p(p+1)2 + p+ 1 = r + p+ 1.
p ist die Dimension des Datenraums, x(k), 1 ≤ k ≤ p, das k-te Attribut
des Vektors ~x, ri ∈ IRs und r = p(p+1)2 . Da der Cluster die Form einer
Hyperquadrik hat, ist der Clusterprototyp bei diesem Verfahren ~βi = {~ri}.
Es wird die algebraische Distanz verwendet. Der Abstand d2(~xj , ~βi) ist
gegeben durch:
d2(~xj , ~βi) = ~r>i ~qj~q
>
j ~ri. (2.19)
Basierend auf diesen Absta¨nden ko¨nnen die Zugeho¨rigkeitsgrade der Daten
zu den Clustern wie u¨blich bestimmt werden.
Die Parameter der Clusterprototypen ~βi = {~ri} kann man aus ~ai und ~bi
ableiten. ~ai und ~bi sind definiert als
ai(k) =
{
ri(k) 1 ≤ k ≤ p
ri(k)√
2
p+ 1 ≤ k ≤ r (2.20)
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bi(k) = ri(r+k) 1 ≤ k ≤ s− r . (2.21)
~ai ist der dem kleinsten Eigenwert zugeordnete Eigenvektor von
(Fi−G>i H−1i Gi) und ~bi wird berechnet durch ~bi = −H−1i Gi~ai. Dabei sind:
Fi =
∑n
j=1 u
m
i,jRj , Gi =
∑n
j=1 u
m
i,jSj , Hi =
∑n
j=1 u
m
i,jTj ,
Rj = ~sj~s>j , Sj = ~sj~t
>
j , Tj = ~tj~t
>
j ,
~s>j = [x
2
j(1), x
2
j(2), . . . , x
2
j(n),
√
2xj(1)xj(2), . . . ,
√
2xj(k)xj(l), . . . ,√
2xj(n−1)xj(n)],
~t>j = [xj(1), xj(2), . . . , xj(n), 1].
Neben dem Fuzzy-C-Quadric-Shells-Algorithmus gibt es weitere Fuzzy-
Shell-Clusteringverfahren, die Cluster mit der Form von Hyperspha¨ren [35,
73], Ellipsen [36, 49], Kegelschnitten und deren ho¨herdimensionale Formen
[74] oder (Hyper)-Rechtecken[64] erkennen. Eine ausfu¨hrliche Darstellung
dieser Verfahren findet sich z.B. in [65, 19].
2.7 Possibilistische Clusteranalyse
Bei der Fuzzy-Clusteranalyse werden meistens probabilistische Zugeho¨rig-
keitsgrade verwendet. Fu¨r jedes Datum ist die Summe der Zugeho¨rigkeits-
grade zu den Clustern gleich 1. Dies bewirkt, daß jedes Datum ungefa¨hr das
gleiche Gewicht hat.8
Der Nachteil probabilistischer Fuzzy-Clusteringverfahren ist, daß die Zu-
geho¨rigkeitsgrade schwer interpretierbar sind. Das Problem wird anhand der
in den Abbildungen 2.3 und 2.4 gezeigten Beispieldatensa¨tze gezeigt.
Abb. 2.3 zeigt einen Datensatz mit zwei Clustern. Bei der probabilisti-
schen Fuzzy-Clusteranalyse ist der Zugeho¨rigkeitsgrad der beiden Daten ~x1
und ~x2 zu den beiden Clustern ~β1 und ~β2 jeweils 0.5. Es wird also nicht un-
terschieden, daß das Datum ~x1 eher beiden Clustern angeho¨rt, wa¨hrend das
Datum ~x2 eher ein Sto¨rdatum ist, das keinem der beiden Cluster zugeord-
net werden sollte. Eine Interpretation der Zugeho¨rigkeitsgrade ui,j kann da-
her leicht zu ungenauen bzw. fehlerbehafteten Aussagen fu¨hren, wenn nicht
weitere Informationen, z.B. u¨ber die Lage der Cluster, mit beru¨cksichtigt
werden. Da die Clusterprototypen basierend auf den (teilweise nichtintuiti-
ven) Zugeho¨rigkeitsgraden berechnet werden, kann ein gro¨ßerer Anteil von
8In der zu minimierenden Zielfunktion und somit auch bei der Berechnung der Clu-
sterprototypen wird umi,j ,m ∈ (1,∞), und nicht ui,j verwendet. Dies bewirkt, daß Daten
mit einer
”
scha¨rferen“ Zuordnung ein etwas gro¨ßeres Gewicht haben. Das entspricht der
menschlichen Intuition, daß Daten mit einer klaren Zuordnung sta¨rker beru¨cksichtigt
werden sollten als Daten mit unscharfer Zuordnung.
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Abbildung 2.3: Beispiel fu¨r nichtintui-
tive Zugeho¨rigkeitsgrade: bei einer pro-
babilistischen Clustereinteilung sind die
Zugeho¨rigkeitsgrade der Daten ~x1 und
~x2 gleich.
Sto¨rdaten zu einer Berechnung der Clusterprototypen fu¨hren, die der Intui-
tion widerspricht.
Auch wenn in den Datensa¨tzen nahezu keine Sto¨rdaten enthalten sind,
kann die Verwendung probabilistischer Zugeho¨rigkeitsgrade zu schwer inter-
pretierbaren Zugeho¨rigkeitsgraden fu¨hren. Abb. 2.4 zeigt einen Datensatz,
der aus zwei gut separierten Clustern besteht. Obwohl die Daten ~x2 und ~x3
zu dem Clusterzentrum des linken Clusters, das bei dem Datum ~x1 liegt, den
gleichen Abstand haben, haben sie einen unterschiedlichen Zugeho¨rigkeits-
grad zu diesem Cluster. Abb. 2.5 zeigt die Klassifikation des Datensatzes
aus Abb. 2.4 mit dem probabilistischen Fuzzy-C-Means-Algorithmus. Die
Farbsa¨ttigung zeigt die Sta¨rke des Zugeho¨rigkeitsgrads zu dem betreffenden
Cluster an. Der Zugeho¨rigkeitsgrad steigt mit zunehmender Farbsa¨ttigung.
Eine Alternative zu probabilistischen Zugeho¨rigkeitsgraden ist die Ver-
wendung possibilistischer Zugeho¨rigkeitsgrade. Im Gegensatz zu probabi-
listischen Zugeho¨rigkeitsgraden ist bei possibilistischen Zugeho¨rigkeitsgra-
den der Zugeho¨rigkeitsgrad eines Datums ~xj zu einem Cluster ~βi nur vom
Abstand zu dem betreffenden Cluster abha¨ngig. Der Abstand zu den ande-
ren Clustern wird nicht beru¨cksichtigt. Die Zugeho¨rigkeitsgrade spiegeln die
Mo¨glichkeit im Sinne der Possibilita¨tstheorie [42] wieder, daß ein Datum zu
dem entsprechenden Cluster geho¨rt.
Possibilita¨tsverteilungen dienen der Modellierung von Unsicherheit u¨ber
einen wahren, aber unbekannten Zustand der Wirklichkeit. Der Zugeho¨rig-
keitsgrad gibt den Mo¨glichkeitsgrad fu¨r diesen Zustand an. Bei der Fuzzy-
Clusteranalyse kann der Zugeho¨rigkeitsgrad ui,j als Mo¨glichkeit, daß das
Datum ~xj dem Cluster ~βi zuzuordnen ist, interpretiert werden. ui,j = 0
bedeutet, daß es unmo¨glich ist, das Datum ~xj dem Cluster ~βi zuzuordnen,
wa¨hrend ui,j = 1 bedeutet, daß es in keiner Weise eingeschra¨nkt werden
kann, das Datum ~xj dem Cluster ~βi zuzuordnen. Der Mo¨glichkeitsgrad wird
bei der possibilistischen Clusteranalyse aus der Relation des Abstands eines
Datums ~xj zu einem Cluster ~βi zu der (vermuteten) Gro¨ße des Clusters be-
stimmt. Die A¨hnlichkeit des Datums ~xj zu dem Cluster ~βi wird in Beziehung
zu der A¨hnlichkeit ”innerhalb“ des Clusters
~βi gesetzt.
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Fuzzy-Clusteringverfahren mit possibilistischen Zugeho¨rigkeitsgraden
werden auch als possibilistische Fuzzy-Clusteringverfahren bezeichnet [75,
38, 9, 76, 78]. Abbildung 2.6 zeigt eine Klassifikation des in Abbildung 2.4
dargestellten Datensatzes mit dem possibilistischen Fuzzy-C-Means-
Algorithmus. Der Unterschied zwischen der Verwendung probabilistischer
Zugeho¨rigkeitsgrade und der Verwendung possibilistischer Zugeho¨rigkeits-
grade ist deutlich erkennbar. Die possibilistischen Zugeho¨rigkeitsgrade spie-
geln im Gegensatz zu den probabilistischen Zugeho¨rigkeitsgraden die Form
des Clusters wider. Bei der possibilistischen Fuzzy-Clusteranalyse ist der
Zugeho¨rigkeitsgrad ein Maßstab, wie typisch ein Datum fu¨r einen Cluster
ist, wa¨hrend bei der probabilistischen Fuzzy-Clusteranalyse der Zugeho¨rig-
keitsgrad eher die relative Zuordnung eines Datums zu einem Cluster angibt.
Die possibilistische Fuzzy-Clusteranalyse unterscheidet sich von der pro-
babilistischen Fuzzy-Clusteranalyse durch den Verzicht auf Restriktion (2.2)
bei der mathematischen Beschreibung des Klassifikationsproblems. Dadurch
kann die Summe der Zugeho¨rigkeitsgrade zu den verschiedenen Clustern bei
Daten, die zu mehreren Clustern geho¨ren, gro¨ßer als 1 und bei Sto¨rdaten
kleiner als 1 sein.
Um die triviale Lo¨sung des Optimierungsproblems, d.h. ui,j = 0 fu¨r alle
i ∈ {1, . . . , c}, j ∈ {1, . . . , n}, zu vermeiden, wird die Zielfunktion modifi-
ziert, so daß bei einem possibilistischen Clusteringverfahren
J(X,U,B) =
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m (2.22)
unter Beru¨cksichtigung der Restriktion
∑n
j=1 ui,j > 0, i ∈ {1, . . . , c}, mini-
miert wird. ηi ∈ IR>0 gibt den Abstand an, bei dem der Zugeho¨rigkeitsgrad
zu dem Cluster βi 12 betragen soll (vgl. (2.23)).
Die Zugeho¨rigkeitsgrade ui,j werden durch
ui,j =
1
1 +
(
d2(~xj , βi)
ηi
) 1
m−1
(2.23)
berechnet.9
9Analog zu der probabilistischen Fuzzy-Clusteranalyse wird der Ausdruck zur Berech-
nung der possibilistischen Zugeho¨rigkeitsgrade durch Ableitung der Zielfunktion (2.22)
nach den Zugeho¨rigkeitsgraden bestimmt.
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Abbildung 2.4: Datensatz mit 2 Clustern.
Abbildung 2.5: Clusteranalyse des
Datensatzes aus Abb. 2.4 mit dem
probabilistischen Fuzzy-C-Means-
Algorithmus.
Abbildung 2.6: Clusteranalyse des
Datensatzes aus Abb. 2.4 mit dem
possibilistischen Fuzzy-C-Means-
Algorithmus.
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Bei dieser Funktion (2.22) bewirkt der erste Summand, daß die Absta¨nde
der Daten zu den ihnen zugeordneten Clustern minimiert werden. Der zweite
Summand bewirkt, daß die Zugeho¨rigkeitsgrade mo¨glichst groß bestimmt
werden. Diese beiden differierenden Ziele werden mittels des Parameters ηi
gewichtet.
In [75] wird vorgeschlagen, ηi durch
ηi = K
∑n
j=1 u
m
i,jd
2(~βi, ~xj)∑n
j=1 ui,j
(2.24)
zu scha¨tzen. K ist ein Parameter, der u¨blicherweise auf 1 gesetzt wird. Diese
Scha¨tzung basiert auf einer vorher durchgefu¨hrten probabilistischen Fuzzy-
Clusteranalyse.
Die Eigenschaft, daß bei Daten, die fu¨r mehrere Cluster typisch sind, die
Summe der Zugeho¨rigkeitsgrade zu den verschiedenen Clustern gro¨ßer als 1
sein kann und bei Daten, die fu¨r keinen Cluster typisch sind, die Summe der
Zugeho¨rigkeitsgrade zu den verschiedenen Clustern kleiner als 1 sein kann,
hat jedoch den Nachteil, daß nicht mehr alle Daten das gleiche Gewicht
aufweisen. Das Verfahren gewichtet die Daten also selbsta¨ndig.
Die in den vorhergehenden Abschnitten vorgestellten Fuzzy-Clustering-
verfahren ko¨nnen neben ihrer vorgestellten probabilistischen Variante auch
in einer possibilistischen Variante ausgefu¨hrt werden. Anstelle probabilisti-
scher Zugeho¨rigkeitsgrade werden possibilistische Zugeho¨rigkeitsgrade ver-
wendet. Die Formeln fu¨r die Berechnung der Prototypen der Cluster sind
bei beiden Verfahren gleich.
Um ein possibilistisches Fuzzy-Clusteringverfahren zu initialisieren und
die Parameter ηi scha¨tzen zu ko¨nnen, wird normalerweise die entsprechende
probabilistische Variante zuvor ausgefu¨hrt. Ha¨ufig wird ein Fuzzifier m =
1.5 gewa¨hlt.
Da bei der probabilistischen Fuzzy-Clusteranalyse die Zugeho¨rigkeits-
grade nicht ausdru¨cken, wie typisch ein Datum ist, ko¨nnen probabilistische
Zugeho¨rigkeitsgrade zu anderen Clusterprototypen fu¨hren als possibilisti-
sche Zugeho¨rigkeitsgrade. Bei u¨berlappenden Clustern haben Daten, die
beiden Clustern angeho¨ren, ein geringeres Gewicht fu¨r jeden der Cluster,
da die Summe der Zugeho¨rigkeitsgrade zu allen Clustern 1 ist. Die Kon-
sequenz ist, daß bei der probabilistischen Fuzzy-Clusteranalyse die Cluster
tendenziell sta¨rker separiert werden als bei der possibilistischen Cluster-
analyse, bei der der Zugeho¨rigkeitsgrad aller Daten nur davon abha¨ngt, wie
typisch sie fu¨r den betreffenden Cluster sind. Bei der possibilistischen Fuzzy-
Clusteranalyse wird sta¨rker die Form der Daten beru¨cksichtigt, wa¨hrend bei
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der probabilistischen Fuzzy-Clusteranalyse die partitionierende Eigenschaft
das Ergebnis beeinflußt.
Im Gegensatz zu den probabilistischen Fuzzy-Clusteringverfahren, die
einen Datensatz partitionierend aufteilen, ko¨nnen bei den possibilistischen
Fuzzy-Clusteringverfahren auch Cluster identisch sein. Der Grund hierfu¨r
ist, daß die possibilistischen Verfahren im Gegensatz zu den probabilisti-
schen Verfahren nicht beru¨cksichtigen, ob und inwieweit Daten schon Clu-
stern zugeordnet wurden. Dies wird in Kapitel 3 na¨her betrachtet.
2.8 Umgang mit Sto¨rdaten
Ein allgemeines Problem bei der Datenanalyse ist der Umgang mit Sto¨rda-
ten und Ausreißern. Hierfu¨r gibt es bei der Fuzzy-Clusteranalyse verschie-
dene Ansa¨tze. Diese werden im folgenden kurz vorgestellt.
Eine Mo¨glichkeit ist die Verwendung possibilistischer Zugeho¨rigkeitsgra-
de (vgl. Abschnitt 2.7). Die Zugeho¨rigkeitsgrade geben an, wie typisch ein
Datum fu¨r einen Cluster ist. Sie basieren auf der Relation des Abstands
der Daten zu den Clustern zu dem (gescha¨tzten) Abstand, bei dem ein Zu-
geho¨rigkeitsgrad von 12 vorliegt. Verrauschte Daten und Sto¨rdaten erhalten
deshalb einen geringeren Zugeho¨rigkeitsgrad als andere Daten und werden
daher bei der Berechnung der Clusterprototypen nicht so stark gewichtet.
Ein anderer Ansatz ist die Verwendung eines sogenannten Noiseclusters,
d.h. eines zusa¨tzlichen Clusters fu¨r Sto¨rdaten [37]. Da bei der probabilisti-
schen Clusteranalyse die Summe der Zugeho¨rigkeitsgrade eines Datums zu
allen Clustern gleich eins ist, reduziert die Zuordnung der Daten zu dem Noi-
secluster die Zugeho¨rigkeitsgrade zu anderen Clustern. Verrauschte Daten
und Sto¨rdaten werden dadurch bei der Berechnung der Clusterprototypen
nicht mehr so stark gewichtet.
Das Noisecluster ist nicht als Cluster im Sinne einer Punktwolke zu ver-
stehen. Es handelt sich vielmehr um einen fiktiven Cluster, zu dem alle
Daten per Definition den gleichen Abstand δ besitzen. Da bei der Fuzzy-
Clusteranalyse die Summe der Absta¨nde der Daten zu den Clustern, denen
sie zugeordnet sind, minimiert wird, werden Daten dem Noisecluster zuge-
wiesen, wenn der Abstand zu den regula¨ren Clustern gro¨ßer als δ ist. Die
Zielfunktion dieses Ansatzes ist:
J(X,U,B) =
n∑
j=1
c∑
i=1
umi,j · d2(~βi, ~xj) +
n∑
j=1
δ2
(
1−
c∑
i=1
ui,j
)m
. (2.25)
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Da die Daten neben den c regula¨ren Clustern auch dem Noisecluster zuge-
ordnet werden ko¨nnen, wird die Restriktion (2.2) abgeschwa¨cht zu
c∑
i=1
ui,j < 1. (2.26)
Die Zugeho¨rigkeitsgrade werden bei diesem Ansatz durch
ui,j =
1∑c
k=1
(
d2(~xj ,βi)
d2(~xj ,βk)
) 1
m−1
+
(
d2(~xj ,βi)
δ
) 1
m−1
(2.27)
berechnet.
Der entscheidende Punkt bei diesem Verfahren ist die Bestimmung von δ.
Falls δ zu groß gewa¨hlt wird, hat dieser Ansatz nahezu keinen Effekt, da die
Sto¨rdaten weiterhin den regula¨ren Clustern zugeordnet werden. Falls jedoch
δ zu klein gewa¨hlt wird, werden zuviele Daten als Sto¨rdaten identifiziert.
Dies hat den Nachteil, daß unno¨tig viele Daten bei der Clusteranalyse nicht
beru¨cksichtigt werden. Es werden Informationen ”verschenkt“.
In [37] wird vorgeschlagen, δ in Abha¨ngigkeit von dem mittleren Abstand
der Daten zu den regula¨ren Clustern zu scha¨tzen.
δ2 = λ
∑n
j=1
∑c
i=1 d
2(~βi, ~xj)
n · c . (2.28)
Da die Wahl von δ auf die Wirksamkeit des Ansatzes einen entscheiden-
den Einfluß hat, sollte δ nach einigen Iterationen neu berechnet werden.
Weitergehende Betrachtungen finden sich z.B. in [38, 39, 19].
2.9 Bewertung einer Klassifikation —
Bestimmung der Clusteranzahl
Die Fuzzy-Clusteranalyse ist ein Verfahren zur unu¨berwachten Klassifika-
tion. Die Anzahl der Cluster ist vorzugeben. Da diese jedoch oft nicht be-
kannt ist, ist die Bewertung der Ergebnisse einer Fuzzy-Clusteranalyse von
sehr großer Bedeutung. Fu¨r die Bewertung werden Gu¨tekriterien verwendet.
Man unterscheidet zwischen globalen Gu¨tekriterien, die eine Klassifikation
als Ganzes bewerten, und lokalen Gu¨tekriterien, bei denen jeder Cluster
separat bewertet wird.
Um eine Clusteranalyse bei einer unbekannten Clusteranzahl durch-
zufu¨hren, gibt es unterschiedliche Ansa¨tze:
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• Der gebra¨uchlichste Ansatz ist, das Fuzzy-Clusteringverfahren mit ei-
ner unterschiedlichen Anzahl von Clustern auszufu¨hren. Das Ergebnis
wird nach jedem Durchlauf bewertet. Das beste Ergebnis wird an-
schließend ausgegeben.
Der Begriff des ”besten“ Ergebnisses ist jedoch problematisch. Die
meisten Gu¨tekriterien tendieren dazu, bei einer steigenden Clusterzahl
zu einer besseren Bewertung zu kommen. Sofern man die Clusterzahl
und die Anzahl der Daten je Cluster als beliebig ansieht, ist der Zu-
stand als ideal anzusehen, bei dem jedem Cluster genau ein Datum
zugeordnet wird, das diesen Cluster beschreibt. Dies entspricht jedoch
nicht dem intuitiven Versta¨ndnis einer guten Klassifikation. Anstelle
des Optimums der Gu¨tefunktion wird daher nach einer signifikanten
A¨nderung der Ableitung der Funktion der Gu¨tewerte — aufgetragen
nach der Anzahl der Cluster — gesucht.
• Eine andere Vorgehensweise ist, mit einer gro¨ßeren Anzahl von Clu-
stern die Clusteranalyse durchzufu¨hren und anschließend a¨hnliche Clu-
ster zu vereinigen. Ein bekanntes Verfahren, das auf dieser Idee beruht,
ist z.B. der ”Compatible-Cluster-Merging-Algorithmus“ (CCM).
• Eine weitere Idee ist, nach der Clusteranalyse nach schlechten Clustern
zu suchen und diese zu entfernen. Auch bei diesem Ansatz wird die
Clusteranalyse mit einer gro¨ßeren Anzahl von Clustern durchgefu¨hrt.
Im folgenden werden verschiedene Gu¨tekriterien exemplarisch vorge-
stellt.
2.9.1 Globale Gu¨temaße
Globale Gu¨temaße bewerten eine Clustereinteilung als Ganzes. Das einfach-
ste globale Gu¨tekriterium ist die zu minimierende Zielfunktion J(X,B,U).
Da die zu minimierende Zielfunktion die Klassifikationsaufgabe beschreibt,
kann man aus einer niedrigeren Bewertung auf ein besseres Klassifikations-
ergebnis schließen.
Die Clusteranzahl kann mit globalen Gu¨tekriterien bestimmt werden,
indem das Clusteringverfahren mit einer zunehmenden Anzahl von Clu-
stern durchgefu¨hrt und bewertet wird. Da viele Gu¨tekriterien hinsichtlich
der Clusteranzahl monoton fallend bzw. steigend sind, wird ha¨ufig anstel-
le der Gu¨tefunktion die Ableitung der Gu¨tefunktion verwendet, um eine
”optimale“ Klassifikation zu erkennen.
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Im folgenden werden mehrere globale Gu¨tekriterien vorgestellt. Einige
dieser Kriterien bewerten ”nur“ die Zuordnung der Daten zu den Clustern.
Andere Kriterien bewerten die Form der Cluster oder wie gut die Cluster
separiert sind. Da die Gu¨tekriterien unterschiedliche Aspekte einer guten
Klassifikation betrachten, ist es problematisch, von dem besten Gu¨tekrite-
rium zu sprechen. Stattdessen sollten bei der Bewertung einer Clusterein-
teilung mehrere Gu¨tekriterien betrachtet werden.
Partitionskoeffizient
Der Partitionskoeffizient (partition coefficient) ist ein sehr einfaches Gu¨te-
kriterium, das auf der Idee basiert, daß bei einer guten Klassifikation die Da-
ten eindeutig den Clustern zugeordnet werden ko¨nnen [15]. Die Zugeho¨rig-
keitsgrade sollten mo¨glichst nahe bei 1 bzw. nahe bei 0 sein. Eine unscharfe
Zuordnung ist ein Indiz fu¨r eine schlechte Klassifikation.
Der Partitionskoeffizient ist definiert als
PC(U) =
1
n
c∑
i=1
n∑
j=1
u2i,j . (2.29)
Da bei diesem Gu¨tekriterium eine mo¨glichst eindeutige Zuordnung der Da-
ten zu den Clustern angestrebt wird, deutet ein ho¨herer Wert auf eine bes-
sere Klassifikation hin.
Partitionsentropie
Ebenso wie bei dem Partitionskoeffizienten wird auch bei dem Gu¨tekriteri-
um der Partitionsentropie das Ergebnis des Fuzzy-Clusteringverfahrens nur
unter Verwendung der Zugeho¨rigkeitsgrade der Daten zu den Clustern be-
urteilt. Die Partitionsentropie (partition entropy) basiert auf der aus der
Informationstheorie bekannten Shannon-Entropie [15, 110]. Sie ist definiert
als
PE(U) = − 1
n
c∑
i=1
n∑
j=1
ui,j ln(ui,j). (2.30)
Die Zugeho¨rigkeitsgrade der Daten zu den Clustern werden dabei als In-
formationsgehalt gedeutet. Wie bei dem Partitionskoeffizient wird auch bei
der Partitionsentropie eine mo¨glichst eindeutige Zuordnung der Daten zu
den Clustern angestrebt. Hierfu¨r ist die Partitionsentropie zu minimieren.
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Normierung des Partitionskoeffizienten
Nachteilig ist bei dem Partitionskoeffizienten und der Partitionsentropie,
daß bei beiden Gu¨tekriterien der Wert nicht hinsichtlich der Anzahl der
Cluster normiert ist. Ein weiteres Gu¨temaß, das ebenfalls auf der Eindeu-
tigkeit der Zuordnung der Daten zu den Clustern basiert, jedoch die Anzahl
der Cluster beru¨cksichtigt, ist [5, 115]
G(U) =
1
c− 1
c−1∑
i=1
c∑
k=i+1
1
n
n∑
j=1
ui,juk,j . (2.31)
Das Gu¨tekriterium ist auf den Bereich [0, 1] normiert. Es hat a¨hnliche Ei-
genschaften wie der Partitionskoeffizient, da man durch Umformung
G(U) = 1− c
c− 1(1− PC(U)) (2.32)
erha¨lt.
Verha¨ltnis-Repra¨sentant
Der Verha¨ltnis-Repra¨sentant (proportion exponent) kann als Logarithmus
des Maßes fu¨r die Anzahl der Einteilungen interpretiert werden, bei denen
alle Daten besser als bei der vorliegenden Einteilung klassifiziert werden. Er
ist definiert als [65]
PX(U) = − ln
 ∏
~xj∈X
dµ
−1
~xj
e∑
k=1
(−1)k+1
(
c
k
)
(1− kµ~xj )c−1

 . (2.33)
Dabei ist µ~xj = max1≤i≤c ui,j und X die Menge der Daten.
Es ist zu beru¨cksichtigen, daß bei diesem Gu¨tekriterium kein Datum
einen Zugeho¨rigkeitsgrad von 1 zu einem Cluster haben darf. Fu¨r einen ge-
gen 1 strebenden Zugeho¨rigkeitsgrad strebt der Wert des Gu¨tekriteriums
unabha¨ngig von den anderen Zugeho¨rigkeitsgraden gegen ∞. Diese Eigen-
schaft entspricht der Semantik des Kriteriums, daß nur bessere Einteilungen
aller Daten beru¨cksichtigt werden.
Trennungsgrad
Der von Xie und Beni eingefu¨hrte Trennungsgrad (separation) [131] bewertet
das Ergebnis einer Clusteranalyse unter dem Gesichtspunkt der Separation
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der Cluster. Bei diesem Kriterium wird der Abstand der Daten zu den Clu-
stern, denen sie zugeordnet wurden, in Relation zu dem Abstand der Cluster
gesetzt. Er ist definiert als [131]
S(U) =
∑c
i=1
∑n
j=1 u
2
i,jd
2(~xj , ~βi)
nmin
{
d2(~βj , ~βi)|i, j ∈ {1, . . . c}, i 6= j
} . (2.34)
Dieses Gu¨tekriterium greift die beiden Aspekte des gewu¨nschten Ergeb-
nisses einer Clusteranalyse auf. Der Ausdruck im Za¨hler kann als Bewertung
der Homogenita¨t der Daten innerhalb eines Clusters angesehen werden, da
als Homogenita¨tskriterium der Abstand der Daten zu dem Cluster verwen-
det wird. Der Za¨hler sollte daher mo¨glichst klein sein. Im Nenner des Gu¨te-
kriteriums wird der Aspekt der Heterogenita¨t der Daten aus verschiedenen
Clustern aufgegriffen. Da die Daten durch die Cluster, denen sie zugeordnet
wurden, repra¨sentiert werden, wird hier der Abstand der Cluster verwendet.
Durch die Verwendung des Minimums wird die Heterogenita¨t tendenziell un-
terscha¨tzt. Der Ausdruck im Nenner sollte mo¨glichst groß sein. Bei diesem
Gu¨tekriterium weist ein kleiner Wert auf eine gute Klassifikation hin.
Fuzzy-Hypervolumen
Das Fuzzy-Hypervolumen (fuzzy hypervolume) ist ein Gu¨tekriterium, das
die Kompaktheit der Cluster bewertet. Die Idee ist, daß bei einem guten
Klassifikationsergebnis die Cluster eine mo¨glichst kleine Ausdehnung haben.
Als Maß fu¨r die Kompaktheit eines Clusters ~βi kann die Determinante der
Kovarianzmatrix des Clusters Covi verwendet werden.
Das Fuzzy-Hypervolumen ist definiert als [51]
FHV(U) =
c∑
i=1
√
det(Covi). (2.35)
Das Fuzzy-Hypervolumen ist als globales Gu¨tekriterium definiert. Es
kann jedoch genauso als lokales Gu¨tekriterium zur Bewertung eines Clu-
sters ~βi verwendet werden, indem fu¨r diesen Cluster der Wert
√
det(Covi)
bestimmt wird.
Partitionsdichte
Bei dem Fuzzy-Hypervolumen wird nur das Volumen der Cluster betrach-
tet. Unabha¨ngig von der Anzahl der ihnen zugeordneten Daten werden große
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Cluster schlecht bewertet. Ein Cluster mit einem großen Volumen kann je-
doch durchaus gut sein, wenn ihm ein große Zahl von Daten zugeordnet
ist. Das Gu¨tekriterium der Partitionsdichte (partition density) betrachtet
daher die Anzahl der den Clustern zugeordneten Daten in Relation zu dem
Volumen der Cluster. Es werden nur die Daten betrachtet, die den Clustern
”gut“ zugeordnet sind.
Die Partitionsdichte ist definiert als [51]
PD(U) =
∑c
i=1 Si∑c
i=1
√
det(Covi)
. (2.36)
Si ist ein Maß fu¨r die dem Cluster ~βi gut zugeordneten Daten.
Si =
∑
j∈Yi ui,j mit Yi = {j ∈ {1, . . . , n} | (~xj − ~zi)>Cov−1i (~xj − ~zi) < 1}.
Mittlere Partitionsdichte
Das Gu¨tekriterium dermittleren Partitionsdichte (average partition density)
bewertet wie die Partitionsdichte die Anzahl der den Clustern gut zugeord-
neten Daten in Relation zu dem Volumen der Cluster [51]. Im Gegensatz
zu der Partitionsdichte wird jedoch bei der mittleren Relationsdichte die
Relation fu¨r jeden Cluster separat bestimmt.
Die mittlere Partitionsdichte ist definiert als [51]
APD(U) =
1
c
c∑
i=1
Si√
det(Covi)
. (2.37)
Si ist wie bei der Partitionsdichte definiert.
Wie das Fuzzy-Hypervolumen kann auch die mittlere Partitionsdichte als
lokales Gu¨tekriteriumverwendet werden, indem Si/
√
det(Covi) fu¨r einen
Cluster ~βi berechnet wird.
2.9.2 Lokale Gu¨tekriterien
Die Problematik globaler Gu¨tekriterien ist, daß die Clustereinteilung nur
als Ganzes betrachtet wird. Oft ist man jedoch auch an einer Bewertung
einzelner Cluster interessiert. So kann z.B. die Clusteranzahl bestimmt wer-
den, indem nach der Clusteranalyse schlechte Cluster entfernt werden. Die
Clusteranalyse wird dann mit der reduzierten Klassenanzahl erneut durch-
gefu¨hrt.
Einige der im vorhergehenden Abschnitt vorgestellten globalen Gu¨tekri-
terien ko¨nnen auch als lokale Gu¨tekriterien verwendet werden. So ko¨nnen
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z.B. die mit dem Gustafson–Kessel-Algorithmus oder dem FMLE berech-
neten Cluster mit dem Fuzzy-Hypervolumen oder der Partitionsdichte auch
separat bewertet werden, indem bei den Kriterien jeweils nur ein Cluster be-
trachtet wird. Ggf. kann zusa¨tzlich u¨berpru¨ft werden, ob die Verteilung der
Daten in dem Cluster der erwarteten bzw. vermuteten entspricht. So wird
z.B. bei dem FMLE eine Normalverteilung unterstellt. Die Abweichung der
vorliegenden Verteilung von der erwarteten Verteilung gibt die ”Gu¨te“ des
Clusters an.
Fu¨r Fuzzy-Clusteringverfahren mit komplexeren Clusterprototypen, wie
z.B. Fuzzy-Shell-Clusteringverfahren, gibt es weitere Kriterien. So wird z.B.
bei der Konturdichte die Gu¨te des jeweiligen Clusters anhand der Anzahl
der Punkte in Relation zu der La¨nge der Kontur bzw. der Oberfla¨che der
Kontur des Clusters berechnet [77].
2.9.3 Competitive-Agglomeration
Die Bestimmung der Clusteranzahl mit globalen Gu¨tekriterien hat den
Nachteil, daß das Clusteringverfahren mehrmals mit einer unterschiedlichen
Clusteranzahl ausgefu¨hrt wird. Diese Vorgehensweise ist relativ zeitaufwen-
dig.
Einen alternativen Ansatz bietet das Competitive-Agglomeration-
Clustering [50, 115]. Die Idee des Verfahrens ist, mit einer zu hohen Clu-
steranzahl die Clusteranalyse zu starten und nach jedem Durchlauf die Clu-
steranzahl zu reduzieren. Da bei dem jeweils nachfolgenden Durchlauf das
Verfahren mit den Ergebnissen des vorhergehenden Durchlaufs initialisiert
wird, ist mit einer relativ schnellen Konvergenz der Clusteranalyse fu¨r die
jeweiligen Clusteranzahlen zu rechnen. Der Nachteil dieser Vorgehenswei-
se ist, daß die Gefahr besteht, die Anzahl der Cluster bei dem Beginn des
Verfahrens stark zu u¨berscha¨tzen. Daher kann der Rechenaufwand bei dem
ersten Durchlauf verha¨ltnisma¨ßig groß sein.
Bei dem Competitive-Agglomeration-Clustering wird eine modifizierte
Zielfunktion verwendet, um die Bildung großer Cluster zu unterstu¨tzen. Die
Zielfunktion ist:
J(X,U,B) =
n∑
j=1
c∑
i=1
u2i,j · d2(~xj , ~βi)− α
c∑
i=1
 n∑
j=1
ui,j
2 . (2.38)
Die Subtraktion des Ausdrucks α
∑c
i=1
(∑n
j=1 ui,j
)2
bewirkt die Be-
vorzugung großer Cluster, d.h. von Clustern, fu¨r die die Summe
∑n
j=1 ui,j
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mo¨glichst groß ist. Der Parameter α bestimmt, wie stark die Clustergro¨ße
gegenu¨ber dem auf den Absta¨nden basierenden Optimierungskriterium ge-
wichtet wird.
Die Zugeho¨rigkeitsgrade werden bei diesem Verfahren durch
ui,j =
1∑c
k=1
(
d2(~xj ,~βi)
d2(~xj ,~βk)
) + α
d2(~xj , ~βi)
·
 n∑
j=1
ui,j −
∑c
i=1
1
d2(~xj ,~βi)
∑n
j=1 ui,j∑c
i=1
1
d2(~xj ,~βi)
 (2.39)
berechnet.
Die Zielfunktion und die Formel fu¨r die Berechnung der Zugeho¨rig-
keitsgrade zeigen die enge Verwandtschaft des Competitive-Agglomeration-
Clustering mit der probabilistischen Clusteranalyse. Der erste Summand
der Zielfunktion und der Formel fu¨r die Berechnung der Zugeho¨rigkeits-
grade entspricht dem jeweiligen Ausdruck bei der probabilistischen Fuzzy-
Clusteranalyse fu¨r m = 2. Die Mo¨glichkeit, u¨ber den Fuzzifier m die Un-
scha¨rfe der Zugeho¨rigkeitsgrade zu beeinflussen, wurde also beim Competi-
tive-Agglomeration-Clustering gegen die Fa¨higkeit zur Bevorzugung gro¨ße-
rer Cluster eingetauscht. Die verschiedenen Fuzzy-Clusteringverfahren, wie
z.B. der Fuzzy-C-Means-Algorithmus oder der Gustafson–Kessel-Algorith-
mus, ko¨nnen auch als Competitive-Agglomeration-Clustering-Varianten ver-
wendet werden. Hierfu¨r sind die Prototypen der Cluster wie bei der proba-
bilistischen Version zu berechnen.
Beim Competitive-Agglomeration-Clustering wird nach jedem Durchlauf
die Gro¨ße jedes Clusters mittels
cardi =
n∑
j=1
ui,j (2.40)
bestimmt. Cluster mit einer zu geringen Kardinalita¨t, d.h. cardi < , werden
entfernt. Anschließend wird die Clusteranalyse mit der reduzierten Anzahl
von Clustern erneut durchgefu¨hrt.
Fu¨r die Leistungsfa¨higkeit des Verfahrens ist die Wahl des Parameters
α von großer Bedeutung. In [50] wird vorgeschlagen, ihn mittels
α = η(t)
∑c
i=1
∑n
j=1 u
2
i,jd
2(~xj , ~βk)∑c
i=1
(∑n
j=1 ui,j
)2 (2.41)
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zu bestimmen. η(t) wird dabei durch
η(t) = ηe(
−t
τ ) (2.42)
definiert. t ist die Nummer des Iterierungsschritts des Competitive-Agglo-
meration-Clustering.
Die Idee ist, α als das Verha¨ltnis zwischen dem ersten und dem zweiten
Term der Zielfunktion (2.38) zu definieren und im Laufe des Clusteringver-
fahrens exponentiell zu verkleinern. η und τ sind Parameter, die festlegen,
wie schnell α verkleinert wird. Durch den exponentiellen Abfall von α ent-
spricht das Competitive-Agglomeration-Clustering nach einigen Iterationen
einem probabilistischen Fuzzy-Clusteringverfahren mit dem Fuzzifierm = 2.
Bei der Anwendung dieses Verfahrens ist zu beru¨cksichtigen, daß
wa¨hrend der ersten Iterationen der Zugeho¨rigkeitsgrad der Daten zu den
Clustern nicht probabilistisch zu interpretieren ist.
2.9.4 Compatible-Cluster-Merging
Die Idee des Compatible-Cluster-Merging (CCM) ist, ausgehend von einer
zu großen Anzahl von Clustern, die in dem Datensatz vorliegende Clu-
steranzahl zu bestimmen, indem nach jedem Durchlauf a¨hnliche Cluster
vereinigt werden [72]. Wie bei dem im vorhergehenden Abschnitt vorgestell-
ten Competitive-Agglomeration-Clustering werden auch beim Compatible-
Cluster-Merging die nachfolgenden Iterationen des Clusteringverfahrens mit
den Ergebnissen der vorhergehenden Iteration initialisiert. Wie bei dem
Competitive-Agglomeration-Clustering ist daher bei der ersten Ausfu¨hrung
des Fuzzy-Clusteringverfahrens mit einem relativ großen Rechenaufwand zu
rechnen, wa¨hrend die nachfolgenden Durchla¨ufe aufgrund der Initialisierung
relativ schnell konvergieren.
Das Compatible-Cluster-Merging basiert auf dem Gustafson–Kessel-
Algorithmus. Nach jeder Iteration wird die A¨hnlichkeit der Cluster hin-
sichtlich der Lage und der Orientierung der Hyperellipsen bestimmt. Zwei
Cluster werden als vereinbar angesehen, wenn die Kompatibilita¨tsrelation
.=γ erfu¨llt ist:
Definition 2.1 (Kompatibilita¨tsrelation fu¨r den CCM)
∀x, y ∈ Cluster : x .=γ y ⇔ |~ex~e>y | ≥ γ1
∧
∣∣∣∣ ~ex + ~ey||~ex + ~ey|| (~zx − ~zy)>
∣∣∣∣ ≤ γ2
∧ ||~zx − ~zy|| ≤ γ3
(√
λx +
√
λy
)
.
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~zx bzw. ~zy sind das Clusterzentrum des Clusters x bzw. y, λx bzw. λy der
gro¨ßte Eigenwert der Kovarianzmatrix des Clusters x bzw. y und ~ex bzw.
~ey der normierte Eigenvektor, der dem kleinsten Eigenwert der Kovarianz-
matrix des Clusters x bzw. y zugeordnet ist.
Das Compatible-Cluster-Merging ist nur fu¨r den Gustafson–Kessel-
Algorithmus definiert. Eine U¨bertragung der Idee auf andere Fuzzy-
Clusteringverfahren erfordert entsprechend angepaßte A¨hnlichkeitskriteri-
en zum Vereinigen der Cluster.
2.9.5 Similar-Cluster-Merging
Die Vorgehensweise des ”Similar-Cluster-Merging“ [115] kann als Erweite-
rung bzw. Verallgemeinerung des Compatible-Cluster-Merging-Algorithmus
angesehen werden. Wie bei dem CCM wird die Clusteranzahl ermittelt, in-
dem, ausgehend von einer Clusteranalye mit einer zu großen Anzahl von
Clustern, nach jedem Durchlauf des Fuzzy-Clusteringverfahrens a¨hnliche
Cluster vereinigt werden.
Im Gegensatz zu dem Compatible-Cluster-Merging ist das Similar-
Cluster-Merging nicht nur fu¨r den Gustafson–Kessel-Algorithmus sondern
auch fu¨r andere Fuzzy-Clusteringverfahren geeignet. Dies wird erreicht, in-
dem das Vereinigungskriterium nur auf den Zugeho¨rigkeitsgraden ui,j und
den Absta¨nden der Daten zu den anderen Clustern basiert.
Das A¨hnlichkeitskriterium aik zwischen zwei Clustern ~βi und ~βk ist de-
finiert durch [115]
aik =
∑n
j=1(ui,j + uj,k)min{d2(~xj , ~βi), d2(~xj , ~βk)}∑n
j=1(ui,j + uj,k)max{d2(~xj , ~βi), d2(~xj , ~βk)}
. (2.43)
Es kann als U¨berlappungsgrad der beiden Cluster interpretiert werden. Die
Form der Cluster wird nur indirekt mittels der Zugeho¨rigkeitsgrade der
Daten zu den Clustern ui,j und der Absta¨nde der Daten zu den Clustern
beru¨cksichtigt.
Bei dem Similar-Cluster-Merging wird nach einer Clusteranalyse mit
k Clustern die A¨hnlichkeit zwischen allen Clustern bestimmt. Die beiden
Cluster ~βi und ~βk mit der gro¨ßten A¨hnlichkeit aik werden vereinigt, wenn
aij > γ (2.44)
gilt. Der Parameter γ ∈ [0, 1] bestimmt, wie leicht Cluster vereinigt werden
ko¨nnen. In [115] wird vorgeschlagen, γ durch
γ = f · a∗ (2.45)
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zu bestimmen. a∗ ist die ho¨chste A¨hnlichkeit im ersten Durchlauf und
f ∈ (0, 1) kann durch coptcmax abgescha¨tzt werden. copt ist die vermutete Clu-
steranzahl und cmax die Clusteranzahl, mit der das Verfahren begonnen
wurde.
Die beiden Cluster ~βi und ~βk werden vereinigt, indem die Zugeho¨rig-
keitsgrade ui∗,j des neuen Clusters durch
ui∗,j = min{ui,j + uk,j , 1}, j = 1 . . . n, (2.46)
bestimmt werden. Nach der Vereinigung der beiden Cluster wird das Ver-
fahren mit der reduzierten Clusteranzahl erneut durchgefu¨hrt. Dies wird
solange wiederholt, bis sich die Clusteranzahl nicht mehr a¨ndert.
2.10 Weitere Verfahren
2.10.1 U¨berblick
Der gebra¨uchliche Ansatz bei der Fuzzy-Clusteranalyse ist, das Klassifika-
tionsproblem als Zielfunktion zu formulieren und durch alternierende Op-
timierung zu lo¨sen. Neben der Vorgehensweise der alternierenden Optimie-
rung gibt es weitere Verfahren zur Fuzzy-Clusteranalyse [3, 70, 57, 65, 105].
So kann die das Klassifikationsproblem beschreibende Zielfunktion z.B. mit-
tels genetischer Algorithmen optimiert werden [3, 70]. Ein anderer Ansatz
ist das Alternating Cluster Estimation (ACE) [65, 105]. Im Gegensatz zur
zielfunktionsbasierten Fuzzy-Clusteranalyse mu¨ssen die Ausdru¨cke zur Be-
rechnung der Zugeho¨rigkeitsgrade und Clusterprototypen kein notwendige
Kriterien fu¨r die Minimierung der das Klassifikationsproblem beschreiben-
den Zielfunktion sein. Im folgenden werden die Fuzzy-Clusteranalyse mit
evolutiona¨ren Algorithmen und das Alternating Cluster Estimation kurz
vorgestellt. Fu¨r eine ausfu¨hrliche Betrachtung wird auf die Literatur ver-
wiesen.
2.10.2 Fuzzy-Clusteranalyse
mit evolutiona¨ren Algorithmen
Bei der zielfunktionsbasierten Fuzzy-Clusteranalyse wird i.a. vorausgesetzt,
daß die Zielfunktion differenzierbar ist und zu einem partiell analytisch
lo¨sbaren Gleichungssystem fu¨hrt. Dies bedeutet jedoch eine Einschra¨nkung
bei der Formulierung der Zielfunktion. Beispielsweise ko¨nnen Rechteckkon-
turen nur mit einer nicht differenzierbaren Zielfunktion charakterisiert wer-
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den. Die Verwendung genetischer Algorithmen ermo¨glicht es, auch solche
Zielfunktionen zu optimieren.
Evolutiona¨re Algorithmen sind Optimierungsverfahren, deren Idee auf
der biologischen Evolution basiert [91]. Die gesuchte Lo¨sung wird bei diesen
Verfahren so kodiert, daß sie in Form eines Parameter-Vektors darstellbar
ist. Dieser Vektor wird auch als Chromosom bezeichnet. Ausgehend von
einer Startpopulation von Chromosomen werden die folgenden Populationen
ermittelt.
Bei der Ermittlung einer neuen Population ko¨nnen einzelne Parameter
gea¨ndert und Teile der Lo¨sungen von zwei Chromosomen ausgetauscht wer-
den. Diese Operationen sind durch die Mutation und das Crossover in der
Biologie motiviert. Anschließend wird aus den Chromosomen mit den besten
Lo¨sungen die na¨chste Population ermittelt. Dieses Verfahren wird solange
fortgefu¨hrt, bis entweder eine gute Lo¨sung gefunden oder ein anderes Ab-
bruchskriterium erreicht wurde.
Um ein Fuzzy-Clusteringverfahren mit genetischen Algorithmen zu
lo¨sen, kann man die Lo¨sung entweder mittels der Zugeho¨rigkeitsgrade der
Daten zu den Klassen U = {u1,1, u1,2, . . . , uc,n} oder mittels der Beschrei-
bung der Cluster B = {~β1, ~β2, . . . , ~βc} codieren. Die Verwendung der Clu-
sterprototypen ist der Verwendung der Zugeho¨rigkeitsgrade vorzuziehen, da
sie eine kompaktere Codierung ermo¨glicht.
Eine ausfu¨hrliche Behandlung dieser Thematik findet sich z.B. in [3, 70].
2.10.3 Alternating Cluster Estimation
Bei der Fuzzy-Clusteranalyse ist die gebra¨uchliche Vorgehensweise, die das
Klassifikationsproblem beschreibende Zielfunktion durch alternierende Op-
timierung zu minimieren. Die dabei verwendeten Formeln zur Berechnung
der Clusterprototypen und der Zugeho¨rigkeitsgrade sind notwendige Krite-
rien zur Optimierung der Zielfunktion. Sie ergeben sich durch Nullsetzen
der partiellen Ableitungen der Zielfunktion unter Beru¨cksichtigung der Re-
striktionen.
Die Idee des ”Alternating Cluster Estimation (ACE)“ ist, die Klassifi-
kation analog der alternierenden Optimierung durch das abwechselnde Be-
rechnen der Zugeho¨rigkeitsgrade und der Clusterprototypen zu bestimmen
[65]. Im Gegensatz zu der alternierenden Optimierung mu¨ssen die dafu¨r
verwendeten Ausdru¨cke jedoch nicht mehr notwendige Kriterien zur Mini-
mierung der Zielfunktion sein. Die Klassifikationsaufgabe wird daher nicht
mehr durch die Zielfunktion, sondern direkt durch die Formeln fu¨r die Be-
rechnung der Zugeho¨rigkeitsgrade bzw. der Clusterprototypen beschrieben.
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Dies ermo¨glicht es, bei der Wahl der Zugeho¨rigkeitsfunktion und der Be-
rechnungsweise der Cluster flexibler zu sein.
Ein Vergleich mit dem Expectation-Maximization-Algorithmus (EM-
Algorithmus) [40] zeigt die nahe Verwandtschaft der beiden Verfahren. Der
EM-Algorithmus kann in zwei Teilschritte zerlegt werden, die iteriert wer-
den:
• Berechnung der Wahrscheinlichkeit p(~xj |Ωi), daß ein Datum ~xj der
Klasse Ωi zuzuordnen ist. (Expectation)
• Berechnung der Klassifikationsparameter der Klassen Ωi durch
Maximum-Likelihood-Scha¨tzer. (Maximization)
Die bei der Ausfu¨hrung des EM-Algorithmus unterstellten Verteilungen und
Modellannahmen werden zuvor festgelegt.
Berechnung der Zugeho¨rigkeitsgrade
Aus den Zugeho¨rigkeitsgraden der Daten zu den Clustern lassen sich Zu-
geho¨rigkeitsfunktionen ableiten. So ko¨nnen die probabilistischen Zugeho¨rig-
keitsgrade der Daten zu einem Cluster ~βi als Zugeho¨rigkeitsfunktion µprob,i
µprob,i(~x) =

1 /
c∑
j=1
(
‖~x−~zi‖A
‖~x−~zj‖A
) 2
m−1
~x ∈ IRp \ Z,Z = {~z1, . . . , ~zc},
1 ~x = ~zi,
0 ~x ∈ Z \ {~zi},Z = {~z1, . . . , ~zc}
(2.47)
und die possibilistischen Zugeho¨rigkeitsgrade der Daten zu einem Cluster
~βi als Zugeho¨rigkeitsfunktion µposs,i
µposs,i(~x) =
1
1 +
(
‖~x−~zi‖A√
ηi
) 2
m−1
, ηi > 0, i = 1, . . . , c (2.48)
interpretiert werden. Der Verzicht auf die Forderung, daß die Zugeho¨rig-
keitsgrade die Zielfunktion optimieren mu¨ssen, ermo¨glicht es, anstelle dieser
Zugeho¨rigkeitsfunktion µprob,i bzw. µposs,i auch andere Zugeho¨rigkeitsfunk-
tionen, wie z.B. die Dreiecksfunktion
µDreieck,i(~x) =
{
1−
(
‖~x−~zi‖
ri
)α
‖~x− ~zi‖ ≤ ri, α ∈ IR>0
0 sonst
(2.49)
44 FUZZY-CLUSTERANALYSE
oder die Exponentialfunktion
µExp,i(~x) = e
−
( ‖~x−~zi‖
σi
)α
(2.50)
zu verwenden [65].
Berechnung der Clusterprototypen
Ebenso wie bei der Berechnung der Zugeho¨rigkeitsgrade hat der Anwender
auch bei der Berechnung der Clusterprototypen die Mo¨glichkeit, von den
Formeln des alternierenden Optimierens abzuweichen. Alternativen zu (2.5)
fu¨r die Berechnung des Clusterzentrums sind z.B. [65]:
• semilineare Berechnung:
~zi =
∑n
j=1 tSLIDE(ui,j , α1, α2)~xj∑n
j=1 tSLIDE(ui,j , α1, α2)
(2.51)
tSLIDE(ui,j , α1, α2) =
{
ui,k if ui,k ≥ α1
(1− α2)ui,k if ui,k < α1
α1, α2 ∈ [0, 1]
• oder modifizierte semilineare Berechnung:
~zi = α
∑
ui,j=uˆi
~xj∑
ui,j=uˆi
1
+ (1− α)
∑n
j=1 ui,j~xj∑n
j=1 ui,j
(2.52)
α ∈ [0, 1], uˆi = max{ui,1, ui,2, . . . , ui,n}. Der Ausdruck
∑
ui,j=uˆi
~xj∑
ui,j=uˆi
1
kann als ”Mean of Maxima“ interpretiert werden [65].
Kapitel 3
Erweiterung der
possibilistischen
Fuzzy-Clusteranalyse
3.1 Problematik der possibilistischen
Fuzzy-Clusteranalyse
Bei der Fuzzy-Clusteranalyse werden meistens probabilistische Zugeho¨rig-
keitsgrade verwendet. Hierbei hat jedes Datum das gleiche Gewicht. Diese
Verfahren sind robust, ihr Nachteil ist jedoch, daß die Zugeho¨rigkeitsgrade
nicht angeben, wie typisch ein Datum fu¨r einen Cluster ist. Die Interpre-
tierbarkeit der Zugeho¨rigkeitsgrade ist damit eingeschra¨nkt. Bei Daten, die
typisch fu¨r zwei Cluster sind, ist der probabilistische Zugeho¨rigkeitsgrad zu
jedem der beiden Cluster 0.5. Bei einer gro¨ßeren U¨berschneidung von zwei
Clustern — es gibt viele Daten, die beiden Clustern angeho¨ren — fu¨hrt
dies dazu, daß die Form der Cluster nicht richtig erkannt wird. Es wird
eine sta¨rke Separation der Cluster angezeigt als sie in den Daten vorliegt.
Eine Alternative ist die Verwendung possibilistischer Zugeho¨rigkeitsgrade
(Abschnitt 2.7).
Bei der possibilistischen Clusteranalyse wird die Zielfunktion J(X,U,B)
J(X,U,B) =
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m (3.1)
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minimiert unter Beru¨cksichtigung der Restriktion, daß jedem Cluster Daten
zugeordnet werden. Der erste Term der Zielfunktion bewertet die Summe
der mit den Zugeho¨rigkeitsgraden gewichteten Absta¨nde. Der zweite Term
der Zielfunktion verhindert die triviale Lo¨sung, d.h. er verhindert, daß alle
Zugeho¨rigkeitsgrade null sind. ηi ∈ IR>0 ist ein clusterspezifischer Parame-
ter, der die beiden divergierenden Ziele der Terme zueinander gewichtet.
Auf den ersten Blick sieht dieser Ansatz vielversprechend aus. Wenn man
ihn jedoch na¨her betrachtet, sieht man, daß in dem globalen Optimum der
Zielfunktion j alle Cluster identisch sind. Eine optimale Lo¨sung der Ziel-
funktion eines possibilistischen Fuzzy-Clusteringverfahrens liegt dann vor,
wenn in dem Datensatz genau ein Cluster erkannt wird. Die Heteroge-
nita¨tsforderung der Clusteranalyse — Daten, die zu verschiedenen Clustern
geho¨ren, sollen mo¨glichst heterogen sein — wird nicht erfu¨llt.
Die Ursache dieser unerwu¨nschten Eigenschaft ist, daß bei der Minimie-
rung der Zielfunktion lediglich der Abstand der Daten zu den Clustern und
nicht auch die Lage der anderen Cluster beru¨cksichtigt wird. Die Zielfunk-
tion modelliert durch die Minimierung der Absta¨nde zwischen den Clustern
und den ihnen zugeordneten Daten nur die Forderung der Clusteranalyse,
daß Daten, die zu dem gleichen Cluster geho¨ren, mo¨glichst homogen sein
sollen. Da kein partitionierender Effekt wie bei der probabilistischen Fuzzy-
Clusteranalyse auftritt, gibt es daher ”ein“ ”optimales“ Clusterzentrum.
Bei einer ”optimalen“ Lo¨sung der Zielfunktion liegen alle Clusterzentren
auf diesem ”optimalen“ Clusterzentrum. Nur in sehr seltenen Fa¨llen sehr
hoher Symmetrie liegen mehrere optimale Clusterzentren vor.
Die Eigenschaft der possibilistischen Fuzzy-Clusteranalyse, daß bei einer
optimalen Lo¨sung alle Cluster identisch sind, wird im folgenden erla¨utert.
Hierfu¨r nehmen wir an, daß ein Datensatz in zwei Cluster ~β1 und ~β2 zu
unterteilen ist. Die beiden Cluster seien nicht identisch. sumi ist der Wert,
den der Cluster βi zu der Zielfunktion J(X,U,B) beitra¨gt.
sumi =
n∑
j=1
umi,jd
2(~βi, ~xj) + ηi
n∑
j=1
(1− ui,j)m, i = 1, 2. (3.2)
Mit Ausnahme weniger sehr seltener Fa¨lle einer hohen Symmetrie der Daten
gilt entweder sum1 > sum2 oder sum2 > sum1. O.B.d.A. sei sum2 > sum1.
Es gilt: J(X,U,B) = sum1 + sum2.
Da sum2 > sum1, kann J(X,U,B) auf sum1 + sum1 < sum1 + sum2
verkleinert werden, indem ~β2 auf ~β1 gesetzt wird. Im Optimum der Ziel-
funktion gilt also: ~β1 = ~β2. Diese Argumentation kann analog auf mehrere
Cluster u¨bertragen werden.
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Obwohl im Optimum der Zielfunktion eines possibilistischen Clustering-
verfahrens alle Cluster identisch sind1, fu¨hrt die possibilistische Fuzzy-
Clusteranalyse normalerweise zu guten Ergebnissen. (Zur Initialisierung
wird die probabilistische Fuzzy-Clusteranalyse verwendet.) Es werden ver-
schiedene Cluster erkannt. Das Erkennen verschiedener Cluster bedeutet
jedoch, daß nur ein lokales und kein globales Optimum gefunden wurde.
Es wird also bei einem zielfunktionsbasierten Verfahren eine suboptimale
Lo¨sung gesucht. Dies ist aus theoretischer Sicht extrem unbefriedigend! Es
werden daher in diesem Kapitel ein neues zielfunktionsbasiertes possibi-
listisches Fuzzy-Clusteringverfahren und ein neues possibilistisches Fuzzy-
Clusteringverfahren auf der Grundlage des ACE vorgestellt, die possibilisti-
sche Zugeho¨rigkeitsgrade verwenden und die Erkennung identischer Cluster
verhindern.
3.2 Ein possibilistisches
Fuzzy-Clusteringverfahren
basierend auf Clusterabstoßung
Die Idee des in diesem Abschnitt vorgestellten possibilistischen Fuzzy-
Clusteringverfahrens ist, die Anziehung der Cluster durch die Daten mit ei-
ner Abstoßung zwischen verschiedenen Clustern zu kombinieren. Dies wird
nicht indirekt wie bei der probabilistischen Clusteranalyse durch eine Re-
striktion — fu¨r jedes Datum ist die Summe der Zugeho¨rigkeitsgrade zu allen
Clustern gleich 1 — sondern direkt durch eine Modifikation der Zielfunktion
modelliert [127, 128]. Die Abstoßung zwischen verschiedenen Clustern kann
als Heterogenita¨tsforderung interpretiert werden. Die die jeweilige Klasse
repra¨sentierenden Daten sollen mo¨glichst una¨hnlich sein. Die Zielfunktion
beinhaltet bei diesem Ansatz daher sowohl die Homogenita¨tsforderung fu¨r
Daten, die zu dem gleichen Cluster geho¨ren, (Minimierung der Absta¨nde
zwischen den Clustern bzw. ihren typischen Daten und den ihnen zuge-
ordneten Daten) und die Heterogenita¨tsforderung zwischen Daten, die zu
verschiedenen Clustern geho¨ren (Maximierung der Absta¨nde zwischen den
Clustern bzw. zwischen den typischen Daten der Cluster).
Eine geeignete Zielfunktion sollte die folgenden Kriterien erfu¨llen:
• Der Abstand zwischen den Clustern und den ihnen zugeordneten Da-
ten soll minimiert werden.
1Mit Ausnahme einiger seltener Fa¨lle hoher Symmetrie in den Datensa¨tzen.
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• Der Abstand zwischen den Clustern soll maximiert werden.
• Es soll keine leeren Cluster geben, d.h. jedem Cluster sind Daten zu-
zuordnen.
• Die Zugeho¨rigkeitsgrade der Daten sollen mo¨glichst eindeutig, d.h.
nahe 1 bzw. nahe 0 sein. Die triviale Lo¨sung, alle Zugeho¨rigkeitsgrade
ui,j sind 0, ist zu verhindern.
Die Forderungen sind denen der in Abschnitt 2.7 vorgestellten possibili-
stischen Fuzzy-Clusteranalyse sehr a¨hnlich. Sie werden wie folgt modelliert:
• Die Anziehung zwischen den Daten und den Clustern ist durch den
Ausdruck
∑c
i=1
∑n
j=1 u
m
i,jd
2(~βi, ~xj) modelliert.
• Um die triviale Lo¨sung zu vermeiden, wird wie in (2.22) der Term∑c
i=1 ηi
∑n
j=1(1− ui,j)m verwendet.
• Die Forderung, daß jedem Cluster Daten zuzuordnen sind, wird durch
die Restriktion
∑n
j=1 ui,j > 0 ∀i ∈ {0, . . . , c} beru¨cksichtigt.
• Die Abstoßung zwischen den Clustern wird durch einen Term analog
zu der Anziehung zwischen den Daten und den Clustern modelliert.
Dieser Term hat einen kleineren Wert, wenn die Absta¨nde zwischen
den Clustern gro¨ßer werden.
Die einfachste Mo¨glichkeit, die Abstoßung zwischen den Clustern zu mo-
dellieren, ist, die Summe des quadrierten Abstands zwischen den Clustern
in der Zielfunktion zu subtrahieren. Dieser naheliegende Ansatz ist jedoch
nicht geeignet, da diese Summe mit zunehmendem Abstand sta¨rker wa¨chst
als die Summe der Absta¨nde zwischen den Clustern und den ihnen zugeord-
neten Daten. D.h. die Absta¨nde zwischen den Clustern sind das dominie-
rende Klassifikationskriterium. Eine ”optimale“ Lo¨sung ist bei dieser Mo-
dellierung, alle Daten einem Cluster zuzuordnen und alle Cluster mo¨glichst
weit voneinander zu entfernen.
Um diese unerwu¨nschte ”Explosion“ der Cluster zu vermeiden, sollte der
Einfluß der Abstoßung zwischen den Clustern mit zunehmendem Abstand
zwischen den Clustern abnehmen, so daß ab einem bestimmten Abstand
die Anziehung der Cluster durch die Daten gro¨ßer ist als die Abstoßung
durch die anderen Cluster. Wenn die Cluster gut separiert sind, sollte die
Klassifikation (nahezu ausschließlich) auf den Absta¨nden der Daten zu den
Clustern basieren. Daneben ist sicherzustellen, daß bei einem sehr gerin-
gen Abstand zwischen zwei Clustern die Abstoßung zwischen den Clustern
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Abbildung 3.1: Die Funktion
f(x) = 1x∗x .
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Abbildung 3.2: Die Funktion
f(x) = 1ex∗x .
das dominierende Kriterium bei der Berechnung der Clusterprototypen ist.
Die Abstoßung zwischen den Clustern kann z.B. durch
∑c
k=1,k 6=i
1
d2(~βi,~βj)
oder durch
∑c
k=1,k 6=i e
−d2(~βi,~βk) modelliert werden, vgl. Abb. 3.1 und 3.2.
Bei beiden Funktionen ist ab einem Abstand von ungefa¨hr 2 die Absto-
ßung zwischen benachbarten Clustern vernachla¨ssigbar. Bei der Modellie-
rung der Abstoßung durch den Ausdruck 1
d2(~βi,~βj)
ist bei dicht benachbarten
Clustern die Abstoßung sehr groß. Demgegenu¨ber ist bei der Modellierung
mittels e−d
2(~βi,~βk) durch die Wahl eines Parameters γi, sicherzustellen, daß
die Abstoßung nah benachbarter Cluster hinreichend groß ist.
Bei der Berechnung der Strafterme fu¨r die Abstoßung zwischen zwei be-
nachbarten Clustern ist ggf. der Abstand zwischen zwei Clustern d2(~βi, ~βk)
durch die Verwendung von ζ · d2(~βi, ~βk), ζ ∈ IR+ zu skalieren, um die Ab-
stoßung den in dem Datensatz vorliegenden Absta¨nden anzupassen.
Im folgenden Abschnitt werden possibilistische Varianten des Fuzzy-C-
Means-Algorithmus und des Gustafson–Kessel-Algorithmus betrachtet, bei
denen die Abstoßung zwischen den Clustern durch die Ausdru¨cke
γi
∑c
k=1,k 6=i
1
ζd2(~βi,~βj)
bzw. γi
∑c
k=1,k 6=i e
ζ−d2(~βi,~βk) modelliert wird. Bei der
Verwendung anderer Ausdru¨cke fu¨r die Abstoßung zwischen benachbarten
Clustern ist die Berechnung der Clusterprototypen entsprechend zu modi-
fizieren.
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Die Zielfunktion des Klassifikationsproblems ist
J1(X,U,B) =
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
c∑
k=1,k 6=i
1
ζd2(~βi, ~βk)
(3.3)
bzw.
J2(X,U,B) =
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
c∑
k=1,k 6=i
e−ζd
2(~βi,~βk). (3.4)
Diese Funktion ist unter Beru¨cksichtigung der Restriktion
∑n
j=1 ui,j > 0 fu¨r
alle i ∈ {1, . . . , c} zu minimieren. γi ist ein clusterspezifischer Parameter,
der fu¨r den Cluster ~βi die Abstoßung durch die anderen Cluster in Relation
zu der Anziehung durch die dem Cluster zugeordneten Daten setzt.
Die Minimierung von (3.3) bzw. (3.4) nach den Zugehho¨rigkeitsgraden
fu¨hrt zu possibilistischen Zugeho¨rigkeitsgraden, vgl. (2.23).
3.3 Berechnung der Clusterprototypen
Die Berechnung der Clusterprototypen ha¨ngt von dem verwendeten Fuzzy-
Clusteringverfahren ab. Im folgenden werden der Fuzzy-C-Means-
Algorithmus und der Gustafson–Kessel-Algorithmus betrachtet.2
3.3.1 Variante des Fuzzy-C-Means-Algorithmus
Bei dem Fuzzy-C-Means-Algorithmus werden die Cluster nur durch ihre
Zentren ~zi beschrieben. Es wird der euklidische Abstand verwendet.
2Der FMLE wird nicht betrachtet, da die Verbindung der possibilistischen Zugeho¨rig-
keitsgrade mit der exponentiellen Abstandsfunktion sehr ha¨ufig zu schlechten Klassifika-
tionsergebnissen fu¨hrt.
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Die Ableitung der Zielfunktion (3.3) nach den Clusterzentren unter
Beru¨cksichtigung der Restriktion (2.3) fu¨hrt zu
n∑
j=1
umi,j(~xj − ~zi)−
γi
ζ
c∑
k=1,k 6=i
1
d2(~zk, ~zi) · d2(~zk, ~zi) (~zk − ~zi) = 0. (3.5)
Dies wird im folgenden gezeigt.
Die Clustereinteilung minimiere die Zielfunktion J1(X,U,B). Dann sind
alle Richtungsableitungen von J1 nach ~zi gleich 0. Daher gilt fu¨r alle ~ξ ∈ IRp
mit t ∈ IR:
0 =
∂
∂~zi
J1(X,U,B)
=
∂
∂~zi
 c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
c∑
k=1,k 6=i
1
ζd2(~βi, ~βk)

=
n∑
j=1
umi,j
∂
∂~zi
||~xj − ~zi||2 + γi
ζ
c∑
k=1,k 6=i
∂
∂~zi
(
1
||~zk − ~zi||2
)
=
n∑
j=1
umi,j lim
t→0
||~xj − (~zi + t~ξ)||2 − ||~xj − ~zi||2
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0
(
1
t
(
1
||~zk − (~zi + t~ξ)||2
− 1||~zk − ~zi||2
))
=
n∑
j=1
umi,j lim
t→0
||(~xj − ~zi)− t~ξ||2 − ||~xj − ~zi||2
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0
(
1
t
(
1
||(~zk − ~zi)− t~ξ||2
− 1||~zk − ~zi||2
))
=
n∑
j=1
umi,j lim
t→0
−2t(~xj − ~zi)>~ξ + t2~ξ>~ξ
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0
(
1
t
2t(~zk − ~zi)>~ξ − t2~ξ>~ξ
||(~zk − ~zi)− t~ξ||2 · ||~zk − ~zi||2
)
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= −2
n∑
j=1
umi,j(~xj − ~zi)>~ξ +
γi
ζ
c∑
k=1,k 6=i
2(~zk − ~zi)>~ξ
||~zk − ~zi||2 · ||~zk − ~zi||2
⇒
0 =
n∑
j=1
umi,j(~xj − ~zi)−
γi
ζ
c∑
k=1,k 6=i
1
d2(~zk, ~zi) · d2(~zk, ~zi) (~zk − ~zi)
Analytisch ist das Gleichungssystem (3.5) nicht allgemein fu¨r beliebige
p ∈ IN>0 lo¨sbar. Alternativ bietet sich daher eine iterative Berechnung der
Clusterzentren durch
~zi =
∑n
j=1 u
m
i,j~xj − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
~zk∑n
j=1 u
m
i,j − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
(3.6)
an. (3.6) erha¨lt man durch Auflo¨sung von (3.5) nach ~zi. Die Absta¨nde zwi-
schen den Clustern d2(~zk, ~zi) werden dabei nicht nach ~zi aufgelo¨st. Die Be-
rechnung von ~zi wird solange wiederholt, bis ||~z(new)i − ~z(old)i || <  gilt.
Wenn man sich voru¨bergehend von der dynamischen Betrachtung lo¨st
und in jeder Iteration die Clusterzentren wie Datenpunkte, d.h. fixe Punkte,
betrachtet, kann in (3.6) der Ausdruck 1d4(~zk,~zi) als Zugeho¨rigkeitsgrad bzw.
Einflußgrad des Clusters ~βk zu dem Cluster ~βi analog zu dem Zugeho¨rig-
keitsgrad umi,j des Datums ~xj zu dem Cluster ~βi gedeutet werden. D.h. das
neue Zentrum wird berechnet als das mit Zugeho¨rigkeitsgraden gewichtete
Mittel der Daten und der mit den (negativen) Einflußgraden gewichteten
anderen Clusterzentren. Bei dieser Betrachtung entfa¨llt die Problematik der
iterativen Berechnung der Clusterzentren innerhalb der Iterationen der al-
ternierenden Optimierung des Fuzzy-Clusteringverfahrens.
Das Ziel der Berechnung der Clusterprototypen ist, zu verhindern, daß
identische Cluster gefunden werden. Die exakte Sta¨rke der Abstoßung ist in
den ersten Iterationen des Fuzzy-Clusteringverfahrens demgegenu¨ber noch
nicht so wichtig. In den spa¨teren Iterationen vera¨ndern die Clusterzentren
ihre Lage nur noch geringfu¨gig. Es gilt ~z(neu)i ≈ ~z(alt)i . Die nach (3.6) berech-
nete Lo¨sung des Fuzzy-Clusteringverfahrens erfu¨llt damit das notwendige
Kriterium fu¨r eine optimale Lo¨sung der Zielfunktion.
Analog kann gezeigt werden, daß die Ableitung der Zielfunktion (3.4)
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nach den Clusterzentren unter Beru¨cksichtigung der Restriktion (2.3) zu
n∑
j=1
umi,j(~xj − ~zi)− γiζ
c∑
k=1,k 6=i
(~zk − ~zi)e−ζd2(~zk,~zi) = 0 (3.7)
fu¨hrt.
Ebenso wie (3.5) ist auch das Gleichungssystem (3.4) nicht allgemein
analytisch lo¨sbar. Die Clusterzentren werden daher durch
~zi =
∑n
j=1 u
m
i,j~xj − γiζ
∑c
k=1,k 6=i ~zke
−ζd2(~zk,~zi)∑n
j=1 u
m
i,j − γiζ
∑c
k=1,k 6=i e−ζd
2(~zk,~zi)
(3.8)
berechnet. Analog zu (3.6) werden auch bei (3.8) auf der rechten Seite die
Werte der vorhergehenden Iteration verwendet.
Sowohl (3.6) als auch (3.8) verdeutlichen das Charakteristikum dieses
Ansatzes. Die Clusterzentren werden von den ihnen zugeordneten Daten
angezogen und von den anderen Clustern abgestoßen. Die Ausdru¨cke zur
Berechnung der Clusterzentren zeigen, daß die Abstoßung zwischen den
Clustern bei der Berechnung der Clusterprototypen durch das ”Entfernen“
bzw. ”Nichtberu¨cksichtigen“ von Daten aus der Gegend eines benachbarten
Clusterzentrums modelliert wird. Das mit einem ”Einflußgrad“ gewichtete
Clusterzentrum wird bei der Berechnung des Zentrums subtrahiert. Diese
Vorgehensweise ist jedoch nur sinnvoll, wenn eine Anziehung vorliegt. Damit
der Ausdruck sinnvoll bleibt, muß daher
n∑
j=1
umi,j −
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
> 0
bzw.
n∑
j=1
umi,j − γiζ
c∑
k=1,k 6=i
e−ζd
2(~zk,~zi) > 0
gelten. Die Problematik wird im folgenden kurz erla¨utert.
Falls zwei Cluster ~βi und ~βl nahezu identisch sind, ist die abstoßende
Kraft zwischen den beiden Clustern wesentlich gro¨ßer als die anziehende
Kraft durch die Daten oder die abstoßende Kraft durch andere Cluster.
Dies fu¨hrt bei der Berechnung der Clusterzentren nach (3.6) zu
~zi =
∑n
j=1 u
m
i,j~xj − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
~zk∑n
j=1 u
m
i,j − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
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≈
−γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
~zk
−γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
≈
−γiζ 1d4(~zl,~zi)~zl
−γiζ 1d4(~zl,~zi)
≈ ~zl.
Analog gilt fu¨r die Berechnung des Zentrums ~zl: ~zl ≈ ~zi. Die Cluster tau-
schen ihre Lage.
Der Fall, daß bei einem Cluster ~βi das Gewicht der Abstoßung durch die
Cluster sta¨rker als das Gewicht der Anziehung durch die Daten ist, kann
so interpretiert werden, daß fu¨r die Beschreibung der in diesem ”Gebiet“
des Datensatzes vorliegenden Cluster der Cluster ~βi nicht beno¨tigt wird. Es
bietet sich daher an, diesen Cluster in ein anderes ”Gebiet“ des Datensatzes
zu ”legen“, in dem weniger Cluster sind. Dies kann z.B. erfolgen, indem man
das Clusterzentrum dieses Clusters auf das Datum mit dem geringsten ma-
ximalen Zugeho¨rigkeitsgrad zu einem Cluster (min1≤j≤n{max1≤i≤c{ui,j})
setzt. Hierbei sollte man sicherstellen, daß es sich nicht um ein Sto¨rdatum
handelt. D.h. es sollten in der Umgebung des Datums weitere Daten liegen.
3.3.2 Variante des Gustafson–Kessel-Algorithmus
Bei dem Gustafson–Kessel-Algorithmus werden die Cluster durch ihre Zen-
tren ~zi und ihre Kovarianzmatrizen Covi bzw. die aus Covi abgeleitete
Normmatrix Ai beschrieben. Es wird der Mahalanobis-Abstand verwendet.
Der Abstand eines Datums zu einem Cluster ist von den Parametern des
Clusters abha¨ngig. Im Gegensatz zu dem Fuzzy-C-Means-Algorithmus ist
der Abstand zwischen zwei Clustern bei dem Gustafson–Kessel-Algorithmus
nicht eindeutig definiert. Es kann z.B. der euklidische Abstand zwischen
den Clusterzentren oder der Mahalanobis-Abstand zwischen den Clustern
mit Verwendung der Normmatrizen beider Cluster verwendet werden. Die
Verwendung des Mahalanobis-Abstands bietet gegenu¨ber dem euklidischen
Abstand den Vorteil, daß die Form der Cluster mit beru¨cksichtigt wird.
Daher wird in diesem Abschnitt der Abstand zwischen Clustern durch den
Mahalanobis-Abstand berechnet.
Der Abstand zwischen zwei Clustern ~βi und ~βk wird in diesem Abschnitt
als
d2(~βi, ~βk) =
1
2
(
(~zi − ~zk)>Ai(~zi − ~zk) + (~zi − ~zk)>Ak(~zi − ~zk)
)
(3.9)
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definiert.
Alternativ ko¨nnte auch der Abstand
d2(~βi, ~βk) = (~zi − ~zk)>Ai(~zi − ~zk)
verwendet werden. Der Abstand eines Clusters ~βi zu einem anderen Cluster
~βk wird in diesem Fall nur unter Beru¨cksichtigung der Form des Clusters
~βi bestimmt. Dies hat jedoch den Nachteil, daß d2(~βi, ~βk) = d2(~βk, ~βi) nur
gilt, wenn beide Cluster die gleiche Form haben. Ansonsten ist d2(~βi, ~βk) 6=
d2(~βk, ~βi). Dies bedeutet, daß die abstoßende Wirkung, die der Cluster ~βk
auf den Cluster ~βi ausu¨bt, ungleich der ist, die der Cluster ~βi auf den Cluster
~βk ausu¨bt. Dies widerspricht jedoch der Intuition!
Die Verwendung des Abstands (3.9) fu¨hrt bei der Variante des Algorith-
mus von Gustafson–Kessel fu¨r die Zielfunktion J1(X,U,B) zu folgendem
Ausdruck fu¨r die Berechnung der Clusterzentren:
n∑
j=1
umi,j(~xj−~zi)−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
(~zk − ~zi)>Ai + (~zk − ~zi)>Ak
)
= 0.
(3.10)
Dies wird im folgenden gezeigt.
Die Clustereinteilung minimiere die Zielfunktion J1(X,U,B). Dann sind
alle Richtungsableitungen von J1 nach ~zi gleich 0. Mit
(~xj − ~zi)>Ai(~xj − ~zi) = ||~xj − ~zi||2Ai
gilt fu¨r alle ~ξ ∈ IRp mit t ∈ IR:
0 =
∂
∂~zi
J1(X,U,B)
=
∂
∂~zi
 c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
c∑
k=1,k 6=i
1
ζd2(~βi, ~βk)

=
n∑
j=1
umi,j
∂
∂~zi
||~xj − ~zi||2Ai
+
γi
ζ
c∑
k=1,k 6=i
∂
∂~zi
(
1
1
2
(||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak)
)
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=
n∑
j=1
umi,j lim
t→0
||~xj − (~zi + t~ξ)||2Ai − ||~xj − ~zi||2Ai
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0
1
t
 1
1
2
(
||(~zi + t~ξ)− ~zk||2Ai + ||(~zi + t~ξ)− ~zk||2Ak
)
− 11
2
(||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak)
))
=
n∑
j=1
umi,j lim
t→0
||(~xj − ~zi)− t~ξ)||2Ai − ||~xj − ~zi||2Ai
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0
1
t
 1
1
2
(
||(~zi − ~zk) + t~ξ||2Ai + ||(~zi − ~zk) + t~ξ)||2Ak
)
− 11
2
(||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak)
))
=
n∑
j=1
umi,j lim
t→0
−2t(~xj − ~zi)>Ai~ξ + t2~ξ>Ai~ξ
t
+
γi
ζ
c∑
k=1,k 6=i
lim
t→0(
1
t
−2t(~zi − ~zk)>Ai~ξ − t2~ξ>Ai~ξ − 2t(~zi − ~zk)>Ak~ξ − t2~ξ>Ak~ξ
1
2 (||(~zi − ~zk) + t~ξ||2Ai + ||(~zi − ~zk) + t~ξ)||2Ak)
· 1
(||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak)
)
= −2
n∑
j=1
umi,j(~xj − ~zi)>~ξ
+
γi
ζ
2(~zk − ~zi)>Ai~ξ + 2(~zk − ~zi)>Ak~ξ
1
2
(||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak) · (||~zi − ~zk||2Ai + ||~zi − ~zk||2Ak)⇒
0 =
n∑
j=1
umi,j(~xj − ~zi)>1I
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−γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
(~zk − ~zi)>Ai + (~zk − ~zi)>Ak
)
Analytisch ist das Gleichungssystem (3.10) nicht allgemein fu¨r beliebi-
ge p ∈ IN>0 lo¨sbar. Alternativ bietet sich eine iterative Berechnung der
Clusterzentren durch
~zi =
 n∑
j=1
umi,j 1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
A>i +A
>
k
)−1
·
 n∑
j=1
umi,j~x
>
j −
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>k Ai + ~z
>
k Ak
)>(3.11)
an. Die Berechnung wird solange wiederholt, bis ||~z(new)i − ~z(old)i || <  gilt.
Analog zu den Betrachtungen bei der Variante des Fuzzy-C-Means-
Algorithmus kann in (3.11) der Ausdruck 1d4(~zk,~zi) als Zugeho¨rigkeitsgrad
bzw. Einflußgrad des Clusters ~βk zu dem Cluster ~βi analog zu dem Zu-
geho¨rigkeitsgrad umi,j gedeutet werden. Das neue Zentrum wird als das mit
den Zugeho¨rigkeitsgraden der Daten und der (negativen) Einflußgrade der
Cluster gewichtete Mittel der Daten und der Clusterzentren berechnet. Ei-
ne iterative Berechnung ist bei dieser Berechnung nicht erforderlich. Nach
Konvergenz des Verfahrens gilt ~z(neu)i ≈ ~z(alt)i . Das notwendige Kriterium
fu¨r eine optimale Lo¨sung der Zielfunktion ist erfu¨llt.
(3.11) erha¨lt man durch Umformung von (3.10):
n∑
j=1
umi,j~z
>
i 1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>i Ai + ~z
>
i Ak
)
=
n∑
j=1
umi,j~x
>
j 1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>k Ai + ~z
>
k Ak
)
⇒  n∑
j=1
umi,j1I− γi
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
A>i +A
>
k
)~zi
>
=
n∑
j=1
umi,j~x
>
j 1I− γi
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>k Ai + ~z
>
k Ak
)
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⇒  n∑
j=1
umi,j1I− γi
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
A>i +A
>
k
)~zi
=
 n∑
j=1
umi,j~x
>
j 1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>k Ai + ~z
>
k Ak
)>
⇒
~zi =
 n∑
j=1
umi,j1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
A>i +A
>
k
)−1
·
 n∑
j=1
umi,j~x
>
j 1I−
γi
ζ
c∑
k=1,k 6=i
1
d4(~zk, ~zi)
1
2
(
~z>k Ai + ~z
>
k Ak
)>
Die Ableitung der Zielfunktion (3.3) nach der Normmatrix Ai unter
Beru¨cksichtigung der Restriktion (2.3) fu¨hrt zu :
Ai = p
√
det(Si)S−1i . (3.12)
Dabei ist
Si =
n∑
j=1
umi,j(~xj−~zi)(~xj−~zi)>−
γi
ζ
c∑
k=1
(~zk−~zi)(~zk−~zi)> 1
2d4(~βi, ~βk)
. (3.13)
Ebenso wie der Ausdruck zur Berechnung des Clusterzentrums (3.11) stel-
len auch die Ausdru¨cke zur Berechnung von Ai (3.12) und Si (3.13) keine
analytische Lo¨sung dar, da der Abstand zwischen den Clustern d2(~βi, ~βk)
auf Ai basiert. Im folgenden werden (3.12) und (3.13) hergeleitet.
Bei dem Gustafson–Kessel-Algorithmus besitzt jeder Cluster die gleiche
Gro¨ße. Hierfu¨r wird die Determinante der Normmatrix Ai auf 1 normiert.
Unter Verwendung von c Lagrangeschen Multiplikatoren λi wird daher die
Zielfunktion modifiziert zu
J1(X,U,B) =
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
c∑
k=1,k 6=i
1
ζd2(~βi, ~βk)
−
c∑
i=1
λi(det(A)i − 1) (3.14)
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Es gilt ∇~x>j Ai~xj = ~xj~x>j und ∇ det(Ai) = det(Ai)A−1i [65]. Aus der
Minimalita¨t folgt das Verschwinden des Gradienten. Es gilt:
0 = ∇J1(X,U,B)
= ∇
 c∑
i=1
n∑
j=1
umi,j(~xj − ~zi)>Ai(~xj − ~zi) +
c∑
i=1
ηi
n∑
j=1
(1− ui,j)m
+
c∑
i=1
γi
ζ
c∑
k=1,k 6=i
1
1
2 ((~zi − ~zk)>Ai(~zi − ~zk) + (~zi − ~zk)>Ak(~zi − ~zk))
−
c∑
i=1
λi(det(A)i − 1)
)
=
n∑
j=1
umi,j(~xj − ~zi)(~xj − ~zi)>
+
γi
ζ
c∑
k=1
(−1)1
2
(~zi − ~zk)(~zi − ~zk)>
· 1(
1
2 ((~zi − ~zk)>Ai(~zi − ~zk) + (~zi − ~zk)>Ak(~zi − ~zk))
)2
−λi det(Ai)A−1i
=
n∑
j=1
umi,j(~xj − ~zi)(~xj − ~zi)>
+
γi
ζ
c∑
k=1
(−1)1
2
(~zi − ~zk)(~zi − ~zk)> 1
d2(~βi, ~βk)d2(~βi, ~βk)
−λi det(Ai)A−1i
⇒
λi det(Ai)A−1i =
n∑
j=1
umi,j(~xj − ~zi)(~xj − ~zi)>
+
γi
ζ
c∑
k=1
(−1)1
2
(~zi − ~zk)(~zi − ~zk)>
· 1
d2(~βi, ~βk)d2(~βi, ~βk)
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Da det(Ai) = 1, gilt mit (3.13)
Si = λiA−1i
⇔ SiAi = λi 1I
⇒ det(SiAi) = λpi
⇔ λi = p
√
det(Si) det(Ai) = p
√
det(Si)
⇒ Ai = p
√
det(Si)S−1i
Analog kann man zeigen, daß die Ableitung der Zielfunktion (3.4) nach
den Clusterzentren ~zi zu
n∑
j=1
umi,j(~xj−~zi)−γiζ
c∑
k=1,k 6=i
e−ζd
2(~βi,~βk)
1
2
(
(~zk − ~zi)>Ai + (~zk − ~zi)>Ak
)
= 0
fu¨hrt.
Durch Umformung erha¨lt man:
~zi =
 n∑
j=1
umi,j 1I−γiζ
c∑
k=1,k 6=i
e−d
2(~βi,~βk)
1
2
(
A>i +A
>
k
)−1
·
 n∑
j=1
umi,j~xj − γiζ
c∑
k=1,k 6=i
e−d
2(~βi,~βk)
1
2
(
~z>k Ai + ~z
>
k Ak
)>(3.15)
Die Ableitung der Zielfunktion (3.4) nach den Normmatrizen Ai fu¨hrt
zu
Ai = p
√
det(Si)S−1i . (3.16)
Hierbei ist
Si =
n∑
j=1
umi,j(~xj−~zi)(~xj−~zi)>−γiζ
c∑
k=1
(~zk−~zi)(~zk−~zi)>e−ζd2(~βi,~βk). (3.17)
Die Ausdru¨cke zur Berechnung der Clusterzentren und der Normmatri-
zen veranschaulichen den Effekt der Idee des Verfahrens. Wenn zwei Cluster
nah benachbart sind, stoßen sie sich durch die Berechnung der Zentren ge-
genseitig ab. Gleichzeitig wird die Form der Cluster etwas modifiziert. Bei
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weit entfernten Clustern werden demgegenu¨ber die Clusterzentren und die
Normmatrix ohne (wesentliche) Beeinflussung durch andere Cluster berech-
net.
Falls bei einem Cluster ~βi die abstoßende Wirkung der anderen Cluster
die anziehende Wirkung durch die Daten u¨bersteigt, bietet es sich an, den
Cluster in ein anderes ”Gebiet“ des Datensatzes zu ”legen“, in dem weniger
Cluster sind (vgl. die diesbezu¨glichen Betrachtungen fu¨r die Variante des
Fuzzy-C-Means-Algorithmus). Als neue Form des Clusters sollte eine Hy-
perkugel gewa¨hlt werden. D.h. die Normmatrix Ai ist die Einheitsmatrix.
3.3.3 Bestimmung des Parameters γi
Der Parameter γi ∈ IR>0 setzt die Abstoßung des Clusters ~βi durch be-
nachbarte Cluster in Relation zu der Anziehung durch Daten. Bei γi =
0, i = 1 . . . c liegt das in Kapitel 2.7 vorgestellte possibilistische Fuzzy-
Clusteringverfahren vor. Je gro¨ßer γi gewa¨hlt wird, desto sta¨rker wird die
Abstoßung durch benachbarte Cluster gewichtet. Durch die Wahl der Ab-
stoßungsfunktion ist jedoch sichergestellt, daß eine Abstoßung nur durch
benachbarte Cluster und nicht durch alle Cluster stattfindet. Mit zuneh-
mendem Abstand der Cluster von einander verliert der Parameter γi durch
die Modellierung der Abstoßung bzw. des Einflußgrads benachbarter Cluster
stark an Bedeutung. Der Abstoßungseffekt geht mit zunehmender Entfer-
nung der Cluster voneinander gegen 0.
Neben der Gewichtung der Anziehung durch die Daten zu der Abstoßung
durch andere Cluster kann der Parameter γi als Korrekturfaktor fu¨r die
Anzahl der Daten bzw. der Summe ihrer Zugeho¨rigkeitsgrade dienen. Wenn
man z.B. den Ausdruck zur Berechnung der Cluster
~zi =
∑n
j=1 u
m
i,j~xj − γζ
∑c
k=1,k 6=i ~zke
−ζd2(~zk,~zi)∑n
j=1 u
m
i,j − γζ
∑c
k=1,k 6=i e−ζd
2(~zk,~zi)
mit γi = γ betrachtet, sieht man, daß bei ”großen“ Clustern die Absto-
ßung geringer ist als bei ”kleinen“ Clustern. Durch eine clusterspezifische
Abstoßung γi = γ
∑n
j=1 u
m
i,j kann diese Problematik vermieden werden.
Bei der Wahl von γi ist sicherzustellen, daß die Ausdru¨cke zur Berech-
nung der Clusterprototypen sinnvoll bleiben. Die Abstoßung durch einen
Cluster kann als Aufhebung der Anziehung durch Daten aus dem Gebiet
dieses Clusters interpretiert werden. Die Abstoßung durch Cluster sollte da-
her kleiner sein als die Anziehung durch Daten. Falls dies fu¨r einen Cluster
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nicht erfu¨llt ist, bietet es sich an, diesen Cluster neu zu initialisieren. An-
schaulich kann der Fall, daß die Abstoßung durch andere Cluster gro¨ßer als
die Anziehung durch Daten ist, so interpretiert werden, daß die betreffende
Region im Datenraum durch Cluster ”gut abgedeckt ist“.
Im folgenden wird der Parameter γi anhand der possibilistischen Vari-
ante des Fuzzy-C-Means-Algorithmus betrachtet. Die Abstoßung zwischen
benachbarten Clustern wird durch
γi
c∑
k=1,k 6=i
1
ζd2(~βi, ~βj)
bzw. γi
c∑
k=1,k 6=i
eζ−d
2(~βi,~βk)
modelliert. Die Clusterzentren werden durch (3.6) bzw. (3.8) berechnet. Der
Parameter ζ fu¨r die Normierung des Abstands wird auf 1 gesetzt. Entspre-
chend den vorhergehenden Betrachtungen wird γi durch γi = γ
∑n
j=1 u
m
i,j
berechnet. Der Parameter η sowie die Zugeho¨rigkeitsgrade ui,j fu¨r die Be-
rechnung von γi werden mit den Ergebnissen des vorher durchgefu¨hrten
probabilistischen Fuzzy-C-Means-Algorithmus berechnet. Als Testdatensatz
dienen die Irisdaten [48]. Zur Klassifikation wurden nur die Attribute ”petal
length“ und ”petal width“ verwendet, da diese die meiste klassifikationsre-
levante Information enthalten. Dies ermo¨glicht eine bessere Visualisierung
der Wirkung von γi.
Abb. 3.3 zeigt die Klassifikation des Datensatzes durch den probabili-
stischen Fuzzy-C-Means-Algorithmus. Die Cluster haben die Farben blau,
gru¨n und rot. Mit einem abnehmenden Zugeho¨rigkeitsgrad wird die Far-
be dunkler. Die partitionierende Eigenschaft der probabilistischen Fuzzy-
Clusteranalyse ist gut erkennbar.
Abb. 3.4 zeigt die Klassifikation mit dem possibilistischen Fuzzy-C-
Means-Algorithmus. Da das Verfahren mit dem probabilistischen Fuzzy-
C-Means-Algorithmus initialisiert wurde, werden zwei Cluster erkannt. Der
gru¨ne und der blaue Cluster der probabilistischen Fuzzy -Clusteranalyse
werden durch einen Cluster beschrieben.
Fu¨r γ = 0 ist die in diesem Kapitel vorgestellte Variante der possibi-
listischen Fuzzy-Clusteranalyse mit der ”u¨blichen“ possibilistischen Fuzzy-
Clusteranalyse identisch. Eine abstoßende Wirkung zwischen Clustern tritt
bei γ > 0 auf. Die Abbildungen 3.5, 3.6, 3.7, 3.8, 3.9, 3.10, 3.11, 3.12, 3.13
und 3.14 verdeutlichen die Abstoßung zwischen den Clustern in Abha¨ngig-
keit von γ fu¨r die Berechnung der Clusterzentren durch (3.6) bzw. (3.8). Mit
einem gro¨ßeren Wert γ werden der blaue und der gru¨ne Cluster zunehmend
separiert, wa¨hrend der rote Cluster unvera¨ndert bleibt. Die Ursache ist,
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daß der Abstand zwischen den Zentren des roten Clusters und des gru¨nen
bzw. des blauen Clusters hinreichend groß ist, so daß der Abstoßungsgrad
1
d4(~zk,~zi)
bzw. e−ζd
2(~zk,~zi) sehr klein ist. Eine Multiplikation dieses Wertes
mit γi fu¨hrt zu keiner relevanten Vera¨nderung bei der Berechnung der Zu-
geho¨rigkeitsgrade. Demgegenu¨ber ist der Abstand zwischen den Zentren des
blauen und des gru¨nen Clusters gering. Die Multiplikation des Abstoßungs-
grads mit γi spiegelt sich daher bei der Berechnung der Clusterprototypen
wider.
Sofern der Abstand bei der Bestimmung des Abstoßungsgrads so nor-
miert wird, daß 1d4(~zk,~zi) bzw. e
−ζd2(~zk,~zi) nur bei fast identischen Clustern
relevante Werte annimmt, kann das Verfahren hinsichtlich der Wahl von γ
als ziemlich robust angesehen werden.
3.4 Ein weiterer Ansatz, basierend auf
dem Alternating Cluster Estimation
In den vorhergehenden Abschnitten dieses Kapitels 3 wurde die zielfunk-
tionsbasierte possibilistische Fuzzy-Clusteranalyse betrachtet. Eine Erwei-
terung der zielfunktionsbasierten Fuzzy-Clusteranalyse ist das ”Alternating
Cluster Estimation“. Bei diesem Ansatz werden die Ausdru¨cke zur Be-
rechnung der Clusterprototypen bzw. der Zugeho¨rigkeitsgrade ”gescha¨tzt“.
Sie mu¨ssen keine notwendigen Kriterien zur Optimierung der Zielfunktion
sein. Bei der possibilistischen Version des ”Alternating Cluster Estimation“
werden possibilistische Zugeho¨rigkeitsgrade verwendet. Die Berechnung der
Clusterprototypen erfolgt durch entsprechend motivierte Ausdru¨cke. Eine
formale Herleitung ist nicht erforderlich.
Bei dem in den vorhergehenden Abschnitten vorgestellten Ansatz wer-
den identische Cluster verhindert, indem bei der Zielfunktion die Absta¨nde
zwischen den Clustern beru¨cksichtigt werden. Bei einer Modellierung durch∑c
k=1,k 6=i
1
ζd2(~βi,~βj)
fu¨hrt dies bei dem Fuzzy-C-Means-Algorithmus fu¨r die
Berechnung der Clusterzentren zu
~zi =
∑n
j=1 u
m
i,j~xj − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
~zk∑n
j=1 u
m
i,j − γiζ
∑c
k=1,k 6=i
1
d4(~zk,~zi)
.
Dieser Ausdruck kann so interpretiert werden, daß ein Teil der Anziehung
durch die Daten durch die Abstoßung der Clusterzentren benachbarter Clu-
ster aufgehoben wird. Dieser Ausdruck kann auch bei der possibilistischen
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Abbildung 3.3: Clusteranalyse des
Irisdatensatzes mit dem probabilisti-
schen Fuzzy-C-Means-Algorithmus.
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.4: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen Fuzzy-C-Means-Algorithmus.
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.5: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.00001, Attribute ”petal
length“ und ”petal width“.
Abbildung 3.6: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.0001, Attribute ”petal length“
und ”petal width“.
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Abbildung 3.7: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.001, Attribute ”petal length“
und ”petal width“.
Abbildung 3.8: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.01, Attribute ”petal length“
und ”petal width“.
Abbildung 3.9: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.1, Attribute ”petal length“
und ”petal width“.
Abbildung 3.10: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.3).
γ = 0.5, Attribute ”petal length“
und ”petal width“.
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Abbildung 3.11: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.4).
γ = 0.01, Attribute ”petal length“
und ”petal width“.
Abbildung 3.12: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.4).
γ = 0.1, Attribute ”petal length“
und ”petal width“.
Abbildung 3.13: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.4).
γ = 1, Attribute ”petal length“ und
”petal width“.
Abbildung 3.14: Clusteranalyse des
Irisdatensatzes mit dem in diesem
Abschnitt vorgestellten Ansatz ba-
sierend auf der Zielfunktion (3.4).
γ = 4, Attribute ”petal length“ und
”petal width“.
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Version des ”Alternating Cluster Estimation“ verwendet werden. Etwas an-
schaulicher als die Abstoßung durch ”Aufhebung der Anziehung durch Da-
ten“ bei diesem Ausdruck ist jedoch die Abstoßung durch Anziehung aus der
entgegengesetzten Richtung. Diese Idee wird im folgenden na¨her betrachtet.
Die Idee ist, die Abstoßung durch ein Clusterzentrum durch die Anzie-
hung durch einen fiktiven Punkt zu ersetzen. Die Lage des Punktes erha¨lt
man durch Spiegelung des abstoßenden Clusterzentrums ~zk an dem Cluster-
zentrum ~zi, auf das die abstoßende Kraft wirkt. Um die Sta¨rke der Absto-
ßung und die Richtung der abstoßenden Kraft getrennt zu modellieren, soll
der fiktive Punkt von dem Clusterzentrum ~zi einen Abstand von 1 haben.
Der fiktive Punkt wird berechnet durch
(
~zi − ~zk−~zi||~zk−~zi||
)
. Dieser Punkt wird
mit dem Abstoßungsgrad bzw. Einflußgrad des Clusters ~βk auf den Cluster
~βi gewichtet. Mit dieser Modellierung werden die Clusterzentren durch
~zi =
∑n
j=1 u
m
i,j~xj + γi
∑c
k=1,k 6=i u
(~βi)
i,k
(
~zi − ~zk−~zi||~zk−~zi||
)
∑n
j=1 u
m
i,j + γi
∑c
k=1,k 6=i u
(~βi)
i,k
berechnet. γi gewichtet die Abstoßung durch die anderen Cluster zu der An-
ziehung durch die dem Cluster zugeordneten Daten. Die Abstoßung durch
die Cluster wird damit durch
γi
c∑
k=1,k 6=i
u
(~βi)
i,k
(
~zi − ~zk − ~zi||~zk − ~zi||
)
modelliert.
Der Abstoßungsgrad u(
~βi)
i,k des Clusters ~βk auf den Cluster ~βi kann analog
zu den Betrachtungen der vorhergehenden Abschnitte z.B. als
u
(~βi)
i,k =
1
ζd2(~zk, ~zi)
, (3.18)
oder
u
(~βi)
i,k = e
−ζd2(~zk,~zi) (3.19)
definiert werden.3 Der Parameter γi ist in Abha¨ngigkeit von der Modellie-
rung des Einflußgrades u(
~βi)
i,k und ggf. der Summe der Zugeho¨rigkeitsgrade
der dem Cluster zugeordneten Daten zu wa¨hlen.
3Die Modellierung der Abstoßung durch 1
d2(~βi,~βj)
in der Zielfunktion fu¨hrt bei der
Berechnung der Zugeho¨rigkeitsgrade zu einem Abstoßungsgrad von 1
d4(~zk,~zi)
, vgl. 3.6.
Die abstoßende Wirkung der Clusterzentren nimmt daher mit zunehmendem Abstand
sta¨rker ab.
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Fu¨r die Berechnung weiterer Parameter der Clusterprototypen bei an-
deren Fuzzy-Clusteringverfahren, wie z.B. der Kovarianzmatrix bzw. Norm-
matrix bei dem Gustafson–Kessel-Algorithmus, sind analoge U¨berlegungen
hinsichtlich einer ”korrekten“ bzw. ”richtigen“ Berechnung der Parameter
erforderlich.4 Die Kovarianzmatrix kann z.B. berechnet werden, indem sie
in Richtung nah benachbarter Cluster gestaucht wird, so daß die Cluster
sich weniger stark u¨berlappen. Der Nachteil ist jedoch, daß hierdurch die
Form der Cluster nicht mehr allein von den dem Cluster zugeordneten Da-
ten abha¨ngt. Bei dicht benachbarten Clustern hebt die Abstoßung durch die
Cluster den Einfluß der Daten aus dem Gebiet dieses Clusters zumindest
teilweise auf. In dem u¨berlappenden Bereich der beiden Cluster kann dies
als eine Partitionierung der Daten aufgefaßt werden.
Alternativ kann die Berechnung der Kovarianzmatrix auch ohne Beru¨ck-
sichtigung benachbarter Cluster erfolgen. Die Form der Cluster basiert nur
auf den dem Cluster zugeordneten Daten. Hierdurch werden auch bei nah
benachbarten Clustern die Cluster mo¨glichst pra¨zise beschrieben. Durch die
Abstoßung benachbarter Clusterzentren wird dabei sichergestellt, daß die
Cluster nicht identisch sind. Diese Vorgehensweise wird bei den Beispielen
im folgenden Abschnitt verwendet.
3.5 Beispiele
Die in diesem Kapitel vorgestellten possibilistischen Varianten des Fuzzy-C-
Means-Algorithmus und des Gustafson–Kessel-Algorithmus werden im fol-
genden anhand des Irisdatensatzes [48] und des Weindatensatzes [1] na¨her
betrachtet. Der Irisdatensatz wird mit dem Fuzzy-C-Means-Algorithmus
und der Weindatensatz mit dem Gustafson–Kessel-Algorithmus klassifiziert.
Der Irisdatensatz [48] besteht aus den drei Klassen Iris Setosa, Iris Ver-
sicolour und Iris Virginica mit je 50 Daten. Die Daten enthalten vier Attri-
bute, ”sepal length“, ”sepal width“,”petal length“ und ”petal width“. Fu¨r
die Clusteranalyse wurden alle Attribute verwendet.
Bei der Clusteranalyse mit dem probabilistischen Fuzzy-C-Means-
Algorithmus werden 15 Daten falsch klassifiziert. Abb. 3.15 zeigt die Pro-
jektion der Cluster auf die Attribute ”petal length“ und ”petal width“. Die
Sta¨rke des Zugeho¨rigkeitsgrads zu den Clustern wird durch die Fa¨rbung
angedeutet. Eine dunklere Fa¨rbung deutet auf einen geringeren Zugeho¨rig-
4Bei dem Alternating Cluster Estimation sind die Ausdru¨cke zur Berechnung der Clu-
sterprototypen und Zugeho¨rigkeitsgrade nicht zwingend notwendige Kriterien zur Opti-
mierung der Zielfunktion.
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keitsgrad hin. Neben den Daten werden die Clusterzentren und die kreis-
fo¨rmige Form der Cluster angezeigt. Die partitionierende Eigenschaft der
probabilistischen Fuzzy-Clusteranalyse ist gut erkennbar. Abb. 3.17 zeigt
die Zugeho¨rigkeitsgrade der Daten zu den Clustern an. Daten, die der glei-
chen Klasse angeho¨ren, sind benachbart. Eine scharfe Klassifikation ohne
fehlklassifizierte Daten wu¨rde drei Rechtecke aufweisen. Bei der Clusterana-
lyse mit dem possibilistischen Fuzzy-C-Means-Algorithmus werden nur zwei
verschiedene Cluster erkannt. Zwei Cluster sind identisch. Es wurden zwei
Cluster gefunden, da die probabilistische Fuzzy-Clusteranalyse mit den Er-
gebnissen der probabilistischen Fuzzy-Clusteranalyse initialisiert wird. (Die
gefundene Lo¨sung ist also nur ein lokales Optimum.) Abb. 3.18 zeigt die
Zugeho¨rigkeitsgrade der Daten zu den Clustern und Abb. 3.16 zeigt die
Projektion der Cluster auf die Attribute ”petal length“ und ”petal width“.
Der Nachteil der possibilistischen Fuzzy-Clusteranalyse, bei der Berechnung
der Cluster die anderen Cluster weder direkt noch indirekt zu beru¨cksichti-
gen, ist offensichtlich. Die Abbildungen 3.19, 3.20, 3.23, 3.24, 3.21, 3.22, 3.25
und 3.26 zeigen die Ergebnisse der Clusteranalyse mit den verschiedenen in
diesem Kapitel vorgestellten possibilistischen Varianten. Der Parameter ζ
wurde auf 1 gesetzt. Die Anzahl der fehlklassifizierten Daten ist bei jeder
Variante 11. Die Klassifikationsgu¨te hinsichtlich der Anzahl der fehlklas-
sifizierten Daten ist zumindest mit der des probabilistischen Ansatzes ver-
gleichbar. Die Zugeho¨rigkeitsgrade der Daten zu den Clustern verdeutlichen,
daß die Cluster klar erkannt werden. Im Gegensatz zu der probabilistischen
Clusteranalyse geben die Zugeho¨rigkeitsgrade an, wie typisch ein Datum
fu¨r einen Cluster ist. Die Projektionen der Cluster auf die Attribute ”petal
length“ und ”petal width“ verdeutlichen den Unterschied. Wa¨hrend bei der
probabilistischen Fuzzy-Clusteranalyse der gesamte Datenraum zwischen
den Clustern partitioniert ist, entspricht bei der possibilistischen Fuzzy-
Clusteranalyse der Zugeho¨rigkeitsgrad der Form der Cluster.
Der Weindatensatz [1] besteht aus drei Klassen mit 59, 71 und 48 Daten.
Die Daten sind das Resultat einer chemischen Analyse von Weinen aus der
gleichen Region. Bei der Analyse wurden 13 Bestandteile der drei verschie-
denen Weintypen untersucht. Fu¨r die Fuzzy-Clusteranalyse wurden von den
13 Attributen die Attribute 7, 10 und 13 verwendet. Die Abbildungen 3.27,
3.28 und 3.29 zeigen den Datensatz hinsichtlich der drei betrachteten Attri-
bute. Der Datensatz wurde hinsichtlich jedes Attributs auf denWertebereich
[0, 10] skaliert.
Bei der probabilistischen Fuzzy-Clusteranalyse wird der Datensatz mit
7 Fehlern klassifiziert. Abb. 3.30 zeigt die Projektion des Ergebnisses auf
die Attribute 7 und 10. Bei der possibilistischen Fuzzy-Clusteranalyse des
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Abbildung 3.15: Clusteranalyse des
Irisdatensatzes mit dem probabilisti-
schen Fuzzy-C-Means-Algorithmus.
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.16: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen Fuzzy-C-Means-Algorithmus.
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.17: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei der
Clusteranalyse des Irisdatensatzes
mit dem probabilistischen Fuzzy-C-
Means-Algorithmus. Daten, die zu
dem gleichen Cluster geho¨ren, sind
benachbart.
Abbildung 3.18: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei der
Clusteranalyse des Irisdatensatzes
mit dem possibilistischen Fuzzy-C-
Means-Algorithmus. Daten, die zu
dem gleichen Cluster geho¨ren, sind
benachbart.
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Abbildung 3.19: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen Ansatz basierend auf der Ziel-
funktion (3.4). γ = 1, Attribute ”pe-
tal length“ und ”petal width“.
Abbildung 3.20: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen Ansatz basierend auf der Ziel-
funktion (3.3). γ = 1, Attribute ”pe-
tal length“ und ”petal width“.
Abbildung 3.21: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei
der Clusteranalyse des Irisdatensat-
zes mit dem possibilistischen Fuzzy-
C-Means-Algorithmus basierend auf
der Zielfunktion (3.4)(γ = 1). Da-
ten, die zu dem gleichen Cluster
geho¨ren, sind benachbart.
Abbildung 3.22: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei
der Clusteranalyse des Irisdatensat-
zes mit dem possibilistischen Fuzzy-
C-Means-Algorithmus basierend auf
der Zielfunktion (3.3)(γ = 1). Da-
ten, die zu dem gleichen Cluster
geho¨ren, sind benachbart.
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Abbildung 3.23: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen ACE und der Modellierung
der Abstoßung durch (3.18). γ = 0.3,
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.24: Clusteranalyse des
Irisdatensatzes mit dem possibilisti-
schen ACE und der Modellierung
der Abstoßung durch (3.19). γ = 0.5,
Attribute ”petal length“ und ”petal
width“.
Abbildung 3.25: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei
der Clusteranalyse des Irisdatensat-
zes mit dem possibilistischen ACE
und derModellierung der Abstoßung
durch (3.18)(γ = 0.3). Daten, die zu
dem gleichen Cluster geho¨ren, sind
benachbart.
Abbildung 3.26: Zugeho¨rigkeitsgra-
de der Daten zu den Clustern bei
der Clusteranalyse des Irisdatensat-
zes mit dem possibilistischen ACE
und derModellierung der Abstoßung
durch (3.19)(γ = 0.5). Daten, die zu
dem gleichen Cluster geho¨ren, sind
benachbart.
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Weindatensatzes mit dem Gustafson–Kessel-Algorithmus sind trotz der In-
itialisierung mit dem probabilistischen Verfahren alle Cluster identisch, vgl.
Abb. 3.31. Das Verfahren hat das (unerwu¨nschte) globale Optimum der
Zielfunktion gefunden. Durch die in diesem Kapitel 3 vorgestellte Idee der
Beru¨cksichtigung einer Abstoßung zwischen benachbarten Clustern kann
dieses Zusammenfallen der Cluster vermieden werden. Die Abbildungen
3.32, 3.33, 3.34, 3.35, 3.36 und 3.37 zeigen die Ergebnisse der verschiede-
nen possibilistischen Varianten des Gustafson–Kessel-Algorithmus. Um die
Einteilung des Datenraums in Regionen besser erkennen und die Ergeb-
nisse besser mit der probabilistischen Fuzzy-Clusteranalyse vergleichen zu
ko¨nnen, wurde der Datenraum leicht in der Farbe des Cluster, zu dem der
gro¨ßte Zugeho¨rigkeitsgrad vorliegt, eingefa¨rbt.
Mit γ = 1 werden bei dem Ansatz, basierend auf der Zielfunktion (3.3),
28 Daten und bei dem Ansatz, basierend auf der Zielfunktion (3.4), 35 Daten
fehlklassifiziert. Bei dem Ansatz, basierend auf dem ACE und der Model-
lierung der Abstoßung durch (3.18), werden fu¨r γ = 1 25 Daten fehlklas-
sifiziert. Bei dem possibilistischen Ansatz, basierend auf dem ACE und der
Modellierung der Abstoßung durch (3.19), muß γ auf 10 erho¨ht werden,
um eine vergleichbare Klassifizierung zu erhalten. Es werden dann 28 Da-
ten fehlklassifiziert. Die Ursache fu¨r die im Vergleich zum probabilistischen
Gustafson–Kessel-Algorithmus aufgetretenen Abweichungen ist anhand der
Abbildungen 3.32, 3.33, 3.34 und 3.35 erkennbar. Der blaue Cluster wird
durch die Daten des roten und des gru¨nen Clusters angezogen. Im Gegensatz
zu dem probabilistischen Fuzzy-Clusteringverfahren handelt es sich bei dem
possibilistischen um kein partitionierendes Verfahren. Eine große Punktwol-
ke in der Mitte u¨bt daher auf alle Cluster eine starke Anziehungskraft aus.
Die Form des blauen Clusters ist daher ein Kompromiß zwischen den blauen
Datenpunkten am Rand und den Datenpunkten in der Mitte.
Durch eine Erho¨hung des Abstoßungsfaktors γ auf 6 kann bei dem An-
satz, basierend auf der Zielfunktion (3.3), und bei dem Ansatz, basierend
auf dem ACE und der Modellierung der Abstoßung durch (3.18), die Form
des blauen Clusters besser beschrieben werden, vgl. Abb. 3.36 und 3.37. Bei
dem zielfunktionsbasierten Ansatz werden 35 Daten und bei dem ”Alter-
nating Cluster Estimation“ nur 6 Daten falsch klassifiziert. Bei der Model-
lierung der Abstoßung zwischen den Clustern durch die e-Funktion konnte
durch eine Vera¨nderung des Parameters γ der blaue Cluster nicht besser
beschrieben werden. Die Ursache hierfu¨r ist, daß bei der Normierung der
Daten auf den Bereich [0, 10] der Abstand des blauen Clusters zu den an-
deren Clustern so groß ist, daß bei der Modellierung des Abstoßungsgrads
mit der e-Funktion der Abstoßungsgrad so klein ist, daß die Multiplikation
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mit dem Parameter γ nicht ausreicht. Bei der Berechnung der Abstoßung
durch e−d
2(~βi,~βk) ist ab einem Abstand von 2 zwischen benachbarten Clu-
stern die Abstoßung gering und ab einem Abstand von 3 irrelevant, vgl.
Abb. 3.2. Demgegenu¨ber ist bei der Verwendung des Ausdrucks 1
d2(~βi,~βk)
auch bei einem etwas gro¨ßeren Abstand zwischen benachbarten Clustern
noch eine geringfu¨gige Abstoßung vorhanden, die durch eine Erho¨hung von
γ ausgenutzt werden kann, vgl. Abb. 3.1.
Der Unterschied in der Form der berechneten Cluster zwischen den ziel-
funktionsbasierten Ansa¨tzen und den Ansa¨tzen, basierend auf dem ACE, be-
ruht auf der unterschiedlichen Berechnung der Kovarianzmatrix der Cluster.
Bei den zielfunktionsbasierten Ansa¨tzen wird die Kovarianzmatrix durch be-
nachbarte Cluster beeinflußt. Bei den Ansa¨tzen, basierend auf dem ACE,
ist man demgegenu¨ber bei der Berechnungsvorschrift frei. Um die Form der
Cluster mo¨glichst exakt zu beschreiben, wird daher die Kovarianzmatrix
allein aus den dem Cluster zugeordneten Daten berechnet.5
3.6 Bewertung
Im Gegensatz zu der probabilistischen Fuzzy-Clusteranalyse ko¨nnen bei der
possibilistischen Fuzzy-Clusteranalyse die Zugeho¨rigkeitsgrade im Sinne der
Possibilita¨tstheorie interpretiert werden. Aus dem Ergebnis einer possibili-
stischen Fuzzy-Clusteranalyse kann direkt abgelesen werden, wie typisch
ein Datum fu¨r einen Cluster ist. Dies bietet Vorteile bei der Generierung
von Fuzzy-Mengen aus den Zugeho¨rigkeitsgraden, z.B. der Erzeugung von
Fuzzy-Regelsystemen mit Fuzzy-Clusteranalyse [75, 68].
Auch bei Datensa¨tzen, bei denen sich Cluster stark u¨berschneiden, ist
die Verwendung possibilistischer Zugeho¨rigkeitsgrade sinnvoll. Im Gegen-
satz zu der probabilistischen Fuzzy-Clusteranalyse ko¨nnen Daten, die fu¨r
mehrere Cluster typisch sind, zu jedem dieser Cluster einen hohen Zu-
geho¨rigkeitsgrad aufweisen. Dies fu¨hrt dazu, daß bei einem großen An-
teil von Daten, die mehreren Clustern zuzuordnen sind, die possibilistische
Fuzzy-Clusteranalyse die Struktur der Daten besser beschreibt, wa¨hrend die
probabilistische Fuzzy-Clusteranalyse die Cluster sta¨rker separiert.
Fu¨r die Berechnung possibilistischer Zugeho¨rigkeitsgrade wird fu¨r je-
den Cluster der Abstand ηi beno¨tigt, bei dem ein Zugeho¨rigkeitsgrad von
0.5 vorliegen soll. Da eine Bestimmung dieses Abstands vor der Fuzzy-
5Eine Berechnung der Kovarianzmatrix unter Beru¨cksichtigung benachbarter Cluster
ist natu¨rlich auch mo¨glich.
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Abbildung 3.27: Projektion des
Weindatensatzes auf die Attribute 7
und 10.
Abbildung 3.28: Projektion des
Weindatensatzes auf die Attribute
10 und 13.
Abbildung 3.29: Projektion des
Weindatensatzes auf die Attribute 7
und 13.
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Abbildung 3.30: Clusteranalyse
des Weindatensatzes mit dem
probabilistischen Gustafson–Kessel-
Algorithmus. Attribute 7 und 10.
Abbildung 3.31: Clusteranalyse
des Weindatensatzes mit dem
possibilistischen Gustafson–Kessel-
Algorithmus. Attribute 7 und 10.
Abbildung 3.32: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen Ansatz basierend auf der
Zielfunktion (3.3). γ = 1, Attribu-
te 7 und 10.
Abbildung 3.33: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen Ansatz basierend auf der
Zielfunktion (3.4). γ = 1, Attribu-
te 7 und 10.
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Abbildung 3.34: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen ACE und der Modellierung
der Abstoßung durch (3.18). γ = 1.0,
Attribute 7, 10.
Abbildung 3.35: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen ACE und der Modellierung
der Abstoßung durch (3.19). γ =
10.0, Attribute 7, 10.
Abbildung 3.36: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen Ansatz basierend auf der
Zielfunktion (3.3). γ = 6.0, Attribu-
te 7 und 10.
Abbildung 3.37: Clusteranalyse des
Weindatensatzes mit dem possibili-
stischen ACE und der Modellierung
der Abstoßung durch (3.18). γ = 6.0,
Attribute 7, 10.
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Clusteranalyse sehr problematisch ist, wird die Gro¨ße der Cluster und da-
mit auch ηi durch eine probabilistische Fuzzy-Clusteranalyse gescha¨tzt. Die
Initialisierung des possibilistischen Fuzzy-Clusteringverfahrens mit den Er-
gebnissen des probabilistischen Fuzzy-Clusteringverfahrens fu¨hrt meistens
zu guten Ergebnissen. Diese Ergebnisse stellen jedoch lokale Optima dar.
Bei einem globalen Optimum sind alle Cluster identisch. Dieses unerwu¨nsch-
te globale Optimum tritt leicht auf, wenn die Cluster nicht gut separiert
sind. Um auch bei nicht gut separierten Clustern eine possibilistische Fuzzy-
Clusteranalyse durchfu¨hren zu ko¨nnen, ist eine Modifikation des Verfahrens
erforderlich, die identische Cluster verhindert.
Identische Cluster ko¨nnen vermieden werden, indem neben der Anzie-
hung der Cluster durch die Daten eine Abstoßung zwischen den Clustern
modelliert wird. Hierfu¨r wurde die Zielfunktion, die das Klassifikationspro-
blem beschreibt, entsprechend modifiziert. Die Abstoßung zwischen den Clu-
stern wurde hierbei durch die Ausdru¨cke
∑c
k=1,k 6=i
1
ζd2(~βi,~βj)
bzw.∑c
k=1,k 6=i e
ζ−d2(~βi,~βk) modelliert. Neben den zielfunktionsbasierten Verfah-
ren wurden auch die auf dem Alternating Cluster Estimation basierenden
Verfahren betrachtet. Hierbei wurde die Abstoßung zwischen benachbarten
Clustern direkt bei der Berechnung der Clusterprototypen betrachtet. Die
Abstoßung wird clusterspezifisch in Relation zu der Anziehung durch die
Daten durch den Parameter γi =
∑n
j=1
umi,j
γ gewichtet. Der Parameter ζ
wird zur Skalierung des Abstands bei der Berechnung des Abstoßungsgrads
verwendet.
Die Modellierung der Abstoßung durch 1
ζd2(~βi,~βj)
bietet gegenu¨ber
eζ−d
2(~βi,~βk) den Vorteil, daß durch eine Vergro¨ßerung des Parameters γ auch
eine abstoßende Wirkung auf nicht sehr dicht benachbarte Cluster ausgeu¨bt
werden kann. Die Skalierung des Abstands bzw. die Wahl des Parameters ζ
ist daher nicht so kritisch. Die Ursache dieser Problematik ist die Verwen-
dung des absoluten Abstands bei der Modellierung der Abstoßung. Nach-
teilig bei dem Ausdruck 1
ζd2(~βi,~βj)
ist die extrem große Abstoßung bei dicht
benachbarten Clustern. Da die possibilistische Fuzzy-Clusteranalyse jedoch
mit den Ergebnissen der probabilistischen Fuzzy-Clusteranalyse initialisiert
wird, ist lediglich das ”Zusammenfallen“ von Clustern zu verhindern. Aus-
gehend von unterschiedlichen Clustern verhindert die Abstoßung den Fall
nahezu identischer Cluster.
Bei den zielfunktionsbasierten possibilistischen Ansa¨tzen ist der Fall zu
beru¨cksichtigen, daß die Abstoßung durch benachbarte Cluster gro¨ßer als die
Anziehung durch die Daten ist. Dieser Fall kann so interpretiert werden, daß
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der Cluster in dem betreffenden Gebiet des Datenraums ”u¨berflu¨ssig“ ist.
In diesem Fall kann der Cluster in einem noch nicht hinreichend abgedeck-
ten Gebiet des Datenraums neu initialisiert werden. Bei den auf dem ACE
basierenden possibilistischen Verfahren kann diese Problematik vermieden
werden, indem die Abstoßung durch eine Anziehung aus der entgegenge-
setzten Richtung modelliert wird.
Die Beru¨cksichtigung der anderen Cluster bei der Berechnung der Clu-
sterprototypen erho¨ht bei allen vorgestellten Ansa¨tzen die Komplexita¨t ei-
ner Iteration des Verfahren von O(n · c) auf O(n · c+ c2). Die Laufzeit einer
Iteration a¨ndert sich hierdurch jedoch nur sehr geringfu¨gig, da die Anzahl
der Cluster c wesentlich kleiner als die Anzahl der Daten n ist und keine
aufwendigen Rechenoperationen durchgefu¨hrt werden.
Anhand der Beispieldatensa¨tze wurde die Wirkung der Abstoßung zwi-
schen den Clustern aufgezeigt. Auch bei nicht gut separierten Clustern
ko¨nnen die Cluster durch possibilistische Fuzzy-Clusteringverfahren erkannt
werden. Die in diesem Kapitel vorgestellten Ansa¨tze fu¨hren daher bei nicht
gut separierten Clustern zu besseren Ergebnissen als die ”normale“ possi-
bilistische Fuzzy-Clusteranalyse. Bei gut separierten Clustern verhalten die
beiden Verfahren sich gleich, da die abstoßende Wirkung bei hinreichend
voneinander entfernten Clustern vernachla¨ssigbar klein ist. Die in diesem
Kapitel 3 vorgestellten Ansa¨tze stellen damit eine Erweiterung der possibi-
listischen Fuzzy-Clusteranalyse dar.
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Kapitel 4
Fuzzy-Clusteranalyse
von Daten mit
fehlenden Werten
4.1 Motivation
Ein ha¨ufig auftretendes Problem bei der Datenanalyse ist die Qualita¨t der
Daten. Oft sind Daten verrauscht, fehlerhaft oder es fehlen einzelne At-
tributwerte. Das Fehlen eines Attributwertes bei einem Datum wird auch
als ”missing value“ bezeichnet. Die Probleme, die aus der Datenerhebung
bzw. Datenerfassung resultieren, sind ha¨ufig unvermeidbar und im Nachhin-
ein sehr schwer bzw. u¨berhaupt nicht mehr korrigierbar. Daher ist bei der
Datenanalyse die Fa¨higkeit, mit solchen Problemen umzugehen, von sehr
großer Relevanz. U¨blicherweise werden hierfu¨r Verfahren aus dem Bereich
der Datenvorverarbeitung verwendet. Daneben bieten viele Verfahren die
Mo¨glichkeit an, mit diesen Problemen direkt umzugehen.
Bei der Fuzzy-Clusteranalyse gibt es fu¨r den Umgang mit verrauschten
oder fehlerhaften Daten mehrere Ansa¨tze. Die wichtigsten dieser Verfahren
wurden in Kapitel 2.8 kurz vorgestellt.
Im Gegensatz zu dem Umgang mit verrauschten oder fehlerhaften Da-
ten ist bei der Fuzzy-Clusteranalyse die Beru¨cksichtigung von Daten mit
fehlenden Werten bisher noch nicht vertiefend betrachtet worden. Daher
wird in diesem Abschnitt untersucht, wie Daten mit fehlenden Werten be-
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ru¨cksichtigt werden ko¨nnen.
Fu¨r den Umgang mit Daten mit fehlenden Werten (”missing values“)
gibt es prinzipiell drei verschiedene Ansa¨tze:
• Daten mit fehlenden Werten bzw. Attribute, in denen Daten fehlende
Werte aufweisen, werden bei der Datenanalyse nicht beru¨cksichtigt.
Diese Vorgehensweise ist ha¨ufig als Default-Ansatz implementiert. Sie
ist sinnvoll, wenn fehlende Werte nur in wenigen Attributen konzen-
triert auftreten oder nur ein geringer Anteil der Daten fehlende Werte
besitzt. Sofern jedoch der Anteil der fehlenden Werte gro¨ßer ist, be-
steht die Problematik, daß zu viele Daten aus dem Datensatz entfernt
werden und fu¨r die Datenanalyse nicht mehr zur Verfu¨gung stehen.
Ein weiteres Problem tritt auf, wenn bei einigen Clustern das Auf-
treten von Daten mit fehlenden Werten besonders ausgepra¨gt ist. Das
Entfernen dieser Daten kann u.U. dazu fu¨hren, daß diese Cluster nicht
mehr korrekt erkannt werden ko¨nnen.
Die Analyse eines Datensatzes, bei dem Daten mit fehlenden Werten
entfernt worden sind, wird auch als ”complete-case analysis“ bezeich-
net [86].
• Fehlende Werte werden mittels statistischer Verfahren im Rahmen der
Datenvorverarbeitung gescha¨tzt (”imputation“). Hierfu¨r gibt es zahl-
reiche Verfahren, wie z.B. die Verwendung des Means, Regressions-
methoden, ”Expectation-Maximization“ Verfahren oder ”Maximum-
Likelihood“ Verfahren. Diese Verfahren werden z.B. in [86, 109] na¨her
betrachtet.
Der Nachteil dieser Vorgehensweise ist, daß bei den in den nachfol-
genden Datenanalyseschritten eingesetzten Verfahren nicht mehr zwi-
schen den gescha¨tzten Werten und den beobachteten Werten unter-
schieden werden kann. Die Qualita¨t der verwendeten Scha¨tzverfahren
beeinflußt daher u.U. die Ergebnisse der nachfolgenden Datenanaly-
severfahren erheblich.
• Die Verfahren zur Datenanalyse werden entsprechend adaptiert, so
daß diese Verfahren mit Daten mit fehlenden Werten umgehen ko¨nnen.
Diese Methode ermo¨glicht es, bei der Datenanalyse Daten mit ”mis-
sing values“ entsprechend zu beru¨cksichtigen. Es besteht die Mo¨glich-
keit, die Nachteile der beiden o.g. Vorgehensweisen zu vermeiden bzw.
zu umgehen. Die zur Verfu¨gung stehenden Daten ko¨nnen in ihrem
vollen Umfang bei der Analyse beru¨cksichtigt werden. Es besteht die
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Mo¨glichkeit, bei der Datenanalyse zwischen Originalwerten und even-
tuell gescha¨tzten ”missing values“ zu unterscheiden.
In Rahmen dieses Kapitel 4 wird untersucht, ob, inwieweit und in welcher
Form es mo¨glich ist, die Verfahren der Fuzzy-Clusteranalyse so zu adaptie-
ren, daß sie mit Daten mit fehlenden Werten umgehen ko¨nnen.
4.2 Arten von fehlenden Werten
4.2.1 Motivation
Die Ursachen fu¨r das Vorliegen von fehlenden Werten (”missing values“)
sind vielfa¨ltig. Fehlende Werte ko¨nnen z.B. durch Probleme bei der Daten-
erfassung verursacht werden, wie dem Ausfall von Sensoren bei dem U¨ber-
wachen von Prozessen, oder bei Umfragen lassen Befragte bei Fragebo¨gen
einzelne Fragen unbeantwortet, weil sie Fragen u¨bersehen oder die Beant-
wortung dieser Fragen ablehnen. Wenn man die ungenaue Beantwortung
von Fragebo¨gen na¨her betrachtet, erkennt man, daß es sinnvoll ist, bei dem
Umgang mit Daten mit fehlenden Werten diese in verschiedene Kategori-
en einzuteilen. So kann man aus fehlenden Werten, die dadurch entstehen,
daß bei dem Fragebogen Fragen u¨bersehen werden, vielleicht Ru¨ckschlu¨sse
auf die Gestaltung des Fragebogens ziehen. Eventuell lassen sich bei diesen
Fragen die Probanden auch in die Gruppe der aufmerksamen und der eher
unaufmerksamen Befragten einteilen. Weitergehende Ru¨ckschlu¨sse, die auf
den Inhalt der Frage abzielen, sind jedoch problematisch. Demgegenu¨ber
kann das bewußte Nichtbeantworten einzelner Fragen durchaus gruppen-
spezifische Informationen beinhalten. So kann die Bereitschaft, Fragen nach
dem Einkommen, dem Familienstand oder dem sozialen Status zu beant-
worten, bei verschiedenen Personengruppen unterschiedlich hoch sein. Die
Information u¨ber ein Vorliegen von fehlenden Werten kann also bei der
Kundensegmentierung von großer Relevanz sein.
Auch bei der Zuordnung von Daten zu Klassen ko¨nnen Informationen
u¨ber eine eventuelle klassenspezifische Ha¨ufigkeit von fehlenden Werten vor-
teilhaft sein. In der Abbildung 4.1 werden zwei Kreise mit den Zentren (2, 2)
und (6, 2) gezeigt. Wenn wir ein Datum betrachten, daß in dem ersten At-
tribut einen fehlenden Wert besitzt, z.B. (?, 2), und wir wissen, daß fehlen-
de Werte zufa¨llig auftreten bzw. keine Informationen u¨ber die Ursache des
fehlenden Wertes vorliegen, ist die Zuordnung dieses Datums zu einer der
beiden Klassen willku¨rlich. Eine naheliegende Klassifikation ist daher, das
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Abbildung 4.1: Ein Datensatz mit zwei kugelfo¨rmigen Klassen. Die Zen-
tren sind durch × markiert. Falls Informationen u¨ber eine clusterspezifische
Ha¨ufigkeit von fehlenden Werten vorliegen, ko¨nnen sie bei der Klassifikation
des Datums (?, 2) verwendet werden. Ansonsten sollte der Zugeho¨rigkeits-
grad des Datums zu beiden Klassen gleich sein.
Datum beiden Klassen zu dem gleichen Grad zuzuweisen. Falls jedoch be-
kannt ist, daß bei Daten des Clusters mit dem Zentrum (2, 2) eine geringere
Wahrscheinlichkeit fu¨r das Fehlen von Attributen vorliegt als bei Daten des
anderen Clusters, ist es naheliegend, das Datum (?, 2) eher dem Cluster
mit dem Zentrum (6, 2) zuzuordnen. Der Zugeho¨rigkeitsgrad des Datums
zu dieser Klasse sollte in diesem Fall daher gro¨ßer als der zu der anderen
Klasse sein.
Die o.g. Beispiele verdeutlichen, daß es sinnvoll ist, zwischen verschiede-
nen Arten von fehlenden Werten zu unterscheiden. Daher werden im folgen-
den Abschnitt die verschiedenen Arten von ”missing values“ na¨her erla¨utert.
4.2.2 Formale Betrachtung
Fu¨r den Umgang mit fehlenden Werten ist es sinnvoll, zuerst die Modellie-
rung fehlender Werte na¨her zu betrachten. Die Einteilung der verschiedenen
Arten von fehlenden Werten orientiert sich an [86, 109].
Das Modell fu¨r fehlende Werte basiert auf folgenden Annahmen:
• Der die Daten erzeugende Prozeß la¨ßt sich durch die Angabe von zwei
Parametersa¨tzen θ und ξ vollsta¨ndig beschreiben:
– Der Parametersatz θ bestimmt, eventuell zusammen mit dem Pa-
rametersatz ξ, die Wahrscheinlichkeitsverteilungen der Zufalls-
variablen, deren Realisierungen die (wahren) Daten sind. θ hat
keinen Einfluß darauf, welche Daten beobachtbar sind.
– Der Parametersatz ξ bestimmt, welche Realisierungen beobach-
tet werden ko¨nnen. Daneben kann er eventuell mit θ die Wahr-
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Abbildung 4.2: Ein allgemeines Modell fu¨r ”missing values“. (Bedingter Un-
abha¨ngigkeitsgraph)
scheinlichkeitsverteilungen der Zufallsvariablen, deren Realisie-
rungen die (wahren) Daten sind, beeinflussen.
• Die Parametersa¨tze θ und ξ sind, aufgefaßt als Zufallsvariablen, mar-
ginal unabha¨ngig.
• Gegeben θ und ξ sind die Zufallsvariablen, deren Realisierungen die
wahren Werte sind, bedingt unabha¨ngig.
Wenn man die wahren Daten Y in die beobachteten Daten Yobs und
in die unbeobachteten (fehlenden) Daten Ymis aufteilt und eine Zufallsva-
riable bzw. Indikatormatrix R verwendet, die angibt, ob ein Wert von Y
beobachtet werden kann (er ist in Yobs) oder nicht beobachtbar ist (er ist
in Ymis), kann ein allgemeines Modell fehlender Werte durch den bedingten
Unabha¨ngigkeitsgraph in Abb. 4.2 dargestellt werden.
Eine erste Einteilung von fehlenden Werten erfolgt in die Klassen ”igno-
rable“ und ”non-ignorable“. Daten werden als ”ignorable“ bezeichnet, wenn
fu¨r die Scha¨tzung der Parametersa¨tze θ und ξ die wahren fehlenden Werte
Ymis ignoriert werden ko¨nnen. Andernfalls werden sie als ”non-ignorable“
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bezeichnet. 1
Eine notwendige und hinreichende Bedingung fu¨r den ”ignorable“-Fall
ist das Fehlen der drei Kanten a, b, c in Abb. 4.2. Denn damit θ und ξ
unabha¨ngig von den wahren Werten Ymis gescha¨tzt werden ko¨nnen, mu¨ssen
R und Ymis bedingt unabha¨ngig gegeben Yobs sein. Mit der Kante a gibt
es jedoch den aktiven Pfad R — ξ — Ymis, mit der Kante b den aktiven
Pfad R — ξ — Yobs — θ — Ymis und mit der Kante c den aktiven Pfad R
— Ymis.
Das Fehlen der Kanten a und b wird als ”distinctness“ der Parame-
tersa¨tze θ und ξ bezeichnet. Die Parametersa¨tze θ und ξ (aufgefaßt als
Zufallsvariablen) sind marginal unabha¨ngig [86, 109].
Bei fehlenden Werten, die ”non-ignorable“ sind, ko¨nnen die Parame-
tersa¨tze θ und ξ ohne Ymis nicht gescha¨tzt werden. Da Ymis aber nicht
bekannt ist, ist eine Scha¨tzung von θ ohne weiteres Wissen u¨ber das Ver-
fahren, das fehlende Werte verursacht, und dessen Parametersatz ξ nicht
mo¨glich. Im folgenden werden daher nur noch Daten, die “ignorable“ sind,
betrachtet.
Das Modell fehlender Daten, die als ”ignorable“ bezeichnet werden, sieht
daher wie in dem in Abb. 4.3 gezeigten bedingten Unabha¨ngigkeitsgraph
aus.
Wenn die Wahrscheinlichkeit, daß ein Datum nicht beobachtet werden
kann, von den beobachteten Daten Yobs, nicht jedoch von den fehlenden
Daten Ymis abha¨ngt, werden die fehlenden Daten als ”missing at random“
(MAR) bezeichnet. Bei Daten ”missing at random“ gilt P (R|Yobs,Ymis, ξ)
= P (R|Yobs, ξ) [86, 109]. In dem in Abb. 4.3 gezeigten bedingten Un-
abha¨ngigkeitsgraphen wird dies durch die Kante d modelliert.
Daten ”missing at random“ liegen z.B. vor, wenn bei einer Studie u¨ber
die Leistungsfa¨higkeit von Studenten in einem Semester unter anderem die
Ergebnisse verschiedener Tests als Attributwerte verwendet werden. Unter
der Annahme, daß leistungsschwa¨chere Studenten ha¨ufiger die Vorlesung
nicht bis zum Ende besuchen als leistungssta¨rkere Studenten und somit
auch an den letzten Tests nicht teilnehmen, kann das Fehlen der den letzten
Tests zugeordneten Attributwerte aus den vorliegenden abgeleitet werden.
Bei Daten ”missing at random“ kann die Wahrscheinlichkeit fu¨r das Feh-
len von Daten aus den beobachteten Daten Yobs abgeleitet werden. Wenn
1Eine gebra¨uchliche Definition fu¨r den Begriff
”
ignorable“ ist die Forderung, daß die
fehlenden Werte
”
missing at random“ sind und die Parametersa¨tze θ und ξ
”
distinct“
sind [86, 109]. Diese Definition entspricht der anschaulichen Darstellung in diesem Ab-
schnitt. Die Begriffe
”
missing at random“ und
”
distinct“ werden im weiteren Verlauf
dieses Abschnitts vorgestellt.
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Abbildung 4.3: Ein Modell fu¨r ”missing values“, die “ignorable“ sind. (Be-
dingter Unabha¨ngigkeitsgraph)
dies nicht mo¨glich ist (die Wahrscheinlichkeit, daß ein Datum fehlt, kann
nicht aus den Daten Yobs oder Ymis abgeleitet werden), werden die feh-
lenden Daten als ”missing completely at random“ (MCAR) bezeichnet. Es
gilt P (R|Yobs,Ymis, ξ) = P (R|ξ) [86, 109]. In dem in Abb. 4.3 gezeigten
bedingten Unabha¨ngigkeitsgraphen bedeutet dies, daß bei Daten ”missing
completely at random“ die Kante d nicht vorliegt.
Ein anschauliches Beispiel fu¨r Daten mit ”missing values missing com-
pletely at random“ ist [62]: Gegeben sei ein vollsta¨ndiger Datensatz. Ein
Mitarbeiter mischt diesen Datensatz und entfernt willku¨rlich einzelne At-
tributwerte. Diese Werte fehlen ”missing completely at random“.
4.3 Fehlende Werte
”
missing completely at random“
Sofern nur ein kleiner Teil der Daten fehlende Werte ”missing completely
at random“ aufweist, ist die u¨bliche Vorgehensweise, diese Daten bei der
Fuzzy-Clusteranalyse zu vernachla¨ssigen. Diese Vorgehensweise wird auch
als ”complete-case analysis“ bezeichnet. Sofern man auch an einer Klassi-
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fikation der Daten mit fehlenden Werten interessiert ist, ko¨nnen diese den
Clustern nach der Fuzzy-Clusteranalyse zugeordnet werden, indem der Ab-
stand zwischen den Daten und den Clustern hinsichtlich der beobachteten
Attribute bestimmt wird. Das Entfernen von Daten mit fehlenden Wer-
ten ”missing completely at random“ ist aus statistischer Sicht zula¨ssig, da
dies als eine zufa¨llige Reduktion des Datensatzes interpretiert werden kann.
Sofern jedoch ein gro¨ßerer Teil der Daten fehlende Werte besitzt, ist das
Entfernen problematisch, da dies zu einer zu starken Verkleinerung des Da-
tensatzes fu¨hrt. In diesem Fall bietet sich die Verwendung einer der in den
folgenden Abschnitten vorgestellten Methoden an.
4.3.1 Ein naheliegender Ad-Hoc Ansatz —
Scha¨tzen wa¨hrend der
Fuzzy-Clusteranalyse
Bei der Fuzzy-Clusteranalyse wird die Klassifikationsaufgabe durch eine zu
optimierende Zielfunktion beschrieben. Die Zielfunktion wird minimiert, in-
dem abwechselnd die Zugeho¨rigkeitsgrade ui,j der Daten zu den Clustern
und die Clusterprototypen ~βi berechnet werden. Bei den Solid-Clustering-
verfahren ko¨nnen die dabei berechneten Zentren ~zi der Cluster als fu¨r den
jeweiligen Cluster typisches Datum aufgefaßt werden. Es ist daher nahelie-
gend, den entsprechenden Attributwert des Clusterzentrums ~zi als Scha¨tz-
wert fu¨r den fehlenden Wert eines Datums, das diesem Cluster zugeordnet
ist, zu verwenden.
Dieser Ansatz entspricht im Prinzip dem Scha¨tzen von fehlenden Werten
im Rahmen der Datenvorverarbeitung. Der Unterschied ist, daß der fehlende
Wert nicht einmalig vor, sondern mehrmals wa¨hrend der Fuzzy Clusterana-
lyse, z.B. bei jeder n-ten Iteration, gescha¨tzt wird. Die Scha¨tzung wa¨hrend
der Fuzzy-Clusteranalyse bietet im Vergleich zu der Scha¨tzung im Rah-
men der Datenvorverarbeitung den Vorteil, daß die inzwischen berechnete
Clustereinteilung fu¨r die Scha¨tzung der fehlenden Werte verwendet werden
kann.
Der Aufbau eines Fuzzy-Clusteringverfahrens basierend auf diesem An-
satz ist:
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Algorithmus 4.1 (Scha¨tzung wa¨hrend der Fuzzy-Clusteranalyse)
• Scha¨tzung der fehlenden Werte (1).
• Initialisierung des Fuzzy-Clusteringverfahrens.
• REPEAT
– Berechnung der Clusterprototypen.
– Berechnung der Absta¨nde der Daten zu den Clustern.
– Berechnung der Zugeho¨rigkeitsgrade.
– Scha¨tzung der fehlenden Werte (2).
• UNTIL Konvergenz des Verfahrens oder U¨berschreitung der maxima-
len Anzahl von Iterationen.
Die Initialisierung des Fuzzy-Clusteringverfahrens sowie die Berechnung
der Clusterprototypen und der Absta¨nde der Daten zu den Clustern der
Zugeho¨rigkeitsgrade erfolgt wie in Kapitel 2 vorgestellt. Die Scha¨tzung der
fehlenden Werte unter (1) erfolgt im Rahmen der Datenvorverarbeitung.
Bei einer geringen Anzahl von fehlenden Werten kann auch eine zufa¨llige
”Scha¨tzung“ erfolgen. Bei der Scha¨tzung der fehlendenWerte unter (2) sollte
die bis dahin verwendete Klassifikation (die Zentren der Cluster und die
Zugeho¨rigkeitsgrade der Daten zu den Clustern) verwendet werden. 2 Im
folgenden werden einige Ansa¨tze fu¨r die Scha¨tzung fehlender Werte na¨her
betrachtet.
Mo¨glichkeiten, fehlende Werte zu scha¨tzen
Bei Solid-Clusteringverfahren kann das Clusterzentrum ~zi als typisches Da-
tum fu¨r den betreffenden Cluster interpretiert werden. Somit ist es nahe-
liegend, fehlende Werte durch die entsprechenden Attributwerte des Clu-
sterzentrums des Clusters zu scha¨tzen, zu dem das betreffende Datum den
ho¨chsten Zugeho¨rigkeitsgrad aufweist [122, 123, 86, 20, 59, 92]. Falls ein
Datum ~xj bei dem k-ten Attributwert einen fehlenden Wert hat und ~βi der
Cluster mit dem ho¨chsten Zugeho¨rigkeitsgrad ist, gilt xj,k = zi,k.
2Falls eine zuverla¨ssige Scha¨tzung ohne diese Zwischenergebnisse erfolgen kann, ist
die Scha¨tzung in jeder Iteration gleich. Das Verfahren entspricht damit einer
”
normalen“
Fuzzy-Clusteranalyse, bei der die fehlenden Daten im Rahmen der Datenvorverarbeitung
gescha¨tzt werden.
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Diese Vorgehensweise bietet sich insbesondere bei dem Fuzzy-C-Means-
Algorithmus an, da durch die Scha¨tzung der Clusterprototyp (bei gleichblei-
benden Zugeho¨rigkeitsgraden) nicht beeinflußt wird. Bei der Anwendung bei
anderen Fuzzy-Clusteringverfahren, wie z.B. dem Gustafson–Kessel-
Algorithmus oder dem FMLE, ist eine weitere Modifikation erforderlich,
um die Form der Cluster korrekt zu erkennen. Das Problem ist, daß bei
der Scha¨tzung fehlender Werte durch den entsprechenden Attributwert des
Clusterzentrums zwar der Mittelwert (das Clusterzentrum) der dem Cluster
zugeordneten Daten unvera¨ndert bleibt, die Varianzen und Kovarianzen je-
doch unterscha¨tzt werden. Dies fu¨hrt dazu, daß die Form der Cluster bei
einer gro¨ßeren Anzahl von Daten mit fehlenden Werten schlecht erkannt
wird.
In einem Datensatz mit n Daten sei bei n(j) Daten das j-te Attribut
und bei n(jk) Daten das j-te Attribut und k-te Attribut beobachtet wor-
den. Dann ist nach Scha¨tzung der fehlenden Attributwerte durch den Mit-
telwert die Varianz aus den beobachteten und den gescha¨tzten Attribut-
werten (n
(j)−1)
(n−1) s
(j)
jj . Dabei ist s
(j)
jj die Varianz fu¨r das j-te Attribut, die aus
den beobachteten Attributwerten berechnet wurde. Analog ist die Kovari-
anz zwischen dem j-ten Attribut und dem k-ten Attribut nach Scha¨tzung
der fehlenden Werte (n
(jk)−1)
(n−1) s˜
(jk)
jk . Dabei ist s˜
(jk)
jk die Kovarianz fu¨r das
j-te Attribut und das k-te Attribut, die aus den beobachteten Attributwer-
ten berechnet wurde.3 Indem man die Varianzen und die Kovarianzen mit
(n−1)
(n(j)−1) bzw.
(n−1)
(n(jk)−1) multipliziert, kann diese Deformation der Kovarianz-
matrix vermieden werden [86].
Dies kann auf die Fuzzy-Clusteranalyse u¨bertragen werden, indem man
statt der Anzahl der Daten die Summe der Zugeho¨rigkeitsgrade umi,j betrach-
tet. Nach der Scha¨tzung der fehlenden Werte sollte die Varianz von Cluster
~βi fu¨r das j-te Attribut mit
∑n
l=1
umi,l∑
~xh∈X
(j)
obs
um
i,h
multipliziert werden. X(j)obs ist da-
bei die Menge der Daten ~xh, bei denen das j-te Attribut beobachtet wurde.
Analog sind die Kovarianzen von Cluster ~βi zwischen dem j-ten Attribut
und dem j-ten Attribut mit
∑n
l=1
umi,l∑
~xh∈X
(jk)
obs
um
i,h
zu multiplizieren. X(jk)obs ist dabei
die Menge der Daten ~xh, bei denen das j-te Attribut und das k-te Attribut
beobachtet wurden.
Ein Problem dieses Scha¨tzverfahrens ist, daß bei allen Fuzzy-Clustering-
3Die Berechnung der Varianzen und der Kovarianzen aus den beobachteten Attribut-
werten wird in Abschnitt 4.3.3 na¨her betrachtet.
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verfahren der Abstand des betreffenden Datums zu diesem Cluster un-
terscha¨tzt wird. Der Abstand zu den anderen Clustern kann sich sowohl
vergro¨ßern als auch verkleinern. Da die A¨hnlichkeit auf den Absta¨nden der
Daten zu den Clustern basiert (vgl. (2.4) und (2.23)), wird tendenziell die
A¨hnlichkeit und damit der Zugeho¨rigkeitsgrad zu dem Cluster, zu dem das
Datum den gro¨ßten Zugeho¨rigkeitsgrad aufweist, u¨berscha¨tzt. Dies bedeu-
tet, daß Daten mit fehlenden Werten, verglichen mit Daten, bei denen alle
Attributwerte beobachtet wurden, tendenziell ein gro¨ßeres Gewicht bei der
Berechnung der Clusterprototypen des Clusters aufweisen, zu dem sie den
gro¨ßten Zugeho¨rigkeitsgrad besitzen. Dieses ho¨here Gewicht widerspricht
jedoch der menschlichen Intuition, sich eher auf vollsta¨ndige als auf un-
vollsta¨ndige Informationen zu verlassen. Der tendenziell ho¨here Zugeho¨rig-
keitsgrad und damit das tendenziell ho¨here Gewicht bei des Berechnung
der Clusterprototypen ist kritisch zu sehen, da die mit den Scha¨tzwerten
berechneten Clusterzentren wieder zu der Berechnung der fehlenden Werte
verwendet werden.
Eine Mo¨glichkeit, dieses Problem zu vermeiden, ist, die fehlenden Werte
z.B. nach der Methode von Buck [31, 86] zu scha¨tzen. Jedoch auch dieser
Ansatz fu¨hrt zu einer Unterscha¨tzung der Varianzen und Kovarianzen, die
jedoch geringer ausfa¨llt im Vergleich zu der Scha¨tzung durch den Mittelwert
[86]. Eine andere Mo¨glichkeit ist, das Gewicht von Daten mit fehlenden
Werten bei der Fuzzy-Clusteranalyse zu verringern (vgl. Abschnitt 20).
Bei der Scha¨tzung eines fehlenden Wertes durch den entsprechenden
Attributwert des Clusterzentrums, zu dem dieses Datum den gro¨ßten Zu-
geho¨rigkeitsgrad aufweist, wird nicht beru¨cksichtigt, wie typisch ein Datum
fu¨r einen Cluster ist. So wird ein fehlender Wert bei einem Datum, das ein ty-
pischer Vertreter eines Clusters ist, genauso gescha¨tzt, wie bei einem Datum,
das eher mehreren Clustern zuzuordnen ist. Eine Mo¨glichkeit, die Zugeho¨rig-
keitsgrade bei der Scha¨tzung zu beru¨cksichtigen, ist die Scha¨tzung von feh-
lenden Werten durch das mit den Zugeho¨rigkeitsgraden zu den Clustern
gewichtete Mittel der entsprechenden Attributwerte aller Clusterprototy-
pen [122, 123]. Hierbei ko¨nnen die Zugeho¨rigkeitsgrade ui,j mit dem Fuzzi-
fier m potenziert werden, um Cluster, zu denen das Datum einen ho¨heren
Zugeho¨rigkeitsgrad besitzt, gegenu¨ber Clustern, zu denen der Zugeho¨rig-
keitsgrad geringer ist, sta¨rker zu gewichten. Falls ein Datum ~xj bei dem
k-ten Attributwert einen fehlenden Wert besitzt, gilt xj,k =
∑c
i=1
umi,jzi,k∑c
i=1
um
i,j
.
Diese Vorgehensweise bietet gegenu¨ber der Scha¨tzung durch den Attri-
butwert nur eines Clusters den Vorteil, daß die gescha¨tzten Attributwerte
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wa¨hrend der Clusteranalyse nicht von einem Wert zu einem anderen ”sprin-
gen“, sondern ihren Wert allma¨hlich a¨ndern. Daru¨berhinaus ko¨nnen Daten,
die einem Cluster nicht eindeutig zuzuordnen sind, sondern eher dem Grenz-
bereich bzw. U¨berlappungsbereich mehrerer Cluster zuzuordnen sind, besser
beru¨cksichtigt werden.
Problematik dieses Ansatzes
Ebenso wie bei dem Scha¨tzen fehlender Werte im Rahmen der Datenvorver-
arbeitung wird auch bei diesem Ansatz wa¨hrend der Clusteranalyse nicht
zwischen gescha¨tzten Werten und beobachteten Werten unterschieden. Da-
durch hat die Scha¨tzung der Werte bei einer gro¨ßeren Anzahl fehlender Wer-
te einen großen Einfluß auf das Ergebnis der Fuzzy-Clusteranalyse. Ausge-
hend von einer eventuell unzuverla¨ssigen oder schlechten Scha¨tzung werden
die Zugeho¨rigkeitsgrade und die Clusterprototypen berechnet. Dabei sind
sowohl die Zugeho¨rigeitsgrade von Daten mit fehlenden Werten als auch
die Clusterprototypen von einer eventuell schlechten Scha¨tzung betroffen.
Basierend auf diesen hierdurch mo¨glicherweise unzuverla¨ssigen Werten wer-
den die fehlenden Werte erneut gescha¨tzt. Dies kann zu einer Reduktion
der Zuverla¨ssigkeit der Scha¨tzung und damit des Klassifikationsergebnisses
fu¨hren.
Daneben sind ab der zweiten Iteration auch die Zugeho¨rigkeitsgrade von
Daten ohne fehlende Werte zu den Clustern von dieser Unsicherheit bzw.
Unzuverla¨ssigkeit betroffen, da die hierfu¨r berechneten Absta¨nde der Daten
zu den Clustern durch die eventuell unzuverla¨ssigen Prototypen der Cluster
auch unzuverla¨ssig bzw. unsicher sind. Mit zunehmender Iterationsanzahl
wa¨chst bei einer gro¨ßeren Anzahl von Daten mit fehlenden Werten die Un-
sicherheit des Klassifikationsergebnisses.
Die Verwendung von Daten mit fehlenden Werten fu¨hrt somit u.U. zu ei-
ner Reduktion der Zuverla¨ssigkeit des Ergebnisses der Fuzzy-Clusteranalyse,
verglichen mit einer Fuzzy-Clusteranalyse unter Auslassung von Daten mit
fehlenden Werten.
4.3.2 Bestimmung fehlender Attributwerte als
Optimierungsproblem
Der Umgang mit fehlenden Attributwerten la¨ßt sich auch als Optimierungs-
problem ansehen [20, 58, 59]. Bei dieser Betrachtung will man neben Zu-
geho¨rigkeitsgraden der Daten zu den Clustern und den Clusterprototypen
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auch die fehlenden Werte so bestimmen, daß die Zielfunktion des Verfahrens
optimiert wird.
Der Ausdruck fu¨r die Bestimmung der fehlenden Werte ergibt sich durch
Ableitung der Zielfunktion. Bei diesem Ansatz werden die Zugeho¨rigkeits-
grade der Daten zu den Clustern, die Clusterprototypen und die fehlenden
Werte abwechselnd berechnet, bis das Verfahren konvergiert. Dies wird als
”tri-level alternating optimization“ bezeichnet. Das Verfahren fu¨hrt zu ei-
nem Minimum bzw. einem Sattelpunkt der Zielfunktion [20, 59, 60]. Es wird
als ”optimal completion strategy“ bezeichnet.
Bei der Variante des Fuzzy-C-Means-Algorithmus werden die fehlenden
Werte durch
xj,k =
∑c
i=1 u
m
i,jzi,k∑c
i=1 u
m
i,j
(4.1)
berechnet [20, 59, 60].
Fu¨r die Fuzzy-Clusteranalyse mit dem Fuzzy-C-Means-Algorithmus ent-
spricht damit dieser Ansatz dem in Abschnitt 4.3.1 vorgestellten Ansatz
mit Scha¨tzung fehlender Attributwerte durch das gewichtete Mittel der ent-
sprechenden Attributwerte aller Clusterprototypen. Der Unterschied zu dem
vorhergehenden Abschnitt ist, daß sich der Ausdruck zur Berechnung fehlen-
der Werte wa¨hrend der Fuzzy-Clusteranalyse aus der Zielfunktion motiviert.
Bei dem Gustafson–Kessel-Algorithmus fu¨hrt die Minimierung der Ziel-
funktion nach einem Datum xj ebenfalls zu
xj,k =
∑c
i=1 u
m
i,jzi,k∑c
i=1 u
m
i,j
. (4.2)
Dies kann analog zu der Herleitung des Ausdrucks fu¨r die Berechnung der
Clusterzentren gezeigt werden. Die Herleitung wird daher im folgenden nur
kurz skizziert.
0 =
∂
∂~xj
 c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj)

=
c∑
i=1
umi,j
∂
∂~xj
||~xj − ~zi||2Ai
⇒
0 =
c∑
i=1
umi,j(~xj − ~zi)
⇒
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~xj =
∑c
i=1 u
m
i,j~zi∑c
i=1 u
m
i,j
Die Kovarianzmatrizen der Cluster werden also bei der zielfunktionsbasier-
ten Scha¨tzung fehlender Werte nur indirekt u¨ber die Zugeho¨rigkeitsgrade
beru¨cksichtigt.
4.3.3 Fuzzy-Clusteranalyse nach der
”
available case“-Methode
Berechnung der Clusterprototypen
Die Problematik der in Abschnitt 4.3.1 vorgestellten Vorgehensweise ist,
daß die fehlenden Werte aus den entsprechenden Attributwerten der Clu-
sterzentren bestimmt werden und die Prototypen der Cluster aus allen dem
Cluster zugeordneten Daten, d.h. aus den beobachteten und den gescha¨tzten
Attributwerten berechnet werden. Diese Problematik la¨ßt sich vermeiden,
indem man die Clusterprototypen nur aus den beobachteten Attributwer-
ten berechnet. Dies ist zula¨ssig, da fehlende Werte ”missing completely at
random“ als eine zufa¨llige Verkleinerung des Datensatzes aufgefaßt werden
ko¨nnen.
Bei der ”available case“-Methode [86] wird der Mittelwert x¯
(j)
j fu¨r das
j-te Attribut bei einem Datensatz mit n Daten, bei dem bei n(j) Daten das
j-te Attribut beobachtet wurde, durch
x¯
(j)
j =
1
n(j)
∑
~xh∈X(j)obs
xh,j
berechnet. X(j)obs ist dabei die Menge der Daten ~xh, bei denen das j-te At-
tribut xh,j beobachtet wurde. Die Varianz fu¨r das j-te Attribut s
(j)
jj wird
analog durch
s
(j)
jj =
∑
~xh∈X(j)obs
(xh,j − x¯(j)j )2
berechnet. Analog wird auch die Kovarianz fu¨r das j-te Attribut und das
k-te Attribut s(jk)jk berechnet. Hierbei werden jedoch nur Daten verwendet,
bei denen das j-te Attribut und das k-te Attribut beobachtet wurden. Diese
Daten werden als X(jk)obs bezeichnet. Die Anzahl der Daten aus X
(jk)
obs sei njk.
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Die Kovarianz s(jk)jk wird berechnet durch
s
(jk)
jk =
1
njk
∑
~xh∈X(jk)obs
(xh,j − x¯(jk)j )(xh,k − x¯(jk)k ).
Alternativ kann man anstelle der Mittelwerte x¯(jk)j und x¯
(jk)
k , die aus X
(jk)
obs
berechnet wurden, auch die Mittelwerte x¯(j)j bzw. x¯
(k)
k verwenden. Dies bie-
tet den Vorteil, daß die Mittelwerte aus einer gro¨ßeren Anzahl von Werten
berechnet werden. Die Kovarianz ist in diesem Fall gegeben durch
s˜
(jk)
jk =
1
njk
∑
~xh∈X(jk)obs
(xh,j − x¯(j)j )(xh,k − x¯(k)k ).
Die Berechnung der Mittelwerte, der Varianzen und der Kovarianzen bei
der ”available case“-Methode kann auf die Fuzzy-Clusteranalyse u¨bertragen
werden. Dies wird fu¨r den Fuzzy-C-Means-Algorithmus, den Gustafson–
Kessel-Algorithmus und den FMLE4 anhand der Berechnung der Cluster-
zentren und der Kovarianzmatrizen aufgezeigt [122, 123, 20, 59].
Die Clusterzentren werden durch
zi,k =
∑n
j=1 u
m
i,jij,kxj,k∑n
j=1 u
m
i,jij,k
(4.3)
berechnet. Dabei ist zi,k der k-te Attributwert des Zentrums ~zi, xj,k der k-te
Attributwert des Datums ~xj und ij,k der k-te Attributwert des Indexvektors
~ij . ij,k gibt an, ob der k-te Attributwert des Datums ~xj beobachtet wurde,
d.h. xj,k = 1, falls das k-te Attribut des Datums ~xj vorliegt, und xj,k = 0,
falls das k-te Attribut des Datums ~xj nicht beobachtet wurde.
Analog wird die Kovarianzmatrix Covi berechnet durch
Covi(k,l) =
∑n
j=1(ui,j)
mij,kij,l(xj,k − zi,k)(xj,l − zi,l)>∑n
j=1 u
m
i,jij,kij,l
. (4.4)
Berechnung der Absta¨nde und der auf ihnen
basierenden Zugeho¨rigkeitsgrade
Bei der Fuzzy-Clusteranalyse werden die Zugeho¨rigkeitsgrade der Daten zu
den Clustern basierend auf den Absta¨nden der Daten zu den Clustern be-
stimmt. Als Abstandsmaß wird bei dem Fuzzy-C-Means-Algorithmus der
4Die Berechnung der A-priori-Wahrscheinlichkeiten bei dem FMLE kann durch (2.14)
erfolgen.
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euklidische Abstand, bei dem Gustafson–Kessel-Algorithmus der Mahalano-
bisabstand und bei dem FMLE ein wahrscheinlichkeitsbasiertes Abstands-
maß verwendet (vgl. Kapitel 2). Der Abstand und damit auch der Zugeho¨rig-
keitsgrad kann bei Daten mit fehlenden Werten daher nicht berechnet wer-
den. Eine Scha¨tzung des Abstands bzw. des Zugeho¨rigkeitsgrads ist erfor-
derlich.
Scha¨tzung des Abstands
Eine gute Vorgehensweise, um den Abstand bei Daten mit fehlenden
Werten zu scha¨tzen, ist, den Abstand hinsichtlich der beobachteten Attri-
bute zu berechnen und ihn anschließend durch Multiplikation mit dem Aus-
druck (Anzahl der Attribute/Anzahl der beobachteten Attribute) zu skalie-
ren [41, 20]. So wird z.B. der Abstand bei dem Fuzzy-C-Means-Algorithmus
durch
d(~xj , ~βi) =
p∑p
k=1 ij,k
p∑
k=1
ij,k(xj,k − zi,k)2 (4.5)
berechnet. ij,k ist dabei ein Index, der angibt, ob das k-te Attribut des
Datums ~xj beobachtet wurde. Wenn das k-te Attribut fehlt, ist ij,k = 0,
sonst ist ij,k = 1. p ist die Anzahl der Attribute. Mit diesen Absta¨nden
werden die Zugeho¨rigkeitsgrade wie u¨blich berechnet.
Probabilistische Zugeho¨rigkeitsgrade
Bei der probabilistischen Fuzzy-Clusteranalyse werden die Zugeho¨rigkeits-
grade durch
ui,j =
1∑c
k=1
(
d2(~xj ,~βi)
d2(~xj ,~βk)
) 1
m−1
bestimmt. Der Zugeho¨rigkeitsgrad ui,j eines Datums ~xj zu einem Cluster
~βi basiert auf dem Verha¨ltnis zwischen dem Abstand zu dem Cluster ~βi
und den Absta¨nden zu den anderen Clustern ~βk und nicht auf einer iso-
lierten Betrachtung des Abstands d2(~xj , ~βi). Da man bei der probabilisti-
schen Fuzzy-Clusteranalyse prima¨r an den Zugeho¨rigkeitsgraden der Daten
zu den Clustern und nicht so sehr an den exakten Absta¨nden zwischen den
Daten und den Clustern interessiert ist, bietet es sich an, diese Relation
unter Beru¨cksichtigung der beobachteten Werte direkt zu scha¨tzen, indem
man die Zugeho¨rigkeitsgrade basierend auf den Absta¨nden hinsichtlich der
beobachteten Daten berechnet [122].
Diese U¨berlegungen fu¨hren zu den gleichen Zugeho¨rigkeitsgraden wie
die Scha¨tzung des Abstands durch (4.5), da bei der Berechnung probabi-
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listischer Zugeho¨rigkeitsgrade der Skalierungsfaktor p∑p
k=1
ij,k
weggeku¨rzt
werden kann.
Die in diesem Abschnitt vorgestellte Vorgehensweise der Scha¨tzung der
Zugeho¨rigkeitsgrade unter Verwendung der Relation der Absta¨nde hinsicht-
lich der beobachteten Attributwerte kann als optimistische Scha¨tzung der
Absta¨nde interpretiert werde. Die Nichtberu¨cksichtigung fehlender Attribu-
te kann als das Scha¨tzen durch den entsprechenden Attributwert des gerade
betrachteten Clusterzentrums verstanden werden. Bei dieser Interpretation
wird daher bei jedem Cluster ein ”anderes“ Datum betrachtet anstelle eines
gemeinsamen Datums.
Die Berechnung der Zugeho¨rigkeitsgrade unter Verwendung der
Absta¨nde lediglich hinsichtlich der beobachteten Attributwerte fu¨hrt bei dem
Fehlen von klassifikationsrelevanten Attributen zu unscha¨rferen Zugeho¨rig-
keitsgraden. Bei dem Fehlen von Attributen, die nicht klassifikationsrelevant
sind, werden die Zugeho¨rigkeitsgrade eher scha¨rfer.
Possibilistische Zugeho¨rigkeitsgrade
Bei possibilistischen Zugeho¨rigkeitsgraden wird der Zugeho¨rigkeitsgrad ui,j
eines Datums ~xj zu einem Cluster ~βi basierend auf dem Abstand d2(~xj , ~βi)
in Relation zu dem Abstand ηi berechnet, bei dem der Zugeho¨rigkeitsgrad
0, 5 betra¨gt. Bei Daten mit fehlenden Werten ist daher entweder der (nicht
beobachtete) Abstand eines Datums mit fehlenden Werten zu scha¨tzen oder
der Abstand ηi ist entsprechend der Anzahl der beobachteten Attributwerte
geeignet zu skalieren bzw. zu berechnen.
Reduktion des Gewichtes von Daten mit fehlenden Werten
Sowohl bei der probabilistischen als auch bei der possibilistischen Cluster-
analyse ist eine Scha¨tzung bei der Berechnung der Zugeho¨rigkeitsgrade von
Daten mit fehlenden Werten zu Clustern unvermeidbar. Der Zugeho¨rigkeits-
grad bei Daten mit fehlenden Werten hat daher eine geringere Zuverla¨ssig-
keit als der bei Daten ohne fehlende Werte.
Diese geringere Zuverla¨ssigkeit kann modelliert und somit bei der Fuzzy-
Clusteranalyse beru¨cksichtigt werden, indem bei Daten mit fehlenden Wer-
ten die Zugeho¨rigkeitsgrade erniedrigt werden. Diese Verkleinerung der Zu-
geho¨rigkeitsgrade sollte von der Anzahl der fehlenden Werte sowie, falls vor-
handen, von der Relevanz der fehlenden Attribute abha¨ngen, damit die Re-
duktion des Zugeho¨rigkeitsgrads dem Verlust an Zuverla¨ssigkeit entspricht.5
5Wenn keine Informationen u¨ber die Relevanz der Attribute vorliegen, sind die Attri-
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Eine einfache Mo¨glichkeit hierfu¨r ist z.B.:
u
(neu)
i,j =
(
Anzahl der beobachteten Attribute von ~xj
Anzahl aller Attribute von ~xj
)2
· ui,j(alt). (4.6)
Dabei ist u(alt)i,j der Zugeho¨rigkeitsgrad des Datums ~xj zu dem Cluster ~βi vor
der Reduktion der Zugeho¨rigkeitsgrade und u(neu)i,j der Zugeho¨rigkeitsgrad
danach.
Durch die Reduktion des Zugeho¨rigkeitsgrads wird die Restriktion bei
probabilistischen Fuzzy-Clusteringverfahren, daß jedes Datum das gleiche
Gewicht haben soll, verletzt. Es handelt sich daher bei der Verwendung
dieser Zugeho¨rigkeitsgrade um kein probabilistisches Fuzzy-Clusteringver-
fahren im engeren Sinne mehr.
Es ist anzumerken, daß durch die Reduktion des Zugeho¨rigkeitsgrads
kein zielfunktionsbasiertes Fuzzy-Clusteringverfahren im engeren Sinne
mehr vorliegt. Die Reduktion der Zugeho¨rigkeitsgrade kann nicht aus der
Zielstellung der Optimierung der Zielfunktion unter Beru¨cksichtigung der
Restriktionen abgeleitet werden. Das Verfahren entspricht daher eher dem
Schema des Alternating Cluster Estimation (vgl. Abschnitt 2.10.3).
4.3.4 Testergebnisse
Die verschiedenen Ansa¨tze zum Umgang mit fehlenden Attributwerten ”mis-
sing completely at random“ wurden anhand des Brustkrebsdatensatzes [89]
und des Weindatensatzes [1] aus dem ”UCI Machine Learning Repository“
[21] hinsichtlich ihrer Leistungsfa¨higkeit na¨her untersucht.
Der Brustkrebsdatensatz (Wisconsin Breast Cancer Database) [89] be-
steht aus 699 Daten mit 9 Attributen. Die Daten unterteilen sich in gutartig
(458 Daten) und bo¨sartig (241 Daten). 16 Attributwerte wurden nicht be-
obachtet. Der Datensatz wurde mit dem probabilistischen Fuzzy-C-Means-
Algorithmus klassifiziert. Der Datensatz wurde jeweils in zwei bzw. drei
Cluster unterteilt.
Bei den im Datensatz enthaltenen 16 fehlenden Attributwerten unter-
scheidet sich die Clusteranalyse unter Auslassung von Daten mit fehlenden
Attributwerten 6 nicht von den Verfahren, bei denen Daten mit fehlenden
bute als gleich relevant anzunehmen.
6Daten mit fehlenden Attributwerten werden nach der Fuzzy-Clusteranalyse dem Clu-
ster zugeordnet, zu dem sie unter Beru¨cksichtigung der beobachteten Attributwerte die
gro¨ßte A¨hnlichkeit haben.
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Werten in das Fuzzy-Clusteringverfahren integriert werden. Daher wurde die
Anzahl fehlender Werte MCAR ku¨nstlich erho¨ht. Es wurden jeweils zehnmal
fehlende Werte ”missing completely at random“ mit einer Wahrscheinlich-
keit von 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40% bzw. 50% generiert.
Die Abbildungen 4.4 und 4.5 zeigen die gemittelten Ergebnisse der ver-
schiedenen Verfahren in Abha¨ngigkeit von der Wahrscheinlichkeit, daß At-
tributwerte fehlen.7 Die rote Kurve zeigt die Anzahl der fehlklassifizier-
ten Daten bei einer Fuzzy-Clusteranalyse unter Auslassung von Daten mit
fehlenden Werten und anschließender Zuordnung der Daten mit fehlenden
Werten zu dem a¨hnlichsten Cluster. Die gru¨ne Kurve und die lila Kurve zei-
gen die Ergebnisse bei Scha¨tzung der fehlenden Werte wa¨hrend der Fuzzy-
Clusteranalyse (vgl. Abschnitte 4.3.1 und 4.3.2). Bei der gru¨nen Kurve wer-
den fehlende Werte durch den entsprechenden Attributwert des Clusterzen-
trums, zu dem sie den gro¨ßten Zugeho¨rigkeitsgrad besitzen, gescha¨tzt. Bei
der lila Kurve werden fehlende Werte durch das mit den Zugeho¨rigkeitsgra-
den gewichtete Mittel der entsprechenden Attributwerte aller Clusterzentren
berechnet. Die blaue und die hellblaue Kurve zeigen die Ergebnisse bei der
”available case“-Methode (vgl. Abschnitt 4.3.3). Nur der Abstand bzw. der
Zugeho¨rigkeitsgrad wird hier gescha¨tzt. Bei der hellblauen Kurve wurden
Daten mit fehlenden Werten geringer gewichtet(vgl. Abschnitt 20).
Die Ergebnisse zeigen, daß es sinnvoll ist, Daten mit fehlenden Werten
bei der Fuzzy-Clusteranalyse zu beru¨cksichtigen. Wa¨hrend das Entfernen
von Daten schon ab einer Wahrscheinlichkeit von ungefa¨hr 10% fu¨r feh-
lende Werte ”missing completely at random“ (bei 9 beobachteten Attribu-
ten) zu einem starken Anstieg der fehlklassifizierten Daten bei der Fuzzy-
Clusteranalyse fu¨hrt, sind die anderen Verfahren wesentlich leistungsfa¨higer.
Der Vergleich der Ergebnisse der Fuzzy-Clusteranalyse mit 2 und mit 3 Clu-
stern zeigt dabei, daß die Anzahl der Cluster fu¨r die Klassifikationsgu¨te der
Verfahren, bei denen die fehlenden Werte gescha¨tzt werden, von großer Rele-
vanz ist. So fu¨hrt bei der Fuzzy-Clusteranalyse mit 2 Clustern das Scha¨tzen
fehlender Werte durch den entsprechenden Attributwert des Clusterzen-
trums, zu dem das Datum den gro¨ßten Zugeho¨rigkeitsgrad besitzt, zu den
besten Ergebnissen, wa¨hrend die Verwendung des gewichteten Mittels der
Attributwerte der Clusterzentren wesentlich schlechter ist. Bei drei Clustern
hingegen fu¨hren alle Ansa¨tze zu ungefa¨hr gleichen Ergebnissen. Die Ursache
hierfu¨r ist, daß die Scha¨tzung auf den Clusterparametern basiert.
Auch bei einer Erho¨hung der Wahrscheinlichkeit fu¨r fehlende Werte auf
50% zeigte sich die Leistungsfa¨higkeit der vorgestellten Ansa¨tze. Bei dieser
7In Anhang B ist die Anzahl der gemittelten Fehler tabellarisch dargestellt.
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Wahrscheinlichkeit fu¨r fehlende Werte war eine Fuzzy-Clusteranalyse basie-
rend auf Daten ohne fehlende Werte bei zwei als auch bei drei Clustern nicht
mehr mo¨glich. Demgegenu¨ber fu¨hrten sowohl der Ansatz basierend auf der
Scha¨tzung fehlender Werte durch das gewichtete Mittel der Clusterzentren
als auch der ”available case“-Ansatz zu einer verha¨ltnisma¨ßig geringen An-
zahl von Fehlklassifikationen. Bei der Einteilung in zwei Cluster wurden bei
dem Ansatz basierend auf dem Scha¨tzen fehlender Werte im Mittel 76 Daten
und bei den ”available case“-Ansa¨tzen im Mittel 45 Daten fehlklassifiziert.
8
Bei der Einteilung in drei Cluster wurden bei dem Ansatz basierend auf dem
Scha¨tzen fehlender Werte im Mittel 39 Daten und bei den ”available case“-
Ansa¨tzen im Mittel 35 Daten fehlklassifiziert.9 Ein Vergleich mit der Anzahl
fehlklassifizierter Daten bei einer Wahrscheinlichkeit fu¨r fehlende Werte von
40% zeigt keinen Einbruch der Klassifiaktionsgu¨te. Die Verfahren ko¨nnen
die Redundanz der Informationen in dem neun-dimensionalen Datensatz gut
nutzen. Lediglich bei dem Ansatz basierend auf einer Scha¨tzung fehlender
Attribute durch den entsprechenden Attributwert des Clusterzentrums mit
dem ho¨chsten Zugeho¨rigkeitsgrad war eine Clusteranalyse in den meisten
Fa¨llen nicht mehr mo¨glich.
Der Weindatensatz (Wine Recognition Data) [1] wurde mit dem proba-
bilistischen Gustafson–Kessel-Algorithmus klassifiziert. Er besteht aus drei
Klassen mit 59, 71 und 48 Daten. Die Daten sind das Resultat einer chemi-
schen Analyse von Weinen aus der gleichen Region. Bei der Analyse wur-
den 13 Bestandteile der drei verschiedenen Weintypen untersucht. Fu¨r die
Fuzzy-Clusteranalyse wurden von den 13 Attributen die Attribute 7, 10
und 13 verwendet. 10 Der Datensatz wurde hinsichtlich jedes Attributs auf
den Wertebereich [0, 10] skaliert. Es wurden jeweils zehnmal fehlende Werte
”missing completely at random“ mit einer Wahrscheinlichkeit von 5%, 10%,
15%, 20%, 25%, 30%, 35%, 40% bzw. 50% generiert. Die Abbildung 4.6 zeigt
die gemittelten Ergebnisse der verschiedenen Verfahren in Abha¨ngigkeit von
der Wahrscheinlichkeit, daß Attributwerte fehlen.11
Die rote Kurve zeigt die Anzahl der fehlklassifizierten Daten bei einer
Fuzzy-Clusteranalyse unter Auslassung von Daten mit fehlenden Werten
und anschließender Zuordnung der Daten mit fehlenden Werten zu dem a¨hn-
83 Datensa¨tze waren mit keinem Verfahren mehr klassifizierbar. Sie wurden bei der
Bestimmung des Mittels nicht beru¨cksichtigt.
92 bzw. 3 Datensa¨tze waren nicht klassifizierbar. Sie wurden bei der Bestimmung des
Mittels nicht beru¨cksichtigt.
10Die Abbildungen 3.27, 3.28 und 3.29 zeigen den Datensatz hinsichtlich der drei be-
trachteten Attribute.
11In Anhang B ist die Anzahl der gemittelten Fehler tabellarisch dargestellt.
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Abbildung 4.4: Anzahl der falsch klassifizierten Daten bei der Analy-
se des Brustkrebsdatensatzes (Wisconsin Breast Cancer Database) mit
dem probabilistischen Fuzzy-C-Means-Algorithmus und 2 Clustern. Rot:
Fuzzy-Clusteranalyse ohne Daten mit fehlenden Werten, gru¨n: Fuzzy-
Clusteranalyse mit Scha¨tzung fehlender Werte durch den Attributwert
eines Clusters, lila: Fuzzy-Clusteranalyse mit Scha¨tzung fehlender Wer-
te durch das gewichtete Mittel der Attributwerte aller Cluster, blau:
Fuzzy-Clusteranalyse mit allen beobachteten Werten, hellblau: Fuzzy-
Clusteranalyse mit allen beobachteten Werten und Reduktion des Gewichtes
von Daten mit fehlenden Werten. Die blaue und die hellblaue Kurve fallen
in dieser Abbildung nahezu zusammen.
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Abbildung 4.5: Anzahl der falsch klassifizierten Daten bei der Analy-
se des Brustkrebsdatensatzes (Wisconsin Breast Cancer Database) mit
dem probabilistischen Fuzzy-C-Means-Algorithmus und 3 Clustern. Rot:
Fuzzy-Clusteranalyse ohne Daten mit fehlenden Werten, gru¨n: Fuzzy-
Clusteranalyse mit Scha¨tzung fehlender Werte durch den Attributwert
eines Clusters, lila: Fuzzy-Clusteranalyse mit Scha¨tzung fehlender Wer-
te durch das gewichtete Mittel der Attributwerte aller Cluster, blau:
Fuzzy-Clusteranalyse mit allen beobachteten Werten, hellblau: Fuzzy-
Clusteranalyse mit allen beobachteten Werten und Reduktion des Gewichtes
von Daten mit fehlenden Werten.
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Abbildung 4.6: Anzahl der falsch klassifizierten Daten bei der Analyse
des Weindatensatzes (Wine Recognition Data) mit dem probabilistischen
Gustafson–Kessel-Algorithmus und 3 Clustern. Rot: Fuzzy-Clusteranalyse
ohne Daten mit fehlenden Werten, gru¨n: Fuzzy-Clusteranalyse mit
Scha¨tzung fehlender Werte durch den Attributwert eines Clusters, lila:
Fuzzy-Clusteranalyse mit Scha¨tzung fehlender Werte durch das gewichte-
te Mittel der Attributwerte aller Cluster, blau: Fuzzy-Clusteranalyse mit
allen beobachteten Werten, hellblau: Fuzzy-Clusteranalyse mit allen beob-
achteten Werten und Reduktion des Gewichtes von Daten mit fehlenden
Werten.
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lichsten Cluster. Die gru¨ne Kurve und die lila Kurve zeigen die Ergebnisse
bei Scha¨tzung der fehlenden Werte wa¨hrend der Fuzzy-Clusteranalyse (vgl.
Abschnitte 4.3.1 und 4.3.2). Bei der gru¨nen Kurve werden fehlende Werte
durch den entsprechenden Attributwert des Clusterzentrums, zu dem sie
den gro¨ßten Zugeho¨rigkeitsgrad besitzen, gescha¨tzt. Um die Verringerung
der Varianzen und Kovarianzen durch die Scha¨tzung fehlender Werte zu
vermeiden, wurde die Kovarianzmatrix nach dem in Abschnitt 18 vorge-
stellten Ansatz berechnet. Bei der lila Kurve werden fehlende Werte durch
das mit den Zugeho¨rigkeitsgraden gewichtete Mittel der entsprechenden At-
tributwerte aller Clusterzentren errechnet. Die blaue und die hellblaue Kur-
ve zeigen die Ergebnisse bei der ”available case“-Methode (vgl. Abschnitt
4.3.3). Nur der Abstand bzw. der Zugeho¨rigkeitsgrad wird hier gescha¨tzt.
Bei der hellblauen Kurve wurden Daten mit fehlenden Werten geringer ge-
wichtet(vgl. Abschnitt 20).
Bei dem Gustafson–Kessel-Algorithmus zeigt das Scha¨tzen fehlender
Werte durch den entsprechenden Attributwert des Clusterzentrums mit dem
ho¨chsten Zugeho¨rigkeitsgrad trotz der Korrektur der Kovarianzmatrix bei
einer ho¨heren Anzahl von fehlenden Werten ”missing completely at ran-
dom“ Schwa¨chen. Ab einer Wahrscheinlichkeit von 25% fu¨r fehlende Werte
entsprach das Klassifikationsergebnis nur noch der Voraussage der Mehr-
heitsklasse. Die Cluster werden hier nicht mehr erkannt. Die Kurve ho¨rt
daher bei einer Wahrscheinlichkeit von 20% fu¨r fehlende Werte auf.
Das Scha¨tzen fehlender Werte durch das mit den Zugeho¨rigkeitsgraden
gewichtete Mittel der entsprechenden Attributwerte aller Cluster fu¨hrte zu
relativ schlechten Ergebnissen. Die Scha¨tzung fehlender Werte fu¨hrt zwar zu
besseren Ergebnissen als das Entfernen von Daten mit fehlenden Werten vor
der Fuzzy-Clusteranalyse. Auch die Problematik des Scha¨tzens durch den
entsprechenden Attributwert des Clusterzentrums, daß eine Fuzzy-Cluster-
analyse nur bis zu einer Wahrscheinlichkeit von 20% fu¨r fehlende Werte
durchgefu¨hrt werden konnte, trat nicht auf. Es wurden jedoch wesentlich
mehr Daten fehlklassifiziert als bei dem ”available case“-Ansatz. Dieser An-
satz zeigte sich auch gegenu¨ber gro¨ßeren Zahlen von Daten mit fehlenden
Werten als sehr robust und fu¨hrte zu guten Klassifikationsergebnissen.
Bei den Experimenten zeigte es sich, daß die Verfahren, die auf einer
Scha¨tzung fehlender Werte basieren, sehr empfindlich gegenu¨ber der Initia-
lisierung des Verfahrens sind.
Sowohl bei dem Brustkrebsdatensatz als auch bei dem Weindatensatz
fu¨hrte die Reduktion des Gewichtes von Daten mit fehlenden Werten zu
keiner gro¨ßeren A¨nderung des Klassifikationsergebnisses. Eine mo¨gliche Ur-
sache hierfu¨r ist, daß die Berechnung des Abstands hinsichtlich der beobach-
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teten Attribute tendenziell zu unscha¨rferen Zugeho¨rigkeitsgraden ui,j fu¨hrt.
Da bei der Berechnung der Clusterprototypen der Ausdruck umi,j verwendet
wird, werden Daten mit fehlenden Werten automatisch geringer gewichtet,
so daß eine zusa¨tzliche Reduktion des Gewichtes sich nicht mehr so stark
auswirkt.
Sowohl bei der Scha¨tzung fehlender Werte vor der Fuzzy-Clusteranalyse
als auch bei dem Entfernen von Daten bzw. Attributen mit fehlenden Wer-
ten aus dem Datensatz wird die Fuzzy-Clusteranalyse ”normal durchge-
fu¨hrt“. Ein erho¨hter Rechenaufwand durch Daten mit fehlenden Werten
liegt daher nur im Rahmen der Datenvorverarbeitung vor. Die Ho¨he des
Rechenaufwands ist dabei von dem verwendeten Scha¨tzverfahren abha¨ngig.
Die Integration von Daten mit fehlenden Werten durch Scha¨tzen wa¨hrend
der Fuzzy-Clusteranalyse fu¨hrt in Abha¨ngigkeit von dem Scha¨tzverfahren
zu einem erho¨hten Rechenbedarf wa¨hrend der Fuzzy-Clusteranalyse. Bei der
Vera¨nderung einfacher Scha¨tzverfahren, wie die Verwendung des entspre-
chenden Attributwerts des Clusterzentrums, ist der zusa¨tzliche Aufwand
jedoch gering, da die Clusterzentren und die Zugeho¨rigkeitsgrade vorher be-
rechnet wurden. Die Komplexita¨t einer Iteration bleibt bei O(n·c). Auch die
Integration fehlender Werte nach dem ”available case“-Ansatz fu¨hrt nur zu
einem geringfu¨gig erho¨hten Rechenbedarf. Alle vorgestellten Ansa¨tze sind
daher problemlos auch bei gro¨ßeren Datenmengen einsetzbar.
Bei einer geringen Anzahl von Daten mit fehlenden Attributwerten ”mis-
sing completely at random“ bietet es sich daher an, Daten, bei denen nicht
alle Attributwerte beobachtet wurden, vor der Fuzzy-Clusteranalyse zu ent-
fernen. Bei einem gro¨ßeren Anteil von Daten mit fehlenden Werten sollte
jedoch der ”available case“-Ansatz verwendet werden. Die Scha¨tzung fehlen-
der Werte bietet sich an, wenn ein ”gutes“ Scha¨tzverfahren verwendet wer-
den kann. Dies kann jedoch in Abha¨ngigkeit von dem verwendeten Scha¨tz-
verfahren gegebenenfalls zu einem erho¨hten Rechenaufwand fu¨hren, da die
Scha¨tzung bei jeder Iteration durchgefu¨hrt wird.
4.4 Daten mit einer clusterspezifischen
Wahrscheinlichkeit fu¨r fehlende Werte
4.4.1 Allgemeine Betrachtungen
Im Gegensatz zu ”missing values missing completely at random“ ha¨ngt bei
”missing values missing at random“ die Wahrscheinlichkeit, daß ein Da-
tum nicht beobachtet wurde, von den beobachteten Werten ab. Es liegen
106 FEHLENDE WERTE
also zusa¨tzliche Informationen vor, die bei der Behandlung von Daten mit
fehlenden Werten verwendet werden ko¨nnen.
Bei der Clusteranalyse wird ein Datensatz in Cluster von homogenen
Daten eingeteilt. Aufgrund der Homogenita¨tsforderung wird im folgenden
angenommen, daß die Wahrscheinlichkeit fu¨r ein nicht beobachtetes Da-
tum innerhalb eines Clusters gleich ist.12 Die Annahme von ”missing values
missing at random“ ist in diesem Fall als clusterspezifische Wahrscheinlich-
keit fu¨r fehlende Werte interpretierbar, wenn man annimmt, daß man die
Zugeho¨rigkeit der Daten zu den Clustern kennt.13 Diese clusterspezifische
Wahrscheinlichkeit kann wa¨hrend der Clusteranalyse gescha¨tzt und fu¨r den
Umgang mit Daten mit fehlenden Werten verwendet werden.
4.4.2 Ein wahrscheinlichkeitsbasierter Abstand
Das wahrscheinlichkeitsbasierte Abstandsmaß des FMLE bietet eine
Mo¨glichkeit, den Abstand mit der clusterspezifischen Wahrscheinlichkeit fu¨r
fehlende Werte direkt zu kombinieren. Der FMLE unterteilt einen Datensatz
in Cluster unter der Annahme, daß die Daten der Cluster Realisierungen p-
dimensionaler Wahrscheinlichkeitsverteilungen sind. Diese Wahrscheinlich-
keitsverteilungen werden bei der Ausfu¨hrung des FMLE bestimmt. Der Ab-
stand der Daten zu den Clustern ist dabei umgekehrt proportional zu der
Wahrscheinlichkeit, daß das Datum von der Wahrscheinlichkeitsverteilung
erzeugt wurde, die dem betreffenden Cluster zugrundeliegt.
Die Idee des in diesem Abschnitt 4.4.2 vorgestellten Ansatzes ist, die
clusterspezifische Wahrscheinlichkeit fu¨r das Fehlen von Daten in das Mo-
dell des FMLE zu integrieren [125]. Die Daten werden dabei als Realisierung
einer p-dimensionalen Wahrscheinlichkeitsverteilung Ni gesehen, bei der das
k-te Attribut mit einer Wahrscheinlichkeit p(mv)i,k fehlt. Die Wahrscheinlich-
keitsverteilung wird dabei mit einer Wahrscheinlichkeit Pi ausgewa¨hlt. Da
bei einer Betrachtung der Daten getrennt nach Clustern die fehlenden Werte
”missing completely at random sind“ und die Daten durch eine Normalver-
teilung erzeugt wurden, kann das Modell wie folgt modifiziert werden: Zuerst
wird mit einer Wahrscheinlichkeit Pi eine Klasse i ausgewa¨hlt. Danach wird
mit Wahrscheinlichkeiten ~p(mv)i entschieden, welche Attribute eines Datums
beobachtbar sind. Danach wird das Datum durch die Normalverteilung Nil
erzeugt. l ist dabei ein Index, der angibt, welche Attribute fehlen. Da die
12Nach Clustern getrennt liegen daher fehlende Werte
”
missing values missing comple-
tely at random“ vor.
13Formal ist dies nicht ganz korrekt, da man die Clusterzugeho¨rigkeit nur scha¨tzt und
nicht beobachtet.
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Daten eines Clusters ~βi durch dieselbe Normalverteilung Ni erzeugt werden
sollen, sind die Normalverteilungen Nil die Marginalverteilungen von Ni.
Daher sind die A-posteriori-Wahrscheinlichkeiten fu¨r beide Modelle gleich.
Diese Annahme fu¨hrt zu der folgenden A-posteriori-Wahrscheinlichkeit
(Likelihood), daß ein Datum ~xj mit einem fehlendem Wert in dem k-ten
Attribut durch die Normalverteilung Nl erzeugt wurde.
Pi ·
(
1− p(mv)i,1
)
· . . . ·
(
1− p(mv)i,k−1
)
· p(mv)i,k ·
(
1− p(mv)i,k+1
)
· . . . ·
(
1− p(mv)i,p
)
(2pi)p/2
√
det(Ai)e−
1
2 (~xj−~zi)>A−1i (~xj−~zi)
(4.7)
Den vorhergehenden Betrachtungen folgend werden bei der Berechnung
des Ausdrucks
e−
1
2 (~xj−~zi)>A−1i (~xj−~zi)
(2pi)p/2
√
det(Ai)
(4.8)
nicht beobachtete Attributwerte des Datums ~xj nicht beru¨cksichtigt.
Der Abstand zwischen einem Datum ~xj und einem Cluster ~βi ist bei
dem FMLE umgekehrt proportional zu der Wahrscheinlichkeit, daß das Da-
tum durch die dem Cluster zugrundeliegende Wahrscheinlichkeitsverteilung
erzeugt wurde. Diese Idee fu¨hrt bei Daten mit fehlenden Werten zu dem
Abstand
d2
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(mv)
i
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·
√
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1
2 (~xj−~zi)>A−1i (~xj−~zi). (4.9)
Analog zu der Bestimmung der A-posteriori-Wahrscheinlichkeiten werden
Attribute, bei denen ~xj einen fehlenden Wert hat, bei der Berechnung des
Ausdrucks √
det(Ai)e
1
2 (~xj−~zi)>A−1i (~xj−~zi) (4.10)
nicht beru¨cksichtigt. Bei der Bestimmung der Determinante der Matrix Ai
werden die entsprechenden Zeilen und Spalten der Attribute gestrichen, bei
denen ~xj einen fehlenden Wert hat, da die Marginalverteilungen betrachtet
werden.
Da alle Daten, die zu dem gleichen Cluster geho¨ren, durch die gleiche
Normalverteilung erzeugt werden, unabha¨ngig davon, ob sie fehlende Werte
haben oder nicht, werden der Mittelwert ~zi sowie die Kovarianzmatrix und
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damit auch Ai nach der ”available case“-Methode aus den beobachteten
Attributwerten berechnet (vgl. Abschnitt 4.3.3).
Die Wahrscheinlichkeiten Pi und ~p
(mv)
i werden wie folgt berechnet:
Pi =
∑n
j=1 u
m
i,j∑n
j=1
∑c
l=1 u
m
i,j
, (4.11)
p
(mv)
i,k =
∑n
j=1 ui,jij,k∑n
j=1 ui,j
. (4.12)
~ij ist ein Indexvektor fu¨r fehlende Werte bei dem Datum ~xj . ij,k ist 1,
wenn das k-te Attribut nicht beobachtet wurde, und 0 sonst. p(mv)i,k ist das
k-te Attribut des Vektors ~p(mv)i .
4.5 Experimentelle Ergebnisse
Der vorgestellte Ansatz zur Beru¨cksichtigung clusterspezifischer Wahrschein-
lichkeiten wurde anhand des Weindatensatzes [1] na¨her betrachtet. Er be-
steht aus drei Klassen mit 59, 71 und 48 Daten. Es wurden die Attribute 7,
10 und 13 verwendet. 14 Der Datensatz wurde hinsichtlich jedes Attributs
auf den Wertebereich [0, 10] skaliert. Der Datensatz entha¨lt fehlende Werte
MCAR mit einer Wahrscheinlichkeit von 5% und fehlende Werte mit einer
clusterspezifischen Wahrscheinlichkeit zwischen 20% und 60%. Die fehlen-
den Werte mit einer clusterspezifischen Wahrscheinlichkeit treten jeweils in
einem unterschiedlichen Attribut auf.
Als Vergleichsverfahren zu dem wahrscheinlichkeitsbasierten Verfahren
wurde die in diesem Kapitel vorgestellte Variante des FMLE fu¨r den Um-
gang mit fehlenden Werten MCAR verwendet, bei der Daten mit fehlenden
Werten bei der Clusteranalyse beru¨cksichtigt werden, indem alle beobachte-
ten Attribute verwendet werden. Der menschlichen Intuition entsprechend
wurde das Gewicht fehlender Daten reduziert, vgl. Abschnitt 20. Der Unter-
schied zwischen den beiden Verfahren ist somit nur die zusa¨tzliche Beru¨ck-
sichtigung einer clusterspezifischen Wahrscheinlichkeit fu¨r fehlende Werte.
Beide Varianten des FMLE wurden mit dem Fuzzy-C-Means-Algorithmus
fu¨r den Umgang mit fehlenden Werten MCAR initialisiert. Durch diese In-
itialisierung wird die Vergleichbarkeit der Ergebnisse sichergestellt. Abbil-
dung 4.7 zeigt die Ergebnisse der Fuzzy-Clusteranalyse des Weindatensatzes
14Die Abbildungen 3.27, 3.28 und 3.29 zeigen den Datensatz hinsichtlich der drei be-
trachteten Attribute.
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Abbildung 4.7: Anzahl der falsch klassifizierten Daten bei der Analyse
des Weindatensatzes (Wine Recognition Data) mit dem probabilistischen
FMLE-Algorithmus und 3 Clustern. Rot: Fuzzy-Clusteranalyse mit allen be-
obachteten Werten und Reduktion des Gewichtes von Daten mit fehlenden
Werten, gru¨n: Beru¨cksichtigung der clusterspezifischen Wahrscheinlichkeit
fu¨r fehlende Werte.
mit den beiden Verfahren mit 3 Clustern. Die rote Kurve zeigt die Anzahl
der falsch klassifizierten Daten bei dem FMLE fu¨r fehlende Werte MCAR
und die gru¨ne Kurve bei dem FMLE mit Beru¨cksichtigung einer cluster-
spezifischen Wahrscheinlichkeit fu¨r fehlende Werte an. Bei einer clusterspe-
zifischen Wahrscheinlichkeit von 20% sind die Ergebnisse beider Verfahren
ungefa¨hr vergleichbar. Die Beru¨cksichtigung der clusterspezifischen Wahr-
scheinlichkeit fu¨hrt nur zu geringfu¨gig besseren Ergebnissen. Bei einer Zu-
nahme fehlender Werte mit einer clusterspezifischen Wahrscheinlichkeit ver-
schlechtert sich jedoch die Klassifikationsgu¨te bei der Nichtberu¨cksichtigung
dieser Information, wa¨hrend sie bei der Beru¨cksichtigung dieser clusterspe-
zifischen Wahrscheinlichkeit ungefa¨hr gleich bleibt. Der Informationsverlust
durch die fehlenden Werte wird ausgeglichen durch die Beru¨cksichtigung der
clusterspezifischen Wahrscheinlichkeit.
Die Beru¨cksichtigung einer clusterspezifischenWahrscheinlichkeit fu¨r feh-
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lende Werte fu¨hrt verglichen mit dem ”available case“ Ansatz nur zu einem
geringfu¨gig gro¨ßeren Rechenaufwand (die Berechnung einer clusterspezfi-
schen Wahrscheinlichkeit fu¨r jeden Cluster und die Beru¨cksichtigung dieser
Wahrscheinlichkeit bei der Berechnung des Abstands). Die Komplexita¨t ei-
ner Iteration des Verfahrens a¨ndert sich nicht. Der Ansatz ist daher auch
auf gro¨ßeren Datensa¨tze anwendbar.
4.6 Bewertung
Daten mit fehlenden Werten ko¨nnen im Rahmen der Datenvorverarbeitung
gescha¨tzt werden. Hierfu¨r gibt es verschiedene Ansa¨tze aus der Statistik. Die
Problematik ist jedoch, daß in den nachfolgenden Schritten eines Datenana-
lyseprozesses nicht mehr zwischen gescha¨tzen und beobachteten Werten un-
terschieden wird. Bei einer gro¨ßeren Anzahl fehlender Werte hat damit die
Gu¨te des Scha¨tzverfahrens einen entscheidenden Einfluß auf die Ergebnisse
der nachfolgenden Datenanalyseverfahren.
Eine andere Mo¨glichkeit ist, Daten mit fehlenden Attributen bzw. At-
tribute, bei denen Daten fehlende Werte aufweisen, vor der Fuzzy-Cluster-
analyse aus dem Datensatz zu entfernen. Das Entfernen von Daten mit
fehlenden Werten bzw. Attributen, in denen fehlende Werte vorliegen, ist
nur bei einem geringen Anteil fehlender Werte sinnvoll. Bei einem zu großen
Anteil fehlender Werte besteht die Gefahr, daß der zu untersuchende Daten-
satz zu stark verkleinert wird und dadurch eventuell vorliegende Strukturen
nicht mehr erkannt werden ko¨nnen.
Eine Alternative ist die Integration von Daten mit fehlenden Werten
in das Datenanalyseverfahren. Aufgrund der Bedeutung des Umgangs mit
fehlenden Werten bei der Fuzzy-Clusteranalyse wurde die Integration feh-
lender Werte in ein Fuzzy-Clusteringverfahren umfassend betrachtet. Es
wurde aufgezeigt, daß bei einer gro¨ßeren Anzahl von Daten mit fehlen-
den Attributwerten die Integration der Daten mit fehlenden Werten in die
Fuzzy-Clusteranalyse dem Entfernen der Daten mit fehlenden Werten vor
der Fuzzy-Clusteranalyse weit u¨berlegen ist.
Die Integration von Daten mit fehlenden Werten in die Fuzzy-Cluster-
analyse kann durch Scha¨tzung der fehlenden Werte wa¨hrend der Fuzzy-
Clusteranalyse oder durch Beru¨cksichtigung nur der beobachteten Werte er-
folgen. Die Scha¨tzung kann z.B. durch den entsprechenden Attributwert des
Clusterzentrums, zu dem ein Datum mit einem fehlenden Attributwert den
ho¨chsten Zugeho¨rigkeitsgrad hat, oder durch das mit den Zugeho¨rigkeitsgra-
den gewichtete Mittel der entsprechenden Attributwerte der Clusterzentren
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erfolgen. Bei Fuzzy-Clusteringverfahren, bei denen auch die Kovarianzma-
trix berechnet wird, ist die Kovarianzmatrix entsprechend zu korrigieren, da
sonst die Varianzen und Kovarianzen unterscha¨tzt werden. Die Scha¨tzung
durch den entsprechenden Attributwert der Clusterzentren fu¨hrt nur zu ei-
nem geringfu¨gig erho¨hten Rechenaufwand. Alternativ ko¨nnen auch andere
Scha¨tzverfahren verwendet werden. Hierbei ist jedoch der zusa¨tzliche Re-
chenbedarf im Auge zu behalten, da die Scha¨tzung wa¨hrend jeder Iteration
des Fuzzy-Clusteringverfahrens durchgefu¨hrt wird.
Die Methode des Scha¨tzens fehlender Werte hat den Nachteil, daß die
Prototypen der Cluster aus den beobachteten Attributwerten und den
gescha¨tzten Attributwerten der Cluster berechnet werden. Bei einer gro¨ße-
ren Anzahl von fehlenden Werten zeigte sich das Verfahren abha¨ngig von
der Initialisierung.
Bei dem ”available case“-Ansatz wird die Problematik des Scha¨tzens
wa¨hrend der Fuzzy-Clusteranalyse vermieden, indem die Clusterprototypen
nur unter Beru¨cksichtigung der beobachteten Werte berechnet werden. Fu¨r
die Scha¨tzung der Zugeho¨rigkeitsgrade bietet es sich an, die Zugeho¨rigkeits-
grade basierend auf den Absta¨nden hinsichtlich der beobachteten Attribute
zu berechnen, da bei der probabilistischen Fuzzy-Clusteranalyse die Zu-
geho¨rigkeitsgrade auf der Relation der Absta¨nde eines Datums zu den ver-
schiedenen Clustern beruhen. Die Berechnung der Zugeho¨rigkeitsgrade nach
dieser Idee fu¨hrt zu dem gleichen Ergebnis wie das Scha¨tzen des Abstands
durch die Berechnung der Absta¨nde hinsichtlich der beobachten Attribute
und der anschließenden Skalierung des Abstands auf die Zahl aller Attribu-
te.
Bei der Fuzzy-Clusteranalyse des Brustkrebsdatensatzes mit 2 Clustern
zeigte das Scha¨tzen fehlender Werte durch den entsprechenden Attributwert
des Clusterzentrums, zu dem das Datum den ho¨chsten Zugeho¨rigkeitsgrad
besitzt, die besten Ergebnisse, wa¨hrend das Scha¨tzen durch das mit den Zu-
geho¨rigkeitsgraden gewichtete Mittel bei 2 Clustern zu wesentlich schlech-
teren Ergebnisse fu¨hrte. Die Ergebnisse des ”available case“-Ansatzes lagen
dazwischen. Bei der Einteilung in drei Cluster fu¨hrten alle drei Ansa¨tze zu
vergleichbar guten Ergebnissen. Auch bei einer Wahrscheinlichkeit fu¨r feh-
lende Werte ”missing completely at random“ a¨nderte sich die Anzahl der
fehlklassifizierten Daten nicht wesentlich. Die Redundanz der Informatio-
nen durch die hohe Anzahl von neun Attributen in dem Datensatz konnte
ausgenutzt werden.
Anhand des Weindatensatzes wurde das Verhalten der Verfahren bei ei-
ner geringeren Dimensionalita¨t und nicht kreisfo¨rmigen Clustern betrachtet.
Auch hier zeigte der ”available case“-Ansatz ein gutes Verhalten. Dagegen
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waren die Ergebnisse basierend auf der Scha¨tzung durch den Mittelwert und
durch das gewichtete Mittel der Clusterzentren nicht so gut. Trotz einer Kor-
rektur der Kovarianzmatrix, um den Effekt der Scha¨tzung auszugleichen,
konnte der Ansatz basierend auf der Scha¨tzung durch den entsprechenden
Attributwert des Clusterzentrums mit dem ho¨chsten Zugeho¨rigkeitsgrad den
Datensatz nur bis zu einer Wahrscheinlichkeit fu¨r fehlende Werte von 20%
klassifizieren. (Die Ergebnisse waren schlechter als bei dem ”available case“-
Ansatz.) Es besta¨tigte sich, was sich bei dem Brustkrebsdatensatz mit einer
Wahrscheinlichkeit fu¨r fehlende Werte von 50% schon angedeutet hatte.
Der ”available case“-Ansatz und der Ansatz basierenend auf der Scha¨tzung
fehlender Werte durch das gewichtete Mittel der Attributwerte der Cluster-
zentren ko¨nnen mit einer ho¨heren Anzahl von fehlenden Werten umgehen
als der Ansatz basierend auf einer Scha¨tzung durch das Clusterzentrum mit
dem ho¨chsten Zugeho¨rigkeitsgrad.
Bei dem Weindatensatz zeigte der Ansatz basierend auf der Scha¨tzung
fehlender Werte durch das gewichtete Mittel der Attributwerte der Cluster-
zentren ein schlechtes Klassifikationsverhalten. Ein mo¨glicher Grund hierfu¨r
ist die Verwendung der Kovarianzmatrizen bei dem Gustafson–Kessel-
Algorithmus. Der Ausdruck fu¨r die Scha¨tzung fehlender Werte entspricht bei
dem Gustafson–Kessel-Algorithmus dem bei dem Fuzzy-C-Means-
Algorithmus. Eine einfache Korrektur der Kovarianzmatrix, um den Ef-
fekt des Scha¨tzens auszugleichen, ist nicht bestimmbar, da nicht der Mit-
telwert (Clusterzentrum) der Daten eines Clusters sondern das gewichte-
te Mittel der Mittelwerte (Clusterzentren) aller Cluster verwendet wird.
Bei Daten mit fehlenden Werten werden daher die Varianzen und Kova-
rianzen entweder unterscha¨tzt (bei einem hohen Zugeho¨rigkeitsgrad zu ei-
nem Cluster) oder die Varianzen und Kovarianzen werden durch die ande-
ren Clusterzentren beeinflußt. Die in einem Cluster vorliegenden Varianzen
und Kovarianzen werden dem gegenu¨ber bei dem Umgang mit fehlenden
Werten nicht beru¨cksichtigt. Dieser Ansatz ist daher fu¨r flexiblere Fuzzy-
Clusteringverfahren wie den Gustafson–Kessel-Algorithmus oder den FMLE
nicht so geeignet.
Aufgrund der vorstehenden Betrachtungen ist bei Daten mit fehlen-
den Werten die Verwendung des ”available case“-Ansatzes empfehlenswert.
Bei guten Scha¨tzverfahren, die die Eigenschaften des verwendeten Fuzzy-
Clusteringverfahrens beru¨cksichtigen (z.B. Verwendung der Kovarianzma-
trix) ist auch der Ansatz des iterierten Scha¨tzens von Interesse. Hierbei
ist jedoch der zusa¨tzliche Aufwand fu¨r das Scha¨tzen, der bei dem ”availa-
ble case“-Ansatz nicht anfa¨llt, zu beru¨cksichtigen. Einfache Ansa¨tze zum
Scha¨tzen, wie die Verwendung des Mittelwertes, stellen nur bei dem Fuzzy-
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C-Means-Algorithmus eine Alternative dar.
Falls fehlendeWerte mit einer clusterspezifischenWahrscheinlichkeit auf-
treten, kann diese zusa¨tzliche Information bei der Fuzzy-Clusteranalyse ver-
wendet werden. Als Verfahren bietet sich hierfu¨r der FMLE aufgrund seines
wahrscheinlichkeitsbasierten Abstandsmaßes an. Die Parameter der Cluster
werden dabei unter Beru¨cksichtigung aller beobachteten Attributwerte be-
rechnet (”available case“-Ansatz). Durch eine zusa¨tzliche Beru¨cksichtigung
der clusterspezifischen Wahrscheinlichkeit kann eine Verbesserung der Klas-
sifikationsgu¨te erreicht werden. Da auch der ”available case“-Ansatz schon
zu guten Ergebnissen bei Daten mit fehlenden Werten fu¨hrt, ist der Un-
terschied zwischen den beiden Ansa¨tzen jedoch wesentlich geringer als der
zwischen einer Beru¨cksichtigung fehlender Werte und dem Entfernen feh-
lender Werte vor der Datenanalyse.
Entsprechend der menschlichen Intuition ko¨nnen auch bei der Fuzzy-
Clusteranalyse Daten mit fehlenden Werten gegenu¨ber Daten mit allen be-
obachteten Attributwerten geringer gewichtet werden. Eine signifikante Ver-
besserung der Klassifikationsergebnisse trat hierdurch jedoch nicht auf. Bei
den durchgefu¨hrten Experimenten schien die Reduktion des Gewichts von
Daten mit fehlenden Werten jedoch zu einem etwas stabileren Verhalten zu
fu¨hren.
Als robustes Verfahren zum Umgang mit fehlenden Werten sollte bei
der Fuzzy-Clusteranalyse der ”available case“-Ansatz immer zur Verfu¨gung
stehen, um eine gute Mo¨glichkeit zur Beru¨cksichtigung fehlender Werte zu
haben.
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Kapitel 5
Fuzzy-Clusteranalyse
mit klassifizierten Daten
5.1 Motivation
Der Begriff der Klasse ist von dem des Clusters zu unterscheiden. Ein Cluster
ist eine Menge von homogenen Daten. Eine Klasse ist eine Menge von Daten
mit einem gemeinsamen Attribut oder einer gemeinsamen Eigenschaft. Die
Daten einer Klasse mu¨ssen nicht homogen sein. Eine Klasse kann daher aus
mehreren Clustern bestehen.
Die Fuzzy-Clusteranalyse ist ein Verfahren zur Suche von Clustern in
Daten. U¨blicherweise werden dabei nicht klassifizierte Datensa¨tze klassifi-
ziert. Daneben kann sie jedoch auch verwendet werden, um nach Teilklassen
gegebener Klassen zu suchen [27, 29]. Die ermittelten Teilklassen ko¨nnen
z.B. verwendet werden, um die Gu¨te von Klassifikatoren zu verbessern oder
um z.B. Teilgruppen bzw. Teilklassen bei Marketingmaßnahmen gezielt an-
sprechen zu ko¨nnen.
Allgemein la¨ßt sich eine Information u¨ber die Klassenangeho¨rigkeit bzw.
Klassenzugeho¨rigkeit von Daten so interpretieren, daß Daten, die zu ver-
schiedenen Klassen geho¨ren, nicht demselben Cluster zugeordnet werden sol-
len. Aus der Klasseninformation der Daten la¨ßt sich daher eine Klasseninfor-
mation der Cluster ableiten. Hierfu¨r kann z.B. die mit den Zugeho¨rigkeits-
graden gewichtete Majorita¨tsklasse der dem Cluster zugeordneten Daten
verwendet werden.
In diesem Kapitel 5 wird betrachtet, wie sich Klasseninformationen bei
115
116 KLASSIFIZIERTE DATEN
der Fuzzy-Clusteranalyse verwenden lassen. Dabei werden zuerst die nahe-
liegenden allgemeinbekannten Ansa¨tze betrachtet. Danach werden Ansa¨tze
zur Clusteranalyse teilklassifizierter Daten kurz vorgestellt. Anschließend
werden drei neue Ansa¨tze fu¨r die Integration der Klasseninformation in die
Fuzzy-Clusteranalyse entwickelt und analysiert.
5.2 Einfache Mo¨glichkeiten der Beru¨cksichti-
gung von Klasseninformationen bei der
Fuzzy-Clusteranalyse
In diesem Abschnitt 5.2 werden mehrere einfache Ansa¨tze betrachtet, wie
eine Information u¨ber die Klassenzugeho¨rigkeit der zu betrachtenden Daten
bei der Fuzzy-Clusteranalyse verwendet werden kann.
Eine Mo¨glichkeit ist, den Datensatz nach der Klasseninformation in Teil-
datensa¨tze zu zerlegen. Die Teildatensa¨tze werden getrennt analysiert. Die
Ergebnisse der Clusteranalyse werden anschließend kombiniert.
Der Nachteil dieser Vorgehensweise ist, daß bei der Fuzzy-Clusteranalyse
Informationen u¨ber Cluster, die zu anderen Klassen geho¨ren, nicht beru¨ck-
sichtigt werden.1 Sofern die Klassen sich teilweise u¨berlagern bzw. nicht
gut separiert sind, kann dies zu einem suboptimalen Klassifikationsergebnis
fu¨hren.
Eine andere Mo¨glichkeit ist, die Information u¨ber die Klassenzugeho¨rig-
keit der Daten als weiteres Attribut der Daten aufzufassen. Die Anzahl
der Attribute der Daten wird in diesem Fall um eins erho¨ht. Mit dieser
vergro¨ßerten Anzahl von Attributen wird die Fuzzy-Clusteranalyse normal
durchgefu¨hrt. Die Betrachtung der Klasseninformation als zusa¨tzliches At-
tribut ermo¨glicht es, auf die Aufteilung des Datensatzes in Klassen zu ver-
zichten. Die Klasseninformation wird durch das verwendete A¨hnlichkeits-
bzw. Distanzmaß mitberu¨cksichtigt.
Die Berechnung des Abstands eines Datums zu einem Cluster unter
Verwendung des Klassenattributs ist jedoch problematisch. Bei der Klas-
seninformation handelt es sich in den meisten Fa¨llen um ein symbolisches
Attribut. Ohne zusa¨tzliche Informationen sind daher die Absta¨nde zwi-
schen verschiedenen Klassen alle gleich. Es wird nur zwischen Gleichheit
1Probabilistische Fuzzy-Clusteringverfahren haben eine partitionierende Eigenschaft.
Die Ursache ist die Restriktion
∑n
j=1
ui,j = 1, i ∈ {1, . . . , c}. Dicht benachbarte Cluster
beeinflussen sich daher gegenseitig.
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und Ungleichheit hinsichtlich dieses Attributs unterschieden. Dieses Attri-
but bzw. sein ”Abstand“ ist in Relation zu den anderen Attributen bzw.
deren Absta¨nden zu dem Cluster zu gewichten.
Eine automatische Gewichtung, wie z.B. durch die Berechnung der Kova-
rianzmatrizen der Cluster und die Verwendung des Mahalanobis-Abstands
beim Gustafson–Kessel-Algorithmus, ist problematisch, da das Klassenat-
tribut ein symbolisches Attribut ist. Daneben ist sowohl bei einer automa-
tischen als auch bei einer manuellen Gewichtung sicherzustellen, daß das
Klassenattribut nicht zu dominant, aber auch nicht nur eins unter vielen
ist.
Wenn das Klassenattribut zu dominant ist (es ist das einzige klassifi-
kationsrelevante Merkmal), ist der Abstand zu Daten mit einer anderen
Klasseninformation unabha¨ngig von den weiteren Attributen immer hoch.
Die Klassen werden daher jede fu¨r sich separat geclustert. Cluster, die zu
verschiedenen Klassen geho¨ren, beeinflussen sich gegenseitig nicht. Das Er-
gebnis entspricht daher dem einer Aufteilung des Datensatzes in Teilklassen.
Falls jedoch andererseits die Klasseninformation ein zu geringes Gewicht
hat, kann es sein, daß sie nur eins unter vielen Attributen der Daten ist. In
diesem Fall besteht die Gefahr, daß eine große Zahl von Attributen klassi-
fikationsrelevanter ist als die Klassenzugeho¨rigkeit und ggf. eine Heteroge-
nita¨t hinsichtlich des Klassenattributs toleriert wird.2
Ein weiterer Ansatz ist, die Klasseninformation als Gu¨tekriterium zu
verwenden. Die Idee ist hierbei, die Anzahl der Cluster solange zu erho¨hen,
bis in jedem Cluster die meisten Daten zu der gleichen Klasse geho¨ren. Der
Nachteil dieser Vorgehensweise besteht darin, daß die Clusterinformation
zwar bei der Verifikation der Ergebnisse, nicht jedoch bei der Bestimmung
der Cluster beru¨cksichtigt wird. Daher tendiert dieser Ansatz dazu, eine
gro¨ßere Anzahl von Clustern mit einer geringen Anzahl von Daten zu er-
zeugen, wenn die Klassen nicht gut separiert sind.
5.3 Teilu¨berwachte Fuzzy-Clusteranalyse
Die Thematik der teilu¨berwachten Fuzzy-Clusteranalyse ist sehr nah mit
der in diesem Kapitel 5 behandelten Thematik der Fuzzy-Clusteranalyse
klassifizierter Daten verwandt. Bei der teilu¨berwachten Fuzzy-Clusteranalyse
2Sofern auch bei einer
”
guten“ Gewichtung der Klassenzugeho¨rigkeit gegenu¨ber an-
deren Attributen einige Cluster hinsichtlich der Klassenzugeho¨rigkeit heterogen sind (es
gibt Cluster, bei denen nicht nur ein geringer Teil der Daten zu einer anderen Klasse
geho¨rt), ist das Klassenattribut kritisch zu hinterfragen.
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(semi supervised fuzzy cluster analysis) ist fu¨r einige der Daten vor der
Fuzzy-Clusteranalyse bekannt, zu welchem Cluster diese Daten geho¨ren
sollen. Diese Information kann zur Verbesserung der Ergebnisse der Fuzzy-
Clusteranalyse oder auch zum Benennen (Labeln) einzelner Cluster verwen-
det werden. Der Unterschied zur Fuzzy-Clusteranalyse klassifizierter Daten
ist zum einen, daß nur einige Daten klassifiziert sind, und zum anderen, daß
die Daten einem Cluster und nicht einer Klasse zugeordnet sind.
Fu¨r die teilu¨berwachte Fuzzy-Clusteranalyse gibt es verschiedene
Ansa¨tze [19, 100, 101, 11, 63]. Diese Ansa¨tze werden im folgenden kurz
vorgestellt und hinsichtlich ihrer Eignung fu¨r die Fuzzy-Clusteranalyse klas-
sifizierter Daten betrachtet.
Den Ansa¨tzen zur teilu¨berwachten Fuzzy-Clusteranalyse ist gemeinsam,
daß die klassifizierten Daten die Fuzzy-Clusteranalyse ”leiten“. Dies wird
bei dem einen Ansatz [11, 19] erreicht, indem Daten mit einer Klassen-
information dem der betreffenden Klasse zugeordneten Cluster mit einem
Zugeho¨rigkeitsgrad von 1 zugeordnet werden.3 Dieser Zugeho¨rigkeitsgrad
wird wa¨hrend der Fuzzy-Clusteranalyse nicht vera¨ndert. Nur fu¨r Daten oh-
ne eine Klasseninformation werden die Zugeho¨rigkeitsgrade wie u¨blich be-
rechnet. Die Clusterprototypen werden wie u¨blich unter Verwendung aller
Daten berechnet. Dabei werden Daten mit einer Klasseninformation ho¨her
gewichtet, wenn die Klasseninformation nur fu¨r wenige Daten vorliegt. Die
Clusterzentren werden in diesem Fall durch
~zi =
∑nc
j=1
(
wju
m
i,j~x
(class.)
j
)
+
∑nnc
j=1
(
umi,j~x
(notclass.)
j
)
∑nc
j=1 wju
m
i,j +
∑nnc
j=1 u
m
i,j
(5.1)
berechnet. wj ist das Gewicht des klassifizierten Datums ~x
(class.)
j . nc ist die
Anzahl der klassifizierten Daten und nnc ist die Anzahl der nicht klassifi-
zierten Daten ~x(notclass.)j .
Die Initialisierung des Verfahrens, d.h. die Berechnung der Clusterzen-
tren in der ersten Iteration, erfolgt nur unter Verwendung der klassifizierten
Daten.
Der Nachteil dieser Vorgehensweise ist, daß die Klasseninformation als
”absolut“ angesehen wird. Auch wenn die Berechnung der Clusterprototy-
pen auf eine andere Klassenzugeho¨rigkeit der klassifizierten Daten hinweist,
wird der Zugeho¨rigkeitsgrad der klassifizierten Daten nicht gea¨ndert.
Das Verfahren ist geeignet fu¨r die Benennung von Clustern anhand von
3Es wird von einer clusterspezifischen Zuordnung ausgegangen.
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Beispieldatensa¨tzen sowie fu¨r die Erkennung von Clustern mit einer stark
variierenden Gro¨ße.4
Das Verfahren ist nicht geeignet, wenn fu¨r fast alle Daten bekannt ist,
zu welchem Cluster sie geho¨ren, da die Zugeho¨rigkeitsgrade wa¨hrend der
Fuzzy-Clusteranalyse bei diesen Daten nicht gea¨ndert werden.
Ein anderer Ansatz basiert auf der Idee, die Zuordnung eines klassifi-
zierten Datums zu einem ”falschen“ Cluster zu bestrafen. Im Gegensatz zu
dem vorhergehend vorgestellten Ansatz ko¨nnen klassifizierte Daten jedoch
anderen Clustern zugeordnet werden [100].
Der ”Strafterm“ fu¨r die Zuordnung eines klassifizierten Datums ~xj zu
einem anderen Cluster ist
c∑
i=1
n∑
j=1
(ui,j − bjfi,j)md2(~βi, ~xj). (5.2)
bj ist 1, wenn ein Datum klassifiziert ist und 0 sonst. Die Klassenzugeho¨rig-
keit ist in der c × n Matrix F = [fi,j ]c×n gespeichert. fi,j ist 1, wenn das
Datum ~xj dem Cluster ~βi durch die vorgegebene Klassifikation zugeordnet
wurde.
Wenn der Zugeho¨rigkeitsgrad ui,j eines Datums ~xj zu einem Cluster
~βi der vorgegebenen Klassifikation entspricht, ist (ui,j − bjfi,j) = 0. Eine
Abweichung von der vorgegebenen Klassifikation fu¨hrt zu einer Erho¨hung
des Ausdrucks.5
Die Verwendung des Strafterms (5.2) fu¨hrt zu der Zielfunktion [100, 19]
J(X,U,B) = α
c∑
i=1
n∑
j=1
(ui,j − bjfi,j)md2(~βi, ~xj) +
c∑
i=1
n∑
j=1
umi,jd
2(~βi, ~xj).
(5.3)
α ist ein Wichtungsfaktor.
4Die Initialisierung der Clusterprototypen erfolgt nur mittels der klassifizierten Da-
ten. Hierdurch werden zu Beginn alle Cluster, denen Daten manuell zugeordnet wurden,
erkannt. Bei einer hinreichenden Separierung der Cluster und durch die Gewichtung der
klassifizierten Daten werden auch kleine Cluster in den nachfolgenden Iterationen nicht
”
aufgegeben“. (Das Clusterzentrum
”
wandert“ nicht woanders hin.)
5Bei der probabilistischen Fuzzy-Clusteranalyse gilt meist m = 2. Ansonsten ist ggf.
hilfsweise |ui,j − bjfi,j |m zu verwenden.
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Die Zugeho¨rigkeitsgrade werden berechnet durch [101, 19]
ui,j =
1
1 + α
1
m−1
1 + α 1m−1 (1− bk∑ck=1 fk,j)∑c
k=1
(
d2(~βi,~xj)
d2(~βk,~xj)
) 2
m1
+ α
1
m−1 bjfi,j
 . (5.4)
Dieser Ansatz kann von teilklassifizierten Datensa¨tzen auf klassifizierte
Datensa¨tze u¨bertragen werden. Der Index bj ist dabei fu¨r alle Daten ~xj 1.
Damit jedoch eine Zuordnung zu Klassen und nicht zu Clustern bei der
Fuzzy-Clusteranalyse beru¨cksichtigt werden kann, ist eine Modifikation des
Strafterms erforderlich.
Sofern eine Klasse nur aus einem Cluster besteht oder wenn man weiß,
zu welchem Cluster einer Klasse ein Datum geho¨rt, ko¨nnen die o.g. teilu¨ber-
wachten Verfahren auch fu¨r die Analyse teilklassifizierter Verfahren einge-
setzt werden. Falls jedoch nur bekannt ist, zu welcher Klasse ein Datum
geho¨rt, nicht jedoch zu welchem Cluster, sind die teilu¨berwachten Verfah-
ren nicht geeignet.
5.4 Ein zielfunktionsbasierter Ansatz
In diesem Abschnitt 5.4 wird ein zielfunktionsbasierter Ansatz fu¨r die Fuzzy-
Clusteranalyse klassifizierter Daten vorgestellt. Dieser Ansatz a¨hnelt dem
o.g. teilu¨berwachten Ansatz 5.3.
Das Kennzeichen einer Fehlklassifikation eines Datums ist, daß die Klas-
seninformation des Datums von der des Clusters, dem es zugeordnet ist,
abweicht. Im Idealfall sollte kein Datum einem Cluster mit der ”falschen“
Klasseninformation zugeordnet sein. Ein Kennzeichen fu¨r die Fehlklassifika-
tion eines Datensatzes ist daher
c∑
i=1
n∑
j=1
(1− class(i, j))umi,j . (5.5)
class(i, j) ist 1,wenn der Cluster ~βi und das Datum ~xj der gleichen Klasse
angeho¨ren. Sonst ist class(i, j) 0.
Die Integration der Forderung, mo¨glichst wenige Daten falsch zu klassi-
fizieren, fu¨hrt zu der Zielfunktion
J(X,U,B) =
n∑
j=1
c∑
i=1
umi,j · d2(~βi, ~xj) + α
c∑
i=1
n∑
j=1
(1− class(i, j))umi,j . (5.6)
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α gewichtet die Forderung, Fehlklassifikationen zu vermeiden, gegen die
Forderung, daß der Abstand zwischen den Clustern und den ihnen zugeord-
neten Daten mo¨glichst klein sein soll.
Als notwendiges Kriterium fu¨r die Optimierung der Zielfunktion sind bei
der probabilistischen Fuzzy-Clusteranalyse die Zugeho¨rigkeitsgrade durch
ui,j =
1∑c
k=1
(
d2(~βi,~xj)+α(1−class(i,j))
d2(~βk,~xj)+α(1−class(k,j))
) 1
m−1
(5.7)
zu bestimmen. Dies wird im folgenden gezeigt.
Bei der probabilistischen Fuzzy-Clusteranalyse ist die Zielfunktion (5.6)
unter Beru¨cksichtigung der Restriktion
∑c
i=1 ui,j = 1 fu¨r alle Daten ~xj zu
minimieren. Unter Verwendung von n Lagrangeschen Multiplikatoren λj
wird die Zielfunktion modifiziert zu
J(X,U,B) =
∑n
j=1
∑c
i=1 u
m
i,j · d2(~βi, ~xj)
+α
∑c
i=1
∑n
j=1 (1− class(i, j))umi,j
−∑nj=1 λj (∑ci=1 ui,j − 1) . (5.8)
Fu¨r die Bestimmung der Zugeho¨rigkeitsgrade muß ∂∂ui,j J(X,U,B) = 0 gel-
ten.
0 = ∂∂ui,j J(X,U,B)
= ∂∂ui,j
(∑n
j=1
∑c
i=1 u
m
i,j · d2(~βi, ~xj)
+α
∑c
i=1
∑n
j=1 (1− class(i, j))umi,j
−∑nj=1 λj (∑ci=1 ui,j − 1))
= m · um−1i,j · d2(~βi, ~xj) + α ·m · um−1i,j (1− class(i, j))− λj
⇒ ui,j =
(
λj
m(d2(~βi,~xj)+α(1−class(i,j)))
) 1
m−1
1 =
∑c
i=1 ui,j
= λ
1
m−1
j
(∑c
i=1
(
1
m(d2(~βi,~xj)+α(1−class(i,j)))
) 1
m−1
)
⇒ λj = 1∑c
i=1
(
1
m(d2(~βi,~xj)+α(1−class(i,j)))
) 1m−1
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⇒ ui,j = 1∑c
k=1
(
d2(~βi,~xj)+α(1−class(i,j))
d2(~βk,~xj)+α(1−class(k,j))
) 1
m−1
Durch den Strafterm fu¨r die Klassenzuordnung wird der Zugeho¨rigkeits-
grad zu Clustern mit einer anderen Klasseninformation reduziert, wa¨hrend
der Zugeho¨rigkeitsgrad von Daten mit der ”richtigen“ Klasseninformation
erho¨ht wird.
Die Berechnung der Clusterprototypen erfolgt ohne die Beru¨cksichtigung
einer Klasseninformation, da die Ableitung des Strafterms fu¨r fehlklassifi-
zierte Daten
∑c
i=1
∑n
j=1 (1− class(i, j))umi,j nach den Clusterprototypen 0
ist.
Das in diesem Abschnitt 5.4 vorgestellte zielfunktionsbasierte Verfahren
a¨hnelt dem in Abschnitt 5.3 vorgestellten Verfahren. Der Unterschied ist,
daß anstelle der Zugeho¨rigkeit zu einem Cluster die Zugeho¨rigkeit zu einer
Klasse, d.h. zu einer Menge von Clustern, verwendet wird. Der Strafterm
(5.2) des zielfunktionsbasierten Verfahrens aus Abschnitt 5.3 besagt, daß
bei der Zuordnung eines Datums ~xj zu einem ”falschen“ Cluster
~βi mit
dem Zugeho¨rigkeitsgrad ui,j der Wert der Zielfunktion um umi,j und bei der
Zuordnung zu dem ”richtigen“ Cluster um (|ui,j − 1|)
m erho¨ht wird. Dem-
gegenu¨ber wird nur bei der Zuordnung eines Datum ~xj zu einem Cluster
~βi mit einer anderen Klasseninformation der Zugeho¨rigkeitsgrad um umi,j
erho¨ht. Bei einer Zuordnung zu einem Cluster mit der gleichen Klassenin-
formation bleibt der Wert der Zielfunktion unvera¨ndert. Daher hat bei dem
in diesem Abschnitt 5.4 vorgestellten Ansatz der Strafterm in Relation zu
dem Ausdruck, der die Minimierung der Absta¨nde zwischen den Daten und
den ihnen zugeordneten Clustern fordert, ein etwas geringeres Gewicht.
5.5 Zwei intuitive Ansa¨tze basierend auf der
Abstoßung fremder Klassen
Bei dem zielfunktionsbasierten Ansatz zur Fuzzy-Clusteranalyse klassifizier-
ter Daten fu¨hrt die Zuordnung eines Datums zu einem Cluster mit einer
anderen Klasseninformation zu einer Reduktion des Zugeho¨rigkeitsgrads
des Datums zu diesem Cluster. Eine einfache Reduktion des Zugeho¨rig-
keitsgrads, bis hin zu einem Zugeho¨rigkeitsgrad von 0, fu¨hrt jedoch zu der
Problematik, daß das Verfahren dazu tendiert, die Daten nach Klassen ge-
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trennt zu klassifizieren, wenn alle Daten klassifiziert sind. Die partitionieren-
de Wirkung der probabilistischen Fuzzy-Clusteranalyse wird abgeschwa¨cht,
da Daten, die dicht bei einem Cluster liegen, zu diesem keinen hohen Zu-
geho¨rigkeitsgrad aufweisen mu¨ssen. Sie ko¨nnen anderen Clustern zugeordnet
werden und ”ziehen“ diese damit an.
Eine Alternative zu einer Reduktion des Zugeho¨rigkeitsgrads ist, die
Abstoßung der Cluster durch Daten mit einer anderen Klasseninformati-
on direkt zu modellieren. Hierfu¨r bietet sich das Modell des ”Alternating
Cluster Estimation“ an. Die in diesem Abschnitt 5.5 vorgestellten beiden
Ansa¨tze folgen der menschlichen Intuition, daß Daten mit der gleichen Klas-
seninformation eine positive Anziehungskraft und Daten mit einer anderen
Klasseninformation eine negative Anziehungskraft besitzen sollten [126].
Ein naheliegender Ansatz ist, die Zugeho¨rigkeitsgrade der Daten zu den
Clustern von dem Intervall [0, 1] auf das Intervall [−1, 1] zu erweitern, in-
dem man bei Daten mit einer anderen Klasseninformation als der des Clu-
sters den Zugeho¨rigkeitsgrad umi,j mit −1 multipliziert. Dies fu¨hrt bei den
Ausdru¨cken zur Berechnung der Clusterprototypen zu der Verwendung von
|ui,j |m · sgn(ui,j) anstelle von umi,j . Die Verwendung eines negativen Zu-
geho¨rigkeitsgrads fu¨r ein Datum ~xj kann als ”Reduktion“ der Anziehung
in Richtung des Datums ~xj betrachtet werden. Durch die Reduktion der
Anziehung ”wandert“ der Cluster weg.
Die Sta¨rke der Abstoßung zwischen Daten und Clustern mit einer unter-
schiedlichen Klasseninformation kann erho¨ht werden, indem der Zugeho¨rig-
keitsgrad ui,j eines Datums ~xj zu einem Cluster ~βi mit einem Wichtungs-
faktor α multipliziert wird, wenn ~xj und ~βi eine unterschiedliche Klassen-
information besitzen.
Aus statistischer Sicht ist die Verwendung negativer Zugeho¨rigkeitsgrade
fu¨r die Berechnung des Mittelwerts bzw. der Kovarianzen nicht korrekt. Die
Vorgehensweise kann jedoch als Heuristik interpretiert werden, mittels derer
die Anziehung der Cluster aus einer Region des Datenraums reduziert wird.
Es ist sicherzustellen, daß bei der Verwendung negativer Zugeho¨rigkeitsgra-
de ”sinnvolle“ Clusterprototypen berechnet werden. Es du¨rfen nicht zu viele
Daten einem Cluster mit negativen Zugeho¨rigkeitsgraden zugeordnet wer-
den. Die Verwendung negativer Zugeho¨rigkeitsgrade beeinflußt sowohl die
Berechnung der Clusterzentren als auch die der Kovarianzmatrix.
Die Sta¨rke der Abstoßung zwischen Daten und Clustern mit einer unter-
schiedlichen Klasseninformation kann erho¨ht werden, in dem der Zugeho¨rig-
keitsgrad ui,j eines Datums ~xj zu einem Cluster ~βi mit einem Wichtungs-
faktor α multipliziert wird, wenn ~xj und ~βi eine unterschiedliche Klassen-
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information besitzen.
Die Problematik, daß die Summe der Zugeho¨rigkeitsgrade echt gro¨ßer 0
sein muß, la¨ßt sich vermeiden, wenn man die Abstoßung durch ein Datum
~xj nicht durch negative Zugeho¨rigkeitsgrade, sondern durch eine Anziehung
des Clusters ~βi aus der entgegengesetzten Richtung mittels eines fiktiven
Datums ~x′i,j modelliert. Das fiktive Datum ~x
′
i,j kann durch Spiegelung des
Datums ~xj an dem Clusterzentrum ~βi bestimmt werden:
~x′i,j = ~zi − (~xj − ~zi). (5.9)
Da die Sta¨rke der Abstoßung von dem Ausmaß der Fehlklassifikation,
d.h. von dem Zugeho¨rigkeitsgrad des Datums ~xj zu einem Cluster mit ei-
ner anderen Klasseninformation abha¨ngt, sollte der Zugeho¨rigkeitsgrad des
Datums ~x′i,j zu dem Cluster ~βi dem Zugeho¨rigkeitsgrad des Datums ~xj zu
diesem Cluster entsprechen. Nach diesem Modell werden die Clusterzentren
berechnet durch:
~zi =
1∑n
j=1(ui,j)m
n∑
j=1
(ui,j)m~x′i,j . (5.10)
~x′i,j ist definiert durch
~x′i,j =
{
~xj , falls ~xj und ~βi zu der gleichen Klasse geho¨ren.
~zi − (~xj − ~zi), falls ~xj und ~βi zu verschiedenen Klassen geho¨ren.
(5.11)
Da der Zugeho¨rigkeitsgrad ui,j eines Datums ~xj zu einem Cluster ~βi bei
Daten mit einer anderen Klasseninformation die Sta¨rke der Abstoßung an-
gibt, kann die Abstoßung versta¨rkt werden, indem bei einer unterschied-
lichen Klasseninformation zwischen einem Datum und einem Cluster der
Zugeho¨rigkeitsgrad mit einem Wichtungsfaktor α multipliziert wird.
Im Gegensatz zu der Verwendung negativer Zugeho¨rigkeitsgrade fu¨hrt
die Abstoßung durch Anziehung zu keiner Vera¨nderung der Kovarianzma-
trizen der Cluster.
5.6 Vergleich und Bewertung der Verfahren
Die Eigenschaften der verschiedenen Verfahren zur Fuzzy-Clusteranalyse
klassifizierter Daten werden anhand des in Abb. 5.1 dargestellten Daten-
satzes na¨her betrachtet. Der Datensatz besteht aus 150 Daten. Die Daten
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geho¨ren zu zwei Klassen mit 100 Daten (blau dargestellt) und 50 Daten
(gru¨n dargestellt). Die blau dargestellten Daten wurden durch zwei Nor-
malverteilungen mit je 50 Daten und die gru¨n dargestellten Daten durch
eine Normalverteilung erzeugt. Abb. 5.2 zeigt eine Fuzzy-Clusteranalyse die-
ses Datensatzes mit dem Gustafson–Kessel-Algorithmus ohne Verwendung
der Klasseninformation. Die blau dargestellten Daten der einen Klasse wer-
den durch den roten und den blauen Cluster, die gru¨n dargestellten Daten
der anderen Klasse werden durch den gru¨nen Cluster beschrieben. Da bei
der Clusteranalyse keine Klasseninformation verwendet wird, werden dem
gru¨nen Cluster auch Daten aus dem Bereich zugeordnet, in dem die Klassen
sich u¨berlappen. Aufgrund der partitionierenden Eigenschaft der probabili-
stischen Fuzzy-Clusteranalyse werden der rote und der blaue Cluster ”zur
Seite gedru¨ckt“. Der gru¨ne Cluster ”wandert“ leicht nach oben.
Eine einfache Mo¨glichkeit, eine Klasseninformation zu beru¨cksichtigen,
ist die Clusteranalyse der Daten getrennt nach Klassen. Abb. 5.3 zeigt die
Klassifikation nach dem Zusammenfu¨gen der Cluster. Es wurde nicht er-
kannt, daß die beiden blau und rot markierten Cluster symmetrisch sind.
Abb. 5.4 zeigt das Ergebnis einer Fuzzy-Clusteranalyse, bei der Daten
mit der falschen Klasseninformation bei der Berechnung der Clusterproto-
typen nicht beru¨cksichtigt werden. Hierdurch wird verhindert, daß durch
die Zuordnung von Daten mit einer anderen Klasseninformation ein Cluster
”wegwandert“. Der gru¨ne Cluster liegt bei diesem Verfahren tiefer als bei
der Nichtberu¨cksichtigung der Klasseninformation, vgl. Abb. 5.2. Gleichzei-
tig werden der rote und der blaue Cluster nicht ”zur Seite gedru¨ckt“. Die
blau markierten Daten aus dem U¨berlappungsbereich werden dem gru¨nen
Cluster zwar teilweise zugeordnet, d.h. sie haben hinsichtlich der Berech-
nung des roten und des blauen Clusters ein geringeres Gewicht. Da sie je-
doch bei der Berechnung des gru¨nen Clusters nicht beru¨cksichtigt werden,
wird der gru¨ne Cluster nicht breiter.
Eine Fuzzy-Clusteranalyse, bei der Daten mit der falschen Klassenin-
formation bei der Berechnung der Clusterprototypen nicht beru¨cksichtigt
werden, kann auch als Fuzzy-Clusteranalyse mit einer mit 0 gewichteten
Abstoßung verstanden werden. Die Abbildungen 5.5, 5.6, 5.7, 5.8, 5.9 und
5.10 zeigen die in Abschnitt 5.5 vorgestellten Ansa¨tze zur Beru¨cksichtigung
einer Klasseninformation. Die Abstoßung ist dabei unterschiedlich stark ge-
wichtet. Bei den in den Abbildungen 5.5 und 5.6 dargestellten Klassifika-
tionen wird die Klasseninformation der Daten beru¨cksichtigt, indem Da-
ten mit einer ”falschen“ Klasseninformation Cluster mittels eines fiktiven
Datums abstoßen. Dies fu¨hrt zu einer Verschiebung des Clusterzentrums.
Da die fiktiven Daten durch Spiegelung am Clusterzentrum erzeugt werden,
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werden Daten mit einer ”falschen“ Klasseninformation weiterhin bei der Be-
rechnung der Kovarianzmatrix beru¨cksichtigt. Die Abbildungen 5.7 und 5.8
zeigen die Ergebnisse dieses Verfahrens, wenn Daten mit einer ”falschen“
Klasseninformation nur bei der Berechnung der Clusterzentren, nicht je-
doch bei der Berechnung der Kovarianzmatrix beru¨cksichtigt werden. Eine
andere Mo¨glichkeit, eine Abstoßung zwischen Daten und Clustern mit einer
unterschiedlichen Klasseninformation zu modellieren, ist die Verwendung
negativer Zugeho¨rigkeitsgrade. Die Abbildungen 5.9 und 5.10 zeigen die Er-
gebnisse dieses Ansatzes. Bei der Gewichtung der Abstoßung ist darauf zu
achten, daß die so berechneten Clusterzentren und Kovarianzmatrizen inter-
pretierbar bleiben. Bei einer zu starken Gewichtung ist eine Invertierbarkeit
der Kovarianzmatrizen oft nicht mehr mo¨glich. Diese Problematik spricht
fu¨r die Modellierung der Abstoßung durch Anziehung durch ein fiktives Da-
tum.
Im Gegensatz zu den in Abschnitt 5.5 vorgestellten Ansa¨tzen wird die
Abstoßung der Cluster durch Daten mit einer anderen Klasseninformation
bei dem in Abschnitt 5.4 vorgestellten Ansatz nicht direkt bei der Berech-
nung der Prototypen modelliert. Stattdessen wird die Zuordnung von Daten
zu Clustern mit einer anderen Klasseninformation durch einen Strafterm
in der das Klassifikationsproblem beschreibenden Zielfunktion modelliert.
Die Ableitung dieses Ansatzes fu¨hrt zu einer gea¨nderten Berechnung der
Zugeho¨rigkeitsgrade. Wenn die Klassenzugeho¨rigkeit eines Datums mit der
eines Clusters nicht u¨bereinstimmt, wird der Abstand zwischen dem Datum
und diesem Cluster erho¨ht. Dies fu¨hrt zu einer Verringerung des Zugeho¨rig-
keitsgrads zu Clustern mit einer anderen Klassenzugeho¨rigkeit und zu einer
Erho¨hung des Zugeho¨rigkeitsgrads zu Clustern mit der gleichen Klassen-
information. Eine Abstoßung eines Clusters mit einer anderen Klassenin-
formation erfolgt jedoch nur indirekt durch die Anziehung eines anderen
Clusters. Ein Datum u¨bt auch auf Cluster mit einer anderen Klassenin-
formation stets eine positive Anziehung aus. Der Effekt der Abstoßung ist
daher etwas geringer als bei der direkten Modellierung. Die Abbildungen
5.11 und 5.12 zeigen die Ergebnisse dieses Ansatzes.
Fu¨r die Fuzzy-Clusteranalyse mit klassifizierten Daten ist sowohl der
Ansatz basierend auf Abstoßung mittels eines fiktiven Datums als auch der
zielfunktionsbasierte Ansatz geeignet. Fu¨r den zielfunktionsbasierten An-
satz spricht seine mathematisch saubere Modellierung, wa¨hrend der Ansatz
basierend auf Abstoßung mittels eines fiktiven Datums eine sta¨rkere Beru¨ck-
sichtigung der Klasseninformation ermo¨glicht.
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Abbildung 5.1: Datensatz mit zwei
Klassen.
Abbildung 5.2: Fuzzy-Cluster-
analyse mit dem Gustafson–Kessel-
Algorithmus ohne Klasseninforma-
tion.
Abbildung 5.3: Fuzzy-Cluster-
analyse mit dem Gustafson–Kessel-
Algorithmus. Die Clusteranalyse
erfolgte fu¨r jede Klasse separat. Die
Ergebnisse wurden kombiniert.
Abbildung 5.4: Fuzzy-Cluster-
analyse mit dem Gustafson–Kessel-
Algorithmus. Daten mit falscher
Klasseninformation werden nicht
beru¨cksichtigt.
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Abbildung 5.5: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation erfolgt eine
Abstoßung durch Verwendung eines
fiktiven Datums. α = 1.
Abbildung 5.6: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation erfolgt eine
Abstoßung durch Verwendung eines
fiktiven Datums. α = 2.
Abbildung 5.7: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation erfolgt eine
Abstoßung durch Verwendung eines
fiktiven Datums. α = 1, Berechnung
der Kovarianzmatrix ohne Daten
mit falscher Klasseninformation.
Abbildung 5.8: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation erfolgt eine
Abstoßung durch Verwendung eines
fiktiven Datums. α = 2, Berechnung
der Kovarianzmatrix ohne Daten
mit falscher Klasseninformation.
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Abbildung 5.9: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation werden negative
Zugeho¨rigkeitsgrade verwendet.
α = 0.25.
Abbildung 5.10: Fuzzy-Cluster-
analyse mit dem Gustafson–
Kessel-Algorithmus. Bei falscher
Klasseninformation werden negative
Zugeho¨rigkeitsgrade verwendet.
α = 0.5.
Abbildung 5.11: Zielfunktionsbasier-
te Fuzzy-Clusteranalyse mit dem
Gustafson–Kessel-Algorithmus mit
Beru¨cksichtigung der Klasseninfor-
mation. α = 4.
Abbildung 5.12: Zielfunktionsbasier-
te Fuzzy-Clusteranalyse mit dem
Gustafson–Kessel-Algorithmus mit
Beru¨cksichtigung der Klasseninfor-
mation. α = 8.
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5.7 Verwendung der neuen Ansa¨tze bei der
teilu¨berwachten Fuzzy-Clusteranalyse
Die in diesem Kapitel 5 vorgestellten Verfahren zur Fuzzy-Clusteranalyse
klassifizierter Daten ko¨nnen auch fu¨r die teilu¨berwachte Fuzzy-Clusterana-
lyse verwandt werden. Bei der teilu¨berwachten Fuzzy-Clusteranalyse ist nur
bei einigen Daten die Klasseninformation bekannt. Ein Anwendungsgebiet
der teilu¨berwachten Fuzzy-Clusteranalyse ist z.B. das ”Labeling“. Anhand
der klassifizierten Daten werden die Cluster identifiziert bzw. benannt.
Die in Abschnitt 5.5 vorgestellten Verfahren basieren auf einer ”Bestra-
fung“ der Zuordnung eines Datums zu einem Cluster mit einer anderen
Klasseninformation. Wenn bei Daten ohne Klasseninformation immer ange-
nommen wird, daß die Klasseninformation des Datums mit der des Clusters
u¨bereinstimmt, ist die Klasseninformation nur bei klassifizierten Daten von
Belang. Falls nur bei einem geringen Teil der Daten eine Klasseninformation
zur Verfu¨gung steht, ist eine Erho¨hung des Gewichts dieser Daten erforder-
lich, damit die Klasseninformation bei der Berechnung der Clusterprototy-
pen eine relevante Rolle spielt.
Der Vorteil der in den Abschnitten 5.4 und 5.5 vorgestellten neuen Ver-
fahren gegenu¨ber den in Abschnitt 5.3 vorgestellten Verfahren ist, daß bei
der teilu¨berwachten Fuzzy-Clusteranalyse auch Klassen, die aus mehreren
Clustern bestehen, beru¨cksichtigt werden ko¨nnen, ohne daß vorher bekannt
sein muß, ob die ”gelabelten“ Vertreter derselben Klasse auch demselben
Cluster angeho¨ren. Damit sind die in diesem Kapitel 5 vorgestellten Ver-
fahren zur Fuzzy-Clusteranalyse klassifizierter Daten eine Erweiterung der
in Abschnitt 5.3 vorgestellten teilu¨berwachten Verfahren.
Kapitel 6
Fazit
Die Zielstellung der Clusteranalyse, Strukturen bzw. Cluster in Daten zu
finden, ist bei der Datenanalyse von großem Interesse. Ha¨ufig sind die in
den Datensa¨tzen vorliegenden Cluster nicht deutlich separiert. Viele Daten
sind Mischformen bzw. Hybride verschiedener Cluster. Die Fuzzy-Cluster-
analyse bietet eine Mo¨glichkeit, diese Daten bei der Clusteranalyse entspre-
chend zu beru¨cksichtigen. Hierbei werden die Daten den Clustern mit einem
Zugeho¨rigkeitsgrad zwischen 0 und 1 zugeordnet.
Im ersten Teil der Arbeit erfolgte eine Einfu¨hrung in die Datenanalyse
mit Fuzzy-Clusteringverfahren. Aufbauend auf einer Vorstellung der Ide-
en und Konzepte wurden die wichtigsten Verfahren fu¨r die Fuzzy-Cluster-
analyse vorgestellt. Daneben wurden zwei fu¨r die Datenanalyse relevante
Bereiche, der Umgang mit verrauschten Daten und die Bewertung einer
Klassifikation, na¨her betrachtet. Danach erfolgte ein kurzer U¨berblick u¨ber
weitere Fuzzy-Clusteringverfahren.
Aufgrund des Interesses an Verfahren zur Fuzzy-Clusteranalyse wur-
den die wichtigsten Fuzzy-Clusteringverfahren als Plug-In ”Advanced Clu-
ster Analysis“ fu¨r das kommerzielle Datenanalysetool DataEngine imple-
mentiert. Die in dieser Dissertation betrachteten drei Themen — Fuzzy-
Clusteranalyse mit possibilistischen Zugeho¨rigkeitsgraden, Behandlung von
Daten mit fehlenden Werten bei der Fuzzy-Clusteranalyse und Fuzzy-
Clusteranalyse klassifizierter Daten — wurden durch Reaktionen auf die-
ses Tool und eigene Erfahrungen im Umgang mit der Fuzzy-Clusteranalyse
motiviert.
Bei der Fuzzy-Clusteranalyse ko¨nnen neben den weitverbreiteten pro-
babilistischen Zugeho¨rigkeitsgraden auch possibilistische Zugeho¨rigkeitsgra-
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de verwendet werden. Die Verwendung possibilistischer Zugeho¨rigkeitsgrade
ermo¨glicht eine bessere Interpretation der Zugeho¨rigeitsgrade der Daten zu
den Clustern. Insbesondere, wenn in dem Datensatz ein gro¨ßerer Anteil von
Daten vorliegt, die fu¨r mehrere Cluster typisch sind, ko¨nnen die Cluster
durch possibilistische Zugeho¨rigkeitsgrade pra¨ziser beschrieben werden. Bei
der possibilistischen Fuzzy-Clusteranalyse besteht jedoch die Problematik,
daß dicht benachbarte Cluster ha¨ufig als ein Cluster beschrieben werden.
Daher wurden in dieser Arbeit Ansa¨tze fu¨r die zielfunktionsbasierte Fuzzy-
Clusteranalyse und das Alternating Cluster Estimation entwickelt, die diese
Problematik durch die Modellierung einer Abstoßung zwischen den Clustern
vermeiden. Wenn die Cluster hinreichend voneinander entfernt sind, verhal-
ten sich die vorgestellten neuen Verfahren wie ein possibilistisches Fuzzy-
Clusteringverfahren ohne Abstoßung. Die vorgestellten Ansa¨tze sind daher
als Erweiterung bzw. Erga¨nzung der possibilistischen Fuzzy-Clusteranalyse
aufzufassen.
Ein bei der Datenanalyse ha¨ufig auftretendes Problem ist der Umgang
mit Daten mit fehlenden Attributwerten. Fu¨r den Umgang mit ihnen gibt
es prinzipiell drei verschiedene Mo¨glichkeiten: Daten mit fehlenden Werten
bzw. Attribute, in denen fehlende Werte vorliegen, werden aus dem Daten-
satz entfernt, die fehlenden Werte werden im Rahmen der Datenvorverar-
beitung gescha¨tzt oder die Datenanalyseverfahren werden so erweitert, daß
auch Daten mit fehlenden Werten analysiert werden ko¨nnen. Da der Um-
gang mit Daten mit fehlenden Werten bei der Fuzzy-Clusteranalyse bisher
noch nicht systematisch untersucht wurde und der Umgang mit Daten mit
fehlenden Werten bei der Datenanalyse von sehr großer Bedeutung ist, wur-
de in Kapitel 4 die Fuzzy-Clusteranalyse mit Daten mit fehlenden Werten
systematisch untersucht. Fu¨r Daten mit fehlenden Werten ”missing comple-
tely at random“ wurden zwei verschiedene Ansa¨tze betrachtet: das Scha¨tzen
fehlender Werte wa¨hrend der Clusteranalyse z.B. durch den ensprechenden
Attributwert des Clusterzentrums und die Berechnung der Clusterprototy-
pen nach der ”available case“-Methode. Der fu¨r den Umgang mit fehlenden
Werten beno¨tigte Aufwand ha¨ngt bei der Scha¨tzung der fehlenden Werte
von dem Scha¨tzverfahren ab und ist bei der ”available case“-Methode ver-
nachla¨ssigbar. Aufgrund der theoretischen Betrachtungen und der in den
Tests beobachteten Ergebnisse sowie des vernachla¨ssigbaren zusa¨tzlichen
Aufwands ist die ”available case“-Methode vorzuziehen. Es wurde gezeigt,
daß diese Methode auch bei einem relativ großen Anteil von fehlenden Wer-
ten in dem zu betrachtenden Datensatz zu guten Ergebnissen fu¨hrt. Falls
nicht nur fehlende Werte ”missing completely at random“ sondern auch feh-
lende Werte mit einer clusterspezifischen Wahrscheinlichkeit auftreten, ist
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es sinnvoll, diese zusa¨tzliche Information bei der Fuzzy-Clusteranalyse zu
beru¨cksichtigen. Hierfu¨r wurde ein neues Modell basierend auf dem FMLE
entwickelt.
Die Fuzzy-Clusteranalyse ist ein nichtu¨berwachtes Klassifikationsverfah-
ren. Der Datensatz wird in Cluster von homogenen Daten unterteilt. Manch-
mal ist jedoch fu¨r einige Daten bekannt, zu welcher Klasse sie geho¨ren. (Der
Begriff der Klasse ist hier von dem des Clusters zu unterscheiden. Eine Clu-
ster ist eine Menge von homogenen Daten, wa¨hrend eine Klasse aus mehre-
ren Clustern bestehen kann.) Fu¨r die Beru¨cksichtigung der Information, zu
welchem Cluster ein Datum geho¨rt, gibt es im Rahmen der teilu¨berwach-
ten Fuzzy-Clusteranalyse Ansa¨tze. Der allgemeinere Fall einer Klassenin-
formation wurde jedoch noch nicht betrachtet. Um diese Information, falls
sie vorliegt, bei der Fuzzy-Clusteranalyse zu nutzen, wurden Ansa¨tze fu¨r
die zielfunktionsbasierte Fuzzy-Clusteranalyse und das Alternating Cluster
Estimation entwickelt, die die Beru¨cksichtigung einer Klasseninformation
ermo¨glichen. Die Idee dieser neuen Ansa¨tze ist, daß eine Fehlklassifikati-
on (ein Datum wird einem Cluster mit einer anderen Klasseninformation
zugeordnet) bestraft wird bzw. daß Daten Cluster mit einer anderen Klas-
seninformation nicht anziehen sondern abstoßen.
Die im Rahmen dieser Arbeit entwickelten Verfahren wurden als Kom-
mandozeilenprogramm in C implementiert. Durch Einbindung dieses Kom-
mandozeilenprogramms in das am Lehrstuhl fu¨r Neuronale Netze und Fuzzy-
Systeme, Institut fu¨r Wissens- und Sprachverarbeitung der Otto-von-
Guericke-Universita¨t Magdeburg, entwickelte Datenanalyseprogramm
”OttoMiner“ ko¨nnen die Fuzzy-Clusteringverfahren in einer grafischen Um-
gebung leicht mit anderen Datenanalyseverfahren kombiniert und in Pro-
jekten eingesetzt werden. Aufgrund der Relevanz fehlender Werte fu¨r die
Datenanalyse ist daru¨ber hinaus geplant, das Plug-In ”Advanced Cluster
Analysis“fu¨r das Datenanalysetool DataEngine in einer zuku¨nftigen Versi-
on hinsichtlich des Umgangs mit fehlenden Werten zu erweitern.
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Anhang A
Software
Die verschiedenen im Rahmen dieser Arbeit vorgestellten Fuzzy-Clustering-
verfahren sind in einem Kommandozeilenprogramm in C implementiert. Ne-
ben einem separaten Einsatz von Verfahren der Fuzzy-Clusteranalyse fu¨r die
Betrachtung von Einzelproblemen ist die Kombination mit anderen Metho-
den zur Datenanalyse bei Datenanalyseprojekten von großer Bedeutung.
Hierfu¨r kann das Programm in das am Lehrstuhl fu¨r Neuronale Netze und
Fuzzy-Systeme, Institut fu¨r Wissens- und Sprachverarbeitung der Otto-
von-Guericke-Universita¨t Magdeburg, entwickelte Datenanalyseprogramm
”OttoMiner“ integriert werden. ”OttoMiner“ stellt eine grafische Oberfla¨che
zur Verfu¨gung, bei der in Form der Darstellung eines Datenflusses verschie-
dene Datenanalyseverfahren miteinander kombiniert werden ko¨nnen.
Aufgrund des allgemeinen Interesses an Verfahren zur Fuzzy-Cluster-
analyse wurden daneben der Fuzzy-C-Means-Algorithmus, der Gustafson–
Kessel-Algorithmus und der FMLE als Plug-In fu¨r das kommerzielle Daten-
analyseprogramm DataEngine von Prof. Dr. R. Kruse, Prof. Dr. F. Klawonn
und H. Timm implementiert. Die Einbindung der Verfahren als Plug-In in
ein kommerzielles Programm ermo¨glicht es dem Anwender, ohne detaillierte
Kenntnisse der Fuzzy-Clusteranalyse diese Verfahren mit anderen Methoden
zur Datenanalyse einfach zu kombinieren und in seinen Projekten einzuset-
zen. Die Kombination der Verfahren zur Datenanalyse wird bei DataEngine
ebenfalls in Form eines Datenflusses dargestellt.
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Anhang B
Experimentelle Ergebnisse
Die in Kapitel 4 vorgestellten Verfahren fu¨r die Fuzzy-Clusteranalyse von
Daten mit fehlenden Werten wurden anhand des Brustkrebsdatensatzes [89]
und des Weindatensatzes [1] aus dem ”UCI Machine Learning Reposito-
ry“[21] hinsichtlich ihrer Leistungsfa¨higkeit getestet. Da der Bruskrebsda-
tensatz nur 16 Daten mit fehlenden Attributwerten besitzt und bei dem
Weindatensatz alle Attributwerte beobachtet wurden, wurden zusa¨tzlich
fehlende Werte erzeugt.
Bei der Betrachtung der Verfahren fu¨r den Umgang mit fehlenden Wer-
ten ”missing completely at random“ wurde der Brustkrebsdatensatz mit
zwei und mit drei Clustern und der Weindatensatz mit drei Clustern klassi-
fiziert. Der Brustkrebsdatensatz wurde mit allen 9 Attributen ohne Normie-
rung verwendet. Bei dem Weindatensatz wurden von den 13 Attributen die
Attribute 7, 10 und 13 verwendet. Der Datensatz wurde hinsichtlich jedes
Attributs auf den Wertebereich [0, 10] skaliert. Mit einer Wahrscheinlichkeit
p von 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40% und 50% wurden fehlende
Werte ”missing completely at random“ generiert. In den Tabellen B.1, B.2
und B.3 ist die u¨ber 10 Datensa¨tze gemittelte Anzahl der fehlklassifizier-
ten Daten fu¨r die Fuzzy-Clusteranalyse des Brustkrebsdatensatzes mit dem
Fuzzy-C-Means-Algorithmus mit zwei und drei Clustern und des Weinda-
tensatzes mit dem Gustafson–Kessel-Algorithmus mit 3 Clustern angege-
ben.
Die Datensa¨tze wurden mit folgenden Verfahren klassifiziert:
• Verfahren I: Daten mit fehlenden Werten werden vor der Fuzzy-
Clusteranalyse aus dem Datensatz entfernt. Nach der Fuzzy-Cluster-
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p I II III IV V
0 33 31 32 32 32
5 32,8 29,1 30,1 31,1 31,6
10 33 28,7 32,3 33,2 33,4
15 44,3 28 35,9 33 32,9
20 48,7 26,7 37,4 34,5 34,6
25 68,6 25,9 42,5 34,8 34,7
30 85,9 26,4 49,8 37,3 37,2
35 103,1 26,8 54,6 38,2 37,9
40 124,5 27,6 63,3 39,3 39,3
50 - 27,5∗ 76,125 45,75 45,125
Tabelle B.1: Gemittelte Anzahl der fehlklassifizierten Daten bei der
Fuzzy-Clusteranalyse des Brustkrebsdatensatzes mit dem Fuzzy-C-Means-
Algorithmus und zwei Clustern. (∗ nur 2 von 10 Datensa¨tzen konnten klas-
sifiziert werden.) p: Wahrscheinlichkeit fu¨r fehlende Werte MCAR.
analyse werden die entfernten Daten klassifiziert unter Beru¨cksichti-
gung der beobachteten Attribute.
• Verfahren II: Fehlende Werte werden wa¨hrend der Fuzzy-Cluster-
analyse durch den entsprechenden Attributwert des Clusters gescha¨tzt,
zu dem sie den ho¨chsten Zugeho¨rigkeitsgrad besitzen.
• Verfahren III: Fehlende Werte werden wa¨hrend der Fuzzy-Cluster-
analyse durch das mit den Zugeho¨rigkeitsgraden gewichtete Mittel der
Clusterzentren gescha¨tzt.
• Verfahren IV: Die Clusterprototypen werden nach der ”available ca-
se“-Methode berechnet. Die Zugeho¨rigkeitsgrade werden unter Beru¨ck-
sichtigung aller beobachteten Attributwerte gescha¨tzt.
• Verfahren V: Die Clusterprototypen werden nach der ”available case“-
Methode berechnet. Die Zugeho¨rigkeitsgrade werden unter Beru¨ck-
sichtigung aller beobachteten Attributwerte gescha¨tzt. Zusa¨tzlich wer-
den Daten mit fehlenden Werten bei der Fuzzy-Clusteranalyse gerin-
ger gewichtet.
Bei der Betrachtung der Verfahren fu¨r den Umgang mit fehlenden Wer-
ten mit einer clusterspezifischen Wahrscheinlichkeit wurde der Weindaten-
satz mit 3 Clustern klassifiziert. Von den 13 Attributen wurden die Attribute
EXPERIMENTELLE ERGEBNISSE 139
p I II III IV V
0 26 27 25 25 25
5 25,6 23,9 24,3 24,2 23,7
10 32,5 25,1 27,8 26,9 26,9
15 41,5 24,5 29,1 28,1 27,3
20 58,3 24,6 29,6 27,7 28,1
25 67,6 25,5 32 27,4 28,1
30 96,6 28,5 31,2 28,3 27,8
35 112,3 26,5 34,8 28,5 29,2
40 128,6 27,3 34,5 30,1 31,2
50 - 40∗ 39,714 35,75 35,125
Tabelle B.2: Gemittelte Anzahl der fehlklassifizierten Daten bei der
Fuzzy-Clusteranalyse des Brustkrebsdatensatzes mit dem Fuzzy-C-Means-
Algorithmus und drei Clustern.(∗ nur 2 von 10 Datensa¨tzen konnten klas-
sifiziert werden.) p: Wahrscheinlichkeit fu¨r fehlende Werte MCAR.
p I II III IV V
0 7 7 7 7 7
5 16,3 8,8 9,8 7,6 7,7
10 25 13,4 14,3 11,6 11
15 35,7 15 21,8 12,4 12,6
20 43,2 23 26 15,2 15
25 47,6 - 28,5 18,5 17,8
30 56,6 - 41,4 22,6 23,9
35 62,2 - 51,4 27,1 26,4
40 72,6 - 56,7 34,9 30
Tabelle B.3: Gemittelte Anzahl der fehlklassifizierten Daten bei der Fuzzy-
Clusteranalyse des Weindatensatzes (Attribute 7,10,13) mit dem Gustafson–
Kessel-Algorithmus und drei Clustern. p: Wahrscheinlichkeit fu¨r fehlende
Werte MCAR.
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p I II
20 12,9 11,4
25 14,6 12,1
30 12,9 12
35 15,2 11,7
40 15,7 10,7
45 18,2 10,9
50 18,9 11,6
55 18,5 9,1
60 20,6 11,6
Tabelle B.4: Gemittelte Anzahl der fehlklassifizierten Daten bei der Fuzzy-
Clusteranalyse des Weindatensatzes (Attribute 7,10,13) mit dem FMLE und
drei Clustern. Wahrscheinlichkeit fu¨r fehlende Werte MCAR 5%. p: cluster-
spezifische Wahrscheinlichkeit fu¨r fehlende Werte.
7, 10 und 13 verwendet. Der Datensatz wurde hinsichtlich jedes Attributs
auf den Wertebereich [0, 10] skaliert. Bei jeder der drei Klassen des Weinda-
tensatzes wurde fu¨r ein Attribut eine klassenspezifische Wahrscheinlichkeit
fu¨r fehlende Werte erzeugt, indem mit einer Wahrscheinlichkeit von pi% die-
ses Attribut nicht beobachtet wurde. Zusa¨tzlich wurden in dem Datensatz
fehlende Werte ”missing completely at random“ mit einer Wahrscheinlich-
keit von 5% generiert. In Tabelle B.4 ist die u¨ber 10 Datensa¨tze gemittelte
Anzahl der fehlklassifizierten Daten fu¨r die Fuzzy-Clusteranalyse des Wein-
datensatzes mit dem FMLE mit 3 Clustern angegeben.
Die Datensa¨tze wurden mit folgenden Verfahren durch Varianten des
FMLE klassifiziert:
• Verfahren I: Die Clusterprototypen werden nach der ”available case“-
Methode berechnet. Die Zugeho¨rigkeitsgrade werden unter Beru¨ck-
sichtigung aller beobachteten Attributwerte gescha¨tzt. Zusa¨tzlich wer-
den Daten mit fehlenden Werten bei der Fuzzy-Clusteranalyse gerin-
ger gewichtet.
• Verfahren II: Es wurde der wahrscheinlichkeitsbasierte Ansatz zur
Beru¨cksichtigung einer clusterspezifischen Wahrscheinlichkeit fu¨r feh-
lende Werte verwendet.
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