Mathematical programming based methods have been applied to credit risk analysis and have proven to be powerful tools. One challenging issue in mathematical programming is the computation complexity in finding optimal solutions. To overcome this difficulty, this paper proposes a Multi-criteria Convex Quadratic Programming model (MCCQP). Instead of looking for the global optimal solution, the proposed model only needs to solve a set of linear equations. We test the model using three credit risk analysis datasets and compare MCCQP results with four well-known classification methods: LDA, Decision Tree, SVMLight, and LibSVM. The experimental results indicate that the proposed MCCQP model achieves as good as or even better classification accuracies than other methods.
INTRODUCTION
This paper explores solving classification problem, one of the major sub-fields of data mining, through the use of mathematical programming based methods (Bradley et al 1999 , Vapnik 1964 . Such methods have proven to be powerful in solving a variety of machine learning problems (Chang and Lin 2001 , Fung 2003 , Joachims 1999 , Mitchell 1997 , Zheng et al 2004 . However, it is difficult to find the optimal solution of a mathematical programming problem. To overcome this difficulty, a new Multicriteria Convex Quadratic Programming model (MCCQP) is proposed. In the proposed model, we only need to solve a set of linear equations in order to find the global optimal solution. This paper is organized as follows: section 2 presents the MCCQP model, section 3 illustrates the numerical implementation and comparison study with several well-established data mining software and reports the results, and section 4 summarizes the paper and discusses future research directions.
MULTI-CRITERIA Convex Quadratic PROGRAMMING MODEL
This section introduces a new MCQP model. This model classifies observations into distinct groups via a hyperplane and based on multiple criteria. The following models represent this concept mathematically (Kou et al 2006) :
Each row of a r n × matrix A= (A 1 ,…,A n )
T is an r-dimensional attribute vector G , are predefined while
. A boundary scalar b can be selected to separate 1
x ∈ℜ be a vector of real number to be determined. Thus, we can establish the following linear inequations (Fisher 1936 , Shi et al. 2001 :
(2) In the classification problem, A i X is the score for the i th data record. If all records are linear separable and an element A i is correctly classified, then let i β be the distance from A i to b, and obviously in linear system,
G . However, if we consider the case where the two groups are not completely linear separable, there exist some misclassified records.
When an element A i is misclassified, let i α be the distance from A i to b, (1) and (2) can be reformulated as the following model:
δ is a given scalar. b -δ and b + δ are two adjusted hyper planes for the model.
/ , and Define a n n × diagonal matrix Y which only contains "+1" or "-1" indicates the class 
where e=(1,1,…,1)
The proposed multi-criteria optimization problem contains three objective functions. The first mathematical function 
Please note that the introduction of i β is one of the major differences between the proposed model and other existing Support Vectors approaches (Vapnik 1964 and . It is much easier to find optimal solutions for convex quadratic programming form than other forms of nonlinear programming. To make Model 1 a convex quadratic programming form, let 2 = s 
According to Wolfe Dual Theorem,
Introduce the above 3 equations to the constraints of Model 5, we can get: Algorithm 1 Input: a r n × matrix A as the training dataset, a n n × diagonal matrix Y labels the class of each record.
Output: classification accuracies for each group in the training dataset, score for every record, decision function , 0
by one of (5) or (6). 
END

Numerical experiments in credit risk analysis
The model proposed can be used in many fields, such as general bioinformatics, antibody and antigen, credit fraud detection, network security, text mining, etc. We conducted three numerical experiments to evaluate the proposed MCCQP model. All experiments are concerned about credit risk analysis. Each record in these three sets has a class label to indicate its' financial status: either Normal or Bad. Bad indicates a bankrupt credit or firm account and Normal indicates a current status account. The result of MCCQP is compared with the results of 4 widely accepted classification methods: Linear Discriminant Analysis (LDA) (SPSS 2004) , Decision Tree based See5 (Quinlan 2003) , SVM light (Joachims 1999) and LibSVM (Chang and Lin 2001) .
The first benchmark set is a German credit card application dataset from UCI Machine Learning databases (UCI 2005) . The German set contains 1000 records (700 Normal and 300 Bad) and 24 variables. The second set is an Australian credit approval dataset from See5 (Quinlan 2003) . The Australian set has 383 negative cases (Normal) and 307 positive cases (Bad) with 15 attributes. The last set is a Japanese firm bankruptcy set (Kwak et al 2005) . The Japanese set includes Japanese bankrupt (Bad) sample firms (37) and non-bankrupt (Normal) sample firms (111) between 1989 and 1999. Each record has 13 variables.
Credit Classification Process
Input:
The Credit Card dataset A = { n 3 2 1 A , , A , A , A }, a n n × diagonal matrix Y Output: Average classification accuracies for Bad and Normal of the test set in 10-fold cross-validation; scores for all records; decision function.
Step 1 Apply several classification methods: LDA, Decision Tree, SVM, MCCQP, to A using 10-fold cross-validation. The outputs are a set of decision functions, one for each classification method.
Step 2 Compute the classification accuracies using the decision functions.
END
The following tables (Table 1 , 2, and 3) summarize the averages of 10-fold crossvalidation test-sets accuracies of Linear Discriminant Analysis (LDA) (SPSS 2004), Decision Tree base See5 (Quinlan 2003) , SVM light (Joachims 1999) , LibSVM (Chang and Lin 2001) , and MCCQP for each dataset. "Type I Error" is defined as the percentage of predicted Normal records that are actually Bad records and "Type II Error" is defined as the percentage of predicted Bad records that are actually Normal records. Since Type I error indicates the potential charge-off lost of credit issuers, it is considered more costly than Type II error. In addition, a popular measurement, KS score, in credit risk analysis is calculated. The higher the KS score, the better the classification methods. The KS (Kolmogorov-Smirnov) value is defined as:
KS value = Max |Cumulative distribution of Bad -Cumulative distribution of Normal|. Table 1 reports the results of the five classification methods for German set. Among the five methods, LibSVM achieves the best results for all the measurements and MCCQP achieves the second best results. Table 2 summarizes the results for the Australian set. Among the five methods, MCCQP achieves the best overall accuracy, Normal accuracy and Type II error while LDA achieves the lowest Type I error rate and highest Bad classification accuracy and KS-score. Table 3 summarizes the result for Japanese set. Among the five methods, MCCQP achieves the highest classification accuracies for overall, Normal, and Bad. In addition, MCCQP has the highest KS-score and lowest Type I and II error rates. Although See5 got the highest classification accuracy for Normal class, it's classification accuracy for Bad is only 35.14%. 
Conclusion
In this paper, a new MCCQP model for classification problem has been presented. In order to validate the model, we apply the model to three credit risk analysis datasets and compare MCCQP results with four well-known classification methods: LDA, Decision Tree, SVMLight, and LibSVM. The experimental results indicate that the proposed MCCQP model achieves as good as or even better classification accuracies than other methods.
There are still many aspects that need further investigation in this research. Theoretically, MCQP is highly efficient method in both computation time and space on large-scale problems. Since all 4 datasets used are relatively small, it will be a nature extension to apply MCQP in massive dataset. , which will extend the applicability of the proposed model to linear inseparable datasets. Future studies may be done on establishing a theoretical guideline for selection of kernel that is optimal in achieving a satisfactory credit analysis result.
