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Abstract 
 
Field and theoretical investigations of strain localization: Effects of 
mineralogy, shear heating and grain size evolution on deformation in 
the Earth 
 
Janelle Marie Homburg 
 
 Viscous and viscoelastic deformation strongly affects the mechanical behavior of 
the Earth.  This style of deformation has consequences for a wide range of geodynamic 
processes from large scale processes like the formation and maintenance of plate 
boundaries, to smaller scale processes like postseismic deformation on and near faults.  
One of the key features of viscous and viscoelastic deformation in the Earth is that it is 
observed to be self localizing under some circumstances.  This is in spite of the tendency 
for viscous deformation to be pervasive in a deforming system. 
 Many processes are thought to contribute to strain localization in the Earth: (1) 
viscous dissipation or shear heating (e.g., Braeck and Podladchikov, 2007; Braeck et al., 
2009; Kameyama et al., 1999; Kelemen and Hirth, 2007; Ogawa, 1987), (2) grain size 
reduction (e.g., Braun et al., 1999; Montési and Hirth, 2003; Précigout and Gueydan, 
2009), (3) lattice preferred orientation development (LPO) (e.g., Poirier, 1980; Tomassi 
et al., 2009), mixing of phases (e.g., Skemer et al., 2010a; Toy et al., 2010; Warren and 
Hirth, 2006) and geometrical interconnection of weak phases and materials (e.g., Handy, 
1994). Utilizing both natural samples from Oman (Chapter 2) and theoretical work based 
on numerical modeling (Chapters 3 and 4) each chapter of this thesis evaluates the effect 
of a different one of these processes on strain localization, and in the case of Chapter 4 
evaluates the additional feedback between two of these processes. 
 In Chapter 2 we examine strain localization in a natural system in which two very 
rheologically different materials, gabbronorite (predominantly plagioclase) and 
harzburgite (predominantly olivine), were juxtaposed due to volcanic intrusion and 
subsequently deformed.  We utilized field relationships, pyroxene and 
amphibole/plagioclase thermometry, metamorphic phase equilibrium, grain size 
piezometry and electron backscatter diffraction (EBSD) in order to constrain the 
deformation conditions for the field area. The viscosity of gabbronorite was found to be: 
(1) consistent with the predicted viscosities based on the extrapolation of experimental 
flow laws and (2) at least two orders of magnitude lower than the harzburgite while 
deformation was occurring.  This suggests both that a significant viscosity contrast exists 
at the crust-mantle boundary where the crustal lithology is dominated by plagioclase and 
the mantle by olivine, and wherever deformation is geometrically allowed to localize 
within plagioclase rich layers. 
 In Chapter 3 we examine the theoretical effect of shear heating as well as the 
feedback between viscous dissipation and temperature dependant viscosity on strain 
localization in a one-dimensional model of a viscoelastic shear zone.  This model builds 
on the work of Kelemen and Hirth (2007) by utilizing a complex dry olivine viscoelastic 
rheology that includes dislocation creep, diffusion creep, dislocation accommodated grain 
boundary sliding (disGBS) and low temperature plasticity (LTP). We have found that 
increasing either the applied strain rate or the grain size, system behavior is modified in 
three significant ways: (1) it causes the maximum stress the system can achieve to 
increase, (2) it results in more unstable system behavior and (3) it causes the system to 
accommodate more deformation in the background.  One consequence of enhanced 
background deformation is that the system exhibits distinct periods of accelerated stress 
relaxation accompanied by increased strain rates, that do not necessarily go unstable.  
Consequently, we have shown that shear heating may play an important role both in 
viscous deformation in the Earth and potentially in the occurrence of intermediate depth 
earthquakes and slow slip events. 
In Chapter 4, we extend Chapter 3 and examine the feedbacks between grain size 
evolution, viscous dissipation and a complex temperature and grain size dependant 
viscosity in a one-dimensional model of a viscoelastic shear zone.  We evaluated both the 
grain size evolution models of Austin and Evans (2007) and a modified version of Hall 
and Parmentier (2003).  We find that Austin and Evans predicts unrealistically fine 
background grain sizes while the predictions based on Hall and Parmentier (2003) are 
more reasonable.  We also find that, based on this model and the experimental work of 
Mei et al. (2010), low-temperature plasticity (LTP) may not contribute to grain size 
reduction in viscously deforming materials.  Based on this model, grain size evolution 
does not appear to strongly affect the peak stress or stability of a system for fine initial 
grain sizes as grain size reduction does not significantly alter the initial viscosity 
structure.  However, in systems with coarser initial grain sizes, grain size evolution does 
appear to contribute to system instability.  Additionally, for both initially coarse and fine 
systems, grains size evolution results in the emergence of stress evolutions displaying 
two distinct episodes of stress reduction.  Much like Chapter 3, our observations in 
Chapter 4 suggest that grain size evolution may play an important role in viscous 
deformation in the Earth and may potentially be a mechanism for some intermediate 
depth earthquakes and slow slip events. 
Taken together the chapters in this thesis explore several of the potentially 
important processes that affect strain localization in the Earth.  Thus providing significant 
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Figure 2.1: (A) Gabbronorite dike (light colored, sub-vertical feature) with a 
well developed medial mylonite. The gabbronorite dike offsets a 
pyroxenite dike (outlined sub-horizontal feature) without apparent 
ductile deformation in the pyroxenite or host peridotite. (B) Close-
up of gabbronorite dike displaying a medial mylonite. Arrows 








Figure 2.2: Photomicrographs of a gabbronorite mylonite (A) and a 
harzburgite (B) analyzed by EBSD. The stereonet in (B) shows the 
orientations of the gabbronorite foliation and lineation (blue 
dashed line and diamonds), harzburgite foliation (red line), and the 
olivine [100] maximum (green patch). The numbered boxes in (A) 
correspond to specific areas investigated by EBSD; plagioclase 
pole figures for these regions are shown to the right. The olivine 
pole figure in (B) represents the analysis of the entire thin section. 
In all pole figures, the solid black lines are the foliation plane and 
the lineation is horizontal. Shading ranges from 0-4.52 multiples of 
uniform distribution (MUD), with a contour interval of 0.9 in (A) 
and 0-4.05 MUD with a contour interval of 0.5 in (B). N is number 
of grains, J is fabric strength (Mainprice and Silver, 1993), and 
Max is the maximum MUD. All plots are lower hemisphere 





















100] are given in the [
! 
100] pole figure. 








Figure 2.3: Strain rate ratio versus temperature at constant stress. Calculations 
for dry and water-saturated conditions. Two grain size scenarios 
are presented: plagioclase and olivine with a grain size of 500 µm 
and a stress of 15 MPa (“coarse”), and plagioclase and olivine with 
grain sizes of 40 µm and 500 µm respectively, and a stress of 80 
MPa (“fine”). Stresses are obtained using the plagioclase grain size 
piezometer. The dashed fields represent the uncertainty in the flow 
law parameters.  Uncertainties for the “coarse” lines are 
comparable.  The boundary between the gray and white fields 
indicates the conditions in which plagioclase has the same strength 
as olivine. The dark gray box shows a minimum estimate for the 
integrated strain rate ratio and our estimate for temperature during 
the final stages of deformation. The arrow indicates uncertainty in 
the maximum strain rate ratio.  Plagioclase strain rates are given 

















Figure 2.4: Calculated viscosities of plagioclase and olivine at the Moho for 




13 s-1. The cold geotherm is based on McKenzie and Priestley 
(2008) and the hot geotherm is based on Priestley et al. (2008). The 
solid gray lines were calculated for olivine and plagioclase using 
dislocation creep.  The dashed lines were calculated using a 
composite plagioclase flow law with a grain size of 40 µm. The 
solid black line is the brittle “viscosity” calculated using the 
differential stress derived from Byerlee’s law and a strain rate of 
10-13 s-1. The relatively small viscosity contrasts in this figure 
reflect the difference in assuming a constant strain rate (Figure 2.4) 












Figure 3.1: Initial setup of the one-dimensional viscoelastic model.  The x-y 
plane is subjected to simple shear with one fixed boundary and the 
other moving at a constant velocity, VL. The lines show the initial 
profiles for temperature (constant, T0) and grain size (background 
grain size, dbg and shear zone grain size dsz).  The perturbation or 
shear zone is width, h, and is defined by the region of initial 
reduced grain size (dsz). There are two characteristic strain rates 





BG, which is the strain rate that results from accommodation 
of the total displacement across the system width (VL/L) and (2) 




SZ, which is the strain rate that 
results from accommodation of the total system displacement  
 
 viii 
across the shear zone width (VL/h). 
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Figure 3.2: Stress evolution curves for the different modes of stress relaxation.  
(A) and (B) Type 1 and 2 stable relaxation.  (C) and (D) Type 1 
and 2 oscillatory relaxation. (E) and (F) Type 1 and 2 unstable 
relaxation.  For all the results presented in this figure the 
deformation conditions are: L = 2 km, h = 8 m, dBG = 10 mm and 
T0 = 650°C.  Each panel has different conditions for dSZ, and 





SZ. The unique conditions for each panel are given therein. 
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Figure 3.3: Example of stable relaxation.  A) Stress evolution.  Note the period 
of increased stress relaxation from ~7,500 yrs till ~15,000 yrs. The 
colored symbols correspond to the colored curves in B) – E) and 
will be referred to as times 1, 2 and 3.  B) Temperature profiles for 
the width of the domain.  A thermal perturbation develops centered 
on the shear zone. However, the difference between the center of 
the domain and the boundary is not very large (< 40°C).  C) Strain 
rate profiles for the width of the domain.  Strain is highly localized 
in the shear zone.  The effect of temperature on strain rate can be 
identified in final time curve (red) as a region of slightly elevated 
strain rates compared to the boundaries. D) Temperature profiles 
for the center 20 m of the domain.  The thermal perturbation is not 
 
 ix 
localized in the original shear zone width and the thermal gradients 
are very small.  E) Strain rate profiles for the center 20 m of the 
domain.  Strain is highly localized within the initial shear zone.  
The strain rate contrast between the shear zone and the background 
is seen to be smaller for the slower (~ 8 x 10-3 MPa/yr) relaxation 
rate (time 2) as compared to the faster (~0.1 MPa/yr) relaxation 
rate (time 3).   This is evidence that the change in relaxation rate is 
related to the degree of localization that the system is experiencing.  
The deformation conditions for this figure are: L = 2 km, h = 8 m,  




SZ = 0.5 x 10-9.5 s-1.                   33  
  
 
Figure 3.4: Example of unstable relaxation.  A) Stress evolution.  Note failure 
does not begin immediately after the system reaches its peak stress.  
For ~30 years after the peak stress the system displays a relatively 
low stress relaxation rate (~ 1 MPa/yr) before accelerating and 
undergoing failure, as in the simple models of Kelemen and Hirth 
(2007).  As in Figure 3.3, the colored symbols correspond to the 
colored curves in B) – E) and will be referred to as times 1, 2 and 
3.  B) Temperature profiles for the width of the domain.  The 
temperature perturbations are significantly more localized and 
larger than those seen in the stable case (Figure 3.3).  This is a 
consequence of both a higher viscous dissipation rate and less time 
for diffusion.  Additionally, ~10°C of heating has occurred in the 
 
 x 
background between times 2 and 3.  Since the thermal perturbation 
is seen to still be highly localized (~100 m across at time 3) this 
increase in background temperature indicates that significant 
viscous strain has occurred in the background between times 2 and 
3.  C) Strain rate profiles for the width of the domain.  As with 
temperature, the perturbations in strain rate are observed to be both 
more localized and larger than those seen in the stable case.  The 
reduction in background strain rate by almost an order of 
magnitude between times 2 and 3 is clearly evident.  D) 
Temperature profiles for the center 20 m of the domain.  While the 
thermal perturbation is not significantly localized at times 1 and 2, 
significant localization has occurred by time 3 at a smaller length 
scale than the initial shear zone width, h.  E) Strain rate profiles for 
the center 20 m of the domain.  The effect of the thermal 
perturbation at time 3 can be clearly seen in the strain rate profile 
both within and outside of the initial shear zone.  Additionally the 
localization of deformation on a smaller length scale than the 
initial shear zone is clearly seen.  The deformation conditions for 





SZ = 0.5 x 10-8 s-1.                                                                          35 
 
 
Figure 3.5: Example of extreme evolution in an unstable system.  A) Stress 




indicates the time which corresponds to B) and C).  B) and C) 
Thermal and strain rate profiles for the center of the domain.  
Evident in both is the extreme degree of localization that has 
occurred and the extreme, unphysical temperatures and strain rates 
that were reached during stress relaxation.  Most of our unstable 








Figure 3.6: Example of strain partitioning in a system displaying Type 1 
unstable behavior.  A) Stress evolution.  B) Plot showing the 
















 from the shear zone and the background.  Note that 
the contribution from the background is never greater than 20%. 
The deformation conditions for this figure are: L = 2 km, h = 8 m,  
 




SZ = 0.5 x 10-8 s-1.                        38 
 
  
Figure 3.7: Example of strain partitioning in a system display Type 2 unstable 
behavior.  A) Stress evolution.  B) Plot showing the percent 















)  from the shear zone and the background.  In contrast 
to Figure 3.6 B) the contribution from the background is greater 
than 50% from ~20 – 50 with the peak in background contribution 
 
 xii 
coinciding with the peak in stress.  The strain rates provided are 
the average strain rates in the background ( ) and the shear zone 
( ) during the time that the background is the dominant 
contributor to the system strain.  The deformation conditions for 
this figure are the same as those in Figure 3.4.  Note that the 









BG = 2 x 10-11 s-1).                                                                                     39 
 
 
Figure 3.8: Calculation of peak stress using both T0 and T(
! 
t"
max ) .  The 
symbols indicate the maximum stresses of individual calculations 
with color indicating grain size.  The solid curves are solutions to 
Equation 3.8 using T = T0.  The dashed curves are solutions to 
Equation 3.7 using T = T(
! 
t"
max ) as the temperature of the entire 
shear zone.  T(
! 
t"
max ) defined as being the temperature of the center 
of the shear zone for the at the maximum stress.   For large grain 
sizes these two solutions are nearly identical.  For small grain sizes 
they are significantly different.  Overpredictions in stress 
correspond to systems which experienced significant shear heating 
during the initial loading phase.  Underperdictions in stress 
indicate mechanically significant temperature driven strain 
localization before the maximum stress is reached.  The 
deformation conditions for this figure are: L = 2 km, h = 8 m, dBG 
 
 xiii 
= 10 mm and T0 = 650°C.                                                                                 41 
 
 




SZ.  Symbol denotes grain size, symbol 
color denotes mode of stress relaxation and symbol fill denotes 
dominant deformation mechanism at the time of the peak stress.  




SZ and dSZ is clearly seen to cause: 
(1) a shift from stable to oscillatory and finally to unstable 
behavior, (2) an increase in maximum stress, (3) the emergence of 
Type 2 behavior and (4) a shift to less grain size sensitive 
mechanisms.  Both the emergence of Type 2 behavior and the shift 




SZ and dSZ causes the system to move from being controlled by 
deformation in the shear zone to being controlled deformation of 
the system as a whole.  Note that the oscillatory field expands at 
the coarsest grain sizes, encroaching on both the stable and 
unstable fields.  This suggests that deformation in the background 
may promote this behavior though it is not necessary for it to 
 
occur.  Deformation conditions are given in the text. 
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SZ.  Symbols denote grain size.  





and the maximum strain rate as described in the text.  Maximum 
 
 xiv 
strain rates above the line indicate strain localization while strain 
rates below the line indicate significant background deformation.  
The extreme strain rates associated with the instability are clear.  
However there is indication of some degree of localization on the 
sub-shear zone scale in calculations done down to 0.5 x 10-8.5 s-1.  
Deformation conditions are the same as those in Figure 3.9. 
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Figure 4.1: Initial setup of the viscoelastic slab model (cross section of the x-y 
plane).  The slab is subjected to simple shear with one fixed 
boundary and the other moving at a constant velocity, VL. The 
lines show the initial profiles for temperature (constant, T0) and 
grain size (background grain size, dbg and shear zone grain size 
dsz).  The shear zone is width, h, is the region with reduced initial 
grain size (dsz). There are two characteristic strain rates that can be 





is the strain rate that results from accommodation of the total 
system displacement across the system width (VL/L) and (2) shear 




SZ, which is the strain rate that would result from 
accommodation of the total system displacement across the shear  
 
zone width (VL/h). 
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Figure 4.2: Reported and predicted grain sizes assuming LTP contributes to 
grain size reduction (β) based on A) the Austin and Evans (2007) 
 
 xv 
model for grain size evolution and B) the modified Hall and 
Parmentier (2003) model.  Each vertical pair of points represents 
the results for one of the experimental runs presented in Mei et al. 
(2010).  The grain size reported for each experiment is given by 
the red circles and was the same as the starting grain size (~7.5 
µm).  The blue squares give the steady state grain size as 
calculated by A) Equation 4.9 and B) Equation 4.7.  Note that all 
of the predicted steady state grain sizes are much smaller than the 
grain sizes reported by Mei et al. (2010), particularly for the case 
of the modified Hall and Parmentier model.  However these steady 
state grain sizes do not equal the grain sizes predicted at the end of  
each experimental run (Figure 4.3). 
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Figure 4.3: Predicted grain size evolution for the experiments presented in Mei 
et al. (2010) assuming LTP contributes to grain size reduction (β) 
for A) the Austin and Evans (2007) model for grain size evolution 
and B) the modified Hall and Parmentier (2003) model.  Each 
individual curve in both A) and B) corresponds to the predicted 
grain size evolution for each experiment presented in Mei et al. 
(2010).  The curves terminate at the final time reported for each 
experiment.  Note that despite predicting larger steady state grain 
sizes, the Austin and Evans model predicts a higher rate of grain 












Regardless, both models predict significantly more grain size 
reduction than experimentally observed.  This suggests that LTP 
does not contribute to grain size reduction, if either of these models 






Figure 4.4: Grain size evolution curves for calculations done implementing the 
Austin and Evans model for grain size evolution for three different 




BG of 2 x 10-11 s-1.  The grain size in the 
initial shear zone is given by the blue curves while the grain size in 
the initial wall rock (exact location, x = 0.25 km) is given by the 
red curves.  Note that each calculation predicts rapid grain size 
evolution to fine grain sizes in the original wall rock.  At first, the 
calculation that maintains the coarsest original background grain 
size has the highest value for λAE (i.e. the largest percentage of the 
system energy going into grain size reduction).  However, this 
behavior is a consequence of severe initial grain size reduction in 
the shear zone, which allows deformation to be localized within 
the original shear zone.  Regardless, this system ultimately evolves 
to a point where the grain size in the background becomes finer 
than observations of grain size in natural rocks.  The values used 
for λAE are given in each panel and the deformation conditions 
applied to each calculation presented are: L = 250.5 m, h = 1 m, 
 
dBG = 10 mm, dSZ = 1 µm and T0 = 650°C.                                                       76  
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Figure 4.5: Grain size evolution curves for calculations using the Austin and 
Evans grain size evolution formulation for three different values of 




BG of 2 x 10-13 s-1.  The grain size in the initial 
shear zone is given by the blue curves while the grain size in the 
initial wall rock (exact location, x = 0.25 km) is given by the red 
curves.  Note that each calculation predicts rapid grain size 
evolution to fine grain sizes in the wall rock. This evolution takes 
place within at least the first 30,000 years of evolution and results 
in an approximately constant grain size for the system that is less 
than 100 µm.  The values used for λAE are given in each panel and 
the deformation conditions applied to each calculation presented 
are: L = 250.5 m, h = 1 m, dBG = 10 mm, dSZ = 1 µm and T0 =  
 
650°C.                                                                                                                78 
 
 
Figure 4.6: Grain size evolution curves for calculations done implementing 
our modified Hall and Parmentier formulation for grain size 




BG of A) 10-9 s-1, B) 10-10.5 
s-1 and C) 10-12 s-1. The colored curves give the grain size at the 
location indicated in the figure legend. The location of the center 
of the shear zone is at 500m. Note that for each strain rate the grain 
size in the wall rock remains nearly constant throughout the course 
of the calculation while significant grain size reduction occurs in 
 
 xviii 
the shear zone. The pattern of constant wall rock grain size and 
reduced shear zone grain size act together to promote localization 
of strain in these calculations.  Not shown in panel B is the 
reduction of grain size in the wall rock adjacent to the initial shear 
zone, which acts to temporarily stabilize system during the initial 
stress relaxation event. This system displays evidence that grain 
size evolution can both promote and inhibit strain localization.  
Both the calculations in A and B terminate because the system 
experiences failure and we are not able to numerically resolve past  
that point. Deformation conditions are given in the text. 
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of 10-10.5 s-1.  Individual deformation mechanism strain rates at x = 








BG of 10-10.5 s-1.  Individual 
curves in both panels correspond to the deformation mechanisms 









BG of 10-10.5 s-1.  The curves in both panels correspond 
to the legend in C).  It is clear from these results that while grain 
size reduction does drive both systems to localize, it is ultimately 
the development of a temperature perturbation that allows them to 
go unstable.  Deformation conditions are same as Figure 4.6 and  
 
given in text. 84 
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Figure 4.8: Grain size evolution curves for calculations done implementing 
our modified Hall and Parmentier model for grain size evolution 




BG of A) 10
-9 s-1, B) 10-10.5 s-1 and 
C) 10-12 s-1.  The colored curves give the grain size at the location 
indicated in the figure legend. At the highest strain rates (A and B), 
very little grain size evolution occurs in the original wall rock 
while significant grain size reduction occurs in the original shear 
zone.  In contrast, significantly more complicated behavior is 
observed at the slowest strain rate (C).  The stress evolution for the 
calculation presented in panel C is given in Figure 4.10 and 
described in more detail in the text. However, here it is worth 
noting three key features in the grain size evolution that play a role 
in controlling the overall evolution of the system.  First, there is an 
episode of rapid grain size reduction in the original shear zone that 
occurs after ~ 20,000 years.  Second, after the event at 20,000 
years the grain size begins to reduce throughout most of the system 
leading to progressive softening of the original wall rock.  Third, 
the grain size in the center of the domain increases after the event 
at 20,000 years resulting in the gradual hardening of the original 
shear zone.  The first point gives further support to the observation 
that grain size evolution can promote strain localization.  The last 
two points suggest that under certain circumstances grain size 
evolution may actually promote strain delocalization and stabilize 
 
 xx 
the system.  Both the calculations in A and B terminate because the 
system experiences failure and we are not able to numerically 
resolve evolution of the system past that point. Deformation  
conditions are given in the text. 
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Figure 4.9: Grain size as a function of time and space for the calculation 
presented in Figures 4.8C, 4.9, 4.10, 4.11 and 4.12.  Particularly 
evident is the general reduction of grain size in the original wall 
rock and the widening of the fine-grained shear zone.  The grain 
size in the wall rock begins to approximately equal the grain size in  
 
the shear zone at x = 500 m at ~ 4.8 x 104 years. 
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Figure 4.10: A) Stress evolution curve for the calculation presented in Figures 





of 10-12 s-1.  Note the occurrence of two stress relaxation events.  
Each stress relaxation event has about an order magnitude lower 
stress relaxation rate than the previous event (first event: ~ 2 
MPa/yr over ~ 50 years, second event: ~0.1 MPa/yr over /~ 500 
years).  Each relaxation event is the result of the complex interplay 
between grain size, stress and temperature evolution. B) Plot of 
percent contribution to the spatially averaged viscous strain rate 
from the original shear zone and original wall rock.  The first stress 
relaxation is due to localization within the original shear zone, 
 
 xxi 
similar to Type 2 behavior in the previous chapter.  The second 
stress relaxation is due to a relative strengthening of the original 
shear zone relative to the original background.  The cause of this 
behavior is more fully explained in the text of Figures 4.10, 4.11 
and 4.12, and illustrated in Figure 4.11.  Complete deformation 
conditions are given in the text. 
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Figure 4.11: Plot of A) grain size and B) temperature for the center 40 m of 
the calculation domain for the calculation given in Figures 4.8c, 
4.9, 4.10, 4.12 and 4.13.  The color of the curves corresponds to 
the time in years given in the figure’s legend.  A) The grain size 
clearly shows the gradual expansion of volume of the system 
behaving as a shear zone beyond the dimensions of the original 
shear zone, as well as the period of grain growth in the original 
shear zone.  The second stress relaxation event begins at ~4.81 x 
104 years.  Grain growth in the original shear zone is triggered by 
the reduction in viscous strain rate in the original shear zone.  This 
reduction in strain rate for the original shear zone is a direct result 
of the expansion of the functional shear zone, which corresponds 
to the region with a grain size less than approximately 5 µm.  As 
the functional shear zone grows, the strain rate necessary to 
accommodate the total system strain across the functional shear 








SZ = VL/h, where h is the width of the 
 
 xxii 
original shear zone).  B) The plot of temperature shows that, while 
there is a slight increase in temperature corresponding to the 
second stress relaxation event, the magnitude of the temperature  
peak does not change significantly over the course of the event.  
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Figure 4.12: Strain rates for individual deformation mechanisms at A) x = 
498.7 m and B) x = 500 m for the calculation presented in Figures 
4.8C, 4.9, 4.10, 4.11 and 4.13.  The curves correspond to the rates 
for the individual mechanisms given in the legend.  The dramatic 
increase in the strain rates of the grain size sensitive mechanisms 
(disGBS and diffusion creep) at x = 498.7 is clear.  This strain rate 
increase is the result of grain size reduction at this location.  In 
contrast, the reduction in strain rate at x = 500 m is the result of  
 
grain growth at this location.   
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Figure 4.13: Total viscous strain rate for the calculations presented in Figures 
4.8c, 4.9, 4.10, 4.11 and 4.12.  The curves correspond to the strain 
rates for locations in meters given in the legend.  Here the 
reduction in original shear zone strain rate is obvious, as is the 
growth of the functional shear zone width, which is the 
consequence of grain size reduction in the original wall rock within 
a zone of relatively high temperature and strain rate, adjacent to the 
original shear zone.  The functional shear zone is the region of the 
 
 xxiii 
domain over which the strain rate is approximately equal to the  
strain rate at x = 500 m. 
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SZ = VL/h).  
The individual symbols give the results for individual runs with the 
initial shear zone grain sizes that are indicated in the legend.  The 
curves give predictions of the peak stress based on Equation 4.15 
for the initial temperature and grain size (dashed curves) and for 
the temperature and grain size at the time of the peak stress 
(continuous curves), assuming that deformation at the peak stress 
is accommodated entirely within the original shear zone.  Note that 
the observed peak stresses are insensitive to initial grain size in the 
shear zone indicating that the early deformation is distributed 
throughout the system. It is clear that we significantly overpredict 
the peak stress for each run.  The cause of this overprediciton is 
demonstrated in Figures 4.16 and 4.17 to be deformation of the 




BG, rather than early deformation in the 
shear zone as was the case in the previous chapter. Deformation  
 
conditions are given in the text. 
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Figure 4.15: A) Temperature, B) grain size in the original shear zone and C) 
grain size 1 m outside the original shear zone at the time of the 
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SZ.  The symbols in each panel give the results 
for individual calculations at the initial shear zone grain size given 
in the legend.  The curves in panels B) and C) show early grain 
size evolution, at the same initial shear zone grain size conditions 
as in panel A).  The colors of the curves correspond to the colors of 
the symbols.  A) While some temperature increase does occur 
during the initial loading of the system it is not significant enough 
to strongly affect the viscosity of the shear zone.  B) and C) For 
initial grain sizes ≥ 10 µm, grain size does not change either in the 
original shear zone or 1 m outside of it over the course of the initial 
loading.  For the two finest grain sizes, we do observe some grain 
growth at the slower strain rates.  However, as was the case with 
temperature, these changes are not large enough to significantly 
affect the viscosity of the system. Deformation conditions are  
given in the text. 
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SZ.  Symbols give the results for calculations with the 
initial shear zone grain sizes given in the legend.  The solid curve 
is a 1:1 line that gives the strain rate in the shear zone a run driven 




SZ must achieve in order to accommodate all of the 
strain applied to the system (i.e. the assumption for the prediction 
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SZ.  When the shear zone is deforming at 
this strain rate it indicates the system is deforming visco-elastically 
as a whole.  Note that for initial grain sizes equal to or coarser than 




BG at the peak stress.  This 
indicates that these systems are not grain size sensitive at the peak 
stress.  The finer grain sizes do indicate that the system is grain 
size sensitive and is experiencing some degree of strain 
localization at the peak stress.  However the shear zone strain rates 
are still at least two orders of magnitude too slow to allow the 
shear zone to accommodate all of the system’s strain. Deformation  
conditions are given in the text. 
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SZ.  Symbol denotes grain size, symbol 
color denotes mode of stress relaxation and symbol fill denotes 





SZ and dSZ cause a shift from stable to unstable 
behavior and an increase in maximum stress. At intermediate strain 
rates, episodic behavior in these models with grain size evolution 
has displaced oscillatory behavior with constant grain size.  
Additionally, in the shift to unstable behavior at a slower strain rate 
in the system with an initial shear zone grain size of 500 µm shows 
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that grain size evolution can destabilize system behavior when the 
initial grain size is large enough.  Deformation conditions are  
given in the text. 
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SZ.  Symbols denote initial grain 





SZ and the maximum strain rate.  Maximum 
strain rates above the line indicate strain localization.  It is clear 
that, while the initially finer grain sized calculations are localizing 
to the length scale of the initial shear zone, the runs at initial 500 



















9 s-1) and an initial shear zone grain size of 500 µm (Case A, panel 
A) and 100 µm (Case B, panel B).  These calculations are also 
presented in Figures 4.20, 4.21 and 4.22.  Despite the initially 
coarser grain size, Case A displays unstable behavior at a slower 
strain rate than Case B.  This gives the unexpected result, relative 
to the work of Ogawa (1987), that a smaller initial viscosity 
contrast has a lower strain rate required for unstable behavior 
 
 xxvii 
compared to a larger initial viscosity contrast.  Note that the stress 
at the beginning of the first stress relaxation event is ~100 MPa 
lower for Case A compared to B.  Deformation conditions are  
given in the text. 
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of 10-9 s-1) and an initial shear zone grain size of 500 µm (Case A 
in text, panel A in this figure) and 100 µm (Case B in text, panel B 
in this figure). These calculations are also presented in Figures 
4.19, 4.21, 4.22 and 4.23.  Note that the temperature near the 
beginning of the first stress relaxation event (~2430 years for A), ~ 
1380 years for B) is approximately 60 K greater in Case A. The 
inserts illustrate the stress evolution for the panels in which they 
appear.  The grey bars in the insets indicate the time intervals 














SZ  equal to 10-9 s-1) . Grain size evolution of the 
model with an initial shear zone grain size of 500 µm (Case A) is 
shown over 200 years in panel A), and over 50 years in panel B). 
Grain size evolution of the model with an initial shear zone grain 
 
 xxviii 
size of 100 µm (Case B) is shown in panel C).  These calculations 
are also presented in Figures 4.19, 4.20, 4.22 and 4.23.  The shear 
zone grain sizes for both calculations are approximately the same 
(~10 µm) at the beginning of the first stress relaxation event.  This 
indicates that the shear zone grain size at the beginning of an event 
is not the only control on whether or not the system will go 
unstable. The inserts are the stress evolution for the panels in 
which they appear.  The grey bars in the insets of each panel 
indicate the time intervals plotted in each full panel.  Deformation  
conditions are given in the text. 
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Figure 4.22: Strain rate evolution for individual deformation mechanisms at x 








SZ  of 10-9 s-1) and 
an initial shear zone grain size of 500 µm (Case A) in panels A) 
and B) and 100 µm (Case B) in panels C) and D).  The curves 
correspond to the deformation mechanisms given in the legend. 
These calculations are also presented in Figures 4.19, 4.20, 4.21 
and 4.23.  Note the transition from LTP to disGBS dominated 
creep occurs ~1,000 years later for Case A (~2,300 years) than for 
Case B (~1,260 years).  Additionally the change from LTP to 
diffusion creep as the second highest strain rate mechanism occurs 
slightly closer in time to the stress relaxation event in Case A (< 5 
years) compared to Case B (> 5 years). The inserts are the stress 
 
 xxix 
evolution for the panels in which they appear.  The grey bars in the 
insets of each panel indicate the time intervals plotted in each full  
panel. Deformation conditions are given in the text. 
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SZ  of 10-9 s-1) and an initial shear zone grain size of 
500 µm (Case A) and 100 µm (Case B). These calculations are also 
presented in Figures 4.19, 4.20, 4.21 and 4.22.  Note the 
significantly higher strain rate (~1.5 orders of magnitude) at the 
point where the diffusion creep strain rate becomes faster than the 
LTP strain rate.  The difference in behavior in the first stress 
relaxation is not the magnitude of the grain size at the beginning of 
each event.  The implications of this are more fully discussed in 
the text. The inserts are the stress evolution for the panels in which 
they appear.  The grey bar in the insets of each panel indicates the 





Figure A.1: Map of the field area containing orientation measurements of 
gabbronorite dikes (blue) and harzburgite foliation (green). The 
darker colors represent measurements taken from Nicolas and 
Boudier (2008). The grey field is the trace of the mantle shear zone 







Figure A.2: Equal area projection of gabbronorite dike orientation (blue) and 




Figure A.3: Grain size distributions that correspond to A-C) the plagioclase in 
the three areas of the gabbronorite mylonite shown in Figure A.2A 
1-3) and D) the olivine in the harzburgite shown in Figure A.2B. N 
is the number of grains. The standard deviations of grain size for 
plagioclase range from 33-73% of the mean with the largest 
standard deviations corresponding to areas that display 
disequilibrium deformation textures. The standard deviations of the 










Figure A-4: Equilibria calculated for amphiboles A) 1 and B) 3. R1–R4 are 
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The majority of the solid Earth behaves viscoelastically on geological time scales.  
This may greatly affect a wide range of the Earth’s mechanical characteristics such as the 
strength of the lithosphere the strength of plate boundaries, the forces needed to drive 
plate tectonics and post-seismic deformation near faults.   
Viscous deformation of solid Earth materials is accommodated by a number of 
independent creep mechanisms that are active simultaneously and together control the 
mechanical behavior of the material.  For olivine, the dominant mineral of the Earth’s 
upper mantle, these mechanisms have been shown to include dislocation creep, diffusion 
creep, dislocation accommodated grain boundary sliding and low temperature plasticity 
or Peierls mechanism.  The strain rates, and consequently the viscosities, associated with 
each of these independent mechanisms is sensitive to many different parameters that may 
vary widely in the Earth and include the fugacity of water, silicon and oxygen, stress, 
temperature and, for two of these mechanisms, dislocation accommodated grain boundary 
sliding and diffusion creep, grain size. 
A mechanically very important feature of each of these mechanisms is that they 
are strain rate hardening (i.e. increasing stresses are needed in order to allow a deforming 
system to accelerate).  This behavior acts to promote distributed deformation and 
impedes strain localization.  However, strain localization in commonly observed in rocks 
that have undergone viscous deformation.  Localization is, in fact, observed to occur in 
many different geological settings at a wide range of scales, from millimeters to 
kilometers (e.g., Ramsay, 1980).  
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Strain localization has the potential to greatly affect the behavior of the deforming 
Earth.  For example, strain localization may significantly reduce the effective viscosity of 
the material it occurs in (e.g., Précigout and Gueydan, 2009; Précigout et al., 2007).  
Consequently treatment of the mechanical behavior of the Earth that ignores the process 
of strain localization may not accurately predict key parameters such as system strength 
(i.e. the total stress a system can support).  Additionally, a number of studies have 
indicated that high temperature strain localization is necessary to the occurrence of Earth-
like plate tectonics (e.g., Tackley, 2000). 
 There are a number of processes that have been suggested to contribute to strain 
localization (for reviews see Bercovici and Karato, 2002; Regenauer-Lieb and Yuen, 
2003).  These include: (1) viscous dissipation or shear heating (e.g., Braeck and 
Podladchikov, 2007; Braeck et al., 2009; Kameyama et al., 1999; Kelemen and Hirth, 
2007; Ogawa, 1987), (2) grain size reduction (e.g., Braun et al., 1999; Montési and Hirth, 
2003; Précigout and Gueydan, 2009), (3) lattice preferred orientation development (LPO) 
(e.g., Poirier, 1980; Tomassi et al., 2009), mixing of phases (e.g., Skemer et al., 2010a; 
Toy et al., 2010; Warren and Hirth, 2006) and geometrical interconnection of weak 
phases and materials (e.g., Handy, 1994).  Observations of naturally occurring shear 
zones suggest that each of these processes may affect strain localization in the Earth.  
However a number of questions remain unanswered such as: (1) How effective are each 
of these processes at localizing strain, (2) How important are these various mechanisms 
relative to one another, and (3) How do these various mechanisms interact in a deforming 
system? 
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In order to evaluate these questions, this thesis examines the effects of three of 
these processes on strain localization in the Earth.  Utilizing both a field based study 
(Chapter 2) and numerical modeling (Chapters 3 and 4) each chapter of this thesis 
evaluates the effect of a different process on strain localization, and in the case of Chapter 
3 evaluates the additional feedback between two processes. 
In Chapter 2 we examined strain localization in a system which juxtaposed two 
rheologically different materials, gabbronorite (predominantly plagioclase) and 
harzburgite (predominantly olivine).  We collected samples from deformed gabbronorite 
dikes and host mantle harzburgite in the Oman Ophiolite.  The field area provides a rare 
opportunity to directly constrain the rheological contrast between a plagioclase-rich 
lithology typical of the lower crust and an olivine-dominated mantle-lithology.  Thus, by 
studying the deformation behavior of this system we are able to draw conclusions about 
two aspects of deformation in the Earth.  First, we are able to examine the process of 
strain localization in systems that contain different materials with inherent viscosity 
contrasts.  Second, we are afforded the opportunity to better understand the strength 
contrast at the lithological Moho, which has a number of implications for the overall 
strength of the lithosphere. 
By using field relationships, pyroxene and amphibole/plagioclase thermometry, 
metamorphic phase equilibrium, grain size piezometry and electron backscatter 
diffraction (EBSD), we constrained the conditions of deformation for the field area.  We 
observed that strain was significantly localized within the gabbronorite and that the 
viscosity of gabbronorite was at least two orders of magnitude lower than the harzburgite.  
This is consistent with the rheological contrast between plagioclase and olivine calculated 
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via extrapolation of experimental flow laws.  Additionally, this indicates that a significant 
viscosity contrast exists at the crust-mantle boundary where the crustal lithology is 
dominated by plagioclase, and wherever deformation is geometrically allowed to localize 
within plagioclase rich layers. 
In Chapter 3, we examine the effect of shear heating and the feedback between 
shear heating and temperature dependent viscosity on strain localization in a one-
dimensional model of a viscoelastic shear zone.  The feedback between viscous shear 
heating and temperature dependent viscosity is of particular interest because it has the 
potential to drive rapid failure of the system in an earthquake like manner. Thermally 
driven strain localization resulting in failure has long been identified as being an 
important process in metallurgy (e.g. Tresca, 1878) and only comparatively recently has 
this process been evaluated in a geologic context (e.g. Griggs, 1969). Building on the 
work of Kelemen and Hirth (2007) we have developed a one dimensional model with a 
complex dry olivine viscoelastic rheology that includes dislocation creep, diffusion creep, 
dislocation accommodated grain boundary sliding and low temperature plasticity.  This 
work differs from previous work both in terms of the complexity of the rheology 
considered and with respect to several key choices for initial and boundary conditions.  
The most important of these differences in initial conditions being the use of an initial 
perturbation of grain size rather than temperature to initiate strain localization.  
We investigate the effect of increasing both the applied strain rate and the grain 
size in the shear zone and found that these parameters affect system behavior in several 
ways.  First, it drives up the maximum stress for a system and pushes the system to more 
unstable behavior.  The transition from stable types of deformation to unstable 
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deformation occurs at background strain rates of 2 x 10-11 s-1 and 2 x 10-10.5 s-1 for a shear 
zone  8 m wide with a grain size <10 µm and 10 µm respectively, a total domain width of 
2 km, a background grain size of 10 mm and an initial temperature of 650°C.  Second, it 
causes the system to transition from a state where system behavior is dictated by the 
behavior of the shear zone alone to one where system behavior is controlled by 
deformation of the system as a whole.  This transition occurs at background strain rates of 
2 x 10-12.5 s-1 and 2 x 10-11.5 s-1 for the same deformation conditions as before and shear 
zone grain sizes of 2 µm an 10 µm respectively.   
A significant consequence of the transition to background controlled behavior is 
the emergence of stress evolution behavior that exhibits distinct periods of accelerated 
stress relaxation associated with increases in strain rate that do not necessarily go 
unstable.  These spontaneous changes in stress relaxation rate as the system evolves may 
provide a potential mechanism for slow earthquakes.  Our results also indicate that 
thermal strain localization may be a potential mechanism for intermediate depth 
earthquakes.  However, this form of failure is only possible in areas undergoing 
deformation at very high strain rates if there are no other additional mechanisms driving 
strain localization.  
In Chapter 4, we extend the work of Chapter 3 to examine the effect of grain size 
evolution on the feedback between shear heating and a temperature and grain size 
dependent viscosity in a one-dimensional model of a viscoelastic shear zone.  Grain size 
evolution is of particular interest as a mechanism for strain localization because ductile 
shear zones are often observed to have reduced grain size suggesting that grain size 
reduction played a role in their formation.  Grain size evolution may affect the viscosity 
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of a deforming material in two ways: (1) by lowering the dislocation density of a material 
and (2) by reducing the viscosity of a system through the promotion of activity of grain 
size sensitive deformation mechanisms (diffusion creep and dislocation accommodated 
grain boundary sliding).  Building on the framework of Chapter 2, we investigate the 
affect of the latter and evaluate both the grain size evolution model presented in Austin 
and Evans (2007) and a modified version of the one presented in Hall and Parmentier 
(2003).  
We found that Austin and Evans predicts background grain sizes that are much 
finer then those that are observed in the Earth while, in this model, Hall and Parmentier 
(2003) predicts much more reasonable values for background grain size.  We also 
evaluated the contribution of low temperature plasticity to grain size reduction and 
concluded that, based on the available experimental data (Mei et al., 2010), this 
mechanism does not appear to contribute to grain size reduction.  Consequently we 
employed the Hall and Parmentier (2003) model, allowing dislocation accommodated 
grain boundary sliding and dislocation creep to contribute to grain size reduction, in order 
to study the effect of grain size evolution on system behavior.   
We have found that grain size evolution does not appear to strongly affect the 
peak stress or stability of a system with respect to the occurrence of thermal strain 
localization.  This is particularly true for fine grain sizes as grain size reduction cannot 
provide a viscosity drop large enough to drive rapid strain localization.  As with the 
previous chapter, this suggests that it is possible to generate earthquakes by this 
mechanism but only in geologic settings with high background strain rates. 
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However, in addition to the occurrence of thermal strain localization, grain size 
evolution does drive the system to more unstable behavior in a more subtle way.  Many 
calculations produce significantly more unstable behavior then was observed in the 
constant grain size system, with calculations displaying two or more distinct episodes of 
stress reduction.  This is similar to the spontaneous changes in stress relaxation rate 
observed in the constant grain size system and provides a possible mechanism for slow 
earthquakes. 
Taken together the chapters in this thesis explore many of the different processes 
that contribute to strain localization both individually and the feedbacks between them.  It 
does this both in the context of observations of natural shear zones and through 
predictions of behavior based on numerical models.  This provides a solid foundation for 
the continued exploration of the important process of strain localization in the Earth. 
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Chapter 2 
Investigation of the strength contrast at the Moho: 
A case study from the Oman Ophiolite 
Abstract 
We investigate the viscosity contrast between the lower crust and the upper mantle by 
analysis of deformed gabbronorite dikes in the mantle section of the Oman Ophiolite. We 
constrain the conditions of deformation using field relationships, pyroxene and 
amphibole/plagioclase thermometry, metamorphic phase equilibrium, grain size 
piezometry and electron backscatter diffraction (EBSD). The viscosity of gabbronorite 
was at least two orders of magnitude lower than the harzburgite, consistent with the 
rheological contrast between plagioclase and olivine calculated via extrapolation of 
experimental flow laws. A significant viscosity contrast exists at the crust-mantle 
boundary where the crustal lithology is dominated by plagioclase, or where deformation 
localizes within plagioclase rich layers.  
 
2.1 Introduction 
A key parameter in models of the lithosphere is the viscosity contrast between the 
lower crust and upper mantle. This contrast may control processes such as the depth of 
earthquakes, viscous coupling between the crust and the mantle, and the transmission of 
plate driving forces. Many studies on the strength of the lithosphere suggest that the 
lower crust is a weak layer between two relatively strong layers, the brittle upper crust 
and the upper mantle. These studies relied on geophysical observations of earthquake 
depth and analysis of elastic plate thickness (e.g., Burov and Watts, 2006; Chen and 
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Molnar, 1983; Wong and Chapman, 1990) as well as extrapolation of experimental flow 
laws (e.g., Brace and Kohlstedt, 1980). 
The hypothesized presence of a weak lower crustal layer has been questioned 
based on further examination of the geophysical observations used in earlier studies 
(Jackson, 2002). Reanalysis of the depth of seismicity in Tibet (and other areas) suggests 
that previously interpreted mantle earthquakes occurred in the crust e.g., (Maggi et al., 
2000; Yuan et al., 1997). This interpretation allows for the possibility of a strong lower 
crust. Additionally, calculations of the elastic thickness for the Alpine-Himalayan region 
and central Asia suggest that the lithosphere is composed of a single strong layer (all of 
the crust), rather than two (the upper crust and upper mantle) (Maggi et al., 2000). 
We analyzed samples collected from deformed gabbronorite dikes and host 
mantle harzburgite in the Oman Ophiolite (Figure 2.1). This field area provides a rare 
opportunity to directly constrain the rheological contrast between a plagioclase-rich 
lithology typical of the lower crust and an olivine-dominated mantle-lithology. We 
compare our observations to calculations based on experimental flow laws and discuss 
implications for the strength profile of the lithosphere. 
2.2 Field area 
 Samples of gabbronorite and harzburgite were collected from the Wadi Tayin 
massif in the Oman Ophiolite. The field area is located inside a large (~12 km long, ~3 
km wide), high temperature (~1000-1100°C) mantle shear zone characterized by 
deflection of regional peridotite foliation and lineation (Nicolas and Boudier, 2008). 
Based on structural relationships this region is ~2 km below the Moho (~9 km below the 
paleo-seafloor). Numerous ~10-50 cm wide gabbronorite dikes were emplaced within 
 10 
this shear zone, approximately perpendicular to both older peridotite foliation and a 
population of earlier pyroxenite dikes (Figure A.1). Deformation after emplacement of 
the gabbronorite dikes led to the formation of 1-50 mm wide mylonite bands within the 
dikes, sub-parallel to the dike contacts. In contrast, there is no evidence for concomitant 




Figure 2.1: (A) Gabbronorite dike 
(light colored, sub-vertical feature) 
with a well developed medial 
mylonite. The gabbronorite dike 
offsets a pyroxenite dike (outlined 
sub-horizontal feature) without 
apparent ductile deformation in the 
pyroxenite or host peridotite. (B) 
Close-up of gabbronorite dike 
displaying a medial mylonite. Arrows 
indicate elongate pyroxenes. Pencil 




Oriented thin sections were prepared from gabbronorite and from host harzburgite 
samples. Mean grain sizes for plagioclase in the gabbronorite and olivine in the 
harzburgite were determined using the line intercept method. Temperature during 
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deformation was constrained via metamorphic phase equilibrium calculations based on 
electron probe analyses (Tables A.1-A.3) of orthopyroxene/clinopyroxene pairs and 
amphibole/plagioclase pairs. EBSD analyses were performed on two gabbronorite 
samples and three harzburgite samples to characterize deformation mechanisms. Details 
are given in Appendix A. 
2.4 Results 
2.4.1 Microstructures and LPO 
There is a strong contrast between microstructures in the gabbronorite and the 
harzburgite. Gabbronorite samples display evidence for strain localization into fine-
grained mylonites, ranging from the development of porphyroclasts (~500 µm) rimmed 
by small recrystallized grains in the least deformed regions, to a completely recrystallized 
matrix in the most deformed regions (Figure 2.2A). In contrast, the harzburgite is much 
coarser grained and shows evidence for lower-stress deformation (Figure 2.2B). Olivine 
grains exhibit straight subgrain boundaries and elongated grain shape sub-parallel to 
harzburgite foliation defined by pyroxene rich layers. The mean recrystallized grain sizes 
are 13-49 µm (five areas in two samples) for plagioclase in mylonite bands and 457-1081 
µm (three samples) for olivine. Grain size distributions are approximately log normal for 
both phases (Figure A.2). The variation in plagioclase grain size is related to progressive 
grain size reduction with increasing strain. 
 Lattice preferred orientation (LPO) of plagioclase was analyzed in two ways. 
First, qualitative assessment using optical microscopy indicates that large portions of the 
mylonites display an LPO. Second, plagioclase was analyzed using EBSD (Figure 2.2).  
Figure 2.2A-1 shows a (001) maximum subparallel to the mylonite foliation, and a [100]  
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maximum in the plane of the mylonite foliation at ~45° to the macroscopic gabbronorite 
lineation. A similar but slightly weaker fabric is present in a finer-grained region (Figure 
2A-2). The LPO for the area in Figure 2A-3 is the weakest; the only significant LPO is a 
discontinuous great circle of poles to (001), with a maximum approximately parallel to 
that in the other regions. The fabrics in Figure 2.2A-1 and 2 suggest activity of the 
(001)[100] slip system observed in naturally and experimentally deformed plagioclase 
(e.g., Marshall and McLaren, 1977). However, there is evidence that pyroxene 
porphyroclasts promote inhomogeneous deformation at the thin section scale (Figure 
2.2A), complicating identification of a particular slip system from EBSD data alone. 
 
Figure 2.2: Photomicrographs of a gabbronorite mylonite (A) and a harzburgite (B) analyzed by EBSD. 
The stereonet in (B) shows the orientations of the gabbronorite foliation and lineation (blue dashed line and 
diamonds), harzburgite foliation (red line), and the olivine [100] maximum (green patch). The numbered 
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boxes in (A) correspond to specific areas investigated by EBSD; plagioclase pole figures for these regions 
are shown to the right. The olivine pole figure in (B) represents the analysis of the entire thin section. In all 
pole figures, the solid black lines are the foliation plane and the lineation is horizontal. Shading ranges from 
0-4.52 multiples of uniform distribution (MUD), with a contour interval of 0.9 in (A) and 0-4.05 MUD with 
a contour interval of 0.5 in (B). N is number of grains, J is fabric strength (Mainprice and Silver, 1993), and 
Max is the maximum MUD. All plots are lower hemisphere projections contoured with a 15° half-width; in 




100] are given in the [
! 
100] pole figure. Figures were contoured using the 
software of D. Mainprice (www.gm.univ-montp2.fr/mainprice//CareWare_Unicef_Programs). 
 
Olivine LPO’s are consistent throughout the field area and display a [100] 
maximum sub-parallel to the harzburgite lineation defined by spinel (which is 
approximately orthogonal to the gabbronorite shear zones) and a (010) maximum sub-
parallel to the harzburgite foliation (Figure 2.2B). This LPO, along with subgrain 
boundary misorientation analysis, indicates dominance of the [100](010) slip system 
under low stress/low water content conditions (Katayama et al., 2004). This slip system is 
active for olivine with ≤ ~800 H/106 Si (using Bell et al. (2003)), near the solubility of 
water in olivine at the inferred paleodepth of our field area. 
2.4.2 Deformation Conditions  
We constrain the stress and temperature during deformation using recrystallized 
grain size and geothermometry. The recrystallized grain size piezometer of Twiss (1977), 
modified for slip along the [100] Burgers vector in anorthite, yields stresses of 80-180 
MPa for the range in plagioclase mylonite grain size. In contrast, stresses calculated via 
olivine piezometry (Karato, 1980) are 7-14 MPa. Stress estimates can be affected by 
grain growth subsequent to deformation. However, analysis of the role of secondary 
phases in our samples suggests that neither annealing nor secondary phase pinning 
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significantly affected the grain size in the mylonites (see Appendix A). Post-
deformational annealing may have been mitigated by the rapid cooling of these oceanic 
rocks (e.g., Mehl and Hirth, 2008).  
Several methods were used to estimate the temperature of mylonite formation. 
Equilibrium pyroxene solvus temperatures (Andersen et al., 1993) for  recrystallized 
orthopyroxene/clinopyroxene pairs are 760±70 to 850±70°C (different parts of same 
sample), with no clear difference between rims and cores. The equilibrium temperature 
calculated for coexisting plagioclase and amphibole (Holland and Blundy, 1994, reaction 
A) ranges from 610-800°C with an uncertainty of ±40°C. However, because reaction A 
includes quartz, whereas silica activity is less than 1 in our samples, this thermometer 
may not be applicable. We also used THERMOCALC (Powell and Holland, 1988) to 
calculate equilibrium conditions for coexisting plagioclase/amphibole/pyroxene 
compositions to obtain 570±200°C at 550±300 MPa (details in Appendix A).  The 
observation that deformed amphibole textures overprint recrystallized pyroxenes suggests 
that deformation began at 800°C or more and continued to 600°C or less.  
2.5 Discussion 
 Our observations suggest the following scenario. Gabbronorite intruded peridotite 
that had a fabric formed during an earlier high temperature deformation event. After the 
system cooled, deformation localized within the gabbronorite. The presence of syn-
deformational amphibole indicates that some or all of the deformation occurred with a 
significant water activity (Holloway and Burnham, 1972). 
 To compare these observations with predictions from experiments, the strain 
contrast, and thus viscosity contrast, between the harzburgite and gabbronorite needs to 
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be constrained. The shear strain (γ) accommodated by the gabbronorite shear zones is 
estimated to be between 10 and 100 because (1) the gabbronorite foliation is 
approximately parallel to the shear plane (Figure 2.2), suggesting γ > ~10 and (2) the 
maximum observed offset of a preexisting pyroxenite dike (~1 m) across a mylonite of 
average thickness (~10 mm) reflects γ ≈100. By contrast, there was little concomitant 
strain in the host harzburgite, as indictated by the observations that the gabbronorite 
mylonite and harzburgite shear planes are approximately perpendicular (Figure 2.2B). 
and that there is no evidence for olivine recrystallization at lower temperature/high stress 
conditions. A strain of ~0.1 is needed to reset the recrystallized grain size of olivine after 
a modest change in deformation conditions (Van der Wal et al., 1993). Thus, our 
observations indicate a minimum strain contrast of 100 - 1000 between the two lithologies 
(i.e. mylonite strain/harzburgite strain ≈ 10/0.1 to 100/0.1). We cannot determine a 
minimum strain accommodated by the harzburgite, thus it is impossible to determine an 
upper bound for the strain contrast. 
 We now compare our observations to predictions from experimental flow laws 



















 is strain rate, A is a constant, σ is differential stress, n is the stress exponent, d is 




O  is water fugacity, r is the water fugacity 
exponent, Q is the activation enthalpy, R is the gas constant and T is temperature. We 
calculated the strain rate ratio between plagioclase (Rybacki and Dresen, 2004) and 
olivine (Hirth and Kohlstedt, 2003) as a function of temperature assuming the total strain 
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rate is the sum of the dislocation creep and diffusion creep strain rates (Figure 2.3). Our 
field-based estimate for the time-averaged strain rate ratio is also shown in Figure 2.3. 
Plagioclase flow laws are used instead of gabbro flow laws because of the high modal 
abundance of plagioclase in the mylonites (Dimanov and Dresen, 2005). The temperature 
and pressure dependence of water fugacity was accounted for in the calculations. 
Throughout the temperature range of interest, wet and/or fine-grained plagioclase 
is predicted to be weaker than olivine, consistent with our observations. At high 
temperatures, both the dry and wet flow laws predict that plagioclase is weaker than 
olivine, even for comparable grain sizes. Thus, our observations are consistent with the 





O , or (2) deformation evolving from dry conditions at ~800°C to wet conditions at 
~600°C.  
Our data also show a transition in the strength and nature of the mylonitic 
plagioclase LPO as a function of temperature. At 800°C, and a grain size consistent with 
the original igneous grain size (500 µm, based on porphyroclast size), the flow laws 








dislocation  of 0.005 
for the wet flow laws and 0.006 for the dry flow laws). LPO development results from 
dislocation creep (e.g., Wenk and Christie, 1991), and we observe a plagioclase LPO in 
most of our gabbronorite mylonite samples. Furthermore, dislocation creep must have 
been active to drive grain size reduction. At 600°C, and a grain size of 40 µm (as 
observed in the fine-grained mylonites), the flow laws predict that plagioclase will 








dislocation  = 42 for the wet flow laws and dry 
flow laws). Diffusion creep has been interpreted to result in weakening of pre-existing 
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with decreasing temperature may explain the weaker LPOs in the finer-grained regions 
shown in Figure 2.2A. 
Finally, we can also compare field constraints to calculated strain rates based on 
experimental data. Using igneous (~95-96 Ma; e.g. Tilton et al. (1981)) and emplacement 
ages for the Oman ophiolite (~70 Ma; Goffe et al. (1988)), a maximum time of ~25 Ma is 
available for the observed deformation. Minimum strain rates of ~10-14 to 10-13 s-1 are 
required to achieve strains of 10 to 100 during this maximum allowable time interval. If 
metamorphic 40Ar/39Ar ages in crustal gabbroic rocks and the metamorphic sole of the 
ophiolite (~ 94 Ma; Hacker (1994)) are used as a time constraint, then minimum required 
strain rates are  ~10-13 to 10-12 s-1. The strain rates calculated from dry flow laws are 
orders of magnitude lower than either minimum strain rate, except for the highest 
temperature, fine-grained plagioclase (Figure 2.3). The calculated strain rates for the wet 
flow laws are consistent with the required strain rate; the coarse-grained strain rate is 
geologically reasonable at 800°C and the fine-grained strain rate is reasonable at 600°C 
(Figure 2.3).  We re-emphasize that our observations are also consistent with flow laws 
for a scenario where deformation begins under dry conditions. In this case, however, 
most of the strain must have occurred at lower temperature under wet conditions.  
An important caveat is that we apply the recrystallized grain size piezometer 
within the diffusion creep field where it may not applicable (e.g., De Bresser et al., 2001). 
In addition, examination of some experimental samples suggests that an LPO may also 
form during deformation in the diffusion creep regime (Gómez Barreiro et al., 2007). 
Nonetheless, at 600°C, 500 µm olivine grain size, and 40 µm plagioclase grain size, 
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extrapolation of wet flows predicts plagioclase to olivine strain rate ratios >106 for 
stresses between 1 and 140 MPa (the brittle failure stress at the inferred paleodepth). 
Thus, despite uncertainty in the applicability of the piezometer, our geological 
observations are consistent with inferences based on the flow laws.  
 
Figure 2.3: Strain rate ratio versus temperature at constant stress. Calculations for dry and water-saturated 
conditions. Two grain size scenarios are presented: plagioclase and olivine with a grain size of 500 µm and 
a stress of 15 MPa (“coarse”), and plagioclase and olivine with grain sizes of 40 µm and 500 µm 
respectively, and a stress of 80 MPa (“fine”). Stresses are obtained using the plagioclase grain size 
piezometer. The dashed fields represent the uncertainty in the flow law parameters.  Uncertainties for the 
“coarse” lines are comparable.  The boundary between the gray and white fields indicates the conditions in 
which plagioclase has the same strength as olivine. The dark gray box shows a minimum estimate for the 
integrated strain rate ratio and our estimate for temperature during the final stages of deformation. The 
arrow indicates uncertainty in the maximum strain rate ratio.  Plagioclase strain rates are given for all four 
scenarios at 800°C and 600°C.  
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2.6 Implications and conclusions 
Overall, the wet flow laws provide the best fit to our inferred strain rate ratios, 
microstructures, and minimum estimate for strain rate.  In conjunction with the presence 
of deformed, metamorphic amphibole, this conclusion supports extrapolation of the wet 
flow laws to the conditions of deformation inferred for our field area, and provides a 
basis to apply these flow laws to similar conditions elsewhere. 
 
Figure 2.4: Calculated viscosities of plagioclase and olivine at the Moho for thick continental lithosphere 
(70 km). Strain rate for all plots is 10-13 s-1. The cold geotherm is based on McKenzie and Priestley (2008) 
and the hot geotherm is based on Priestley et al. (2008). The solid gray lines were calculated for olivine and 
plagioclase using dislocation creep.  The dashed lines were calculated using a composite plagioclase flow 
law with a grain size of 40 µm. The solid black line is the brittle “viscosity” calculated using the 
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differential stress derived from Byerlee’s law and a strain rate of 10-13 s-1. The relatively small viscosity 
contrasts in this figure reflect the difference in assuming a constant strain rate (Figure 2.4) rather than a 
constant stress (Figure 2.3). 
 
To place our observations in context, we calculated the viscosity contrast at a 70 
km deep Moho, as observed in Tibet, for two different geotherms and a strain rate of 10-13 
s-1 (Figure 2.4). Using a cold geotherm (600°C at the Moho) there is a strong contrast 
between the predicted behavior for the wet and dry systems. Under wet conditions 
plagioclase is significantly weaker than olivine. By contrast, under dry conditions, 
plagioclase is stronger than olivine at the Moho, as also shown for dry flow laws at lower 
temperatures in Figure 2.3. However, at this strain rate, the differential stress predicted 
for both plagioclase and olivine plastic deformation under dry conditions exceeds the 
frictional strength at a 70 km deep Moho indicating that deformation at the Moho might 
be brittle at faster strain rates. When applying a hot geotherm (900°C at the Moho), 
plagioclase is less viscous than olivine for both wet and dry conditions. 
Mehl et al. (2008) concluded that the strength of dry, coarse grained gabbro 
composed of 50% plagioclase and 50% clinopyroxene is similar to that of olivine at 
Moho conditions, but that where gabbro shear zones are present, they result in significant 
crustal weakening. Our results indicate that higher plagioclase content alone can 
introduce a large strength contrast at the Moho. Additional weakening will occur when 
strain localizes within plagioclase rich areas, as in our samples. Thus, deformation will 
initiate in plagioclase-rich rocks, progressively localizing in fine-grained shear zones 
with decreasing temperature. Under these circumstances, the lower crust will remain 
weaker than the upper mantle, whether the crust and mantle are initially wet or dry. 
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Chapter 3 
Effects of temperature on the deformation and stability of a 1-D 
viscoelastic shear zone  
Abstract 
Strain localization in rocks that deform at high temperatures is commonly observed and 
likely a requirement to get Earth-like plate tectonics.  Many processes may contribute to 
strain localization in the Earth but the feedback between viscous shear heating and 
temperature dependent viscosity is of particular interest because it has the potential to 
drive failure of the system at earthquake rates.  Building on the work of Kelemen and 
Hirth (2007) we have developed a one dimensional model with a dry olivine viscoelastic 
rheology that includes dislocation creep, diffusion creep, dislocation accommodated grain 
boundary sliding and low temperature plasticity. Increasing either the applied strain rate 
and the grain size in the shear zone affects system behavior in several ways.  First, it 
drives up the maximum stress for a system and pushes the system to more unstable 
behavior.  The transition from stable types of deformation to unstable deformation occurs 
at background strain rates of 2 x 10-11 s-1 and 2 x 10-10.5 s-1 for a shear zone of 8 m with a 
grain size <10 µm and 10 µm respectively, a total domain width of 2 km, a background 
grain size of 10 mm and an initial temperature of 650°C.  Second, it causes the system to 
transition from a state where deformation is controlled by the behavior of the shear zone 
to one where deformation is controlled by deformation of the system as a whole.  This 
transition occurs at background strain rates of 2 x 10-12.5 s-1 and 2 x 10-11.5 s-1 for the same 
shear zone dimensions as before and shear zone grain sizes of 2 µm an 10 µm 
respectively.  A consequence of the transition to background-controlled behavior is the 
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emergence of stress evolution behavior that exhibits distinct periods of accelerated stress 
relaxation that do not necessarily go unstable.  We found that shear heating may play an 
important roll in viscous deformation in the Earth and has the potential to be a 
mechanism for both intermediate depth earthquakes and slow slip events. 
 
3.1. Introduction 
 Strain localization in rocks deformed viscously at high temperatures is an 
important aspect of the rheological behavior of Earth’s lithosphere.  Ductile shear zones 
are a common observation in a wide range of geologic settings over a large range of 
scales, from millimeters to kilometers (e.g., Ramsay, 1980).  Additionally, high 
temperature strain localization is thought to be essential in order to generate plate 
boundaries, a defining characteristic of plate tectonics on Earth (e.g., Tackley, 2000). 
 Many mechanisms have been proposed to explain the occurrence of strain 
localization (for reviews see Bercovici and Karato, 2002; Regenauer-Lieb and Yuen, 
2003). Most softening mechanisms act by driving structural changes such as grain size 
reduction (Braun et al., 1999; Montési and Hirth, 2003; Précigout and Gueydan, 2009), 
lattice preferred orientation development (LPO) (Poirier, 1980; Tomassi et al., 2009), 
mixing of phases (Skemer et al., 2010a; Toy et al., 2010; Warren and Hirth, 2006) and 
interconnection of weak phases (e.g., Handy, 1994).  In addition to structural changes, 
thermal softening has also been suggested to contribute to strain localization but is often 
treated as a secondary effect, important in only later stages of slip or perhaps contributing 
to strain delocalization due to its diffusive nature.  However, under certain conditions 
(e.g. high loading rates), thermal softening may actually be the primary cause of strain 
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localization (Braeck and Podladchikov, 2007; Braeck et al., 2009; Kameyama et al., 
1999; Kelemen and Hirth, 2007; Ogawa, 1987). 
 For materials with a strongly temperature dependent viscosities, like rocks 
undergoing viscous creep, strain can become highly localized as a consequence of the 
feedback between a temperature dependent viscosity and viscous dissipation.   This 
process ultimately results in rapid weakening (failure) of the material (for a review see 
Walley, 2007). Thermally-driven strain localization has long been identified as being an 
important process in metallurgy (e.g. Tresca, 1878). Only comparatively recently has this 
process been evaluated in a geologic context (e.g. Griggs, 1969) and invoked as a 
potential mechanism for both intermediate depth earthquakes and pseudotachylytes in 
viscous shear zones (Andersen et al., 2008; John et al., 2009; Kameyama et al., 1999; 
Kelemen and Hirth, 2007; Ogawa, 1987). 
 In order to better understand the effect of viscous dissipation on strain localization 
in the Earth, as well as the importance of thermally driven strain localization, we have 
built on this previous work, in particular the work of Kelemen and Hirth (2007). We have 
developed a one dimensional viscoelastic model that couples stress and temperature 
through a complex, temperature dependent dry olivine viscosity that includes the effects 
of dislocation creep, diffusion creep, dislocation accommodated grain boundary sliding 
and low-temperature plasticity (the Peierls mechanism). Strain localization is initiated 
with a perturbation in grain size. This is consistent with the observation that fine-grained, 
planar features, for example compositional discontinuities or recrystallized fault gouge, 
are commonly observed associated with shear zones in outcrops of lower crustal and 
shallow mantle lithologies.  This model allows us to understand the effect of rheology 
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and grain size variability on strain localization in the Earth.  Our results indicate that 
thermal strain localization may be relevant for the Earth at high strain rates.  Additionally 
we have shown that viscous dissipation in a system deformed at a constant rate can cause 
spontaneous changes in stress relaxation rate as the system evolves, providing a potential 
mechanism for slow earthquakes. 
3.2. Model Description 
Our simplest 1-D model is illustrated in Figure 1. We consider a model for 
deformation and thermal evolution of an infinite viscoelastic slab of finite width L in the 
x direction and constant initial temperature (T0) that is undergoing simple shear.  The 
boundaries (x = 0 and x = L) are not allowed to heat diffusively but are allowed to heat as 
a result of viscous dissipation. The grain size in the slab is initially equal to the 
background grain size (dBG) except for a narrow region of width h with a reduced grain 
size (dSZ). This region with reduced initial grain size is referred to as the shear zone while 
the rest of the system, L-h, is referred to as the background.  This slab is then subjected to 
simple shear at a fixed velocity VL such that the only nonzero component of the 
displacement field (v) is in the y direction (i.e., v(0) = 0, v(L) = VL (Figure 3.1)). There 
are two characteristic strain rates that may be used to describe the system.  The first is the 




BG, which is defined as the applied displacement rate divided by 
the system width (VL/L) and is the strain rate being applied to the system as a whole.  The 




SZ, which is defined as the applied 
displacement rate divided by the shear zone width (VL/h) and in the shear zone, if the 
shear zone accommodated all of the strain of the system. A consequence of our chosen 









.  This geometry also trivially satisfies 
conservation of mass. 
 Assuming negligible inertial effects, an additional consequence of the geometry 




= 0.             (3.1) 
Stress is constant across our system and only changes as a function of time. Definitions 
and values, where appropriate, for the variables used in this section are given in Table 3-
1. 
 
Figure 3.1: Initial setup of the one-dimensional viscoelastic model.  The x-y plane is subjected to simple 
shear with one fixed boundary and the other moving at a constant velocity, VL. The lines show the initial 
profiles for temperature (constant, T0) and grain size (background grain size, dbg and shear zone grain size 
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dsz).  The perturbation or shear zone is width, h, and is defined by the region of initial reduced grain size 





BG, which is the strain rate that results from accommodation of the total displacement across 




SZ, which is the strain rate that results 
from accommodation of the total system displacement across the shear zone width (VL/h). 
 
Table 3-1: Variables and adopted values of physical parameters 
v displacement  
VL velocity of the boundary at 
x = L 
 
τ shear stress (≡ σxy)  





















Fictive shear zone strain 

















disGBS dislocation accommodated grain boundary sliding 





LTP low temperature plasticity (LTP) strain rate 
 
d grain size  
dBG grain size in the background  
dSZ grain size in the shear zone  
Adis pre-exponential term for 
dislocation creep 
1.1 x 105 MPa-3.5 s-1 
Adif pre-exponential term for 
diffusion creep 
1.5 x 109 MPa-1 µm3 s-1 
AdisGBS pre-exponential term for 
disGBS 
T < 1300°C: 
6500 MPa-3.5 µm2 s-1 
T > 1300°C: 
4.7 x 1010 MPa-3.5 µm2 s-1 
ALTP pre-exponential term for 1.4 x 10-7 MPa-2 s-1 
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LTP 
ndis stress exponent for 
dislocation creep 
3.5 
ndif stress exponent for 
diffusion creep 
1 
ndisGBS stress exponent for disGBS 3.5 
mdis grain size exponent for 
dislocation creep 
0 
mdif grain size exponent for 
diffusion creep 
3 
mdisGBS grain size exponent for 
disGBS 
2 
Qdis activation enthalpy for 
dislocation creep 
530 kJ mol-1 
Qdif activation enthalpy for 
diffusion creep 
375 kJ mol-1 
QdisGBS activation enthalpy for 
disGBS 
T < 1300°C: 
400 kJ mol-1 
T > 1300°C: 
600 kJ mol-1 
Ek(0) zero stress activation energy 
for LTP 
320 kJ mol-1 
σP Peierls stress 5900 MPa 
G shear modulus 5 x 1010 Pa 
R gas constant 8.314 x 10-3 kJ mol-1 
κ thermal diffusivity 10-6 m2 s-1 
ρ density 3,300 kg m-3 
CP specific heat 800 J kg-1 K-1 
 
We utilize the Maxwell model (Malvern, 1969) to represent our viscoelastic 
rheology, in which the strain rate of a viscoelastic material is the linear combination of 











v ,       (3.2) 




v is the viscous strain rate and the first and 
second terms of the right-hand side represent the elastic and viscous components, 
respectively.  
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 By integrating Eq. (3.2) with respect to x and applying our boundary conditions 
with respect to displacement, we arrive at the expression that governs the temporal 















& .            (3.3) 
 The viscous strain rate is governed by expressions for four independent 
mechanisms that contribute to viscous creep in olivine: dislocation creep, diffusion creep, 
dislocation accommodated grain boundary sliding (disGSB) and low temperature 
plasticity (LTP) or the Peierls mechanism.  The total strain rate is taken to be the sum of 





























LTP are the individual strain rates due to dislocation creep, 
diffusion creep, disGBS and LTP, respectively.  The first three high temperature 












mech is the strain rate for an individual mechanism, A is a constant, σ is differential 
stress, n is the stress exponent, d is grain size, m is the grain size exponent, Q is the 
activation enthalpy, R is the gas constant and T is the temperature.  The values used for 
these constants are taken from Hirth and Kohlstedt (2003). In contrast to the high 
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LTP is the strain rate for LTP, A is a constant, Ek(0) is a zero stress activation 
energy and σP is the Peierls stress.  The values used for these constants are taken from 
Mei et al. (2010). Dislocation creep is grain size insensitive (i.e. m in Eq. (3.5) is equal to 
zero), whereas both diffusion creep and disGBS are grain size sensitive.  This means that 
both dislocation creep and LTP will be insensitive to the initially reduced grain size in the 
shear zone. 

















v ,           (3.7) 
where κ is the thermal diffusivity, ρ is the density, CP is the specific heat and the first and 
second terms of the right-hand side represent the effect of conductive cooling and viscous 
dissipation, respectively. Equations (3.3), (3.4) and (3.7) constitute a closed system of 
equations for T(x,t) and σ(x), once boundary conditions are specified.  These three 
equations form the basis for the results presented in the following sections. 
 We use consistent second-order central differences on variably spaced meshes 
(LeVeque, 2007) for the spatial derivatives and the numerical differentiation formulas 
(NDFs) (Shampine and Reichelt, 1997; Shampine et al., 1999) for time integration as 
implemented in the MATLAB routine ODE15s. Since temperature and displacement can 
become highly localized during deformation at some conditions, a variably spaced mesh 
was employed. Grid spacing smoothly varies from a minimum spacing of 1.7 mm in and 
around the shear zone and coarsening outwards to a maximum of 7.8 m. This numerical 
code was benchmarked against the results of Kelemen and Hirth (2007).  
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3.3. Results and discussion 
3.3.1 Differences between this model and previous work 
There are several key differences between this model and previous models that 
are described in the literature.  One important difference between this model and those 
described in Ogawa (1987), Kameyama (1999), Braeck and Podladchikov (2007) and 
Braeck et al. (2009) is that instead of initializing localization with a perturbation in 
temperature, we utilize a perturbation in grain size.  In previous work, the viscosities used 
were either simplified, including only one deformation mechanism (Braeck and 
Podladchikov, 2007; Braeck et al., 2009; Ogawa, 1987) or more complex, including 
contributions from multiple mechanisms (dislocation creep, diffusion creep and LTP, 
Kameyama et al., 1999).  Regardless, each mechanism contributing to the viscosity in 
these previous models is sensitive to temperature and, by extension, sensitive to the initial 
thermal perturbation.  This results in an initial viscosity perturbation for each mechanism 
contributing to the viscosity.  In contrast, only some of the viscous mechanisms we use 
are sensitive to grain size (diffusion creep and disGBS).  Consequently the initial grain 
size perturbation does not produce a perturbation in viscosity for all of our individual 
mechanisms.  
An additional difference between this model and those described in Ogawa 
(1987), Kameyama (1999), Braeck and Podladchikov (2007) and Braeck et al. (2009) is 
that we have chosen our initial stress, τ0, to be equal to zero and allowed the system to 
load up to a peak stress before relaxing.  In previous work, the initial stress was either 
imposed arbitrarily in order to explore its effect on system behavior (Braeck and 
Podladchikov, 2007; Braeck et al., 2009) or was calculated as the stress for which 
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Equation (3.3) is equal to zero.  Consequently these models do not provide insight into 
either the behavior of the system during the initial loading phase or the effect that the 
initial loading phase has on later system behavior. 
Finally, this model differs from that presented in Kelemen and Hirth (2007) in 
two key ways.  First, this model’s entire domain is treated as a viscoelastic material as 
opposed to a purely elastic block mechanically attached to a purely viscous block.  This 
difference allows us to evaluate the effect viscous strain in the background has on system 
behavior.  Second, we do not cap the temperature in our model and allow the system to 
continue to heat even after it has reached 1400°C. 
The remainder of this section will describe the behavior of our system and 
compare it to the behavior observed in these previous models in order to gain a better 
understanding of both the consequences of these differences and, more generally, how 
viscous shear heating affects deformation in the earth. 
3.3.2 System behavior 
 This model displays three distinct modes of stress relaxation.  Fixing all other 
parameters of the system (L, h, dBG, dSZ, T0), as background strain rate increases the 
system transitions from stable to oscillatory and finally to unstable behavior.  Both stable 
and unstable behavior display only one relaxation event, or period of time where the 
change in stress with time (dτ/dt) is only negative.  In contrast, runs with oscillatory 
behavior display two relaxation events separated by a period of reloading (change in 
stress with time is positive).  Additionally, each relaxation event can evolve in one of two 
ways:  (1) dτ/dt only decreases or stays nearly constant with time or (2) dτ/dt increases 
for a period of time.  Type 1 behavior is more common at the lowest maximum stresses, 
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τmax, and Type 2 behavior is more common at high τmax.  Stress evolution curves that 
display examples of both types of relaxation event and examples of stable, oscillatory and 
unstable modes of stress relaxation are given in Figure 3.2.   
 
Figure 3.2: Stress evolution curves for the different modes of stress relaxation.  (A) and (B) Type 1 and 2 
stable relaxation.  (C) and (D) Type 1 and 2 oscillatory relaxation. (E) and (F) Type 1 and 2 unstable 
relaxation.  For all the results presented in this figure the deformation conditions are: L = 2 km, h = 8 m, 
dBG = 10 mm and T0 = 650°C.  Each panel has different conditions for dSZ, and background displacement 




SZ.  The unique conditions for each panel are given therein.   
 
At the lowest strain rates, where stable behavior is observed, little or no 
localization in strain is observed beyond what is caused by the initial grain size 
perturbation.  The thermal perturbations that develop are broad and small in magnitude (< 
100°C over 2 km) and while they are centered on the initial grain size perturbation, they 
are never as highly localized as strain rate perturbations.  Finally, relaxation events 
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associated with this behavior continue for a long time (>10,000 yrs) and have very slow 
relaxation rates (<0.1 MPa/yr).  An example of this behavior is given in Figure 3.3.  
 
Figure 3.3: Example of stable relaxation.  A) Stress evolution.  Note the period of increased stress 
relaxation from ~7,500 yrs till ~15,000 yrs. The colored symbols correspond to the colored curves in B) – 
E) and will be referred to as times 1, 2 and 3.  B) Temperature profiles for the width of the domain.  A 
thermal perturbation develops centered on the shear zone. However, the difference between the center of 
the domain and the boundary is not very large (< 40°C).  C) Strain rate profiles for the width of the domain.  
Strain is highly localized in the shear zone.  The effect of temperature on strain rate can be identified in 
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final time curve (red) as a region of slightly elevated strain rates compared to the boundaries. D) 
Temperature profiles for the center 20 m of the domain.  The thermal perturbation is not localized in the 
original shear zone width and the thermal gradients are very small.  E) Strain rate profiles for the center 20 
m of the domain.  Strain is highly localized within the initial shear zone.  The strain rate contrast between 
the shear zone and the background is seen to be smaller for the slower (~ 8 x 10-3 MPa/yr) relaxation rate 
(time 2) as compared to the faster (~0.1 MPa/yr) relaxation rate (time 3).   This is evidence that the change 
in relaxation rate is related to the degree of localization that the system is experiencing.  The deformation 




SZ = 0.5 x 10-
9.5 s-1. 
 
Oscillatory behavior, which occurs at intermediate strain rates, is similar to stable 
behavior with respect to both the degree of strain localization observed and the 
magnitudes of the temperature perturbations that develop.  However in contrast to stable 
behavior during which the stress only decreases with time after τmax has been reached, the 
defining characteristic of oscillatory behavior is that a second period of loading occurs 
during the evolution of the system.  The difference between these two modes of stress 
relaxation arises due to differences in the initial relaxation rates exhibited by each mode, 
and is discussed in a later section.  Despite differences in stress evolution, stable and 
oscillatory behavior are quite similar. One key feature in both modes of relaxation is that 
the magnitude of the temperature perturbations that develop are small and not very 
localized despite the significant strain localization that occurs due to the initial grain size 
perturbation. 
Finally, at the highest strain rates, unstable behavior is observed.  This type of 
behavior is characterized by extreme strain localization and nearly instantaneous 
relaxation of the system to zero stress (mechanical failure).  The temperatures in the 
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volume experiencing the most intense shear during failure (the center of the initial grain 
size perturbation) become high enough to allow for the melting of olivine (>> 1400°C 
cap used in Kelemen and Hirth, 2007). An example of this behavior is given in Figure 
3.4.   
 
Figure 3.4: Example of unstable relaxation.  A) Stress evolution.  Note failure does not begin immediately 
after the system reaches its peak stress.  For ~30 years after the peak stress the system displays a relatively 
low stress relaxation rate (~ 1 MPa/yr) before accelerating and undergoing failure, as in the simple models 
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of Kelemen and Hirth (2007).  As in Figure 3.3, the colored symbols correspond to the colored curves in B) 
– E) and will be referred to as times 1, 2 and 3.  B) Temperature profiles for the width of the domain.  The 
temperature perturbations are significantly more localized and larger than those seen in the stable case 
(Figure 3.3).  This is a consequence of both a higher viscous dissipation rate and less time for diffusion.  
Additionally, ~10°C of heating has occurred in the background between times 2 and 3.  Since the thermal 
perturbation is seen to still be highly localized (~100 m across at time 3) this increase in background 
temperature indicates that significant viscous strain has occurred in the background between times 2 and 3.  
C) Strain rate profiles for the width of the domain.  As with temperature, the perturbations in strain rate are 
observed to be both more localized and larger than those seen in the stable case.  The reduction in 
background strain rate by almost an order of magnitude between times 2 and 3 is clearly evident.  D) 
Temperature profiles for the center 20 m of the domain.  While the thermal perturbation is not significantly 
localized at times 1 and 2, significant localization has occurred by time 3 at a smaller length scale than the 
initial shear zone width, h.  E) Strain rate profiles for the center 20 m of the domain.  The effect of the 
thermal perturbation at time 3 can be clearly seen in the strain rate profile both within and outside of the 
initial shear zone.  Additionally the localization of deformation on a smaller length scale than the initial 
shear zone is clearly seen.  The deformation conditions for this figure are: L = 2 km, h = 8 m, dBG = 10 mm, 




SZ = 0.5 x 10-8 s-1. 
 
While we are able to accurately capture the evolution of the system behavior 
during the initial loading and unloading periods, during failure the temperature and strain 
rate perturbations become so highly localized they are too computationally intensive for 
us to resolve (Figure 3.5).  Consequently only results during the initial loading and 
unloading phases are considered accurate and most simulations were terminated once 





Figure 3.5: Example of extreme evolution in an unstable system.  A) Stress evolution for the system from 
Figure 3.4.  The colored symbol indicates the time which corresponds to B) and C).  B) and C) Thermal and 
strain rate profiles for the center of the domain.  Evident in both is the extreme degree of localization that 
has occurred and the extreme, unphysical temperatures and strain rates that were reached during stress 
relaxation.  Most of our unstable simulations were terminated before reaching this point. 
 
3.3.3 Effect of background deformation and origin of Type 1 versus Type 2 behavior 
One major difference between the model presented in Kelemen and Hirth (2007) 
and this model is that we have allowed viscous deformation to occur in the background.  
Before examining the condition for instability in our system it is important to examine the 
consequences of viscous deformation in the background as it affects the way in which 
stress evolves.  
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As described in the previous section, for each mode of stress relaxation there are 
two ways the system can evolve, which we call Type 1 and Type 2 behavior.  There are 





BG and (2) increasing dSZ.  To understand the difference between Type 1 
and Type 2 behavior it is important to remember that the rate of stress relaxation (dτ/dt) 
is controlled not by the viscous strain rate in the shear zone but by the spatially averaged 
viscous strain rate of the system.  Consequently, in order to get a reduction in stress it is 
not enough for the strain rate in the shear zone to be higher than the background.  
Because of the initial grain size perturbation the strain rate in the shear zone is always 
higher than the background.  Rather a reduction in stress requires that the system as a 
whole be able to viscously accommodate the strain applied to the system (Equation 3.3).   
 
Figure 3.6: Example of strain partitioning in a system displaying Type 1 unstable behavior.  A) Stress 















)  from the shear zone and the background.  Note that the contribution from the background is 
never greater than 20%. The deformation conditions for this figure are: L = 2 km, h = 8 m, dBG = 10 mm, 




SZ = 0.5 x 10-8 s-1. 
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At fine grain sizes and low stresses this requirement is met when the shear zone 




SZ), so that the shear zone is 
accommodating most of the system’s strain, with only a very small fraction being 
accommodated by the background (Figure 3.6).  Thus the highest stress the system 









SZ is equal 





BG  = VL/L). Consequently in order for the system to accommodate the applied 
strain rate the background begins to deform (Figure 3.7) and τmax goes from being 
controlled by the viscosity of the shear zone to being controlled by the viscosity of the 
system.  It is this change from accommodation of strain by the shear zone to 
accommodation of strain by the entire system that causes the transition from Type 1 to 






Figure 3.7: Example of strain partitioning in a system display Type 2 unstable behavior.  A) Stress 
















)  from the shear zone and the background.  In contrast to Figure 3.6 B) the contribution from 
the background is greater than 50% from ~20 – 50 with the peak in background contribution coinciding 
with the peak in stress.  The strain rates provided are the average strain rates in the background ( ) and 
the shear zone ( ) during the time that the background is the dominant contributor to the system strain.  
The deformation conditions for this figure are the same as those in Figure 3.4.  Note that the background 








BG = 2 x 10-11 s-1).   
   
The observation of a period of high stress and low relaxation rate (dτ/dt) followed 
by a period with a faster relaxation rate is observed in the previous models (Braeck and 
Podladchikov, 2007; Braeck et al., 2009; Kameyama et al., 1999; Ogawa, 1987) and is a 
common feature of many experiments investigating thermal shear instabilities (Walley, 
2007).  During the period with low relaxation rate, the initial thermal perturbation is 
enhanced finally resulting in a low enough viscosity in the shear zone to allow the rate of 
relaxation to increase.   Similarly, the high stress, low relaxation rate period in our Type 2 
evolution is a period during which the initial viscosity perturbation, in our case caused by 
a perturbation in grain size, is augmented by a growing thermal perturbation until the 
shear zone is sufficiently weakened.   
However, Type 1 behavior or the absence of a high stress period during which the 
background is the dominant contributor to strain of the system, does not necessarily 
indicate that our initial grain size perturbation alone provided a viscosity perturbation 
sufficient to inhibit deformation in the background.  In order to see this, the controls on 
the peak stress the system experiences must be examined. 
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3.3.4 Effect of deformation during loading and understanding what controls peak 
stress 
 Unlike in Ogawa (1987), Kameyama et al. (1999), Braeck and Podladchikov 
(2007) and Braeck et al. (2009) we have not imposed the peak stress on the system.  
Thus, our system evolves to its own peak stress. 
 The peak stress is the point where the elastic loading rate equals the viscous 















& (#,d,T)dx .              (3.8) 
Using this expression we estimated the peak stresses for our system using both the initial 





), as the temperature for the entire shear zone.  The results of this 
calculation are presented in Figure 3.8. 
 




) .  The symbols indicate the maximum 
stresses of individual calculations with color indicating grain size.  The solid curves are solutions to 
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) as the 




) defined as being the temperature of the center of the shear 
zone for the at the maximum stress.   For large grain sizes these two solutions are nearly identical.  For 
small grain sizes they are significantly different.  Overpredictions in stress correspond to systems which 
experienced significant shear heating during the initial loading phase.  Underperdictions in stress indicate 
mechanically significant temperature driven strain localization before the maximum stress is reached.  The 
deformation conditions for this figure are: L = 2 km, h = 8 m, dBG = 10 mm and T0 = 650°C. 
 
For the coarsest initial, shear zone grain size, using T0 in Equation 3.8 provides a 
good match to the observed model behavior.  However for finer initial, shear zone grain 
sizes T0 significantly overpredicts the peak stress, by as much as 200 MPa in some cases.  




) to calculate the peak stress gives a much better agreement 
to the model behavior at all grain sizes, particularly for the finer grain sizes.  The better 




) demonstrates the 
importance of viscous dissipation during the loading period.  This is particularly true for 
systems with large initial contrasts in viscosity (i.e., very fine grained shear zones) where 
viscous deformation during loading can result in a reduction in strength by up to 200 




BG and small dSZ, it is clear that 
this behavior is caused by deformation and concurrent thermal perturbation development 
in the shear zone during the initial loading phase. 





) to estimate the peak stress results under-predicts the peak stress for small 
dSZ.  This is one indication of early localization in these systems within the shear zone, at 
a smaller scale than the localization caused by the initial grain size perturbation.  
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Observation of an unexpectedly stiff system (one for which the estimated peak stress is 










), the temperature of the center of the shear zone, is greater that the average 
temperature of the shear zone, and is an indication of a mechanically significant viscosity 
contrast within the original shear zone. 
 Ogawa (1987) and Kameyama et al. (1999) both set their initial stress as being 
equal to the peak stress calculated for T0.  As a result, they may have explored a range of 
conditions that is not applicable to nature.  By allowing our system to evolve up to a self-
limited peak stress we are able to observe that significant viscous deformation can occur 
at low stresses with a significant impact on both the mechanical strength and the stress 
evolution of a system.  
3.3.5 Conditions for instability 
 One of the most striking features of previous work is the occurrence of thermal 
shear instabilities at either high background strain rates (Kameyama et al., 1999; 
Kelemen and Hirth, 2007; Ogawa, 1987) or high initial stress (Braeck and Podladchikov, 
2007; Braeck et al., 2009).  While many things may affect the stability of the system 




BG.  For this section we have fixed L = 2 km, h = 8 m, T0 = 650°C and dBG = 10 mm.  









from 0.5 x 10-10 s-1 to 0.5 x 10-8.5 s-1.  The results of this investigation are presented in 
Figures 3.9 and 3.10. 
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SZ.  Symbol denotes grain size, symbol color denotes mode of stress 
relaxation and symbol fill denotes dominant deformation mechanism at the time of the peak stress.  The 




SZ and dSZ is clearly seen to cause: (1) a shift from stable to oscillatory and 
finally to unstable behavior, (2) an increase in maximum stress, (3) the emergence of Type 2 behavior and 
(4) a shift to less grain size sensitive mechanisms.  Both the emergence of Type 2 behavior and the shift to 




SZ and dSZ causes the system to move 
from being controlled by deformation in the shear zone to being controlled deformation of the system as a 
whole.  Note that the oscillatory field expands at the coarsest grain sizes, encroaching on both the stable 
and unstable fields.  This suggests that deformation in the background may promote this behavior though it 
is not necessary for it to occur.  Deformation conditions are given in the text. 
 




BG at any given shear zone grain size, dSZ 




BG requires a higher τmax to drive 
viscous relaxation fast enough that the system transitions from loading to unloading 
behavior (Equation 3.7).  This is also the reason why increasing dSZ results in higher τmax.  
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As dSZ increases, the shear zone viscosity increases, requiring a higher driving stress to 
meet the conditions of Equation 3.7. 
Both increasing the strain rate and the subsequent higher values of τmax promote 
the shift from stable to unstable in system behavior.  Both high strain rates and high 
stresses promote rapid development of large localized temperature perturbations by 






















,       (3.9) 
where QE is the elastic potential energy.  Consequently, systems with higher background 
strain rates have more stored elastic energy available to be converted to thermal energy as 
they begin to unload.  




BG, Figure 3.9 also shows that decreasing dSZ leads to 
more unstable behavior.  However Ogawa (1987) indicated that magnitude of the initial 
viscosity perturbation (in this case a viscosity perturbation caused by temperature) did not 
affect the stability of the system.  Rather the size of the initial perturbation only affected 
the time it took for an instability to occur in an unstable system.  Here understanding the 





required for unstable behavior as the size of the initial grain size perturbation decreases.   
 Almost all of the calculations with dSZ equal to 10 µm exhibit Type 2 behavior, 
while all of the calculations for dSZ of 1µm exhibit Type 1 behavior (Figure 3.9).  As 
previously discussed, Type 1 behavior arises when the peak stress is controlled by 
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deformation in the shear zone with little contribution from the background.  This stress 
evolution pattern indicates that Type 1 systems have a well-defined initial viscosity 
contrast.  For dSZ equal to 1 µm, the dSZ is small enough to allow for a low initial 
viscosity of the shear zone as a consequence of the grain size sensitive mechanisms we 
have included in our rheology. Ogawa (1987) referred to systems with a well-defined 
initial viscosity perturbation as inhomogeneous systems. 
 In contrast, calculations where dSZ equals 10 µm generally have Type 2 behavior, 
which indicates that a significant amount of the strain is being accommodated by the 
background. This gives rise to a system that is more homogeneous in its starting 
condition than for dSZ = 1 µm, despite the fact that there is still a large contrast in initial 
grain size (dBG = 10 mm, dSZ = 10 µm).  Ogawa (1987) found that homogeneous initial 
conditions are more stable than inhomogeneous initial conditions.  As a consequence, in 




BG required to generate unstable behavior increases as dSZ.   
It is important to note that calculations with dSZ > 10 µm (up to 500 µm) are 
nearly identical to the 10 µm calculations.  This is another clear indication that the system 
behavior is being controlled by the deformation in the background and the system is 
behaving as if it were initially homogeneous.  
 One final indication that the system transitions from inhomogeneous to 




BG and dSZ is the difference in active deformation 
mechanisms, particularly in the shear zone at peak stress.  Figure 3.9 illustrates the 
transition in the dominant deformation mechanism in the shear zone from diffusion creep 




BG and dSZ increase.  Diffusion creep is more sensitive 
to grain size (mdif  > mdisGBS) and LTP is grain size insensitive.  Consequently, this trend in 
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dominant deformation mechanisms is consistent with the previous observations that the 
system behavior transitions from being controlled by the fine grained shear zone to being 




BG and dSZ increase. 
 




SZ.  Symbols denote grain size.  Line is one to one to allow for 




SZ and the maximum strain rate as described in the text.  Maximum strain 
rates above the line indicate strain localization while strain rates below the line indicate significant 
background deformation.  The extreme strain rates associated with the instability are clear.  However there 
is indication of some degree of localization on the sub-shear zone scale in calculations done down to 0.5 x 
10-8.5 s-1.  Deformation conditions are the same as those in Figure 3.9. 
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The strong contrast between stable/oscillatory behavior and unstable behavior is 
highlighted in Figure 3.10.  The maximum strain rate a system reaches is an indicator of 
the degree of strain localization that is occurring during deformation. The maximum 




SZ indicates that strain has localized on the full width of the 
original shear zone.  Figure 3.10 shows that this is rarely the case.  Often at lower strain 




SZ indicating that 
strain is being accommodated within more of the system than just the original shear zone.  




SZ ; in these cases, the 
deformation has spontaneously localized within the initial shear zone, on a smaller scale 
than the initial shear zone width. (Such localization of strain within pre-existing shear 
zones is clearly recorded in many field examples, e.g.,Warren and Hirth, 2006).  The 




SZ for the unstable runs is very 
striking in Figure 3.10.  However it is also interesting to note the smaller deviations the 




SZ. These differences indicate varying degrees of 
strain localization in those calculations. 
3.3.6 Origin of oscillatory behavior 
With respect to the evolution of temperature and strain rate, stable and oscillatory 
modes of stress relaxation are very similar.  However, oscillatory systems exhibit two 
distinct episodes of loading and unloading in stress, in contrast to only one such episode 
in stable systems.  The differences in stress evolution that are seen between oscillatory 
and stable behavior arise because initial relaxation rates are one to two orders of 
magnitude faster in systems that display oscillatory behavior. 
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Oscillatory systems exhibit initial relaxation rates of ~10 MPa/yr, compared to 
~0.01 – ~0.1 MPa/yr in stable systems.  These periods of enhanced relaxation in 
oscillatory systems can continue for ~10 years. The faster relaxation rates are the result of 
higher peak stresses, τmax, and larger temperature perturbations, (T(0) – T(L/2)), at the 
peak stress, both of which drive faster strain rates in the shear zone during the first 
unloading period (e.g., τmax of  ~500 MPa versus ~400 MPa and temperature 
perturbations of ~20°C versus 10°C for oscillatory versus stable runs, for L = 2 km, h = 8 




SZ = 0.5 x 10-8.5 s-1 (oscillatory) and 0.5 
x 10-9 s-1 (stable)).   
The period of reloading in oscillatory systems is a consequence of the initial 
relaxation rates being too fast with respect to the viscous dissipation rate (i.e., the system 
unloads stress faster than it produces a large temperature contrast) to allow for continued 
strain localization.  During the first relaxation event, conditions are reached where the 
thermal and grain size variations no longer cause a large enough contrast in viscosity for 
the average viscous strain rate to be greater than the elastic loading rate.  Thus the system 
experiences a brief period of reloading (Equation 3.3).  The second stress maximum is 
lower than the first. After this second stress maximum is reached the system evolves 
stably to steady state. 
Oscillatory behavior has not been described in previous work (Braeck and 
Podladchikov, 2007; Braeck et al., 2009; Kameyama et al., 1999; Kelemen and Hirth, 
2007; Ogawa, 1987).  Though due to its similarity to stable behavior this may be because 
it was simply not treated as separate mode of stress relaxation from stable evolution.  
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However because they do evolve through two distinct loading and unloading events we 
treat them as unique modes of stress relaxation. 
4. Implications and conclusions 
 Using a one-dimensional model we have studied the effect of viscous dissipation 





SZ and dSZ has a number of effects including: (1) a shift from stable to unstable 
behavior, (2) increasing the maximum stress the system can support (i.e., increasing the 
systems strength), (3) a shift from Type 1 to Type 2 behavior and (4) a shift in dominant 
deformation mechanism in the shear zone at peak stress to less grain size sensitive 
mechanisms.   
 Since the difference between Type 1 and Type 2 behavior is caused by an 





SZ and dSZ causes the evolution of the system to shift from one controlled by 
the rheology of the shear zone to one controlled by the rheology of the system as a whole.  
The transition in dominant mechanisms in the shear zone at peak stress also gives 
evidence that the system is transitioning from being sensitive to being insensitive to the 
initial perturbation in grain size.  Both the shift in stress evolution behavior and the shift 
in dominant deformation mechanism are evidence that the starting condition of the 




SZ and dSZ.   
The fact that our system begins to behave homogenously while there is still a 
large contrast in grain size between the shear zone and the background (system behaves 
homogeneously at dBG = 10 mm and dSZ = 10 µm) indicates that grain size perturbations 
are less effective than temperature perturbations at creating viscosity contrasts that affect 
 51 
system behavior.  For example, the change from inhomogeneous to homogeneous starting 




SZ to generate an instability.  In 
other words, we have observed that the magnitude of the difference between dBG  and dSZ 
affects the strain rate necessary to produce thermal instabilities.  This is in contrast to 
Ogawa (1987) who found that the magnitude of the initial viscosity perturbation did not 
affect the strain rate required to produce an instability.   
However, as temperature increases, grain size sensitive mechanisms are generally 
favored over grain size insensitive mechanisms.  At higher T0 inhomogeneous system 
behavior may occur at larger dSZ because of the increased grain size sensitivity of the 
system.  Increased grain size sensitivity would maintain the strain rate required for 









BG = 2 x 10-10.5 s-1 for homogeneous 
conditions at the deformation conditions we studied).  Increased grain size sensitivity 
would also result in a larger range of system behavior in response to changes in dSZ, in 
particular the maximum stress the system reached.  Of course, as temperature continues 
to increase, the point where the entire system can accommodate the applied strain rate 
viscously will be reached.  At that point the system will evolve to steady state smoothly, 
without reaching a peak stress.  However, perhaps there is a range of temperatures below 
this point, where the system has a grain size sensitivity beyond what we observed in our 
system. 
Deformation during the low stress loading phase can have a significant impact on 
later evolution, by limiting the maximum stress to a lower value (up to 200 MPa lower) 
than predicted using the initial temperature.  This is because early low stress dissipation 
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can be a significant heat source.  At low strain rates, deformation is slow and 
consequently the heat produced may diffuse from the shear zone into adjacent parts of the 
background, weakening a larger volume of the system than the original shear zone.  At 
high strain rates, deformation is fast and there is little time for diffusion.  This allows for 
significant strain localization to scales even smaller than the original shear zone width.   
Finally, there is a range of conditions where the system will experience two 
loading and unloading cycles (oscillatory behavior).  A key feature of the first unloading 
cycle in these calculations is that the stress doesn’t reduce all the way to zero.  The 
second maximum stress is significantly smaller than the first, because the system is 
considerably warmer by the time it evolves to that state. 
This work has several implications for deformation in nature.  Runs during which 
rates of relaxation spontaneously increase and decrease may be equivalent to slow 




BG down to 2 x 10-12.5 s-1.  Our model 
currently does not result in repeating events such as are observed for slow earthquakes.  
However, if background deformation ceased at about the time of the second stress 
minimum in oscillatory runs, and the system cooled diffusively before background 
deformation began again, this could produce a series of events characterized by rapid (10 
MPa/yr) stress relaxation.  An alternative mechanism to produce a series of events would 
be rapid heat removal from the system at a rate proportional to the temperature (e.g., 
hydrothermal circulation).  




BG = 2 x 10-11 s-1) are 
faster than the background strain rates that are observed in nature (Kreemer et al., 2003).  
However measurements of strain in nature are dependent on the assumed strain 
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distribution.  If strain were more localized than assumed in Kreemer et al. (2003), then 
natural strain rates might match those required for instabilities in our models.  
Alternatively there are many other parameters in this system that we have not explored 
(e.g., L, h, L/h, or T0) and perhaps by exploring a wider range of parameter space we 
might be able to find conditions where thermal strain localization occurs at lower strain 
rates. For example, Kelemen and Hirth (2007) demonstrated that the background strain 
rate at the transition from stable to unstable behavior in their model system was linearly 
proportional to shear zone width, all other factors being constant.  Additionally, other 
processes are know to contribute to strain localization (e.g., LPO development leading to 
anisotropic viscosity development) so perhaps by including additional mechanisms for 
work softening, the strain rate required for thermal strain localization could be lowered.   
Finally this work reminds us that initial perturbations in viscosity are not 
necessary to localize strain in a viscous material (Ogawa, 1987).  It is the thermal 
perturbation that develops during Type 2 deformation that allows conditions to be 
reached for the shear zone to become weak and begin to localize strain.  This suggests 
that broad thermal anomalies that develop in viscously deforming material may initialize 
shear zones.  While the difference between the center of the evolving temperature 
contrast and its edge may be very small (too small to observe on the scale of Figure 
3.4D), it may provide enough of a viscosity perturbation to allow other strain-weakening 
processes to drive more significant strain localization. 
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Chapter 4 
Effect of grain size evolution on the deformation and stability of a 1-D 
viscoelastic shear zone 
Abstract 
Strain localization in rocks that deform at high temperatures is commonly observed and 
likely a requirement for Earth-like plate tectonics.  Many processes may contribute to 
strain localization in the Earth but grain size evolution is of particular interest because 
ductile shear zones are often observed to have reduced grain size suggesting that grain 
size reduction played a role in their formation.  Building on the work of Kelemen and 
Hirth (2007) and the previous chapter, we have developed a one dimensional model that 
allows grain size to evolve with a complex dry olivine viscoelastic rheology that includes 
dislocation creep, diffusion creep, dislocation accommodated grain boundary sliding and 
low temperature plasticity. We evaluated both the grain size evolution model presented in 
Austin and Evans (2007) and a modified version of the one presented in Hall and 
Parmentier (2003).  We found that, within the context of our model, Austin and Evans 
predicts grain sizes in the wall rock around shear zones that are much finer than those that 
are observed in the Earth while, within our model, Hall and Parmentier (2003) predicts 
much more reasonable values for wall rock grain size.  Consequently we employed the 
Hall and Parmentier (2003) model, allowing dislocation accommodated grain boundary 
sliding and dislocation creep to contribute to grain size reduction, in order to study the 
effect of grain size evolution on the evolution of shear instabilities in this system.  We 
have found that grain size evolution does not appear to strongly affect the peak stress or 
stability of a system.  This is particularly true for fine grain sizes, as grain size reduction 
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cannot provide a viscosity drop large enough to drive rapid strain localization.  However, 
grain size evolution does drive the system to more unstable behavior as it relaxes stress, 
with calculations often displaying two or more distinct episodes of stress reduction.  We 
have found that grain size evolution may play an important role in viscous deformation in 
the Earth and has the potential to be a mechanism for both intermediate depth 
earthquakes and slow slip events. 
 
4.1. Introduction 
The deformation mechanisms associated with ductile creep are strain rate 
hardening, which promotes distributed deformation and impedes strain localization.  
However strain localization in ductiley deformed rocks is commonly observed at a wide 
range of scales in a variety of geologic settings (e.g., Ramsay, 1980).  Additionally the 
ability to localize strain at high temperatures is thought to be critical to the development 
of plate tectonics on Earth (e.g., Tackley, 2000). 
Ductile shear zones are often observed to have reduced grain size (e.g., Drury et 
al., 1991; Warren and Hirth, 2006; White et al., 1980).  Consequently, one of the 
processes thought to contribute to strain localization in the Earth is grain size evolution, 
which may affect the viscosity of a deforming material in two ways.  First, 
recrystallization has the potential to lower the dislocation density of a material.  As a 
material deforms its dislocation density generally increases resulting in work hardening 
of the system.  Some recrystallization mechanisms produce grains with a substantially 
lower dislocation density than the starting material, reversing some of the work hardening 
the system has undergone and thereby reducing the viscosity.  Second, grain size 
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reduction, has the potential to reduce the viscosity of a system by promoting activity of 
grain size sensitive deformation mechanisms (diffusion creep and dislocation 
accommodated grain boundary sliding).  A detailed understanding of the processes that 
control grain size evolution and the rates of those processes is critical for  understanding 
the effect of grain size on shear zone evolution. 
While there are many processes that may affect the grain size of natural systems 
(e.g. reactive melt flux or metamorphic reactions, Drury et al., 1991; Newman et al., 
1999), two of the most well studied are dynamic recrystallization and grain growth.   
Normal grain growth is the process by which grain size increases to reduce the surface 
energy of grain boundaries (for review see Evans et al., 2001).  Dynamic recrystallization 
is the result of a number of mechanisms including subgrain rotation or grain boundary 
bulging (e.g., Drury and Urai, 1990; Guillope and Poirier, 1979).  A system may achieve 
a steady state grain size when the rates of these two processes, grain growth and dynamic 
recrystallization, are balanced. 
A number of studies have examined the feedback between dynamic 
recrystallization and grain growth in order to understand how grain size evolves during 
deformation (Behn et al., 2009; Braun et al., 1999; Hall and Parmentier, 2003; 
Kameyama et al., 1997; Montési and Hirth, 2003; Montési and Zuber, 2002).  However 
most of these studies have not incorporated shear heating. Previously we have examined 
the feedback between shear heating, temperature, and grain size dependent viscosity, in 
the context of thermal shear instabilities in the Earth.  As an extension of this work, we 
have developed a one dimensional viscoelastic model that couples stress, temperature and 
grain size through a, temperature-dependent, dry olivine rheology that includes the 
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effects of dislocation creep, diffusion creep, dislocation accommodated grain boundary 
sliding (disGBS) and low-temperature plasticity (LTP or the Peierls mechanism). Strain 
localization is initiated with a perturbation in grain size.  This model allows us to 
understand the implications of the feedback between shear heating and strain rate 
dependent grain size evolution.  Our results indicate that grain size evolution shifts the 
occurrence of thermal shear localization to lower applied strain rates for coarse initial 
grain sizes.  Finer initial grain sizes are unaffected.  Additionally, regardless of initial 
grain size grain size evolution promotes the occurrence of more than one stress relaxation 
event in calculations that do not undergo thermal shear localization providing a possible 
mechanism for slow earthquakes. 
2. Grain size evolution models 
 In this chapter we consider two models of grain size evolution developed in 
previous studies: Hall and Parmentier (2003) and Austin and Evans (2007).  Both models 
may be classified as synchronous in that they treat the rate of grain size evolution as the 
sum of grain growth and dynamic recrystallization, and assume that both processes are 





















red are the rates of grain 
growth and grain size reduction , respectively. While both models treat grain growth in 
the same way, differences arise in the way grain size reduction is treated. 
Grain growth during deformation is thought to obey the well-established 
hydrostatic grain growth relationship given by, 
         (4.2) 
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where d is mean grain size, do is the initial grain size, p is a constant and K is the 






RT        (4.3) 
where Kg is the grain growth rate constant, Qg is the activation enthalpy for grain growth 
and R is the gas constant.  The grain size exponent p is equal to 2 for intrinsic or interface 
limited grain growth and 3 for liquid film, solute drag or pore drag mechanisms (for 
further discussion see Evans et al., 2001).  While experimental data are explained equally 
as well by p equal to either 2 or 3, deformation in the Earth is probably best treated with p 
equal to 3, because the presence of grain boundary solutes is likely the biggest factor 
controlling grain boundary mobility in the Earth (Hiraga et al., 2003).   








RT p"1d1" p ,           (4.4) 
to give the expression for the rate of grain growth. Definitions and values, where 
appropriate, for the variables used in this section are given in Table 4-1. 
Table 4-1: Variables and adopted values of physical parameters 
d grain size  





















rxtl total strain rate due to deformation mechanisms 



















LTP LTP strain rate  
σ differential stress  
p grain growth exponent 3 
Kg grain growth rate constant 1.5 x 10-5 mp s-1 
Qg grain growth activation 
enthalpy 
350 kJ mol-1 
R gas constant 8.314 x 10-3 kJ mol-1 
λHP inverse of e-folding strain 
associated with grain size 
reduction 
0.1 – 10 
λAE proportion of the work done 
on the system that is stored 
as internal energy 
0.1 
c geometric constant 
associated with grain size 
reduction 
3 
γ surface energy 1 J m-2 
G shear modulus 5 x 1010 Pa 
Adis pre-exponential term for 
dislocation creep 
1.1 x 105 MPa-3.5 s-1 
Adif pre-exponential term for 
diffusion creep 
1.5 x 109 MPa-1 µm3 s-1 
AdisGBS pre-exponential term for 
disGBS 
T < 1300°C: 
6500 MPa-3.5 µm2 s-1 
T > 1300°C: 
4.7 x 1010 MPa-3.5 µm2 s-1 
ALTP pre-exponential term for 
LTP 
1.4 x 10-7 MPa-2 s-1 
ndis stress exponent for 
dislocation creep 
3.5 
ndif stress exponent for 
diffusion creep 
1 
ndisGBS stress exponent for disGBS 3.5 
mdis grain size exponent for 
dislocation creep 
0 
mdif grain size exponent for 
diffusion creep 
3 
mdisGBS grain size exponent for 
disGBS 
2 
Qdis activation enthalpy for 
dislocation creep 
530 kJ mol-1 
Qdif activation enthalpy for 375 kJ mol-1 
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diffusion creep 
QdisGBS activation enthalpy for 
disGBS 
T < 1300°C: 
400 kJ mol-1 
T > 1300°C: 
600 kJ mol-1 
Ek(0) zero stress activation energy 
for LTP 
320 kJ mol-1 
σP Peierls stress 5900 MPa 
 
 This formulation is based on the assumptions that grain growth is the result of 
grain boundary migration and that it is unaffected by ongoing deformation.  Deformation 
can result in variations across grain boundaries in either dislocation density or elastic 
strain energy and it can result changes in the geometrical relationships between grains.  
Each of these factors has been suggested to affect the rate of grain boundary migration 
(Kellermann Slotemaker, 2006; Sato et al., 1990) suggesting that hydrostatic grain 
growth may not be applicable to an actively deforming system.  However there is no 
experimental evidence that deformation significantly modifies the rate of grain growth 
during deformation relative to the hydrostatic case (Austin and Evans, 2009; Karato, 
1989; Walker et al., 1990).  Finally, it is worth nothing that the rate of grain growth is 
probably affected by the presence of fluids or secondary phases, both of which have the 
potential to significantly modify grain boundary mobility (Olgaard and Evans, 1986a, 
1988; Peach et al., 2001; Schenk and Urai, 2004; Smith, 1948).  While it is likely that 
both fluids and secondary phases have a significant effect on grain size evolution in the 
Earth, we have not considered these effects in this paper. 
 Hall and Parmentier (2003) developed their model for grain size reduction based 
largely on the Derby and Ashby model of dynamic recrystallization (Derby, 1990; Derby 
and Ashby, 1987).  This model suggests that dynamic recrystallization is a statistical 
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process driven by the nucleation rate of new grains that is higher both for coarser grain 
sizes and higher strain rates.   This understanding of the nature of dynamic 
recrystallization, taken together with the assumption of a critical strain required for 
microstructural evolution (Poliak and Jonas, 1996) results in an expression for the rate of 






v d,        (4.5) 
where λHP is the inverse of the strain at which grain size is reduced by a factor of e (e-




v is the total viscous strain rate.  
The term β is the fraction of the total viscous strain rate that is accommodated by 
































are the strain rates due to dislocation creep and disGBS, respectively.  Since dynamic 
recrystallization is largely driven by variations in dislocation density, only mechanisms 
that rely on the motion of dislocations to accommodate strain (i.e. dislocation creep and 
disGBS) contribute to grain size reduction in our model. Although LTP also relies on the 
motion of dislocations to accommodate strain, it was excluded from our calculation of β 
because experimental evidence suggests that LTP does not cause grain-size reduction.  
These results are discussed in detail in Section 4.4.2.  The term β was not included in the 
original formulation by Hall and Parmentier (2003). This is because they used a 










dis) and there was no 
need to calculate β.   
Finally, by substituting Equations 4.4 and 4.5 into Equation 4.1, setting the result 






















          (4.7) 
where dSS is the steady state grain size.  While we do not use this expression directly to 
solve for the grain size at any given time step it is important to remember that this steady 
state grain size varies both with time and space so that at each time step the steady state 
grain size toward which the system is evolving to is different. 
 In contrast to Hall and Parmentier (2003), Austin and Evans (2007) developed a 
model of grain size evolution in which the rate of grain size reduction is controlled by the 
amount of work done on a deforming system and the percentage of that work that is 
stored as internal energy rather than dissipated, for example by generation and diffusion 
of heat.  This understanding of dynamic recrystallization results in an expression for the 











2                        (4.8) 
where β is given by Equation 4.6, λAE is the percentage of the work done on the system 
that is stored as internal energy, c is a geometric constant, γ is the grain boundary energy 
and σ is the differential stress.  As with Hall and Parmentier (2003), Austin and Evans 
(2007) considered only the contribution of dislocation creep to grain size reduction which 
is reflected in both β and λAE.  The exact partitioning of energy between increasing 
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internal energy and dissipation, λAE, is not well known.  Some studies suggest as much as 
90% of the work done on a system is dissipated as heat (Camacho and Ortiz, 1997; 
Hodowany et al., 2000), while others have suggested this proportion is between 60% and 
100% (Rosakis et al., 2000).  We follow the lead of Austin and Evans (2009) and treat 
λAE as a constant equal to 0.1 for both dislocation creep and disGBS. 
 By substituting Equations 4.4 and 4.8 into Equation 4.1, setting the result equal to 






















.                       (4.9) 
As with the Hall and Parmentier model (2003) this expression for steady state grain size 
varies with time and space resulting in a spatially and temporally variable steady state 
grain size in our model calculations. 
 In this paper we combine Equations 4.4, 4.5 and 4.8 using Equation 4.1 to derive 








AE, for the Hall 
and Parmentier model (2003, Equations 4 and 5) and the Austin and Evans model (2007, 
Equation 4 and 6), respectively.  We then compare how these models of grain size 
evolution interact with a temperature and grain size sensitive viscosity and the process of 
viscous dissipation.  It is important to note the difference in the grain size dependence 

















We will discuss the consequences of these differences as we compare the differences in 
the behavior of these models of grain size evolution. 
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4.3. Model Description 
As with the previous chapter, we consider a model of an infinite viscoelastic plane 
of finite width L in the x direction and constant initial temperature (T0).  The boundaries 
(x = 0 and x = L) are not allowed to heat diffusively but are affected by shear heating. 
The grain size in the slab is initially equal to the background grain size (dBG) except for a 
narrow region of width h with a reduced grain size (dSZ). This initial grain size 
perturbation is referred to as the shear zone while the rest of the system, L-h, is referred 
to as the background, or wall rock.  This slab is then subjected to simple shear at a fixed 
velocity VL such that the only nonzero component of the displacement field (v) is in the y 
direction (i.e., v(0) = 0, v(L) = VL (Figure 4.1)). There are two characteristic strain rates 





which is defined as the applied displacement rate divided by the system width (VL/L) and 
is the strain rate being applied to the system as a whole.  The second is the fictive shear 




SZ, which is defined as the applied displacement rate divided by the 
shear zone width (VL/h) and would be the strain rate if the shear zone were 
accommodating all of the strain across the slab. A consequence of our chosen geometry is 









.  This geometry also trivially satisfies 
conservation of mass. 
Utilizing the Maxwell model (Malvern, 1969) to represent our viscoelastic 















& .            (4.10) 
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where G is the constant shear modulus and the first and second terms of the right-hand 
side represent the elastic and viscous components, respectively.  This equation is more 
fully developed in the previous chapter. 
 
Figure 4.1: Initial setup of the viscoelastic slab model (cross section of the x-y plane).  The slab is 
subjected to simple shear with one fixed boundary and the other moving at a constant velocity, VL. The 
lines show the initial profiles for temperature (constant, T0) and grain size (background grain size, dbg and 
shear zone grain size dsz).  The shear zone is width, h, is the region with reduced initial grain size (dsz). 




BG, which is the strain rate that results from accommodation of the total system displacement across the 




SZ, which is the strain rate that would result from 
accommodation of the total system displacement across the shear zone width (VL/h). 
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The viscous strain rate of our material is governed by expressions for four 
independent mechanisms that contribute to viscous creep in olivine: dislocation creep, 
diffusion creep, dislocation accommodated grain boundary sliding (disGSB) and low 
temperature plasticity (LTP).  The total strain rate is taken to be the sum of each of the 





























LTP are the individual strain rates due to dislocation creep, 













mech is the strain rate for an individual mechanism, A is a constant, σ is differential 
stress, n is the stress exponent, d is grain size, m is the grain size exponent, Q is the 
activation enthalpy, R is the gas constant and T is the temperature.  The values used for 
these constants are taken from Hirth and Kohlstedt (2003). In contrast, the flow law for 
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LTP is the strain rate for LTP, A is a constant, Ek(0) is a zero stress activation 
energy, and σP is the Peierls stress.  The values used for these constants are taken from 
Mei et al. (2010). It is important to note that dislocation creep and LTP are grain size 
insensitive (i.e. m in Equation (4.12) is equal to zero), whereas both diffusion creep and 
disGBS are grain size sensitive.  As a result, both dislocation creep and LTP will be 
insensitive to the initial grain size perturbation in the shear zone. 
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,      (4.14) 
where κ is the thermal diffusivity, ρ is the density, CP is the specific heat, and c and γ are 
the same as in Equation 4.8.  The term H is different depending on which model for grain 
size evolution is employed, 
! 
H =












.  (4.15) 
The first and second terms of the right-hand side of Equation (4.14) represent the effect 
of conductive cooling and viscous dissipation, respectively, while the third term reflects 
the effect of grain size evolution on the evolution of the internal energy of the system. 
The difference in the shear heating term in Equation (4.15) between the different models 
for grain size evolution arises because Austin and Evans (2007) is specifically formulated 
to reflect the partitioning of energy between shear heating and grain size reduction while 
Hall and Parmentier (2003) is not.  Equations 4.1, 4.10, 4.11 and 4.14 constitute a closed 
system of equations for T(x,t), σ(t) and d(x,t), once boundary and initial conditions are 
specified.  These four equations form the basis for the results presented in the following 
sections. 
 As with the previous chapter, we use consistent second-order central differences 
on variably spaced meshes (LeVeque, 2007) for the spatial derivatives and the numerical 
differentiation formulas (NDFs) (Shampine and Reichelt, 1997; Shampine et al., 1999) 
for time integration as implemented in the MATLAB routine ODE15s. Since temperature 
and displacement can become highly localized during deformation at some conditions, a 
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variably spaced mesh was employed.  Grid spacing varies smoothly, from small values in 
and around the initial grain size perturbation (e.g., for models where L = 250.5 m 
minimum spacing is ~0.2 mm) and to larger values in the wall rock (e.g., for  models 
where L = 250.5 m the maximum spacing is ~1 m). This numerical code was 
benchmarked against the results of Kelemen and Hirth (2007) and the code presented in 
the previous chapter. 
4.4. Results and discussion 
4.4.1 Comparison to Previous Work 
 A number of studies have examined the feedback between grain size and stress 
evolution, either treating the system as purely viscous (Behn et al., 2009; Braun et al., 
1999; Hall and Parmentier, 2003) or as a viscous layer coupled to an elastic block 
(Montési and Hirth, 2003).  However, no studies have evaluated the additional feedback 
of temperature evolution in a viscoelastic system utilizing the Austin and Evans (2007) 
model for grain size evolution.  In contrast, Kameyama (1997) used a grain size evolution 
model similar to Hall and Parmentier (2003) to evaluate the coupling of temperature, 
grain size and stress in a viscoelastic system similar to ours.  However there are a number 
of key difference between this work and that of Kameyama (1997). 
 One major difference between the model described in this paper and that of 
Kameyama (1997) is the viscous rheology employed.  Kameyama (1997) included only 
diffusion creep and dislocation creep for wet olivine based on the work of Karato and Wu 
(1993).  This is particularly significant considering the grain size sensitivities and 
contributions to dynamic recrystallization for these two mechanisms.  Diffusion creep has 
not been observed to contribute to grain size reduction but is grain size sensitive.  
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Dislocation creep, in contrast, is not sensitive to grain size but does contribute to grain 
size reduction.  Thus systems with only diffusion and dislocation creep do not include the 
feedback between concurrent grain size reduction and grain size sensitivity.  Kameyama 
(1997) studied this feedback by allowing diffusion creep to contribute to grain size 
reduction.  We have studied this feedback by including in our calculation of viscosity 
disGBS, a deformation mechanism sensitive to grain size and also observed to contribute 
to grain size reduction (Hansen et al., 2012). 
 As in our model, Kameyama (1997) gave their system an initial grain size 
perturbation.  However, rather than the narrow and sharp sided feature we have 
employed, Kameyama (1997) allowed grain size to smoothly vary throughout their 
domain resulting in a wide region with a half width of approximately 1 km where the 
grain size is lower than the wall rock (10 mm) by at least one order of magnitude.  
Having a broad region with gently varying viscosity has the consequence of stabilizing 
the thermal shear instability making the system behave more like the homogeneous initial 
condition case described by Ogawa (1987).  Consequently, regardless of the effect of 
grain size evolution on system behavior, the choice of initial conditions in Kameyama 
(1997) drove the system to inherently more stable behavior relative to the model 
presented in this paper. 
 Finally, there are two significant differences between the formulation employed 
for grain size evolution in Kameyama (1997) and our modified Hall and Parmentier 
(2003) formulation.  First Kameyama (1997) imposed the piezometric grain size (e.g., 
Twiss, 1977) on their system by incorporating it into the expression for grain size 
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v m is the total viscous strain rate and dr is 
the recrystallized grain size given by a version of the piezometer.  This results in a system 
where the rate of grain size reduction is dictated by the difference between the current 
grain size and the imposed recrystallized grain size, in a function similar to that 
implemented by Kelemen and Hirth (2007) .  In contrast, our grain size reduction 
relationship is dependent only on the magnitude of the mean grain size at a given time 
step.   
The second difference in grain size formulation is that Kameyama (1997) chooses 
to set λK equal to 2 based on experimental evidence that dynamic recrystallization ceases 
after a strain of approximately 0.5 (Karato, 1980).  However, as discussed above, λK and 
λHP represent the inverse e-folding strain, not the inverse of the strain necessary to reach 
steady state.  It is not yet possible to calculate the exact value of λK or λHP from 
experimental data.  However, based on experimental evidence it is likely to be between 2 
and 10.  Due to this uncertainty, following the lead of Behn et al. (2009), we have 
evaluated λHP equal to 10, which corresponds to an e-folding strain of 0.1, as a end-
member scenario corresponding to fairly rapid grain size reduction. 
The remainder of this paper will describe the behavior of our system and compare 
it to the behavior observed both in Kameyama (1997) and the models presented in the 
previous chapter to gain a better understanding of both the consequences of these 
differences and, more generally, how grain size evolution affects deformation in the 
earth. 
4.4.2 Choice of grain size reducing mechanisms 
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 Since mechanisms invoked for dynamic recrystallization often rely on the 
development of variations in dislocation density it seems likely that any deformation 
mechanism that accommodates strain through the motion of dislocations will contribute 
to grain size reduction at least to some extent.  This has been documented in olivine for 
both dislocation creep (i.e., Bystricky et al., 2000) and disGBS (Hansen et al., 2012).  
However the same is not true of LTP.  Extreme stress conditions are needed to drive 
olivine to deform via LTP, and until recently it has been difficult to archive these extreme 
conditions in the lab.  Utilizing a new experimental method, D-DIA, Mei et al. (2010) 
performed a series of experiments to investigate the behavior of olivine deforming by 
LTP.   
 Utilizing Equations 4.7 and 4.9, we have calculated the steady state grain sizes for 
each experiment presented in Mei et al. (2010) (Figure 4.2).  If LTP is allowed to 
contribute to grain size reduction, as in Figures 4.2 and 4.3, the steady state grain sizes 
predicted by both models for this set of experiments are significantly smaller than the 
observed grain size.  However it is important to also consider the rates of grain size 
evolution (Equations 4.1, 4.4, 4.5 and 4.8) predicted by these models, not just the steady 
state grain sizes. Figure 4.3 illustrates that, while the steady state grain sizes predicted by 
the Austin and Evans model (Figure 4.3A) are significantly coarser than those predicted 
by the modified Hall and Parmentier model (Figure 4.3B), the Austin and Evans model 
predicts significantly higher initial rates of grain size reduction.   
For both models the amount of grain size reduction predicted to occur during the 
course of each run is much higher than observed, particularly in the case of the Austin 




Figure 4.2: Reported and predicted grain sizes assuming LTP contributes to grain size reduction (β) based 
on A) the Austin and Evans (2007) model for grain size evolution and B) the modified Hall and Parmentier 
(2003) model.  Each vertical pair of points represents the results for one of the experimental runs presented 
in Mei et al. (2010).  The grain size reported for each experiment is given by the red circles and was the 
same as the starting grain size (~7.5 µm).  The blue squares give the steady state grain size as calculated by 
A) Equation 4.9 and B) Equation 4.7.  Note that all of the predicted steady state grain sizes are much 
smaller than the grain sizes reported by Mei et al. (2010), particularly for the case of the modified Hall and 
Parmentier model.  However these steady state grain sizes do not equal the grain sizes predicted at the end 
of each experimental run (Figure 4.3). 
 
4.3A), including strain due to LTP in the calculation of β is not appropriate.  
Consequently, we have not allowed LTP to contribute to grain size reduction in any of 
the other calculations presented in this paper that use the Austin and Evans model.   
While the modified Hall and Parmentier model also predicts more grain size 
reduction than is observed (Figure 4.3B), there are some experimental runs for which 
only ~1-2.5 µm of grain size reduction is predicted.  Depending on how grain size is 
measured, these subtle decreases in grain size may not be detectable.  This suggests that 
for smaller values of λHP than are considered here (i.e., requiring larger strains to drive 
recrystallization), the modified Hall and Parmentier model may allow LTP to contribute 
to grain size reduction.  Consequently, while we have, on the basis of these results, 
excluded LTP from contributing to grain size reduction when implementing the modified 
Hall and Parmentier model, it may not be appropriate to do this for all values of λHP. 
Additionally, this analysis suggests that under some circumstances it may be appropriate 
to assume that a system will evolve nearly instantaneously to the steady state grain size 
(e.g., Behn et al., 2009).  However in situations where the evolution of strain 
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Figure 4.3: Predicted grain size evolution for the experiments presented in Mei et al. (2010) assuming LTP 
contributes to grain size reduction (β) for A) the Austin and Evans (2007) model for grain size evolution 
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and B) the modified Hall and Parmentier (2003) model.  Each individual curve in both A) and B) 
corresponds to the predicted grain size evolution for each experiment presented in Mei et al. (2010).  The 
curves terminate at the final time reported for each experiment.  Note that despite predicting larger steady 
state grain sizes, the Austin and Evans model predicts a higher rate of grain size evolution relative to the 
modified Hall and Parmentier model.  Regardless, both models predict significantly more grain size 
reduction than experimentally observed.  This suggests that LTP does not contribute to grain size reduction, 
if either of these models for grain size evolution is correct. 
 
rate and stress are expected to be rapid, such as in the model presented in this paper, this 
assumption is clearly not valid because the value of the “steady state” grain size varies 
substantially in both time and space. Thus, for applications such as ours, the grain size at 
each time step must be calculated using the full expressions for grain size evolution. 
4.4.3 Grain size evolution in implementation of Austin and Evans (2007) 
 The Austin and Evans model of grain size evolution is derived directly from a 
simplified energy equation, which provides a stronger theoretical basis for this model 
compared to the more ad hoc models developed in Derby and Ashby (1990) and Derby 
(1987).  Additionally the work of Behn et al. (2009) demonstrated that the Austin and 
Evans model may fit experimentally observed grain sizes better than the Hall and 
Parmentier (2003) model.  However, in this section, we show that application of the 
Austin and Evans expression within our model may not be appropriate to describe grain 
size evolution in the Earth. 
Example grain size evolution curves using the formulation of Austin and Evans 




BG in Figures 4.4 and 4.5.  The two most striking features of 
these figures are the rate of grain size evolution and the size of the steady state grain size  
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Figure 4.4: Grain size evolution curves for calculations done implementing the Austin and Evans model 




BG of 2 x 10
-11 s-1.  The grain size in 
the initial shear zone is given by the blue curves while the grain size in the initial wall rock (exact location, 
x = 0.25 km) is given by the red curves.  Note that each calculation predicts rapid grain size evolution to 
fine grain sizes in the original wall rock.  At first, the calculation that maintains the coarsest original 
background grain size has the highest value for λAE (i.e. the largest percentage of the system energy going 
into grain size reduction).  However, this behavior is a consequence of severe initial grain size reduction in 
the shear zone, which allows deformation to be localized within the original shear zone.  Regardless, this 
system ultimately evolves to a point where the grain size in the background becomes finer than 
observations of grain size in natural rocks.  The values used for λAE are given in each panel and the 
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deformation conditions applied to each calculation presented are: L = 250.5 m, h = 1 m, dBG = 10 mm, dSZ 
= 1 µm and T0 = 650°C.   
 
to which the system evolves.  These calculations are characterized by rapid grain size 
evolution.  For example, steady state is achieved within 800 years in Figure 4.4 and 
30,000 years in Figure 4.5.  This behavior could be geologically reasonable; we have no 
current constraints on the rates of grain size evolution in the Earth.  However, the steady 
state grain size to which the system evolves (< 100 µm) is very small compared to grain 
sizes measured in peridotite outcrops and mantle xenoliths, which typically display grain 
sizes around 1 – 2 mm (e.g., Harte, 1977; Skemer et al., 2010b). 
One interpretation of this behavior might be that the Austin and Evans model is 
not an appropriate representation of the behavior of recrystallizing rocks. However, there 
are a number of additional factors that should be considered before the applicability of 








BG  = 2 x 10
-
11), are higher than the driving strain rates inferred for natural processes (Kreemer et al., 
2003).  The reason that wall rock grain sizes less than 100 µm are not observed in nature 
may be because we are supplying our system with more energy than any natural system 




BG used in Figure 4.5 is well within the range observed in 
nature, and extreme grain size reduction is still observed.   
An additional issue with the suite of calculations presented in Figures 4.4 and 4.5 
is that system is small (L = 250 m) and thus we may be forcing too small a volume of 
rock to accommodate more strain than it would in nature.  However in calculations done 
with a larger system size (L = 2 km), we have found that this rapid evolution (within  
 78 
 
Figure 4.5: Grain size evolution curves for calculations using the Austin and Evans grain size evolution 




BG of 2 x 10
-13 s-1.  The grain size in the initial 
shear zone is given by the blue curves while the grain size in the initial wall rock (exact location, x = 0.25 
km) is given by the red curves.  Note that each calculation predicts rapid grain size evolution to fine grain 
sizes in the wall rock. This evolution takes place within at least the first 30,000 years of evolution and 
results in an approximately constant grain size for the system that is less than 100 µm.  The values used for 
λAE are given in each panel and the deformation conditions applied to each calculation presented are: L = 
250.5 m, h = 1 m, dBG = 10 mm, dSZ = 1 µm and T0 = 650°C. 
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10,000 years) to a steady state grain size of less than 100 µm continues to occur.  This 
suggests that although our domain is small its size is not affecting this aspect of system 
evolution. 
Our assumption of constant deformation conditions for long periods of time 
results in long periods with high differential stress. In our models, the initial burst of 
grain size reduction occurs within 10,000 years.  This may be too long to expect constant 
deformation conditions to be maintained in dynamic environments such as orogens.  
However it is an appropriate time scale when considering deformation at plate boundaries 
or flow of the aesthenosphere, as these processes probably maintain deformation 
conditions that remain fairly constant for millions of years.  This suggests that our 
assumption of long-lived constant deformation conditions may be appropriate, at least to 
some deformation scenarios.   
An additional point is that the high rates of grain size reduction are not driven by 
the high strain rates and stresses in our calculations.  Instead they are the consequence of 
the initial wall rock grain size.  Because the Austin and Evans model is derived directly 






2).  Consequently, the largest contributor to the initial grain size reduction is 
neither the stress nor the strain rate but rather the initial wall rock grain size.  For 
relatively low temperatures, where grain growth is suppressed, the Austin and Evans 
model will generally predict very fine grain sizes regardless of the particular stress and 
strain rate conditions.    
A final issue is that some of the parameters in the Austin and Evans model, for 
example λAE, are unknown.  As discussed previously, λAE may range from 0 to 0.4 so 
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consequently we have investigated the effect of different values for λAE on system 
behavior, with some of the results illustrated in Figures 4.4 and 4.5.  While changing the 
value of λAE affects the time at which grain size evolves to less than 100 µm, it does not 
affect the small grain sizes that are eventually attained.  This is even the case for λAE 




BG of 2 x 10
-11 s-1 where a significant grain size contrast is maintained 
between the initial grain size perturbation and the wall rock grain size, but the wall rock 
evolves to a grain size of ~100 µm by 800 years. 
For the reasons outlined above, we take this discrepancy between observed 
natural grain sizes and the grain sizes predicted by our model using the Austin and Evans 
grain size evolution formulation as evidence that it may not be appropriate to apply the 
Austin and Evans model to grain size evolution in the Earth.  Consequently no further 
results using the Austin and Evans formulation will be presented in this chapter. 
4.4.4. Implementation of modified Hall and Parmentier (2003) 
 In the following subsections we present the results of the implementation of our 
modified Hall and Parmentier model for grain size evolution with respect to: (1) the 
consequences it has for system behavior relative to the constant grain size model 
presented in the previous chapter, (2) the effect grain size evolution has on the early 
evolution of the system and (3) the conditions for developing a thermal instability like 
those in Ogawa (1987), Kameyama et al. (1999), Braeck and Podladchikov (2007), 
Braeck et al. (2009), Kelemen and Hirth (2007) and the previous chapter. The 
deformation conditions applied to each calculation presented in this section and Figures 6 
– 22 are: L = 1 km, h = 1 m, T0 = T(0) = 650°C and an initial dBG = 10 mm. Note that 
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many of these starting conditions are the same as in the previous chapter, but in the 
constant grain size calculations in the previous chapter we used L = 2 km, h = 8 m. 
4.4.4.1 System behavior 
 There are a few differences in system behavior, as compared to the behavior 
observed in the previous chapter, that result from grain size evolution.  Not only does 
grain size vary as a function of time and position throughout an individual calculation, 
but grain size evolution also allows for the emergence of a different pattern of stress 
evolution.  We will address both of these effects in this section.    
As was discussed previously, grain size reduction is often assumed to contribute 
to strain localization because ductile shear zones are commonly observed to have reduced 
grain sizes.  However the behavior of our numerical experiments, using with the modified 
Hall and Parmentier formulation, indicate that this is not always case.  We observe that 
grain size evolution can, under different circumstances, promote or inhibit strain 
localization. To understand how grain size can have both effects, we first examine how 
grain size evolves in a system over the course of a calculation. 
 Figures 4.6 and 4.7 provide examples of grain size evolution for two different 
starting conditions, fine and coarse grained initial grain size perturbations, and three 
different strain rates.  We observe that at finer initial shear zone grain sizes (Figure 4.6) 
there is little grain size evolution in the wall rock throughout the calculation.  This allows 
the wall rock to maintain a coarse grain size for long periods of time, especially 
compared to the results of the previous section.  Additionally, grain size reduction is seen 
to enhance the initial grain size contrast in each of these calculations as it results in the 
reduction of the shear zone grain size.  One of the direct consequences of this grain size  
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Figure 4.6: Grain size evolution curves for calculations done implementing our modified Hall and 




BG of A) 10
-9 s-1, B) 10-10.5 s-1 
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and C) 10-12 s-1. The colored curves give the grain size at the location indicated in the figure legend. The 
location of the center of the shear zone is at 500m. Note that for each strain rate the grain size in the wall 
rock remains nearly constant throughout the course of the calculation while significant grain size reduction 
occurs in the shear zone. The pattern of constant wall rock grain size and reduced shear zone grain size act 
together to promote localization of strain in these calculations.  Not shown in panel B is the reduction of 
grain size in the wall rock adjacent to the initial shear zone, which acts to temporarily stabilize system 
during the initial stress relaxation event. This system displays evidence that grain size evolution can both 
promote and inhibit strain localization.  Both the calculations in A and B terminate because the system 
experiences failure and we are not able to numerically resolve past that point. Deformation conditions are 
given in the text. 
 
reduction is that the viscosity contrast between the original shear zone and the wall rock 
is enhanced by grain size evolution resulting in a promotion of strain localization within 
the original shear zone.  However, rather interestingly, the abrupt grain size reduction 




BG of 10-10.5 s-1, does not 
immediately result in the destabilization of the system.  This is in contrast to the grain 




BG of 10-9 s-
1.  These two grain size reduction events are compared in Figure 4.7. 
 In Figure 4.7 it is clear that both grain size reduction events (Figure 4.7 A and D) 
result in a switch of the second highest strain rate deformation mechanism from LTP, 
grain size insensitive, to diffusion creep, grain size sensitive (Figure 4.7 B and E).  This 
switch results in the system localizing because it has become more grain size sensitive.  
However because the temperature is higher (~50 K, Figure 4.7 C and F) in the case of the 




BG of 10-9 s-1, the drop in viscosity corresponding to this shift in  
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BG of 10-10.5 s-1.  Individual 








BG of 10-10.5 s-1.  Individual 
curves in both panels correspond to the deformation mechanisms given in the legend in B).  Temperature 








BG of 10-10.5 s-1.  The curves in both panels correspond to the legend 
in C).  It is clear from these results that while grain size reduction does drive both systems to localize, it is 
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ultimately the development of a temperature perturbation that allows them to go unstable.  Deformation 
conditions are same as Figure 4.6 and given in text. 
 






 For the coarser initial shear zone grain sizes (Figure 4.8), promotion of strain 
localization by grain size evolution occurs at lower strain rates.  However this is not the 
case at the lowest strain rate (Figure 4.8C).  For this calculation, grain size evolution 
initially promotes strain localization but later, after the first stress relaxation event 
(corresponding to a large drop in grain size around 20,000 years), significant grain size 
reduction occurs throughout the wall rocks, driven rapid strain rates over a broad region 
due to shear heating.  This pattern results in a broad region (~ 400 m wide by the end of 
the calculation) where grain size is less than 1 mm (Figure 4.9).  The broadening of the 
original shear zone to include portions of the original wall rock, combined with grain 
growth in the shear zone, drives strain delocalization throughout the remainder of the 
calculation.  Thus, by acting on the original wall rock and on the shear zone in different 
ways at different times, grain size evolution is seen to both inhibit and promote strain 
localization within one run.   
One of the direct effects of allowing grain size to evolve is to change the pattern 
of stress relaxation, compared to the constant grain size case.  The two most obvious 
changes to stress evolution behavior are the loss of Type I behavior and the emergence of 
episodic behavior, which appears to replace the oscillatory behavior of the constant grain 
size system at intermediate strain rates.  Episodic behavior (Figure 4.10) describes a 
stress evolution characterized by multiple stress relaxation events, some of which are 
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Figure 4.8: Grain size evolution curves for calculations done implementing our modified Hall and 




BG of A) 10
-9 s-1, B) 10-10.5 s-1 and 
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C) 10-12 s-1.  The colored curves give the grain size at the location indicated in the figure legend. At the 
highest strain rates (A and B), very little grain size evolution occurs in the original wall rock while 
significant grain size reduction occurs in the original shear zone.  In contrast, significantly more 
complicated behavior is observed at the slowest strain rate (C).  The stress evolution for the calculation 
presented in panel C is given in Figure 4.10 and described in more detail in the text. However, here it is 
worth noting three key features in the grain size evolution that play a role in controlling the overall 
evolution of the system.  First, there is an episode of rapid grain size reduction in the original shear zone 
that occurs after ~ 20,000 years.  Second, after the event at 20,000 years the grain size begins to reduce 
throughout most of the system leading to progressive softening of the original wall rock.  Third, the grain 
size in the center of the domain increases after the event at 20,000 years resulting in the gradual hardening 
of the original shear zone.  The first point gives further support to the observation that grain size evolution 
can promote strain localization.  The last two points suggest that under certain circumstances grain size 
evolution may actually promote strain delocalization and stabilize the system.  Both the calculations in A 
and B terminate because the system experiences failure and we are not able to numerically resolve 
evolution of the system past that point. Deformation conditions are given in the text. 
 
rapid, in the course of one calculation.  The trigger for some of these relaxation events is 
similar to that of Type II behavior in the constant grain size case.  Namely, they reflect 
the development of a temperature perturbation that is localized and large enough in 
magnitude to allow the dominant contribution to the spatially averaged viscous strain rate 
to shift from the background to the original shear zone.  However, later stress relaxation 
events in the variable grain size, episodic behavior, are driven by alternative processes 
related to grain size evolution and the effect of grain size on the relative importance of 
different deformation mechanisms. 
For example, for the calculation presented in Figures 4.7C, 4.8, 4.10, 4.12, 4.13, 
the first stress relaxation event is driven by the mechanism associated with Type II  
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Figure 4.9: Grain size as a function of time and space for the calculation presented in Figures 4.8C, 4.9, 
4.10, 4.11 and 4.12.  Particularly evident is the general reduction of grain size in the original wall rock and 
the widening of the fine-grained shear zone.  The grain size in the wall rock begins to approximately equal 
the grain size in the shear zone at x = 500 m at ~ 4.8 x 104 years. 
 
behavior in the constant grain size case. This is clearly seen in Figure 4.10 where the 
stress drop at ~2.25 x 104 years is accompanied by a transition from strain 
accommodation in the wall rock to strain accommodation in the fine-grained shear zone. 
However the remainder of the stress relaxation events have more complex origins.  As 
Figure 4.10 shows, the stress relaxation event at ~4.81 x 104 years is associated with 
strengthening of the original shear zone relative to the original background. As Figure 
4.11 indicates, this stress relaxation event is driven by the reduction of grain size in the  
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Figure 4.10: A) Stress evolution curve for the calculation presented in Figures 4.8c, 4.9, 4.11, 4.12 and 





-12 s-1.  Note the occurrence of two stress relaxation events.  
Each stress relaxation event has about an order magnitude lower stress relaxation rate than the previous 
event (first event: ~ 2 MPa/yr over ~ 50 years, second event: ~0.1 MPa/yr over /~ 500 years).  Each 
relaxation event is the result of the complex interplay between grain size, stress and temperature evolution. 
B) Plot of percent contribution to the spatially averaged viscous strain rate from the original shear zone and 
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original wall rock.  The first stress relaxation is due to localization within the original shear zone, similar to 
Type 2 behavior in the previous chapter.  The second stress relaxation is due to a relative strengthening of 
the original shear zone relative to the original background.  The cause of this behavior is more fully 
explained in the text of Figures 4.10, 4.11 and 4.12, and illustrated in Figure 4.11.  Complete deformation 
conditions are given in the text. 
 
original wall rock, directly adjacent to the original shear zone.  The time of the stress 
relaxation event corresponds to the time at which the grain size near the original shear 
zone becomes ~ 50 µm, which seems to be the critical grain size in these calculations at 
which diffusion creep to contributes significantly to the total viscous strain rate (Figure 
4.12).  Consequently, this triggers a sudden, rapid increase in the maximum strain rate 
and a reduction in stress.  Indeed this stress relaxation is unique, relative to most other 
model results, in that it is associated with a decrease in strain rate in the original shear 
zone.  This reduction is accommodated by a rapid increase in maximum strain rate as the 
shear zone gradually expands into the adjacent wall rock (Figure 4.13). 
These secondary stress relaxation events are thus caused by the delocalization of 
strain, due to the reduction of grain size in wall rock adjacent to the original shear zone, 
rather than the localization of strain within the original shear zone as was observed in the 
previous chapter.  This type of behavior indicates the complexity of the interplay between 
continued deformation, evolving temperature, grain size and stress and shifts in the 
relative importance of different viscous flow mechanisms.  
4.4.3.2 System evolution prior to maximum stress  
In the previous chapter we demonstrated how early deformation affected the peak 
stress to which the system evolves.  We found that, particularly for fine grain sizes, a  
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Figure 4.11: Plot of A) grain size and B) temperature for the center 40 m of the calculation domain for the 
calculation given in Figures 4.8c, 4.9, 4.10, 4.12 and 4.13.  The color of the curves corresponds to the time 
in years given in the figure’s legend.  A) The grain size clearly shows the gradual expansion of volume of 
the system behaving as a shear zone beyond the dimensions of the original shear zone, as well as the period 
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of grain growth in the original shear zone.  The second stress relaxation event begins at ~4.81 x 104 years.  
Grain growth in the original shear zone is triggered by the reduction in viscous strain rate in the original 
shear zone.  This reduction in strain rate for the original shear zone is a direct result of the expansion of the 
functional shear zone, which corresponds to the region with a grain size less than approximately 5 µm.  As 
the functional shear zone grows, the strain rate necessary to accommodate the total system strain across the 








SZ = VL/h, where h is the width of the original shear zone).  
B) The plot of temperature shows that, while there is a slight increase in temperature corresponding to the 
second stress relaxation event, the magnitude of the temperature peak does not change significantly over 
the course of the event.  
 
significant amount of heating occurs during the initial loading phase, lowering the the 
peak stress (τP) compared to predictions of τP based on the initial temperature. In this 
section, we conduct the same analysis on models including grain size evolution, and 
show that very little deformation or grain size evolution occurs during the initial loading 
phase.   
Observations and predictions of peak stress are given in Figure 4.14.  The 
predicted peak stress is calculated by solving for the stress at which the rate of stress 















& (#,d,T)dx,           (4.17) 
given some temperature and grain size values. We predict peak stress using both initial 
values, and values at the peak stress.  Additionally, for the purpose of this calculation we 
assume that the shear zone is accommodating all of the strain at the peak stress. 
The most striking feature of Figure 4.14 is that all of the predictions for peak 
stress are significantly higher than the actual peak stresses, whether peak stress is  
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Figure 4.12: Strain rates for individual deformation mechanisms at A) x = 498.7 m and B) x = 500 m for 
the calculation presented in Figures 4.8C, 4.9, 4.10, 4.11 and 4.13.  The curves correspond to the rates for 
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the individual mechanisms given in the legend.  The dramatic increase in the strain rates of the grain size 
sensitive mechanisms (disGBS and diffusion creep) at x = 498.7 is clear.  This strain rate increase is the 
result of grain size reduction at this location.  In contrast, the reduction in strain rate at x = 500 m is the 
result of grain growth at this location.   
 
 
Figure 4.13: Total viscous strain rate for the calculations presented in Figures 4.8c, 4.9, 4.10, 4.11 and 
4.12.  The curves correspond to the strain rates for locations in meters given in the legend.  Here the 
reduction in original shear zone strain rate is obvious, as is the growth of the functional shear zone width, 
which is the consequence of grain size reduction in the original wall rock within a zone of relatively high 
temperature and strain rate, adjacent to the original shear zone.  The functional shear zone is the region of 












SZ = VL/h).  The individual symbols give 
the results for individual runs with the initial shear zone grain sizes that are indicated in the legend.  The 
curves give predictions of the peak stress based on Equation 4.15 for the initial temperature and grain size 
(dashed curves) and for the temperature and grain size at the time of the peak stress (continuous curves), 
assuming that deformation at the peak stress is accommodated entirely within the original shear zone.  Note 
that the observed peak stresses are insensitive to initial grain size in the shear zone indicating that the early 
deformation is distributed throughout the system. It is clear that we significantly overpredict the peak stress 
for each run.  The cause of this overprediciton is demonstrated in Figures 4.16 and 4.17 to be deformation 




BG, rather than early deformation in the shear zone as was the case in the 
previous chapter. Deformation conditions are given in the text. 
 
predicted using the initial temperature and grain size, or the values at the peak stress.  
This discrepancy between prediction and observation is an indication that the viscosity of 
the system is lower than the value implicitly assumed in the prediction method. Figure 
4.15 examines the temperature in the center of the shear zone at the peak stress as well as  
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Figure 4.15: A) Temperature, B) grain size in the original shear zone and C) grain size 1 m outside the 




SZ.  The symbols in each panel give the results for 
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individual calculations at the initial shear zone grain size given in the legend.  The curves in panels B) and 
C) show early grain size evolution, at the same initial shear zone grain size conditions as in panel A).  The 
colors of the curves correspond to the colors of the symbols.  A) While some temperature increase does 
occur during the initial loading of the system it is not significant enough to strongly affect the viscosity of 
the shear zone.  B) and C) For initial grain sizes ≥ 10 µm, grain size does not change either in the original 
shear zone or 1 m outside of it over the course of the initial loading.  For the two finest grain sizes, we do 
observe some grain growth at the slower strain rates.  However, as was the case with temperature, these 
changes are not large enough to significantly affect the viscosity of the system. Deformation conditions are 
given in the text. 
 
the grain sizes both within the shear zone and 1 m outside of the shear zone.  Here we 
find that this observed system weakening is not due to early increases in shear zone 
temperature nor to significant reductions in grain.  If anything we observe a small amount 
of initial grain growth at the finest grain sizes and lowest strain rates.  These observations 









 in the center of the shear 
zone at the time of the peak stress (Figure 4.16).  Modeled strain rates for runs with the 
finest initial grain sizes are up to approximately an order of magnitude faster than the 
calculations with coarser initial grain sizes.  However, for initial shear zone grain sizes > 









BG.  Consequently it is 
clear that this aspect of system behavior is not affected by early deformation nor by grain 
size evolution, so that this aspect of the model results does not depend on the presence of  
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SZ.  Symbols give the 
results for calculations with the initial shear zone grain sizes given in the legend.  The solid curve is a 1:1 




SZ must achieve in order to 
accommodate all of the strain applied to the system (i.e. the assumption for the prediction calculations 








SZ.  When the shear zone is 
deforming at this strain rate it indicates the system is deforming visco-elastically as a whole.  Note that for 




BG at the peak stress.  This 
indicates that these systems are not grain size sensitive at the peak stress.  The finer grain sizes do indicate 
that the system is grain size sensitive and is experiencing some degree of strain localization at the peak 
stress.  However the shear zone strain rates are still at least two orders of magnitude too slow to allow the 
shear zone to accommodate all of the system’s strain. Deformation conditions are given in the text. 
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grain size evolution. Instead, the differences between the behaviors observed in this 
chapter and the previous chapter are then likely the consequence of the reduction of the 
initial shear zone width by approximately an order of magnitude. 
4.4.3.3 Conditions for instability 
Kameyama (1997) suggested that grain size evolution has a stabilizing effect on 
system behavior with respect to the occurrence of thermal shear instabilities.  This 
conclusion was based on the prediction of a significant amount of grain growth that 
impeded localization during the course of a calculation.  We have also investigated the 
conditions for the occurrence of thermal shear instabilities. While many things may affect 
the stability of the system (e.g., L, h, L/h, dBG, dSZ, dBG – dSZ, T0), we have chosen to 




BG.  For this section initial conditions are the same as in 




BG from 10-11 s-1 to 10-9 




SZ from 10-9 s-1 to 0.5 x 10-6 s-1.  The results of this investigation 
are presented in Figures 4.17 and 4.18. 




BG leads to an increase 
in peak stress, and the system evolves to more unstable behavior.  Additionally, for grain 




BG needed to produce failure is the same as in the constant 
grain size models in the previous chapter, despite the slight change in temperature and 
system geometry.  Thus, grain size evolution does not stabilize this system relative to the 
constant grain size case when the initial shear zone grain size is fine. 




BG required to produce a thermal shear 
instability for the system with the coarsest initial shear zone grain size (500 µm). In order  
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SZ.  Symbol denotes grain size, symbol color denotes mode of stress 





SZ and dSZ cause a shift from stable to unstable behavior and an increase in maximum stress. At 
intermediate strain rates, episodic behavior in these models with grain size evolution has displaced 
oscillatory behavior with constant grain size.  Additionally, in the shift to unstable behavior at a slower 
strain rate in the system with an initial shear zone grain size of 500 µm shows that grain size evolution can 
destabilize system behavior when the initial grain size is large enough.  Deformation conditions are given 
in the text. 
 




BG of 10-11 s-1 for 
initial shear zone grain sizes of 500 µm (Case A) and 100 µm (Case B) (Figure 4.19).   
Even though both runs began with the same initial temperature, at the beginning 
of the first relaxation event the temperature in the calculation with initial shear zone grain  
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SZ.  Symbols denote initial grain size as in Figures 4.14-4.17.  




SZ and the maximum strain rate.  Maximum strain 
rates above the line indicate strain localization.  It is clear that, while the initially finer grain sized 
calculations are localizing to the length scale of the initial shear zone, the runs at initial 500 µm are 




SZ equal to 10-9 s-1.  Deformation 
conditions are given in the text. 
 
size of 500 µm (A) is approximately 60 K warmer than the temperature in the 100 µm 
calculation (B) (Figure 4.20).  This difference in temperature ultimately drives the system 
in Case A to fail, despite the fact that at the beginning of the initial relaxation event, this 
system is at approximately 100 MPa lower shear stress (Figure 4.19) and has evolved to 
approximately the same shear zone grain size (~6 µm, Figure 4.21) compared to Case B.  
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SZ of 10-9 s-1) and an initial shear 
zone grain size of 500 µm (Case A, panel A) and 100 µm (Case B, panel B).  These calculations are also 
 103 
presented in Figures 4.20, 4.21 and 4.22.  Despite the initially coarser grain size, Case A displays unstable 
behavior at a slower strain rate than Case B.  This gives the unexpected result, relative to the work of 
Ogawa (1987), that a smaller initial viscosity contrast has a lower strain rate required for unstable behavior 
compared to a larger initial viscosity contrast.  Note that the stress at the beginning of the first stress 
relaxation event is ~100 MPa lower for Case A compared to B.  Deformation conditions are given in the 
text. 
 
As both systems evolve, we observe grain size reduction in the original shear 
zone.  However, in Case A, LTP is the dominant mechanism both in the shear zone and in 
the rest of the system for about twice the time as in Case B (~2,300 years for A, ~1,300 
years for B, Figure 4.22).  This is important because LTP is grain size insensitive but 
does not contribute to grain size reduction in our models.  This long period of grain size 
insensitive deformation prior to the peak stress, combined with reduced grain size 
reduction rates, allows for a significant amount of heating throughout the system and 
delays grain size reduction in the initial shear zone in Case A compared to Case B.   
This delay in grain size reduction results in a long time where there is no 
significant contribution from diffusion creep to the total viscous strain rate.  
Contributions from diffusion creep are suppressed until Case A is at a higher temperature. 
As a result, when diffusion creep does become more active, the strain rate is significantly 
higher in Case A relative to Case B (8 x 10-9 s-1 for A, 2 x 10-10 s-1 for B, Figure 4.23).  
This suddenly faster strain rate is what drives Case A to become unstable. 
Thus, the reason that Case A, with a smaller initial grain size contrast, acts less 












SZ  of 10-9 s-1) and an initial 
shear zone grain size of 500 µm (Case A in text, panel A in this figure) and 100 µm (Case B in text, panel 
B in this figure). These calculations are also presented in Figures 4.19, 4.21, 4.22 and 4.23.  Note that the 
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temperature near the beginning of the first stress relaxation event (~2430 years for A), ~ 1380 years for B) 
is approximately 60 K greater in Case A. The inserts illustrate the stress evolution for the panels in which 
they appear.  The grey bars in the insets indicate the time intervals illustrated in each full panel. 
Deformation conditions are given in the text. 
 
period of time.  Case A is warmer when it becomes grain size sensitive, and the localized 
drop in viscosity associated with the fine grain size in the center is larger.   





BG than calculations for systems with initially finer grain sizes.  All but one of 
the initially finer grain sized systems (except the case starting with 100 µm grains in the 




SZ indicating that these 
systems are localizing strain across the entire width of the initial shear zone.  In contrast, 
the maximum strain rate in Case A and other runs with initial shear zone grain size of 500 




SZ indicating that these systems are localizing strain 
within the shear zone, on a finer scale than the initial shear zone width. 
Taken together, Figures 4.17 and 4.18 suggest that, rather than stabilizing system 
behavior as Kameyama (1997) suggested, grain size evolution destabilizes our model 
system for systems with initially coarse shear zone grain sizes, and has no significant 
effect on the stability of systems with initially fine-grained shear zones.  
4.5. Implications and conclusions 
Using a one-dimensional model we have studied the effect of grain size evolution 
on strain localization for a complex viscoelastic olivine rheology.  We have shown that, 
with respect to the occurrence of thermal shear localization, grain size evolution does not 
strongly affect the stability of initially fine-grained systems, and acts to destabilize 
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SZ  equal to 10-9 s-
1) . Grain size evolution of the model with an initial shear zone grain size of 500 µm (Case A) is shown 
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over 200 years in panel A), and over 50 years in panel B). Grain size evolution of the model with an initial 
shear zone grain size of 100 µm (Case B) is shown in panel C).  These calculations are also presented in 
Figures 4.19, 4.20, 4.22 and 4.23.  The shear zone grain sizes for both calculations are approximately the 
same (~10 µm) at the beginning of the first stress relaxation event.  This indicates that the shear zone grain 
size at the beginning of an event is not the only control on whether or not the system will go unstable. The 
inserts are the stress evolution for the panels in which they appear.  The grey bars in the insets of each 
panel indicate the time intervals plotted in each full panel.  Deformation conditions are given in the text. 
 
 




BG equal to 10-




SZ  of 10-9 s-1) and an initial shear zone grain size of 500 µm (Case A) in panels A) and 
B) and 100 µm (Case B) in panels C) and D).  The curves correspond to the deformation mechanisms given 
in the legend. These calculations are also presented in Figures 4.19, 4.20, 4.21 and 4.23.  Note the transition 
from LTP to disGBS dominated creep occurs ~1,000 years later for Case A (~2,300 years) than for Case B 
(~1,260 years).  Additionally the change from LTP to diffusion creep as the second highest strain rate 
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mechanism occurs slightly closer in time to the stress relaxation event in Case A (< 5 years) compared to 
Case B (> 5 years). The inserts are the stress evolution for the panels in which they appear.  The grey bars 
in the insets of each panel indicate the time intervals plotted in each full panel. Deformation conditions are 
given in the text. 
 
coarser grained systems, shifting the strain rate required for thermal shear localization to 
lower values.  More subtly, but perhaps more significantly, the inclusion of grain size 
evolution develops a new type of stress relaxation, episodic behavior, which is 
characterized by at least two distinct periods of stress relaxation.   
Reducing the thickness of the original fine-grained shear zone causes the strain to 
be distributed more broadly, during initial stress rise, compared to using the same grain 




BG needed to 
drive the system to fail via thermal shear instabilities. 
We have also shown that for small initial grain size in shear zones, grain size 
evolution does not affect the development of shear instabilities. Grain size evolution does 
allow fine-grained systems to localize strain.  For example, Figure 4.16 shows that the 
strain rate in the center can be up to an order of magnitude higher than the background.  
However, unless the initial grain size is coarse, grain size evolution during the initial 
stress increase is generally too slow to greatly affect system behavior.   
For coarser initial shear zone grain sizes, instabilities can develop that are caused, 
at least in part, by grain size evolution.  This result raises the question of what happens at 
shear zone grain sizes larger than those studied here.  Given the consistency this system 
has shown, both in the previous chapter and this one, in the strain rate required to produce 
a thermal shear instability, it may be unlikely that increasing shear zone grain size any  
 109 
 








SZ  of 10-9 s-1) and 
an initial shear zone grain size of 500 µm (Case A) and 100 µm (Case B). These calculations are also 
presented in Figures 4.19, 4.20, 4.21 and 4.22.  Note the significantly higher strain rate (~1.5 orders of 
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magnitude) at the point where the diffusion creep strain rate becomes faster than the LTP strain rate.  The 
difference in behavior in the first stress relaxation is not the magnitude of the grain size at the beginning of 
each event.  The implications of this are more fully discussed in the text. The inserts are the stress evolution 
for the panels in which they appear.  The grey bar in the insets of each panel indicates the time plotted in 
each panel. Deformation conditions are given in the text. 
 
further would produce any additional decrease in strain rate needed to produce an 
instability.  However, this remains uncertain.  
An additional issue is the contribution of LTP to grain size reduction. There are 
certain values of λHP for which the results of Mei et al. (2010) conclusively show that 
LTP cannot contribute to grain size reduction, and thus we have not allowed LTP to 
contribute to grain size reduction in our models.  However, if the value of λHP is smaller 
than considered here, and LTP does contribute to grain size reduction, then a small 
temperature perturbation (e.g., the central temperature maximum that must develop in the 
center of our model system due to its geometry) may be enough to drive a contrast in 
strain rate that allows the system to fail.  If this is the case, a preexisting heterogeneity 
would not be required to drive this behavior.  It would develop anywhere consistent strain 
geometries can be maintained at high rates for thousands of years.   
Another point to consider is the effect “water” (dissolved hydrogen in olivine) 
might have on this system.  Water may affect system behavior in two ways.  First, it 
reduces viscosity.  Second, it increases grain growth rates.  So it may be that if we 
considered a wet olivine system, as Kameyama (1997), we would observe that grain size 
evolution stabilizes the system.  However, given the seeming lack of influence of grain 
size evolution on system evolution, it is more likely that utilizing a wet rheology would 
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simply shift the observed behavior to finer initial grain sizes.  Enhanced grain growth 
rates would allow the system to behave as if it had a coarser initial shear zone grain size.   
It is also important to note what our results suggest about the grain size evolution 
model presented in Austin and Evans (2007).  It is clear that our implementation of 
Austin and Evans (2007) results in wall rock grain sizes finer than those observed in the 
upper mantle, particularly because of the strong grain size dependence of the grain size 
reduction term.  We discussed some of the reasons for this difference in a previous 
section.  
Finally, models with a series of stress reduction events, none of which result in a 
drop in system stress to zero, provide a potential mechanism for slow earthquakes.  The 
stress release at each subsequent calculated event in a series of events is smaller than the 
prior events, largely due to the increase in temperature as the system evolves.  However, 
if, as was suggested in the previous chapter, we added a mechanism to remove heat from 
the system after an event, the system temperature structure may partially or completely 
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Additional material related to Chapter 2 
A.1 Additional figures for field area for Chapter 2 
 
Figure A.1: Map of the field area containing orientation measurements of gabbronorite dikes (blue) and 
harzburgite foliation (green). The darker colors represent measurements taken from Nicolas and Boudier 
(2008). The grey field is the trace of the mantle shear zone identified by Nicolas and Boudier (2008). 
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Figure A.2: Equal area projection of gabbronorite dike orientation (blue) and harzburgite foliation (green). 
 
A.2. Methods 
A.2.1. Thin Section Preparation 
 Oriented thin sections were prepared from samples selected based on their texture 
and mineralogy. Samples analyzed by EBSD were polished for an additional hour on 
0.02 µm colloidal silica beyond the polishing done for microprobe analysis. Microprobe 
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samples were C coated. EBSD samples were Au-Pd coated and then polished for an 
additional minute to remove most of the coating, leaving enough gold along cracks and 
grain boundaries to mitigate sample charging in the SEM. 
A.2.2. Grain Size Analysis 
 Mean grain size was measured by line intercept method for plagioclase in the 
gabbronorite and olivine in the harzburgite. At least 100 grains were measured parallel to 
foliation. Because the grains are roughly equant, a geometric correction factor of 1.5 has 
been applied to the mean intercept lengths to obtain the average grain size (Underwood, 
1970). The arithmetic mean was calculated to be consistent with Van der Wal (1993). 
However, since the grain size distributions are approximately log-normal, the geometric 
mean may be a more accurate measure of the average grain size. Both are given in Figure 
A.3. 
A.2.3. Thermometry 
A.2.3.1. Pyroxene Thermometry 
 Equilibrium temperatures were calculated for clinopyroxene/orthopyroxene pairs 
in the recrystallized rims of clinopyroxene porphyroclasts. The measured grains are 
equant with an average grain size of 220 µm. Oxide weight percents were measured using 
the JEOL JXA-733 Superprobe (Massachusetts Institute of Technology), with a 10 µm 
spot size, 10 nA beam current and an accelerating voltage of 15 kV (Table A-1). Using 
Ca-QUILF (Andersen et al., 1993; Lindsley and Frost, 1992), temperatures were 
calculated for 6 clinopyroxene/orthopyroxene pairs (Table A-1). 
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Figure A.3: Grain size distributions that correspond to A-C) the plagioclase in the three areas of the 
gabbronorite mylonite shown in Figure A.2A 1-3) and D) the olivine in the harzburgite shown in Figure 
A.2B. N is the number of grains. The standard deviations of grain size for plagioclase range from 33-73% 
of the mean with the largest standard deviations corresponding to areas that display disequilibrium 
deformation textures. The standard deviations of the grain size range from 58-76% of the mean for olivine. 
 
A.2.3.2. Amphibole/Plagioclase Thermometry 
 Equilibrium temperatures were calculated for metamorphic amphibole/plagioclase 
pairs in the tails of recrystallized clinopyroxene porphyroclasts. Average grain size of the 
measured amphibole is 175 µm along the long axis of the grains and 70 µm along the 
short axis, yielding an aspect ratio of 2.5. Oxide weight percents were measured using the 
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Cameca Sx100 microprobe (The American Museum of Natural History), with a 10 µm 
spot size, 10 nA beam current and an accelerating voltage of 15 kV (Table S3). 
Temperatures were calculated for 4 amphibole/plagioclase pairs using HB-PLAG 
(Holland and Blundy, 1994, reaction A). (Plagioclase composition is roughly constant in 
every sample that was measured.) A range of temperatures of 600-800°C was calculated 
for the observed amphibole and plagioclase compositions (Table A-2 and A-3). The 
average temperature calculated is 700°C. The standard deviation of the calculated 
temperatures is 80°C. However, reaction A involves quartz, whereas there is no quartz in 
our samples. As a result, the temperatures for Reaction A, derived from our amphibole 
compositions, represent upper bounds for the reaction at reduced silica activity. 
A.2.3.3 THERMOCALC  
 Using the “mode 3” method of THERMOCALC (Powell and Holland, 1988) we 
determined equilibria for reactions based on the activities of mineral end-members for 
our plagioclase, pyroxene and most sodic amphibole compositions. We used four 
reactions to constrain temperature and pressure: 
ferrosilite + diopside + Ca-Tschermak in clinopyroxene  (R1) 
= Mg-Tschermak in orthopyroxene + 2 hendenbergite 
 
tschermakite + diopside + 3 Ca-Tschermak in clinopyroxene + albite (R2) 
= pargasite + 4 anorthite 
 
tschermakite + 3 Mg-Tschermak in orthopyroxene + 6 hendenbergite (R3) 
+ albite = pargasite + 3 ferrosilite + 2 diopside + 4 anorthite 
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tschermakite + Mg-Tschermak in orthopyroxene + 2 hendenbergite (R4) 
+ Ca-Tschermak in clinopyroxene + albite = pargasite + ferrosilite + 4 anorthite 
 
Based on these reactions we calculated equilibrium pressures and temperatures of 
550±300 MPa and 570±200°C for the feldspar 8 from Table A-2, the pyroxene “Pair 5”  
from Table A-1 and the amphiboles 1 and 3 from Tabel A-3 (Figure A.4). 
A.2.3.4. EBSD Analysis 
 EBSD data were collected using a JEOL 840 SEM (Marine Biological 
Laboratory/Woods Hole Oceanographic Institution) at 15 kV and a beam current of 6 x 
10-8 amps. Both the olivine and plagioclase data were analyzed utilizing the HKL 
Channel 5+ software. The olivine data were collected by manual selection of the 
diffraction patterns. The plagioclase data were collected as maps with a step size of 15 
µm (approximately the grain size) to insure sufficient spatial coverage of the areas of 
interest. For each area of interest, >150 grain orientations were obtained. This number has 
been shown to be sufficient to allow for robust comparisons of both fabric pattern and 
strength (Ben Ismaïl and Mainprice, 1998). 
A.3. Zener Pining Analysis 
To explore the possibility that grain growth subsequent to deformation can affect the 







               (A.1) 
where d is the matrix grain size, dpin is the pinning phase grain size, f is the volume 
fraction of the pinning phase, k is a proportionality constant and m depends on grain 
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topology (e.g. Olgaard and Evans, 1986b) to calculate the predicted pinned plagioclase 
grain size where amphibole is present. Using k = 1.45 and m = 0.34 (Mehl and Hirth 
(2008)), the average predicted plagioclase grain size is 30 µm for an area with an average 
observed plagioclase grain size of 14 µm. This suggests that neither annealing nor 
secondary phase pinning significantly affected the plagioclase grain size and that the 
observed grain size reflects the recrystallized grain size during deformation.  
 
Figure A-4: Equilibria calculated for amphiboles A) 1 and B) 3. R1–R4 are given in text.   
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Table A-1: Pyroxene pair compositions given in oxide percent and estimated temperatures 
Pair  Phase  SiO2 TiO2 Al2O3 Cr2O3 FeO MnO MgO CaO Na2O Total Temperature (°C) 
1 OPX 54.93 0.0673 1.741 0.0248 11.68 0.2657 30.33 0.5498 0.0139 99.6 827 ± 46 
 CPX 52.81 0.1591 1.9191 0.0702 3.83 0.0915 16.51 23.88 0.0857 99.36  
2 OPX 54.81 0.0436 1.6996 0.0192 11.59 0.2658 29.94 0.5052 0 98.87 821 ± 59 
 CPX 52.68 0.1673 1.8833 0.0581 4.02 0.1483 16.53 23.77 0.0573 99.32  
3 OPX 54.37 0.0428 1.3612 0.0202 12.47 0.2533 29.62 0.4056 0.014 98.56 828 ± 152 
 CPX 53.13 0.1271 1.6323 0.0421 4.24 0.165 16.61 23.71 0.0372 99.69  
4 OPX 54.65 0.0652 1.5831 0.056 12.74 0.2984 29.16 0.4889 0 99.04 804 ± 17 
 CPX 52.96 0.1764 1.6703 0.0308 3.99 0.1176 16.33 23.72 0.04 99.04  
5 OPX 54.28 0.0376 1.6951 0.0218 12.82 0.1905 29.11 0.6351 0 98.79 854 ± 73 
 CPX 52.45 0.1552 2.58 0.031 4.48 0.1224 16.07 24.1 0.0418 100.02  
6 OPX 54.48 0.0508 1.4592 0.0115 14.16 0.2563 28.38 0.4401 0 99.24 759 ± 66 





Table A-2: Plagioclase compositions given in oxide percent 
Analysis SiO2 Al2O3 FeO MgO CaO Na2O K2O Total An Content 
1 44.42 36.61 0.1373 0.0113 19.94 0.2096 0.003 101.34 98 
2 44.31 36.4 0.1023 0.0094 19.79 0.2694 0.003 100.88 98 
3 43.96 36.53 0.0688 0.0065 19.72 0.2219 0 100.52 98 
4 43.88 36.41 0.077 0.0026 19.66 0.3195 0.0024 100.35 97 
5 44.45 35.61 0.1598 0.0155 19.76 0.2548 0 100.25 98 
6 44.39 36.38 0.1024 0.0132 19.53 0.306 0.0079 100.73 97 
7 44.04 36.23 0.0854 0.0169 20.04 0.2463 0.0103 100.67 98 
8 43.22334 36.48335 0.02464 0.0064 20.03069 0.17568 0.02153 100 98 
9 43.0015 36.48624 0.11426 0.00715 20.1656 0.10691 0.00418 99.96786 99 
10 43.06566 36.34677 0.08497 0.00638 20.03998 0.19592 0.01607 99.75961 98 
11 43.44502 36.28052 0.04823 0 19.73167 0.30101 0 99.84606 97 
12 43.4904 36.36016 0.03253 0 19.88632 0.16132 0.01132 100.0355 98 
13 42.8625 36.18185 0.08807 0 19.94982 0.31141 0.0089 99.44111 97 
 
Analyses measured using a JEOL JXA-733 Superprobe (Massachusetts Institute of Technology) 





Table A-3: Amphibole compositions given in oxide percent 
Analysis SiO2 TiO2 Al2O3 Cr2O3 FeO MnO MgO CaO Na2O K2O Total MG # 
1 52.05265 0.28234 5.23215 0.0182 8.58851 0.16026 17.94999 12.17576 0.63172 0.12982 97.22141 79 
2 53.65453 0.04115 3.12762 0 14.10423 0.57421 19.80348 6.07873 0.41733 0.02205 97.82333 71 
3 54.57003 0.11003 2.52649 0.016 11.27614 0.35703 20.25484 8.16851 0.35962 0.01891 97.65759 76 
4 54.88121 0.07997 2.02167 0 13.99136 0.60809 20.95897 4.61728 0.28469 0.02001 97.46325 73 
5 55.70098 0.00926 1.52679 0.01681 10.60965 0.39185 20.66375 8.55836 0.20571 0.00726 97.69041 78 
 
