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GENERALIZED HILBERT OPERATORS ON WEIGHTED
BERGMAN SPACES
JOSE´ A´NGEL PELA´EZ AND JOUNI RA¨TTYA¨
Abstract. The main purpose of this paper is to study the generalized Hilbert
operator
Hg(f)(z) =
∫ 1
0
f(t)g′(tz) dt
acting on the weighted Bergman space Apω, where the weight function ω be-
longs to the class R of regular radial weights and satisfies the Muckenhoupt
type condition
(†) sup
0≤r<1
(∫ 1
r
(∫ 1
t
ω(s)ds
)− p′
p
dt
) p
p′
∫ r
0
(1− t)−p
(∫ 1
t
ω(s)ds
)
dt <∞.
If q = p, the condition on g that characterizes the boundedness (or the com-
pactness) of Hg : A
p
ω → A
q
ω depends on p only, but the situation is completely
different in the case q 6= p in which the inducing weight ω plays a crucial role.
The results obtained also reveal a natural connection to the Muckenhoupt
type condition (†). Indeed, it is shown that the classical Hilbert operator (the
case g(z) = log 1
1−z
of Hg) is bounded from L
p∫
1
t
ω(s) ds
([0, 1)) (the natural
restriction of Apω to functions defined on [0, 1)) to A
p
ω if and only if ω satisfies
the condition (†). On the way to these results decomposition norms for the
weighted Bergman space Apω are established.
1. Introduction
Let H(D) denote the space of all analytic functions in the unit disc D of the
complex plane C. A function ω : D→ (0,∞), integrable over D, is called a weight
function or simply a weight . It is radial if ω(z) = ω(|z|) for all z ∈ D. For
0 < p < ∞ and a weight ω, the weighted Bergman space Apω consists of those
f ∈ H(D) for which
‖f‖p
Apω
=
∫
D
|f(z)|pω(z) dA(z) <∞,
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where dA(z) = dx dyπ is the normalized Lebesgue area measure on D. As usual,
we write Apα for the classical weighted Bergman space induced by the standard
radial weight ω(z) = (1− |z|2)α with −1 < α <∞.
Every g ∈ H(D) induces the generalized Hilbert operator Hg, defined by
(1) Hg(f)(z) =
∫ 1
0
f(t)g′(tz) dt, f ∈ H(D).
The sharp condition
(2)
∫ 1
0
(∫ 1
t
ω(s)ds
)− 1
p−1
dt <∞, p > 1,
ensures that the integral in (1) defines an analytic function on D for each f ∈ Apω.
The choice g(z) = log 11−z in (1) gives an integral representation of the classical
Hilbert operator H. The Hilbert operator H is a prototype of a Hankel operator
which has attracted a considerable amount of attention during the last years
in operator theory on spaces of analytic functions. Questions related to the
boundedness, the operator norm and the spectrum of H have been studied in
[1, 4, 5, 6]. These studies reveal a natural connection from H to the weighted
composition operators, the Szego¨ projection and the Legendre functions of the
first kind. For further information on H, the reader is invited to see the recent
monograph [7, Chapter 13].
The primary purpose of this paper is to study the operator Hg acting on the
weighted Bergman space Apω induced by a radial weight ω. We are particularly
interested in basic properties such as the question of when Hg : Apω → Aqω is
bounded or compact.
As far as we know, the generalized Hilbert operator Hg has not been exten-
sively studied in the existing literature. The operator was introduced recently
in [9], where it was shown, among other things, that the membership of the
analytic symbol g to the mean Lipschitz space Λ
(
p, 1p
)
characterizes the bound-
edness of Hg on the Bergman space Apα (−1 < p − 2 < α < ∞), on the Hardy
space Hp (1 < p ≤ 2) and also on certain Dirichlet type spaces. The proofs of
these results are based on the identity (Hg)′ (f) = Hg′(zf) together with prop-
erties of the maximum modulus and the smoothness of the sequence of moments{∫ 1
0 t
k|f(t)| dt
}∞
k=0
of functions in these spaces.
The approach we take to the study of Hg allows us to determine those ana-
lytic symbols g for which Hg : Apω → Aqω, 1 < p, q <∞, is bounded or compact,
provided the regular weight ω (see Section 2 for the definition) satisfies the Muck-
enhoupt type condition
(3) sup
0≤r<1
(∫ 1
r
(∫ 1
t
ω(s)ds
)− p′
p
dt
) p
p′
∫ r
0
(1 − t)−p
(∫ 1
t
ω(s)ds
)
dt <∞.
By the classical results of Muckenhoupt [15], the condition (3) characterizes those
real functions v ∈ [0, 1) → (0,∞) for which the Hardy type operator ∫ 1t h(s)1−ts ds
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is bounded on Lp∫ 1
t
|v(s)| ds
. We mention that each standard radial weight ω(r) =
(1 − r2)α, −1 < p − 2 < α < ∞, is regular and satisfies (3). Our results show
the interesting phenomenon that when the inducing powers of the domain and
the target spaces are equal, i. e. q = p, then the weight function ω does not
play any role in the condition on g that characterizes the boundedness (or the
compactness) of Hg : Apω → Aqω, although the description depends on p. However,
the situation is completely different in the case q 6= p in which the inducing weight
ω plays a crucial role.
2. Preliminaries and main results
For 0 < p ≤ ∞, the Hardy space Hp consists of those f ∈ H(D) for which
‖f‖Hp = lim
r→1−
Mp(r, f) <∞,
where
Mp(r, f) =
(
1
2π
∫ 2π
0
|f(reiθ)|p dθ
) 1
p
, 0 < p <∞,
and
M∞(r, f) = max
0≤θ≤2π
|f(reiθ)|.
Throughout the paper, the letter C = C(·) will denote a constant whose value
depends on the parameters indicated in the parenthesis, and may change from one
occurrence to another. We will use the notation a . b if there exists C = C(·) > 0
such that a ≤ Cb, and a & b is understood in an analogous manner. In particular,
if a . b and a & b, then we will write a ≍ b.
The distortion function of a radial weight ω : [0, 1)→ (0,∞) is defined by
ψω(r) =
1
ω(r)
∫ 1
r
ω(s) ds, 0 ≤ r < 1.
It was introduced in [22] on the way to the Littlewood-Paley formulas for weighted
Bergman spaces. A radial weight ω is called regular, if it is continuous and its
distortion function satisfies
(4) ψω(r) ≍ (1− r), 0 ≤ r < 1.
The class of all regular weights is denoted byR. For basic properties and concrete
examples of regular weights, see [20, Chapter 1] and [22], and references therein.
At this point we settle to mention that each standard weight ω(r) = (1−r2)α with
−1 < α <∞ is regular. From now on we will use the notation ω̂(r) = ∫ 1r ω(s) ds
so that (4) ensures ω̂(r) ≍ ω(r)(1−r) for ω ∈ R. Moreover, for each radial weight
ω we will write ωγ(r) = (1 − r)γω(r), −∞ < γ < ∞, and ω ∈ Mp if ω satisfies
the Muckenhoupt type condition (3). We will write ‖T‖(X,Y ) for the norm of an
operator T : X → Y , and if no confusion arises with regards to X and Y , we will
simply write ‖T‖.
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Our study of Hg on weighted Bergman spaces leads us to consider other classes
of weighted spaces. For 0 < p ≤ ∞, 0 < q <∞, 0 ≤ γ <∞ and a radial weight ω,
the mixed norm space H(p, q, ωγ) consists of those g ∈ H(D) such that
‖g‖qH(p,q,ωγ) =
∫ 1
0
M qp (r, g)(1 − r)γω(r) dr <∞.
Moreover, if in addition −∞ < β < ∞, we will denote g ∈ H(p,∞, (ω̂β)γ),
whenever
‖g‖q
H(p,∞,(ω̂β)γ)
= sup
0<r<1
Mp(r, g)(1 − r)γ ω̂(r)β <∞.
We will simply write H(p, q, ω) and H(p,∞, ω̂β) if γ = 0. It is clear that
H(p, p, ω) = Apω. The mixed norm spaces play an essential role in the closely
related question of studying the coefficient multipliers on Hardy and weighted
Bergman spaces [7].
For given 1 ≤ p < ∞, 0 < α ≤ 1 and 0 ≤ β < ∞, we say that g ∈ H(D)
belongs to Λ
(
p, α, ω̂β
)
, if g′ ∈ H(p,∞, (ω̂−β)1−α), that is,
‖g‖Λ(p,α,ω̂β) = sup
0<r<1
Mp(r, g
′)(1 − r)1−α
ω̂(r)β
+ |g(0)| <∞.
Since 0 < α ≤ 1 and 0 ≤ β < ∞, we have Λ (p, α, ω̂β) ⊂ Hp, and therefore each
function g ∈ Λ (p, α, ω̂β) has a non-tangential limit g(eiθ) almost everywhere on
the unit circle T. Indeed, if β = 0, then Λ
(
p, α, ω̂β
)
is nothing else but the mean
Lipschitz space Λ (p, α) that consists of those g ∈ H(D) having non-tangential
limits g(eiθ) almost everywhere and for which
sup
0<h≤t
(∫ 2π
0
|g(ei(θ+h))− g(eiθ)|p dθ
2π
)1/p
= O(tα), t→ 0,
see a classical result of Hardy and Littlewood [8, Theorem 5.4].
We will see that if 1 < p <∞ and ω ∈ R∩Mp, then Hg : Apω → Apω is bounded
if and only if g ∈ Λ(p, 1p). The spaces Λ(p, 1p) form a nested scale contained in
BMOA [3]:
Λ
(
q,
1
q
)
⊂ Λ
(
p,
1
p
)
⊂ BMOA, 1 ≤ q < p <∞.
The absence of ω in the condition on g that characterizes the boundedness does
not come as a surprise in view of [9, Theorem 3]. However, the situation is
completely different in the case q 6= p in which the inducing weight ω plays a
crucial role. In particular, if q > p, then the space Λ
(
q, 1p , ω̂
1
p
− 1
q
)
, that can be
described also by a growth condition on the modulus of continuity of order q of
g(eiθ) by Proposition 24 below, comes naturally to the picture.
Our main result on Hg reads as follows.
Theorem 1. Let 1 < p, q <∞, ω ∈ R ∩Mp and g ∈ H(D).
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(i) If 1 < p ≤ q < ∞, then Hg : Apω → Aqω is bounded if and only if
g ∈ Λ
(
q, 1p , ω̂
1
p
− 1
q
)
. Moreover, if g ∈ Λ
(
q, 1p , ω̂
1
p
− 1
q
)
, then
‖Hg‖(Apω,Aqω) ≍ ‖g − g(0)‖Λ
(
q, 1
p
,ω̂
1
p−
1
q
).
(ii) If 1 < q < p < ∞, then Hg : Apω → Aqω is bounded if and only if g′ ∈
H
(
q, s, ω̂
s
(
1− 1
q
)), where 1q− 1p = 1s . Moreover, if g′ ∈ H (q, s, ω̂s(1− 1
q
)),
then
‖Hg‖(Apω,Aqω) ≍ ‖g
′‖
H
(
q,s,ω̂
s(1− 1q )
).
It is easy to see, by using the auxiliary result onMp, stated as Lemma 7 below,
that the space Λ
(
q, 1p , ω̂
1
p
− 1
q
)
is not trivial if ω ∈ R ∩Mp no matter how large
q is.
Our approach to the study of the boundedness of Hg on weighted Bergman
spaces arises the Muckenhoupt type condition (3) in a natural way. In order to
explain this phenomenon better, we recall that the sublinear Hilbert operator is
defined by
H˜(f)(z) =
∫ 1
0
|f(t)|
1− tz dt.
We shall see that it behaves like a kind of maximal function for all generalized
Hilbert operators under the assumptions of Theorem 1. Indeed, we will show
that
(5) ‖Hg(f)‖Aqω . ‖f‖Apω + ‖f‖s1Apω‖H˜(f)‖
s2
Apω
, s1 + s2 = 1.
This together with the sharp inequality
(6)
∫ 1
0
Mp∞(r, f) ω̂(r) dr ≤
π
2
‖f‖p
Apω
,
which can be easily obtained by integrating the known inequality
∫ s
0 M
p
∞(r, f) dr ≤
πsMpp (s, f) [21], lead us to consider the following result of interest of its own.
Theorem 2. Let 1 < p < ∞ and ω ∈ R such that (2) is satisfied. Then the
following assertions are equivalent:
(i) H : Lpω̂ → Apω is bounded;
(ii) H˜ : Lpω̂ → Apω is bounded;
(iii) ω satisfies the Muckenhoupt type condition
Mp(ω) = sup
0≤r<1
(∫ 1
r
ω̂(t)
− 1
p−1 dt
)1− 1
p
(∫ r
0
(1− t)−p ω̂(t) dt
) 1
p
<∞.(7)
Moreover, if ω ∈Mp, then
‖H‖(Lpω̂,Apω) ≍ ‖H˜‖(Lpω̂ ,Apω) ≍Mp(ω).
Theorem 2 together with (6) extends [5, Theorem 1] and [9, Theorem 5 (ii)].
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Corollary 3. Let 1 < p <∞ and ω ∈ R∩Mp. Then, both the Hilbert operator H
and the sublinear Hilbert operator H˜ are bounded on Apω.
We also work partially with radial weights ω for which the quotient ψω(r)1−r is
not bounded. More precisely, we say that a radial weight ω is rapidly increasing,
if it is continuous and
lim
r→1−
ψω(r)
1− r =∞.
The class of rapidly increasing weights is denoted by I. It is easy to see that
Apω ⊂ Apβ for each ω ∈ I and for any β > −1, see [20, Section 1.4]. Typical
examples of rapidly increasing weights are
ω(r) =
(
(1− r)
N∏
n=1
logn
expn 0
1− r
(
logN+1
expN+1 0
1− r
)α)−1
for all 1 < α <∞ and N ∈ N = {1, 2, . . .}. Here, as usual, logn x = log(logn−1 x),
log1 x = log x, expn x = exp(expn−1 x) and exp1 x = e
x.
The right choice of the norm used is in many cases a key tool for a good un-
derstanding of how a concrete operator acts in a given space. Here, an lp-type
norm of the Hardy norms of blocks of the Maclaurin series, whose size depend on
the weight ω, provides us an effective skill to study the boundedness and com-
pactness of Hg on weighted Bergman space Apω. The size of these blocks reflects
the growth of the inducing weight ω. We remind the reader that decomposition
results have been an important tool for the study of a good number of questions
on spaces of analytic function on D. They have been applied, for example, when
studying coefficient multipliers [7], Carleson measures [10] and the generalized
Hilbert operator [9]. The results proved by M. Mateljevic´ and M. Pavlovic´ in [14]
(see also [18]) offer such a decomposition result on Apω when ω ∈ R, see also
[16, 17] for further results. This because a calculation based on [20, Lemma 1.1]
says that [14, Theorem 2.1 (b)] works for ω ∈ R,. However, to the best of our
knowledge, results in the existing literature do not cover the less understood case
of the class I of rapidly increasing weights. Indeed, only some special cases have
been considered in [10, Theorem 6.1].
We will develop a technique that allows us to give a unified treatment for both
classes R and I. Theorem 4 below is our main result in that direction. To
give the precise statement, we need to introduce some notation. To do this, let
ω ∈ I ∪ R such that ∫ 10 ω(r) dr = 1. For each α > 0 and n ∈ N ∪ {0}, let
rn = rn(ω,α) ∈ [0, 1) be defined by
(8) ω̂(rn) =
∫ 1
rn
ω(r) dr =
1
2nα
.
Clearly, {rn}∞n=0 is an increasing sequence of distinct points on [0, 1) such that
r0 = 0 and rn → 1−, as n→∞. For x ∈ [0,∞), let E(x) denote the integer such
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that E(x) ≤ x < E(x) + 1, and set Mn = E
(
1
1−rn
)
for short. Write
I(0) = Iω,α(0) = {k ∈ N ∪ {0} : k < M1}
and
I(n) = Iω,α(n) = {k ∈ N :Mn ≤ k < Mn+1}
for all n ∈ N. If f(z) =∑∞n=0 anzn is analytic in D, define the polynomials ∆ω,αn f
by
∆ω,αn f(z) =
∑
k∈Iω,α(n)
akz
k, n ∈ N ∪ {0}.
If α = 1, we will simply write ∆ωn instead of ∆
ω,1
n .
Theorem 4. Let 1 < p <∞, 0 < α <∞ and ω ∈ I∪R such that ∫ 10 ω(r) dr = 1,
and let f ∈ H(D).
(i) If 0 < q <∞, then f ∈ H(p, q, ω) if and only if
∞∑
n=0
2−nα‖∆ω,αn f‖qHp <∞.
Moreover,
‖f‖H(p,q,ω) ≍
( ∞∑
n=0
2−nα‖∆ω,αn f‖qHp
)1/q
.
(ii) If 0 < β <∞, then f ∈ H(p,∞, ω̂β) if and only if
sup
n
2−nαβ‖∆ω,αn f‖Hp <∞.
Moreover,
‖f‖H(p,∞,ω̂β) ≍ sup
n
2−nαβ‖∆ω,αn f‖Hp .
The method of proof that we use to establish Theorem 4 can be employed to
characterize certain functions in Apω in terms of the coefficients in their Maclaurin
series. In fact, we will see that, whenever ω ∈ R, a standard lacunary series
f(z) =
∑∞
k=0 akz
nk ,
nk+1
nk
≥ c > 1, belongs to Apω if and only if
∞∑
k=0
|ak|q
∫ 1
0
r2nk+1ω(r) dr <∞.
The same is not true in general if ω is rapidly increasing. However, the assertion
is valid for ω ∈ I if the Maclaurin series expansion of f has sufficiently large gaps
depending on ω. To give the precise statement, let ω be a radial weight. We say
that f ∈ H(D) is an ω-lacunary series in D if its Maclaurin series ∑∞k=0 akznk
satisfies
ω̂
(
1− 1nk
)
ω̂
(
1− 1nk+1
) =
∫ 1
1− 1
nk
ω(r) dr∫ 1
1− 1
nk+1
ω(r) dr
≥ λ > 1, k ∈ N ∪ {0}.
8 JOSE´ A´NGEL PELA´EZ AND JOUNI RA¨TTYA¨
This is a natural generalization of the classical concept of power series with
Hadamard gaps, in the sense that, for ω ∈ R, the class of ω-lacunary series is
nothing else but the set of Hadamard gap series.
Theorem 5. Let 0 < q <∞, 0 < p ≤ ∞ and ω ∈ I ∪ R such that ∫ 10 ω(r) dr =
1, and let f be an ω-lacunary series in D. Then the following conditions are
equivalent:
(i) f ∈ H(p, q, ω);
(ii)
∞∑
k=0
|ak|q
∫ 1
0
r2nk+1ω(r) dr <∞.
Moreover,
‖f‖qH(p,q,ω) ≍
∞∑
k=0
|ak|q
∫ 1
0
r2nk+1ω(r) dr.
The remaining part of the paper is organized as follows. In Section 3 we state
and prove some preliminary results on weights and technical results on series with
positive coefficients, and prove Theorems 4 and 5. Theorem 2 will be proved in
Section 4. In Section 5 we will deal with technical background on Hadamard
products which will be used in the proof of Theorem 1, that is given in Section 6.
Section 7 is devoted to proving the expected results on the compactness of Hg :
Apω → Aqω. Finally, in Section 8 we will offer natural alternative descriptions of the
spaces appearing in the statement of Theorem 1 and analyze the Muckenhoupt
type condition (3) in detail. In particular, we will see that (3) is closely related
to the value of limr→1− ψω(r)/(1 − r), if it exists.
3. Decomposition theorems
This section is instrumental for the rest of the paper. Here we will discuss basic
properties of the radial weights considered and Lpω-behavior of power series with
positive coefficients, and then prove Theorem 4 and other related decomposition
theorems. We will also prove Theorem 5 and further discuss the ω-lacunary series.
3.1. Preliminaries on weights. We begin with collecting some necessary def-
initions and results on weights in I ∪ R. The Carleson square S(I) associated
with an interval I ⊂ T is the set S(I) = {reit ∈ D : eit ∈ I, 1 − |I| ≤ r < 1},
where |E| denotes the Lebesgue measure of the set E ⊂ T. For 1 < p < ∞, the
letter p′ will denote its conjugate, that is, the number for which 1p +
1
p′ = 1.
Let 1 < p0 < ∞ and η > −1. A weight u (not necessarily radial) satisfies
the Bekolle´-Bonami Bp0(η)-condition, denoted by u ∈ Bp0(η), if there exists a
constant C = C(p0, η, ω) > 0 such that(∫
S(I)
u(z)(1 − |z|)η dA(z)
)(∫
S(I)
u(z)
−p′0
p0 (1− |z|)η dA(z)
) p0
p′0 ≤ C|I|(2+η)p0
for every interval I ⊂ T. For the proof of the next result, see [20, Lemmas 1.2-1.4].
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Lemma A. (i) Let ω ∈ R. Then there exist constants α = α(ω) > 0 and
β = β(ω) ≥ α such that(
1− r
1− t
)α
ω̂(t) ≤ ω̂(r) ≤
(
1− r
1− t
)β
ω̂(t), 0 ≤ r ≤ t < 1.
(ii) Let ω ∈ I. Then for each β > 0 there exists a constant C = C(β, ω) > 0
such that
ω̂(r) ≤ C
(
1− r
1− t
)β
ω̂(t), 0 ≤ r ≤ t < 1.
(iii) For each radial weight ω and 0 < α < 1, ω˜(r) = ω̂(r)−αω(r) is also a
weight and ψω˜(r) =
1
1−αψω(r) for all 0 < r < 1.
(iv) If ω ∈ I ∪ R, then∫ 1
0
sxω(s) ds ≍ ω̂
(
1− 1
x
)
, x ∈ [1,∞).
(v) If ω ∈ R, then for each p0 > 1 there exists η0 = η(p0, ω) > −1 such that
for all η ≥ η0, ω(z)(1−|z|)η belongs to Bp0(η).
The next lemma is a restatement of [20, Lemma 2.3].
Lemma B. (i) If ω ∈ R, then there exists γ0 = γ0(ω) such that∫
D
ω(z)
|1− az|γ+1 dA(z) ≍
ω (S(a))
(1− |a|)γ+1 ≍
ω(a)
(1− |a|)γ−1 , a ∈ D,
for all γ > γ0.
(ii) If ω ∈ I, then∫
D
ω(z)
|1− az|γ+1 dA(z) ≍
ω (S(a))
(1− |a|)γ+1 , a ∈ D,
for all γ > 0.
Lemma 6. Let ω ∈ R such that ∫ 10 ω(r) dr = 1, and let {rn}∞n=0 be the sequence
defined by (8) with α = 1. Then there exist constants γ2 = γ2(ω) > γ1 = γ1(ω) >
0 such that
2γ1Mn ≤Mn+1 ≤ 2γ2Mn, rn ≥ max
{
1
2γ1
,
1
2
}
.
Proof. Using Lemma A(i) and (8), we obtain
Mn+1
Mn
≥ rn+1(1− rn)
1− rn+1 ≥ 2
−γ1
(
ω̂(rn)
ω̂(rn+1)
)1/β
= 2
1
β
−γ1 ,
where β = β(ω) is from Lemma A(i). The left hand inequality of the assertion
follows by choosing γ1 =
1
2β . The right hand inequality can be proved in an
analogous manner. 
Several useful reformulations of the Muckenhoupt type condition (7) are gath-
ered to the following lemma.
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Lemma 7. Let 1 < p < ∞ and let ω be a radial weight, and denote up(r) =
(ω̂(r)(1 − r))− 1p . Then the following conditions are equivalent:
(i) ω ∈ Mp;
(ii) ω̂−
1
p−1 ∈ R;
(iii) up ∈ R;
(iv)
(1− r)p
ω̂(r)
∫ r
0
ω̂(t)
(1− t)p dt ≍ 1− r, 0 ≤ r < 1.
Proof. (i)⇔(ii). Observe first that(∫ 1
r
ω̂(t)−
1
p−1 dt
)p−1 ∫ r
0
ω̂(t)
(1− t)p dt
=
(
ω̂(r)
1
p−1
∫ 1
r ω̂(t)
− 1
p−1 dt
1− r
)p−1
·
(1−r)p
ω̂(r)
∫ r
0
ω̂(t)
(1−t)p dt
1− r
≥ 1p−1 ·
(
1− (1− r)p−1
p− 1
)
, 0 ≤ r < 1,
and hence ω ∈Mp if and only if (ii) and (iv) are satisfied. Therefore, to see that
(i) and (ii) are equivalent, it suffices to show that (ii) implies (iv). To prove this,
note that
(9) ω̂(r) ≍ (1− r)
p−1(∫ 1
r ω̂(t)
− 1
p−1dt
)p−1 , 0 ≤ r < 1,
whenever ω̂−
1
p−1 ∈ R. Therefore, under the assumption (ii), the condition (iv) is
equivalent to
(10)
(∫ 1
r
ω̂(s)
− 1
p−1ds
)p−1 ∫ r
0
dt
(1− t)
(∫ 1
t ω̂(s)
− 1
p−1ds
)p−1 ≍ 1.
But since ω̂
− 1
p−1 ∈ R, Lemma A(i) shows that there exist α = α(p, ω) > 0 and
β = β(p, ω) > 0 such that
(11)
(
1− r
1− t
)β
≤
∫ 1
r ω̂(s)
− 1
p−1 ds∫ 1
t ω̂(s)
− 1
p−1 ds
≤
(
1− r
1− t
)α
, 0 ≤ t ≤ r < 1.
Hence the left-hand side of (10) is dominated by
(1− r)α(p−1)
∫ r
0
dt
(1− t)1+α(p−1) . 1,
and (i)⇔(ii) follows. Note that the beginning of this part of the proof also
establishes the implication (i)⇒(iv).
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(ii)⇔(iii). If ω̂− 1p−1 ∈ R, then (9) and (11) yield
1
up(r)
∫ 1
r
up(t) dt ≍ (1− r)
∫ 1
r
(∫ 1
t ω̂(s)
− 1
p−1ds∫ 1
r ω̂(s)
− 1
p−1ds
) p−1
p
dt
1− t ≍ 1− r,
that is, up ∈ R. The opposite implication (iii)⇒(ii) can be proved in a similar
manner.
(iv)⇒(iii). A calculation based on the assumption (iv) shows that F (r) =
(1− r) 1K ∫ r0 ω̂(t)(1−t)p dt is increasing on [0, 1) for K > 0 large enough. By using this
and (iv) we deduce
1− r ≤
∫ 1
r up(s) ds
up(r)
≍ (1− r)
∫ 1
r
∫ r0 ω̂(t)(1−t)p dt∫ s
0
ω̂(t)
(1−t)p dt
 1p ds
1− s
≤ (1− r)1− 1Kp
∫ 1
r
ds
(1− s)1− 1Kp
≍ (1 − r),
and thus up ∈ R.
Since (i)⇒(iv) by the first part of the proof, the lemma is now proved. 
3.2. Lpω behavior of power series with positive coefficients. We begin with
a technical but useful result. Recall that a function h is called essentially decreas-
ing if there exists a positive constant C = C(h) such that h(x) ≤ Ch(y) whenever
y ≤ x. Essentially increasing functions are defined in an analogous manner.
Lemma 8. Let ω ∈ I ∪ R such that ∫ 10 ω(r) dr = 1. For each α > 0 and
n ∈ N ∪ {0}, let rn = rn(ω,α) ∈ [0, 1) be defined by (8). Then the following
assertions hold:
(i) For each γ > 0, there exists C = C(α, γ, ω) > 0 such that
(12) ηγ(r) =
∞∑
n=0
2nγrMn ≤ C ω̂(r)− γα , 0 ≤ r < 1.
(ii) For each 0 < β < 1, there exists C = C(α, β, ω) > 0 such that
(13) 2−nαβ
∫ 1
0
rMnω(r)
ω̂(r)β
dr ≤ C
∫ 1
0
rMnω(r) dr.
(iii) If α = 1 in (8), 1 < p < ∞, pη < 1 and ω ∈ R ∩Mp, then there exists
C = C(η, p, ω) > 0 such that
(14)
∞∑
n=0
M
1− 1
p
n 2
−nηrMn ≤ C ω̂(r)
η
(1− r)1− 1p
, 0 ≤ r < 1.
Proof. (i). We will begin with proving (12) for r = rN , where N ∈ N. To do this,
note first that
N∑
n=0
2nγrMnN ≤
2γ
2γ − 1 ω̂(rN )
− γ
α(15)
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by (8). To deal with the remainder of the sum, we apply Lemma A(i)(ii) and (8)
to find β = β(ω) > 0 and C = C(β, ω) > 0 such that
1− rn
1− rn+j ≥ C
(
ω̂(rn)
ω̂(rn+j)
)1/β
= C2
jα
β , n, j ∈ N ∪ {0}.
This, the inequality log 1x ≥ 1− x, 0 < x ≤ 1, and (8) give
∞∑
n=N+1
2nγrMnN ≤ 2Nγ
∞∑
j=1
2jγe
−rN+j
1−rN
1−rN+j ≤ 2Nγ
∞∑
j=1
2jγe−r2C2
jα
β
= C(β, α, γ, ω) ω̂(rN )
− γ
α .
Since β = β(ω), this together with (15) gives (12) for r = rN , where N ∈ N.
Now, using standard arguments, it implies (12) for any r ∈ (0, 1).
(ii). Clearly,
2−nαβ
∫ rn
0
rMnω˜(r) dr ≤ 2
−nαβ
ω̂(rn)β
∫ rn
0
rMnω(r) dr ≤
∫ 1
0
rMnω(r) dr.(16)
Moreover, Lemma A(iii) yields
2−nαβ
∫ 1
rn
rMnω˜(r) dr ≤ 2−nαβω˜(rn)ψω˜(rn) =
2−nαβ
1− β ω˜(rn)ψω(rn)
=
1
1− β
∫ 1
rn
ω(r) dr ≤ C(β, α, ω)
∫ 1
rn
rMnω(r) dr.
(17)
By combining (16) and (17) we obtain (ii).
(iii). The proof is similar to that of (i). We will begin with proving (14) for
r = rN , where N ∈ N. Since ω ∈ Mp, Lemma 7 yields ω̂−
1
p−1 ∈ R, that is,(∫ 1
r
ω̂
− 1
p−1 (s) ds
) p−1
p
≍ (1− r) p−1p ω̂(r)− 1p ,
so taking r = rn and bearing in mind Lemma 6 we deduce that the sequence{
2
n
p
M
p−1
p
n
}
is essentially decreasing. Therefore
N∑
n=0
M
1− 1
p
n 2
−nηrMnN .M
1− 1
p
N 2
−N
p
N∑
n=0
2
n
(
1
p
−η
)
≍ ω̂(rN )
η
(1− rN )1−
1
p
.(18)
Moreover, bearing in mind Lemma 6, the inequality log 1x ≥ 1 − x, 0 < x ≤ 1,
and the boundedness of the function xse−tx, s, t > 0, on [0,∞), we obtain
∞∑
n=N+1
M
1− 1
p
n 2
−nηrMnN . 2
−Nη
∞∑
j=0
M
1− 1
p
j+N+12
−jηe
−C
Mj+N+1
MN
. 2−NηM
1− 1
p
N ≍
ω̂(rN )
η
(1− rN )1−
1
p
,
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which together with (18) gives (iii) for r = rN . Finally, by using Lemma 6, (8)
and the fact that (1 − r) p−1p ω̂(r)− 1p is essentially decreasing, we obtain (iii) for
any r ∈ (0, 1). 
We now present a result on power series with positive coefficients. This result
will play a crucial role in the proof of Theorem 4.
Proposition 9. Let 0 < p,α < ∞ and ω ∈ I ∪ R such that ∫ 10 ω(r) dr = 1.
Let f(r) =
∑∞
k=0 akr
k, where ak ≥ 0 for all k ∈ N ∪ {0}, and denote tn =∑
k∈Iω,α(n)
ak. Then there exists a constant C = C(p, α, ω) > 0 such that
(19)
1
C
∞∑
n=0
2−nαtpn ≤
∫ 1
0
f(r)pω(r) dr ≤ C
∞∑
n=0
2−nαtpn.
Proof. We will use ideas from the proof of [13, Theorem 6]. The definition (8)
yields ∫ 1
0
f(r)pω(r) dr ≥
∞∑
n=0
∫ rn+2
rn+1
(
∞∑
k=0
tkr
Mk+1
)p
ω(r) dr
≥
∞∑
n=0
(
n∑
k=0
tkr
Mk+1
n+1
)p ∫ rn+2
rn+1
ω(r) dr
≥
(
1− 1
2α
) ∞∑
n=0
tpnr
pMn+1
n+1 2
(−n−1)α ≥ C
∞∑
n=0
tpn2
−nα,
where C = C(p, α, ω) > 0 is a constant. This gives the first inequality in (19).
To prove the second inequality in (19), let first p > 1 and take 0 < γ < αp−1 .
Then Ho¨lder’s inequality gives
f(r)p ≤
(
∞∑
n=0
tnr
Mn
)p
≤ ηγ(r)p−1
∞∑
n=0
2−nγ(p−1)tpnr
Mn.(20)
Therefore, by (12) and (13) in Lemma 8 and Lemma A(iv) there exist constants
C1 = C1(α, γ, p, ω) > 0, C2 = C2(α, γ, p, ω) > 0 and C3 = C3(α, γ, p, ω) > 0 such
that ∫ 1
0
f(r)pω(r) dr ≤
∞∑
n=0
2−nγ(p−1)tpn
∫ 1
0
rMnηγ(r)
p−1ω(r) dr
≤ C1
∞∑
n=0
2−nγ(p−1)tpn
∫ 1
0
rMnω(r)
ω̂(r)
γ(p−1)
α
dr
≤ C2
∞∑
n=0
tpn
∫ 1
0
rMnω(r) dr
≤ C3
∞∑
n=0
tpn ω̂(rn) dr = C3
∞∑
n=0
tpn2
−nα.
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Since γ = γ(α, p), this gives the assertion for 1 < p < ∞. The proof of the case
0 < p ≤ 1 is similar but easier. 
3.3. Decomposition theorems. In this section we will prove Theorem 4 and
related results as well as discuss their consequences. For g(z) =
∑∞
k=0 bkz
k ∈
H(D) and n1, n2 ∈ N ∪ {0}, we set
Sn1,n2g(z) =
n2−1∑
k=n1
bkz
k, n1 < n2.
We will use repeatedly the following auxiliary result.
Lemma 10. Let 0 < p ≤ ∞ and n1, n2 ∈ N with n1 < n2. If g(z) =
∑∞
k=0 ckz
k ∈
H(D), then
‖Sn1,n2g‖Hp ≍Mp
(
1− 1
n2
, Sn1,n2g
)
.
Lemma 10 can be proved, for example, by using the inequality
(21) rn2‖Sn1,n2g‖Hp ≤Mp(r, Sn1,n2g) ≤ rn1‖Sn1,n2g‖Hp , 0 < r < 1,
which follows by [14, Lemma 3.1].
Proof of Theorem 4. (i). By the M. Riesz projection theorem and (21),
‖f‖H(p,q,ω) &
∞∑
n=0
‖∆ω,αn f‖qHp
∫ rn+2
rn+1
rqMn+1ω(r) dr
≍
∞∑
n=0
‖∆ω,αn f‖qHp
∫ rn+2
rn+1
ω(r) dr ≍
∞∑
n=0
2−nα‖∆ω,αn f‖qHp .
On the other hand, Minkowski’s inequality and (21) give
(22) Mp(r, f) ≤
∞∑
n=0
Mp(r,∆
ω,α
n f) ≤
∞∑
n=0
rMn‖∆ω,αn f‖Hp ,
and hence Proposition 9 yields
‖f‖H(p,q,ω) ≤
∫ 1
0
(
∞∑
n=0
rMn‖∆ω,αn f‖Hp
)q
ω(r) dr ≍
∞∑
n=0
2−nα‖∆ω,αn f‖qHp .
(ii). Using again the M. Riesz projection theorem and (21) we deduce
sup
0<r<1
Mp(r, f) ω̂(r)
β & r
Mn+1
n+1 ‖∆ω,αn f‖Hp2−nαβ , n ∈ N ∪ {0},
and hence
‖f‖H(p,∞,ω̂β) & sup
n
2−nαβ‖∆ω,αn f‖Hp .
Conversely, assume that M = supn 2
−nαβ‖∆ω,αn f‖Hp < ∞. Then (22) and
Lemma 8(i) yield
Mp(r, f) ≤
∞∑
n=0
rMn‖∆ω,αn f‖Hp ≤M
∞∑
n=0
2nαβrMn .Mω̂(r)−β.
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This finishes the proof. 
Now we will present a couple of results which will be strongly used in the proof
of Theorem 1. We saw in Theorem 4 that the H(p, q, ω)-norm of f ∈ H(D) can
be written in terms of Hp-norms of the polynomials ∆ω,αn f if ω ∈ I ∪ R. The
next result shows that the same polynomials work also in the case of H(p, q, ωγ)
whenever γ ≥ 0 and ω ∈ R. In both, Corollary 11 and Corollary 12, Mn =
E
(
1
1−rn
)
, where rn is defined by (8) with α = 1.
Corollary 11. Let 1 < q < ∞, 0 < p < ∞, 0 ≤ γ < ∞, ω ∈ R such that∫ 1
0 ω(r) dr = 1 and g ∈ H(D). Then
‖g‖pH(q,p,ωγ) =
∫ 1
0
Mpq (r, g)(1 − r)γω(r) dr ≍
∞∑
n=0
2−n
‖∆ωng‖pHq
Mγn
.
Proof. The inequality∫ 1
0
Mpq (r, g)(1 − r)γω(r) dr &
∞∑
n=0
2−n
Mγn
‖∆ng‖pHq
follows by the M. Riesz projection theorem, Lemma 10 and Lemma 6.
On the other hand, by Lemma A(iii) the weight ω˜β(r) =
ω(r)
ω̂(r)β
is regular for
each β ∈ (0, 1) and then (1 − r)γω˜β(r) is also regular. Therefore Lemma A(iv)
yields
(23)
∫ 1
0
rn(1− r)γω˜β(r) dr ≍
∫ 1
1− 1
n
rn(1− r)γ ω˜β(r) dr ≤ 1
nγ
∫ 1
1− 1
n
rnω˜β(r) dr.
By (22), (20), Lemma 8(i), (23) with β = η(p− 1) ∈ (0, 1), (17) and Lemma 6,∫ 1
0
Mpq (r, g)(1 − r)γω(r) dr ≤
∫ 1
0
(
∞∑
n=0
rMn‖∆ωng‖Hq
)p
(1− r)γω(r) dr
≤
∞∑
n=0
2−nη(p−1)‖∆ωng‖pHq
∫ 1
0
ω(r)
ω̂(r)η(p−1)
(1− r)γrMn dr
.
∞∑
n=0
2−nη(p−1)‖∆ωng‖pHq
1
Mγn
∫ 1
1− 1
Mn
ω(r)rMn
ω̂(r)η(p−1)
dr
.
∞∑
n=0
‖∆ωng‖pHq
1
Mγn
∫ 1
1− 1
Mn
rMnω(r) dr ≍
∞∑
n=0
2−n‖∆ωng‖pHq
1
Mγn
,
and the proof is complete. 
The second result generalizes a known characterization of the mean Lipschitz
space Λ(p, α), where 1 < p < ∞ and 0 < α ≤ 1, see [14, Theorem 2.1-3.1]. We
say that g ∈ λ(p, α, ω̂β), if
lim
r→1−
Mp(r, g
′)(1 − r)1−α
ω̂(r)β
= 0.
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Corollary 12. Let 1 < q, p <∞, η ∈
[
0, 1p
)
, ω ∈ R∩Mp such that
∫ 1
0 ω(r) dr =
1 and g ∈ H(D).
(i) g ∈ Λ
(
q, 1p , ω̂
η
)
if and only if ‖∆ωng′‖Hq . M
1− 1
p
n 2
−nη for all n ∈ N.
Moreover,
‖g‖
Λ
(
q, 1
p
,ω̂η
) ≍ |g(0)| + sup
n
‖∆ωng′‖Hq2nη
M
1− 1
p
n
.
(ii) g ∈ λ(q, 1p , ω̂η) if and only if
‖∆ωng′‖Hq = o
(
M
1− 1
p
n 2
−nη
)
, n→∞.
Corollary 12 can be obtained by following the lines of the proof of Theorem 4 (ii)
together with Lemma 8 (iii). We omit the details.
Finally, we will give simple proofs of several known results as a by-product of
Theorem 4.
Corollary C. Let 1 < p <∞, 0 < α <∞ and f(z) =∑∞k=0 akzk ∈ H(D).
(i) If 0 < γ <∞, then
∫ 1
0
M qp (r, f)(1− r)qγ−1 dr ≍ |a0|q +
∞∑
n=0
2−nqγ
∥∥∥∥∥∥
2n+1−1∑
k=2n
akz
k
∥∥∥∥∥∥
q
Hp
.
(ii) If 1/q < β <∞, then∫ 1
0
M qp (r, f)
(
log
2
1− r
)−qβ
(1− r)−1 dr
≍
∥∥∥∥∥
3∑
k=0
akz
k
∥∥∥∥∥
q
Hp
+
∞∑
n=1
2−n(qβ−1)
∥∥∥∥∥∥
22
n+1
−1∑
k=22n
akz
k
∥∥∥∥∥∥
q
Hp
.
Proof. (i) Consider the regular and normalized weight ω(r) = qγ(1 − r)qγ−1.
Then, by choosing α = qγ in (8) and Theorem 4, the result follows.
(ii) Take the normalized rapidly increasing weight
ω(r) =
qβ − 1
log 2
1
(1− r)
(
log2
1
1−r
)qβ , qβ > 1.
Then, by choosing α = qβ − 1 in (8) and Theorem 4, the result follows. 
Corollary C(i) is obtained in [14] as a consequence of a more general result.
Corollary C(ii) is nothing else but [10, Theorem 6.1], the original proof of which
is more involved and uses the Riesz-Thorin interpolation theorem.
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3.4. ω-Lacunary series. The main purpose of this section is to stress how dif-
ferent is a weighted Bergman space Apω, induced by a rapidly increasing weight ω,
from another Apω, induced by a regular one. This will be done by using strongly
the results on power series with positive coefficients obtained in Section 3.2. The
reader is invited to see [20] for more information on this topic.
Recall that, for a given radial weight ω, f ∈ H(D) is said to be an ω-lacunary
series in D if its Maclaurin series
∑∞
k=0 akz
nk satisfies
(24)
ω̂(1− 1nk )
ω̂(1− 1nk+1 )
=
∫ 1
1− 1
nk
ω(r) dr∫ 1
1− 1
nk+1
ω(r) dr
≥ λ > 1, k ∈ N ∪ {0}.
We begin with proving an extension of Theorem 5 that describes the ω-lacunary
series in the mixed norm space H(p, q, ω) in terms of the coefficients in their
Maclaurin series.
Theorem 13. Let 0 < q, α < ∞, 0 < p ≤ ∞ and ω ∈ I ∪ R such that∫ 1
0 ω(r) dr = 1, and let f be an ω-lacunary series in D. Then the following
conditions are equivalent:
(i) f ∈ H(p, q, ω);
(ii)
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|2
q/2 <∞;
(iii)
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|q
 <∞;
(iv)
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|
q <∞;
(v)
∞∑
k=0
|ak|q
∫ 1
0
r2nk+1ω(r) dr <∞.
Moreover, each of the sums in (ii)-(v) is comparable to ‖f‖qH(p,q,ω).
Proof. Let f be an ω-lacunary series in D. First, we observe that the chain of
inequalities
1
1− rn ≤ nk < nk+s <
1
1− rn+1
is equivalent to
1
2nα
= ω̂ (rn) ≥ ω̂
(
1− 1
nk
)
> ω̂
(
1− 1
nk+s
)
> ω̂ (rn+1) =
1
2(n+1)α
(25)
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by (8). This together with (24) shows that there are at most logλ 2
α +2 integers
nk in each set Iω,α(n). Therefore Ho¨lder’s inequality and standard estimates give
∞∑
n=0
2−nα
 ∑
k∈Iω,α(n)
|ak|2
q/2 ≍ ∞∑
n=0
2−nα
 ∑
k∈Iω,α(n)
|ak|q

≍
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|
q ,
and thus (ii)⇔(iii)⇔(iv). Moreover, by Lemma A(i) (ii) (iv),
ω̂
(
1− 1
nk
)
≍ ω̂
(
1− 1
2nk + 1
)
≍
∫ 1
0
r2nk+1ω(r) dr,
and it follows by (25) that (iii)⇔(v).
By the proof of [20, Lemma 1.2], there exist β = β(ω) > 0 and N ∈ N such
that
ω̂
(
1− 1nk
)
ω̂
(
1− 1nk+1
) ≤ (nk+1
nk
)β
for all k ≥ N . Therefore f is a standard lacunary series by (24). In fact,
Lemma A(i) shows that an ω-lacunary series for ω ∈ R is just a standard lacunary
series. Consequently, if 0 < p <∞, Zygmund’s theorem [23, p. 215] gives
‖f‖qH(p,q,ω) ≍
∫ 1
0
(
∞∑
k=0
|ak|2r2nk
) q
2
ω(r)r dr.
Therefore Proposition 9 implies (i)⇔(ii) and
‖f‖qH(p,q,ω) ≍
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|2
q/2 .
This completes the proof for 0 < p <∞.
Finally, if f ∈ H(∞, q, ω), then f ∈ H(p, q, ω) for any 0 < p < ∞, so by the
previous argument (i)⇒(ii). Reciprocally, assume that (iv) holds. Then, by using
Proposition 9, we deduce
‖f‖qH(∞,q,ω) ≤
∫ 1
0
(
∞∑
k=0
|ak|rnk
)q
ω(r)r dr ≍
∞∑
n=0
2−nα
 ∑
nk∈Iω,α(n)
|ak|
q <∞.
This finishes the proof. 
Theorem 13 gives an easy way to construct functions in Apω. For example, if
0 < p < q <∞ and ω ∈ I ∪ R, then Theorem 13, with α = 1, shows that
f(z) =
∞∑
n=0
2n/qzMn , Mn = E
(
1
1− rn
)
,
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where rn is given by (8) with α = 1, belongs to A
p
ω \ Aqω.
It is worth noticing that the equivalence (i)⇔(ii) in Theorem 13 is valid for
standard lacunary series and ω ∈ I ∪ R. However, (i)⇔(iii) is no longer true for
standard lacunary series if ω ∈ I and q 6= 2. Namely, let us consider the rapidly
increasing weight
vβ(r) = (1− r)−1
(
log
e
1− r
)−β
, β > 1.
If (i) and (iii) were equivalent, then the choice α = β − 1 would imply that a
standard lacunary series f(z) =
∑∞
n=0 anz
2n belongs to Aqvβ if and only if
∞∑
n=0
2−n(β−1)
22
n+1
−1∑
k=22n
|ak|q ≍
∞∑
k=4
|ak|q (log k)−β+1 <∞.
But this is impossible. Namely, if β > 2 and ak = k
−1/p, then we would have
f ∈ Aqvβ for q ≥ p, but f /∈ Aqvβ for q < p. A similar reasoning also works for
1 < β < 2. An analogous argument can be used to show that the condition (v)
does not characterize standard lacunary series in Apω when ω ∈ I and q 6= 2.
If ω ∈ I, then (24) says, roughly speaking, that the smaller the space Apω is,
the larger the gaps of an ω-lacunary series are. Namely, the condition (iii) in
Theorem 13 is equivalent to (i) and (ii) when the series
∑
akz
nk has very large
gaps depending on ω.
The next result offers a description of ω-lacunary series in the mixed norm
space H(p,∞, ω̂β).
Theorem 14. Let 0 < β < ∞ and ω ∈ I ∪ R such that ∫ 10 ω(r) dr = 1. Let
f(z) =
∑∞
n=0 akz
nk be an ω-lacunary series in D. Then the following assertions
are equivalent:
(i) f ∈ H(∞,∞, ω̂β);
(ii) f ∈ H(p,∞, ω̂β) for some 0 < p ≤ ∞;
(iii) The coefficients {ak} of the Maclaurin series of f satisfy
(26) |ak| .
(∫ 1
0
rnkω(s) ds
)−β
, k ∈ N ∪ {0}.
Proof. The implication (i)⇒(ii) is trivial. Moreover, as each ω-lacunary series
is a standard lacunary series, f ∈ H(p,∞, ω̂β) if and only if f ∈ H(2,∞, ω̂β).
Therefore Cauchy integral formula and Lemma A(iv) easily give (ii)⇒(iii). To
complete the proof, we will establish (iii)⇒(i). If we choose α = 1β in (8), then
Lemma 8(i) gives
∞∑
n=1
2n|z|Mn . ω̂(|z|)−β , z ∈ D,
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so it suffices to prove
∑∞
k=1
rnk
ω̂
(
1− 1
nk
)β .∑∞n=1 2nrMn . Bearing in mind Lemma A(i)-
(ii) and arguing as in the proof of Theorem 13, we deduce
∞∑
k=1
rnk
ω̂
(
1− 1nk
)β = ∞∑
n=1
∑
nk∈Iω, 1
β
(n)
rnk
ω̂
(
1− 1nk
)β
≤
∞∑
n=1
rMn
∑
nk∈Iω, 1
β
(n)
1
ω̂
(
1− 1Mn+1−1
)β
≤ (logλ 21/β + 2)
∞∑
n=1
rMn
ω̂ (rn+1)
β
,
which together with (8) finishes the proof. 
Theorem 14 generalizes and improves know results in the existing literature.
In particular, by taking the regular weight φγ(r) = log
γ e
1−r and choosing ω
such that φγ([0, 1]) · ω(r) = φγ(r), we deduce that the lacunary series f(z) =∑∞
n=0 akz
nk , where
nk+1
nk
≥ λ > 1, satisfies the Bloch-type condition
M∞(r, f
′) = O
(
1
(1− r) logγ e1−r
)
, 0 < γ <∞,
if and only if
|ak| = O
(
(log nk)
−γ) , k ∈ N.
4. The role of the sublinear Hilbert operator
The generalized Hilbert operator
Hg(f)(z) =
∫ 1
0
f(t)g′(tz) dt
is well defined whenever
(27)
∫ 1
0
|f(t)| dt <∞.
Further, if f(z) =
∑∞
n=0 anz
n ∈ H(D) satisfies (27), then Hg(f) can be written
in terms of the coefficients of the Maclaurin series of f and g. Namely, if g(z) =∑∞
n=0 bnz
n ∈ H(D), then
Hg(f)(z) =
∞∑
k=0
(
(k + 1)bk+1
∫ 1
0
tkf(t) dt
)
zk
=
∞∑
k=0
(
(k + 1)bk+1
∞∑
n=0
an
n+ k + 1
)
zk.
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We begin with noting that condition (2) implies (27) for any f ∈ Apω. In fact,
by using Ho¨lder’s inequality and (6), we deduce∫ 1
0
|f(t)| dt ≤
(∫ 1
0
|f(t)|pω̂(t) dt
) 1
p
(∫ 1
0
ω̂(t)
− p
′
p dt
) 1
p′
. ‖f‖p
Apω
.
The standard radial weight (1− |z|2)α satisfies (2) if and only if −1 < α < p− 2.
Moreover, the function h(z) = (1 − z)−1
(
log e1−z
)−1
belongs to App−2 for all
1 < p < ∞, but ∫ 10 |h(t)| dt = ∞. Therefore (2) is a natural sharp condition for
both, the generalized Hilbert operator Hg and the sublinear Hilbert operator
H˜(f)(z) =
∫ 1
0
|f(t)|
1− tz dt
to be well defined. As mentioned in (5), the operator H˜ behaves like a maximal
operator with respect to Hg under appropriate hypotheses on ω and g. Conse-
quently, in view of (6), it is natural to study the boundedness of H˜ on both Lpω̂
and Apω. This is the main aim of this section.
Proof of Theorem 2. (i)⇒(iii). This part of the proof uses ideas from [15]. For
r ∈ [0, 1), set φr(t) = ω̂(t)−
1
p−1χ[r,1)(t), so that φr ∈ Lpω̂ for all r ∈ [0, 1) by (2).
Here, as usual, χE stands for the characteristic function of the set E. Then,
bearing in mind (6), we deduce
‖H(φr)‖Lp
ω̂
. ‖H(φr)‖Apω ≤ ‖H‖(Lpω̂ ,Apω)‖φr‖Lpω̂ ,
and hence
(28)
∫ 1
0
ω̂(s)
(∫ 1
r
ω̂
− 1
p−1 (t)
1− ts dt
)p
ds .
∫ 1
r
ω̂(t)−
1
p−1 dt.
Since∫ r
0
ω̂(s)
(∫ 1
r
ω̂−
1
p−1 (t)
1− ts dt
)p
ds ≥ 1
2p
(∫ r
0
ω̂(s)
(1− s)p ds
)(∫ 1
r
ω̂(t)
− 1
p−1 dt
)p
,
this together with (28) implies ω ∈ Mp and
Mp(ω) . ‖H‖(Lpω̂ ,Apω).
This argument also proves (ii)⇒(iii).
(iii)⇒(i). Since ω ∈ R by the assumption, ω is comparable to the differentiable
weight
∫ 1
r
ω(s) ds
(1−s) , so, by using [19, Theorem 1.1], we deduce
‖f‖p
Apω
≍ |f(0)|p +
∫
D
|f ′(z)|p(1− |z|)p ω(z) dA(z), f ∈ H(D).
Now, for any φ ∈ Lpω̂,
(H(φ))′ (z) =
∫ 1
0
tφ(t)
(1− tz)2 dt,
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and so Minkowski’s inequality in continuous form yields
Mp(r, (H(φ))′) =
(
1
2π
∫ 2π
0
∣∣∣∣∫ 1
0
φ(t)t
(1− treiθ)2 dt
∣∣∣∣p dθ)
1
p
≤
∫ 1
0
φ(t)
(∫ 2π
0
dθ
|1− treiθ|2p
) 1
p
dt ≍
∫ 1
0
φ(t)
(1− tr)2− 1p
dt,
and hence
‖H(φ)‖p
Apω
. I1(r) + I2(r) + |H(φ)(0)|p(29)
where
I1(r) =
∫ 1
0
(∫ r
0
φ(t)
(1− t)2− 1p
dt
)p
(1− r)pω(r) dr
and
I2(r) =
∫ 1
0
(∫ 1
r
φ(t)
(1− tr)2− 1p
dt
)p
(1− r)pω(r) dr.
We observe that
I1(r) . ‖φ‖pLp
ω̂
(30)
can be written as∫ 1
0
(∫ r
0
Φ(t) dt
)
Up(r) dr ≤
∫ 1
0
Φp(r)V p(r) dr,
where
Up(x) =
{
(1− x)p−1ω̂(x), 0 ≤ x < 1
0, x ≥ 1 ,
V p(x) =
{
(1− x)2p−1ω̂(x), 0 ≤ x < 1
0, x ≥ 1 ,
and Φ(t) = φ(t)
(1−t)
2− 1p
. Since ω̂ is decreasing,
(∫ 1
r
Up(s) ds
) 1
p
(∫ r
0
V −p
′
(s) ds
) 1
p′
=
(∫ 1
r
(1− s)p−1ω̂(s) ds
) 1
p
∫ r
0
1
(1− s)
(
2− 1
p
)
p′
ω̂
p′
p (s)
ds
 1p′
≤ ω̂(r) 1p (1− r)ω̂(r)− 1p
∫ r
0
1
(1− s)
(
2− 1
p
)
p′
ds
 1p′ ≤ C,
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for all r ∈ [0, 1). Now, [15, Theorem 1] shows that (30) holds. Moreover, since
ω ∈ Mp, by applying [15, Theorem 2] with
Up(x) =
{
ω̂(x)
(1−x)p , 0 ≤ x < 1
0, x ≥ 1 ,
and
V p(x) =
{
ω̂(x), 0 ≤ x < 1
0, x ≥ 1 ,
we deduce
I2(r) .
∫ 1
0
(∫ 1
r
φ(t) dt
)p
ω̂(r)
(1− r)p dr .M
p
p(ω)‖φ‖pLp
ω̂
,
which together with (29) and (30) gives (iii)⇒(i) and
‖H‖(Lpω̂ ,Apω) .Mp(ω).
It is clear that the same argument proves (iii)⇒(ii). 
It is worth noticing that the implication (iii)⇒(i) (as well as (iii)⇒(ii)) can also
be proved by using the theory of Bekolle´-Bonami weights. We will only give an
outline of this argument. It is strongly based on the following essentially known
result, which follows from Lemma A(v) and [12, Theorem 2.1].
Lemma 15. Let 1 < p < ∞ and ω ∈ R. Then there exists η0 = η0(p, ω) > −1
such that for all η ≥ η0, the dual of Apω can be identified with Ap
′
ω
−
p′
p (1−|z|)p′η
under
the pairing
(31) 〈f, g〉η =
∫
D
f(z)g(z)(1− |z|)η dA(z).
Reciprocally, the dual of Ap
′
ω
−
p′
p (1−|z|)p′η
can be identified with Apω under the same
pairing.
An alternative proof of (iii)⇒(i). Let η0 = η0(p, ω) > −1 be that of Lemma 15
and fix η ≥ η0. For simplicity, we write vp′(z) = ω(z)−
p′
p (1 − |z|)p′η. By
Lemma 15, the dual of Ap
′
vp′ can be identified with A
p
ω under the pairing defined
by (31). Therefore H : Lpω̂ → Apω is bounded if and only if
|〈H(φ), h〉η | . ‖φ‖Lp
ω̂
‖h‖vp′ , φ ∈ Lpω̂, h ∈ Ap
′
vp′
.
To prove this, let φ ∈ Lpω̂ and h ∈ Ap
′
vp′ . By Fubini’s theorem, the Cauchy integral
formula and Ho¨lder’s inequality, we deduce
|〈H(φ), h〉η | = 2
∣∣∣∣∫ 1
0
φ(t)
(∫ 1
0
h(r2t)r(1− r)η dr
)
dt
∣∣∣∣ . ‖φ‖Lpω̂I(h),(32)
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where
I(h) =
(∫ 1
0
(∫ 1
0
|h(r2t)|r(1− r)η dr
)p′
ω̂−
p′
p (t) dt
) 1
p′
.
A change of variable, the hypotheses ω ∈ Mp, [15, Theorem 1] and (4) give∫ 1
1
2
(∫ 1
0
|h(r2t)|r(1− r)η dr
)p′
ω̂−
p′
p (t) dt
.
∫ 1
0
(∫ t
0
M∞(s, h)(1 − s)η ds
)p′
ω̂
− p
′
p (t) dt
.Mp′p (ω)
∫ 1
0
Mp
′
∞(t, h)(1 − t)p
′η+1ω−
p′
p (t) dt.
(33)
Now, it follows from [20, p. 9 (i)] that∫ 1
t
vp′(s) ds ≥
∫ 1+t
2
t
(1− s)p′ηω− p
′
p (s) ds ≍ (1− t)p′η+1ω− p
′
p (t).
Consequently, this together with (33) and (6) yield∫ 1
1
2
(∫ 1
0
|h(r2t)|r(1− r)η dr
)p′
ω̂−
p′
p (t) dt
.Mp′p (ω)
∫ 1
0
Mp
′
∞(t, h)
(∫ 1
t
vp′(s) ds
)
dt .Mp′p (ω)‖h‖p
′
vp′
.
By combining this and (32), the proof is finished. 
5. Background on smooth Hadamard products
If W (z) =
∑
k∈J bkz
k is a polynomial and f(z) =
∑∞
k=0 akz
k ∈ H(D), then the
Hadamard product
(W ∗ f)(z) =
∑
k∈J
bkakz
k
is well defined. Further, if f ∈ H1, then
(W ∗ f)(eit) = 1
2π
∫ 2π
0
W (ei(t−θ))f(eiθ) dθ
is the usual convolution.
If Φ : R → C is a C∞-function such that its support supp(Φ) is a compact
subset of (0,∞), we set
AΦ = max
s∈R
|Φ(s)|+max
s∈R
|Φ′′(s)|,
and we consider the polynomials
WΦN (z) =
∑
k∈N
Φ
(
k
N
)
zk, N ∈ N.
With this notation we can state the next result on smooth partial sums.
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Theorem D. Let Φ : R → C be a C∞-function such that supp(Φ) ⊂ (0,∞) is
compact. Then the following assertions hold:
(i) There exists a constant C > 0 such that∣∣∣WΦN (eiθ)∣∣∣ ≤ Cmin{N max
s∈R
|Φ(s)|, N1−m|θ|−mmax
s∈R
|Φ(m)(s)|
}
,
for all m ∈ N ∪ {0}, N ∈ N and 0 < |θ| < π.
(ii) There exists a constant C > 0 such that∣∣∣(WΦN ∗ f)(eiθ)∣∣∣ ≤ CAΦM(|f |)(eiθ)
for all f ∈ H1. Here M denotes the Hardy-Littlewood maximal-operator
M(|f |)(eiθ) = sup
0<h<π
1
2h
∫ θ+h
θ−h
|f(eit)| dt.
(iii) For each p ∈ (1,∞) there exists a constant C = C(p) > 0 such that
‖WΦN ∗ f‖Hp ≤ CAΦ‖f‖Hp
for all f ∈ Hp.
(iv) For each p ∈ (1,∞) and a radial weight ω, there exists a constant C =
C(p, ω) > 0 such that
‖WΦN ∗ f‖Apω ≤ CAΦ‖f‖Apω
for all f ∈ Apω.
Theorem D follows from the results and proofs in [18, p. 111-113]. We will also
need the following lemma whose proof follows from (21) and Lemma A.
Lemma 16. Let 0 < p < ∞, n1, n2 ∈ N with n1 ≤ n2 ≤ Cn1, ω ∈ I ∪ R and
g ∈ H(D). Then
‖Sn1,n2g‖Apω ≍
(∫ 1
1− 1
n1
ω(s) ds
)1/p
‖Sn1,n2g‖Hp
≍
(∫ 1
1− 1
n2
ω(s) ds
)1/p
‖Sn1,n2g‖Hp .
The next auxiliary result allows us to prove the maximality of the sublinear
Hilbert operator H˜ in the study of the boundedness of Hg on weighted Bergman
spaces. The proof of Lemma 17 is analogous to that of [9, Lemma 7] and is
therefore omitted.
Lemma 17. Let 1 < p < ∞, ω be a radial weight satisfying (2) and n1, n2 ∈ N
with n1 < n2. Let f ∈ Apω, g(z) =
∑∞
k=0 ckz
k ∈ H(D) and h(z) =∑∞k=0 ck (∫ 10 tkf(t) dt) zk.
Then there exists a constant C = C(p) > 0 such that
‖Sn1,n2h‖Hp ≤ C
(∫ 1
0
t
n1
4 |f(t)| dt
)
‖Sn1,n2g‖Hp .
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The next known result can be proved by summing by parts and using the
M. Riesz projection theorem [9, 11].
Lemma E. Let 1 < p <∞ and λ = {λk}∞k=0 be a monotone sequence of positive
numbers. Let (λg)(z) =
∑∞
k=0 λkbkz
k, where g(z) =
∑∞
k=0 bkz
k.
(i) If {λk}∞n=0 is nondecreasing, then there exists a constant C > 0 such that
C−1λn1‖Sn1,n2g‖Hp ≤ ‖Sn1,n2λg‖Hp ≤ Cλn2‖Sn1,n2g‖Hp .
(ii) If {λn}∞n=0 is nonincreasing, then there exists a constant C > 0 such that
C−1λn2‖Sn1,n2g‖Hp ≤ ‖Sn1,n2λg‖Hp ≤ Cλn1‖Sn1,n2g‖Hp .
6. Proof of Theorem 1.
We may assume without loss of generality that
∫ 1
0 ω(r) dr = 1. Throughout
the proof {rn}∞n=0 is the sequence defined by (8) with α = 1.
6.1. Sufficiency. Theorem 4, with α = 1, shows that
‖Hg(f)‖qAqω ≍
∞∑
n=0
2−n ‖∆ωnHg(f)‖qHq(34)
for all f ∈ H(D). Now Lemma 17, Ho¨lder’s inequality and (6) yield
‖∆ω0Hg(f)‖Hq . |g′(0)|
∫ 1
0
|f(t)| dt+ ‖SM1,1Hg(f)‖Hq
. |g′(0)|
∫ 1
0
|f(t)| dt+
∥∥SM1,1g′∥∥Hq ∫ 1
0
t1/4|f(t)| dt
.
(|g′(0)| + ∥∥SM1,1g′∥∥Hq) ∫ 1
0
|f(t)| dt
.
(∫ 1
0
Mp∞(t, f) ω̂(t) dt
)1/p
. ‖f‖Apω ,
(35)
where the constants of comparison depend on p, q, ω and g.
Let first 1 < p ≤ q <∞ and assume that g ∈ Λ
(
q, 1p , ω̂
1
p
− 1
q
)
, that is,
Mq(r, g
′) ≤ ‖g − g(0)‖
Λ
(
q, 1
p
,ω̂
1
p−
1
q
) ω̂(r)
1
p
− 1
q
(1 − r)1− 1p
, 0 ≤ r < 1.
Lemma 17, Lemma 10, the M. Riesz projection theorem and the assumption give
‖∆ωnHg(f)‖qHq .
(∫ 1
0
t
Mn
4 |f(t)| dt
)q ∥∥∆ωng′∥∥qHq
.
(∫ 1
0
t
Mn
4 |f(t)| dt
)q
M qq
(
1− 1
Mn+1
, g′
)
.
(∫ 1
0
t
Mn
4 |f(t)| dt
)q
ω̂
(
1− 1
Mn+1
)q( 1
p
− 1
q
)
M
q(1− 1
p
)
n+1 ,
(36)
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where in the last inequality the constant of comparison depend on ‖g−g(0)‖q
Λ
(
q, 1
p
,ω̂
1
p−
1
q
).
Let f ∈ Apω. Then (6) yields M∞(r, f) . up(r) = ((1− r)ω̂(r))−
1
p . This
together the fact that up ∈ R by Lemma 7, and Lemma A(iv) yields
∫ 1
0
t
Mn
4 |f(t)| dt .
∫ 1
0
t
Mn
4 up(t) dt ≍ ûp
(
1− 1
Mn+1
)
≍
up
(
1− 1Mn+1
)
Mn+1
,
and thus
(37) M
1− 1
p
n+1 ω̂
(
1− 1
Mn+1
) 1
p
∫ 1
0
t
Mn
4 |f(t)| dt . ‖f‖Apω .
Let now k0 ∈ N to be fixed later. Since q ≥ p, by using (36), (37), Ho¨lder’s
inequality and (6), we deduce
k0∑
n=1
2−n ‖∆ωnHg(f)‖qHq
.
k0∑
n=1
2−n
(∫ 1
0
t
Mn
4 |f(t)| dt
)q
ω̂
(
1− 1
Mn+1
)q( 1
p
− 1
q
)
M
q(1− 1
p
)
n+1
. ‖f‖q−p
Apω
k0∑
n=1
2−n
(∫ 1
0
t
Mn
4 |f(t)| dt
)p
Mp−1n+1
. ‖f‖q−p
Apω
(∫ 1
0
|f(t)| dt
)p k0∑
n=1
2−nMp−1n+1
. ‖f‖q−p
Apω
∫ 1
0
Mp∞(t, f) ω̂(t) dt . ‖f‖qApω ,
(38)
where the constants of comparison depend on p, q, ω and k0.
Let now γ1 be the constant appearing in Lemma 6, and choose k0 to be the
smallest natural number such that rk0 ≥ max
{
1
2γ1 ,
1
2
}
and 2k0γ1 ≥ 4. Then, by
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(36), (37) and Lemma 6, we have
∞∑
n=k0+1
2−n ‖∆ωnHg(f)‖qHq
.
∞∑
n=k0+1
2−n
(∫ 1
0
t
Mn
4 |f(t)| dt
)q
· ω̂
(
1− 1
Mn+1
)q( 1
p
− 1
q
)
M
q(1− 1
p
)
n+1
. ‖f‖q−p
Apω
∞∑
n=k0+1
2−n
(∫ 1
0
t
Mn
4 |f(t)| dt
)p
Mp−1n+1
≤ C‖f‖q−p
Apω
2(k0+1)(γ2(p−1)−1)
∞∑
j=0
2−j
(∫ 1
0
t
2k0γ1Mj+1
4 |f(t)| dt
)p
Mp−1j+1
. ‖f‖q−p
Apω
∞∑
j=0
2−j
(∫ 1
0
tMj+1 |f(t)| dt
)p
Mp−1j+1 .
(39)
On the other hand, the M. Riesz projection theorem and Lemma 10 give∥∥∥∥∆ωn ( 11− z
)∥∥∥∥p
Hp
≍Mp−1n+1.
Now, by using Theorem 4 together with Lemma E(ii), we get
∥∥∥H˜(f)∥∥∥p
Apω
≍
∞∑
n=0
2−n
∥∥∥∆ωnH˜(f)∥∥∥p
Hp
&
∞∑
n=0
2−n
(∫ 1
0
tMn+1 |f(t)| dt
)p ∥∥∥∥∆ωn ( 11− z
)∥∥∥∥p
Hp
&
∞∑
n=0
2−n
(∫ 1
0
tMn+1 |f(t)| dt
)p
Mp−1n+1.
(40)
So, by combining (34), (35), (38), (39) and (40), we finally deduce
‖Hg(f)‖qAqω . ‖g − g(0)‖
q
Λ
(
q, 1
p
,ω̂
1
p−
1
q
)
(
‖f‖q
Apω
+ ‖f‖q−p
Apω
∥∥∥H˜(f)∥∥∥p
Apω
)
,
which together with Corollary 3 gives ‖Hg(f)‖qAqω . ‖g−g(0)‖
q
Λ
(
q, 1
p
,ω̂
1
p−
1
q
)‖f‖q
Apω
.
This finishes the proof of the sufficiency in the case 1 < p ≤ q <∞.
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Let now 1 < q < p < ∞ and assume that g′ ∈ H
(
q, s, ω̂
s
(
1− 1
q
)). By (34),
(35), Lemma 17 and Ho¨lder’s inequality, we deduce
‖Hg(f)‖qAqω ≍
∞∑
n=0
2−n ‖∆ωnHg(f)‖qHq
. ‖f‖q
Apω
+
∞∑
n=1
2−n ‖∆ωnHg(f)‖qHq
. ‖f‖q
Apω
+
∞∑
n=1
2−n
(∫ 1
0
t
Mn
4 |f(t)| dt
)q ∥∥∆ωng′∥∥qHq
. ‖f‖q
Apω
+
[
∞∑
n=1
2−nMp−1n
(∫ 1
0
t
Mn
4 |f(t)| dt
)p] qp  ∞∑
n=1
2−n
‖∆ωng′‖sHq
M
(
1− 1
p
)
s
n
1−
q
p
.
(41)
Corollary 11 and the assumption ω ∈ R yield ∞∑
n=1
2−n
‖∆ωng′‖sHq
M
(
1− 1
p
)
s
n
1−
q
p
.
[∫ 1
0
M sq (r, g
′)(1 − r)
(
1− 1
p
)
s
ω(r) dr
]1− q
p
. ‖g′‖q
H
(
q,s,ω̂
s(1− 1q )
).
(42)
Moreover, by arguing as in the previous case we obtain[
∞∑
n=1
2−nMp−1n
(∫ 1
0
t
Mn
4 |f(t)| dt
)p] qp
. ‖f‖q
Apω
+ ‖H˜(f)‖q
Apω
. ‖f‖q
Apω
,
which together with (41) and (42) gives
‖Hg(f)‖qAqω . ‖g
′‖q
H
(
q,s,ω̂
s(1− 1q )
)‖f‖q
Apω
+ ‖f‖q
Apω
.
The proof of the sufficiency is now complete.
6.2. Test functions. Before passing to the proof of the necessity part of Theo-
rem 1, we will construct appropriate test functions. If q < p we set up a family
of functions Qρ ∈ Apω, depending on g, such that
lim
ρ→1−
‖Qρ‖pApω ≍ ‖g
′‖
H
(
q,s,ω̂
s(1− 1q )
).
In the case q ≥ p we will use the next result which can be proved by using ideas
from [9, Lemma 1].
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Lemma 18. Let 0 < p − 1 < γ < ∞ and ω ∈ I ∪ R. Let E ⊂ (0,∞) be a
bounded set such that dist(E, 0) > 0. For N ∈ N, let aN = 1− 1N , and consider
the functions
ψN,ω(s) =
[
Nγ+1ω (S (aN ))
]− 1
p
∫ 1
0
tsN
(1− aN t)
γ+1
p
dt, s > 0,
and
(43) ϕN,ω(s) =
1
ψN,ω(s)
, s > 0.
Then the following assertions hold:
(i) ψN,ω, ϕN,ω ∈ C∞((0,∞)).
(ii) There exists a constant C = C(E) > 0 such that
C−1N−1ω (S (aN ))
− 1
p ≤ |ψN,ω(s)| ≤ CN−1ω (S (aN ))−
1
p , s ∈ E, N →∞.
(iii) For each m ∈ N, there exists a constant C = C(m,E) > 0 such that
|ψ(m)N,ω(s)| ≤ CN−1ω (S (aN ))−
1
p , s ∈ E, N ∈ N.
(iv) For each m ∈ N, there exists a constant C = C(m,E) > 0 such that
(44) |ϕ(m)N,ω(s)| ≤ CNω (S (aN ))
1
p , s ∈ E, N ∈ N.
Next, we will construct the test functions which will be used in the proof of
the case q < p. As usual, we write fρ(z) = f(ρz) for each 0 ≤ ρ < 1.
Lemma 19. Let 1 < q < p < ∞, ω ∈ R ∩ Mp and g ∈ H(D) such that
g′ ∈ H
(
q, s, ω̂
s
(
1− 1
q
)). Then the functions
φρ(r) =
(
Mq(r, g
′
ρ)(1− r)1−
1
q
) q
p−q
, 0 < ρ < 1,
and
Qρ(z) =
∫ 1
0
φρ(t)
1− tz dt, z ∈ D,
satisfy
Qρ(t) & φρ(t), 0 ≤ t < 1,(45)
and
(46) ‖Qρ‖pApω ≍
∫ 1
0
φpρ(t) ω̂(t) dt <∞.
Proof. Clearly, Qρ ∈ H(D) for all 0 < ρ < 1. Moreover,
Qρ(r) ≥
∫ 1
r
φρ(t)
1− tr dt ≥
M
q
p−q
q (r, g′ρ)
1− r2
∫ 1
r
(1− t) q−1p−q dt ≍ φρ(r), 0 ≤ r < 1.
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This and (6) give
(47) ‖Qρ‖pApω &
∫ 1
0
φpρ(t) ω̂(t) dt.
Since ω ∈ R by the assumption, ω is comparable to the differentiable weight ω̂(r)1−r ,
and hence n consecutive applications of [19, Theorem 1.1] give
(48) ‖f‖p
Apω
≍
n−1∑
j=0
|f (j)(0)|p +
∫
D
|f (n)(z)|p(1− |z|)np ω(z) dA(z), f ∈ H(D).
Now
Q(n)ρ (z) = n!
∫ 1
0
tnφρ(t)
(1− tz)n+1 dt,
and so Minkowski’s inequality in continuous form yields
Mp(r,Q
(n)
ρ ) =
(
n!
2π
∫ 2π
0
∣∣∣∣∫ 1
0
φρ(t)t
n
(1− treiθ)n+1 dt
∣∣∣∣p dθ)
1
p
.
∫ 1
0
φρ(t)
(∫ 2π
0
dθ
|1− treiθ|np+p
) 1
p
dt ≍
∫ 1
0
φρ(t)
(1− tr)n− 1p+1
dt.
Choose now n ∈ N such that n− 1p − q−1p−q > 0. Then
∫ r
0
φρ(t)
(1− tr)n− 1p+1
dt ≤Mq(r, g′ρ)
q
p−q
∫ r
0
(1− t) q−1p−q
(1− tr)n− 1p+1
dt
≤Mq(r, g′ρ)
q
p−q
∫ r
0
dt
(1− tr)n− 1p+1− q−1p−q
≍ φρ(r)
(1− r)n− 1p
.
Moreover, since ω ∈ Mp, by applying [15, Theorem 2], with
Up(x) =
{
ω̂(x)
(1−x)p , 0 ≤ x < 1
0, x ≥ 1 ,
and
V p(x) =
{
ω̂(x), 0 ≤ x < 1
0, x ≥ 1 ,
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we deduce∫ 1
0
Mpp (r,Q
(n)
ρ )(1− r)np ω(r) dr
.
∫ 1
0
((∫ r
0
+
∫ 1
r
)
φρ(t)
(1− tr)n− 1p+1
dt
)p
(1− r)np ω(r) dr
.
∫ 1
0
φpρ(r)(1− r)ω(r) dr +
∫ 1
0
(∫ 1
r
φρ(t) dt
)p
ω(r)
(1− r)p−1 dr
.
∫ 1
0
φpρ(r)ω̂(r) dr +
∫ 1
0
(∫ 1
r
φρ(t) dt
)p
ω̂(r)
(1− r)p dr
.
∫ 1
0
φpρ(r)ω̂(r) dr <∞,
which together with (48) and (47) gives (46). This finishes the proof. 
6.3. Necessity. First we deal with the case 1 < p ≤ q < ∞. Let g(z) =∑∞
k=0 bkz
k be the Maclaurin series of g. By Lemma 6 there exists a positive
constant B2 = B2(ω) such that
(49) 1 ≤ Mn+1
Mn
≤ B2, n ∈ N.
Let us consider the functions ψMn,ω and ϕMn,ω =
1
ψMn,ω
defined in Lemma 18.
For each n ∈ N, we can find a C∞-function ΦMn : R → C with supp (ΦMn) ⊂(
1
2 , 2B2
)
, satisfying
(50) ΦMn(s) = ϕMn,ω(s), 1 ≤ s ≤ B2,
and such that, by using part Lemma 18(iv), for eachm ∈ N there exists a constant
C = C(m) > 0 for which
(51) |Φ(m)Mn (s)| ≤ CMnω (S (aMn))
1/p , s ∈ R, n ∈ N.
In particular, by (51) and Lemma 18(ii), we have
(52) AΦMn = maxs∈R
|ΦMn(s)|+max
s∈R
|Φ′′Mn(s)| .Mnω (S (aMn))1/p .
Let us now consider the functions
(53) fMn(z) =
1(
Mγ+1n ω (S (aMn))
)1/p 1
(1− aMnz)
γ+1
p
, z ∈ D, n ∈ N,
where γ > max{γ0, p− 1} and γ0 = γ0(ω) > 0 is from Lemma B. The Apω-norms
of the functions fMn are uniformly bounded by Lemma B. Therefore
sup
n∈N
‖Hg(fMn)‖Aqω . ‖Hg‖(Apω ,Aqω) <∞
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by the hypothesis. This together with Theorem D(iv) and (52) implies
‖WΦMnMn ∗ Hg(fMn)‖Aqω . AΦMn‖Hg(fMn)‖Aqω
. ‖Hg‖(Apω,Aqω)Mnω (S (aMn))
1/p .
(54)
On the other hand, bearing in mind the M. Riesz projection theorem, (49), (50),
(53) and (43), we deduce
‖WΦMNMn ∗ Hg(fMn)‖Aqω
&
∥∥∥∥∥∥
∑
Mn≤k≤Mn+1−1
(k + 1)bk+1
(∫ 1
0
tkfMn(t) dt
)
ΦMn
(
k
Mn
)
zk
∥∥∥∥∥∥
Aqω
=
∥∥∥∥∥∥
∑
Mn≤k≤Mn+1−1
(k + 1)bk+1
(∫ 1
0
tkfMn(t) dt
)
ϕMn,ω
(
k
Mn
)
zk
∥∥∥∥∥∥
Aqω
= ‖∆ωng′‖Aqω ,
which together with (54), Lemma 16, Lemma A and (8) gives
‖∆ωng′‖Hq . ‖Hg‖(Apω,Aqω)Mn
1− 1
p
(
ω̂
(
1− 1
Mn
)) 1
p
− 1
q
. ‖Hg‖(Apω,Aqω)Mn
1− 1
p 2
−n
(
1
p
− 1
q
)
.
Finally, Corollary 12(i) implies g ∈ Λ
(
q, 1p , ω̂
1
p
− 1
q
)
and
‖g − g(0)‖
Λ
(
q, 1
p
,ω̂
1
p−
1
q
) . ‖Hg‖(Apω ,Aqω).
Let now 1 < q < p <∞ and assume that Hg : Apω → Aqω is bounded. Let {φρ}
and {Qρ} be the families of functions considered in Lemma 19. Since each Qρ is
increasing on [0, 1), Lemma 6 gives∫ 1
0
tMnQρ(t) dt ≍
∫ 1
0
tMn+1Qρ(t) dt, n ∈ N.
So, Theorem 4, Lemma E and Lemma 10 imply
‖Hgρ(Qρ)‖qAqω ≍
∞∑
n=0
2−n‖∆ωnHgρ(Qρ)‖qHq
≍
∞∑
n=0
2−n
(∫ 1
0
tMnQρ(t) dt
)q
‖∆ωng′ρ‖qHq
≍
∞∑
n=0
2−n
(∫ 1
0
tMnQρ(t) dt
)q
M qq
(
1− 1
Mn+1
,∆ωng
′
ρ
)
.
(55)
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Since Qρ is increasing on [0, 1), (45), the M. Riesz projection theorem and
Lemma 10 yield∫ 1
0
tMnQρ(t) dt &
Qρ
(
1− 1Mn+1
)
Mn+1
&
M
q
p−q
q
(
1− 1Mn+1 , g′ρ
)
M
1+ q−1
p−q
n+1
&
‖∆ωng′ρ‖
q
p−q
Hq
M
p−1
p−q
n+1
.
(56)
So, by combining (55), (56), Corollary 11 and Lemma 19, we obtain
‖Hgρ(Qρ)‖qAqω &
∞∑
n=0
2−n
1
M
q p−1
p−q
n+1
‖∆ωng′ρ‖
pq
p−q
Hq
≍
∫ 1
0
M sq (r, g
′
ρ)(1 − r)
(
1− 1
p
)
s
ω(r) dr
≍
∫ 1
0
φpρ(r) ω̂(r) dr ≍ ‖Qρ‖pApω .
(57)
Further, (55) yields
‖Hgρ(Qρ)‖qAqω ≤ C‖Hg(Qρ)‖
q
Aqω
, 0 < ρ < 1,
where C does not depend on ρ. This together with (57) gives
∞ > ‖Hg‖q(Apω ,Aqω) ≥
‖Hg(Qρ)‖qAqω
‖Qρ‖qApω
&
‖Hgρ(Qρ)‖qAqω
‖Qρ‖qApω
& ‖Qρ‖p−qApω ≍ ‖g
′
ρ‖q
H
(
q,s,ω̂
s(1− 1q )
),
so, by letting ρ→ 1−, we deduce
‖Hg‖q(Apω ,Aqω) & ‖g
′‖q
H
(
q,s,ω̂
s(1− 1q )
).
This finishes the proof.
7. Compact and Hilbert-Schmidt operators
7.1. Compactness. The main objective of this section is to prove the following
result.
Theorem 20. Let 1 < p, q <∞, ω ∈ R ∩Mp and g ∈ H(D).
(i) If 1 < p ≤ q < ∞, then Hg : Apω → Aqω is compact if and only if
g ∈ λ
(
q, 1p , ω̂
1
p
− 1
q
)
.
(ii) If 1 < q < p < ∞, then Hg : Apω → Aqω is compact if and only it is
bounded.
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We will need the following lemma, which can be easily proved by using (2),
Ho¨lder’s inequality and (6).
Lemma 21. Let 1 < p <∞ and let ω be a radial weight such that (2) is satisfied.
Let {fj}∞j=1 be a sequence in Apω such that supj ‖fj‖Apω = K <∞ and fj → 0, as
j →∞, uniformly on compact subsets of D. Then the following assertions hold:
(i) limj→∞
∫ 1
0 |fj(t)| dt = 0;
(ii) Hg(fj) → 0, as j → ∞, uniformly on compact subsets of D for each
g ∈ H(D).
Next, we remind the reader that for ω ∈ I ∪ R, the norm convergence in Apω
implies the uniform convergence on compact subsets of D by [20, Lemma 2.5].
This fact and Lemma 21 are the key tools in the proof of the following result
whose proof will be omitted.
Lemma 22. Let 1 < p <∞, 0 < q <∞ and ω ∈ I ∪R such that (2) is satisfied,
and let g ∈ H(D). Then the following conditions are equivalent:
(i) Hg : Apω → Aqω is compact;
(ii) For each sequence {fj}∞j=1 in Apω for which
(58) sup
k
‖fj‖Apω = K <∞
and
(59) fj → 0, as j →∞, uniformly on compact subsets of D,
we have limj→∞ ‖Hg(fj)‖Aqω = 0.
Proof of Theorem 20. (i). Assume first that Hg : Apω → Aqω is compact. Let
{fMn}∞n=0 be the family of test functions
fMn(z) =
1(
Mγ+1n ω (S (aMn))
)1/p 1
(1− aMnz)
γ+1
p
, z ∈ D, n ∈ N,
considered in (53). If γ is large enough, Lemma B ensures that {fMn}∞n=0 satisfies
(58). Now the proof of Lemma [20, Lemma 1.1] shows that lim|a|→1−
(1−|a|)γ
ω̂(|a|) = 0,
if γ > 0 is again large enough. So, if γ is fixed appropriately, then
lim
n→∞
fMn(z) = limn→∞
1(
Mn
γω̂
(
1− 1Mn
))1/p 1
(1− aMnz)
γ+1
p
= 0
uniformly on compact subsets of D. Thus {fMn}∞n=0 satisfies (59). Therefore
Lemma 22 implies
(60) lim
n→∞
‖Hg(fMn)‖Apω = 0.
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Next, a careful inspection of the proof of the necessity part of Theorem 1 reveals
the inequalities
‖∆ωng′‖Hq . ‖Hg(fMn)‖AqωMn
1− 1
p ω̂
(
1− 1
Mn
) 1
p
− 1
q
. ‖Hg(fMn)‖AqωMn
1− 1
p 2
−n
(
1
p
− 1
q
)
, n ∈ N.
Finally, (60) and Corollary 12(ii) imply g ∈ λ
(
q, 1p , ω̂
1
p
− 1
q
)
.
Conversely, let ε > 0 and g ∈ λ
(
q, 1p , ω̂
1
p
− 1
q
)
. Then there exists r0 = r0(ε) ∈
[0, 1) such that
(61) M qq (r, g
′) ≤ ε ω̂
q
p
−1
(r)
(1− r)q(1− 1p )
, r ≥ r0.
Let now k0 be the integer which appears in the proof of the sufficiency part of
Theorem 1, and choose n0 ≥ k0, such that
(62) 1− 1
Mn+1
≥ r0, n ≥ n0.
Let {fj} be a sequence of analytic functions in D satisfying (58) and (59). By
arguing as in the proof of Theorem 1 and bearing in mind that λ
(
q, 1p , ω̂
1
p
− 1
q
)
⊂
Λ
(
q, 1p , ω̂
1
p
− 1
q
)
, we deduce
n0∑
n=0
2−n ‖∆ωnHg(fj)‖qHq . ‖fj‖q−pApω
n0∑
n=0
2−n
(∫ 1
0
t
Mn
4 |fj(t)| dt
)p
Mp−1n+1
.
(∫ 1
0
|fj(t)| dt
)p
,
(63)
where the constants of comparison depend on g, p, ω, K and n0.
On the other hand, an analogous reasoning to that in (36), (61), (62), (37) and
(58) give
‖∆ωnHg(fj)‖qHq .
(∫ 1
0
t
Mn
4 |fj(t)| dt
)q ∥∥∆ωng′∥∥qHq
. ε‖fj‖q−pApω
(∫ 1
0
t
Mn
4 |fj(t)| dt
)p
Mp−1n+1
≤ εKq−p
(∫ 1
0
t
Mn
4 |fj(t)| dt
)p
Mp−1n+1,
so bearing in mind that n0 ≥ k0, Corollary 3, (58) and following the proof of
Theorem 1, we get
∞∑
n=n0+1
2−n ‖∆ωnHg(fj)‖qHq . εKq−p
∥∥∥H˜(fj)∥∥∥p
Apω
. εKq−p‖fj‖pApω . εK
q.
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This together with (34), (63) and Lemma 21, imply
lim
j→∞
‖Hg(fj)‖pApω . limj→∞
((∫ 1
0
|fj(t)| dt
)p
+ εKq
)
. εKq.
Since ε > 0 is arbitrary, Lemma 22 shows that Hg : Apω → Aqω is compact.
(ii). By Theorem 1(ii) it is enough to show that Hg : Apω → Aqω is compact if
g′ ∈ H(q, s, ω̂s(1− 1q )). Let {fj} be a sequence of analytic functions in D satisfying
(58) and (59). Let ε > 0 be given. By the proof of Corollary 11, there exists
n0 ∈ N such that  ∞∑
n=n0
2−n
‖∆ωng′‖sHq
M
(
1− 1
p
)
s
n
1−
q
p
< ε
for all n ≥ n0. By Ho¨lder’s inequality, (58) and a reasoning similar to that in the
proof of Theorem 1, we obtain
∞∑
n=n0
2−n
(∫ 1
0
t
Mn
4 |fj(t)| dt
)q ∥∥∆ωng′∥∥qHq
≤
[
∞∑
n=n0
2−nMp−1n
(∫ 1
0
t
Mn
4 |fj(t)| dt
)p] qp  ∞∑
n=n0
2−n
‖∆ωng′‖sHq
M
(
1− 1
p
)
s
n
1−
q
p
. ε
[
∞∑
n=1
2−nMp−1n
(∫ 1
0
t
Mn
4 |fj(t)| dt
)p] qp
. ε
(
‖fj‖qApω + ‖H˜(fj)‖
q
Apω
)
. ε‖fj‖qApω . εK
q.
On the other hand, (35) and Lemma 17 give
n0−1∑
n=0
2−n ‖∆ωnHg(f)‖qHq .
(∫ 1
0
|fj(t)| dt
)q n0−1∑
n=0
‖∆ωng′‖qHq ,
and hence by (34) and Lemma 17
‖Hg(fj)‖qAqω
.
n0−1∑
n=0
2−n ‖∆ωnHg(fj)‖qHq +
∞∑
n=n0
2−n
(∫ 1
0
t
Mn
4 |fj(t)| dt
)q ∥∥∆ωng′∥∥qHq
.
(∫ 1
0
|fj(t)| dt
)q n0−1∑
n=0
‖∆ωng′‖qHq + εKq.
Finally, since ε > 0 is arbitrary and n0 ∈ N fixed, Lemma 21 gives
lim
j→∞
‖Hg(fj)‖Aqω = 0,
which together with Lemma 22 finishes the proof. 
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7.2. Hilbert-Schmidt operators. In this section we offer a characterization
of those symbols g for which the operator Hg is Hilbert-Schmidt on A2ω, where
ω ∈ R∩M2. Recall that the classical Dirichlet space consists of those functions
g ∈ H(D) for which
‖g‖2D = |g(0)|2 +
∫
D
|g′(z)|2 dA(z) <∞.
Theorem 23. Let ω ∈ R ∩M2 and g ∈ H(D). Then Hg is Hilbert-Schmidt on
A2ω if and only if g ∈ D.
Proof. Denote
ωn =
∫ 1
0
r2n+1ω(r) dr, en(z) =
zn√
2ω
1/2
n
, n ∈ N,
and consider the basis {en} of A2ω. If g(z) =
∑∞
0 bkz
k ∈ H(D), then
‖Hg(en)‖2A2ω =
1
2ωn
∞∑
k=0
(k + 1)2|bk+1|2ωk
(n+ k + 1)2
.
We claim that
(64)
∞∑
n=0
1
(n+ k + 1)2ωn
≍ 1
(k + 1)ωk
, k ∈ N.
So, assuming this for a moment, we deduce
∞∑
n=0
‖Hg(en)‖2A2ω =
∞∑
n=0
1
2ωn
∞∑
k=0
(k + 1)2|bk+1|2ωk
(n + k + 1)2
=
1
2
∞∑
k=0
(k + 1)2|bk+1|2ωk
∞∑
n=0
1
(n+ k + 1)2ωn
≍
∞∑
k=0
(k + 1)|bk+1|2 ≍ ‖g − g(0)‖2D ,
which proves the assertion. It remains to prove (64). Clearly,
(65)
∞∑
n=k+1
1
(n+ k + 1)2ωn
≥ 1
ωk
∞∑
n=k+1
1
(n + k + 1)2
≍ 1
(k + 1)ωk
, k ∈ N.
On the other hand,
(66)
k∑
n=0
1
(n+ k + 1)2ωn
≤ 1
ωk
k∑
n=0
1
(n+ k + 1)2
≍ 1
(k + 1)ωk
, k ∈ N.
Moreover, since ω ∈ M2, Lemma 7 yields∫ 1
r
dt
ω̂(t)
≍ (1− r)
ω̂(r)
,
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which together with Lemma A(i) and (iv) gives
∞∑
n=k+1
1
(n+ k + 1)2ωn
≤
∞∑
n=k+1
1
(n+ 1)2ωn
≍
∞∑
n=k+1
1
ω̂
(
1− 1n
) ∫ 1− 1n+1
1− 1
n
dt
≤
∫ 1
1− 1
k+1
dt
ω̂(t)
≍ 1
(k + 1)ω̂
(
1− 1k+1
) ≍ 1
(k + 1)ωk
.
This combined with (66) and (65) yields (64) and finishes the proof. 
8. Further results
8.1. Descriptions of weighted spaces. In view of [8, Theorem 5.4] it is nat-
ural to expect that, under appropriate assumptions, the space Λ (q, α, ω̂η) could
be characterized by a weighted q-mean Lipschitz condition. We show that this
is indeed the case of those spaces to which the containment of the symbol g
characterizes the boundedness of Hg : Apω → Aqω when 1 < p ≤ q < ∞ and
ω ∈ R ∩Mp.
Proposition 24. Let 1 < q, p <∞, η ∈
[
0, 1p
)
, ω ∈ R∩Mp and g ∈ H(D). The
the following assertions hold:
(i) g ∈ Λ
(
q, 1p , ω̂
η
)
if and only if g ∈ Hq and
sup
0<h≤t
(∫ 2π
0
|g(ei(θ+h))− g(eiθ)|q dθ
2π
)1/q
= O(t
1
p ω̂η(1− t)), t→ 0.
Moreover,
‖g‖
Λ
(
q, 1
p
,ω̂η
) ≍ |g(0)| + sup
0<h≤t
(∫ 2π
0 |g(ei(θ+h))− g(eiθ)|q dθ2π
)1/q
t
1
p ω̂η(1− t)
.
(ii) g ∈ λ(q, 1p , ω̂η) if and only if g ∈ Hq and
sup
0<h≤t
(∫ 2π
0
|g(ei(θ+h))− g(eiθ)|q dθ
2π
)1/q
= o(t
1
p ω̂η(1− t)), t→ 0.
Proof. The proof of (i) consists of a direct application of [2, Theorem 2.1(i)].
First, observe that if g ∈ Λ
(
q, 1p , ω̂
η
)
, then g ∈ Hq. Now, if we choose
̺(t) = t
1
p ω̂η(1− t), 0 ≤ t < 1,
it suffices to show that ̺ satisfies both, the Dini condition
(67)
∫ t
0
̺(s)
s
ds . ̺(t), 0 < t < 1,
and the b1-condition
(68)
∫ 1
t
̺(s)
s2
ds .
̺(t)
t
, 0 < t < 1.
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By Lemma A(i), we deduce the inequality
∫ t
0
s
1
p
−1
(
ω̂(1− s)
ω̂(1− t)
)η
ds ≤ 1
tαη
∫ t
0
s
1
p
+αη−1
ds =
t
1
p
1
p + αη
,
which is equivalent to (67). Moreover, by using the fact that
ω̂(r) 1
p
(1−r)
1− 1p
is essentially
increasing (see the proof of Lemma 8(iii)) and again Lemma A(i), we obtain
∫ 1
t
̺(s)
s2
ds =
∫ 1−t
0
ω̂(r)η
(1− r)2− 1p
dr .
ω̂(1− t) 1p
t1−
1
p
∫ 1−t
0
dr
(1− r)ω̂ 1p−η(r)
=
ω̂
1
p (1− t)
ω̂(1− t) 1p−ηt1− 1p
∫ 1−t
0
ω̂
1
p
−η
(1− t)
ω̂
1
p
−η
(r)
dr
1− r
≤ ω̂
η(1− t)tα
(
1
p
−η
)
t1−
1
p
∫ 1−t
0
dr
(1− r)1+α
(
1
p
−η
)
.
ω̂η(1− t)
t
1− 1
p
=
̺(t)
t
, 0 < t < 1,
which is (68).
With the proof of [2, Theorem 2.1] in hand, the second assertion (ii) can be
proved in an analogous manner with minor modifications. 
If we choose ω(r) = (1− r2)α, where −1 < p− 2 < α <∞, then Theorem 1(i)
and Proposition 24 show that Hg : Apα → Aqα, q ≥ p, is bounded if and only if g
belongs to the mean Lipschitz space Λ
(
q, 2+αp − 1+αq
)
.
With respect to the condition that characterizes the bounded operators Hg :
Apω → Aqω, when 1 < q < p <∞ and ω ∈ R ∩Mp, it is worth noticing that
(69) g′ ∈ H
(
q, s, ω̂
s
(
1− 1
q
))⇔ g ∈ H (q, s, ω̂− s
q
)
by [19, Theorem 1.1], provided that (1 − r)− sq ω̂(r) ∈ R. This last requirement
may happen only if q < p− 1, because
(1− r)− sq ω̂(r) = ω̂(r)
(1− r)p−1
1
(1− r)1+ pp−q−p
and ω̂(r)(1−r)p−1 is essentially increasing. In particular, the previous argument says
that (69) does not hold if 1 < p ≤ 2. It is also worth noticing that for the
standard weight ω(r) = (1 − r)α that belongs to Mp, the equivalence (69) is
satisfied when p− 2 > α > pp−q − 2.
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8.2. Analysis on the Muckenhoupt type condition. We saw in Theorem 2
that the Muckenhoupt type condition (3) characterizes the boundedness of both
the Hilbert operator H and the sublinear Hilbert operator H˜ from Lpω̂ to Apω
whenever ω is regular and satisfies the integral condition (2), and further, that
the quantity Mp(ω) is comparable to the operator norm in both cases. Both
integral conditions (2) and (3) restrict the behavior of the inducing weight ω in
their own way and thus also affect to the nature of the spaces Lpω̂ and A
p
ω as
well. To understand these conditions better, we compare them to the pointwise
behavior of the quotient ψω(r)/(1− r) appearing in the definitions of the regular
and rapidly increasing weights.
Lemma 25. Let ω a continuous radial weight and 1 < p <∞.
(i) If (2) holds and
lim inf
r→1−
ψω(r)
1− r >
1
p− 1 ,
then ω ∈Mp.
(ii) If (2) holds and
lim
r→1−
ψω(r)
1− r =
1
p− 1 ,
then ω /∈Mp.
(iii) If there exists r⋆ ∈ (0, 1) such that
ψω(r)
1− r ≤
1
p− 1 , r
⋆ ≤ r < 1,
then (2) does not hold.
Proof. (i). By the assumption, there exist d > 1p−1 and r0 ∈ (0, 1) such that
ψω(r)
1−r ≥ d on [r0, 1). Therefore the differentiable function hd(r) = ω̂(r)
(1−r)
1
d
is
increasing on [r0, 1), and hence
ω̂(r) .
(
1− r
1− t
) 1
d
ω̂(t), 0 ≤ r ≤ t < 1.
It follows that∫ 1
r
ω̂(t)
− 1
p−1dt . ω̂(r)
− 1
p−1 (1− r) 1d(p−1)
∫ 1
r
(1− t)− 1d(p−1) dt ≍ (1− r)ω̂(r)− 1p−1 .
Since trivially, ∫ 1
r
ω̂(t)−
1
p−1 dt ≥ (1− r)ω̂(r)− 1p−1 ,
we deduce ω̂−
1
p−1 ∈ R, and thus ω ∈ Mp by Lemma 7.
(ii). The assertion follows by the Bernouilli-l’Hoˆpital theorem and Lemma 7(i).
(iii). The assumption yields
ω̂(r) &
(
1− r
1− t
)p−1
ω̂(t), 0 ≤ r ≤ t < 1,
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and hence ∫ 1
r
ω̂(t)
− 1
p−1 dt & ω̂(r)
− 1
p−1 (1− r)
∫ 1
r
dt
1− t =∞.

It is worth noticing that there there exists regular weights ω such that limr→1−
ψω(r)
1−r
does not exist. The weight ω, defined by the identity∫ 1
r
ω(s) ds = 2(1 − r) cos
(
1
(1− r)1/2
)
+ 16(1 − r)1/2,
gives is a concrete example.
The bigger the limit limr→1−
ψω(r)
1−r is (if it exists), the smaller the space A
p
ω is.
Therefore, in view of Lemma 25, Theorem 1(i) says, roughly speaking, that the
Hilbert operator H is well defined and bounded on Apω for ω ∈ R whenever the
space is small enough. It is known that the weighted Bergman space Apω induced
by a rapidly increasing weight ω lies closer to the Hardy space Hp than any
classical weighted Bergman space Apα [20]. Therefore, by the observation above
and results in [9], it is natural to expect that if ω ∈ I (and satisfies some local
regularity requirement), then Hg is bounded on Apω if and only if g belongs to the
mean Lipschitz space Λ
(
p, 1p
)
. The proof of Theorem 1 with minor modifications
show that g ∈ Λ
(
p, 1p
)
is indeed a necessary condition for Hg : Apω → Apω to be
bounded when ω ∈ I. It is also appropriate to mention that the question of
characterizing the bounded operators Hg on Apω with ω ∈ I is more likely related
to the open problem of describing those g ∈ H(D) such that Hg : Hp → Hp is
bounded in the case 2 < p <∞ [9].
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