Investigation of the differential operators with the generalized coefficients having singular support on a disjoint set of points requires the consideration of the distribution theory with the set of discontinuous test functions. Such a distribution theory for test functions having discontinuity at one point is developed. A fourparameter family of Schrodinger operators, formed by the operators with singular potential, singular metrics and singular gauge field, is considered. It is proved that this family of singular interactions describes all possible selfadjoint extensions of the second derivative operator defined on the functions vanishing in a neighbourhood of the point. Approximation by operators with smooth coefficients is discussed. ᮊ
INTRODUCTION
Differential operators with coefficients equal to the generalized functions appear in different problems of applied mathematics and mathematical physics. These operators are closely related to exactly solvable w x problems in quantum mechanics, atomic physics, and acoustics 3, 11 . An important class of such operators is formed by the differential operators with the coefficients having singular support on a disjoint set of points. Such operators will be named ''operators with singular interactions'' in the future. Every such selfadjoint operator can be described as an extension of the symmetric operator defined by the same differential expression on the set of functions with the support disjoint from the singular support of the coefficients. All selfadjoint extensions of these operators will be named ''selfadjoint perturbations''.
The selfadjoint perturbations of the differential operators can be studied with the help of the von Neumann extensions theory for symmetric operators or the Krein theory. The operator with singular interaction was introduced by Fermi. The first mathematically correct investigation of the operator with singular interaction was carried out by Berezin and Faddeev w x Ž 3 . 6 . A Laplace operator in L R with singular interaction at one point 2 has been considered. The most complete collection of solved problem involving singular interactions in dimensions one, two, and three can be w x found in the monograph by Albeverio et al. 3 . The monograph by w x Demkov and Ostrovskii 11 contains numerous applications of the described Hamiltonians to physics. Generalizations of the singular interactions involving additional space of interaction have been introduced by w x Pavlov 19 . The singular interactions with support on the low-dimensional w x manifolds have been studied in 20 .
Differential operators in dimension one are investigated in this paper. The relations between the singular interactions and selfadjoint perturbations for the first and second derivative operators have been discussed w x 3 ᎐ 5, 9, 10, 12᎐14, 16᎐18, 21 . The set of the selfadjoint perturbations and singular interactions for the second order differential operator in dimension one is much wider than in the three dimensional spaceᎏit is described by four real parameters. The four parameter family of selfadjoint w x perturbations has been studied recently in 1, 2, 8, 9 . The aim of this paper is to clarify the relations between the singular interactions and selfadjoint perturbations for the second derivative operator. Four important questions arise in this context:
1. How does one describe the selfadjoint perturbation corresponding to the singular interaction?
2. Is it possible to describe all selfadjoint perturbations by the singular interactions?
3. How does one describe all singular interactions leading to the selfadjoint operators?
4. How does one approximate the operators with singular interactions by operators with smooth coefficients?
The answers to these questions require detailed analysis of the distribuw x tion theory 15 . Consider for example the following first order differential Ž . operator with the singular interaction M s i drdx q X␦ , where ␦ is the X Dirac delta function, X g R. This differential expression is well-defined on 1 Ž . the functions f g W R because these functions are continuous at the 2 origin. But the range of an operator defined in such a way is not contained Ž . in L R and consequently the operator is not selfadjoint. The selfadjoint 2 operator corresponding to this differential expression can be defined on the discontinuous functions only. The product of the delta function and discontinuous function is defined only in the framework of the distribution theory for the discontinuous test functions. Then the natural extension of Ž . the delta function to the set of discontinuous test functions , ␦ s Ž Ž .
Ž .. q0 q y0 r2, can be used. Using this extension of the delta function, the operator M is defined as the operator of the first derivative X with the domain of functions, satisfying the boundary condition at the Ž . Ž . Ž . Ž .Ž w x . origin 2 y iX q0 s 2 q iX y0 see 9, Section 6 . It is possible to consider the singular interactions with the coefficient X equal to ϱ Ž w x. using the projective space formalism see for details 7, 17 . A similar problem appears during the consideration of the following second derivative operator with the singular interaction
Ž .
dx the Schrodinger operator with the generalized potential. The corresponding selfadjoint operator cannot be defined on a space consisting of functions which are continuously differentiable at the origin.
Two examples considered here show that the singular interactions for the first and second derivative operators cannot be defined in the frame-Ž Ž 2 2 . work of standard distribution theory except the operator y d rdx q . X ␦ . We present and prove here only the most important facts from the 1 Ž w x distribution theory for the discontinuous test functions see 7, 17 for . details . The operators with the singular interactions will be defined on the basis of the developed technique.
A positive answer to the second question, originally pointed out by Seba w x 21 , can be given only if a wider family of singular interactions is Ž . considered. The family 1 is described by two real parameters, but the family of the corresponding selfadjoint perturbations is described by the w x unitary 2 = 2 matrix, which contains 4 real parameters 9, 21 . Two other w x families of singular interactions have been studied in 9, 21 . But these families of singular interactions do not cover all selfadjoint perturbations. We are going to present here the four parameter family which describes Ž w x. the whole class of selfadjoint perturbations see also 1, 2 . This family is Ž . formed by the operator with the singular potential 1 , singular metrics, and singular gauge field. We extend the family of operators by considering the parameters from the projective space P 4 . It is proved that the set of all selfadjoint perturbations of the second derivative operator coincides with the family of operators with the singular interactions.
We give an answer to the third question in the framework of the distribution theory developed here. It is proved that only the four parameter family of singular interactions considered leads to selfadjoint operators.
We show that every second order differential operator with a singular interaction can be approximated by a certain sequence of differential operators with the interaction defined by continuous short range coefficients.
DISTRIBUTION THEORY FOR DISCONTINUOUS TEST FUNCTIONS

Test Functions and Distributions
We introduce the set K of test functions with a possible discontinuity at the origin. DEFINITION 1. The set of test functions K is the set of all functions Ž . with compact support on the line yϱ, qϱ having uniformly bounded derivatives of any order outside the origin.
The support of these functions is not necessarily separated from the origin. Functions from K can be discontinuous at the origin, but the limits of the functions and all derivatives from the left and from the right of the point zero exist and are finite. Convergence in this space is defined as follows: Distributions corresponding to these test functions can be defined in the standard way: DEFINITION 3. A distribution f from K Ј is a linear form on K such that for every compact set B ; R there exist constants C and n such that
Standard methods of the theory of distributions can be applied to studying the set K Ј. We are going to compare these distributions with the ϱ Ž . distributions corresponding to the test space D s C R . The set of 0 distributions for the test functions D is usually denoted by DЈ. The difference between the spaces K Ј and DЈ is ''local'' and related to the special behaviour of the test functions from K near the origin.
Generalized Deri¨ati¨e
The derivative of any distribution in K Ј will be defined using the formula, which is valid for any distribution defined by the function f g ϱ Ž Ä 4.
be a test function from K, then the derivative D f of the distribution f is defined by the equation
where the derivative of the test function drdx is calculated in the classical sense at every point x outside the origin.
We note that according to our definition the derivative of the test Ž . function drdx does not contain any delta-functional singularity at the origin, even if the test function is discontinuous there. This definition of the derivative allows us to calculate the derivative of any distribution from K Ј. The definition of the derivative involving the delta function would restrict the class of differentiable distributions.
The derivative of a distribution in K Ј does not coincide with the derivative defined in the classical sense. For example, the derivative of the constant distribution is not equal to zero. We shall use in future the Ž .
notation drdx for the classical derivative and D s -for the x generalized derivative in K Ј.
LEMMA 1. The deri¨ati¨e of the constant distribution c is equal to the distribution c␤, where distribution ␤ is defined by the formula
Higher derivatives of the constant distribution can be calculated in a similar way:
All derivatives calculated here are distributions vanishing on the set of test functions infinitely differentiable at the origin.
Delta Function and Its Deri¨ati¨es
We are going to discuss the definition of the delta function with support at the origin. The delta function is defined usually as a functional on the set of C ϱ functions by the following formula:
It is obvious that this linear functional can be extended to the set of all Ž . functions continuous at the origin using the same formula 6 . But this formula cannot be used for the delta function in K Ј since the value of a test function from K at the origin is not defined.
The delta function is an even distribution. We can use this property to calculate the delta function on the discontinuous test functions. If the distribution f is even, then the following formula is valid for every test even function :
Ž . Every even function from K is continuous at the origin and formula 6 can be used to calculate the value of the delta function. We shall use the following definition in the future: DEFINITION 5. The delta function in K Ј with support at the origin is a linear functional on K defined by the formula:
2
The approximative delta-function sequence can be defined by any even Ž .
The derivatives of the delta function can be easily calculated using Definition 4:
The delta function and its corresponding derivatives so defined possess the same properties as the standard delta function with respect to the inversion and scaling transformations. The inversion and scaling transformations are defined on the test functions as follows
Similar transformations for the distributions are defined in the standard way Proof. The proof can be carried out by direct calculations.
We note that the delta function in DЈ possesses the same properties with respect to the inversion and scaling transformations. Moreover, the w x following lemma can be proved 17 . 
be a homogeneous distribution; 3. be an e¨en distribution if n is an e¨en number and an odd distribution if n is an odd number; then this distribution coincides with the nth deri¨ati¨e of the delta function on
K Ј: f s D n ␦. x
Generalized and Classical Deri¨ati¨es
We define by K the set of all bounded functions which are infinitely loc differentiable outside the origin with possibly a jump discontinuity at the origin. We suppose that the limits of all derivatives from both sides of the origin are finite. Distributions ␤ and ␦ have unique extension to this class of test functions. Two different derivatives are defined such functions: the derivative calculated as an ordinary function at every point outside Ž . the originᎏthe classical derivative drdx ; the derivative calculated as a distributionᎏthe generalized derivative
The difference between these two derivatives is illustrated by the following. on an arbitrary test function g K is equal to
The last lemma shows another time that the derivative of the distribution in K Ј does not coincide with the derivative in DЈ. 
Product of Distributions
The product of two distributions can be defined if one of these distributions is a function from K . loc DEFINITION 6. The product of any distribution f g K Ј and any function g K is defined as
where g K is an arbitrary test function.
This definition is correct because the product of g K and any test loc function from K is a function from K again. We have in particular for the delta function and any g K , g K, loc q0 q0 q y0 y0
We used in the last formula a natural extension of the definition of the distributions ␦ and ␤ to the set K . The formula for the derivative of the loc product of two distributions involves their classical and generalized derivatives.
The product of any function g K and the derivative of an arbitrary loc distribution f g K Ј can be calculated in accordance with the formula
Ž . The following formula can be derived using Eqs. 11 and 13 for the delta function and arbitrary g K :
3. SECOND-ORDER DIFFERENTIAL OPERATOR WITH SINGULAR INTERACTION
Selfadjoint Perturbations
We are going to study now the selfadjoint perturbations of the second derivative operator yD 2 in dimension one. A selfadjoint perturbation at x the origin for this operator is a selfadjoint extension of the symmetric operator Ž . Ž .
with the parameters h s h , h from the projecti¨e space P . 0 1 w x This lemma has been proved in 9, 21 . Selfadjoint operators, described by the boundary conditions of the first type, will be named ''connected'' because these conditions connect the boundary values of the function on the left and right halflines. Selfadjoint operators of the second type will be named ''separated.'' These operators are equal to the orthogonal sum of the second derivative operators defined on the halflines.
Singular Interactions: Four Parameter Family
We are going to study now the four parameter family of the second derivative operators with singular interactions. The selfadjoint extensions, corresponding to the family, will be calculated. See Section 3.6 for the physical interpretation of the parameters.
THEOREM 1. The second order differential operator with the singular interaction at the origin
4
X sX, X, X, X g R,coincides with the second deri¨ati¨e operator following boundary condition at the origin: 4 X 2yX yX X q X Ž . 2 y iX q X X y X 2 y iX q X X y X Ž . Ž . Ž .
Proof. The domain of the operator L coincides with the set of Ž . The differential expression 18 is defined on such functions. The distributions ␦ and ␤ and their first derivatives can be defined on the functions 2 Ž Ä 4. from W R _ 0 as follows: Ž . Ž . Formulas 11 , 14 define the product of the delta function or its deriva-2 Ž Ä 4. tive and any function from 
¢ § dx
The rank of the matrix in the last equation is equal to 2 and it defines the two dimensional subspace in the four dimensional space of the boundary Ž Ž . Ž . Ž . Ž . Ž . Ž .. values q0 , drdx q0 , y0 , drdx y0 . We write conditions Ž . 23 in the form:
Ž . 
The determinant of the matrix in the left-hand side of the last equation is equal to
Ž . Ž .
The determinant of the matrix in the left-hand side of the last equation is equal to X . If X / 0, then the inverse matrix can be calculated and the 4 4 Ž . boundary conditions have the form 20 .
Consider now the case ⌬ s 0, X s 0. It follows that X s "2. Bound- 4 2 ary conditions, defined by X s 2, X s 0 and X s y2, X s 0 are 2 4 2 4 Ž . Ž . equal to 21 and 22 correspondingly. All possible values of the coefficients X , X , X , X g R have been considered. can be done by using the formalism of projective space. We are going to parameterize all singular interactions by X g P 4 . We get the boundary conditions for all elements from the projective space with the nonzero component X with the help of the standard embedding of the space R 4 0 4 Ž . Ž . into the space P : X , X , X , X ª 1, X , X , X , X . The boundary conditions corresponding to the other elements from the projective space Ž . will be defined using the homogenized analog of the linear system 23
We shall use the following definition in the remainder. T HEOREM 2. E¨ery element X from the projecti¨e space P 4 , which does not belong to the algebraic set W, determines a unique selfadjoint extension L X of the operator L 00 , described by the following boundary conditions:
q0 s y y0 Consider the case when the rank of the matrix is equal to 1, i.e., when Ž . Ž . conditions 26 and 28 are satisfied. The unique boundary condition defines a certain linear subset Q in the domain of the adjoint operator L 00 *. The operator L 00 * restricted on this subset is not symmetric. We are going to prove that if the additional condition X / 0 is satisfied, then 3 there exists only one selfadjoint extension of the operator L 00 with domain equal to a subset of this linear set Q.
Ž .
The unique boundary condition, defined by the system 25 , is equal to X q iX q0 q y0 y X Ј q0 q Ј y0 s 0. 33
Every separate selfadjoint perturbation in this case should be described by the Dirichlet boundary conditions. It is possible only if X s 0. The last 4 Ž . Ž . equality together with the conditions 26 , 28 leads to the equation yX 2 y X 2 s 0, which has only trivial solution X s 0. Thus, no sepa-
rated selfadjoint perturbations correspond to such an element X. Consider the connected selfadjoint perturbations. Substitution of the Ž .
Ž . boundary condition 16 into the equation 33 leads to the equation
Proof. We are going to consider the three different cases separately. Ž .
The condition ad y bc s 1 leads to the equation a q d s y2. Then the Ž . matrix J, corresponding to the element X, should be of the form 34 . Every such matrix defines the selfadjoint perturbation. Every separated selfadjoint perturbation corresponding to the element X is defined by the Ž . boundary conditions 35 .
2. Suppose that X g W, X s 0, then X s 0. The unique boundary 1 2 condition, defined by X, is equal to
Ž . Ž . dx dx
This boundary condition leads to the matrices J of the following type:
Corresponding separated selfadjoint perturbations are defined by the Neumann boundary conditions. 3. The case X g W, X s 0 can be considered in a similar way. 4 Theorem 3 is proved.
Thus the elements from W do not determine the selfadjoint perturbation uniquely. Any operator from the corresponding family can be used to describe the singular interaction.
Theorems 2 and 3 cover all possible values of X from the projective space. LEMMA 8. The sets G , G , G , G , G , and W co¨er 
We note that the element X cannot be uniquely defined by the domain of the operator. For example, elements with X s 0, X 2 y X X q X 2 / 0 0 2 1 4 3 correspond to the same selfadjoint operator, defined by the boundary
Classification of the Selfadjoint Perturbations
We are ready now to prove our main result. These matrices can be described by the singular interactions X from the Ž . algebraic set W. Both families are covered by the boundary conditions 34 , Ž .
Ž . 36 , and 38 . It is proved that every connected selfadjoint perturbation is defined by a certain singular interaction.
Consider now the separated perturbations defined by the boundary Ž . The case h y s h q is described by the elements of W. The boundary Ž . Ž . Ž . conditions 35 , 37 , 39 cover all conditions of this type. 
Complete Description of the Singular Interactions
We are going to prove here that only the considered four parameter family of singular interactions can be described by the selfadjoint operators in the framework of the developed approach. Every second derivative operator with singular interaction having support at the origin has the following form:
ž / ž / n s 0 n s 0 n s 0 2 Ž Ä 4. This differential expression is defined on the functions from W R _ 0 2 only if the coefficients a n , a n , a n , n s 2, 3, 4, . . . , are equal to zero. 
Approximation by Operators with Smooth Coefficients
Every second order differential operator with singular interaction L , X Ž .
4
X sX, X, X, X g R, can be approximated by the second order 1 2 3 4 differential operators with smooth coefficients. The approximative opera-the coefficients on the disjoint set of points. An infinite number of points w x can be investigated 3, 22 . The methods developed have been applied w x already to different problems in atomic and computational physics 10, 18 .
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