Brain stimulation can be used to engage and modulate rhythmic activity in cortical networks. 18 However, the outcomes have been shown to be impacted by behavioral states and endogenous 19 brain fluctuations. To better understand how this intrinsic oscillatory activity controls the brain's 20 susceptibility to stimulation, we analyzed a computational model of the thalamocortical system 21 in both the rest and task states, to identify the mechanisms by which endogenous alpha 22 oscillations (8Hz-12Hz) are impacted by periodic stimulation. Our analysis shows that the 23 differences between different brain states can be explained by a passage through a bifurcation 24 combined to stochastic resonance -a mechanism whereby irregular fluctuations amplify the 25 response of a nonlinear system to weak signals. Indeed, our findings suggest that modulating 26 
INTRODUCTION
Periodic brain stimulation, such as repetitive transcranial magnetic stimulation (rTMS) and 31 transcranial alternating current stimulation (tACS), can be used to engage cortical rhythms 32 (Frohlich 2015) . Such findings have raised the fascinating prospect of manipulating rhythmic 33 brain activity in a controlled manner, engaging neural circuits at a functional level to manipulate 34 cognition and treat disorders of the central nervous system (Cerere et al. 2015, Frohlich 2014, 35 Romei et al. 2016 ). Yet, the brain is not a passive receiver. Both invasive and non-invasive brain 36 stimulation differ in their effect on neuronal dynamics as a function of the state of the targeted 37 network, a robust observation across a variety of stimulation modalities (Neuling et al. 2013 , 38 Ruhnau et al. , Alagapan et al. 2016 . Indeed, previous studies have reported the seemingly 39 counterintuitive fact that the susceptibility of neural tissue to exogenous control (such as during 40 stimulation for instance) is increased during task-engaged states (Neuling et Rosenbaum et al. 2016) . In contrast, the rest state is characterized by strong 45 endogenous oscillations that reflect internally driven brain processes (Pfurtscheller et al. 1996 , 46 Klimesch 2012). To compensate for these state-dependent differences in population activity, it 47 has been suggested that stimulation parameters should be calibrated in a closed-loop (Boyle & 48 Frohlich 2013, Lustenberger et al. 2016 ) in order to be optimally effective. But the lack of 49 understanding about the cause of these state-dependent changes and how they interfere with 50 brain stimulation remains one the main limitations to the optimization and development of new 51 experimental and clinical paradigms based on the selective control of brain rhythms. 52 We formulated the hypothesis that the dominance of asynchronous activity in the task state -in 53 the form of irregular fluctuations in neural activity -may enhance the susceptibility of cortical 54 neurons to periodic stimulation. We notably asked whether stochastic resonance (SR) was 55 involved. Stochastic resonance is a phenomenon by which the presence of uncorrelated random 56 fluctuations, or so-called "noise", amplifies the salience of a weak periodic signal driving a non- 57 linear system (McDonnell & Abbott 2009 ). In absence of noise, a subthreshold signal is too weak 58 to generate an output that reflects the input. For intermediate levels of noise, however, the 59 superposition of the signal and the random fluctuations results in super-threshold -and thus 60 detectable -dynamics. Further increase in noise typically causes the saliency of the signal to 61 decrease. However, in the context of brain stimulation, it remains unclear how the task-related 62 decrease in alpha oscillations is involved in enhancing the susceptibility of cortical neurons to 63 entrainment by exogenous electric fields. 64 Computational approaches and modeling are poised to answer many of these fundamental 65 questions, but have received little attention, especially with respect to the clinical applications of 66 brain stimulation. By identifying the network mechanisms involved, modeling can be used to 67 catalyze the development of more efficient stimulation protocols and customized clinical 68 interventions. Using To address these questions and provide predictions about optimal entrainment conditions, we 79 harnessed computational and mathematical techniques to analyze state-dependent effects on a 80 network model of the thalamo-cortical system in presence of periodic stimulation. We found that 81 increased thalamic drive suppressed endogenous oscillations throughout the thalamo-cortical 82 loop, leading to an asynchronous state characterized by intense and weakly correlated spiking 83 activity. In presence of periodic stimulation, this transition was accompanied by an increased 84 susceptibility to entrainment, as demonstrated by amplified power at stimulation frequency and 85 phase alignment of cortical responses with the stimulation. Specifically, we found that the 86 oscillatory response of the system switched from alpha to stimulus-induced activity as thalamic 87 drive was increased i.e. during a transition from resting state to the task state. Taken together, 88 these results show that the thalamo-cortical loop implements a gain control mechanism 89 regulating the robustness of alpha oscillatory activity and by doing so, modulates cortical 90 susceptibility to rhythmic entrainment by brain stimulation. To first quantify the impact of thalamic drive on cortical activity and resting state alpha 109 oscillations -first without stimulation -we measured both cortical and sub-cortical firing rates 110 and the power of endogenous oscillations as input to the thalamus was increased ( Figure 2 ). For 111 minimal inputs to the thalamus, all populations across the network were maintained in a highly 112 synchronous state, where recurrent interactions generate strong firing rate oscillations within 113 the alpha band, with an envelope of about 8Hz. As can be seen in Figure 1A , the activity of the 114 different populations was phase locked, where the phase difference was due to the presence of 115 propagation delays from the thalamus to and back from the cortex. However, increases in 116 thalamic inputs had a destabilizing effect on endogenous oscillations. While increasing thalamic 117 drive also increased firing rates throughout the system, a gradual suppression of synchronous to externally driven dynamics as thalamic input is increased. To explore this further, we measured 158 in Figure 3B the peak power found both at alpha frequency (8Hz) and stimulation frequency (here 159 11Hz). We found that the power measured at stimulation frequency indeed increased during the 160 transition from the rest to task state and that a shift in oscillatory regime can be observed. 161 Indeed, one can clearly see a jump in dominant frequency from 8Hz (endogenous alpha 162 frequency) to 11Hz (stimulation frequency) as resting state alpha oscillations are gradually 163 suppressed. 164 Interestingly, we found a value of input for which the peak power at stimulation frequency is 165 maximal, suggesting that enhanced spectral power at the stimulation frequency might occur in Figure 3C ). Taken together, these simulations indicate that 201 the rest state is characterized by highly stable attractor dynamics. In contrast, robust 202 entrainment was observed in the task state ( Figure 4B ), as seen from a dominant spectral peak 203 located precisely at the stimulation frequency ( Figure 3D ). Despite the fact that stimulation . In Figure 6C and 6D, the power at peak response 243 frequency is plotted. The power found at the endogenous frequency in the rest state outside the 244 Arnold tongue (here also delimited by a white dashed line) is high, and is gradually suppressed 245 as stimulation parameters are changed, towards the entrainment region. There, peak power, 246 associated with the stimulation frequency is much smaller ( Figure 6C ). Under the action of 247 thalamic input in the task state, endogenous alpha oscillations are suppressed, leading to a weak 248 power outside the Arnold tongue ( Figure 6D ). In both task and rest states, peak power is The dynamics of this network model was scrutinized in two conditions: the rest state -which we 295 have defined as a regime of weak inputs to the thalamus, and the task state -where thalamic 296 drive is high. We found that a destabilization of alpha oscillations occurred during the transition 297 between rest and task states, in which both cortical and sub-cortical spiking patterns switched 298 from correlated and synchronous to irregular and asynchronous. Then, applying periodic 299 stimulation to entrain cortical neurons, we found that the susceptibility of the system to external 300 perturbations was strongly controlled the presence (or absence) of an oscillatory attractor (i.e. 301 the alpha oscillation) and as such depended on state. By comparing the stimulation waveform 302 with the cortical firing rate responses, for weak simulation amplitudes using mutual information, 303 we found that stochastic resonance (SR) was involved in improving cortical susceptibility to 304 entrainment. Indeed, while in the rest state, applied stimulation had minimal impact on the 305 activity of cortical neurons whose dynamics remains locked to internal, recurrent oscillations. 306 Arnold tongues (i.e. regions in stimulation parameter space where network activity is phase 307 locked to the stimulation) were found to be very narrow. In contrast, in the task state, excitatory 308 and inhibitory cortical neurons were freed from the intrinsic attractor and found to be more Inputs and state-dependent thalamic drive 388 In addition to fixed bias inputs , neurons in the network are subjected to Gaussian white noise 389 of intensity . To represent an increase in sensory afference to the thalamus, the intensity 390 of the noise driving the lateral geniculate nucleus (LGN) neurons is increased. We analyzed the 391 dynamics of this network model in two conditions: the rest state -which we define as a regime 392 of low thalamic drive (i.e. = 1 × 10 −4 ), and the task state -which is defined as regime of 393 high thalamic drive (i.e. = 1). Specifically, a transition between the rest and task states 394 occurs whenever noise intensity at the LGN increases. Aside from this input which was changed 395 to set the system in either the rest and/or task state, only the periodic stimulation parameters, 396 such as amplitude and frequency, were changed. We chose not to define the thalamic drive 397 intensity for the task state as the optimal value found through stochastic resonance (i.e. Figure   398 3B and 3D), because this value was found to be sensitive on the stimulation amplitude and between firing rate response and input stimuli. We then evaluated the distribution of these phase 437 differences across all trials in both conditions. Results are shown in Figure 3E and 3F. In each trial, 438 cortical neurons were driven with a 11Hz stimuli applied at a random phase.
439
Mutual information 440 We computed mutual information between the stimulation signal ( ) and the firing rate activity 441 to measure how well the stimulation waveform was reflected in the spiking patterns of cortical 442 neurons. We assumed that for sufficiently high firing rates,the random fluctuations impacting 443 the network responses can be approximated by Gaussian white noise, and computed,
where ral density of the averaged network firing rates and deviover independent trials and the 
