Abstract: Discrete geologic features such as faults and highly permeable embedded channels can significantly affect subsurface flow and transport characteristics. Therefore, they must be properly identified, parameterized, and represented in subsurface simulation models. In this work, we use an improved ensemble Kalman filter (EnKF) for history-matching fault network geometry from production data. EnKF is a sequential Monte Carlo data assimilation method that simultaneously propagates and updates an ensemble of model states, resulting in a set of calibrated model realizations that can be readily used for model prediction and uncertainty analysis. A pattern-based stochastic simulation algorithm was used to generate fault network realizations based on a priori fault trace data. The classic EnKF algorithm was enhanced with a grid-based covariance localization scheme to better handle non-Gaussian permeability distributions resulting from the presence of faults. Numerical experiments indicate that the modified EnKF can be a promising method for uncovering unmapped faults by using production data.
Introduction
Geologic faults, which are planar rock features resulting from shear motions in the Earth, can act as either conduits or barriers to fluid flow. Accurate representation of faults in subsurface simulation models is important for reliable prediction of fluid flow dynamics. Faults are abundant in many oil reservoirs, and are a critical factor in determining the proportion of hydrocarbons that can be produced from the reservoir. In environmental engineering, fractures and faults must be accounted for during the performance assessment of subsurface systems such as geologic nuclear waste repositories, in situ uranium recovery mining facilities, and CO 2 sequestration reservoirs. Therefore, information on the number of faults, fault density, and fault-size distribution is of great interest to reservoir engineers and hydrogeologists. However, fault patterns can be highly uncertain because they are not directly observable and are usually inferred based on syntheses of seismic survey data, petrophysical logs, and outcrop studies. A number of limitations are associated with fault patterns inferred through seismic surveys. First, the range of observable fault sizes is affected by the resolution of seismic data. Second, observations are obtained along a two-dimensional (2D) seismic horizon, whereas faults are three-dimensional (3D) objects and are associated with finite fault volumes (Borgos et al. 2002) . Subseismic faults (i.e., faults falling below seismic survey resolution) in fractured reservoirs can significantly contribute to the connectivity of fault networks (Maerten et al. 2006 ). Thus, improving the characterization and representation of fault patterns in subsurface simulation models can significantly enhance the prediction capability of these models.
A fault network can be modeled as a marked-point process in which the points are fault center locations and marks are a set of fault characteristics such as the geometry of the faulted volume and the maximum displacement within the volume (Chilès 1988) . To deal with uncertainty related to fault characteristics, the fault center location, orientation, and displacement are modeled as random variables in the marked-point process. For example, the fault center points are usually assumed to follow a stationary Poisson point process (Støyan et al. 1995) , and the maximum displacement is often modeled by using the fractal distribution, corresponding to a negative power law distribution (Cowie et al. 1996) . Stochastic modeling has been combined with geomechanical modeling to generate geologically plausible fault network patterns on the basis of data obtained from large-scale faults (Maerten et al. 2006) . A present challenge is how to fuse posterior information (e.g., production data) to update the prior knowledge of fault network patterns and, thus, further reduce uncertainty in fault network representations in subsurface simulation models. This often falls into the area of research of model calibration or history matching.
History matching refers to the process of improving the match between model prediction and production history through integrating dynamic production data. In subsurface flow and transport, data that can be potentially used for history matching may include, for example, phase pressure, tracer concentration and arrival time, water temperature, soil moisture, infiltration rate, and geophysical data. Gradient-based methods, which typically incorporate all existing observation data in a batch-processing manner to solve an optimization problem, are traditionally used for history matching. The caveat of batch-processing calibration is that every time new data become available, the forward model has to be run from the beginning of model simulation. Calculation of gradients is computationally intensive and does not scale well for modern subsurface simulation models, typically consisting of 10 6 -10 8 nodes or grid blocks. Further, the gradient-based methods often converge to local minimum. In recent years, various sequential data assimilation methods have been introduced for history matching. Data assimilation refers to the process of continuously fusing state observations with prior knowledge to obtain updated and, hopefully, improved estimates of the distribution of true model states or parameters (Wikle and Berliner 2007) . One of the advantages of sequential data assimilation over the gradient-based batch-processing methods is that it only operates by using data collected from the most recent observational period, instead of requiring all previously collected data. Although real-time or near-real-time data assimilation has been used in operational weather forecasting, its adoption in subsurface simulation is generally limited, perhaps as a result of the perception that fluid flow in porous media is slow and real-or near-real-time data fusion is not necessary. Various production activities can trigger dynamic responses of natural subsurface systems and the excited system states, albeit lasting for a relatively short duration, may carry important information about subsurface formations. Many modern oil reservoirs and in situ uranium recovery wellfields are already controlled and monitored by real-time sensors (e.g., well bottom-hole pressure sensor), yielding a large amount of real-time information that can be potentially used for studying subsurface dynamics. From this sense, data assimilation is essentially a data mining activity in which useful information is sought to facilitate statistical inference at a relatively low cost. The demand for effective data assimilation methods is expected to grow in response to the advance of real-time sensors and high-speed data communication networks. In particular, there is a strong need for the development of effective data fusion algorithms and design of monitoring networks.
The main purpose of this work is to introduce a modified ensemble Kalman filter (EnKF) for identifying the fault network geometry. Originally introduced by Evensen (1994) for oceanographic data assimilation, the sequential Monte Carlo method EnKF has been adopted and/or extended for data assimilation applications in many different disciplines, such as atmospheric science (Anderson 2001; Hunt et al. 2007 ), biogeochemical modeling (Trudinger et al. 2008) , petroleum engineering (Gu and Oliver 2004) , surface hydrology (Moradkhani et al. 2005) , and subsurface hydrology (Chen and Zhang 2006; Sun et al. 2009a, b) . Many environmental systems are high-dimensional (in parameter space) systems. This aspect can be especially challenging for traditional data assimilation methods (e.g., the classic Kalman filter) because all data sets become too sparse when the parameter dimension is high enough. The most appealing feature of the EnKF is that it operates in a lower-dimensional subspace; the ensemble size required for data assimilation is usually much smaller than the dimension of model states and, therefore, it can be applied to solving high-dimensional problems that are otherwise intractable by using the classic Kalman filter. EnKF does not make explicit assumptions about the underlying dynamic models. So in principle, the algorithm can be used to update nonlinear dynamic systems. However, because EnKF only uses the first two statistical moments in its formulation, it is inherently a Gaussian estimator and would be suboptimal for updating non-Gaussian probability distribution functions (PDF). The PDFs used to represent many geologic processes, such as the multimodal permeability fields corresponding to multifacies permeability formations and faults, are non-Gaussian.
Parameterization and identification of discrete structural features still represent a largely unresolved problem. Seiler et al. (2009) recently used EnKF to update fault transmissivity multipliers while assuming the fault network geometry is deterministic. If the fault geometry is uncertain (and they all are), there comes a point in data assimilation at which new data should be used to help select a new model structure to reduce bias, rather than keep refining a wrong model. Few previous EnKF studies have considered updating fault geometry.
Several ad hoc strategies have been proposed in the literature to extend the EnKF for non-Gaussian PDFs, including, for example, the distance-dependent covariance localization (Anderson 2001; Agbalaka and Oliver 2008) , grid-based covariance localization (Hunt et al. 2007; Sun et al. 2009a) , and the Gaussian mixture model (Kim et al. 2003; Sun et al. 2009a ). The distance-dependent covariance localization attempts to taper the covariance matrix to mitigate the influence of spurious long-scale correlation. The choice of an appropriate tapering function can be subjective and its parameters may require tuning during the assimilation (Anderson 2009 ). In comparison, the grid-based covariance localization is more intuitive and is in principles similar to many local smoothers seeking to fit the local structure of high-dimensional data. Sun et al. (2009a) used grid-based covariance to identify facies structure and geometry. This algorithm will be used here to update fault geometry. In the following, a fast grid-based covariance localization scheme is introduced, and its effectiveness for inferring fault network geometry through continuously updating the underlying permeability fields is demonstrated.
Methodology
The starting point is a dynamic model subject to Gaussian noise
in which x t ∈ R n = n-dimensional state vector; F t = model operator propagating the model states forward from t À 1 to t; H t = linear measurement operator that maps the model predictions x t to observations z t ∈ R m ; Nð•Þ = Gaussian distribution; and R t = covariance of the measurement error ε t . For joint model state and parameter estimation, the state vector x t can be expanded to include the model state and parameter values at each node. This notion of extended state vector will be used throughout this paper. The classic Kalman filter consists of two recurring forecast and analysis steps. In the forecast step, the model state is propagated forward through a simulation model [Eq. (1)], by using the updated parameter values obtained from the previous time step. A Kalman update (analysis) of the system state and system covariance is performed according to the following equations for all periods in which new data are collected:
in which the superscripts f and a = forecast and analysis, respectively; P t ∈ R n×n = full-rank covariance matrix of system states; and the Kalman gain matrix K t ∈ R nxm is defined as
The Kalman gain matrix, which is essential to the Kalman filter algorithm, determines how much information can be extracted from the current set of observations to update the extended state vectors. The classic Kalman filter is optimal for linear systems subject to Gaussian noise (Anderson and Moore 1979) . Under these assumptions, the updated system state represents the best knowledge of the system that can be obtained given all previously collected data.
For high-dimensional systems, it is computationally infeasible to store and propagate a full-rank covariance matrix. The major thrust in EnKF is to replace the full-rank covariance matrix with a reduced-rank sample covariance matrix that is estimated based on an N-member ensemble of state realizations. During assimilation, all ensemble members are propagated and updated simultaneously, and the first two ensemble moments are calculated as
in which x andP represent the ensemble mean and covariance, respectively; A is an ensemble perturbation matrix with its ith column defined by
The EnKF is easy to implement and, in addition to the updated model state variable, it gives a quantification of the system uncertainty at every assimilation step because of its Monte Carlo nature. The reduced-rank covariance approximation, however, can lead to filter divergence, at which point the filter either becomes insensitive to new information or, worse, gives deteriorated updates. Covariance localization has been introduced as a strategy for stabilizing EnKF performance and for dealing with non-Gaussianity.
Grid-based covariance localization was originally introduced in atmospheric data assimilation (Hunt et al. 2007 ). The basic mechanism behind the grid-based covariance localization is rather straightforward; for each node in a grid, it performs a local ensemble analysis by using observations located in a local neighborhood to remove the influence of long-range correlation. The ensemble covariance in this local analysis is estimated by using nodes located in the local neighborhood. If it we can assume that the impact of discrete features (e.g., faults, higher-permeability facies) is stronger on the near field than the far field, covariance localization may constitute a means for updating non-Gaussian distributions. A computational challenge is that the size of the local grid must be set to be quite large when observation points are sparse and the grid resolution is fine. This is probably the case for most subsurface monitoring networks. Performing the grid-based analysis on large local grids may significantly slow down the ensemble filter. Sun et al. (2009a) introduced the concept of block updating to speed up the grid-based covariance localization. The grid-based covariance localization scheme proposed in Sun et al. (2009a) involves three nested grids: the global grid, the local grid, and the updating block (Fig. 1) . The global grid corresponds to the numerical discretization of the whole model domain. The local grid is a moving neighborhood that shifts with the node being analyzed, in which the offset is a user-specified parameter that controls the half-width of the moving window. The updating block defines a block of nodes that will be updated simultaneously during a local analysis. Sun et al. (2009a) showed that block updating can significantly improve the computational efficiency while having a minimal impact on overall performance (i.e., compared with the performance of nodewise update). To avoid the patchy pattern in the final assimilated fields, the local grid must be sufficiently large so that most of the observations assimilated at a given grid node are also assimilated at its neighboring grid nodes. The order of visiting each node is also important. If all nodes are updated sequentially, the updated field will display some patchy pattern. A common strategy to circumvent this problem is to generate a random path to visit each node (Deutsch and Journel 1998) . More implementation details of grid-based covariance localization can be found in Sun et al. (2009a) .
There are two common methods for modeling faults in numerical models. One is the single-continuum approach, in which fault topology overlays the background matrix. The other is the dualpermeability approach, in which the background matrix and fault network are discretized in separate grids and a coupling term is used to account for mass exchange between faults and background matrix. Sun et al. (2005) used the dual-permeability approach to model discrete conduits in a karst aquifer. In this work the singlecontinuum approach is used to infer fault geometry based on updated permeability values. Faults are binary indicators and a particular cell can be either a fault cell or not. The fault network indicator field is first converted into permeability values, which are then updated by using EnKF assimilation. EnKF tends to give smooth estimates because of its Gaussian nature and, therefore, may shadow fault cells. A working assumption here is that by restricting the EnKF analysis to a local neighborhood, the effect of a potential fault cell on its local flow field can be better captured and the chance of correctly classifying a cell as fault cell is improved. Model uncertainty is of less concern in twin experiments because it affects the "true" model and the ensemble models equally. In practice, it is necessary to set up the ensemble models to take account into as much prior information as possible (e.g., assuming anisotropy on fault permeability tensor or by using unstructured grids to delineate fault networks to reduce numerical error).
Demonstration and Discussion
The grid-based EnKF is now demonstrated for updating fault network geometry. First, we define a methodology for generating the initial ensemble of fault network realizations. As mentioned in the Introduction, there are several different stochastic methods for generating fault network geometries. In the marked-point process, the maximum displacement of each fault is related by a power law to the maximum length of the fault, and the size distribution of the faults is generated randomly from a power law (Gauthier and Lake 1993) . The growth algorithm incrementally adds faults into the network, in directions controlled by an orientation grid computed through a geomechanical model (Maerten et al. 2006) . In this study, FILTERSIM, a module included in the Stanford Geostatistical Modeling Software (SGeMS), is used to generate fault patterns. 1 . Illustration of the three nested grids used in the grid-based covariance localization scheme: the global grid, the local grid, and the updating block; the offset parameter defines the half-width of local grid; the background represents a permeability field FILTERSIM is a pattern-based simulation program that uses a training image to generate equally likely stochastic realizations while honoring the hard conditioning data (Wu et al. 2008) . A training image serves the purpose of a conceptual model and should be generally much larger than the size of the numerical domain. In the current context, a training image is used to depict the large-scale fault network geometry inferred from the seismic survey. The FILTERSIM scans the training image by using small grids (templates), groups these extracted patterns into clusters, and then stores the patterns in a pattern database. The patterns are stochastically sampled based on some distance measure during the pixelwise simulation process. As a result, each realization is a random combination of patterns in the pattern database. The sequential assimilation algorithm is independent of the method used to generate the initial ensemble. Therefore, the pattern-based simulation can be easily replaced by other fault simulation routines, if desirable. Fig. 2 shows the training image, which is based on a real fault trace map obtained from a Cretacious carbonate aquifer research site located in central Texas (Ferrill et al. 2008) . The size of the training image is 72 × 35 m.
A twin experiment was performed to test the local EnKF algorithm in which the true aquifer was formed by randomly picking a realization (without replacement) from the ensemble; the ensemble assimilation is run in parallel with the true model so that its performance can be measured. The size of the two-dimensional numerical domain is 30 × 20 m [ Fig. 3(a) ]. Several large-scale faults were assumed known a priori and were used as conditioning points that must be honored by each realization. The portion of fault cells used as conditioning points is about 40% of the total number of fault cells in the true model. The training image and the conditioning points were provided as inputs to FILTERSIM to generate an initial ensemble of 250 fault network realizations. The numerical model was configured and solved by using MODFLOW (Harbaugh et al. 2000) . The numerical grid has a uniform resolution of 0.5 m in each direction. The fault network realizations are indicator fields (1 for fault, 0 for matrix). To transform the fault networks into permeability fields, the fault permeability and the mean matrix permeability were set to 5 darcy and 0.1 darcy, respectively. The PDF of matrix permeability was assumed log-normal, and its realizations were generated by using the sequential Gaussian simulator (SGSIM) (Deutsch and Journel 1998) . The fault permeability values were then superposed on top of the matrix permeability fields. The system forcing was introduced through a five-spot pumping/ injection pattern. The pumping and injection rates were variable and ranged from 1 to 5m 3 =day [ Fig. 3(a) , circles]. The values of specific storage for background matrix and faults are 10 À4 ðm À1 Þ and 2 × 10 À6 ðm À1 Þ, respectively. The duration of each assimilation period was 0.2 days, and the assimilation continued for a total of 0.8 days. The half-width of the local grid used in the experiment was 15 cells and the total number of cells in the updating block is 9. Fig. 3(b) shows some sample fault network realizations generated by FILTERSIM. A visual comparison between the generated ensemble members and the training image indicates that most of the new faults were added along the northeast direction, consistent with the primary orientation of the original fault network. The short faults in the horizontal direction reflect the secondary northwest trending faults in the training image. Fig. 4(a) shows the fault network that was used as synthetic truth during the twin experiment. Before assimilation, the mean of the initial ensemble should reflect nothing but the conditioning points used as input to FILTERSIM to generate the ensemble. Differences among initial ensemble members were random and were averaged out when taking the mean of the ensemble. This is illustrated in Fig. 4(b) , in which the ensemble mean permeability field mainly reveals traces of the conditioning fault. During each step of assimilation, all permeability fields were updated by using the same production data. At the end of data assimilation, the mean permeability field needed to be converted back to an indicator field to recover the new fault network geometry. Because of the large contrast between fault and matrix permeability values, a heuristic threshold approach often used in statistical hypothesis testing was adopted here. A pixel is classified as a fault cell if its permeability falls into the neighborhood of the mean fault permeability with a tolerance limit of three standard deviations; otherwise, the cell is a matrix cell. Alternatively, a clustering algorithm may be used to partition the permeability values (e.g., the k-nearest-neighbor method). Fig. 4(c) shows the fault network from the final assimilation step, obtained by using the fault classification procedure described in the previous paragraph. Comparing Fig. 4(c) with Fig. 4(a) , one can see that the data assimilation process uncovered more fault cells in the left half of the domain. The percentage of true fault cells in the final ensemble mean increased from the initial 40% to 50%. In particular, the data assimilation was more capable of growing the network around or along the conditioning points than to recovering new faults not connected with the main faults. This is understandable because the underlying continuum approach used to simulate the flow field may shadow the contribution of isolated small faults, especially when there is no nearby pumping event to trigger the fault. The ultimate interest in practice is to improve the representation of effective fault connectivity because connected faults tend to have more influence on the flow behavior than the isolated faults. From this perspective, the data assimilation method presented here shows promise for improving history matching and refining network geometry along connected large faults.
Conclusion
In this work, a grid-based EnKF was applied to identifying fault network geometry through data assimilation. The grid-based EnKF tackles non-Gaussianity through covariance localization. It was demonstrated that the method is promising for uncovering fault geometry if combined with an effective fault network simulator and static data. Although the twin experiment conducted here mainly focused on identifying the fault traces, it can be potentially extended to identify the three-dimensional finite volumes associated with the faults, including the fault damage zones. Fig. 4. (a) The reference fault network (indicator field) used for twin experiment; (b) mean of the initial ensemble permeability fields, which mainly reveals the original fault dataset used for conditioning; (c) mean of final ensemble permeability fields after data assimilation; (d) the updated fault network geometry obtained by applying a threshold-based classification approach to the final ensemble mean permeability field
