Given an arbitrary graph G = (V, E) and an additional set of admissible edges F , the Chordal Sandwich problem asks whether there exists a chordal graph (V, E ∪ F ) such that F ⊆ F . This problem arises from perfect phylogeny in evolution and from sparse matrix computations in numerical analysis, and it generalizes the widely studied problems of completions and deletions of arbitrary graphs into chordal graphs. As many related problems, Chordal Sandwich is NP-complete. In this paper we show that the problem becomes tractable when parameterized with a suitable natural measure on the set of admissible edges F . In particular, we give an algorithm with running time O(2 k n 5 ) to solve this problem, where k is the size of a minimum vertex cover of the graph (V, F ). Hence we show that the problem is fixed parameter tractable when parameterized by k. Note that the parameter does not assume any restriction on the input graph, and it concerns only the additional edge set F .
Introduction
After arising from practical problems and appearing in various papers under different names, graph sandwich problems were formalized into a general framework by Golumbic et al. [16] . For a given graph class Π, the Π-Sandwich problem takes as input a pair (G, F ), where G = (V, E) is a graph and F ⊆ (V × V ) \ E is a set of additional edges, and asks whether there is a subset F of F such that the graph (V, E ∪ F ) belongs to the class Π. Taking H = (V, E ∪ F ), we say informally that we look for a graph belonging to class Π sandwiched between G and H. The Π-Sandwich problem is NP-complete when Π is one of the following graph classes: chordal, interval, circle, circular arc, comparability, permutation, strongly chordal, and chordal bipartite [1, 16, 21] , whereas it can be solved in polynomial time when Π is the class of split graphs, threshold graphs or cographs [16] . The Π-Sandwich problem has also been studied with respect to other graph classes and properties Π [8, 18, 22, 31] , and on hypergraphs [17] .
Chordal graphs are the class of graphs that do not contain any chordless cycle of length greater than 3 as induced subgraphs. In general, chordal graphs constitute one of the most studied graph classes, since problems from many different fields can be interpreted as chordal graph problems [15] . The Chordal Sandwich problem is one of the sandwich problems with most applications. It arises in particular in sparse matrix computations [16] and in perfect phylogeny since it has the problem of triangulating colored graphs as a special case [1, 2] . It can also be seen as a generalization of the problems of adding or deleting edges in a minimum or minimal way in an arbitrary input graph to obtain a chordal graph, which have attracted considerable attention [13, 14, 19, 20, 23, 24, 26, 27] . The NP-completeness of the problem follows from the results of several papers [1, 6, 32] . After being proved NPcomplete, the only tractability result on Chordal Sandwich on arbitrary inputs is an algorithm by Lokshtanov [25] . Combining this with a result of [14] gives an algorithm with running time O * (1.7549 n ), where the O * -notation suppresses the terms that are polynomial in the size of the input.
We attack the Chordal Sandwich problem from a parameterized perspective. A graph problem is called Fixed Parameter Tractable, or FPT for short, if we can identify a parameter k, typically an integer, such that there is an algorithm solving the problem with running time f (k) · n O (1) , where n is the number of vertices in G, and f is a computable function depending only on the parameter k.
The choice of a suitable parameter is very important in the design of parameterized algorithms. The most notable example is treewidth. Many hard graph problems become FPT when parameterized by the treewidth of the input graph [10, 12, 28] , but our problem is harder than so. In fact, when parameterized by the treewidth of G, it follows from the results of Bodlaender et al. [2] that the Chordal Sandwich problem is W [t]-hard for every integer t ≥ 1. Regarding the applications of Chordal Sandwich, it is reasonable to assume that one has some bound or control on the additional set of admissible edges F , since these represent the unreliable data. However, parameterizing by |F | is not really interesting, as the problem then becomes trivially FPT, since we can try all possible ways of adding subsets of F to G. Another parameterization could be |F |, the number of edges we end up adding to G to make it chordal within the restrictions given by F ⊆ F . But also this case is easily FPT, following the fixed parameter tractability of the Minimum Fill-In problem [23, 24, 7, 3] , since one can simply discard the solutions that do not fit into F while computing all chordal completions that add at most |F | edges. For completeness, it should be mentioned that when we parameterize by the treewidth of H = (V, E ∪ F ), the problem is again easily shown to be FPT, as also noted in [25] .
We study the following parameterization:
An integer k such that there exists a vertex cover of the graph (V, F ) of size at most k.
Question:
Is there a chordal graph M = (V, E ∪ F ) where F ⊆ F ?
Notice that deciding whether a given graph has a vertex cover of size at most k is FPT [10] . Based on the above discussion, our parameter k seems natural for this problem; it is never larger than |F | and in most cases it is much smaller, thus as parameter it gives less restriction than |F | on the admissible edges. Furthermore it gives no restriction on the input graph G.
In this paper we give an algorithm with running time O(2 k n 5 ) that solves the kChordal Sandwich problem. Consequently, we show that k-Chordal Sandwich is FPT. We achieve our results by bounding the number of combinatorial objects that need to be handled. In particular, we show that the number of minimal separators and potential maximal cliques that can be useful to achieve a solution is bounded by O(2 k n 2 ). Combining this with a similar approach to that of [13] in such a way that we only consider potential maximal cliques that can lead to a solution, gives the running time O(2 k n 5 ).
It should be mentioned that in general, the number of minimal separators and the number of potential maximal cliques of a graph can be as large as O * (1.7549 n ). The construction is simple, and can for instance be found in [13] . It is thus interesting to see that the set F of admissible edges implies a strong enough restriction to be able to bound the number of such objects that are useful in a solution to a function that is only exponential in the size of the minimum vertex cover of F . To our knowledge this technique has not been used to determine the complexity of a problem before.
Preliminaries
All graphs in this work are undirected and simple. A graph is denoted by G = (V, E), with vertex set V = V (G) and edge set E = E(G). We let n = |V | and m = |E|. A set R of vertices is a vertex cover of a graph if every edge of the graph has an endpoint in R. For a vertex subset S ⊆ V , the subgraph of G induced by S is denoted by G [S] . If a subset D ⊆ E of the edges is given, we will denote by G [D] the subgraph of G induced by the set of endpoints of all edges in D. We denote the neighborhood of A
, and a minimal uv-separator for G if no proper subset of S is a uv-separator. In general, a vertex subset S is a minimal separator of G if there exist u and v in V such that S is a minimal uv-separator. A set of vertices that is both a clique and a separator is called a clique separator.
Proposition 1 (Folklore). A set S of vertices in a graph G is a minimal uvseparator if and only if u and v are in different full components associated to S. In particular, S is a minimal separator if and only if there are at least two distinct full components associated to S.
A chord in a cycle (path) is an edge between two non-consecutive vertices of the cycle (path). A graph is chordal if every cycle on four or more vertices has a chord. [30] . As a consequence, this implies that there exists a chordal graph M = (V, E ∪ F ) where F ⊆ F if and only if there exists a minimal triangulation M = (V, E ∪ F ) of G where F ⊆ F . Thus, the chordal sandwich problem is equivalent to asking if there exists a minimal triangulation M = (V, E ∪ F ) of G where F ⊆ F . Two separators S 1 and S 2 are said to be crossing if S 1 is a uv-separator for two vertices u, v ∈ S 2 , in which case S 2 is an xy-separator for two vertices x, y in S 1 [29] . The following characterization of minimal triangulations related to minimal separators is important for understanding our results.
Theorem 2 ([29]). Given an arbitrary graph G, a chordal graph M is a minimal triangulation of G if and only if M is the result of making a maximal set of pairwise non-crossing minimal separators into cliques (by adding necessary edges to G to achieve this).
A potential maximal clique of a graph G is defined as a maximal clique in a minimal triangulation of G. Fortunately it is easy to check if a vertex set is a maximal clique of some minimal triangulation.
Theorem 3 ([5]). Let Ω ⊆ V be a set of vertices of the graph G = (V, E), and let
Then Ω is a potential maximal clique if and only if :
has no full component associated to Ω, and 2. for every pair of vertices x, y ∈ Ω, {x, y} ∈ E or x, y ∈ N (C i ) for some i ∈ {1, . . . , p}.
Proposition 4. For a potential maximal clique Ω of the graph G, let X be the connected component containing vertex
Proof. This follows more or less directly from Theorem 3. By definition of X,
and by Theorem 3 vertex {x, y} ∈ E or x, y ∈ N (C) for some connected component
A tree decomposition of a graph G = (V, E) is a tree T whose nodes correspond to subsets of V , called bags, that satisfies the following: every vertex of V appears in a bag; for all {u, v} ∈ E, there is a bag where u and v appear together; for any vertex u ∈ V , the nodes of T corresponding to the bags that contain u induce a connected subtree of T . (We will simply use bags to denote both bags and nodes.) It follows that for two bags X and Y of a tree decomposition T , X ∩ Y is contained in every bag on the unique path between X and Y in T . A clique tree is a special kind of tree decomposition with a bijection between the nodes of the tree and the maximal cliques of G. A graph G has a clique tree if and only if G is chordal [6] . Minimal triangulations are chordal graphs, and a potential maximal cliques is defined as maximal clique of a minimal triangulation. Thus, we can rephrase the Chordal Sandwich problem once again: There exists a chordal graph sandwiched between G and H if and only if a tree decomposition of G can be obtained by only using bags that are potential maximal cliques of G.
If we view each edge of a clique tree as the intersection of its endpoint maximal cliques, every edge of a clique tree of G corresponds to a minimal separator of G, and every minimal separator of G appears as an edge in every clique tree of G [6] . This also implies that every minimal separator is a clique [9] . It is also important to note that chordal graphs have at most n maximal cliques [9] , and hence at most n − 1 minimal separators. Chordal graphs can be recognized and clique trees can be computed in linear time [15] . Induced subgraphs of chordal graphs are also chordal.
3 Bounding the number of useful minimal separators and potential maximal cliques
Assume that we are given a graph G = (V, E), and an additional graph H = (V, E ∪ F ) where E ∩ F = ∅. Let R be a minimum vertex cover of (V, F ), with k = |R|. We want to answer the question whether there exists an edge set 7549 n ) are the best known upper bounds for respectively the number of minimal separators and the number of potential maximal cliques [14] . Here, we will show that the restrictions given by F imply enough structure to bound the number of useful minimal separators and potential maximal cliques by a smaller function. First we will turn our attention towards listing minimal separators. Instead of finding the minimal separator directly we will find one of the two full components associated to the minimal separator, and retrieve the minimal separator from the neighborhood of this vertex set. Due to Theorem 2, we can only use minimal separators of G that are cliques in H. Every minimal separator S of G, which is a clique in H, has the property that G[S ∩ U ] is a clique, since we explained that no edge of F has two endpoints in U . Thus, we are interested in listing only such minimal separators.
Lemma 5. The number of minimal separators S in G such that G[U ∩ S] is a clique is at most 2 k · n 2 , and these can be listed in O(
Proof. By Proposition 1 we can uniquely define the vertex set of a minimal separator by obtaining one of the two full components associated to the minimal separator. The minimal separator can then be retrieved from the neighborhood of this vertex set. Hence, to proof the Lemma, it suffices the to list a set of full components such that for each minimal separator S, at least one full component associated to S is listed. Let S be a minimal separator such that G[U ∩ S] is a clique, and let X be a maximal clique of G[U ], such that S ∩ U ⊆ X. Vertex set X \ S induces a clique, and is thus contained in the same connected component of G[V \ S]. A result of this is that one of the two full connected components associated to S has an empty intersection with X. Let C be the vertex set of this full component, let R C = R ∩ C, and let x be a vertex contained in C. The connected component C of S will now be the connected component of G[V \ (X ∪ (R \ R C ))] which contains the vertex x. Now the set of minimal separators can be listed in the following way. For each triple X, R C , x where X is a maximal clique of G[U ], R C is a subset of R, and x ∈ V we define Z as N (C ) for the connected component
containing vertex x. Vertex set Z can be obtained in O(n 2 ) time. In the same time we can check if G[V \ Z] contains two full components associated to Z, and thus verifying if Z is a minimal separator. If Z is a minimal separator we add it to the output list. The induced graph G[U ] is chordal, and thus G[U ] contains at most |U | ≤ n maximal cliques. Moreover, there are at most 2 k choices for R C and at most n choices for x, hence this procedure requires O(2 k · n 4 ) time.
In a similar way we will now bound the number of potential maximal cliques Ω, where G[U ∩ Ω] is a complete graph. Analogous to the explanation on minimal separators above, a potential maximal clique Ω can be a maximal clique in a solution sandwich graph that we are looking for, only if Ω is a clique in H. Since no edges can be added to G with both endpoints in U , this is equivalent to saying that G[U ∩ Ω] is a complete graph.
For a vertex x ∈ Ω, define Z to be the connected component of G[V \ (Ω \ {x})] that contains x. By Proposition 4 Ω = N (Z) ∪ {x}. The pair (Z, x) will be referred to as a vertex representation of Ω. For vertex set Y = N (Z) ∪ {x} we can use the properties of Theorem 3 as described in [5] to verify that there are no full components associated to Y , and that for every pair of vertices x, y ∈ Y , {x, y} ∈ E or x, y ∈ N (C) for some connected component of
For a minimal separator it was enough to know one of the full components associated to the minimal separator. In a similar way we will show that it is enough to find one of the |Ω| vertex representations of Ω. The bounds for the number of minimal separators and potential maximal cliques of the type bounded in Lemmas 5 and 6 are optimal up to a polynomial factor of n. This follows from the following graph G: Let U be vertex set u 0 , u 1 , . . . , u k and let R be vertex
Lemma 6. The number of potential maximal cliques
. . , k}, and {v i , u i } ∈ E for every i ∈ {1, 2, . . . , k}. Graph H is a complete graph. Let X be any of the 2 k subsets of R \ {v 0 }. Then N (X ∪ {v 0 }) is a minimal v 0 , u 0 separator. It is not hard to verify that each such minimal separator also defines a unique potential maximal clique.
A parameterized algorithm for k-Chordal Sandwich
We will now use the list of minimal separators and potential maximal cliques to search for a minimal triangulations of G that can be created by adding edges from F . Our approach is similar to those of [13] and [25] . However, instead of searching through all minimal triangulations, we need only to search through minimal triangulations that fit into H, and hence we need only to consider the special types of minimal separators and potential maximal cliques that we studied in the previous section.
For a minimal separator S of G, and a connected component C of G[V \ S] we define (C, S) as a block, and the block is refereed to as full if N (C) = S. Let α(C, S) be a function on the block (C, S), defined as follows: The α function will now tell us whether or not the block (C, S) can be used in a partial solution for the chordal sandwich problem. In addition to this we also need a way to describe a "big" block from several smaller blocks. This is obtained by using potential maximal cliques. For a full block (C, S) and a potential maximal clique Ω where S ⊂ Ω ⊆ C ∪ S, we define (C, S, Ω) as a good triple. In addition to this we define function β(C, S, Ω) as follows: Recall that checking if there exists a chordal graph sandwiched between G and H is equivalent to checking if there exists a minimal triangulation sandwiched between G and H. A minimal triangulation is a chordal graph, and every chordal graph has a clique tree representation, and we will now check if a clique tree for such a minimal triangulation can be built from the set of potential maximal cliques in P. A leaf of a clique tree has the property that it can be defined by a single vertex only contained in the leaf clique of the tree. Let x be a vertex only contained in a leaf clique, then For the time analysis, building the lists S, B, T is linear in P and requires O(nm) time to find the connected components, and add the references. Computing the values for the leafs requires O(nm) time since we find connected components starting from each vertex of the graph. Computing α and β functions for larger components can be done in O(n 2 ) time due to the references. Finally we test for each minimal separator, which there are at most 2 k · n 2 of and for each of these we can check in O(n 2 ) time by the references whether their α-function is set to 1. In total this will require O(2 k n 5 ) time is required, since |P| ≤ 2 k · n 2 .
Concluding remarks
A small vertex cover of the admissible edges does not give any restriction to the input graph G, and it restricts the set F of admissible edges in a less strict way than for example |F |. Surprisingly it suffices as a parameter to achieve fixed parameter tractability of the Chordal Sandwich problem in a non-trivial way. We find this interesting, especially considering that the problem (even a more restricted version of it) remains W -hard when parameterized by a powerful parameter like the treewidth of the input graph.
Since we proved that k-Chordal Sandwich is FPT, a natural open problem is whether it admits a small kernel. Kernels that are of size polynomial in the parameter have attracted increasing attention recently, so it would be natural to look for such a kernel. However it might also be possible to prove that the problem does not admit a polynomial kernel thanks to the new tools developed in [4] . In this case also small exponential kernels or "cheat" kernels [11] become interesting. We suspect that k-Chordal Sandwich might not admit a polynomial kernel.
Another interesting question is what other parameter concerning the set of admissible edges could be natural for Chordal Sandwich, with respect to a non-trivial and efficient parameterized algorithm.
Finally we would like to mention that the algorithm could easily be adapted to finding the chordal graph sandwiched between G and H, using the smallest amount of edges from F . In the case where F is exactly the set of non-edges of G, this is equivalent to the Minimum Fill-in problem.
