Abstract. As a generalisation of the stable matching problem Baïou and Balinski [3] defined the stable allocation problem for bipartite graphs, where both the edges and the vertices may have capacities. They constructed a so-called inductive algorithm, that always finds a stable allocation in strongly polynomial time. Here, we generalise their algorithm for non-bipartite graphs with integral capacities. We show that the algorithm does not remain polynomial, although we also present a scaling technique that makes the algorithm weakly polynomial.
Introduction
We define the stable allocation problem on an undirected connected graph G(V, E) as follows. For every vertex v ∈ V let < v be a linear order on the edges incident with v. We say that vertex v prefers edge f to edge e if e < v f holds. (If G is simple, then we may represent the preference of a vertex v by a list, where a neighbour of v, say u precedes another one, say w if {v, w} < v {v, u}.) Let b : V −→ R V + be the bounds of the vertices, and c : E −→ R E + be the capacities of the edges. A weight function x : E −→ R E is called an allocation if 0 ≤ x(e) ≤ c(e) for every edge e ∈ E and x(v) := v∈e x(e) ≤ b(v) for every vertex v ∈ V . An edge e is saturated in the allocation x if x(e) = c(e) and unsaturated otherwise; similarly, a vertex v is saturated if x(v) = b(v) and unsaturated otherwise. An allocation x is stable if for every unsaturated edge e there is a (saturated) vertex v ∈ e such that e≤vf x(f ) = b(v), i.e. if e is dominated at v.
The stable allocation problem was introduced by Baïou and Balinski [3] for bipartite graphs. The integer version, (i.e. if the allocation x is required to be integral on every edge) was called the stable schedule problem by Alkan and Gale [2] . In fact, they considered a more general model with so-called "substitutable" preferences. Here, we refer to the integral version of the stable allocation problem as the integral stable allocation problem.
If, for an integral stable allocation problem c(e) = 1 for every edge e, then this special case is called the stable b-matching problem (see e.g. Fleiner [6] ). If the graph may contain parallel edges, then this problem is also known as the stable multiple activities problem by Cechlárová and Fleiner [5] . In case of simple graphs, this problem was called the stable fixtures problem by Irving and Scott [9] . If b(v) = 1 for every vertex, then the stable matching problem is obtained; that is called the stable roommates problem for simple graphs.
Furthermore, if the given graph is simple and bipartite, then the stable b-matching problem is often called the many-to-many stable matching problem. If b(v) = 1 for every vertex on one side, then the problem is referred as the many-to-one stable matching problem, the college admission problem or the hospitals/residents problem, introduced and solved by Gale and Shapley [7] . Finally, if b(v) = 1 for every vertex, then we obtain the stable marriage problem. These problems have been studied in hundreds of papers, since the theory of stable matchings has become an important subfield within both game theory and algorithm theory (see the books of Roth and Sotomayor [12] and of Gusfield and Irving [8] for further details and references).
Baïou and Balinski [3] showed that a generalisation of the Gale-Shapley algorithm solves the integral stable allocation problem for bipartite graphs. The problem is however, that the number of rounds in the algorithm can be equal to the sum of the bounds, even for an example with 4 vertices and 4 edges. On the other hand, Baïou and Balinski created an inductive algorithm that solves the two-sided stable allocation problem in strongly polynomial time (i.e. its running time does not depend on the bounds and capacities, only on the number of vertices and edges).
In Section 2 we define some elementary modifications and we use them to build up the so-called augmenting procedures. These procedures give the base of the inductive algorithm that is described in Section 3. As a special case, we recall the algorithm of Baïou and Balinski [3] and we show that this algorithm finds a stable allocation, given an instance of the stable allocation problem for bipartite graphs, in O(m 2 ) time, where m is the number of edges in the input graph. Afterwards, we analyse the inductive algorithm for the non-bipartite integral stable allocation problem. We illustrate by an example that the generalised algorithm does not remain polynomial. Finally, we show that our algorithm can be modified to become weakly polynomial by using a standard scaling technique. Namely, we prove that the scaled inductive algorithm finds a half-integral stable allocation in O(m 3 logB) time, where B is the maximal bound of the instance.
Elementary modifications and augmenting procedures
Assume, we are given a stable allocation problem instance for a (not necessarily bipartite) graph G with vertex-bounds b and edge-capacities c and let x be a stable allocation.
For each vertex v of G, let l x (v) be the edge e that is dominated at v such that x(e) > 0. Let f x (v) be the edge e that is dominated only at v such that e is not saturated, and there exists no other edge e ′ that satisfies the same property with e < v e ′ . We refer to l x (v) and f x (v) as the last and first dominated edges of v at x, respectively. Note that l x (v) or f x (v) may not exist, these edges may be the same for a vertex v, and f x (v) ≤ v l x (v) always holds. Furthermore, for any edge {u, v}, l
is possible by the fact that the first dominated edge can be dominated at one endvertex only.
Lemma 1 Let x be a stable allocation for a graph G with vertex-bounds b and edgecapacities c. We can determine l x (v) and f x (v) for all the vertices of G in O(m) time, where m is the number of edges in G.
Proof: For every vertex v in G, we take the edges incident with v according to the preference of v and we sum up their weights. If v becomes saturated, then the last edge with positive weight, say e, is selected to be l x (v). Beside, we mark all the edges in v ′ s preference list starting from e as the dominated edges at v. When we finished this procedure for every vertex in G, we read the list of every saturated vertex again, and we select the first dominated edges for each vertex v, i.e. the first such edge in v's list that is dominated only at v, whenever it exists.
Elementary modifications
Lemma 2 Let x be a stable allocation for a graph G with vertex-bounds b and edgecapacities c. m1) Suppose that {u, v} = l x (u) and 0 ≤ ε ≤ x({u, v}).
is a stable allocation for the modified bounds b ′ . m2) Furthermore, if f x (v) does not exist, then x ′ is stable also for the following bounds:
is a stable allocation for the modified bounds b ′ . m4) Furthermore, if l x (v) does not exist, then x ′ is stable also for the following bounds:
Proof: Every edge, that is dominated at a vertex w = {u, v} in x, remains dominated at w in x ′ , obviously. If an edge is dominated at u in x remains dominated there in x ′ , including the edge {u, v}. Finally, if an edge is dominated at v in x, it remains dominated there in x ′ after the modifications m1) and m3), while in the cases m2) and m4) no edge is dominated at only v in x. Thus x ′ remains stable.
Remark 1 Suppose, that an elementary modification is invoked for an edge {u, v} as described above. For every vertex w = u, v, l
in the cases m1) and m3).
Augmenting procedures
Suppose that our goal is to increment the bound of a vertex v from b(v) to b ′ (v) = b(v)+ ε, by simultaneously modifying x to x ′ in such a way that x ′ is a stable allocation for the new settings.
If f x (v) does not exist, then x ′ = x remains stable, obviously. Otherwise, we construct a so-call augmenting path to conduct the improvement of x(v). To create such a path, let a 0 = v and let the 2i-th and the (2i + 1)-th element of the sequence be
for every index i from i = 1 while such vertex exists and no repetition occurs.
Depending on the termination of the above augmenting path, under the assumption that G is bipartite graph, we have 4 cases that yield to 4 augmenting procedures:
If G is not necessarily bipartite, then the augmenting path can have two more possible terminations, thus these two cases yield to two new possible augmenting procedures:
otherwise.
Hereby, we refer to the augmenting procedures I1), I2), I3), I4) as improving procedures and to C1), C2) as cycle-swapping procedures.
Lemma 3
The new allocation x ′ , obtained by the above improving and cycle-swapping procedures, is stable for the bounds b ′ and b, respectively. If the first and last dominated edges are given then the execution of an augmenting procedure can be done in O(n) time.
Proof: We show that these augmenting procedures can be built up by using elementary modifications. In the cases I1) and I2), first we invoke m2) and m4) for the last edges of the augmenting path, respectively, and then we invoke the m1) and m3) elementary modifications backwards along the augmenting paths. In the other cases we invoke the m1) and m3) only, backwards along the augmenting paths, respectively. Remark 1 ensures that the last and first dominated edges remains the same for the vertices untouched by the elementary modifications. Thus, the stability of the new allocation x ′ is the consequence of Lemma 2.
Considering the running time, the construction of the augmenting path is straightforward if the last and first dominated edges are given, and ε can also be calculated in O(n) time.
The inductive algorithm
Fix an integral stable allocation problem instance for a graph G with vertex-bounds b and edge-capacities c. The idea of the inductive algorithm is the following. We start with a trivial problem with b 0 (v) = 0 for every v ∈ V (G) and a trivial stable allocation x 0 (e) = 0 for every edge e ∈ E(G). Then we successively execute augmenting procedures considering the vertices in order of their indices, by settingε = min{ε, b(v) − b i (v)} in the improving procedures, until we reach the vertex-bounds b for every vertex.
The algorithm of Baïou and Balinski for bipartite graphs
A stable allocation problem for a bipartite graph G is given with vertex set V (G) = A ∪ B. Let n be the number of vertices and let m be the number of edges in G. Here, we present the so-called inductive algorithm of Baïou and Balinski [3] , that solves this problem by using the above augmenting procedures at most O(n + m) times.
At the beginning of the inductive algorithm, we set the bounds to be b 0 (u) = 0 for every u ∈ A and b 0 (v) = b(v) for every v ∈ B. Here x 0 (e) = 0 for every e ∈ E(G) is a trivial stable allocation. The idea of the algorithm is to successively increment the bounds of the vertices in A, considering the vertices in order of their indices, by invoking augmenting procedures, until reaching the vertex-bounds b for every vertex in A.
Suppose
We construct the augmenting path, and we execute the formed augmenting procedure, by settingε = min{ε, b(a k ) − b i (a k )} in cases I1) and I2).
Analysis of the running time
For the actual stable allocation problem in the i-th step with bounds b i and stable allocation x i , we define the following partition of E(G):
T 1 (i) : {e|x i (e) = 0 and e is dominated only at some u ∈ A}, T 2 (i) : {e|0 < x i (e) < c(e) and e is dominated only at some u ∈ A}, T 3 (i) : {e|x i (e) = c(e)}, T 4 (i) : {e|0 < x i (e) < c(e) and e is dominated at some v ∈ B}, T 5 (i) : {e|x i (e) = 0 and e is dominated at some v ∈ B}.
Obviously, T 1 (0) = E(G). It can be easily verified that for two indices 1 ≤ p ≤ q ≤ 5 it is impossible that an edge e belongs to both T q (i) and T p (i+1) no matter which augmenting procedure is executed in the i-th step. Furthermore, if a vertex v ∈ B is unsaturated before the i-th step then it can become saturated after the i-th step but never conversely.
Moreover, after an augmenting procedure one of the following four cases holds:
• a new edge e becomes saturated, so e ∈ T 3 (i + 1) \ T 3 (i),
• a new edge e becomes 0-weighted, so e ∈ T 5 (i + 1) \ T 5 (i),
Thus, the number of augmenting steps in the Baïou-Balinski algorithm is at most 2m + 2n. This ensures that their algorithm is strongly polynomial.
Theorem 4 (Baïou-Balinski [3] ) The inductive algorithm finds a stable allocation for a given instance of stable allocation problem on a bipartite graph in O(m 2 ) time.
Proof: Since the execution of an augmenting procedure can be done in O(n) time and we can reset the last and first dominated edges in O(m) time after each augmenting procedure by Lemmas 1 and 3, respectively, we get O(m 2 ) for the overall running time.
The inductive algorithm for graphs with integral capacities
Here, we analyse the inductive algorithm for non-bipartite graphs and we show that for integral capacities the algorithm is weakly polynomial if we use a scaling technique.
Analysis of the inductive algorithm for graphs with integral capacities
To prove that this algorithm terminates in finitely many steps, we first show that each stable allocation x i has only half-integral weights. Moreover, we prove that the nonintegral edges form disjoint odd cycles, where the domination is cyclic. This means that if {a 1 , a 2 }, {a 2 , a 3 }, . . ., {a 2k , a 2k+1 }, {a 2k+1 , a 1 } is an odd cycle with non-integral weights and {a 1 , a 2 } is dominated at a 2 then every edge {a i , a i+1 } in this cycle is dominated at only a i+1 . We call these cycles as odd domination cycles.
Lemma 5 Assume that an integral stable allocation problem is given for a graph G with a stable allocation x, where every weight is half-integral and the edges with non-integral weights form disjoint odd domination cycles. After invoking an augmenting procedure, the obtained stable allocation x ′ satisfies the same property.
Proof: First we show that the edges with non-integral weights form disjoint domination cycles in every stable allocation for an integral stable allocation problem. This is because if an edge e with non-integral weight is dominated at one of its endvertex v, then v must be incident with another edge e ′ with non-integral weight which cannot be dominated at v, and so on.
After this, we prove that the half-integer property is preserved whenever we execute an augmenting procedure. Suppose that a vertex v is covered by an odd domination cycle in x, so v is incident with two non-integral edges e and e ′ , such that e < v e ′ . In this case, e is obviously dominated only at v, which implies e = l x (v) = f x (v). Assume that v is the first such vertex along the actual augmenting path that belongs to an odd domination cycle of non-integral weights. Here case I3) or I4) occurs, since the augmenting path terminates with this very odd cycle, such that the first repetition is at v in the path. Moreover, every edge in the augmenting path has integral weight until v and has half-integral weight after v. Thus the improvement, ε must be integral so x ′ must satisfy the required property.
We continue by verifying that cases C1) and C2) cannot occur consecutively infinite many times. Indeed, we prove that within 2m steps, at least one improving procedure must be executed in the inductive algorithm.
Lemma 6 Assume that a stable allocation problem for a graph G is given with a stable allocation x. If we keep on invoking the augmenting procedure for one vertex a 0 ∈ V (G), then after at most 2m rounds an improving procedure will be executed.
Proof: Suppose indirectly, that after each call a cycle-swapping procedure is executed. We build a bipartite subgraph G ′ of G with vertex set A ∪ B in the following way. Let the first augmenting path be P 1 = (A 1 |B 1 ). If u = a j,1 ∈ A 1 then let u ∈ A and if v = b j,1 ∈ B 1 then v ∈ B. Moreover, we create a directed subgraph D of G ′ by directing each occurring vertex in the sequence to the consecutive vertex. So, if next(u) = b j+1,1 , then (u, next(u)) ∈ A(D). Similarly, if next(v) = a j,1 , then (v, next(v)) ∈ A(D). Note, that {u, next(u)} = f x 0 (u) before the first round and {u, next(u)} = l x 1 (u) after the first round. Similarly {v, next(v)} = l x 0 (v) before the first round and {v, next(v)} = f x 1 (v) after the first round. Let us denote the vertex, where the first repetition occurs in P 1 by r 1 . Obviously there exist a directed path to r 1 from each vertex of P 1 in D. Moreover, r 1 must be part of the second augmenting path, P 2 , since until r 1 the augmenting path P 2 is the same as P 1 .
Similarly, let the t-th augmenting path be P t = (A t |B t ). If u = a j,t ∈ A t then let u ∈ A and if v = b j,t ∈ B t then v ∈ B. If v ∈ V (D) then we remove (v, v ′ ) from A(D) and after we add (v, next(v)) to A(D), where next(v) is defined as above. Let r t denote the vertex, where the repetition occurs in P t . Obviously, there exists a directed path to r t from each vertex of P t in D, thus from r t−1 as well. This implies by induction that there exists a directed path to r t from each vertex of V (D) in D.
To show that the above definition of G ′ is correct, we have to verify that u ∈ A t ∩ B (and similarly v ∈ B t ∩ A) is not possible. Suppose indirectly that u is the first vertex such that u = a j,t ∈ B. Obviously, r t−1 is already part of P t before u, since until r t−1 , the augmenting path P t is the same as P t−1 . We can assume by induction, that there exists a directed path from u to r t−1 in D. Moreover, this directed path actually is the same as the augmenting path from u by the definition of next(v), where all the vertices are in the opposite side as before (i.e. next(u) ∈ B t ∩ A, next(next(u)) ∈ A t ∩ B and so on). So, a repetition must occur, either b k,t = a i,t or a k,t = b i,t thus case I3) or I4) holds, a contradiction.
Finally, we define
and T ′ 5 (t) on G ′ in the very same way as T 1 (i), T 2 (i), T 3 (i), T 4 (i) and T 5 (i) were defined earlier. Similarly, it can be verified that for two indices 1 ≤ p ≤ q ≤ 5 it is impossible that an edge e belongs to both T ′ q (t) and T ′ p (t + 1), if one of the cycle-swapping procedure is executed in the t-th step. Moreover, one of the following two cases must happen after a cycle-swapping procedure:
• a new edge e of G ′ becomes saturated, so e ∈ T ′ 3 (t + 1) \ T ′ 3 (t),
• a new edge e of G ′ becomes 0-weighted, so e ∈ T ′
So, we cannot execute more than 2m cycle-swapping procedures in a row.
The inductive algorithm finds a stable allocation x for a given instance of stable allocation problem on a bipartite graph in O(m 2 S) time. Moreover, every weight in x is half-integral and the edges with non-integral weights form disjoint odd domination cycles.
Proof: The execution of an augmenting procedure can be done in O(n) time and we can reset the last and first dominated edges in O(m) time after each augmenting procedure by Lemmas 1 and 3, respectively. The required half-integral property trivially holds for x 0 , so it remains true for the final allocation by Lemma 5. Moreover, this Lemma implies also that every improvement is integral. Since we execute at least one incrementing procedure in every 2m rounds by Lemma 6, the inductive algorithm finds a half-integral stable allocation in O(m 2 S) time.
An example for the worst case running time
Below, we create an integral stable allocation problem for a graph G, for which the number of steps in the inductive algorithm is not polynomial in n = |V (G)|.
Example 1 Let F i denotes the i-th Fibonacci number (i.e. F 1 = F 2 = 1, and given with vertices a 1 , a 2 , . . . , a n and with the following edges, preferences, bounds and capacities:
for every i = 3, . . . , n − 2 a n−1 : [a n , a n−2 , a n−3 ] a n :
[a n−1 , a n−2 ]
It can be verified that the inductive algorithm executes F i improving operations on a i , namely I1) and I2) alternately, each with improvement 1. Thus, the number of steps in the algorithm is S = n i=1 F i , which is an exponential function of n.
Weakly polynomial algorithm by scaling
Here, we show that the scaling property ensures that the generalised inductive algorithm can be modified with standard techniques to become weakly polynomial for the integral stable allocation problem. Although, it remains an open question whether there exists a strongly polynomial algorithm for the integral stable allocation or for the more general stable allocation problem on non-bipartite graphs.
Proposition 1 (Scaling property) Suppose that a stable allocation x is given for an instance of stable allocation problem with bounds b and capacities c. If we construct a new instance by multiplying every bound and capacity by a positive constant α, then x ′ = x · α is a stable allocation for the modified instance.
Proposition 2 (Reduced edge-capacities) Suppose that a stable allocation x is given for an instance of stable allocation problem with bounds b and capacities c. If we construct a new instance by reducing the edge-capacities for every edge e = {u, v} as follows: c r (e) := min{c(e), b(u), b(v)} then x remains a stable allocation for the modified instance.
Omitting the edge-capacities by a reduction
We show that every instance of stable allocation problem can be reduced to another one such that in the new instance there is no edge-capacity (i.e. the capacity of every edge {u, v} can be considered as infinity or as the minimum of b(u) and b(v)). We use a construction in the reduction that is similar to the one which was used by Cechlárová and Fleiner [5] to reduce the so-called stable multiple activities problem to the stable roommates problem. The only difference is that here we use parallel edges instead of 3-paths in the reduction for simplicity. Although, we remark that the original construction could be used in the very same way, and then the graph of the reduced instance would be simple (i.e. the graph would not contain parallel edges).
Lemma 8 Every instance of stable allocation problem can be reduced to another one with no edge-capacity.
Proof: Assume that we have an instance of stable allocation problem given on a graph G with vertex-bounds b and edge-capacities c. We construct G ′ as follows.
If v ∈ V (G) then let v ′ ∈ V (G ′ ) with the same bound, b(v ′ ) = b(v). If {u, v} = e ∈ E(G) then let u e , v e ∈ V (G ′ ) with bound b(u e ) = b(v e ) = c(e) and let {u ′ , u e }, {v ′ , v e }, e u,v = {u e , v e }, e v,u = {v e , u e } ∈ E(G ′ ) with no capacities, with the following preferences:
Note that if |V (G)| = n and |E(G)| = m in G, then |V (G ′ )| = n+2m and |E(G ′ )| = 4m in G ′ , so the reduction is polynomial.
Suppose that we have a stable allocation in G, we construct another stable allocation x ′ in G ′ as follows. If for an edge e = {u, v}, x(e) = c(e) in G then let x ′ ({u ′ , u e } = x ′ ({v ′ , v e }) = x(e) and x ′ (e u,v ) = x ′ (e v,u ) = 0 in G ′ . Otherwise, if x(e) < c(e) and e is dominated at v in G, then let x ′ ({u ′ , u e } = x ′ ({v ′ , v e }) = x(e), x ′ (e u,v ) = c(e) − x(e) and x ′ (e v,u ) = 0.
To prove the stability of x ′ it is enough to verify that if an edge e = {u, v} is dominated at v in x, then the corresponding edges are also dominated in x ′ . Namely, {u ′ , u e } is dominated at u e , {v ′ , v e } is dominated at v ′ , e u,v is dominated at v e and e v,u is dominated at u e , which is obvious.
In the other direction, let us suppose that we have a stable allocation x ′ in G ′ . First we prove some basic facts about x ′ . For every edge e = {u, v} of G let us consider the corresponding edges in G ′ . Since e u,v is the best edge for u e and the worst edge for v e , e u,v must always be dominated at v l . This implies that both u e and v e must be saturated in every stable allocation, therefore,
By this, let
To prove the stability of x, let us consider an edge e = {u, v} such that x(e) < c(e). If {u ′ , u e } is dominated at u ′ in x ′ , then e must be dominated at u in x. Otherwise, if {u ′ , u e } is dominated at u e in x ′ , then x ′ ({e u,v }) = 0, so {v ′ , v e } cannot be dominated at v e , it must be dominated at v ′ , thus, e must be dominated at v in x.
The scaled inductive algorithm for integral capacities
Suppose that an instance of integral stable allocation problem is given for a graph G with bounds b and capacities c. We show how this problem can be solved by a weakly polynomial algorithm.
First we reduce the edge-capacities as it is described in Proposition 2 if possible. Then we reduce the problem to another integral stable allocation problem with no edgecapacities as it is shown in Lemma 8. Let us denote the vertex-bounds of this reduced instance for graph G ′ by b ′ . We note that the number of vertices in G ′ , n ′ = O(m). Let B be the maximum bound in the reduced instance, which is the same as the maximum bound for the original instance, and let L = ⌈log B⌉.
In the first stage we run the inductive algorithm for bounds 
For every i from 1 to L we solve the integral stable allocation problem for graph G ′ with bounds b i = ⌊b/2 L−i ⌋ in an inductive way. Suppose that x i is a stable allocation for bounds b i , we construct the next stable allocation x i+1 for bounds b i+1 as follows.
We firstly dublicate the bounds and we get a stable allocation 2x i for bounds 2b i by the scaling-property, then we invoke augmenting procedures by further increasing the bounds to b i+1 and by creating the new stable allocation
for every vertex v ′ in G ′ , the total improvement is at most n ′ = O(m) in each round, so the running time of the algorithm is O(m 3 ) in each round. This gives the following overall complexity for the scaled inductive algorithm.
Theorem 9
The scaled inductive algorithm finds a half-integral stable allocation in O(m 3 logB) time for every integral stable allocation problem on non-bipartite graphs, where B is the maximal bound of the instance.
Further remarks
Lebedev et al. [10] suggested that the stable b-matching problem could be used to model peer-to-peer (P2P) networks. Here, the vertices of the graph correspond to the peers and an edge links two peers if some kind of connection is possible and mutually acceptable to the peers. We believe that here, the introduction of edge capacities may be a reasonable modification of the b-matching model, since in P2P networks the connections can be performed with different capacities according to usage. Therefore, we think that the stable allocation problem can be a suitable model to analyse P2P networks.
In some applications, such as P2P networks ( [10] ), the preferences turned out to be acyclic. This means that the instance cannot contain an odd cycle {a 1 , a 2 }, {a 2 , a 3 }, . . ., {a 2k , a 2k+1 }, {a 2k+1 , a 1 } such that {a i−1 , a i } < a i {a i , a i+1 } holds for every i mod 2k + 1. Abraham et al. [1] showed that in this case, the preferences may be derived from a global ranking function rank : E → N such that a vertex v prefers an edge e to an edge e ′ if rank(e) < rank(e ′ ). We note, that given an instance of the stable allocation problem on a non-bipartite graph with acyclic preferences, there is a unique solution. It can be found by a straightforward algorithm: we saturate the edges one by one in the order of their rankings. We remark that in Example 1 the instance is acyclic, so the stable solution could have been obtained easily.
This observation might help to construct a strongly polynomial algorithm for the (integral) stable allocation problem on non-bipartite graphs. Finding such an algorithm is the most challenging task that remains.
Note that the inductive algorithm may be strongly related to the so-called incremental algorithm for the stable roommates problem. The incremental algorithm that solves the stable marriage problem by adding the vertices successively to the graph was created by Roth and Vande Vate [13] . The algorithm of Tan and Hsueh [14] finds a stable halfmatching for an instance of the stable roommates problem in a similar way. It seems that the algorithm of Baïou and Balinski [3] produces the same stable matching as the Roth-Vande Vate algorithm for a stable marriage problem, and our inductive algorithm produces the same stable half-matching as the Tan-Hsueh algorithm does for the stable roommates problem.
It is easy to see the following. Let us run the inductive algorithm for a stable roommates instance and consider an improving procedure executed for a vertex v. The obtained augmenting path is precisely the shortest proposal-rejection sequence that we can obtain by the incremental algorithm for some particular stable half-matching. (This kind of halfmatching was called as a core-configuration relative to v by Pittel and Irving [11] . More details about the incremental algorithm and related notions can be found in [4] .)
