The regularized linear discriminant analysis (LDA) technique overcomes the small sample size (SSS) problem by adding a regularization parameter to the eigenvalues of within-class scatter matrix. However, it has some drawbacks. In this paper we address its drawbacks and propose an improvement. The proposed technique is experimented on several datasets and promising results have been obtained.
Introduction
In many classification problems, the dimensionality of the sample space (or the feature space) is very large and number of data samples is small. It is therefore necessary to reduce the dimensionality of the space for improving the robustness (or generalisation capability) and computational complexity of the pattern classifier.
One of the most widely studied techniques for dimensionality reduction is the linear discriminant analysis (LDA) technique [1] . The LDA technique finds an orientation W that transforms high dimensional feature vectors belonging to different classes to a lower dimensional feature space such that the projected feature vectors of a class on this lower dimensional space are well separated from the feature vectors of other classes. If the dimensionality reduction is from d-dimensional (R d ) space to h-dimensional (R h ) space (whereh < d), then the size of the orientation matrix W is R d×h ; i.e., it has h column vectors. The orientation matrix W is obtained by maximising the Fisher's criterion function, in other words by the eigenvalue decomposition (EVD) of S −1 W S B , where S W ∈ R d×d is within-class scatter matrix and S B ∈ R d×d is between-class scatter matrix. For a c-class problem, the value of h will be c − 1 or less, a constraint due to S B . If the dimensionality d is very large compared to the number of training samples n then S W becomes singular and the evaluation of eigenvalues and eigenvectors of S −1 W S B becomes impossible. This drawback is considered to be the main problem of LDA and is commonly known as the small sample size (SSS) problem [2] .
In order to overcome this SSS problem, several techniques have been proposed in the literature. For example, PCA+LDA [3] , [4] , also known as the Fisherface technique, avoids this singularity problem in two stages. The problem with this two-stage Fisherface technique is that though it avoids singularity of S W matrix, the initial dimensionality reduction by PCA reduces the information content and as a result decreases the classification accuracy. Another technique that overcomes the singularity problem in two steps is the null LDA technique [5] , [6] . It has been shown in the literature [7] that both the range space and null space of S W are meaningful for classification purposes. Since the null LDA technique discards the range space of S W , it throws away some important information useful for classification. The other technique is the pseudoinverse technique [8] which avoids the singularity problem but discards the null space of S W . Another way to overcome the singularity problem is through the regularized LDA technique [9] , [10] which adds a small positive constant to the eigenvalues of S W to make it non-singular. Though this technique uses the null space as well as the range space of the S W matrix, its suffers from the following two problems: 1) S W matrix is of very large size and it is not very easy to compute its inverse 1 , and 2) The value of the small perturbation term added to each diagonal element of S W is not known a priori. The perturbation term has to be determined heuristically through the cross-validation method which is an expensive procedure and a poor choice of the term can degrade the generalization performance of the method. The perturbation term has been added just to make the inverse operation feasible and it has no physical meaning.
Like the regularized LDA technique, the proposed technique finds orientation matrix W in a way that the null space and range space of S W are retained, and at the same time the singularity problem in the computation of the inverse of S W is avoided. Also, the technique does not suffer from the two above-mentioned problems associated with the regularized LDA technique. Instead of adding the small amount of perturbation term and not knowing its value a priori, we approximate S
−1
W by a very well defined matrix [11] . We use this approximation with S B to compute the EVD of S −1 α S B , where S −1 α is the approximation of S
W . This gives us the orientation matrix W. The proposed technique does not use any heuristic approach to evaluate the perturbation term through the cross-validation procedure. The advantages of the proposed technique are demonstrated experimentally in this paper on several datasets. In addition, we demonstrate empirically the relative importance of the range and null spaces of S W in classification.
Regularized LDA
When the dimensionality of feature space is very large compared to the number of training samples available, then the S W matrix becomes singular. To overcome this singularity problem in the regularized LDA method, a small perturbation to the S W matrix has been added. This makes the S W matrix non-singular. However, the size of S W matrix is very large due to very high dimensional feature space and its inversion becomes computationally infeasible. To overcome this computational problem, one can first project the original feature space onto the range space of S T and then can apply regularization to the within-class scatter matrix in the reduced feature space. Let the within-class scatter matrix and between-class scatter matrix in the reduced dimensional space beŜ W andŜ B . The regularization can be applied as follows:
where δ > 0 is a perturbation term or regularization parameter. The addition of δ in the regularized method helps to incorporate both the null space and range space ofŜ W . However, the drawback is that there is no direct way of evaluating the parameter as it requires heuristic approaches to evaluate it and a poor choice of δ can degrade the generalization performance of the method. The parameter δ has been added just to perform the inverse operation feasible and it has no physical meaning.
Null LDA technique
In the null LDA technique [6] , the h column vectors of the orientation W = [w 1 , w 2 , . . . w h ] are taken to be in the null space of the within-class scatter matrix S W ; i.e., w T i S W w i = 0 for i = 1 . . . h. In addition, these column vectors have to satisfy the condition w T i S B w i = 0 for i = 1 . . . h.
Since the dimensionality of the null space of S W is d − (n − c), we will have d − (n − c) linearly independent vectors satisfying the two above mentioned conditions. Since d−(n−c) is greater than h, Chen et al. [6] have used eigen analysis of S B matrix to select h leading eigenvectors from these d − (n − c) vectors to form the orientation matrix W. Thus, in the null space method, W is found by maximizing |W T S B W | subject to the constraint
The null LDA technique finds the orientation W in two stages. In the first stage, it computes W such that S W W = 0: i.e., data is projected on the null space of S W and throws the range space of S W . Then in the second stage it finds W that satisfies S B W = 0 and maximizes |W T S B W |. The second stage is commonly implemented through the PCA method applied on S B . When the dimensionality d of the original feature space is very large in comparison to sample size n, the evaluation of null space becomes nearly impossible as the eigenvalue decomposition of such a large d × d matrix will lead to serious computational problems. This is a major problem. There are two main techniques in this respect suggested in the literature for computing the orientation W. In the first technique, a pre-processing step is introduced where the PCA technique is applied to reduce the dimensionality from d to n − 1 by removing the null space of S T . In the reduced n − 1 dimensional space it is possible to compute the null space of S W . This pre-processing step is then followed by the two steps of the null space LDA method [5] . In the second technique, no pre-processing is necessary but the required null space of S W is computed in the first stage by first finding the range space of S W , then projecting the data onto this range space followed by subtracting it from the original data. After this step, the PCA method is applied to carry out the second stage [12] . It can be seen that in both the techniques range space of S W was thrown which could have some discriminant information for classification. As a result the null LDA method is also suboptimal.
Pseudoinverse method
In the pseudoinverse method [8] the inverse of within-class scatter matrix S W is estimated by its pseudoinverse and then the conventional eigenvalue problem is solved to compute the orientation matrix W. The pseudoinverse method implemented in this paper is described as follows:
In this method, a pre-processing step is used where feature vectors are projected on the range space of S T to reduce the computational complexity. After the pre-processing step, the reduced dimensional within-class scatter matrixŜ W is decomposed aŝ
Λ w 0 0 0 and Λ w ∈ R w×w (w is the rank of S W such that w < t).
Let the eigenvectors corresponding to the range space ofŜ W is U wr and the eigenvectors corresponding to the null space ofŜ W is U wn , i.e., U w = [U wr , U wn ], then the pseudoinverse of S W can be expressed asŜ
The orientation matrix W can now be computed by solving the following conventional eigenvalue problemŜ + WŜ B w i = λ i w i , whereŜ B is the between-class scatter matrix in the reduced space. It can be observed that the null space of within-class scatter matrix is discarded which would sacrifice some discriminant information. In the next section, we empirically demonstrate the importance of null space and range space of within-class scatter matrix.
5. Relative importance of the range space and null space of within-class scatter matrix in classification
In order to develop the concept of the proposed technique it is helpful to exhibit the relative importance of the range space and null space of S W in classification. Several techniques that overcome SSS problem discard either null space or range space of S W . However, it has been mentioned in the literature [7] that the null space as well as the range space of S W contain information useful for classification, but has not been demonstrated explicitly.
Here we demonstrate it experimentally on a number of datasets. In order to illustrate this, a comparison between the classification accuracy of the null space of S W and the range space S W has been given in Table 1 . The description of datasets has been depicted in Section 7. In these experiments, the data samples have been transformed to the lower dimensional space by using the range space of total-scatter matrix S T as a pre-processing step. Then the within-class scatter matrix is computed in the reduced dimensional space. LetŜ W ∈ R t×t (where t = rank(S T )) be the within-class scatter in t-dimensional space. Then we can decomposeŜ W into its eigenvalues and eigenvectors asŜ W = U w D w U T w , where U w ∈ R t×t and D w ∈ R t×t are its eigenvectors and eigenvalues, respectively. We can further decompose eigenvectors ofŜ W as U w = [U wr , U wn ], where U wr ∈ R t×w represents the range space, U wr ∈ R t×(t−w) represents the null space and w = rank(S W ). To obtain the classification accuracy using the range space, the data is first transformed to w -dimensional space by transform U wr and then the nearest neighbour classifier (NNC) (i.e., k-NN classifier with k = 1) is used to classify test feature vectors. For null space classification accuracy, the data is first transformed to (t − w)-dimensional space by U wn and then NNC is used to classify test feature vectors. It can be seen from Table 1 that both the spaces (null space and range space) of S W contain information useful for classification. However, the range space of S W is less effective for classification than its null space. Therefore, utilizing both the spaces of S W could further improve the classification performance.
Approximate LDA (ALDA) technique
The rationale behind the proposed ALDA technique is to use both the null space and range space information of S W and at the same time avoid the need of any heuristic method for computing the perturbation term.
In order to present the ALDA technique, we introduce first some notations. Let X be a set of n training vectors (samples or patterns) in a d-dimensional feature space, Ω = {ω i : i = 1, 2, ..., c} be the finite set of c states of nature or class labels where X i denotes the i th class label. The set X can be subdivided into c subsets X 1 , X 2 ,. . . , X c ; i.e., X i ⊂ X and X 1 X 2 . . . X c = X, where each subset X i belongs to X i and consists of n i number of [14] 80.4 86.6 Breast Cancer [15] 47.4 57.9 Lung Cancer [16] 89.9 98.0 MLL [17] 80.0 100.0 SRBCT [18] 40.0 100.0 average 69.0 89.9 samples such that:
The samples or patterns of set X can be written as X = {x 1 , x 2 ,. . ., x n }where x j ∈R d . Let µ j be the centroid of X j and µ be the centroid of X, then matrix S T can be formed as follows:
where A t ∈ R d×n is a rectangular matrix given by
The singular value decomposition (SVD) of matrix A t can be given as
By using equation 2, equation 1 can be written as S T = U t Σ 2 t U T t . If the rank(S T ) = t (where t < d) then the size of matrix U t would be R d×t and the size of diagonal matrix Σ t would be R t×t .
In order to reduce the computational complexity, a pre-processing step is used where the feature vectors are projected onto the range space of S T . Let Y = U T t X be the reduced dimensional feature vectors in the range space of S T . Then reduced dimensional within-class scatter matrixŜ W , of rank w, can be formed aŝ
where rectangular matrixÂ w ∈ R t×n can be defined aŝ
where y i ∈ Y (for i = 1 . . . n) is the reduced dimensional feature vector,μ j (for j = 1 . . . c) is the mean of samples of class j in the reduced feature space andμ is the mean of all the training data Y . The reduced dimensional between-class scatter matrixŜ B (of rank b) can be given asŜ 1. Pre-processing step: compute SVD of rectangular matrix A t to obtain its eigenvectors U t ∈ R d×t then project the data sample X into the range space of total-scatter matrix, i.e., Y = U T t X. 2. Evaluate eigenvectors U w and square root of eigenvalues D w of the reduced dimensional within-class scatter matrixŜ W (equation 3).
3. Find the maximum of square root of eigenvalue ofŜ W , i.e., α = max(diag(D w )) to get The singular value decomposition (SVD) of matrixÂ w will givê
where D w = Λ w 0 0 0 , Λ w ∈ R w×w and U w ∈ R t×t . IfŜ W is a full rank matrix (i.e. w = t) then the inverse ofŜ W can be written as:
But since w < t, then D −1 w is not possible. However, we can substitute it with D α , where D α is defined as D α = αI t×t − D w and α = max(diag(D w )) [11] . Then equation 4 can be written as:Ŝ
The orientation matrix W can be obtained by solving the following conventional eigenvalue problem:Ŝ
where w i are the column vectors of W that correspond to the λ i (eigenvalues) in equation 5. The implementation of the ALDA technique is summarized in Table 2 .
Datasets and experimentation
Several datasets have been used for the experimentation purpose, including DNA microarray gene expression data, face recognition data and text classification data. The description of these datasets is given in Table 3 . It can be seen from the table that the dimensionality of the dataset is very large compared to the number of samples which leads to the SSS problem.
The datasets used in the experimentation have two distinct sets namely, training set and test set. The model parameters of all the algorithms experimented in this work are computed using training set only. Once the model parameters are measured then an independent test set is used to evaluate the performance in terms of classification accuracy. The classification accuracy is computed on test set only. The classification accuracy defined in this paper is the percentage of the number of samples correctly labelled in the test set over the total number of samples in the test set. This will give us unbiased generalization error. The ALDA technique is utilized to reduce the dimensionality while the nearest neighbour classifier (i.e., k-NN classifier with k = 1) is used for classifying the data. For the regularized LDA technique, the regularization parameter was estimated by using leave-one out crossvalidation procedure on training set. Table 4 illustrates the classification accuracy of the ALDA technique on all the datasets. For all the techniques, except ULDA [21] , the preprocessing step is used to reduce the computational complexity by projecting the data using the range space of S T on the lower dimensional space. It can be observed from the table that for three cases ALDA is beating Null LDA significantly: in Breast Cancer by 15.8%; in ALL subtype by 6.3%; and, in Acute Leukemia by 2.9%. For two datasets (MLL and SRBCT), ALDA, Null LDA, regularized LDA and ULDA techniques are giving perfect classification accuracy. In another three cases (Lung Cancer, face ORL and Dexter) Null LDA is getting the highest classification accuracy. However, the classification performance is equal or less than 1% higher when compared with ALDA technique. The overall or average classification accuracy of ALDA technique is the highest which is 93.4%. The Null LDA technique is also competing well at an average classification accuracy of 90.5% followed by ULDA (89.6%), regularized LDA (89.3%) and pseudoinverse technique (74.7%). It can be observed from the results that the ALDA technique outperforms the null LDA technique, regularized LDA technique, ULDA technique, and pseudoinverse technique. The average classification accuracy obtained by ALDA is higher than the other techniques.
Conclusion
The approximate LDA (ALDA) technique has been proposed in this paper. This technique avoids any heuristic approach to evaluate the regularization parameter (as required in the regularized LDA technique) and retains both the null space and range space of S W efficiently. The technique has been experimented on several datasets and promising results have been obtained.
