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Abstract
We examine the phase transition phenomenon for the Knapsack problem from both a computa-
tional and a human perspective. We first provide, via an empirical and a theoretical analysis, a
characterization of the phenomenon in terms of two instance properties; normalised capacity
and normalised profit. Then, we show evidence that average time spent by human decision
makers in solving an instance peaks near the phase transition. Given the ubiquity of the
Knapsack problem in every-day life, a better understanding of its structure can improve our
understanding not only of computational techniques but also of human behavior, including the
use and development of heuristics and occurrence of biases.
1 Introduction
The Knapsack problem (KP) is an important and relevant problem from both a computational and a
human reasoning perspective: it is a classical NP-complete problem that is ubiquitous in every-day
human tasks at many different levels of cognition [24, 19]. In this work, we study—theoretically and
empirically—its “hardness" properties and whether these coincide for computers and humans.
A computational complexity analysis of the problem (known to be in the NP-complete complexity
class) provides too conservative a view, in that it is based on worst-case behaviour that may not
coincide with ‘typical’ case instances. Thus, we aim to analyse the relation between instance
properties and instance complexity of the problem. To do so, we provide a fine-grained analysis of
the phase transition phenomenon for the Knapsack problem, a sudden transition from solubility to
insolubility within a narrow range of instance parameters. Studying phase transitions in solubility of
instances is considered to be one promising approach to gain a better, more meaningful, understanding
of instance complexity [12]. Indeed, such phenomenon has been documented for several other NP-
complete problems, such as SAT [16], Hamiltonian Circuit [7], and Integer Partitioning [6], as well
as for many physical systems, with complexity peaking at the phase boundary [17].
More concretely, we first show that the decision variant of the (0-1) Knapsack problem displays a
clear phase transition in solubility for random instances, and we identify its region in terms of two
easily observable instance properties: instance capacity and profit. We provide a theoretical analysis
that utilizes a fast greedy-type estimation rule to provide a lower bound of the true chance that a given
instance admits a solution, and confirm the phenomena via experimental analysis as well. We also
demonstrate that, similar to other NP-complete problems, the computationally hard instances happen
to lie on the boundary of the phase transition. Importantly, in our analysis, we show an interesting
“convexity” property of the phase transition region.
Secondly, we provide empirical evidence that indicates that instances that are challenging for humans
also occur near the identified phase transition. This finding is significant in that understanding
complexity of instances may be relevant for many aspects of human behavior [19]. Indeed, the KP
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{2} : 5 : 2
{3} : 8 : 6
{1} : 2 : 3
{4} : 4 : 9
{1, 2} : 7 : 5
{1, 3} : 10 : 9
{1, 4} : 6 : 12
{2, 3} : 13 : 8
{2, 4} : 6 : 12
{3, 4} : 12 : 12
{1, 2, 3} : 15 : 11
{1, 2, 4} : 11 : 14
{1, 3, 4} : 14 : 18
{2, 3, 4} : 17 : 17
{1, 2, 3, 4} : 19 : 20
(a) Weight and profit constraints of 10 and 15, resp.
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(b) Weight and profit constraints of 12 and 12, resp.
Figure 1: Search space of a knapsack instance with 4 items with weights {2, 5, 8, 4} and values
{3, 2, 6, 9}. Nodes that satisfy the weight constraint are indicated by a triangle, nodes that satisfy the
profit constraint are indicated by a square, and nodes that satisfy both constrains are indicated by a
diamond.
occurs at many different levels of cognition, including attention [24], intellectual discovery [15] and
investment decisions [14]. Murawski and Bossaerts [19] have recently demonstrated that human
performance in the KP (optimisation variant) is correlated with instance complexity. The authors
argue, there, that their findings can explain several important anomalies in human behaviour, such
as choice overload [1] and the use of the availability heuristic [25]. However, their work uses an
algorithmic specific property, namely the “Sahni-k” [22] metric, to provide an ex-post complexity
measure of KP instances.
We note that there exists work on instance difficulty for the KP (e.g., [21, 23, 13]). However, such
works focused on studying the performance of specific algorithms tailored for the optimisation variant
of the KP. Particularly, they use the correlation between weights and values of items to identify if
the instances were hard or easy for specific algorithms. Importantly, such studies identify no phase
transition or its relation with computational and human reasoning complexity, which is the main
objective of our work.
2 The Knapsack Problem
The 0-1 knapsack problem is a combinatorial optimisation problem with the goal of finding the
subset of a set of items with given values and weights that maximises total profit subject to a capacity
(weight) constraint. The knapsack problem is NP-hard. The number of subsets that can be formed
from the n available items increases exponentially in n (2n). However, as is the case for some
NP-hard problems [16], many instances can be solved in polynomial time, even if n is large. It has
been shown for some NP-complete problems that hardness appears to be closely related to phase
transitions in solvability of instances [3, 18], which typically occurs within a narrow range of instance
properties. It is an open question whether this is also the case for the knapsack problem.
To address this question, we will consider here the decision variant of the knapsack problem: Does
there exists a subset of items from the set of available items with total profit at least as high as a given
profit constraint, and total weight at most as high as a given capacity constraint? Formally, given a
set of items I = {1, . . . , n} with weights 〈wˆ1, . . . , wˆn〉 and values 〈vˆ1, . . . , vˆn〉, where each wˆi and
vˆi is a positive integer, and two positive integers cˆ and pˆ denoting the capacity and profit constraint
(of the knapsack) decide whether there exists a knapsack set S ⊆ I such that:
• ∑
i∈S
wˆi ≤ cˆ, the weight of the knapsack is less than or equal to the capacity constraint; and
• ∑
i∈S
vˆi ≥ pˆ, the value of the knapsack is greater than or equal to the profit constraint.
The decision variant of the knapsack problem is closely related to the optimisation variant; the latter
can be solved by iteratively solving the former while incrementing the profit constraint.
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The knapsack problem is, basically, a constrained satisfaction problem with two opposing constraints.
Increasing the profit level requires adding items to the knapsack, while decreasing the weight requires
removing items from the knapsack.
We use a small example to highlight this tension between the two constraints. Consider an instance
of the knapsack problem consisting of 4 items with weights 〈2, 5, 8, 4〉 and profits 〈3, 2, 6, 9〉. The
graphs shown in Figure 1 depict the search space for this instance (for two different capacity and
profit constraints). Each node in the graph is a knapsack configuration and the edges link the knapsack
configurations that are reachable by addition or deletion of a single item. For example, the node
{1, 3} : 10 : 9 represents a knapsack containing two items 1 and 3, with a total weight of 10 and total
profit of 9. This node can be reached in 4 ways (there are 4 edges linking this node), one of which is
to add item 3 to a knapsack that already contains item 1. The layout of the graph is such that, as we
traverse from left to right, the number of items in the knapsack increases. The vertical alignment is
representative of the number of subsets of fixed cardinality (i.e.
(
n
k
)
). We use the empty knapsack
(left most node) as the initial node of the search space.
Suppose the capacity and the profit constraints for this instance are 10 and 15, respectively. This is
the case of Figure 1a. Triangle nodes represent configurations that satisfy the capacity constraint,
whereas square nodes denote configurations that satisfy the profit constraint, and diamond nodes
satisfy both the constraints (i.e, these are solution nodes). As is evident from the graph, the nodes
that satisfy the capacity constraint are towards the left and the nodes that satisfy the profit constraint
are towards the right. Note that, in general, as the the capacity constraint is relaxed, the number of
nodes that satisfy the constraint increases proportional to
∑k
i=0
(
n
i
)
, where n is the total number of
items, and k is proportional to how “relaxed” the constraint is. Similar reasoning applies to the profit
constraint.
Informally, when both constraints are too “tight,” no solution nodes will exist, as in the case of
Figure 1a. When the constraints are relaxed, the number of solution nodes will tend to increase and
the answer to the decision problem of the instance will be yes. For example, Figure 1b shows the
search space when both capacity and profit constraint are 12.
In the following, we will investigate whether solvability of instances of the knapsack problem exhibit
a phase transition, that is, whether the probability that both constraints can be satisfied changes
precipitously from near 1 to near 0.
3 Probabilistic analysis
Here we characterize a phase transition phenomenon for random instances of the Knapsack problem.
Importantly, we also show a “convexity” property of the phase transition region. Our analysis utilizes
a fast greedy-type estimation rule to provide a lower bound of the true chance that a given instance
has a solution.
Existence of Phase Transitions. We consider a distribution of Knapsack instances with varying
item weights and values, keeping the number of items fixed at n. Intuitively, a phase transition
emerges around critical values of capacity and profit for which the probability that a random instance
has a solution changes from zero to one.
To achieve meaningful comparisons across instances, we normalize capacity and profit. Given a
tuple of positive integers 〈xˆ1, . . . , xˆn〉 and a real number yˆ ∈ [0,
∑n
i=1 xˆi], we shall use the function
σ(yˆ, 〈xˆ1, . . . , xˆn〉) = yˆ∑n
i=1 xˆi
as the normalized value of yˆ with respect to 〈xˆ1, . . . , xˆn〉. Note that
the range of the function σ is [0, 1].
So, given a knapsack instance with items I = {1, . . . , n} having weights 〈wˆ1, . . . , wˆn〉, values
〈vˆ1, . . . , vˆn〉, capacity constraint cˆ and profit constraint pˆ, we denote the normalized capacity con-
straint by c = σ(cˆ, 〈wˆ1, . . . , wˆn〉) and the normalized profit constraint by p = σ(pˆ, 〈vˆ1, . . . , vˆn〉). A
set of items S ⊆ I is a solution to an instance when (a) the normalized sum of item weights in S
is at most the normalized capacity, that is, σ(
∑
i∈S wˆi, 〈wˆ1, . . . , wˆn〉) ≤ c; and (b) the normalized
sum of item values in S is at least the normalized profit, that is, σ(
∑
i∈S vˆi, 〈vˆ1, . . . , vˆn〉) ≥ p. In
the following we use this normalized version as our canonical definition of a knapsack instance and
3
look at phase transition across two measures: (i) the space (c, p) of normalized capacity and profit
values; and (ii) the space r = c/p of the ratio between normalized capacity and profit.1
We do not impose any restrictions on the distribution from which values and weights are drawn for
the current set of items, except that they are continuous, identical, and independent. An example
would be gamma-distributed values and weights, in which case the normalized values and weights
are Dirichlet [2].
For capacity constraint, we shall consider c (normalized) values within [0, 1]. For the profit constraint,
in turn, we look for a (normalized) p that can always be met by any sampled instance. Note that,
the ratio c/p does not exist for p = 0. So we will consider values of p within [pmin, 1], where
pmin = 1/n. Since an item with a normalized value at least 1/n is guaranteed to always exist in any
sampled instance (because of the restriction that all values are drawn from identical distributions and
that normalized item values add up to 1). As a result, the ratio r = c/p ∈ [0, n].
We now aim to better understand the boundaries of the phase transition region. We do so by studying
the event E(c, p) (i.e., analysing its chances): collection of weights and values for all n items for
which the resulting KP instances (with capacity c and profit p) admit a solution.
Lower bounds for P [E(c, p)]. We first consider a weak bound. Given a KP instance, we order
the items arbitrarily, thus creating arbitrary sequences of values and weights that (after normalization)
add up to 1. We then consider knapsacks with increasing number of items s ≥ 1, which we fill in the
order of the sequence. For the knapsack with the first s items, we determine whether the capacity
and the profit constraint are met. The process is similar to executing an incomplete algorithm that at
each step adds the “next" item to the knapsack and checks if the capacity and profit constraints are
satisfied. In the worst case, such algorithm would execute n such steps.
We consider the event El(c, p) as a collection of weights and values assignment for the items together
with an ordering on those items such that for each assignment there is only one ordering in the
event set, and such that the capacity and profit constraints c and p, resp., are met by taking the first
s ≥ 1 items in the corresponding ordering. It follows then that P [El(c, p)] provides lower bounds for
P [E(c, p)] since, under El, we only consider one possible ordering for each instance (a re-ordering
of the items may make the capacity and profit constraints hold when the original, random ordering,
did not). Formally, P [El(c, p)] ≤ P [E(c, p)], for all c and p.
To get a closed expression for P [El(c, p)] we sum the probability of a solution over the possible size
of knapsacks (i.e., from 0 to n). The probability that a knapsack of size k is a solution is equal to the
product of two probabilities: (i) the probability that the capacity constraint is satisfied exactly at k (a
partition on the capacity constraint) and, (ii) the probability that the profit constraint is satisfied. Now,
one can write P [El(c, p)] more explicitly as follows (where the constraint
∑n+1
i=1 wi > c is assumed
to be always true):
P [El(c, p)] =
n∑
s=0
f(s)×G(s), (1)
where:
• f(s) = P [∑si=1 wi ≤ c∧∑s+1i=1 wi > c] denotes the probability (density) that the knapsack
reaches the (max feasible) capacity at s; and
• G(s) = P [∑si=1 vi ≥ p] denotes the cumulative probability that the knapsack reaches the
profit constraint with the first s items.
Integrating Equation 1, we then obtain:
P [El(c, p)] = 1−
n∑
0
F (s)g(s),
where F (s) =
∑s
0 f(s) and g(s) = G(s)−G(s− 1).
We now consider a stronger bound by re-arranging the sequence of items so that they are in ascending
order of weights. We refer to this strategy as weight-greedy, which does not affect G(s) (or g(s))
since values are drawn independently. However, F˜ (s), the (cumulative) probability that the knapsack
reaches capacity at t ≤ s, is now smaller than F (s), with strict inequality for some s. Indeed, if
1We denote the normalized value of a parameter xˆ by x.
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at s items, capacity is reached with the unordered sequence, there is a positive chance that items
in position t, t > s, are smaller (since the weights have to add up to 1), and hence, these would
come earlier in the ordered sequence, implying that capacity is reached only at a larger s. Let
f˜(s) = F˜ (s)− F˜ (s− 1).
Let EL(c, p) denote the event that a knapsack instance has a solution at c and p when the items are
re-ordered according to increasing weight. Then, following a similar derivation to Equation 1 we get:
P [EL(c, p)] =
n∑
0
f˜(s)G(s) = 1−
n∑
0
F˜ (s)g(s).
Since F˜ (s) < F (s), we have that P [EL(c, p)] is a better lower bound for P [E(c, p)] (i.e.,
P [EL(c, p)] > P [El(c, p)] and P [EL(c, p)] ≤ P [E(c, p)]).
We now show that location of the phase transition region is above the 45 degree line in (c, p) space
(or below 1 in the r space); and it exhibits a “convexity” shape. If F˜ and g are non-negatively
correlated as a function of s, we can then formally express the location of the isoquant where the
lower bound equals 1 as follows:
n∑
0
F˜ (s)g(s) ≥ n
(
1
n
n∑
0
F˜ (s)
1
n
n∑
0
g(s)
)
> 1/n.
Hence, P [EL(c, p)] = 1 −∑n0 F˜ (s)g(s) < 1 − 1/n, or P [EL(c, p)] < 1 for c, p where F˜ and g
are non-negatively correlated. Non-negative correlation between F˜ and g is most likely to occur for
c < p: F˜ is monotone increasing towards 1 which it reaches for low s = s∗ (s∗ is the value at which
knapsack is filled to capacity), after which it is flat; g(s) is increasing in s and will only decrease
beyond s∗ since p > c. Note that, even if c < p, for c close to p, and for small values of c, F˜ reaches
1 only at higher s∗ since the items are ordered by weight. At the same time, the profit constraint may
be satisfied for low values of s, and g(s) peaks before reaching s∗. The correlation constraints holds
for most of the (c, p) space when c is sufficiently high, which implies that the lower bound of the
contour of probabilities where P [EL(c, p)] = 1 should be below the 45 degree line for high c. In r
space, the phase transition therefore stops at a value r1 which is close to or below 1.
Convexity. Now consider the case where c = p (i.e., r = 1). Notice that, by symmetry (weights
and values have the same distribution):
P [El(c, c)] =
n∑
0
f(s)F (s) = 1−
n∑
0
F (s)f(s),
so P [El(c, c)] = 1/2. Hence, it follows that 1/2 < P [EL(c, c)] < P [E(c, c)](= P [E(1)]). That is,
when c = p (i.e., r = 1), the chances that a solution exists is strictly larger than 1/2. As a result,
maximum uncertainty (entropy) about the existence of a solution occurs in the region c < p, i.e.,
above the diagonal in (c, p) space. We refer to this as convexity of the region of phase transition.
4 Computational experiments
We now empirically study the relationship between the time complexity of solving random KP
instances and the phase transition in solvability; and the tightness between the actual probabilities and
the theoretical lower bounds. We will consider random instances with n ∈ {20, 30, 40, 50} items. For
each n, we sampled (with replacement) a collection of weight and value combinations (a combination
is (〈wˆ1, . . . , wˆn〉, 〈vˆ1, . . . , vˆn〉)). Weights and values were always sampled from the same discrete
uniform distribution with range [0, 107]. In the second step, for each combination, multiple knapsack
instances were generated by considering normalized capacity and normalized profit constraints at
regular intervals of 0.04 in [0, 1], respectively.
To solve the instances, we used two existing generic off-the-shelf solvers that are based on different
solving methods, Minizinc [20] and Minisat+ [5]. Minizinc is a constraint solver that uses a branch-
and-bound technique with constraint propagation. Minisat+, on the other hand, is a pseudo-boolean
satisfiability solver (based on Minisat) that uses conflict resolution [4]. We used on the “knapsack”
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Figure 2: Phase transition and time complexity for knapsack instances with 50 items, weights/values sampled
from a uniform distribution from a range of [0, 107].
constraint of Minizinc library to use a state-of-the-art KP solver. We used these two different solvers
to reduce the possibility that our results are biased by a particular solution technique. The results of
the computational experiments for instances with 50 items are shown in Figure 2 (results for instances
with different numbers of items were qualitatively different).
Solvability First, we examine whether the probability of solvability of instances changes as a
function of normalized capacity c and normalized profit p and, in particular, whether this probability
exhibits a phase transition. The plot in Figure 2a shows the probability that an instance had a solution
at given levels of normalised capacity c and normalised profit p. As is evident from the plot, the
probability that an instance has a solution tends to increase in c and decrease in p, ceteris paribus,
as expected. In other words, solvable instances generally have relaxed constraints (i.e., normalised
capacity is higher than normalised profit) while unsolvable instances have tight constraints (i.e.,
normalised capacity is lower than normalised profit).
In a contour plot of probability of a solution as a function of c and p with equi-distant contours, is
be above the 45 degree line (see Figure 2d). Likewise, in a plot of P [E(r)] as a function of the
log-ratio log(r) = log(c/p), the region of maximum uncertainty—where the probability of a solution
is 1/2—will be to the left of 0 (see Figure 2c).
Time complexity Next, we examine time complexity of the instances. We computed the time taken
to solve the random instances by Minizinc (Figure 2b and 2c). The plots show that the hard instances
occur around the phase transition from solvability to unsolvability (region of maximum entropy in the
probability space). The average compute time using Minisat+ (not shown here) had same relationship
to phase transition as Minizinc. Hard instances for both solvers were located in the same area of the
parameter space, indicating robustness to our findings with regards to the solution technique. Also
observe that we are able to identify an island of difficulty within the instances that lie in the phase
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transition (see Figure 2b). The hardest instances occur between normalised capacity of 0.4 and 0.52
and normalised profit of 0.52 and 0.68, respectively.
Phase transition To characterise the phase transition in the knapsack problem in terms of c and p,
we plot the probability of solvability as a function of c and p (Figure 2a). We also use the log of the
ratio (i.e., log(c/p), to scale the x-axis) to plot the solvability against one metric (Figure 2c). Note that
similar to phase transitions observed in other NP-complete problems such as 3-SAT, integer partition
and graph colouring, the phase transition from solvability to unsolvability occurs precipitously near
0, that is, near the point c = p.
Importantly, the probability that an instance has a solution, has a phase transition above the 45
degree line in the (c,p) space. Our computational results also show that the transition from solvability
to unsolvability exhibits a convex shape. In the area near the centre of the diagonal where c = p,
instances with c < p have a higher probability of having a solution at the centre of the diagonal than
instances at the ends of the diagonal. This finding confirms our result in Section 3.
This convexity is related to structural properties of the search space. Intuitively, the number of
possible knapsack configurations is maximal when the size of the knapsack is half the total number
of items (the function
(
n
k
)
peaks at k = n/2). In addition, given that we are considering random
instances, there is a probability that there are some items whose weights are (relatively) smaller than
their values. Therefore, the actual probability of finding a knapsack configuration that is a solution
to an instance with lower normalised capacity than normalised profit, peaks when the knapsack
configuration size is half of the total number of items.
With the aid of simulations, we now investigate how tight the lower bound is. We randomly generate
1,000 knapsack instances with n = 50, normalize weights and values, apply the weight-greedy
strategy and determine, for each combination of c and p (in intervals of 0.05, from 0 to 1), whether
there exists a solution. Figure 2d plots the isoquants in (c,p) space. In c−p space, the phase transition
region clearly shows convexity; virtually all (equi-distant) isoquants are above the 45 degree line.
The region exhibits the same features as the one obtained from the true (estimated) probabilities.
5 Human Experiments
As argued before, the knapsack problem is ubiquitous in every-day human life, at many different
levels of cognition [24]. An interesting question, therefore, is whether instances near the phase
transition are also harder for humans. At the surface, there are many inherent differences between
electronic and human computers [19]. For example, as compared to electronic computers, humans
are more memory constrained and therefore have limited capacity to implement solution techniques
such as dynamic programming. In addition, humans are affected by relatively short attention spans,
fatigue, and calculation errors. On the other hand, recent experimental evidence suggests that instance
complexity does predict human behaviour. It has been shown that as instance complexity of the
optimisation variant of the knapsack problem increases, the probability of human participants being
able to solve the instance decreases [15, 19].
In the following, we examine whether instances near the phase transition identified above are also
harder for humans. To investigate this question, we used data from an experimental study where
human participants were asked to solve a number of instances of the optimisation variant of the 0-1
knapsack problem. We take the data from the optimisation task. Twenty-two human volunteers (age
range = 18-30, mean age = 22.2, 17 female, 5 male) recruited from the general population took part
in the study. The experimental protocol was approved by our university’s human research ethics
committee. The order of instances was randomised in each session. Participants were incentivized
as follows: (i) for each instance they received a cash amount proportional to the total value of their
knapsack (relative to the value of the optimal knapsack); and (ii) a fixed show-up fee. The experiment
included a training session prior to actual testing. It can be considered as a sequence of decision
tasks in which participants have to answer the question “Does there exist another set of items with
a higher profit than the current set?”. We take the time spent at each node as a proxy for the time
participants spent on solving the corresponding decision problem. In the experiments, participants
were asked to find the set of items with the highest total value subject to the capacity constrained.
They always started with an empty knapsack and had 240 seconds to solve an instance. They used a
computer interface to add items to and remove items from the the knapsack. Each participant solved
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Figure 3: Human complexity of solving Knapsack instances.
15 instances. Each instance had 10 items. Item values and weights, as well as capacity, differed across
instances. Values and weights for the different instances were drawn from the same distribution.
We call each addition of an item to and removal from the knapsack a move. We measured the time
taken between each move. We then calculated normalised capacity c and normalised profit p for each
feasible search state that participants visited (participants could not reach infeasible search states,
that is, states that violated the capacity constraint).
Figure 3 shows two plots that compare the average time spent by human participants and by Minizinc
solver (on instances with 20 items) as a function of log(c/p). The nodes colored in red are the nodes
corresponding to local maxima in the search space (i.e., states in which no additional item could be
added without violating the capacity constraint).
As Figure 3a shows, the average time taken is maximal around the vicinity of the phase transition (i.e.,
just before log(c/p) = 0). Note that the time spent by participants in a given state is a function of two
key cognitive processes: (i) parsing of information (profit and weight of the state); and (ii) solving of
instance of the decision problem (does there exist a feasible state with a higher total profit?). At the
start of each instance, a participant will consume more time to parse information (e.g., weight and
value combinations of items) and therefore the time absorbed by this process will be higher. After
having parsed the information, the time taken to solve an instance would be the main driver of the
time spent in a state. We argue that the high time spent on the nodes that have high log(c/p) values is
because of the time taken to parse the instance. As is evident from Figure 3, time increases the closer
a search node is to the phase transition boundary. This finding provides initial evidence that instances
near the phase transition were also harder for humans.
6 Discussion
Problems in the class NP-complete are considered intractable if, in the worst case, the time taken by
a computer to solve them grows faster than polynomially in input size. However, many instances of
NP-complete problems can nevertheless be solved in polynomial time. Understanding what the hard
instances are and how they affect human decision making, is an important question.
Cheeseman et al. [3] conjectured that all NP-complete problems have at least one order parameter
such that the phase transition lies on a critical value of this parameter. NP-complete problems for
which such parameters have been identified include satisfiability [16, 8], integer partition [10], graph
colouring [3], and traveling salesman [9]. In this paper, we identified such a parameter for the 0-1 KP
providing further evidence towards the conjecture.
A generalization that links problems with phase transitions is based on the notion of constrainedness
of instances [11]. Constrainedness of search over an ensemble can be estimated by the formula
κ = 1 − log2(E[Sol])N , where N = log2(|S|) (i.e., log of the size of the total search space S), and
E[Sol] is the expected number of solutions. Instances with κ < 1 are considered under-constrained
while instances with κ > 1 are over-constrained. Phase transitions have been shown to exist (e.g.,
for 3-SAT and graph colouring) when κ ≈ 1. We showed that for the knapsack problem (under the
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sampling assumptions of Section 3), κ ≈ 1 when c/p ≈ 1, where c and p are normalized capacity
and normalised profit, respectively.
In this paper, we also provide initial evidence that difficulty for human decision-makers increases
closer to the phase transition. We analysed data from an optimisation task by looking at the average
time spent on each search node. In future work, we want to investigate how human reasoning is
affected by phase transition in the decision variants of the knapsack problem, and the relation between
its decision and optimisation variants.
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