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1 Introduction
Humans have an apparently effortless ability to rapidly recognize objects in various naturalistic visual con-
texts. Understanding how the brain implements this ability is a topic that unites vision researchers in both
computer science and neuroscience. With the recent explosion in the field of deep learning, deep neural net-
works (DNNs) have been increasingly extended to various applications in understanding the brain. Recently,
deep convolutional neural networks (CNNs), optimized to solve object (or action) recognition tasks, have
excelled as models of visual processing in the human ventral (or dorsal) stream, respectively. CNNs whose
parameters are optimized to achieve high performance tend to develop internal “neural” representations that
are close to those observed in low-level (V1), intermediate (V2), and the highest levels of the ventral visual
stream (V4 and IT) [69] [70]. Although they are inspired by hierarchical processing in biological visual
systems [26], CNNs optimized for vision differ from the brain in many ways, most notably in terms of depth
and recurrence.
While state-of-the-art deep neural networks typically have between 100 and 150 layers, and can have
as many as 1202 layers [23], biological systems seem to have two orders of magnitude less, if we make the
customary assumption that a layer in the neural network architecture corresponds to a cortical area. In
fact, there are about half a dozen areas in the ventral stream of visual cortex from the retina to the inferior
temporal cortex. The evolutionary advantage of having fewer layers is apparent: it supports rapid (100msec
from image onset to meaningful information in IT neural population) visual recognition, which is a key
ability of human and non-human primates [61]. It is intriguingly possible to account for this discrepancy by
taking into account recurrent connections within and between visual areas in the brain.
Unlike CNNs, the brain achieves robust visual perception by using feedforward, feedback and recurrent
connections [9] [64]. In the brain, information is not only processed through a bottom-up pathway running
from lower to higher visual areas, like in feedforward neural networks. Recurrent connections, or connec-
tions between nodes that form a directed graph along a temporal sequence, allow the network to exhibit
temporal dynamic behavior. Recurrent neural networks can use their internal state (memory) to process
and understand sequences of inputs. In addition to these recurrent connections, the brain also has feed-
back connections—top-down pathways running from higher to lower visual areas. Such bi-directional and
recurrent processes enable humans to perform a wide range of visual tasks, including object recognition, and
are believed to mediate some attentional effects [3] and even learning—such as backpropagation [40]. For
human vision, feedforward processing is essential for object recognition [7]. However, recurrent and feedback
processing improves object recognition and enables cognitive processes to influence perception [43] [68].
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How can we connect the feedforward structure we see in today’s DNNs with the more complex recurrent
structure we see in the brain? Recent work by Liao and Poggio (2016) has found a conneection between
the brain’s recurrent networks and the state-of-the-art residual networks common in the machine learning
community. If we “unroll” (through time) the recurrent computations carried out by the visual cortex,
we find an equivalent “ultra-deep” feedforward residual network with the same (that is, shared) weights
among the layers. The number of layers in the unrolled network corresponds to the discrete time iterations
of the dynamical system. This deep residual network represents a more appropriate comparison with the
state-of-the-art computer vision models [41].
Though it has been hypothesized that state-of-the art residual networks approximate the recurrent visual
system, it is yet to be seen if the representations learned by these ”biologically inspired” CNNs actually have
closer representations to neural data. It is likely that CNNs and DNNs that are most functionally similar to
the brain will contain mechanisms that are most like those used by the brain. In this thesis, we investigate how
different CNN architectures approximate the representations learned through the ventral—object recognition
and processing—stream of the brain. We specifically evaluate how recent approximations of biological neural
recurrence—such as residual connections, dense residual connections, and a biologically-inspired implemen-
tation of recurrence—affect the representations learned by each CNN. We first investigate the representations
learned by layers throughout a few state-of-the-art CNNs—VGG-19 (vanilla CNN), ResNet-152 (CNN with
residual connections), and DenseNet-161 (CNN with dense connections). To control for differences in model
depth, we then extend this analysis to the CORnet family of biologically-inspired CNN models with matching
high-level architectures. The CORnet family has three models: a vanilla CNN (CORnet-Z), a CNN with
biologically-valid recurrent dynamics (CORnet-R), and a CNN with both recurrent and residual connections
(CORnet-S).
We compare the representations of these six models to functionally aligned (with hyperalignment) fMRI
brain data acquired during a naturalistic visual task. We take two approaches to comparing these CNN
and brain representations. We first use forward encoding, a predictive approach that uses CNN features
to predict neural responses across the whole brain. We next use representational similarity analysis (RSA)
and centered kernel alignment (CKA) to measure the similarities in representation within CNN layers and
specific brain ROIs. We show that, compared to vanilla CNNs, CNNs with residual and recurrent connections
exhibit representations that are even more similar to those learned by the human ventral visual stream. We
also achieve state-of-the-art forward encoding and RSA performance with the residual and recurrent CNN
models.
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2 Background
2.1 What do we know about human vision?
Human beings are extremely adept at recognizing complex objects based on elementary visual sensations.
Object recognition appears to be solved in the primate brain via a cascade of neural computations along the
visual ventral stream that represents increasingly complex stimulus features, which derive from the retinal
input [65]. That is, neurons in early visual areas have smaller receptive fields (RFs) and respond to simple
features such as edge orientation [25], whereas neurons further along the ventral pathway have larger RFs
and are more invariant to transformations and can be selective for complex shapes [28]. Despite a consensus
concerning a steady progression in feature complexity, it remains nontrivial to quantify such a progression
across multiple regions in the human ventral stream. Furthermore, while the RFs in early visual area V1
have been characterized in terms of preferred orientation, location, and spatial frequency [32], exactly what
stimulus features are represented in downstream areas is less clear [5].
Most neuroscience research on human perception has focused on early vision, using highly-controlled
stimuli such as orientation and motion direction. Even tasks used to investigate later-stage visual processing
are often unnaturally constrained. For example, DiCarlo et al (2012) defined the core object recognition
(COR) task, in which each subject must discriminate from all other possible objects a dominant object with
the viewing duration of a natural fixation (about 200 ms) in the central visual field under high view and
background variation [7]. Humans, however, perceive and act on the world in terms of both semantically
rich representations and complex behavioral goals. However, naturalistic stimuli serve to convey richer
perceptual and semantic information, and have been shown to reliably drive neural responses [22]. Natural
vision paradigms can provide complementary insights relative to traditional visual experiments.
2.2 Hyperalignment
The brain encodes complex naturalistic visual information in high-dimensional representational spaces, called
representational geometries, that are grounded in the collective activity of distributed populations of neurons
[21]. Multivariate decoding analyses of human neuroimaging data have allowed us to leverage distributed
patterns of cortical activation to provide a window into the representation of high-level semantic information
[22]. However, these functional topographies are not aligned across individual brains. Because this mapping
between anatomy and function is unique across individuals, anatomical alignment can only approximate
functional alignment. In previous work, Haxby et al 2011 created a high-dimensional model of the represen-
tational space in human ventral temporal (VT) cortex [22]. Dimensions are response-tuning functions that
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are common across individuals, and patterns of response are modeled as weighted sums of basis patterns
associated with these response tunings. They mapped response-pattern vectors, measured with fMRI, from
individual subjects’ voxel spaces into this common model space. Hyperalignment effectively rotates each
participant’s idiosyncratic anatomical space into optimal alignment (with some local searchlight constraints)
based on their responses to rich, naturalistic stimulus. The searchlight hyperalignment algorithm learns a
locally constrained whole-cortex transformation rotating each individual’s anatomical coordinate space into
a common space that optimizes the correspondence of representational geometry (in this case, the response
patterns to the movie stimulus at each time point) across brains [19]. In the current project, we use nested
cross-validation to derive hyperalignment parameters and transform the representational geometries across
the whole brain into the resulting shared feature space. See Figure 1 for a comparison of inter-subject
correlations and representational geometries before and after hyperalignment.
Figure 1: Hyperalignment improves inter-subject correlation (ISC) of response profiles and representational
geometry. (A) ISC of vertex-wise response time series before and after hyperalignment. Colored vertices
reflect the mean ISC across subjects, thresholded at a mean correlation of 0.2. ISCs are highest in the
superior temporal gyrus (in the vicinity of auditory cortex), as well as the dorsal and ventral visual pathways,
comprising early visual, lateral occipitotemporal, ventral temporal, posterior parietal, and intraparietal
cortices. (B) ISC of searchlight representational geometries (time-point RDMs in 9 mm radius searchlights)
before and after hyperalignment. Colored vertices reflect the mean pairwise correlation across subjects for
each searchlight, thresholded at a mean correlation of 0.2, revealing a broader extent of cortex with improved
alignment of functional topography after hyperalignment. ISCs were Fisher z-transformed before averaging
across all subjects and inverse Fisher transformed before mapping onto the cortical surface for visualization.
All maps are rendered on the fsaverage6 surface template [66]
.
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2.3 DNN models for vision and object recognition
2.3.1 VGG
VGG [62] is one of the most popular ”vanilla” CNN models—it won ILSVRC 2014 and was one of the first
networks to make deep learning the gold standard for image recognition. The architecture of a CNN is
designed to take advantage of the 2D structure of an input image (or other 2D input). This is achieved with
local connections and tied weights within each convolutional ”block”, followed by pooling, which results in
translation invariant features. In the VGG network, an image is passed through a stack of convolutional
layers, each of which uses filters with a very small receptive field: 3 × 3 pixels (which is the smallest size
to capture the notion of left/right, up/down, and center). While VGG achieves a good accuracy on the
ImageNet dataset and learns unsupervised features that generalize well to other datasets, its deployment
can be a problem because of huge computational requirements, both in terms of memory and time.
2.3.2 ResNet
Deep residual networks [23] were a breakthrough idea which enabled the development of much deeper net-
works (hundreds of layers as opposed to tens of layers). It is a generally accepted principle that deeper
networks are capable of learning more complex functions and representations of the input which should
lead to better performance. However, many researchers observed that adding more layers eventually had a
negative effect on the final performance—this phenomenon is referred to as the degradation problem. In the
degradation problem, although better parameter initialization techniques and batch normalization allow for
deeper networks to converge, they often converge at a higher error rate than their shallower counterparts.
In the limit, simply stacking more layers degrades the model’s ultimate performance.
Residual blocks, as seen in residual networks like ResNet, offer a remedy to this degradation problem
[23]. Within residual blocks, intermediate layers of a block learn a residual function with reference to the
block input. The output of each residual block is its input summed with a convolution of its input. This
residual function can be thought of as a refinement step, in which we learn how to adjust the input feature
map for higher quality features. This compares with a ”vanilla” network in which each layer is expected to
learn new and distinct feature maps.
2.3.3 DenseNet
DenseNets [24] are the natural extension of ResNets. The idea behind dense convolutional networks is simple:
it may be useful to reference feature maps from earlier in the network. Unlike ResNet, where each residual
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block’s output is its input summed with a convolution of its input, each DenseNet block’s output is its input
concatenated with a convolution of its input. This allows later layers within the network to directly leverage
the features from earlier layers, encouraging feature reuse within the network. The authors of DenseNet
state, “concatenating feature-maps learned by different layers increases variation in the input of subsequent
layers and improves efficiency.”
The authors refer to the number of filters used in each convolutional layer as a “growth rate”, k, since
each successive layer will have k more channels than the last (as a result of accumulating and concatenating
all previous layers to the input). Intuitively, it seems that DenseNet would have an absurd number of
parameters to support the dense connections between layers. However, because the network is capable of
directly using any previous feature map, the authors found that they could work with very small output
channel depths (for example, 12 filters per layer), vastly reducing the total number of parameters needed
[24].
When compared with ResNet models, DenseNet achieves better performance with less complexity.
2.3.4 CORnet
From the neuroscientist’s point of view, the relationship between such very deep architectures and the ventral
visual pathway is incomplete in at least two ways. On one hand, current state-of-the-art DNNs appear to be
too complex (e.g. now over 100 levels) compared with the relatively shallow cortical hierarchy (4-8 levels),
which makes it difficult to map their elements to those in the ventral visual stream and makes it difficult
to understand what they are doing. On the other hand, current state-of-the-art DNNs appear to be not
complex enough in that they lack recurrent connections and the resulting neural response dynamics that are
commonplace in the ventral visual stream.
Rather than just seeking high object recognition performance, the CORnet project [38] instead tries
to reduce DNN models to their most important elements and then gradually build in recurrent and skip
connections, while monitoring both performance and the match between each model and primate brain
and behavioral data. The CORnet family of deep neural network architectures has four computational
areas, conceptualized as analogous to the visual areas V1, V2, V4, and IT, and a linear category decoder
that maps from the population of neurons in the model’s last visual area to its behavioral choices. Each
visual area implements a particular neural circuitry with neurons performing simple canonical computations:
convolution, addition, nonlinearity, response normalization, or pooling over a receptive field. The decoder
part of the model implements a simple linear classifier – a set of weighted linear sums with one sum for each
object category.
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2.3.4.1 CORnet-Z
CORnet-Z is the simplest CORnet model, derived by observing that (1) simple networks like AlexNet are
already nearly as good in predicting neural responses as deeper models like VGG and (2) multiple fully-
connected layers do not appear necessary to achieve good ImageNet performance, as most architectures
proposed after VGG contain only a single 1000-way linear classification layer. CORnet-Z is a simple im-
plementation of a vanilla feedforward convolutional neural network. Therefore, CORnet-Z’s area circuits
consist of only a single convolution, followed by a ReLU nonlinearity and max pooling.
2.3.4.2 CORnet-R
CORnet-R is a simple recurrent neural network. In standard machine learning implementations of recurrent
models, information is passed instantly at each time step directly from inputs to outputs. However, CORnet-
R’s recurrent dynamics propagate through the network in a biologically-valid manner. In biological systems,
inputs are transformed to outputs in a stepwise fashion. At t = 0, only the first area (V1 in this case)
processes an input and sends the output of this computation to V2. At t = 1, V2 processes V1’s output,
while V1 is already processing a new input with an updated internal state. It takes several time steps for
the original input to finally reach higher visual areas like IT and VT, whereas in a non-biological unrolling
of a network the input reaches the highest layers at the same time as it is fed to the lowest layer.
The difference between the two kinds of unrolling becomes the most dramatic when a feedback connection
is introduced. In standard recurrent networks, information from the highest layers would be sent down to
the lowest layer, but since the lowest layer has already processed its inputs, this information would not be
utilized. In biological systems, at t = 1 feedback from higher visual areas like V4 or VT would be combined
with inputs to V1, so this feedback would readily affect further processing downstream of V1.
In CORnet-R, recurrence is introduced only within an area (no feedback connections between areas), so
the particular way of unrolling has little effect (apart from consuming much more memory), but the model
uses biologically-valid unrolling to make it useful for investigating neural dynamics. The input is first passed
it through a convolution, followed by normalization and a nonlinearity. The state (initially zero) is added to
the result and passed through another convolution, normalization, and nonlinearity, and the result is saved
as a new state of the area. This model uses group normalization [67] and ReLU nonlinearity.
2.3.4.3 CORnet-S
Another model, called CORnet-S, draws inspiration from ResNet and combines CORnet-R’s shallow re-
current model with residual connections. Liao and Poggio 2016 proposed that ResNet structure could be
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thought of as an unrolled recurrent network, and recent studies further demonstrated that weight sharing
was possible without a significant loss in object classification (CIFAR and ImageNet) performance. The
model also includes a residual connection, such that the result of adding the state to the input is combined
with the output of the last convolution just prior to applying a nonlinearity. Given that CORnet-S only has
within-area recurrent connections, in order to minimize memory footprint this model was trained without
making use of any biological network unrolling in time (but weights are still shared over repeated compu-
tations). CORnet-S commits to a straightforward mapping between model and brain areas (Layer 1 to V1,
Layer 2 to V2, Layer 3 to V4, and Layer 4 to IT cortex).
2.4 Representational similarity analysis
Representational similarity analysis (RSA) [36] is commonly used, especially in systems and cognitive neu-
roscience, to characterize the information carried by a given representation in a brain or model. With
RSA, we abstract from the activity patterns themselves by computing representational dissimilarity ma-
trices (RDMs). These RDMs contain distance measures (usually correlation) between pairs of distributed
activity patterns that represent different experimental conditions. In neuroscience, these RDMs are used to
analyze the response similarity between evoked fMRI responses in selected regions-of-interest (ROIs). Note
that the calculated similarity structure between conditions can itself be related to RDMs from other ROIs,
producing second-level RDMs that help to understand the specific representational principles of a brain re-
gion by revealing what distinctions between stimuli are emphasized and what distinctions are de-emphasized
in a specific ROI (or at a certain level of a computational model). Since the comparison of first-level RDMs
does not require voxel-level correspondence, data from other sources can be easily integrated in second-
level analyses, including integration of RDMs from multiple subjects, other measurement modalities, and
computational models.
Measuring similarity between the representations learned by biological and artificial neural networks is an
ill-defined problem, since it is not entirely clear what aspects of the representation a similarity index should
focus on. We first discuss correlation as a similarity metric (the standard in neuroscience) and then discuss
centered kernel alignment, a new similarity metric that consistently identifies relevant representations across
different networks.
2.4.1 Pearson correlation
The motivation for using Pearson correlation distance for comparing brain-activity patterns is is to describe
to what extent two experimental conditions push the baseline activity pattern in different directions in
11
multivariate response space: The correlation distance is 1 minus the cosine of the angle the two patterns
span (after the regional-mean activation has been subtracted out from each). Correlation distance normalizes
out to the regional-mean component and also normalizes out the pattern variance across voxels. However,
the correlation distance is not an ideal dissimilarity measure because a large correlation distance does not
indicate that two stimuli are distinctly represented. If a region does not respond to either stimulus, for
example, the correlation of the two patterns (due to noise) will be close to 0 and the correlation distance
will be close to 1, a high value that can be mistaken as indicating a decodable stimulus pair.
2.4.2 Centered kernel alignment
Kornblith et al (2019) proposed centered kernel alignment (CKA) as a method for comparing representations
of neural networks [35].
CKA is a normalized version of the Hilbert-Schmidt Independence Criterion (HSIC) [13]. Let Kij =
k(xi, xj) and let Lij = l(yi, yj) where k and l are two kernels. The empirical estimator of HSIC is:
HSIC(K,L) =
1
(n− 1)2 tr(KHLH) (1)
where H is the centering matrix Hn = In − 1(n−1)211T . For linear kernels k(x, y) = l(x, y) = xT y, which
we use in our analysis, HSIC reduces to:
1
(n− 1)2 tr(XX
TY Y T ) = ||cov(XT , Y T )||2F (2)
As a note, distance covariance is a specific instance of HSIC with a particular kernel (Sejdinovic et al.,
2013). HSIC can be made invariant to isotropic scaling through normalization. This normalized index is k
centered kernel alignment [4]:
CKA(K,L) =
HSIC(K,L)
HSIC(K,K)HSIC(L,L)
(3)
CKA is invariant to orthogonal transformation and isotropic scaling. Kornblith et al show that CKA
outperforms other similarity metrics: it consistently identifies correspondences between layers, not only in
the same network trained from different initializations, but across entirely different architectures, whereas
other methods do not [35]. It is also able to discover meaningful relationships betweens layers of the same and
different architectures, while other similarity metrics are not. For example, after applying CKA to ResNet
layers, the authors observed an intuitive grid pattern that originates from the architecture: post-residual
activations are similar to other post-residual activations, but activations within blocks are not [35].
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2.5 Forward encoding
Machine learning approaches to relating stimuli and neural representations have become more common
in recent years. The benefits over a traditional stimulus-contrast approach include the ability to make
predictions about new datasets [51], to take a multivariate approach to fitting model weights [30], and to use
multiple feature representations within a single, complex stimulus set [27]. These machine learning models
come in two complementary flavors. “Encoding” models are a regression problem, where stimulus features
are used to predict patterns of brain activity. Encoding models have grown in popularity in fMRI [50],
electrocorticography [47], and EEG/MEG [6]. On the other hand, “decoding” models are a classification
problem, where patterns of brain activity are used to predict stimulus features [50].
Encoding models are useful for exploring multiple levels of abstraction within a complex stimulus, and
investigating how each affects activity in the brain. For example, natural vision is a continuous stream
of input with a hierarchy of complex information embedded within it. A single glance contains many
representations of information, such as brightness and color, objects, actions/movement, and semantics.
The neural signal is a continuous response to this input with multiple embedded streams of information
in it, due to recording the activity from many neurons spread across a relatively large region of cortex.
Naturalistic stimuli pose a challenge for univariate event-related analysis, but are naturally handled in a
predictive modeling framework. In the predictive modeling approach, the solution takes the form of a linear
regression problem:
activity(t) = ΣNi featurei(t) · weighti + error(t) (4)
where the neural activity at time t is modeled as a weighted sum of N stimulus features. It is common to
use ridge regression (penalized L2-norm regression) to estimate neural responses. It is also common to either
convolve the features using the hemodynamic response function (HRF) [42] or include several time-lagged
versions of each feature [29]. Previous work performed these preprocessing steps to account for the fact that
the sluggish hemodynamic response to neural activity (measured by the BOLD signal), not the actual neural
activity itself, is the only thing visible to fMRI analysis.
Encoding models describe how dynamic stimulus features are encoded into patterns of neural activity.
Encoding models of sensory cortex attempt to model cortical activity as a function of stimulus features.
These features may be complex and applied to naturalistic stimuli, allowing one to study the brain under
conditions observed in the real world. This provides a flexible framework for estimating the neural tuning
to particular features, and assessing the quality of a feature set for predicting brain activity.
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3 Related work
Since their inception, DNNs have been compared explicitly with their biological counterparts. Connectionist
models were widely used in the 1980s to explain various psychological phenomena, particularly by the
parallel distributed processing (PDP) movement, which stressed the parallel nature of neural processing and
the distributed nature of neural representations [45]. For example, neural networks have been used to explain
grammar acquisition [8], category learning [37], and the organization of the semantic system [56].
DNNs have also been related explicitly to brain function. For example, the perceptron has been used
in the modeling of various neuronal systems, including sensorimotor learning in the cerebellum [44] and
associative memory in cortex [12], sparse coding has been used to explain receptive field properties [53],
topographic maps have been used to explain the formation of cortical maps [52], Hebbian learning has been
used to explain neural tuning to face orientation [39], and networks trained by backpropagation have been
used to model the response properties of posterior parietal neurons [71]. Furthermore, reinforcement learning
algorithms used to train neural networks for action selection have strong ties with the brain’s reward system
[60]. It has been shown that recurrent neural networks (RNNs) trained to solve a variety of cognitive tasks
using reinforcement learning replicate various phenomena observed in biological systems [63] [48]. Crucially,
these efforts go beyond descriptive approaches in that they may explain why the human brain is organized
in a certain manner [1].
Recent work in various domains has focused on fitting DNNs to neural responses. DNNs have been
used to directly predict neural responses, but they have also been used indirectly to both predict neural
responses [46] [18] and understand the representations underlying these responses. In this approach, neural
networks are first trained to solve a task of interest. Subsequently, the trained network’s responses are
fitted to neurobehavioral data obtained as participants engage in the same task. Using this approach, deep
convolutional neural networks trained on object recognition, action recognition and music tagging have been
used to explain the functional organization of visual as well as auditory cortex [15] [16] [17].
We will discuss a specific example of this approach in depth. To probe how visual features of varying
complexity are mapped across the cortical sheet, Gu¨c¸lu¨ and van Gerven (2015) used a vanilla CNN (CNN-S)
trained on ImageNet. Like the approach in this thesis, they used the representations that emerge after
training the CNN to predict BOLD responses to complex naturalistic stimuli [16]. They showed that this
framework yields state-of-the-art encoding and decoding performances, improving on results from earlier
studies that used nonlinear feature models as the basis for neural encoding and decoding [31-33]. Predictions
were made in progressively downstream areas of the ventral stream, moving from striate area V1 along
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extrastriate areas V2 and V4, all the way up to downstream area LO. Individual neural network layers were
used to predict single-voxel responses to natural images. This allowed the authors to isolate different voxel
groups, whose population receptive fields are best predicted by a particular neural network layer. Using this
approach, the authors were able to determine how receptive field properties, such as complexity, invariance,
and size, correlate with the position of voxels in the visual hierarchy. Next, by using individual features in
the neural network to predict voxel responses, the authors were able to map how individual low-, mid-, and
high-level stimulus features are represented across the ventral stream. This mapping procedure provided
detailed insight into how stimulus features are represented across cortex and indicates that particular visual
areas show a fine-grained functional specialization. Their results show that DNNs accurately predict neural
responses to naturalistic stimuli and suggest that object categorization is a guiding principle for the formation
of receptive field properties in ventral stream.
Gu¨c¸lu¨ and van Gerven (2015) took a predictive (encoding and decoding) approach to understanding brain
and CNN representations. On the other hand, Khaligh-Razavi and Kriegeskorte (2014) used a representa-
tional similarity analysis approach to investigate a wide range of computational model representations [33].
They tested these models’ categorization performance and their ability to account for the IT representational
geometry. The models include well-known neuroscientific object-recognition models (HMAX, VisNet) along
with several models from computer vision (SIFT, GIST, self-similarity features, and a deep convolutional
neural network). They compared the representational dissimilarity matrices (RDMs) of the model repre-
sentations with the RDMs obtained from human IT (measured with fMRI) and monkey IT (measured with
cell recording) for the same set of stimuli. Better performing models were more similar to IT in that they
showed greater clustering of representational patterns by category.
While Gu¨c¸lu¨ and van Gerven (2015) and Khaligh-Razavi and Kriegeskorte (2014) took predictive and
RSA approaches, respectively, to understanding representational similarities, Schrimpf et al 2018 [59] asked
a similar question to the one we ask in this thesis: as DNNs have continued to evolve, are they becoming
more or less brain-like? They therefore developed Brain-Score—a composite of multiple neural (V4 and IT
EEG recordings from monkeys) and behavioral benchmarks that score any DNN on how similar it is to the
brain’s mechanisms for object recognition—and they deployed it to evaluate a wide range of state-of-the-art
DNNs. Using this scoring system, they report that: (1) DenseNet, CORnet-S and ResNet are the most
brain-like DNNs, but that there remains considerable variability in neural and behavioral responses that is
not predicted by any DNN, suggesting that no DNN model has yet captured all the relevant mechanisms.
(2) Gains in ANN ImageNet performance led to gains on Brain-Score. However, correlation weakened at ≥
70% top-1 ImageNet performance, suggesting that additional guidance from neuroscience is needed to make
further advances in capturing brain mechanisms.
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In the approach discussed here, and unlike previous work, we are able to leverage a huge amount of
data and do not focus on any specific CNN model, brain region of interest, or similarity analysis method.
We are unique in our methodological approach—first, we use hyperalignment to leverage whole-brain natu-
ralistic data from many people (20 total), not just constrained vision data from two or three. Second, we
combine predictive and RSA (with a novel, state-of-the-art similarity metric) approaches to understanding
similarities in representation. This thesis differs from previous work by specifically focusing on the role of
residual and recurrent connections in the representations learned by CNN models, and comparing these CNN
representations to the representations in the brain. Iin addition to this main focus, we also compare the
representations uncovered by the predictive and RSA approaches, and disentangle “powerful” visual features
from “brain-like” ones.
4 Previous work: Why use hyperalignment when comparing rep-
resentations?
In our previous work, we evaluated the impact of hyperalignment on forward encoding model performance
[66]. We outlined an approach for estimating encoding models that can make detailed predictions of responses
to novel stimuli in novel individuals at the specificity of cortical vertices. To accommodate idiosyncratic func-
tional topographies, we used hyperalignment to derive transformations to map each individual’s responses
into a common representational space [19] [22]. We used a dynamic, naturalistic stimulus – the Life nature
documentary narrated by David Attenborough – for the dual purpose of deriving hyperalignment trans-
formations and fitting the encoding model. Using a naturalistic paradigm that thoroughly samples both
stimulus space and neural response space is critical for robustly fitting the encoding model and ensuring the
hyperalignment transformations generalize to novel experimental contexts [19] [22].
To evaluate hyperalignment in the context of encoding models, we compared within-subject encoding
models and between-subject encoding models. Our model, trained on three-fourths of the movie in a left-
one-out subset of participants, was used to predict responses at each cortical vertex for the left-out fourth
of the movie in a left-out participant. We compared within-subject models, between-subject models using
high-performing surface-based anatomical normalization [34] [10] and surface-based searchlight whole-cortex
hyperalignment [19]. We modeled semantic tuning at each cortical vertex based on distributed word embed-
dings (word2vec; [49]) assigned to each imaging volume based on an annotation of the documentary.
We first showed that constructing between-subject models using anatomical alignment reduced the spa-
tial specificity of vertex-wise semantic tuning relative to within-subject models. Next, we demonstrated that
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hyperalignment generally leads to improved between-subject model performance, exceeding within-subject
models. We have highlighted the key results below to give some insight on the benefits of using hyperalign-
ment to functionally align fMRI data.
In this analysis, we showed that hyperalignment affords aggregation of data across individuals that aligns
fine-scale variations. In constructing a common representational space, we decouple functional tuning from
anatomy, registering representational geometries rather than anatomical features. This result is important
for this thesis, because we are directly comparing representations in aggregated fMRI brain data to repre-
sentations in deep neural networks—we do not want these representations to be confounded or concealed by
differences in brain anatomy.
4.1 Improved model performance
Hyperalignment improves forward encoding model performance (see Figure 2 for example prediction perfor-
mance maps for two subjects). We summarized differences in model performance across the entire cortex
in two ways. To constrain our analysis to well-predicted vertices, for each subject we selected the 10,000
vertices with highest model performance separately for each model. We then considered only the union of
well-predicted vertices across all three models (on average 15,724 vertices per subject, SD = 1,293 across
subjects). First, for each pair of models, we computed the proportion of vertices with greater model pre-
diction performance (i.e., correlation between predicted and actual time series for the test data) for one
model relative to the other. We calculated these proportions per subject, then computed a paired t-test
to assess statistical significance per model pair. When comparing the model performance for the within-
subject and the between-subject models, the between-subject model using anatomical alignment yielded
higher correlations in 50.7% of selected cortical vertices [t(17) = 0.717, p = 0.483]. The between-subject
model using hyperalignment yielded better performance than the within-subject model in 58.9% of selected
cortical vertices [t(17) = 8.539, p<0.001]. The between-subject model using hyperalignment also yielded
better performance than the between-subject model using anatomical alignment [58.7% of cortical vertices;
t(17) = 20.736, p<0.001].
Second, we assessed the difference in model prediction performance averaged across the same subset
of well-predicted vertices. The between-subject model using anatomical alignment performed similarly to
the within-subject model [0.120 and 0.124, respectively; t(17) = 1.866, p = 0.079]. The between-subject
model using hyperalignment performed better than the within-subject model [0.135 and 0.124, respectively;
t(17) = 8.547, p<0.001]. Additionally, hyperalignment exceeded anatomical alignment when comparing the
performance of between-subject models [0.135 and 0.120, respectively; t(17) = 15.800, p<0.001]. To visualize
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Figure 2: Model prediction performance maps for two example subjects (left and right). Colored vertices
reflect the Pearson correlation between the predicted and actual time series averaged across the four test
runs. Three types of models are presented: (A) within-subject model performance maps; (B) between-subject
anatomically aligned model performance maps; and (C) between-subject hyperaligned model performance
maps. Maximum correlations are 0.37 (both subjects 12 and 14, area LO, all three maps) and correlations
at the 95% level for vertices within the mask ranged from 0.29 to 0.31. All maps are unthresholded and
uncorrected for multiple tests. Note that all of these prediction maps look very similar across the three types
of models; however, see Figure 3 for statistically significant differences in performance between the three
types of models [66].
differences in model performance, we compared model performance maps on the cortical surface (Figure 3).
We computed vertex-wise paired t-tests for each of the three model comparisons. For visualization, we
thresholded maps at a t-value of 2.11 (p<0.05, two-tailed test, uncorrected for multiple tests).
4.2 Improved spatial specificity
Hyperalignment effectively recovers the specificity of within-subject models, allowing us to leverage a large
volume of group data for individualized prediction at the specificity of individual voxels or cortical vertices.
To compare the spatial specificity of semantic tuning across model types, we computed the spatial point
spread function (PSF) of the semantic model predictions (Figure 4). To constrain our analysis to well-
predicted vertices, for each subject we again selected the 10,000 vertices with highest model performance
separately for each model and considered only the union of these well-predicted vertices across all three
models.
For each well-predicted vertex, we computed the model prediction performance (Pearson correlation
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Figure 3: Differences in semantic encoding model performance maps. (A) Paired differences in model
performance between between-subject models using anatomical normalization and within-subject models.
Warm colors indicate vertices where the anatomically aligned between-subject model performance exceeds
within-subject model performance, and cool colors indicate where within-subject model performance exceeds
anatomically aligned between-subject model performance. (B) Paired differences in model performance
between between-subject models using hyperalignment and within-subject models. Warm colors indicate
vertices where the hyperaligned between-subject model performance exceeds within-subject model perfor-
mance, and cool colors indicate where within-subject model performance exceeds hyperaligned between-
subject model performance. (C) Paired differences in model performance for between-subject models us-
ing hyperalignment and anatomical normalization. Warm colors indicate vertices where the hyperaligned
between-subject model performance exceeds anatomically aligned between-subject model performance, and
cool colors indicate where anatomically aligned between-subject model performance exceeds hyperaligned
between-subject model performance. Colored vertices reflect mean paired differences in model performance,
thresholded at an absolute t-value of t(17) = 2.11, p<0.05, uncorrected for multiple comparisons [66].
between predicted and actual time series) for that vertex, and for neighboring vertices using the same
prediction equation at 2 mm intervals up to 12 mm. That is, we used the encoding model at each vertex
to predict the actual time series at neighboring, increasingly distant vertices. Each “ring” of vertices (e.g.,
the ring of vertices at a radius 10–12 mm from the central vertex of interest) was 2 mm wide and excluded
vertices sampled at smaller radii. For a given ring of vertices, model performance was computed at each
vertex in the ring and averaged across those vertices. Model performances at each radius per vertex were
then averaged across the set of selected well-predicted vertices. To statistically assess PSFs, we computed
bootstrapped confidence intervals around the model performance estimates at each radius by resampling
subjects with replacement. To quantify the decline in spatial specificity of model performance over radii,
we fit a logarithmic function to the PSF for each model at the midpoint of each ring (i.e., the vertex of
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interest, 1 mm, 3 mm, etc.) and reported the slope of this fit. The spatial point-spread function of the
model predictions for the between-subject model using anatomical alignment was relatively flat [negative
slope of the logarithmic fit = 0.0172 (0.0166, 0.0178)]. The within-subject and hyperaligned between-subject
models had steeper slopes [0.0447 (0.0409, 0.0488) and 0.0396 (0.0375, 0.0418), respectively; both p < 0.001],
indicating greater spatial specificity in semantic tuning.
The prediction performance maps for each model varied in their spatial smoothness (Figure 5). We
computed the full width at half maximum (FWHM) of the model performance maps using SUMA’s Surf-
FWHM. Spatial smoothness was computed per run in each hemisphere in each participant and averaged
across hemispheres. Model performance maps for the between-subject model using anatomical alignment
were significantly more spatially blurred than for the within-subject model [5.034 and 4.428 mm FWHM,
respectively; t(17) = 27.617, p < 0.001]. The between-subject model using hyperalignment recovered the
spatial specificity of the within-subject maps, and in fact yielded less smooth model performance maps (3.697
mm FWHM) than the within-subject model [t(17) = 24.650, p < 0.001].
We also assessed how well the between-subject model performance maps approximated the spatial organi-
zation of the within-subject model performance maps by computing the Pearson correlation between model
performance maps (Figure 6). Correlations were computed across both cortical hemispheres within each par-
ticipant and run. The spatial correlation between the model performance maps for the within-subject and
between-subject models was 0.542 using anatomical normalization and 0.719 when using hyperalignment.
That is, the spatial correlation between the map of within-subject model fits and the map of between-subject
model fits increased by 0.177 after hyperalignment [a 33% increase; t(17) = 22.432, p < 0.001].
Figure 4: Spatial PSF of semantic tuning. (A) Correlation between the predicted time series of one vertex
and the actual time-series of its neighboring vertices up to 12 mm away. Correlations were aggregated based
on distance from the central vertex of interest and averaged across vertices and subjects. Error bars denote
68% confidence intervals (standard error of the mean). (B) The within-subject and hyperaligned between-
subject models have the steepest slopes (negative of the slope based on logarithmic curve fitting). Error bars
denote 95% confidence intervals obtained by bootstrapping subjects 20,000 times with replacement.
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Figure 5: (Left) Spatial smoothness (FWHM) of model prediction performance maps on the cortical sur-
face. The between-subject model performance maps using anatomical alignment are blurred relative to the
within-subject model performance maps, while the hyperaligned between-subject model recovers the spa-
tial specificity of the within-subject model. The height of each bar indicates spatial smoothness averaged
across hemispheres and participants for each run. Error bars indicate bootstrapped 95% confidence intervals
estimated by resampling participants (1,000 bootstrap samples). (Right) Spatial correlation between within-
subject model prediction performance maps and between-subject model prediction performance maps using
either anatomical alignment or hyperalignment. The between-subject model using hyperalignment yielded
a model performance map that is more similar to the within-subject model than the model performance
map of the between-subject model using anatomical alignment. The height of each bar indicates mean spa-
tial correlation across participants for each run. Error bars indicate bootstrapped 95% confidence intervals
estimated by resampling participants (1,000 bootstrap samples) [66].
5 Materials and methods
In our approach, we first show people a naturalistic movie, collect their fMRI neural response, and function-
ally align their neural responses using hyperalignment. We then show the six CNN models the same movie
and extract intermediate layer feature activations. We take two approaches for comparing the CNN layer
activations and the fMRI activations (both whole-brain and in ROIs). We first compare the brain ROI—and
CNN layer-wise similarities in representation using representational distance matrices (RDMs) generated us-
ing representational similarity analysis (RSA). We compare the representations captured through RSA using
two similarity metrics: correlation and centered kernel alignment (CKA). With this approach, we generate
an RDM for each brain-CNN model pair, and we find which CNN model has the highest similarities with
brain ROIs and most sensible ROI-layer assignments (lower layers should maps to lower visual areas, and
higher layers should map to higher visual areas). Next, we use the activation outputs from each layer of each
CNN to directly predict fMRI activations using forward encoding (with ridge regression). Here, the model
with the best ability to predict neural responses has representations closest to those in the brain.
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5.1 fMRI data
We collected and subsequently hyperaligned fMRI data from 20 participants watching Raiders of the Lost
Ark. We call this dataset ”Raiders” for short.
5.1.1 Participants
Twenty healthy young adults (age: mean ± standard deviation: 24.4 ± 3.4 years, 12 females) participated
in this study. All participants were right-handed, with normal hearing and normal or corrected-to-normal
vision, and no known history of neurological illness. They gave written, informed consent, and were paid for
their participation. The study was approved by the Institutional Review Board of Dartmouth College.
5.1.2 Stimuli and design
Participants watched a full-length audiovisual movie, Raiders of the Lost Ark, while fMRI data were collected.
The movie was divided into eight parts, each 14–15 min in duration. We used the second half of the movie
(four parts with duration 339 TRS, 344 TRs, 344 TRs, and 340 TRs). Participants viewed four parts of the
movie in each of the two scanning sessions, and were taken out of the scanner between the two sessions for
a break.
The video was projected from an LCD projector onto a rear projection screen, and then reflected through
a mirror on the head coil. The corresponding visual angles subtended approximately 22.7 ◦ horizontally and
17 ◦ vertically. The audio was played through MR-compatible headphones (MR confon GmbH, Magdeburg,
Germany). Participants were instructed to pay attention to the movie and enjoy.
5.1.3 MRI acquisition
MR images were acquired using a 3T Philips Intera Achieva scanner with a 32-channel head coil at the
Dartmouth Brain Imaging Center.
Functional images comprised 80 × 80 × 42 3 mm isotropic voxels, providing whole brain coverage. They
were acquired every 2.5 s with an echo planar imaging (EPI) sequence (TR = 2.5 s, TE = 35 ms, flip angle
= 90 ◦, 80 × 80 matrix, FOV = 240 mm × 240 mm, SENSE reduction factor = 2, 42 interleaved axial
slices). The length of a run was adjusted to match the length of the corresponding movie part, consisting
of 326–344 vol each. In total, we acquired 2718 functional images per participant during 8 runs of movie
watching (approximately 2 h of functional data per participant).
A high resolution T1-weighted image (0.9375 mm × 0.9375 mm × 1.0 mm voxel resolution) was also
acquired in each session with an MPRAGE sequence (TR = 8.2 ms, TE = 3.7 ms, flip angle = 8 ◦, 256 ×
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256 matrix, FOV = 240 mm × 240 mm, 220 axial slices), except for one session of one participant.
5.1.4 MRI preprocessing
MRI data were first preprocessed using the fMRIPrep software version 1.0.0-rc2 (Esteban et al., 2018;
https://github.com/poldracklab/fmriprep). T1-weighted images were corrected for bias field (Tustison et al.,
2010) and skullstripped using antsBrainExtraction.sh. High resolution cortical surfaces were reconstructed
with FreeSurfer ([10], learn more at http://surfer.nmr.mgh.harvard.edu/) using all available anatomical
images, and registered to the fsaverage template [11]. Functional data were motion corrected using MCFLIRT
[31], and resampled to the fsaverage template based on boundary-based registration [14]. After these steps,
functional data from all participants were in alignment with the fsaverage template based on cortical folding
patterns.
Further preprocessing steps were performed using Python scripts based on PyMVPA ([20], learn more at
http://www.pymvpa.org/). First, functional data were further downsampled to a standard cortical surface
mesh with 18,742 vertices across both hemispheres (3 mm vertex spacing; 20,484 vertices before removing
non-cortical vertices), and data acquired during overlapping movie segments were discarded (8 TRs, 20 s,
for each of runs 2–8). Then, nuisance regressors—6 motion parameters and their derivatives, global signal,
framewise displacement [55], 6 principal components from cerebrospinal fluid and white matter [2], and up
to second order polynomial trends—were partialed out from functional data separately for each run. Finally,
the residual time series of each surface vertex in each run was normalized to zero mean and unit variance.
5.1.5 Hyperalignment
First, we created a common representational space to hyperalign functional data based on an independent
dataset. The dataset comprised responses to the same movie from 20 different participants [19] [22]. We
preprocessed the 20 participants’ data through the same pipeline, and hyperaligned responses to the entire
movie for all subjects using searchlight hyperalignment [19] with a 20-mm searchlight radius. For a given
searchlight, the hyperalignment algorithm uses the Procrustes transformation to rotate each subject’s fea-
ture space so as to best align response trajectories across individuals. The local transformations for each
searchlight are then aggregated, forming a single, sparse transformation matrix for each cortical hemisphere.
The hyperaligned data of the 20 participants were then averaged and normalized to unit variance to serve
as the final common representational space.
Then, we derived hyperalignment transformations for each of the 20 participants to the common rep-
resentational space based on their responses to the first half of the movie (runs 1–4), and applied these
transformations to data from the second half of the movie (runs 5–8). The following analyses of individual
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differences were based on the second half of the movie for these 20 participants, and are thus completely
independent of the data used for deriving the common space and hyperalignment parameter estimation.
Note that all data were anatomically aligned according to sulcal curvature on the cortical surface prior to
hyperalignment.
5.2 CNN model data
5.2.1 ImageNet dataset and ILSVRC
The models used here were trained on the ImageNet dataset as part of the ImageNet Large Scale Visual
Recognition Challenge, or ILSVRC for short [57]. The goal of this image classification challenge is to
train a model that can correctly classify an input image into 1,000 separate object categories. Models are
trained on the ImageNet dataset—approximately 1.2 million training images with another 50,000 images
for validation and 100,000 images for testing. These 1,000 image categories represent object classes that we
encounter in our day-to-day lives, such as species of dogs, cats, various household objects, vehicle types, and
much more. When it comes to image classification, the ImageNet challenge is the de-facto benchmark for
computer vision classification algorithms — and the leaderboard for this challenge has been dominated by
Convolutional Neural Networks and deep learning techniques since 2012.
5.2.2 Pretrained models
We used VGG-19, ResNet-152, DenseNet-161 models, pretrained on the ImageNet dataset, from the PyTorch
TorchVision library [54]. The state-of-the-art pre-trained networks included in this library represent some of
the highest performing CNNs on the ImageNet challenge over the past few years, and each model we used here
is the highest-performing model in its type (ie, we used VGG-19 instead of VGG-11). These networks also
demonstrate a strong ability to generalize to images outside the ImageNet dataset via transfer learning, such
as feature extraction and fine-tuning. From VGG, we extracted activations from the last 3x3 convolutional
layer of each of the four blocks. From ResNet, we extracted activations from the 3x3 convolutional layer of
the last bottleneck layer of each of the four residual blocks. From DenseNet, we extracted activations from
the last 3x3 convolutional layer of each of the four dense blocks.
We also used CORnet-Z, CORnet-R, and CORnet-S models [38], again pretrained on the ImageNet
dataset. For these models, we extracted activations from the final output layer of each of the four blocks.
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5.2.3 Image activation extraction and preprocessing
We sampled an image from every half-second of the Raiders of the Lost Ark—since the movie has a frame
rate of 30 frames per second, we sampled once every 15 frames. For each of the four parts of the movie we
extracted images from, we ended up with 1694, 1720, 1720, and 1700 images, respectively. We then extracted
CNN activations from the specified layers of each of the pretrained CNN models in response to these images,
resulting in four sets of activations from each model.
To preprocess these activations for comparison to fMRI data, we averaged these extracted image activa-
tions in groups of five in order to obtain the average activation for every 2.5 s (to match the sampling rate
of fMRI). We then convolved these averaged image activations with the canonical hemodynamic response
function (HRF) [42] to construct a continuous function that is close to the hemodynamic response we observe
for a single neural response in the brain. Before feeding these activations into the forward encoding models,
we applied kernel PCA [58] to the activations to reduce their dimensionality to the same dimensionality as
the number of timepoint neural responses, so as to speed up computation (ridge regression also reduces the
feature space automatically, so this was not necessarily needed for preventing overfitting, though that is an
additional use of kernel PCA). We did not apply kernel PCA for the RSA analyses.
5.2.4 Representational similarity analysis
We computed representational distance matrices between nine brain ROIS in the visual stream (all in the
ventral object/scene recognition stream except for MT for comparison—MT is implicated in action recog-
nition). We also computed RDMs within-model for the four extracted blocks of each CNN model. After
computing these within-model RDMs, we computed RDMs comparing the brain ROIs and the four blocks
of each CNN model (Figure 9). We used both correlation and CKA as similarity matrices; they gave almost
identical results, but since CKA is the current state-of-the-art we include and discuss the RSA results using
the CKA similarity metric here.
I then computed DNN layer assignments for each ROI. We first computed the CKA similarity between
each layer of each DNN model and each brain ROI. We then saw which layer had the highest CKA similarity
with the voxel responses in each ROI; this layer was then assigned to the ROI as its ”most representationally
similar layer.” We compare the results of the RSA and forward encoding approaches to brain ROI layer
assignment below.
I also am interested in how the differences between CNN model performance on object classification
tasks (such as ImageNet) and on similarity with neural responses as measured through RSA. It has been
hypothesized [70] that model performance on object classification tasks and on representational similiar-
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ity with visual processing areas in the brain are positively correlated; the models that perform better on
both tasks simply are more complex and capable, learning better features that are not necessarily more
representationally similar to the visual features learned by the brain.
5.2.5 Forward encoding
In this thesis, we estimated voxel-wise forward encoding models—we created a forward encoding model for
each cortical surface voxel, and used CNN layer activation data to predict that voxel’s fMRI response over
time.
The stimuli (input) for the forward encoding models was the preprocessed layer activations for each
model. We estimated forward encoding models using activations from all of the layers (to measure the
overall predictive ability of each DNN model’s activations), and from each of the layers separately (for
performing brain ROI to DNN layer assignments later). The responses (output to predict) were voxel-wise
fMRI responses. We first anatomically aligned and then hyperaligned all of the participants’ time series
fMRI responses, and then averaged these time series responses across all participants. The forward encoding
models were trained to predict these hyperaligned and averaged fMRI responses over three of the four parts
of the movie. The models were then tested on the left-out fourth movie part. We repeated this process over
all four movie parts to perform leave-one-run-out cross-validation for the forward encoding models.
We used L2-norm penalized linear least squares regression (ridge regression) to estimate regression coeffi-
cients (weights) for the DNN feature predictor variables so as to best predict the response time series at each
vertex. We used a modified implementation of ridge regression for sped-up computation [30]. Ridge regres-
sion uses a regularization hyperparameter to control the magnitude of the regression coefficients, where a
larger regularization parameter yields greater shrinkage and reduces the effect of collinearity among predictor
variables. The regularization parameter was chosen using leave-one-run-out cross-validation nested within
each set of training runs. We estimated regression coefficients for a grid of 20 regularization parameters log-
spaced from 1 to 1,000 at each vertex within each set of two runs in the training set of three runs. We then
predicted the responses for the held-out third run (within the training set) and evaluated model prediction
performance by computing the correlation between the predicted and actual responses. These correlations
were averaged over the three cross-validation folds nested within the training set, then averaged across all
vertices. We then selected the regularization parameter with the maximal model performance across runs
and vertices. Selecting a single regularization parameter across all vertices ensures that estimated regression
coefficients are comparable across vertices. This regularization parameter was then used at the final stage
when estimating the encoding model across all three training runs for evaluation on the left-out fourth run.
Note, however, that different regularization parameters were chosen for each of the four leave-one-run-out
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cross-validation folds (where stimuli differed for each set of training runs).
To evaluate the vertex-wise forward encoding models, we used the regression coefficients from the model
trained on three training runs to predict the response time series for the left-out fourth run. Both the
hyperalignment transformations and encoding models were cross-validated to previously unseen data; the
averaged subjects’ data on the left-out test run played no role in estimating the hyperalignment transfor-
mations or the regression weights of the encoding model. For each vertex, we then computed the Pearson
correlation between the predicted time series and actual time series for that run to measure model prediction
performance [30].
We then computed DNN layer assignments for each ROI. We first estimated forward encoding models for
each layer of each DNN model. We then saw which layer best predicted the voxel responses in each ROI; the
layer that made the most accurate prediction (averaged across the voxels in each ROI) was then assigned to
the ROI as its ”most representationally similar layer.”
We are also interested in how the differences between CNN model performance on object classification
tasks (such as ImageNet) and on predicting neural responses through forward encoding. Just as with the
comparable RSA analysis, we aim to determine if the models that perform better on both tasks simply are
more complex and capable, and learn better features that are not necessarily more representationally similar
to the visual features learned by the brain.
6 Results
To demonstrate the validity of performing both predictive and RSA analyses of DNN-brain representational
similarity, we compared each DNN model’s forward encoding performance (the predictive approach to under-
standing DNN-brain representational similarities) and CKA similarity (the RSA approach to understanding
DNN-brain representational similarities) with brain ROIs, and demonstrated that these approaches both
capture underlying information about representational similarities (Figure 6). Models that explicitly showed
higher representational similarities with brain ROIs also had improved forward encoding performance for
these same brain ROIs.
6.1 Representational similarity analysis
We first computed RSA RDMs between the brain regions of interest, using both correlation and CKA
as similarity metrics (Figure 7). Both similarity metrics find relevant similarities between early visual
areas (V1-V3), but CKA finds stronger representational similarities in theese areas, as well as meaningful
representational similarities between higher visual areas implicated in object recognition and processing
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Figure 6: Comparison of each model’s forward encoding performance (the predictive approach) and CKA
similarity (the RSA approach) with brain ROIs. The forward encoding score measured here is the average
forward encoding model performance across all of the ROIs, while the CKA similarity score measured here is
the maximum CKA between brain ROIs and model layers, again averaged over brain ROIs. The approaches
are correlated (as CKA similarity increases, so does forward encoding performance) and capture similar
high-level differences in representational similarity.
(V3b, LO, VT, MT). We will discuss this similarity metric difference further in the discussion. Combined
with Kornblith et al’s findings that CKA uncovers more meaningful representational similarities for CNNs
[35], we hereafter use only CKA as a similarity metric in these analyses.
Figure 7: Comparison of representational dissimilarity matrices (RDMs) created with representational sim-
ilarity analysis (RSA) using correlation and centered kernel alignment (CKA) similarity metrics.
We next computed RDMs of CKA similarity between layers within each DNN model (Figure 8) to discover
how layer representations change with layer depth. Note that VGG maintains a more consistent representa-
28
tion throughout its layers, while ResNet and DenseNet learn highly different representations throughout their
layers. This dissimilarity between ResNet and DenseNet layers is consistent with the idea that ResNets (and
to a greater degree DenseNets) are more efficient than classic feedforward nets (like VGG) because their
dense inter-layer connections encourage feature reuse, preventing layers from learning redundant feature
maps.
Figure 8: RDMs of CKA similarity between layers within each DNN model.
Similarly, when we computed RDMs of CKA similarity between layers within each CORnet DNN model
(Figure 9), we found that CORnet-S (recurrent model with residual connections) learns the representations
that differ the most throughout its layers, followed by CORnet-R and CORnet-Z.
Figure 9: RDMs of CKA similarity between layers within each CORnet DNN model.
Increased layer dissimilarity is positively correlated with improved ImageNet performance (Figure 10).
Additionally, DNN layer dissimilarity is positively correlated with forward encoding performance and CKA
similarity score with brain ROIs, except for DenseNet (Figure 10).
I next computed the CKA RDMs comparing hyperaligned neural responses to activations extracted from
CORnet-Z, CORnet-S, CORnet-R, VGG, ResNet, and DenseNet (Figure 11). All of the models have their
highest CKA similarities with early visual areas (V1-V3) and VT. Interestingly, and as we will cover in
the discussion, lower layers across all of the models have lower CKA score than expected. In particular,
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Figure 10: Layer dissimilarity, measured as 1 - the mean CKA score between all pairs of layers, vs (left)
ImageNet top-1 performance, (center) forward encoding performance, and (right) CKA similarity score with
brain ROIs. Note that increased layer dissimilarity is correlated with improved ImageNet performance, and
is usually correlated with improved CKA score and forward encoding performance (except for DenseNet).
we expected the lower layers of the CNN models to have very high CKA scores with the lower visual area
brain ROIs. Among the state-of-the-art models, ResNet learns the most brain-like representations, which
are especially notable for V3B and VT. For the CORnet models, CORnet-R has a higher CKA similarity
than CORnet-S, which has a higher similarity than CORnet-Z, to the brain data.
Figure 11: CKA RDMs comparing hyperaligned neural responses to activations extracted from CORnet-Z,
CORnet-S, CORnet-R, VGG, ResNet, and DenseNet. For each model, we compare each layer’s representa-
tion to each brain ROIs representation using the CKA similarity metric. Note that “hyper” refers to the
hyperaligned data from the brain ROIs. See Figure 14 for the comparable analysis with forward encoding.
We also computed the “layer assignment” for each brain ROI based on CKA similarity score (Figure 12).
Most of the CNN models had one layer that had the highest similarity score with all of the brain ROIs;
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only VGG and CORnet-S had more than one layer assigned across all of the brain ROIs. We will discuss
this layer assignment issue, and especially why lower layers across all of the CNN models had lower CKA
similarity scores than their higher layer counterparts, in the discussion.
Figure 12: DNN layer assignments for each ROI as computed with RSA (CKA similarity metric). We first
computed the CKA similarity between each layer of each DNN model and each brain ROI. We then saw
which layer had the highest CKA similarity with the voxel responses in each ROI; this layer was then assigned
to the ROI as its ”most representationally similar layer.”
6.2 Forward encoding
For whole-brain forward encoding model performance (Figure 13), ResNet outperformed the other models
(mean correlation between predicted and true voxel activation of 0.19, standard deviation 0.14), followed
by CORnet-R (mean 0.17, standard deviation 0.13), CORnet-S and VGG (both with mean 0.16, standard
deviation 0.13), CORnet-Z (mean 0.14, standard deviation 0.12), and DenseNet (mean 0.13, standard devi-
ation 0.13). As expected, all models have their highest prediction performance in early visual and ventral
stream visual areas. ResNet outperforms all other models in terms of voxel activation prediction performance,
followed by CORnet-R and CORnet-S. All models, except for ResNet, have their maximum prediction perfor-
mance in VT (ranging from 0.57 for VGG to 0.63 for CORnet-R), while ResNet has its maximum prediction
performance in V1 (0.69, but note that ResNet’s maximum prediction performance in VT is 0.67).
For forward encoding model performance focusing only on the visual stream ROIs (Figure 15), ResNet
again outperformed the other models (mean correlation between predicted and true voxel activation of 0.35
across voxels in ROIs, standard deviation 0.14), followed again by CORnet-R (mean 0.33, standard deviation
0.14), CORnet-S (mean 0.32, standard deviation 0.14), VGG (mean 0.31, standard deviation 0.13), CORnet-
31
Figure 13: Whole-brain vertex-wise forward encoding model prediction performance map. Color indicates
the correlation between predicted and true voxel activation value, averaged across timepoint samples.
Z and DenseNet (both with mean 0.27, standard deviation 0.13). V3b’s voxel responses were the most
well-predicted across all of the models, followed by LO and MT. VT was the least well-predicted across all
models. All models, except for ResNet, have their maximum prediction performance in VT (ranging from
0.57 for VGG to 0.63 for CORnet-R), while ResNet has its maximum prediction performance in V1 (0.69,
but note that ResNet’s maximum prediction performance in VT is 0.67).
We also computed the “layer assignment” for each brain ROI (Figure 16). Most of the CNN models had
one layer that best predicted all of the ROI voxel responses; only ResNet had more than one layer assigned
across all of the brain ROIs. We will discuss this layer assignment issue, and especially why lower layers
across all of the CNN models had lower forward encoding performance than their higher layer counterparts,
in the discussion.
We also plotted each model’s ImageNet top-1 performance (the object classification task the models were
trained for) against their performance on the forward encoding task—both across the whole brain and also
only in regions of interest (Figure 17). For both comparisons, ImageNet performance and forward encoding
performance were positively correlated. However, CORnet-R and DenseNet’s performances stand out as
outliers, which we will elaborate on in the discussion below.
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Figure 14: Comparing forward encoding model performance across brain ROIs and model layers for CORnet-
Z, CORnet-S, CORnet-R, VGG, ResNet, and DenseNet. For each model, we compare each layer’s represen-
tation to each brain ROIs representation using the performance of a forward encoding model trained only
on that layer’s activations, averaged across all of the voxels within each brain ROI. See Figure 11 for the
comparable analysis with representational similarity analysis.
Figure 15: The forward encoding (ridge regression) performance by brain ROI (performance score is the
averaged accuracy across all of the voxels in each ROI). V3B, LO, and MT are notably well-predicted,
followed unexpectedly by the early visual areas. VT, though less well predicted than the other brain ROIs
shown here, is actually predicted with state-of-the-art accuracy for a visual area so high in the visual stream
hierarchy. Note the improved performance of ResNet, CORnet-R, and CORnet-S across these brain ROIs.
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Figure 16: Forward encoding layer assignment by brain ROI and CNN model. We trained separate forward
encoding models for each layer of each DNN model, and then saw which layer individually best predicted the
voxel responses in each ROI; this layer was then assigned to the ROI as its ”most representationally similar
layer.”
Figure 17: ImageNet top-1 vs forward encoding (whole-brain on left and ROI-only on right) performance
plotted for each CNN model.
7 Discussion
Our results support the hypothesis that residual and recurrent CNNs learn more brain-like representations
than vanilla CNNs. Unlike previous work, we were able to leverage functionally-aligned naturalistic fMRI
data from twenty people, and we compared the representations stored in this between-subject data to rep-
resentations across various layers of different CNN architectures. We found that the predictive (forward
encoding) and representational similarity (RSA) approaches both offer compelling and parallel measures of
brain-DNN feature similarity. We also achieve high RSA similarity scores for various brain ROIs across
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all of the CNN models, and achieve state-of-the-art forward encoding performance, especially within higher
visual areas in the ventral stream. We also disentangled “powerful” or “informative” visual features from
“brain-like” features. Models that performed well on an image classification task, and learned ”powerful”
visual features did not necessarily learn “brain-like” visual features that corresponded to or predicted brain
representations. Additionally, model performance on image classification tasks is correlated with layer dis-
similarity—we suggest that models that take advantage of feature reuse (and avoid relearning the same
features from layer to layer) were able to learn a larger space of hierarchical visual features. We suggest that
these hierarchical visual features mirror those seen in the brain, as layer dissimilarity is also correlated with
forward encoding performance and RSA similarity with ROIs in the ventral stream.
7.1 Two approaches to measuring “brain-like” representation similarity
We evaluated two approaches to understanding similarities between DNN and brain visual feature repre-
sentations. We took a predictive approach (forward encoding) and a representational similarity approach
(RSA). In the literature, previous approaches take either one approach or the other, but here We evaulate
the utility of both approaches in tandem. The approaches are correlated (as CKA similarity increases, so
does forward encoding performance) and capture similar high-level differences in representational similarity
between the CNN models and brain data (Figure 6)—DenseNet has the lowest overall similarity on both
metrics, while ResNet, CORnet-R and CORnet-S have the highest overall similarity on both metrics. How-
ever, upon diving deeper into the data, we do see differences in the patterns of similarity structures found by
forward encoding and representational similarity analysis (compare Figures 11 and 14). We do see increases
in representational similarity on both metrics as layer depth increases. However, while early visual areas and
VT are very similar to CNN model activations (across all layers) as measured by RSA, early visual areas
are not notably more similar, and VT is actually far less similar (as compared to any other ROIs) with the
forward encoding similarity metric. These results suggest that there is no one-to-one mapping between the
patterns in representation found by forward encoding and RSA. In the future, researchers should use both
approaches for a more well-rounded understanding of representational similarities.
7.2 CKA as a similarity metric for representational similarity analysis
CKA is a novel similarity metric that has only been used for investigating CNN representations. Here, we
show that, as with with CNN representations, CKA uncovers meaningful representational similarity differ-
ences that classic similarity metrics, such as Pearson correlation, do not. We performed the RSA analyses
with both Pearson correlation and CKA as our similarity metrics. Both similarity metrics find relevant sim-
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ilarities between early visual areas (V1-V3), but CKA finds meaningful representational similarities between
higher visual areas implicated in object recognition and processing (V3b, LO, VT). CKA also shows the
similarities between V3 specifically and LO and VT (V3 projects to LO and VT directly). Importantly,
CKA shows the dissimilarities in representation between the the higher object-recognition visual areas (LO
and VT) and the higher action-recognition visual areas (MT), with these two sets of visual processing path-
ways both showing similarities only at the early visual processing level. CKA uncovers more meaningful
representational similarities for brain ROIs than correlation.
7.3 Residual and recurrent CNNs learn more brain-like representations
7.3.1 Representational similarity analysis
In the representational distance matrices created with RSA, we expected to see a “diagonal” of CKA simi-
larities—we expected lower CNN layers to be more similar to lower visual areas like V1 and V2, and higher
CNN layers to be more similar to higher visual areas like LO and VT. We also expected to see very high CKA
similarities between lower brain ROIs (V1-V3) and lower layers in all of the networks. Instead, all of the
CNN models seem to improve brain ROI similarity with increased layer depth, and we will discuss why we
believe the models (for both RSA and forward encoding) did not perform as well as expected in lower visual
areas in the future work section. Most of these models have the highest similarities with V1-V3 (though we
did expect the CKA similarities for these lower visual areas to be higher) and VT across the board—this
may be because these are generalized visual processing areas, while the ROIs with lower similarities may be
more specialized for certain visual tasks.
ResNet had the highest CKA similarity with the brain ROIs, followed by CORnet-R, then CORnet-S,
CORnet-Z, and VGG (all similar), and then finally DenseNet. Below, we will discuss why DenseNet performs
so poorly, and why CORnet-R and ResNet perform so well, on this CKA measure.
7.3.2 Forward encoding
Compared to previous work, we achieve state-of-the-art forward encoding performance, especially within
higher-order visual brain ROIs such as V3a and b, V4, LO, and VT (lower visual area performance was
worse than expected, which we will discuss below). As expected, all models have their highest forward
encoding prediction performance in early visual and ventral stream visual areas. The forward encoding results
discussed in this thesis support the hypothesis that recurrent and residual networks learn more brain-like
representations. The three residual and recurrent models (ResNet, CORnet-S, and CORnet-R) outperform
the vanilla CNN models (VGG and CORnet-Z). It is also notable that the shallow recurrent networks
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outperform the shallow vanilla network (CORnet-Z) and match the performance of the deep vanilla network
(VGG). Specifically, ResNet (the deep residual network) outperforms all other models in terms of voxel
activation prediction performance, followed by CORnet-R (the shallow recurrent network) and CORnet-S
(the shallow residual/recurrent network).
7.4 Why do early visual areas have such low similarities and prediction scores?
For both the RSA and forward encoding analyses, we expected better performance and higher similarity
scores in early visual areas like V1-V3. In the RSA analyses, we believe that this lower-than-expected
performance is partially why we do not see the expected “diagonal” of lower brain ROIs and lower layers to
higher brain ROIs and higher layers. We also believe that this lower performance accounts for the odd layer
assignments (all ROIs assigned to the higher DNN layers) encountered above. This performance mismatch
boils down to one issue: the CNN models and the people scanned watching the movie received different
inputs. While the people watching the movie were able to freely view the movie as they pleased (moving
their eyes around the screen to take in input from different areas), we fed the CNN models a center-cropped
version of the movie. Therefore, people and the CNN models saw very different low-level visual features—they
were sometimes looking at different parts of the movie! This difference in stimulus input equalled out as the
brains and models processed higher-level features. For example, two people (and models) looking at different
parts of a face (say, the upper and lower halves of a face) can both say that even though they are seeing
completely different low-level input, at a high level they are both looking at a face. We are currently working
on incorporating eye-tracking data into how we crop the stimulus input for the CNN models. We expect
that this will greatly improve the CNN models’ similarity and predictive ability for lower visual areas.
7.5 Using the simplest models possible as comparators
Both the RSA and forward encoding approaches are simple comparators of representations learned. Even
with the CKA similarity metric, RSA does not perform any nonlinear transformations of the data while
comparing CNN and brain data. For forward encoding, note that we used a simple linear (ridge) regression
model in our analyses when comparing similarities in representation. This linear regression comparison
operator is purposefully not complex to retain validity of comparing representations between CNN layers
and brain ROI data; a more complex model could potentially absorb any non-linear transformation necessary
to map any layer features to output brain data space. Nonlinear transformations of the data would obscure
the actual underlying representations. For example, if we used a DNN as a forward encoding comparator,
we could potentially find high representational similarities between early layers of a DNN model and later
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ROIs in the ventral stream. The DNN would perform additional representational transformations, on top of
the actual representations stored in the CNN layer, and give a false appraisal of representational similarity
between these areas.
7.6 More “brain-like” (or just “better”) features?
We need to disentangle learning more complex and powerful visual features from learning features that
are similar to those we see in the brain. To do this, we introduced and accounted for performance on an
object classification task (ILSVRC). Hypothetically, models that perform better on both object classification
and RSA/forward encoding could hypothetically just learn more “powerful” features in general, not more
brain-like features. However, we found that it is possible to disentangle more “powerful” visual features from
more “brain-like” visual features—these are not necessarily the same thing. Though object classification and
forward encoding/RSA performance are often positively correlated, there are two key cases where models
perform far better on one task or the other.
Even though CORnet-R does not perform well on the ILSVRC task, especially when compared to the
deeper models (VGG, ResNet, and DenseNet), it performs very well on the forward encoding and RSA
tasks. CORnet-R showed poor ImageNet performance (0.56 top-1 performance) but the second-best forward
encoding neural response prediction performances (0.17 for whole-brain and 0.33 for ROI-only) and CKA
similarity scores (0.17 max CKA similarity on average across ROIs). Similarly, CORnet-S and VGG have
similar forward encoding performances, though CORnet-S is much shallower than VGG.
On the other hand, while DenseNet showed one of the best ImageNet performances (0.78 top-1 perfor-
mance) it had the worst forward encoding neural response prediction performances (0.13 for whole-brain and
0.27 for ROI-only) and CKA similarity scores (0.15 max CKA similarity on average across ROIs). This casts
some doubt on the idea that models that perform better on both object classification and brain similarity
(forward encoding) tasks simply learn more “powerful” features in general, not more brain-like features.
DenseNet is more complex than the other models evaluated and has one of the best performances on the
ImageNet object recognition challenge, but the representations it learns are less similar to the representations
learned by the brain.
Why would a densely residual CNN like DenseNet learn features that are so unlike those we see in the
brain? Similar to residual and recurrent networks, dense networks improve over vanilla CNNs by taking
advantage of previous layers’ outputs for feature reuse. However, we hypothesize that dense networks extend
this feature reuse too far and do not perform it in a biologically-valid manner. Unlike a dense residual
network, each area in the brain’s visual processing hierarchy does not take in input from all of the areas
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preceding it. Recurrent (and their unrolled-through-time counterpart — residual) networks, have a more
local feature reuse that is far more biologically valid.
8 Future work
In addition to incorporating eye-tracking data to better sample the movie for CNN model stimulus inputs
as mentioned above, we have several other ideas in mind for future work.
We plan to run the RSA and forward encoding analyses discussed here on more CNN model architectures,
such as SqueezeNet and ResNext, and on more layers from each model. We would also like to look more
closely at the brain ROIs —for example, VT is a large swath of cortex, which can be split further into
different functional regions. It would be very interesting, for example, to compare RSA and forward encoding
performance within specialized ROIs like the fusiform face area (FFA, specialized for faces), parahippocampal
place area (PHC/PPA, specialized for places/scenes), and subsections of ventral/lateral occipital cortex
(VO/LO, specialized for objects).
In these analyses, we worked with a shallow residual model (CORnet-S), a deep residual model (ResNet),
and a shallow recurrent model (CORnet-R)—in the future we plan to work with a deeper recurrent model
and work to incorporate feedback connections. Additionally, recurrent models take advantage of temporal
dependence and are often used to process sequences of inputs. We plan to extend our analyses to other
models that take advantage of temporal dependence, such as video processing models. We hypothesize that
deeper recurrent or video processing models would perform far better on our RSA and forward encoding
tasks than any of the models analyzed in this thesis.
Additionally, we plan to combine the approaches for evaluating representational similarity discussed here
with Schrimpf et al 2018’s Brain-Score [59]. While we use predictive and RSA approaches to compare repre-
sentations in fMRI data to CNN representations, Brain-Score uses EEG neural predictivity and behavioral
scores to compare these representations. In the future, it will become increasingly valuable to use the most
multimodal approach possible for understanding representational similarities.
9 Code and data availability
All of the code for this thesis can be found at http://github.com/caravanuden/thesis. The pretrained CNN
models are available either through PyTorch (specifically the TorchVision module) or the CORnet project
(http://github.com/dicarlolab/CORnet). The fMRI datasets generated and analyzed for this study can be
found in the DataLad repository for Raiders (http://datasets.datalad.org/?dir=/labs/haxby/raiders).
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