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ABSTRACT
SAR polarimetry (PolSAR) can play an important role in mon-
itoring agricultural fields both in terms of improving detection
of specific plants conditions and providing physical informa-
tion regarding the change. Such information can be used to
help retrieving the phenological stage and eventually identi-
fying stress conditions.
In this work, a new change detection based on PolSAR
data is first tested over time series of images acquired over
agricultural fields. The methodology is based on the use of
the normalised difference between covariance matrices ac-
quired at two different instants. A diagonalisation of such
matrix allows identifying the scattering mechanisms that suf-
fer the largest change. The methodology is tested exploiting
C-band quad-polarimetric RADARSAT-2 data over rice fields
in Sevilla, South-West of Spain.
Index Terms— Agriculture, polarimetry, change detec-
tion, SAR.
1. INTRODUCTION
In the following, a very brief introduction to PolSAR is pro-
posed with the only purpose of presenting the mathematical
formalism exploited in this work. A single target has a fixed
polarisation in time/space and we can characterise it using the
scattering (Sinclair) matrix or equivalently a scattering vector
k [1]. It is possible to define a projection vector as a nor-
malised vector ω = k‖k‖ . The target observed by a SAR sys-
tem is not an idealised scattering target, but a combination of
different targets which we refer to as a partial target. In order
to characterise a partial target the single scattering matrix is
not sufficient since it is a stochastic process, and the second
order statistics are required. In this context the target covari-
ance matrix can be estimated: C = 〈k k∗T 〉, where ∗ stands
for conjugate, T for transpose, and 〈.〉 is the finite averaging
operator [1].
In this work, we use the sample coherency matrix T , that
is a covariance matrix formed after applying a Pauli decom-
position to the scattering vector (kp =
1√
2
[HH+V V,HH−
V V, 2HV ]T ).
Polarimetry can help improving the capability of change
detectors and there are several works in the literature focused
on this [2, 3, 4, 5].
1.1. Signal Model
The two acquisitions to be compared are referred to as date1
and date2, so T11 and T22 are the coherency matrices charac-
terising the partial targets at date1 and date2, respectively.
The change detector developed in this work is based on
a signal model that considers independence between the scat-
tering mechanism present at the first acquisition and the change.
The hypothesis of independence of scattering mechanisms is
largely exploited for change detection. For instance a well-
known algorithm, Wishart change detector [4], is based on
this concept.
In this work, the independence hypothesis is relaxed since
the partial targets represented by T11 and T22 are not required
to be independent. This means that we do not make any hy-
pothesis on the correlation between k1 and k2, which can as-
sume any value. This entails that the Pol-InSAR matrix [Ω12]
(which evaluates the outer product between k1 and k2) has
not to be a null matrix, and the algorithm is compatible with
other Pol-InSAR methodologies.
Since it is only the change that is independent of T11, we
can write T22 as the sum of T11 plus an independent scattering
mechanism Tc:
T22 = T11 + Tc, (1)
where Tc is defined as ”change matrix” and it is generated
by a process that is independent of the process generating
T11 (but it is not independent of the process generating T22).
Therefore the processes generating T11 and T22 are not inde-
pendent of each other.
1.2. Normalised difference
The change matrix Tc can be calculated as Tc = T22 − T11.
Tc is Hermitian, since it is the difference of two Hermitian
matrices. This means that the diagonal elements of Tc are
real and the upper triangular part is the complex conjugate of
the lower triangular part. However, there is a difference with
ordinary coherencies matrix, since it is not bound to be posi-
tive semi-definite. This means that its quadratic forms (using
a generic projection vector) or its Trace can be negative. This
means that P = ω∗TTcω can be negative for some projection
vector ω, and Trace([Tc]) can be negative.
This is an expected feature since we need a matrix that
is able to communicate if the change in the partial target has
brought an increase or reduction of either a) a specific scat-
tering mechanism (quadratic form), or b) the overall power of
the final partial target (trace).
By optimising Tc over all the possible projection vectors
ω it is possible to derive the projection vectors that experience
the largest or smallest changes.
In this work we decided to normalise the difference since
this allows us to evaluate the changes weighted on the total
backscattering coming from the partial targets. This is con-
venient to avoid that very bright targets may return large dif-
ferences even when they are experiencing very small changes
(in percentage). The normalisation can be accomplished us-
ing the total power of both partial targets (i.e. the Trace).
Therefore, the final matrix that is considered in the opti-
misation is:
TC =
T22 − T11
Trace(T11) + Trace(T22)
(2)
The quadratic form ω∗TTCω returns the amount of change
that the scattering vector represented by the projection vector
ω suffers. If we adopt the previously stated signal model, ω
also provides the scattering mechanism that was added/subtracted
in date2 to the partial target in date1.
1.3. Optimisation
To find the maximum and minimum projection vectors we
can apply the well-known Lagrangian optimisation for the
quadratic form ω∗TTCω. That is:
ωmax = Argmax
ω∈C3
[
ω∗TTCω
]
. (3)
By constraining ω to be unitary we can obtain the La-
grangian as:
L = ω∗TTCω − λ(ω∗Tω + C). (4)
After differentiating over dω∗T and setting the derivative
equal to zero we obtain the equation:
TCω = λω. (5)
The Lagrangian multipliers can be calculated by perform-
ing a diagonalisation of the matrix TC . Since TC is Hermi-
tian, the eigenvalues will be real, but not necessarily positive.
This is because a change can increase or decrease the result-
ing power of a scattering mechanism (e.g. we could have that
surface scattering increases or decreases).
This optimisation wants also to complement one devel-
oped by the authors[6, 7] that was aimed at optimising the
power ratio. The eigenvalues and eigenvectors of these two
algorithms are different and could be used in a complemen-
tary way. Future work will be dedicated to this.
1.4. Classifying the changes
The outputs of the optimisation are the eigenvalues λi and the
eigenvectors ui (with i going from 1 to 3) of TC .
Interestingly, with this signal model, the eigenvectors ui
represent directly the scattering mechanisms that exhibit the
changes. This vector can therefore be used to classify the type
of change that the target is suffering. The way the eigenvec-
tors are represented also plays an important role when coming
to visualising the results. In our case, we used a decomposi-
tion which is mathematically equivalent to the Cloude-Pottier
decomposition. This means that each eigenvector can be char-
acterised using polar coordinates, and the α and β angles are
extracted. The α angle characterises the type of scattering
(e.g. surface, dipole, dihedral) whereas the β angle is propor-
tional to the target orientation [1].
When the α angle is applied to the eigenvectors of the
change detector, it identifies the dominant scattering mech-
anism that has been added to the partial target and the one
that has been removed. For this reason, it should be linked to
physical targets that are introduced during the development
of the plants. A possible application of this classification is
for instance monitoring an increase in dihedral scattering due
to the process of emerging of the plant stems. The transition
between different phenological stages should be represented
by the introduction or removal of different scattering mecha-
nisms. Therefore, analysing the trend of the eigenvectors we
aim at identifying the transition between successive pheno-
logical stages.
2. RESULTS WITH REAL DATA
2.1. Presentation of the data
The algorithm was tested on C-band RADARSAT-2 data ac-
quired in spring and summer 2014 over rice fields in Sevilla,
South-West of Spain. The data are quad-polarimetric. In
this test, five images going across the entire cultivation cy-
cle of rice are selected. The acquisition dates are 2014/06/05,
2014/06/29, 2014/07/23, 2014/08/16 and 2014/09/09. The
Pauli RGB image corresponding to August is presented for
reference in the Figure 1, including a region of interest where
the phenology of the plants in a parcel is known.
Fig. 1. Pauli RGB composite of the rice fields in Sevilla,
Spain. RADARSAT-2 quad-pol data of 2014/08/16
2.2. Detector
The maximum eigenvalues represent the intensity of the scat-
tering mechanism that has been added and removed to the
previous partial target. These are presented by (a) and (b) in
the Figures 2 to 5. The intensity of the scattering mechanisms
presents the biggest increases in the three initial acquisitions,
that is, at the beginning of the cultivation campaign.
According to the ground truth in the known parcel, these
dates correspond to vegetative stage of the plants from BBCH
10 to BBCH 35 with the measurements based on the BBCH
scale as explained in [8, 9]). Here, more vegetative structures
are added to the scattering scene due to the increase in the
plants height and the number of tillers. As a consequence,
there is an increase in the intensity of the scattering mecha-
nisms.
On the contrary, the biggest decrease in the intensity oc-
curs in the transition between vegetative to reproductive stages
of the plant as obtained by the change detector between the
third and fourth acquisitions (figure 4.b). This is observed
due to the the lower backscattered power at VV polarization
caused by the extinction effect because of the vertical orien-
tation of the plants as has been reported in [8, 9].
The intensity change in the last couple of acquisitions,
from the reproductive to the maturation stages of the plants,
indicates simultaneous increase and decrease of the scatter-
ing mechanisms present in the scene (figure 5 a and b). This
is consequence of the plants random orientation and can be
better interpreted with the aid of the alpha angle.
Looking at the α angles we can observe that the main
mechanism that seem to be added in the early vegetative state
is dihedral (figure 2.c). This is assumed to be produced by
the double bounce formed by the plant stems and the water
surface under the plants during the tillering stage. This pro-
cess seems to happen at slightly different times for different
fields and therefore such scattering mechanism could be an
indicator of the emerging of stems outside the water.
The advanced vegetative stage shows an increase in dipole
scattering (figure 3.c), which could be related to the forma-
tion of larger stems which may hide the water surface under
the plants. In the maturation stage, there is a slight increase
in surface and dipole scattering (figure 5.c), and a decrease
in dihedral scattering (figure 5.d) that could be due to plants
getting drier and therefore more transparent to the radiation
allowing to reach the ground.
3. CONCLUSIONS
In this study RADARSAT-2 quad-polarimetric data were used
to monitor rice fields in the South of Spain. The optimisation
of the normalised difference of coherency matrices was used
to track the physical changes of the rice fields. Such detector
is able to identify the dominant scattering mechanisms that
are added to or removed from the previous partial targets.
Specifically, in the early vegetative stage we have the ad-
dition of dihedral scattering due to emerging stems. Follow-
ing this, there is an addition of dipoles during the reproduc-
tive stage and finally a combination of surface scattering and
dipoles, and reduction of dihedral scattering.
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Fig. 3. Change detection between 2014/06/29 and 2014/07/23
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Fig. 4. Change detection between 2014/07/23 and 2014/08/16
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Fig. 5. Change detection between 2014/08/16 and 2014/09/09
