Abstract-We demonstrate the usefulness of surroundedness for eye fixation prediction by proposing a Boolean Map based Saliency model (BMS). In our formulation, an image is characterized by a set of binary images, which are generated by randomly thresholding the image's feature maps in a whitened feature space. Based on a Gestalt principle of figure-ground segregation, BMS computes a saliency map by discovering surrounded regions via topological analysis of Boolean maps. Furthermore, we draw a connection between BMS and the Minimum Barrier Distance to provide insight into why and how BMS can properly captures the surroundedness cue via Boolean maps. The strength of BMS is verified by its simplicity, efficiency and superior performance compared with 10 state-of-the-art methods on seven eye tracking benchmark datasets.
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INTRODUCTION
V ISUAL saliency detection is a mechanism to fast extract pertinent, attention grabbing regions of the scene without conscious awareness [1] . The effects of this mechanism can be represented by a saliency map that topographically records the level of visual attention priority. Developing computational models to compute such saliency maps has recently drawn a lot of research interest. It has been shown that many computer vision applications can benefit from such saliency models, e.g. image segmentation [2] , object recognition [3] , visual tracking [4] , gaze estimation [5] and action recognition [6] , to name a few.
In this paper, we focus on developing a saliency detection model for eye fixation prediction [7] . A majority of existent saliency models of this type are heavily based on the contrast and the rarity properties of local image patches, e.g. [8] , [9] , [10] . However, these local image properties have limited ability to model some global perceptual phenomena [11] known to be relevant to the deployment of visual attention. One such global perception mechanism is figure-ground segregation. As Gestalt psychological studies suggest, figures are more likely to be attended to than background elements [12] , [13] and the figure-ground assignment can occur without focal attention [14] . Neuroscience findings also show that certain responses in monkey and human brains involved in shape perception are critically dependent on figure-ground assignment [15] , [16] , indicating that this process may start early in the visual system.
Several factors are likely to influence figure-ground segregation, e.g. size, surroundedness, convexity and symmetry [17] . In this paper, we explore the utility of the surroundedness cue for saliency detection. The essence of surroundedness is the enclosure topological relationship between different visual components. This kind of topological relationship is invariant under homeomorphisms; thus it is a quite fundamental property of a scene, regardless of the scale or the shape of the visual content. It is also worth noting that the topological status of a scene has long been identified as one of the probable attributes that guide the deployment of visual attention [18] .
To demonstrate the strength of the surroundedness cue for saliency detection, we propose a simple, training-free and computationally efficient Boolean Map based Saliency model (BMS). In our formulation, an image is characterized by a set of randomly sampled Boolean maps. For each Boolean map, an attention map is efficiently computed by binary image processing techniques to activate regions with closed outer contours. Then attention maps are averaged into a mean attention map, which is further post-processed to suit the purpose of eye fixation prediction. Fig. 1 shows an example that the surroundedness cue for figure-ground segregation can help in saliency detection. A test image along with eye tracking data is displayed in Fig. 1a . The bird in the image is naturally perceived as the foreground and the rest as the background, which is in agreement with the enclosure relationship between the bird and the sky. The eye fixations are concentrated on the bird, corresponding well to this figure-ground assignment. However, without the awareness of this global structure, rarity based models [9] , [10] falsely assign high saliency values to the boundary area between the trees and the sky, due to the rarity of high contrast regions in natural images. In contrast, by leveraging the surroundedness cue for figure-ground segregation, our model is less responsive to the edges and cluttered areas in the background (Fig. 1b) .
Compared with our preliminary work on BMS [20] , there are several improvements in this paper. First of all, several modifications of BMS have been made. 1) A color space whitening step is proposed to facilitate appropriate sampling of Boolean maps in a feature space. 2) In the attention map computation, by removing an unimportant opening operation, we no longer need to find surrounded regions on the inverted version of a Boolean map. 3) Normalization is now not directly applied on activation maps. Instead, an activation map is split into two parts, and each part is normalized separately. These modifications improve the accuracy and speed of BMS.
Second, to provide insight into why and how BMS can capture the surroundedness cue via Boolean maps, we draw a connection between BMS and the Minimum Barrier Distance (MBD) [21] . We prove that BMS is able to approximates the MBD of each pixel to the image border. Thus, BMS shares the desirable properties of MBD discovered in [21] , [22] , which guarantees that the surroundedness cue is properly captured by BMS in a robust way.
Finally, more experiments are conducted. BMS is extensively evaluated on seven eye tracking datasets, comparing with 10 state-of-the-art saliency models under two evaluation metrics. Detailed speed performance and component analyses are also provided.
In our experiments, most of the competing models critically rely on off-line training or multi-scale processing, while BMS uses neither of them. Despite its simplicity, BMS consistently achieves state-of-the-art performance across all the testing datasets. Regarding the efficiency, BMS can be configured to run at about 100 FPS with only a little drop in performance, which makes it quite suitable for many timecritical applications.
The contribution of this paper is summarized as follows:
To the best of our knowledge, we show, for the first time, the usefulness of the surroundedness cue for eye fixation prediction. We propose a simple saliency model, BMS, which is advantageous in terms of both speed and accuracy compared with state-of-the-art methods. We provide insight into BMS by revealing and proving the connection between BMS and the Minimum Barrier Distance.
RELATED WORK
As we focus on models that deal with eye fixation prediction, in this section, we mainly review eye fixation prediction models based on their computational mechanisms. Readers are referred to [7] for a detailed review of this area.
Rarity/Contrast Based Models
A majority of the previous saliency models use centersurround contrast or image statistics to identify salient patches that are complex (local complexity/contrast) or rare in their appearance (rarity/improbability). Center-surround contrast is used by [8] , [23] , [24] , [25] for saliency detection. The contrast and rarity of an image region are also widely exploited for saliency detection via information theoretic models [9] , [26] , Bayesian probabilistic models [27] , graphical models [28] , color co-occurrence histogram [29] and feature vector differences [30] , [31] , [32] .
Spectral Analysis Models
Another family of saliency models is based on spectral domain analysis [33] , [34] , [35] , [36] . In [36] it is argued that some previous spectral analysis based methods are equivalent to a local gradient operator plus Gaussian blurring, and thus cannot detect large salient regions very well. To overcome this limitation, a method based on spectral scale-space analysis is proposed by [36] .
Learning Based Models
Some models employ machine learning to learn saliency. Kienzel et al. [37] learn a kernel support vector machine (SVM) based on eye tracking data. Judd et al. [19] train an SVM using a combination of low, middle and high level features. In [38] , [39] , Convolutional Neural Network models are leveraged for eye fixation prediction. A linear weighting function is learned by [40] to combine different types of saliency models. Unlike the previous approaches, the proposed BMS formulation does not rely on center-surround filtering, statistical analysis of features, spectral transforms, off-line learning, or multi-scale processing. Instead, it makes use of simple image processing operations to leverage the topological structural cue, which is scale-invariant and known to have a strong influence on visual attention [18] , [41] .
Salient Object Detection
A closely related problem, Salient Object Detection, aims to segment boundaries of salient objects [42] , [43] . Some salient object detection methods use the surroundedness cue to segment the foreground region [44] , [45] . However, saliency maps produced by salient object detection models tend to highlight the overall foreground regions, rather than the specific locations people are likely to look at. In BMS, the Boolean map representation allows an effective way to emphasize rare surrounded regions, which results in more selective saliency maps for eye fixation prediction. Note that without emphasizing rare surrounded regions, BMS is also shown to be useful for salient object detection in our previous work [20] .
BOOLEAN MAP BASED SALIENCY
We start with a general description of our basic formulation. We borrow the Boolean Map concept that was put forward in the Boolean Map Theory of visual attention [46] , where an [9] , LG [10] and our method. AIM and LG measure an image patch's saliency based on its rarity. Our method, based on global structural information, is less responsive to the elements in the background.
observer's momentary conscious awareness of a scene can be represented by a Boolean Map. We assume that Boolean maps in BMS are generated by sampling from a distribution function F ðBjI Þ conditioned on the input image I , and the influence of a Boolean map B on visual attention can be represented by an Attention Map AðBÞ, which highlights regions on B that attract visual attention. Then the saliency is modeled by the mean attention map A over randomly generated Boolean maps:
where A can be further post-processed to suit the purpose of eye fixation prediction.
In our formulation, computing the attention map AðBÞ for a Boolean map requires two steps: an activation step and a normalization step. In the activation step, a Boolean Activation Map MðBÞ is produced by removing unsurrounded regions on the Boolean map; in the normalization step, the attention map is computed by normalizing the activation map to emphasize those rare activated regions. The pipeline of the computation of the mean attention map is illustrated in Fig. 2 .
Boolean Map Generation
BMS samples a set of Boolean maps by randomly thresholding the input image's feature maps, according to the prior distributions over the feature channels and the threshold:
The function THRESH THRESHð:; uÞ assigns 1 to a pixel if its value on the input map is greater than u, and 0 otherwise. fðI Þ denotes a feature map of I , whose values, without loss of generality, are assumed to range between 0 to 1. F f denotes the prior distribution function for feature channel sampling, and F f u denotes the prior distribution function for the threshold sampling on the feature channel f. Feature channels can consist of multiple features like color, intensity, depth, motion, etc. In this work, we demonstrate the proposed formulation in an implementation using only color channels of images. Note that although feature maps generated by various image filters are widely used in previous rarity/contrast based saliency models [8] , [9] , [30] , our preliminary study shows that this feature maps of this type are not suitable for measuring surroundedness in our formulation, because they tend to lose the topological structure of the scene by only sparsely highlighting certain local patterns (e.g. edges and corners).
According to [47, It means that we can get equivalent sampling of Boolean maps from a feature map fðI Þ by first re-mapping the values of fðI Þ using F f u , and then sampling a threshold from a uniform distribution over ½0; 1. Thus, without loss of generality, we can always assume that the threshold u is drawn from a uniform distribution over ½0; 1. As a result, the distribution of generated Boolean maps is now only dependent on the specific parametrization of the feature space and the prior distribution for the feature channel selection.
If we want to further simplify the sampling process by assuming equal importance of different color channels, i.e., F f is uniform, then the color space should have independent channels and the distance metric on different channels should be comparable. Following this intuition, we propose a color whitening step to rectify a color space before sampling the Boolean maps. Let x i ¼ ðx Given an image, we first compute the color mean and the color covariance matrix as follows:
where n is number of pixels on the given image. Then we transform the color space by
where y i is the color vector in the whitened space. I is the identity matrix and serves as regularization parameter to avoid degeneracy. Note that this whitening process is not limited to color space, and it can help de-correlate and normalize feature channels of multiple features such as color, depth, motion, etc. Feature space whitening has been used for saliency detection in [30] , [48] , but for a different purpose. In [30] , [48] , a pixel's saliency is directly measured by its distance to the sample mean in the whitened space. In summary, to generate Boolean maps for an image, we first do color space whitening according to Eqs. (3), (4) and (5). Then we simply enumerate the color channels and sample the threshold u at a fixed step size d within the range of that channel. Note that in the limit, a fixed-step sampling is equivalent to the uniform sampling.
Attention Map Computation
Given a Boolean map B, BMS computes the attention map AðBÞ by first activating the surrounded regions on B, and then normalizing the resultant activation map MðBÞ to further emphasize rare regions. We now describe these two steps in detail.
Activation
On a Boolean Map B, the pixels are separated into two complementary sets: the white set C þ :¼ fi : BðiÞ ¼ 1g and the black set C À :¼ fi : BðiÞ ¼ 0g, where i denotes the pixel index and BðiÞ denotes the Boolean value of pixel i on B.
Intuitively, a white (black) pixel is surrounded iff it is enclosed by the black (white) set, i.e., it lies in a hole of the black (white) set. Formally, the surroundedness can be defined based on a pixel's connectivity to the image border pixels.
Definition 1. On a Boolean Map B, a pixel i is surrounded if
there exists no path in C þ or C À that joins i and any image border pixel.
Here, a path is a sequence of pixels in which any pair of consecutive pixels are adjacent. On a 2D image, we consider four-adjacency or eight-adjacency. It follows that a pixel is surrounded iff it is not in a connected component of C þ or C À that contains any image border pixels. Therefore, pixels that are not surrounded can be efficiently masked out by a Flood Fill algorithm using all image border pixels as the seeds. The resultant activation map MðBÞ has 1 s for all the surrounded pixels and 0 s for the rest.
Moreover, we have the following simple fact.
Proposition 2. Let :B denote the inversion of a Boolean map B.
A pixel is surrounded in B iff it is surrounded in :B, i.e., MðBÞ equals Mð:BÞ.
Therefore, we do not need to activate the inverted copy of a Boolean map. In our previous version of BMS [20] , activation is done also for the inverted copy of a Boolean map, because an opening operation was applied before activation, and thus the activation maps of a Boolean map and its inverted version could be slightly different. The opening operation, which we find quite unimportant, is removed from our improved formulation of BMS.
Normalization
The resultant activation maps need to be normalized, so that activation maps with small concentrated active areas will receive more emphasis. Various normalization schemes have been proposed in previous works [8] , [28] .
In BMS, we first split an activation map MðBÞ into two sub-activation maps:
where^ðÁ; ÁÞ is the pixel-wise Boolean conjunction operation. Note that activation maps are not split in the previous version of BMS [20] . M þ ðBÞ and M À ðBÞ represent the selected and surrounded regions on B and :B respectively. An intuitive interpretation of these sub-activation maps is that M þ ðBÞ activates the surrounded peaks above the corresponding threshold and M À ðBÞ activates the surrounded valleys below it. In this sense, normalization can be regarded as a way to emphasize the regions of rare topographic features.
After the above steps, BMS uses simple L2-normalization to emphasize attention maps with small active areas. Compared with L1-normalization, L2-normalization is less sensitive to activation maps with extremely small active areas, which will otherwise dominate the fusion process. To further penalize sub-activation maps with small, scattered active areas, we dilate the sub-activation maps with a kernel of width v before normalization. Formally, we have
where K v is the square dilation kernel of width v. The pipeline of the attention map computation is shown in Fig. 3 . Finally, all the attention maps are averaged into a mean attention map A. The complete algorithm of BMS is summarized in Algorithm 1.
Algorithm 1.
A ¼ BMS BMSðI Þ
1:
A ZEROS ZEROSðI :size sizeðÞÞ; 2: do feature space whitening by Eq. (3), (4) and (5); 3: for all feature maps f k ðI Þ :
B THRESH THRESHðf k ðI Þ; uÞ; 6:
compute MðBÞ according to Section 3.2.1; 7:
compute AðBÞ according to Eqs. (6), (7), (8) and (9); 8:
A A þ AðBÞ; 9: end for 10: end for 11:
A A=max i AðiÞ; 12: return A; 
BMS AND THE MINIMUM BARRIER DISTANCE
BMS captures the surroundedness cue in an image by activating the surrounded regions of its Boolean maps. In this section, we reveal a connection between BMS and the Minimum Barrier Distance Transform [21] , [22] , and show how the activation maps in BMS encapsulate the MBD of each pixel to the image border. Compared with other distances, e.g. geodesic distance and fuzzy distance, MBD is advantageous for its robustness to blurring and noise. These nice properties of MBD shed light on why BMS can properly capture the surroundedness cue in an image.
Preliminaries
On a grayscale image F , we define the following two path functions:
where p ¼ fpðiÞg L i¼0 is a path, i.e., pðiÞ and pði þ 1Þ are adjacent (either four-adjacent or eight-adjacent). Think of F as an elevation map, and then b þ F ðpÞ (resp. b À F ðpÞ) represents the height of the highest (resp. lowest) point on a path.
Given a seed set S and a pixel t, let P S;t denote the set of paths joining an element of S and t. The Minimum Barrier Distance [21] , [22] is defined as
In the above formulation, the length of a path p is defined as the elevation from its lowest point to its highest point, a.k.a. the barrier of p. The MBD between S and t is the length of the shortest path in P S;t . It is straightforward to see that
Then ' F ðS; tÞ is a lower bound of the MBD d F ðS; tÞ, and it can be regarded as another distance function w.r.t. S and t. Note that ' F ðS; tÞ ! 0, because b Given a distance function f (e.g. ' F or d F ) and a seed set S, a distance transform Q S f is a map where each pixel t records its distance from S, i.e., Q S f ðtÞ ¼ fðS; tÞ:
As the distance function, either d F or ' F , is dependent on the image F , we can think of the distance transform as a function of the image. Therefore, the following notations are introduced:
BMS Approximates the MBD Transform
A real-valued image can always be discretized by shifting, scaling and rounding its values with a desirable precision, so that the values of the discrete image are in a N-level space f0; 1; . . . N À 1g. Thus, we assume each feature map of an image is an N-level image. On such a feature map F fðI Þ, if the threshold sample step d ¼ 1, then the set of the generated Boolean maps will be
; where
GðF Þ forms a threshold decomposition [49] , [50] of F . It is easy to see that F can be reconstructed from GðF
k . The concept of the threshold decomposition can be used to link a binary image transform to a grayscale image transform. Let C denote a transform defined on grayscale images. C obeys the linear-threshold superposition [49] if the following holds:
In what follows, we show the distance transform Q S ' ðF Þ induced by Eq. (13) obeys the linear-threshold superposition.
Lemma 3. Given an N-level image F and a seed set S, the distance transform Q S ' ðF Þ obeys the linear-threshold superposition:
The proof is included in our supplementary material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TPAMI.2015.2473844. On a Boolean map B, Q S ' ðBÞðtÞ is either 0 or 1. Q S ' ðBÞðtÞ ¼ 0 iff there is a path joining S and t, and all the points of this path are of the same Boolean value as t, i.e., t belongs to a connected component (either white or black) that contains a seed in S. Therefore, when the seed set is composed of all the image border pixels, the distance transform Q S ' ðBÞ is equivalent to the activation map MðBÞ in BMS. Thus, we have the following result.
Theorem 4. Let F be an N-level feature map, and S be the set of image border pixels. In BMS, the sum of the activation maps {MðB
This means that for a pixel t, ' F ðS; tÞ is proportional to the number of times that t is activated in the sampled Boolean maps from F .
Different from the MBD d F , the distance function ' F is not induced by a valid path length function, because p and p 0 can be two different paths in Eq. (13) . As a result, the physical meaning of ' F is not straightforward to interpret. In [21] , [22] , ' F is introduced as an efficient lower bound approximation of the MBD d F . However, [21] , [22] only provide an approximation error bound of ' F when the seed set S is singleton. In what follows, we show an error bound result in the same form as in [22] for general connected seed sets. The corresponding proof is included in the supplementary material, available online.
Definition 2. Given a grayscale image F , " F ¼ max i;j jF ðiÞÀ F ðjÞj is the maximum local difference, where pixel i and j are arbitrary eight-adjacent neighbours. 
Remark. The proved error bound will be quite loose if " F is large on a digital image. However, as discussed in [21] , assuming the given imaging system smoothes the scene by a point spread function, we can think of an "ideal" image as a continuous function defined on a continuous domain. Therefore, when the resolution goes to infinity, a digital image will approach the ideal image, and " F will go to zero. In this sense, the proved error bound guarantees the asymptotic accuracy of the approximation of MBD.
Corollary 6. Let F be an N-level feature map with 4-connected paths, and S be the set of image border pixels. In BMS, the sum of the activation maps of fB In other words, the surroundedness cue captured by BMS is closely related to the MBD to the image border. The MBD is shown to be more robust to blurring, noise and seed positioning for seeded image segmentation [22] . In Fig. 4 , we use a synthetic test image to demonstrate the advantage of the MBD in capturing the surroundedness cue. In the test image, there are two surrounded square regions. The one with higher contrast is slightly blurred on its border. The image values range in ½0; 1, and we have added Gaussian noise with s ¼ 0:05 to it. Given that the seeds are the image border pixels, the MBD and three other distance transforms are shown in In Fig. 4 . The path length functions for the three compared distance transforms are listed as follows. 1) geodesic distance:
As shown in Fig. 4 , both the geodesic distance and the fuzzy distance lead to a brighter central area on the distance maps. This is because the effect of pixel value fluctuation can accumulate along a path for the geodesic distance and the fuzzy distance, due to the summational nature of these two distances. The max-arc distance is also sensitive to noise and blur and fails to capture the two square regions. In contrast, the MBD better handles the noise and the blur, and it properly measures the level of surroundedness of the two square regions. The mean activation map (or the sum of the activation maps) in BMS is very close to the MBD transform, as shown in Fig. 4 .
As we can see, based on the Boolean map representation, we can take the average of the activation maps to easily and efficiently approximate the MBD transform, which would otherwise require more complex computation [22] . Moreover, the Boolean map representation provides more flexibility as we can further process the activation maps to emphasize rare surrounded regions. In our formulation, the mean attention map can be thought of as a weighted average of the activation maps (after activation map splitting), where the weights are determined based on the rarity cue.
In Fig. 5 , we show an example case where our Boolean map based formulation is advantageous over the MBD transform for saliency detection. Given a grayscale test image (Fig. 5a) , the mean attention map (Fig. 5b) in our formulation successfully highlights the small white object in the scene. The MBD transform (Fig. 5c) detects the white object, but it is also quite responsive to the highly textured background. In addition, we also show the geodesic distance transform in Fig. 5d . Again, the geodesic distance is quite sensitive to the pixel value fluctuation in the background, leading to a bright central area. In [44] , this phenomenon is identified as the small weight accumulation problem of the geodesic distance. Our mean attention map and the MBD transform do not suffer from this problem.
EXPERIMENTS
Implementation Details. Each input image is first resized to 400 pixels in its largest dimension. We use the CIE Lab color space, and the whitened color channels are transformed to 8-bit images. The threshold sample step d is set to 8 and the dilation kernel width v is fixed at 7. We post-process A to produce the saliency map S by Gaussian blurring with standard deviation (STD) s. However, strong Gaussian blur will remove small peaks on the mean attention map, which is sometimes undesirable. To control for this factor, we use a dilation operation with kernel width k before Gaussian blur. We do not find this dilation operation improves the performance of other compared methods. By experiment, we have found setting s to 9 and k to 9 usually works well. We fix these parameters in the following experiments. The source code is available on our website. 1 
Datasets
We use seven benchmark eye tracking datasets: MIT [19] , Toronto [9] , Kootstra [53] , Cerf [54] , ImgSal [36] , SBU-VOC [55] and DUT-O [56] . These datasets are available on the authors' websites. Some statistics and features of these datasets are summarized in Table 1 . These datasets differs in many aspects, such as the number of participants, number of test images, type of stimuli, experimental settings, postprocessing, etc. The diversity of these datasets ensures a comprehensive evaluation of our model.
In particular, the MIT, Toronto, Kootstra and ImgSal datasets have a relative large number of participants for the collection of the eye tracking data, while the MIT, DUT-O and the SBU-VOC datasets have a large number of test images. Among these datasets, the MIT and Toronto datasets are the most widely used ones for evaluating eye fixation prediction methods. The Cerf dataset has a special focus on images with human faces. The ImgSal and DUT-O datasets also provide segmentation ground truth for salient object detections, and a large portion of their test images contain dominant salient objects. The SUB-VOC dataset is proposed for analyzing the utility of eye fixations for object detection and its test images usually contain people and multiple objects. Moreover, a post-processing step is applied in the DUT-O dataset to remove outlier eye fixations that do not lie on a meaningful object, which leads to a higher center bias of its ground truth [56] .
Compared Models
Ten state-of-the-art saliency models are evaluated for comparison. These models are either frequently cited in literature or have leading performance on the benchmark datasets. The compared models include spectral domain models (SigSal [34] HFT [36] and DQDCT [35] ), models based on image patch statistics (LG [10] and AIM [9] ), filter bank based methods (AWS [30] and Itti [8] ), a learning based method (Judd [19] ), a graph based method (GBVS [28] ) and a context based method (CAS [57] ). A summary of these models is provided in Table 2 . Most of the models require off-line training or multi-scale processing. Our previous version of BMS [20] , denoted as BMS Ã is also included in the evaluation.
The code for these baseline methods is available on authors' websites, 2 and we use the default configurations set by the authors. The input image size for each model is listed in Table 2 . Note that Judd's model [19] uses object detectors to facilitate saliency detection.
Evaluation Methods
One of the most widely used metrics for saliency method evaluation is the ROC Area Under the Curve (AUC) metric. Given a saliency map, we can generate a set of binary maps by thresholding. Each binary map represents a binary classification of image pixels, where positive pixels are predictions of eye fixations. Then the True Positive Rate (TPR) and False Positive Rate (FPR) can be computed based on a ground truth fixation map. By varying the threshold for generating the binary image, we can plot a curve of TPR against FPR. Then the AUC score is computed as the area under this curve. An advantage of this metric is that it only depends on the order of pixels rather than their absolute saliency values. Therefore, the AUC score is invariant to re-parametrization of a saliency map, as long as the pixel ordering is preserved [7] . However, factors such as border cut and center-bias setting have been shown to have a dramatic influence over the AUC metric [26] , [58] . For example, in [26] , it has been shown that a static Gaussian blob has an average ROC score of 0.80 on the Toronto dataset, exceeding many state-of-theart methods, without using any features in the images. This phenomenon is due to the center bias of the spatial distribution of eye fixations on test images. Some methods explicitly or implicitly take advantage of the center bias, while others does not, which poses a challenge for fair comparisons. Note that although this prior spatial information is useful for eye fixation predictions when people view a still image on a screen, in general scenarios, when visual signals are collected in a more natural way (think of a robot navigating a room or a Google street view car collecting data), such center bias may not exist.
To discount the center bias effect in the benchmark datasets, a shuffled-AUC (sAUC) metric is proposed by [26] , [58] , which has become a standard evaluation method used in many recent works [10] , [30] , [34] , [35] , [59] . The sAUC is computed in a very similar way as the AUC. The only difference lies in the computation of FPR. For computing the sAUC score, we first need to compute a shuffle map W where for each pixel x, WðxÞ is the number of times that a fixation is located at x in the given dataset. For dataset composed of images with different resolutions, all the fixation maps need to be resized to a standard resolution before they are added up. Given an image and its ground truth map C, the FPR is calculated based on a negative pixel set N , which is sampled by the prior eye fixation distribution P ðxÞ:
x is predicted as a fixationg #N ;
Note that negative sample set N may contain duplicate samples. Under the sAUC metric, common fixation positions will receive less credit for correct prediction. A perfect prediction will give an sAUC score of 1.0, while any fixed saliency map will give a score of approximately 0:5 [59] . An implementation of the shuffled-AUC metric is provided on our website. This implementation fixed a notable problem in the evaluation code from [10] , [35] , which is used in our preliminary work [20] . In the previous code, the shuffle map is treated as a binary map. However, some datasets have very dense fixations. Therefore, a binary version becomes a too poor approximation of the true eye fixation distribution. This problem has a great impact on the model rankings on the ImgSal and DUT-O datasets.
Blurring can also significantly affect the sAUC scores. To control this factor, saliency maps are blurred with varying STD, and the mean sAUC scores on each dataset under optimal blurring are used to rank the models.
We also report the Normalized Scanpath Saliency (NSS) scores [59] , [60] , which can provide a complementary view for the evaluation. The NSS score is computed as the mean saliency value of the fixation locations on a normalized saliency map, which has a zero mean and a unit standard deviation. We use an implementation of NSS provided by [61] . Similar to [38] , we use a distance-to-center (DTC) re-weighting scheme to control the effect of center bias for fair comparison. A normalized center-to-distance map J is computed as follows:
where i and j are the row index and the column index respectively. To compute the NSS score of a saliency map, the saliency map is first smoothed by a Gaussian kernel with varying width, and then it is pixel-wise multiplied with J if this operation improves the score.
Results
For each model, the mean sAUC scores and mean NSS scores under the optimal postprocessing are presented in Table 3 . The best scores are shown in red for each dataset, and the second and third best scores are underlined. The standard deviation of the sAUC scores ranges between 0:0005 to 0:001. We also report the Human Inter-Observer (IO) scores in the last column of the table. The IO scores are computed by randomly splitting the set of subjects in half, and using the fixations of one half as the ground truth, and the fixations of the other half as the saliency map, on which optimal blurring is also applied. The IO score represents the inter-observer consistency of a dataset, and serves as an performance upper bound for saliency models. BMS consistently achieves the best sAUC and NSS scores on all the datasets except on the Cerf dataset. On the Cerf dataset, Judd's model ranks first and BMS ranks second under sAUC. However, the sAUC scores of BMS and Judd's model on the Cerf dataset are very close. Note that object detectors, including a face detector, are employed in Judd's model, and most of the test images in the Cerf dataset contains human faces as the key salient objects. BMS also consistently improves over our previous version, denoted as BMS Ã [20] , under sAUC and NSS. Under the sAUC metric, the scores of the leading models are close to those of the IO baseline on the Toronto and SBU-VOC datasets, while under the NSS metric, the gap between IO and other models on the Toronto and SBU-VOC datasets is still substantial. This reflects the different characteristics of the sAUC and NSS metrics, and there is still notable difference between the performance of human and computational models on all the datasets. There is a low inter-observer consistency on the Kootstra dataset, as indicated by the IO scores. Consequently, the compared models perform much worse on this dataset than on the other ones.
Since blurring and distance-to-center re-weighting play a very important role in comparing different models, we further present some relevant statistics for analyzing the influence of these factors in evaluation. First, we show the influence of blurring on the sAUC scores in Fig. 6 . On the MIT, SBU-VOC and DUT-O datasets, BMS outperforms the competing models by a considerable margin over a wide range of blur levels. The test images in these three datasets are mostly composed of everyday pictures, which usually contain objects of medium and large scale. To handle salient regions of different sizes, many competing models resort to multi-scale processing. Due to the scale-invariant nature of the surroundedness cue, BMS can better handle these scenarios without using any multi-scale processing. Blurring has a relatively more drastic impact on the sAUC scores of AIM on the Toronto, Kootstra, Cerf and ImgSal datasets, and on the scores of LG on the Cerf dataset. Otherwise the rankings of the models are quite consistent over a wide range of blur levels.
We also evaluate the influence of the distance-to-center reweighting over the NSS metric in Fig. 7 . We control the blur factor and compare the NSS scores computed with DTC reweighting and without. The NSS scores of almost all the models are significantly improved with DTC re-weighting. Compared with the other models, Judd and GBVS do not benefit much from this post-processing, and the NSS scores of Judd even decrease on the Kootstra and Cerf datasets with the DTC re-weighting. Judd's model explicitly employs an optimized distance-to-center feature map, and GBVS produces saliency maps with a strong center bias [36] . Therefore, the DTC re-weighting does not improve their scores as much as the other models. Without using DTC re-weighting to calibrate the NSS scores, models that take advantage of the center bias often rank higher than other ones.
By qualitatively examining the saliency maps, we found that BMS tends to be less distracted by high-contrast edge areas than most of the compared models, and it can better highlight the interior regions of salient objects of different sizes, even though it does not use multi-scale processing. Some sample images and saliency maps of compared models are shown in Fig. 8. Figs. 8a, 8b, 8c , 8d, and 8e show the Fig. 7 . The influence of distance-to-center re-weighting on the NSS scores. On each plot, the blue bars represent the NSS scores under the optimal blurring computed without distance-to-center re-weighting, and the red bars represent the NSS scores under the optimal blurring computed with DTC re-weighting. images with salient regions of different sizes. In (a) and (b), the salient regions are very small (see Fig. 9 ), and many compared models fail to detect them. In contrast, BMS can accurately detect these small regions. In (c)-(e), BMS are less responsive to the object boundaries and edge areas in the background, leading to more accurate saliency maps. In Figs. 8f, 8g, 8h , and 8i, sample images contain human faces of various sizes. BMS can more correctly highlight the interior area of faces than most of the compared models, owing to the enclosure relationship between the face and the background (see (f) and (g)), and between the facial features (eyes and mouth) and the face (see (h) and (i)).
Speed Performance
We compare the speed performance of all the models on a machine with a quad-core 2.93 GHz CPU and 8 GB memory using a single thread. We measure the speed of all the models on the Toronto dataset, where the size of the input images is 685 Â 511. Note that the compared models may resize the input images in different ways (see Table 2 ). We exclude the time for reading and writing images, so that the speed measurement is more accurate, especially for the faster models. BMS is implemented in C, and all the other models are implemented in Matlab or Matlab+C. The speed performance in FPS is shown in Fig. 10 . BMS runs at about 11 FPS, which is the second fastest model. BMS obtains an approximately 4X speedup compared with our previous version BMS Ã , which runs at about 3 FPS. Half of the speedup is attributed to the smaller image size used by BMS. The rest of the speedup is attributed to modification of the activation map computation (see Section 3.2.1).
Spectral domain based models like SigSal, DQDCT, HFT, are fast, because they usually down-sample the input image to a very small size. Models that involves multi-scale convolutions or patch based dictionaries are relatively slower, e.g. AIM, AWS and LG. For Judd's model, most of the time is spent on object detections, which can take up to 10 s. CAS requires an exhaustive computation of all pairs of segments, and it takes about 30 s to process an image.
Speed Accuracy Tradeoff
The speed of BMS depends on two factors: the input image size and the threshold sample step. We show in Fig. 11 how we can trade off a little performance for a remarkable gain in speed. We vary the maximum dimension of input images among 200, 300 and 400 pixels, and the sample step among 8, 16 and 24, assuming an 8-bit three-channel image. Note that in this test, all the kernel widths for the blurring and dilation operations scale linearly to the maximum dimension of the input image. The performance of BMS is measured by its average mean sAUC scores under the optimal blurring over all the datasets. As shown in Fig. 11 , with a little drop in performance, BMS can be remarkably accelerated. For example, BMS has a 4X speedup by setting the maximum image dimension to 300 and the sample step to 24, and its average mean sAUC is 0.7025, only slightly lower than the score of the original configuration. BMS can even run at about 100 FPS, with an average mean sAUC score of 0.6983, which still compares favorably with the average mean sAUC scores of other competing models (see Table 3 ). This flexible characteristic of BMS makes it suitable for many time critical applications.
Component Analysis
First, we analyze the effect of color space whitening. We show in Fig. 12 the mean sAUC scores of BMS with and without color space whitening under the RGB, CIE LUV and CIE Lab color spaces. Without color space whitening, the RGB space is substantially inferior to the LUV and the Lab space. Note that the LUV and the Lab space are known for their perceptual uniformity. After the color space whitening, the scores from different color spaces become very close. Overall, color space whitening is beneficial for BMS using all of the three color spaces, which validates our analysis of Boolean map sampling in Section 3.1.
Next, we compare the performance of BMS with and without splitting the activation map before normalization in Fig. 13 . We see a consistent performance gain with activation map splitting across all the datasets. In our previous version, BMS Ã , the activation map is directly normalized without splitting. Activation map splitting, together with the feature space whitening, contributes to the overall performance improvement of BMS over its previous version.
Finally, we give a parameter analysis of BMS. The effects of blurring, input image size and threshold sample step are already discussed. Therefore, there are only two remaining parameters, the dilation kernel width v involved in the normalization step and the dilation kernel width k involved in the postprocessing step. We show in Fig. 14 the changes of sAUC scores of BMS by varying these two parameters on each dataset are shown. These two dilation operations generally improves the performance of BMS. However, the performance of BMS is not very sensitive to the settings of these two parameters.
CONCLUSION
In this paper, we proposed a Boolean map based saliency model, which exploits the surroundedness cue for eye fixation prediction. In BMS, an image is first decomposed into a set of Boolean maps by randomly thresholding the color channels, and then the surrounded regions on each Boolean maps are activated. The resultant activation maps are normalized and linearly combined to generate a saliency map. Several improvements of our previous version [20] of BMS, including the color space whitening and the activation map splitting, were also presented.
Moreover, we showed a connection between BMS and the Minimum Barrier Distance transform [21] , [22] . We proved that in BMS, the mean activation map of a grayscale image approximates the MBD of each pixel to the image border. This connection provides an insight into how and why BMS can robustly capture the surroundedness cue in an image.
In experiments, the BMS model consistently outperforms 10 state-of-the-art models on seven datasets. BMS is also capable of running at about 100 FPS with competitive performance, which makes it suitable for time critical applications.
In future work, we will investigate how to leverage motion and depth information in BMS, and extend BMS for saliency detection in videos. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
