Social media platforms make tremendous amounts of data available. Often times, the same information is behind multiple different available data sets. This lends growing importance to latent variable models that try to learn the hidden information from the available imperfect versions. For example, social media platforms can contain an abundance of pictures of the same person, yet all of which are taken from different perspectives. In a simplified scenario, one may consider pictures taken from the same perspective, which are distorted by noise. This latter application allows for a rigorous mathematical treatment, which is the content of this contribution. We apply a recently developed method of dependent component analysis to image denoising when multiple distorted copies of one and the same image are available, each being corrupted by a different and unknown noise process. In a simplified scenario, one may assume such a distorted image to be corrupted by noise that acts independently on each pixel. We answer completely the question of how to perform optimal denoising, when at least three distorted copies are available: First we define optimality of an algorithm in the presented scenario, and then we describe an aymptotically optimal universal discrete denoising algorithm (UDDA).
I. INTRODUCTION
In the present paper, we will limit ourselves to the following, idealised, situation: At some instant of time in the past, a number K of pictures has been taken of an object. Each picture consists of a number n of pixels, and each pixel can take on values in a finite alphabet X , |X | = L.
Assume now an (i.i.d.) noise process W , mapping an element x ∈ X to another element y ∈ Y with probability w(y|x) (where we assume |Y| ≥ |X | for sake of simplicity). For those cases where |X | = |Y| one may w.l.o.g. assume X = Y and choose some permutation Φ ∶ X → X as the denoising rule. If one is agnostic about the colour of each pixel and applies any such denoising to a long enough string on a pixel by pixel basis, it will produce with high probability a recovered image that deviates from the original in a fraction of pixels roughly equal to
where p(x) is the frequency of color x in the original, and the maximum is over all permutations τ ∶ X → X . Given that we are more interested in the structure of the image, and not in the question whether it is e.g. black-and-white or white-andblack, this is a satisfactory solution. Note that the permutation of the colors is an unavoidable limit to any recovery procedure, unless we assume restrictions on the noise W . However, if the number of possible outputs of the noise process grows, such simple solutions turn out to be not optimal anymore, because more information is available in the string that a letter-by-letter algorithm does not see. Consider the following example, where a channel maps the black and white pixels represented by the alphabet {1, 2} to three different colors {1, 2, 3}. Let the probabilistic law of this process be given by w(1|1) = w(3|1) = 1/2 and w(2|2) = 1. A simple denoising algorithm may map the elements of the set {1, 2} to 1 and those in {3} to 2. If the input bits are equally distributed, the probability that this algorithm produces an error is lower bounded by 1/4 -even if one is agnostic to an exchange 1 ↔ 2 at the input. Instead, knowing the channel lets one perform perfect denoising, with zero error.
This last example indicates that the size of the observed output alphabet relative to that of the input alphabet matters. To back up this statement, we now give another example about large classes of channels which allow us to replace the genie in the above example by a generic algorithmic strategy. Example 1. Let the BSC channels W 1 , W 2 , W 3 be given, each with a respective probability w i of transmitting the input bit correctly, and the channel W from {0, 1} to {0, 1} 3 is the product, giving the same input to all: W (y 1 y 2 y 3 |x) = ∏ 3 j=1 w j (y j |x). Then, a simple way of guessing the input bit is to use the majority rule, i.e. the output is mapped to 0 iff N (0|y 1 y 2 y 3 ) > N (1|y 1 y 2 y 3 ). Assume that the input string has equal number of 0 and 1. For BSC parameters w 1 = 0.1, w 2 = 0.45 and w 3 = 0.9, this gives a probability of correct decoding that is bounded as 4/10 ≤ p correct ≤ 5/10.
Thus, even taking into account our agnostic view regarding the labelling of the input alphabet, the probability of guessing the right input up to a permutation is upper bounded by 6/10. Now consider a genie-aided observer that has somehow managed to find out the BSC parameters. Such an observer would come to the conclusion that the second channel, W 2 , actually conveys little information to him, and could decide to not consider its output at all. The genie-aided observer could then come up with the following rule for guessing the input bit: The outputs in the set {00, 01} get mapped to 0, while the outputs in the set {11, 10} get mapped to 1. Then, the probability of correctly guessing the input bit would rise to 9/10.
The general mathematical formulation of our problem is as follows. As before we assume the existence of one "original" version of the picture, which is represented by a string x n ∈ X n where n ∈ N. A number K of copies of the image is given, where each copy is modelled by a string y j = (y 1j , . . . , y nj ), and j ranges from 1 to K. These images are assumed to be influenced by an i.i.d. noise process, such that the probability of receiving the matrix y = (y ij ) n,K i,j=1 of distorted images is given by
The probabilistic laws w 1 , . . . , w K crucially are not known. The question is: What is the optimal way of recovering x n from the output y? Before we formalize this problem, we give a short overview of related work.
II. RELATED WORK
The earlier work in the area of image denoising has focussed mostly on situations where the probabilistic law governing the noise process is known. Among the work in that area are publications like [1] , [2] . In particular, the work [1] laid the information theoretic foundation of image denoising when the channel is known. It has been extended to cover analysis of grayscale images, thereby dealing with the problem incurred by a large alphabet, here [3] . The DUDE framework has also been extended to cover continuous alphabets [4] and in other directions [5] . An extension to cover noise models with memory has been developed in [6] . Optimality of the DUDE has been further analyzed in [7] , where it was compared to an omniscient denoiser, that is tuned to the transmitted noiseless sequence. An algorithm for general images has e.g. been demonstrated here [8] .
Cases where the probabilistic law behind the noise process is known partially were treated in [9] , [10] . A tour of modern image filtering with focus on denoising can be found in the work [11] . The feasibility of the task of multi copy image denoising in a very particular scenario that is similar to the one treated here has been demonstrated [12] . However, that work assumes Gaussian noise, whereas our work is able to handle any form of noise within the category of finite-alphabet memoryless noise processes. Sparsity has been exploited for coloured images in [13] , universal compressed sensing in [14] . A new method for image denoising was presented first here [15] and then further developed in [16] . A scenario that is related to the one treated here has been investigated in the recent work [17] , but without application to a specific problem.
Our algorithm utilizes the key theorem of [17] . The authors of [18] elaborated on methods to efficiently perform step 3 of our algorithm in a restricted scenario, where it holds w 1 (y|x) = . . . = w K (y|x) for all y ∈ Y and x ∈ X .
III. DEFINITIONS

A. Notation
The set of permutations of the elements of a finite set X is denoted S X . Given two finite sets X , Y, their product is
For any natural number n, X n is the n-fold product of X with itself. For a string x n ∈ X n , and an element
We define two important subsets of P(X ), for a conventional numbering X = {x 1 , x 2 , . . . , x L }:
A subset of elements of P(X ) is the set of its extreme points, the Dirac measures: for An important subset of P(X ) is We will have to measure how different two elements p, p ′ ∈ P(X) are. This may be done using (for any
If α = 1, this reduces, up to factor of 2, to the total variational distance, in which case we will omit the subscript. Second, one may use the relative entropy, or
The noise that complicates the task of estimating p is modelled by matrices W of conditional probability distributions (w(y|x)) x∈X ,y∈Y whose entries are numbers in the interval [0, 1] satisfying, for all x ∈ X , ∑ y∈Y w(y|x) = 1; such objects are also called stochastic matrices. In this work, we restrict attention to those stochastic matrices that are invertible. To given finite sets X and Y, the set of all such matrices is denoted C(X , Y) in what follows. These stochastic matrices are, using standard terminology of Shannon information theory, equivalently called a "channel". A special channel is the "diagonal" Δ ∈ C(X , X K ), defined as Δ(δ x ) ∶= δ ⊗K
x . For a probability distribution p ∈ P(X ), we write p (K) ∶= Δ(p), which assigns probability p(x) to xx . . . x, and 0 to all other strings. If two channels W 1 and W 2 act independently in parallel (as in (2) with K = 2 and n = 1), one writes W 1 ⊗ W 2 for this channel, and more generally for K ≥ 2. We will abbreviate the K-tuple (W 1 , . . . , W K ) as W, if K is known from the context. A dependent component system is simply a collection (p, W) = (p, W 1 , . . . , W K ) consisting of a distribution p on X and channels W ∈ C(X , Y). The distance between two dependent component systems is defined as
Finally, we quantify the distance between an image (or string of letters) and another such image (or string of letters).
Definition 2 (Distortion measure). Any function d ∶ X × X → R ≥0 is said to be a distortion measure. Clearly, this definition includes as a subclass the distortion measures that are at the same time a metric. The special case d(x, x ′ ) ∶= δ(x, x ′ ) of the Kronecker delta is known as the Hamming metric. It is understood that any distortion measure d naturally extends to a distortion measure on X n × X n via
B. Definition of Resolution
In the following, we assume a distortion measure d on X × X . With respect to such a measure, the performance of a denoising algorithm can be defined. In the special case treated here, we are interested in a form of universal performance that does not depend on any knowledge regarding the specific noise parameters. Our way of defining universality is in the spirit of Shannon information theory. Such a definition brings with it two important features: First, it is an asymptotic definition, and secondly it is a definition that is agnostic as to the specific meaning of a pixel color. For example, we do not make any distinction between a black-and-white picture and a version of that picture where black and white have been interchanged throughout. This motivates the following definition.
Definition 3 (Universal algorithm). Let W ∈ C(X , X ) K and p ∈ P(X ) be given. A sequence C = (C n ) n∈N of algorithms C n ∶ (X K ) n → X n is said to achieve resolution D ≥ 0 on W with respect to p, if for every ε > 0 there is an N = N (p, W, ε) such that for all sequences (x n ) n∈N of elements of X n with limit lim n→∞ N (⋅|x n ) = p we have
The number
is the resolution of W with respect to p. A sequence of algorithms is universal if it achieves resolution R(p, W) for all p and W.
A sequence of algorithms is uniformly universal if N = N (W, ε) = N (p, W, ) can be chosen independently of p. If such a sequence exists, we say that the resolution D is achieved uniformly. Then,
is called the uniform resolution of W. Clearly, R(p, W) ≤ R(p, W).
Note that, if a sequence of uniformly universal algorithms exists, this implies that these algorithms deliver provably optimal performance for every possible input sequence x n , if only n ≥ N (W, ε) is large enough.
However, it has to be noted that the definition of resolution does in general depend on p, as can be seen from the following example: Thus, no two sequences x n ,x n ∈ {0, 1, 2} n having N (2|x n ) = N (2|x n ) = 0 can be distinguished from each other after having passed through the channel. Let C n be any decoder, for simplicity and without any loss in generality C n (1 n ) = 1 n . Then let x n = 0 n/2 1 n/2 . It follows min τ d(C n (⋅), τ ⊗n (x n )) = 1/2 with probability 1. The same decoder applied tox n = 1 n orx n = 0 n obviously has min τ d(C n (⋅), τ ⊗n (x n )) = 0 and min τ d(C n (⋅), τ ⊗n (x n )) = 0, both with probability 1 again.
This demonstrates the dependence of R(p, W) on p for a simple cases where K = 1 and the channel matrix is noninvertible.
Remark 5. Note that our definition of universality explicitly forbids an algorithm to know the probabilistic laws according to which the original image gets distorted. In that sense, it respects a stronger definition of universality as for instance the DUDE algorithm [1] : the DUDE algorithm has to know the probabilistic law, which is assumed to be represented by an invertible stochastic matrix. We will see in Theorem 7 in which situations an algorithm obeying our stronger definition can be expected to deliver provably optimal performance, and what its drawbacks in terms of performance are. Definition 6 (Minimal clairvoyant ambiguous distortion). Let W ∈ C(X , Y) be a channel and p ∈ P(X) a probability distribution. Let d ∶ X × X → R be a distortion measure. The number
is called the minimal clairvoyant ambiguous (MCA) distortion,
It is the smallest expected distortion obtainable if the original x n is distributed according to p ⊗n and the dependent component system (p, W ) is known to the decoder. We call a minimizing partition T MCA decoder.
For each collection W = (W 1 , . . . , W K ) of channels we define
with the "diagonal" channel Δ ∈ C(X , X K ).
IV. MAIN RESULTS In this section, we state our main result regarding universal resolution and present an algorithm achieving it. Theorem 7. Let K ≥ 3 and d be a distortion measure on X × X . Let W = (W 1 , . . . , W K ) ∈ C(X , X ) K be such that their associated stochastic matrices are invertible, and p ∈ P(X ). Then, the resolution of W with respect to p is
Below, the universal algorithm UDDA is described.
Algorithm (UDDA: Universal discrete denoising algorithm).
The following steps produce the desired estimatex n for x n :
n N (⋅|(y 1 , . . . , y K )) ∈ P(X K ). 3) Run the DCA algorithm [17] (see Definition 9 below) with inputq to find stochastic matrices V 1 , . . . , V K ∈ C(X , X ) and r ∈ P(X ). 4) Find the minimal clairvoyant ambiguous recovery T for (r, V 1 , . . . , V K ). 5) For each i ∈ [n], apply the MCA decoder to the sequence (y i1 , . . . , y iK ). This generates a sequencex n = (x 1 , . . . ,x n ). 6) Outputx n . Remark 8. An obvious modification of this algorithm is to deviate from the above definition in step 4, and instead run the DUDE algorithm from Ref. [1] or one of its modifications. The results in [19] imply that optimality holds also in that case, since the deviation of the estimated tuple (r, V 1 , . . . , V K ) from the original (p, W 1 , . . . , W K ) goes to 0 as n → ∞. Definition 9. The DCA algorithm from [17] is defined by the following simple rule:
The reason that this simple algorithm yields correct solutions is based on the following observation, which is a reformulation of [17, Theorem 1] and stated without proof: Theorem 10. Let K ∈ N satisfy K ≥ 3. Let p ∈ cP (X ) and W 1 , . . . , W K ∈ C(X , X ) invertible (as matrices). There are exactly |X |! tuples (V 1 , . . . , V K , p ′ ) of channels V 1 , . . . , V K ∈ C(X , X ) and probability distributions p ′ ∈ P(X ) satisfying the equation
simultaneously for all y 1 , . . . , y K ∈ X . These are as follows: For every bijection τ ∶ X → X , the matrices V i = W i ○ τ −1 and the probability distribution p ′ = τ (p) solve (14) , and these are the only solutions. As a consequence, the function Θ ∶ P(X ) × W(X , X ) K → P(X K ) defined by
is invertible if restricted to the right subset: there exists a function Θ ′ ∶ ran(Θ) → P ↓ (X ) that has the property
for all p ∈ P ↓ (X ) ∩ P > (X ) and those (T 1 , . . . , T K ) for which every T i , i = 1, . . . , K, is invertible.
V. SIMULATION RESULTS
Here we present pictures that were distorted by 10 different binary symmetric channels with parameters chosen as and it returned the following denoised image:
(Left: denoised image; right: denoised and inverted in order to ease comparison with original.)
Now we proceed to use all our K = 10 copies. Then, UDDA produced the following estimates for the channels: (Left: denoised image; right: denoised and inverted in order to ease comparison with original.) VI. PROOFS Proof of Theorem 7. Let the empirical distribution of the output pixels produced in step 2 of the algorithm beq ∈ P(X K ) and ε > 0. Application of the Chernoff-Hoeffding bound [20] yields
This implies that step 2 of the algorithm produces a distribution which is, with arbitrarily high accuracy and probability converging to 1 as n tends to infinity and independently of the type of x n , close to the distribution (⊗ K j=1 W j ) p (K) . Based on this estimate, we know by simple application of the triangle inequality that the function E ∶ P(X K ) → P ↓ (X K ) defined by
where (note that this next step is the implementation of the DCA algorithm)
satisfies
As a consequence, we get
as n → ∞. Take the function Θ ′′ from Ref. [17, Theorem 1] , which for r ∈ P > (X ) and channels V 1 , . . . , V K with invertible transition probability matrices is defined as
with τ ∈ S X being a permutation with the property r(x) = r ↓ (τ (x)) for all x ∈ X , and r ↓ ∈ P ↓ (X ). According to Lemma 12 below, Θ ′′ is continuous if restricted to the set P > (X ). Based on the above observation, see in particular eq. (21), Θ ′′ satisfies
as n → ∞. Thus, with probability approaching 1 when n tends to infinity and the image types N (⋅|x n ) are in a small enough vicinity of some distribution s ′ , we know that our estimate of the system (p, W) will be accurate up to an unknown permutation, and small deviations incurred by the properties of δ DCS (p, W, ε). According to Lemma 13, the minimum clairvoyant ambiguous recovery computed based on the estimated system Θ ′′ ○ E(q) is asymptotically optimal for the true system (p, W). Using the Chernoff-Hoeffding inequality [20] , we can prove that application of the MCA decoder separately to each letter y i1 , . . . , y iK yields a sequencê x n with the property n −1 ∑ n i=1 d(τ (x i ),x i ) < D with high probability for every D > d MCA (p, W). Thus a look at (2) finishes the proof.
We now state and prove the Lemmas we needed in the above proof.
There is a constant c(K, |X |) such that for every two dependent component systems (r, V) and (s, W) we have
That is, Θ is continuous with respect to ∥ ⋅ ∥ DCS .
Proof of Lemma 11. We use a telescope sum identity: for arbitrary matrices A 1 , . . . , A K+1 and B 1 , . . . , B K+1 we have
We apply it to channel matrices, and use the fact that
Thus, the lemma is proved by setting c(K, X ) = |X | K+2 .
As a consequence, the restriction of Θ to P ↓ (X ) × C(X , X ) K , which is invertible according to [17, Theorem 1] , is continuous as well.
Lemma 12. There exists a function δ DCS ∶ P ↓ (X ) × C(X , X ) K × R ≥0 → R ≥0 , monotonic and continuous in the real argument and with δ DCS (r, W, 0) = 0, such that for every two dependent component systems (s, W) and (r, V) with r, s ∈ P ↓ (X ),
implies ∥(s, W) − (r, V)∥ DCS ≤ δ DCS (r, W, ε).
(33) Lemma 13. Let p, p ′ ∈ P(X ) and C, C ′ ∈ C(X , Y). Let d be any distortion on X × X and T , T ′ be the MCA decoders for (p, C) and (p ′ , C ′ ), respectively. If ∥p − p ′ ∥ ≤ ε and ∥C − C ′ ∥ F B ≤ ε, then the minimal clairvoyant ambiguous distortions satisfy
Proof. The prerequisites of the lemma imply |p(x)w(y|x) − p ′ (x)w ′ (y|x)| ≤ ε for all x, y ∈ X , Y. Thus
concluding the proof.
VII. CONCLUSIONS We have laid the information theoretic foundations of universal discrete denoising and demonstrated the in-principle feasibility of our new algorithm UDDA based on discrete dependent component analysis. We proved that the resolution equals the minimal clairvoyant ambiguous distortion. We conjecture that, in fact, the same distortion can be achieved uniformly in the input distribution, i.e. that the equality R(p, W) = d MCA (p, W) holds, but have not yet been able to prove it.
