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Abstract—We consider the problem of constructing critical
paths from incomplete information. In general, a directed acyclic
graph of tasks with their execution times (i.e., a task graph) is
necessary to extract critical paths. We assume, however, that only
the set of tasks, and their start and end times are known, e.g., an
execution trace in the form of a Gantt chart. This information
can be extracted from real machines or from the output of
analysis tools, whereas extraction of the exact task graph often is
problematic due to imperative modeling formalisms and compli-
cated platform semantics (resource allocation, varying execution
speeds). We show that, based on start and end times only, an over-
approximation of the critical paths of an unknown task graph
can be extracted nevertheless. Furthermore, this approach is
generalized to deal with “noisy” execution traces of real machines
in which control overhead is present. Finally, we discuss various
methods to deal with false positives, and apply our approach to
a complex industrial case study.
Index Terms—Embedded systems, critical path analysis, task
graph.
I. INTRODUCTION
Critical path analysis originates from the project scheduling
domain in which it is used to create project schedules that
minimize the project duration [2], [3]. A project is represented
by a directed acyclic graph of tasks that need to be executed
for the project. The edges between tasks express precedence
constraints. Tasks not related by precedence constraints can be
executed in parallel. Furthermore, every task has a known ex-
ecution time associated with it. A task can start at the moment
that all its predecessors have finished. Starting a task as early
as possible yields the schedule with the minimal makespan
(assuming that a task can always obtain the resources it needs)
[4]. The critical path method provides an algorithm to compute
the so-called float of each task. This is the amount with
which the execution time of a task can be increased without
increasing the makespan. A task is critical if and only if it
has 0 float.
Example 1: Figure 1 shows a small task graph. The critical
path algorithm as defined in [2] annotates each task in a
first pass with its earliest start time. This gives the minimal
makespan of the task graph. For instance, the earliest start time
of A equals 0 because it has no predecessors. The earliest
start time of B equals the earliest start time of A plus the
execution time of A. The earliest start time of E equals the
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maximum of (i) the earliest start time of D plus 1, and (ii)
the earliest start time of C plus 5. The minimal makespan
equals 8. Using the minimal makespan, a second backwards
pass through the task graph is made to compute the latest
starting times. For instance, the latest starting time of F equals
7 because in that case the total makespan still equals 8. The
critical paths consist of the tasks which have 0 float, i.e., those
tasks whose earliest and latest starting time are equal. (Note
that there can be multiple critical paths.) In this example, the
path A→ C → E is critical.
A:1
B:3
C:5
D:1
E:2
F:1
0/0
1/2
1/1
4/5
6/6
6/7
Fig. 1. Critical path analysis of a small task graph. Execution times are
shown after the task names. The task are annotated with a/b where a is the
earliest start and b is the latest start. The only critical path is A→ C → E.
Critical paths provide important information on the system’s
bottlenecks. Therefore, being able to show the critical paths
in an execution trace is a valuable means to diagnose perfor-
mance problems.
A precondition of critical path analysis is that a task graph
is at hand. This is not always the case. Even in a model-
based setting, the availability of a system model does not
automatically mean that task graphs are readily at hand.
This is explained below. Execution environments such as real
systems or simulation engines, however, generally can produce
execution traces that contain (i) the start time of the tasks and
(ii) the execution times of the tasks. These can be represented
in a graphical way using, e.g., a Gantt chart [5]. This situation
is illustrated by the following example.
Example 2: Figure 2(a) shows a typical representation of
a system model. The application is represented by a set of
dependent tasks A, B, C, D and E, which are mapped to two
resources, R1 and R2. Typically, the execution times of the
tasks are derived by the execution engine and also depend on
the mapping and platform properties. Figure 2(b) shows the
output of the execution engine as a Gantt chart. Figure 2(c)
A C
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Fig. 2. A simple Y-chart based system model in which 5 tasks are mapped to two resources. Figure (a) shows the input for the execution environment, (b)
shows the output of the execution engine as a Gantt chart, and (c) shows the task graph that the execution engine constructed internally. Note that it resolved
the resource conflict on R2 by an additional precedence D → E.
shows the task graph that the execution engine constructed
internally. The tasks in Figure 2(c) are labeled with their
execution time, and there is an additional precedence, D → E,
which is the result of platform semantics: tasks D and E
cannot run in parallel because they both need resource R2.
Example 2 touched the reasons why a model-based envi-
ronment does not automatically give straightforward access to
task graphs. Although system models typically are close to
the task graphs that are needed to extract critical paths, they
usually do not contain enough information to do this because
the platform semantics is missing:
1) The exact execution time of tasks is not known because
this may depend on the run-time state of the system.
For example, tasks that use a hard disk or data bus may
slow each other down if they run concurrently.
2) The model may contain conditional execution rules that
depend on the run-time state of the system. Caching
rules have this effect, for instance.
3) The model does not contain precedences between tasks
that are the consequence of their execution on the
same non-preemptive resource. If memory is scarce, for
instance, then it may happen that a task must wait for
another task to release its memory.
As a consequence, the task graph needed for critical path
analysis can only be constructed by the execution environment.
We regard the execution environment as a black box and the
task graph is thus not available.
A. Contribution
We present an algorithm to reconstruct an approximation
of a task graph from a system’s execution trace which only
needs to contain start times of tasks and their execution times.
Application of the classical critical path algorithm to this
task graph yields an over-approximation of the set of critical
tasks. We extend our algorithm to deal with traces from real
machines, which are not perfect in the sense that the timing
behavior contains control overhead that prevents a direct
application of our first algorithm. Finally, we discuss three
approaches to the problem of false positives. Our algorithms,
which easily scale to hundreds of thousands of tasks, have been
added to the OCTOPUS toolset [6], and have been applied to
the design space exploration of industrial printing systems.
Existing literature describes various approaches in different
domains that reconstruct task graphs from execution traces
of the system (see next section). Our main contribution is a
general and formalized approach to this problem that has been
successfully applied to industrial problems and which – as far
as we know – has not been presented before.
B. Related work
Critical path analysis originated in the context of project
planning and is used to create project schedules that mini-
mize the project duration [2], [3]. Critical path analysis did
originally not consider resource constraints although it has
been acknowledged almost immediately that these constraints
are important [7]. Several methods exist that take resources
into account such as resource leveling [8] and the critical
chain method [9]. Often, however, finding a schedule with a
minimum makespan for projects with resource constraints is an
NP hard scheduling problem [4]. In contrast to the application
of critical path analysis in the project management area, our
(and other) work uses critical path analysis after the system
executed in order to analyze and improve it.
Within the embedded systems domain critical path analysis
is used in scheduling or mapping heuristics [10], [11], [12].
The existence of a task graph is assumed in [10], [11] and
thus differs in this respect from the problem of our work. The
work in [12] probably is most closely related to our work.
The authors reconstruct a task graph from a schedule and
their approach is similar to ours. However, construction of
the critical path is not the main subject of that work and is
presented in an ad-hoc and informal way. Moreover their work
does neither address the issue of false positives, nor the issue
of optimizations that are required for scalability. Critical path
analysis is also used in the profiling of distributed applications
[13], [14], [15], [16]. The task graph is constructed from
actual executions of the system, for instance, by intercepting
system calls of the application under consideration. At least
partial knowledge of the system task graph is assumed in
these works. The present paper provides an alternative and
formalized approach that only needs start and end times of
tasks and therefore is widely applicable.
Our techniques are related to process or workflow mining
(see, e.g., [17] for a survey). Van der Aalst and Van Dongen
present a workflow mining technique in [18] that includes
timing information. This is used to measure the performance
in the workflow model. The nature of the constructed models
is different from the models in our work. Furthermore, the
mining techniques usually work on sets of traces whereas our
technique is typically applicable to a single trace.
C. Outline
Section II presents basic definitions of critical path analysis
and the algorithm that constructs an over-approximation of the
critical paths from an execution trace that only contains start
and execution times of tasks. Unfortunately, this algorithm
may not be directly applicable to traces from real machines.
Section III presents a modification of the algorithm to over-
come this problem. The problem of false positives (due to
the over-approximation) is discussed in Section IV. Section
V presents an industrial case study. Finally, conclusions are
presented in section VI.
II. CRITICAL PATH ANALYSIS
This section contains the mathematical model used for crit-
ical path analysis. It starts with a subsection with definitions,
lemmas and proofs which have already appeared in some
form somewhere in the extensive literature that exists on
this subject, see for instance [2], [4]. The other subsections
contains our main contribution: an algorithm to reconstruct
critical paths from execution traces without prior knowledge
of the precedence relation.
A. Preliminaries
A task graph is a directed acyclic graph in which every task
has a duration or execution time. Note that we allow a zero
execution time for a technical reason which will become clear
later.
Definition 1 (Task Graph): A task graph is a tuple G =
(T,→, d) with T a finite set of tasks, → ⊆ T × T an acyclic
precedence relation, and d : T → {x ∈ R |x ≥ 0}.
If we assume that parallel tasks do not influence each
other, then the fastest way to execute a task graph is to
execute the tasks as soon as they are enabled (i.e., as soon
as their predecessors have finished). In scheduling theory
the problem to compute such a schedule is known as the
parallel machine problem with infinitely many machines [4].
In practice, an execution environment will often construct a
task graph internally, either implicitly or explicitly, in order to
adhere to platform semantics, and output the greedy or non-
delay interpretation of that task graph (defined formally in
Def. 4 below). The task graph in Figure 2(c), for instance, has
the schedule shown in Figure 2(b) as non-delay interpretation.
The situation thus is that there are task graphs, but they are
invisible since they only exist (implicitly) inside the execution
environment, which is a black box. We only have access to
the non-delay interpretation of the task graph in the form of
a start times and execution times of tasks.
The remainder of this subsection presents basic definitions
and lemmas regarding critical path analysis of task graphs, see
for instance [2], [4].
Definition 2 (Critical Path): Let G = (T,→, d) be a task
graph. A path of G is a sequence pi = t1 · · · tn of tasks in T
such that, for all i < n, ti→ti+1. We say that pi is a path from
t1 to tn. The duration of path pi, denoted d(pi), is defined to
be d(t1) + d(t2) + · · · + d(tn). If n = 0, that is, pi is the
empty path, then d(pi) = 0. A path is critical if its duration is
maximal amongst the set of all paths of G.
Next, the concept of a sink task is introduced, which makes
the formalizations easier in some places. A sink task has a
zero execution time, which motivates the decision to allow
tasks with zero execution time in Def. 1.
Definition 3 (Sink task): Let G = (T,→, d) be a task
graph. We say that a task sink ∈ T is a sink task of G if
d(sink) = 0 and, for each t ∈ T \ {sink}, there exists a path
from t to sink.
Note that if G does not have a sink task, we can always
add such a task sink with precedences t→sink, for any t ∈ T .
Then pi is a critical path of T iff pi sink is a critical path
of the extended task graph. Furthermore, there can never be
more than one sink task since that would contradict the acyclic
nature of task graphs.
Algorithm 1 computes the earliest and latest starting times
of tasks such that the minimal latency is achieved. It is a
slightly rephrased version of the procedure described in [2]
and [4]. Example 1 shows an example. We use the convention
that the maximum over an empty set of numbers equals 0.
Algorithm 1 Critical path analysis of task graph (T,→, d).
Require: a topological ordering t1, t2, . . . , tn of T according
to →, and that there is a sink task, i.e., tn.
1: for i = 1 to n do
2: start−(ti) = max({start−(t) + d(t) | t→ti})
3: end for
4: start+(tn) = start−(tn)
5: for i = n− 1 to 1 do
6: start+(ti) = min({start+(t)− d(ti) | ti→t})
7: end for
Ensure: start− and start+ have been defined for all tasks
The constructed start− function gives the non-delay inter-
pretation of the task graph which is straightforwardly repre-
sentable as a Gantt chart.
Definition 4 (Non-delay interpretation): Let G = (T,→, d)
be a task graph. The non-delay interpretation of G is the tuple
(T, start−, d), where start− is obtained through Algorithm 1.
The next four lemmas establish some basic technical prop-
erties of the start− and start+ functions.
Lemma 1: Let ti ∈ T . Then a path pi to ti exists with
start−(ti) + d(ti) = d(pi). Furthermore, there is no path to ti
with a larger duration.
Proof: By induction on i.
Lemma 2: start−(sink) is the duration of the critical paths
of G.
Proof: By Lemma 1 a path pi exists to sink such that
start−(sink) = d(pi), and there is no path to sink with a larger
duration. However, by definition of a sink task, any critical
path can be extended to a path (which hence also is critical)
to sink. Hence pi is critical.
Lemma 3: Let ti ∈ T . Then there exists a path pi from ti to
sink such that start+(ti) + d(pi) = start+(sink). Furthermore,
there is no path from ti with a larger duration.
Proof: By induction on n− i.
Lemma 4: start−(sink) = start+(sink)
Proof: Immediate from the definition of the algorithm and
the fact that sink is a sink state and therefore the last element
in the topological order.
The next proposition establishes that choice of the topologi-
cal order, which is an input for the algorithm, does not matter:
in all cases start− and start+ are identical.
Proposition 1: For a given task graph, the values of start−
and start+ do not depend on the actual topological ordering
of the tasks.
Proof: By Lemma 1, start−(t) does not depend on the
selected topological ordering, for any t ∈ T . In particular,
start−(sink) does not depend on the topological ordering and
hence, by Lemma 4, also start+(sink) does not depend on it.
Now we use Lemma 3 to conclude that start+(t) does not
depend on the selected topological ordering, for any t ∈ T .
The float of a task ti is defined as start+(ti) − start−(ti).
In the literature, criticality of tasks is defined both in terms
of float and in terms of being part of the longest path. We
use the latter definition, and the next proposition asserts the
equivalence.
Proposition 2: A task is on a critical path if and only if it
has zero float1.
Proof: Let ti ∈ T be a task. By Lemma 1, there exists
a path pi to ti satisfying start−(ti) + d(ti) = d(pi). By
Lemma 3, there exists a path pi′ from ti to sink satisfying
start+(ti)+d(pi′) = start+(sink). By concatenating pi and pi′,
and removing the duplicate occurrence of ti, we obtain a path
pi′′ on which ti occurs with duration d(pi)+ d(pi′)− d(ti). By
Lemmas 1 and 3, there is no path on which ti occurs with a
larger duration. We infer
d(pi′′) = d(pi) + d(pi′)− d(ti)
= (start−(ti) + d(ti)) +
(start+(sink)− start+(ti))− d(ti)
= start+(sink) + start−(ti)− start+(ti)
1This proposition is well-known, see for instance, [19] where a proof is
sketched for the equivalent model of PERT charts.
Assume that ti has zero float, that is, start+(ti) =
start−(ti). Then d(pi′′) = start+(sink) and hence, by Lem-
mas 2 and 4, path pi′′ is critical.
Now assume that ti occurs on a critical path. Then, since
there is no path on which ti occurs with a duration larger
than pi′′, pi′′ is critical. Using again Lemmas 2 and 4, d(pi′′) =
start+(sink). Hence start+(ti) = start−(ti), that is, ti has zero
float.
The concept of an artificial sink task is needed for formal-
izations concerning Algorithm 1. In the remainder of this paper
we assume that no artificial sink task has been added to the
task graphs.
B. Approximation of the task graph
As explained in the introduction, execution environments
apply platform semantics to obtain a task graph. This seman-
tics often includes mutual exclusion type rules which form
implicit precedence rules. However, their output is not that task
graph, but rather an execution trace. We further assume that the
execution environment adheres to the non-delay interpretation
of this internal task graph when it produces the execution
trace. This is to say that the tasks are started on their earliest
starting times. Thus, the non-delay interpretation (T, start−, d)
of the task graph is available from the output of the execution
engine. However, extraction of the critical paths requires the
precedence relation→ of the task graph. Algorithm 2 extracts
a set of precedence edges from the start and end times of
tasks which is sufficient to recreate the critical paths of the
underlying but unknown task graph.
Algorithm 2 Approximation of a task graph.
Require: A non-delay interpretation (T, start−, d).
1: 7→ = ∅
2: for all t ∈ T do
3: for all t′ ∈ T do
4: if t 6= t′ ∧ start−(t) + d(t) = start−(t′) then
5: 7→ = 7→ ∪ {(t, t′)}
6: end if
7: end for
8: end for
The condition in line 4 of Algorithm 2 only holds for pairs
of non-equal tasks. Therefore, it is clear that there will be no
self-loops in the computed precedence relation. Furthermore,
there is a precedence from a task t to another task t′ if and
only if the end of t coincides with the start of t′. The following
properties thus hold:
t = t′ =⇒ ¬(t 7→t′) (1)
t 6= t′ =⇒ (t7→t′ ⇐⇒ start−(t) + d(t) = start−(t′)) (2)
In order to apply the critical path algorithm, however, the
resulting structure (T, 7→, d) must be a task graph, i.e., 7→ must
be acyclic.
Proposition 3: The 7→ relation as created by Algorithm 2
is acyclic if d(t) > 0 for all t ∈ T .
Proof: Suppose that there is a cycle, say the sequence
t1 7→t2 7→ · · · 7→tn 7→t1. Then the following equations hold:
start−(t1) + d(t1) = start−(t2) , . . . , start−(tn) + d(tn) =
start−(t1). Repeated substitutions then give that d(t1)+d(t2)+
· · · + d(tn) = 0. Our assumption that d(t) > 0 for all t ∈ T
then results in a contradiction.
Algorithm 2 thus produces a directed acyclic graph if the
tasks have a non-zero execution time. The 7→ relation that
is constructed, however, is in general neither a subset nor a
superset of →. This is shown by the next example.
Example 3: Consider the system in Example 2. The ex-
ecution environment does not output a task graph such as
shown in Fig. 3(a), but rather the non-delay interpretation of
this task graph, shown in Fig. 3(b) as a Gantt chart. Fig. 3(c)
shows the 7→ relation as extracted from the Gantt chart in
Fig. 3(b) by Algorithm 2 (the critical paths are marked by
fat red precedences). Note that there are spurious precedences
such as A 7→D and B 7→C which can result in spurious critical
paths. There is also a missing precedence: C 7→E. Note that
the precedence D 7→E is not spurious as it results from sharing
a resource. Of the two critical paths only B 7→D 7→E is a
real critical path, and A 7→D 7→C is the result of the spurious
precedence A 7→D.
Although the 7→ relation may be quite different from the
precedence relation of the original task graph, it is conservative
with respect to critical paths. This is formally stated in
Theorem 1 below. In order to prove this theorem, we first
need to establish a technical lemma.
Lemma 5: Let pi = u1 · · ·um be a critical path of a task
graph (T,→, d). Then start−(u1) = 0 and start−(ui+1) =
start−(ui) + d(ui), for 1 ≤ i < m.
Proof: Suppose that u7→ui, for some task u and index
i. Then, by Lemma 1, there exists a path pi′ to u such that
start−(u) + d(u) = d(pi′). Since path pi is critical, d(pi′) ≤
d(u1)+ · · ·+d(ui−1) (otherwise we could concatenate pi′ and
ui · · ·um, to obtain a path with a larger duration than pi, thus
contradicting the assumption that pi is critical). Hence,
start−(u) + d(u) ≤ d(u1) + · · ·+ d(ui−1) (3)
We now prove that start−(ui) = d(u1) + · · ·+ d(ui−1) by
induction on i.
For the base case i = 1, suppose u7→u1 for some task u.
Then, by inequality (3), start−(u) + d(u) = 0. Hence, by
definition of Algorithm 2, start−(u1) = 0.
Now suppose that i > 1. By induction hypothesis and
inequality (3) we have, for each u with u7→ui, start−(u) +
d(u) ≤ start−(ui−1) + d(ui−1). Hence, by definition of
Algorithm 2, start−(ui) = start−(ui−1)+ d(ui−1) = d(u1)+
· · ·+ d(ui−1).
From these equalities, the lemma follows directly.
Theorem 1: Let G be a task graph, let I be its non-delay
interpretation, and let G′ be the output of Algorithm 2 when
run with I. A critical path of G is also a critical path of G′.
Proof: Consider a task graph G = (T,→, d) with its non-
delay interpretation I = (T, start−, d) and with a critical path
pi = t1t2 · · · tm. Let 7→ be computed as in Algorithm 2 from
I. By Lemma 5 and property (2), the path pi is also present
in 7→. Next, we prove by contradiction that no longer path in
7→ exists which makes pi critical in 7→. Consider a longer path
pi′ = t′1t
′
2 · · · t′n. Because it has been assumed that pi′ is longer
than pi it also holds that start−(t′n) + d(t
′
n) > start
−(tm) +
d(tm). This means that in the task graph task t′n ends after task
tm and according to Lemma 1 there is a path in the task graph
to task t′n with a length greater than d(pi). This contradicts that
pi is a critical path.
Example 3 showed that there can indeed be spurious critical
paths in the approximation. Clearly, if there is only a single
critical path in (T, 7→, d), then this critical path is not spurious
because a task graph always has at least one critical path.
Furthermore, if there are multiple critical paths that all share
a common sub-path, then it is certain that this sub-path is part
of any real critical path.
C. Optimization of the algorithm
Algorithm 2 requires a quadratic number of operations
w.r.t. the size of the task set. Hence this algorithm does not
scale well to large sets of tasks. (In the case studies we
did, traces with hundreds of thousands of tasks need to be
analyzed). However, if the tasks are ordered according to their
starting times (which often is a natural ordering of events),
then this can be used to optimize the algorithm. Algorithm 3
is the optimized version of Algorithm 2.
Algorithm 3 Optimized approximation of a task graph.
Require: A non-delay interpretation (T, start−, d) and a se-
quence of all tasks t1, t2, . . . , tn such that i < j =⇒
start−(ti) ≤ start−(tj).
1: 7→ = ∅
2: i = 1
3: while i < n do
4: j = i+ 1
5: next = true
6: while j ≤ n ∧ next do
7: if start−(ti) + d(ti) = start−(tj) then
8: 7→ = 7→ ∪ {(ti, tj)}
9: else if start−(ti) + d(ti) < start−(tj) then
10: next = false
11: end if
12: j = j + 1
13: end while
14: i = i+ 1
15: end while
The inner loop in lines 6 – 13 only inspects tasks which are
started at the same time or later than the subject task ti. Lines
9 and 10 implement a heuristic to stop inspecting tasks that
are started strictly later than the subject task ti ends. Although
theoretically this algorithm still inspects |T |2 combinations of
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Fig. 3. Figure (a) shows a task graph, Figure (b) shows the non-delay interpretation of this task graph as a Gantt chart, and (c) shows the 7→ relation as
extracted from this Gantt chart by Algorithm 2.
tasks, it works much better in practice than always comparing
all combinations of tasks.
III. DEALING WITH EXECUTION TRACES OF REAL
SYSTEMS
Algorithm 2 presented in the previous subsection approx-
imates the task graph from its non-delay interpretation in
order to enable the critical path analysis of Algorithm 1. The
property of the non-delay interpretation that there is no idle
time between successive tasks on the critical path is exploited
for this. This works fine in a model-based setting, because then
the supervisory control can be assumed to be infinitely fast
in the models. If real system traces are considered, however,
there will typicaly be some idle time between successive tasks
because of the control overhead. Furthermore, not all tasks
may be represented in the execution trace. Algorithm 2 fails
for such traces because then the condition in line 4 is never
satisfied for tasks that are related by a precedence constraint.
Note that the 7→ relation is not necessarily empty after the
algorithm ran, because tasks can still be related by timing
coincidence.
The possible non-zero idle time between tasks that in reality
are related, is due to tasks (e.g., control tasks) that are not
represented in the execution trace. The precedence structure
with respect to these invisible tasks thus needs to be guessed.
The approach that we chose is a generalization of Algorithm 2
with a timing threshold to relate tasks. If some task starts
within  time units after the end of another task, then we
assume that they are related and insert a new intermediate
task as a placeholder for the missing task. Furthermore, two
precedences are added to link these tasks. For this purpose,
the existence of a set U = {u1, u2, . . .} of control-overhead
tasks such that U ∩T = ∅ is assumed. Algorithm 4 shows the
approach.
This algorithm extends Algorithm 2 with an additional case
that implements the sketched timing threshold approach in
lines 7 – 12. Lines 14 – 19 insert control overhead tasks
before tasks that have no predecessors yet start later than
time 0. Note that for  = 0 this algorithm is identical to
Algorithm 2. Furthermore, the optimization that has been
applied to Algorithm 2 in Section II-C can also be applied to
Algorithm 4. The algorithm produces an acyclic precedence
relation if the task durations are greater than 0.
Algorithm 4 -Approximation of a task graph.
Require: A non-delay interpretation (T, start−, d), a set of
control tasks U = u1, u2, . . . such that T ∩ U = ∅, and a
real-valued constant  > 0.
1: 7→ = ∅
2: i = 1
3: for all t ∈ T \ U do
4: for all t′ ∈ T \ U do
5: if t 6= t′ ∧ start−(t) + d(t) = start−(t′) then
6: 7→ = 7→ ∪ {(t, t′)}
7: else if 0 < start−(t′)− (start−(t) + d(t)) ≤  then
8: T = T ∪ {ui}
9: 7→ = 7→ ∪ {(t, ui), (ui, t′)}
10: d(ui) = start−(t′)− (start−(t) + d(t))
11: i = i+ 1
12: end if
13: end for
14: if 0 < start−(t) ≤  then
15: T = T ∪ {ui}
16: 7→ = 7→ ∪ {(ui, t)}
17: d(ui) = start−(t)
18: i = i+ 1
19: end if
20: end for
Proposition 4: The 7→ relation as created by Algorithm 4
is acyclic if d(t) > 0 for all t ∈ T .
Proof: By contradiction. Assume t1, t2, . . . , tn, t1 is a
cycle. Note that this cycle does not contain tasks from U added
by lines 14 – 19 because such tasks have no predecessors. The
cycle can, however, contain tasks from U added in lines 8 –
11. These tasks, however, are added in such a way that they
exactly fill the time gap between two tasks from T . We may
therefore use exactly the same argument as in the proof of
Proposition 3 to derive a contradiction.
Obviously, in order to apply the algorithm to a concrete
execution trace, the  must be fixed. If the value of  is not
known and underestimated, then wrong results might follow.
This is illustrated by the following example.
Example 4: Consider the system in Figure 2(a) and suppose
that the control overhead is such that successive tasks have at
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Fig. 4. Figure (a) shows a noisy Gantt chart of the system in Figure 2(a). Figure (b) shows the result of Algorithm 4 for  = 1. Note that it does not contain
the critical path B → D → E of the underlying task graph.
most 2 timeunits of idle time between them. Figure 4(a) shows
a possible execution trace of this system. Note that the tasks
A,C, and D,E have 1 timeunit of idle time between them,
and that the tasks B,D have 2 timeunits of idle time between
them. Also, A starts not immediately due to the controller
overhead. Application of Algorithm 4 with  = 1 gives the
task graph shown in Figure 4(b). Application of Algorithm 1
gives a critical path that involves task A instead of task B
which is wrong according to the original system. If we use
 = 2 then the missing precedence B → D is detected.
Fixing the right value of  is of crucial importance for the
correctness of the output of Algorithm 4. If it is too small,
then erroneous output can result. Theorem 2 below states
that if the value of  is equal to or larger than the maximal
distance between successive tasks, then the output is correct,
i.e., an application of critical path analysis will give an over-
approximation of the critical paths. Unfortunately, the work
presented in this paper does not give a method to determine
a safe value for  when given an execution trace only. An
indication of the appropriateness of the value of  is whether
the non-delay interpretation of the approximated task graph is
the same as the start− mapping of the input execution trace.
However, even this is not satisfactory as is shown in Figure
4(b). The approximation has a non-delay interpretation which
matches the Gantt chart in Figure 4(a), but the real critical
path B → D → E is not present in the approximation.
Theorem 2: Let G = (T,→, d) be a task graph and let I
be its non-delay interpretation. Let I ′ be obtained from I by
removing a subset S of tasks from T and from the start−
and d functions. Let  = max({d(pi) |pi is a path in S}), and
let G′ be the output of Algorithm 4 when run with I ′ and .
If every critical path in G ends in a task not from S, then a
critical path in G has an equivalent critical path in G′ which
are equal when projected to T \ S.
Proof: We show that a critical path pi = t1t2 · · · tm of
G has an equivalent path pi′ in G′ in which tasks from S are
replaced by tasks from U such that d(pi) = d(pi′). If this has
been established, then an equivalent argument as in the proof
of Theorem 1 can be used to show that the assumption that
pi′ is not critical leads to a contradiction.
We use induction on the number of tasks which are not
elements of S in pi. The base case is the case for 1 such a
task, because we assumed that a critical path always ends with
a task which no element of S. In this case, t1t2 · · · tm−1 are
elements of S. By assumption, the duration of this sequence of
tasks is smaller than or equal to . Thus, 0 < start−(tm) ≤ 
and the condition on line 14 of the algorithm is satisfied. Thus,
the path u1tm mimicks pi.
Now suppose that we can construct an equivalent path of pi
in G′ if pi has n tasks which are not elements of S. The proof
that we now can construct an equivalent path of pi in G′ if pi
has n+1 tasks follows the same line of reasoning as the base
case, but now using lines 7 – 12 of the algorithm to connect
the n-th and n+ 1-th tasks which are not elements of S.
Algorithm 4 can be used to compute critical path of noisy
execution traces if two conditions are met. First, a safe upper
bound on the possible time gaps between dependent tasks
that appear in the non-delay interpretation is known in order
to determine a safe value for . Second, the last task of
a critical path of the system is also present in the non-
delay interpretation. These conditions can typically be met for
execution traces of systems where control overhead is small
and not shown in the execution trace.
IV. SPURIOUS CRITICAL PATHS
Spurious critical paths distort the critical path view and
make interpretation more difficult. There are several ways to
deal with this.
A. A theoretical approach
If every path through a task graph has a unique duration,
then there will not be spurious critical paths.
Theorem 3: Let G be a task graph, let I be its non-delay
interpretation, and let G′ be the output of Algorithm 2 when
run with I. Supose d(pi) 6= d(pi′) for all paths pi and pi′ of G.
Then G′ has the same critical paths as G.
Proof: By Theorem 1, every critical path of G is also a
critical path of G′. Let pi be a critical path of G′. It suffices to
prove that pi is also a critical path of G.
If we assume that every path in G has a unique length, then
in G it holds that start−(t′) = start−(t)+d(t) =⇒ t 7→t′. This
can be understood by the observation that since path lengths
are unique, by Lemma 1 no other task than t ends at time
start−(t) + d(t). Thus by line 2 of Algorithm 1 we have that
t → t′. Algorithm 2 thus only adds edges to G′ that are also
edges of G. Thus pi is also a path of G. Now suppose that pi is
not critical in G. Then there exists a critical path pi′ of G with
d(pi′) > d(pi). By Theorem 1, pi′ is also critical in G′. But this
contradicts the assumption that pi is critical in G′. Hence pi is
critical in G.
An execution engine might be able to ensure that every path
has a unique duration by adding a very small and unique value
to the execution time of each task. For instance, suppose that
every task has an integer duration, then the execution time of
a task t can be increased by a decimal fraction 2−b(t), where
b : T → N gives a unique index to each task: t 6= t′ =⇒
b(t) 6= b(t′). This approach is not very practical as a bit is
needed for every task. For instance, if we have a system with
10,000 tasks, then an execution engine needs to represent the
time with at least 10,000 bits.
B. Counterexample-guided abstraction refinement
The property that increasing the duration of tasks on the
critical path increases the total latency can be used to detect
spurious critical paths. Suppose that Algorithm 2 adds two
predecessors to a task t, say t1 and t2. It is possible that this
is due to timing coincidence. In such a case increasing the
execution time of t1 a bit either results in a precedence t1 7→t
or into a precedence t2 7→t. In the first case, we must also
check whether t2 7→t is a valid precedence. This “testing” of
precedences (counterexample-guided abstraction refinement)
through subtle modification of the task execution times can
result in the proper set of precedences. This method presumes
that the application can be modified and that new execution
traces can be generated. Our implementation does not auto-
mate this approach.
C. Manual elimination
When looking at critical paths of actual systems it often is
clear what the spurious parts are. Users can point out spurious
precedences which can then be hidden from the critical path
view. Knowledge of the application is essential. For instance,
if two tasks do not share a common resource and they are not
directly related through data dependencies then there will be
no precedence relation. Manual elimination can also be the
result of the counter example guided abstraction refinement
suggested above.
V. CASE STUDY: DATAPATH PERFORMANCE
This section presents a case study of the datapath of a
prototype high-end Oce´ color copier. The datapath is the
digital image processing heart of the machine, and it supports
three main use cases:
• SCAN: The scanner hardware scans images from paper.
The digital images are processed and sent over the
network to their destination (e.g., an email account).
• COPY: The scanner hardware scans images from paper,
which then are processed and printed by the printer
hardware.
• PRINT: A PS or PDF file is received from the network,
processed and then printed by the printer hardware.
A job consists of one of these use cases and a number of
additional settings. These include, for instance, paper size (A3,
A4, letter, etc.), number of images per paper sheet (imposition)
for copy and print jobs, and export format (e.g., PDF or
JPEG) for scan jobs. Note that a single A4 page at 1200 dpi,
which is a typical resolution used in printing today, gives a
bitmap of approximately 400 MB in the RGB color model,
and 531 MB in the CMYK color model. In order to reduce
the amount of data that needs to be processed, there are various
places in the datapath where compression and decompression
occurs. Not every page is the same, however, and therefore
the compression ratios differ per page; also within a job.
Furthermore, the image data is split into smaller chunks at
several places in order to increase pipelining and thereby the
throughput of the datapath.
Fig. 5 shows a high-level overview of the datapath of the
prototype. The datapath application is split into four parts: the
scan, export, raster image processing (RIP) and print paths,
which are linked for scan, copy or print functionality. The
datapath is mapped to a general purpose PC platform. The
colored and numbered stars indicate which components are
used by the four sub-paths. Note that various processing steps
can compete for access to the CPU or disk at the same time,
which effectively slows them all down. The stars also suggest
that the main memory could be a source of interaction. This is
not the case, however. Many tasks use buffers in main memory,
but these are allocated statically.
The performance requirements on the datapath focus mostly
on the most important uses cases, e.g., printing a job of A4
pages with typical content. In these cases, the datapath should
not be the limiting factor. Instead, the scanner or printer
hardware should be limiting.
The datapath has been modeled with the OCTOPUS toolset
[6]. Modeling the large variety of input possibilities resulted
in a complex model, because in many cases the inputs are
handled in slightly different ways. For instance, both the
imposition functionality (same-up, 2-up, 4-up, 6-up, 8-up, 9-up
and 16-up) and paper size (A3, A4, letter, ...) impact the sizes
and number of the data chunks that are processed by various
steps. Because of the effects mentioned in the introduction,
only execution traces but no task graphs are available from
the model execution engine. Using our techniques, however,
we were still able to apply critical path analysis to traces of
typical jobs (thousands of pages), which consist of hundreds
of thousands of tasks. This has proven to be helpful for, among
others, a buffer minimization problem described below.
Memory is a scarce resource in the datapath and therefore
minimization of buffer space that is used for inter-task com-
munication is required while retaining maximal utilization of
the scan and print hardware. Initial experiments showed that
the smallest possible buffers in the scan path are sufficient for
the most important scan jobs. A copy job (that also uses the
scan path), however, showed reduced throughput. A part of the
execution trace is shown in Fig. 6. Note that both the print and
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Fig. 5. Schematic representation of a data path and its mapping to a general purpose PC platform.
Fig. 6. A part of a trace of a COPY job which shows under-utilization of the scanner and printer hardware.
scan tasks are not consecutive. This signifies under-utilization
of the hardware which should not happen. The critical tasks
have been marked red using our techniques. There are two
potential ways to solve the under-utilization of the scanner
and printer: (i) make the critical tasks faster, or (ii) change
system structure or parameters. We focussed on the latter.
In the application model, IP2 and IP3 are data dependent
and communicate through a shared buffer. The critical path
shows that the 10th critical instances of IP2 (in the middle)
must wait for IP3 to finish (the coloring of IP3 is not visible
due to its small execution time). This is caused by a full
buffer. Increasing the buffer size indeed solves the problem:
IP2 instances are removed from the critical path and the gaps
between the sets of consecutive IP2 instances become smaller
because IP2 instances have more buffer space available to store
their results. The result is that the gaps between the scan and
print tasks disappear. (In fact also the buffer between IP3 and
IP4 could be enlarged to achieve the same effect.) Critical
path analysis allowed us to quickly zoom into the cause of
the performance problem.
The above example of buffer minimization shows that
combination of a critical path with the application structure
can be used to discover critical resources. This is closely
related to the work in [20], which applies bottleneck analysis
to guide design space exploration in the context of resource-
aware synchronous dataflow graphs.
VI. CONCLUSIONS
Critical path analysis is a useful tool for pinpointing perfor-
mance bottlenecks with respect to timing related properties.
The prerequisites are a task graph which models precedence
constraints between tasks and an execution time for each task.
Often, however, such a task graph is not available because
the execution engine implements semantics with respect to
resource constraints (limited memory prevents a task from
running) and dynamic behavior (e.g., a task’s execution time
depends on resource load). An execution engine thus implicitly
creates a task graph but outputs the fastest way to execute that
task graph in the form of an execution trace. We construct
an over-approximation of the critical paths in the unknown
task graph from such an execution trace. This algorithm has
been further generalized to deal with noisy execution traces
from real machines. The algorithms have been added to the
OCTOPUS toolset [6] and scale to hundreds of thousands of
tasks.
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