Abstract. In this paper, the radiation field is defined for solutions to Einstein vacuum equations which are close to Minkowski space-time with spacial dimension n ≥ 4. The regularity properties and asymptotic behavior of those Einstein vacuum solutions are established at the same time. In particular, the map from Cauchy intial data to the radiation field is proved to be an isomorphism when restricting to a small neighborhood of Minkowski data in suitable weighted b-Sobolev spaces.
Introduction
The Einstein vacuum equations determine a manifold M 1+n with a Lorentzian metric with vanishing Ricci curvature:
(1.1) R µν = 0.
The set (R 1+n t,x , m):
t,x describes the Minkowski space-time solution of the system (1.1), which is stable under small perturbation according to the remarkable work [CK] of D. Christodoulou and S. Klainerman in 1993 . In this paper, the authors showed that for n ≥ 3 given n-dimensional manifold Σ 0 with a Riemannian metric g 0 and a symmetric two tensor k 0 , such that (Σ 0 , g 0 ) is close to the Euclidean space, k 0 is close to 0 and (g 0 , k 0 ) satisfy the constraint equations:
j j = 0 where R 0 is the scalar curvature of g 0 and ∇ is the covariant differentiation w.r.t. g 0 , then we can find out a n + 1-dimensional Lorentzian manifold (M, g) satisfying (1.1) and an embedding Σ 0 ⊂ M such that g 0 is the restriction of g to Σ 0 and k 0 is the second fundamental form.
The Einstein vacuum equations are invariant under diffeomorphism. In the work of Y. ChoquetBruhat, [CB1] followed by [CBG] , this allows her to choose a special harmonic gauge to prove the existence and uniqueness up to diffeomorphism of a maximal globally hyperbolic smooth space-time arising from any set of smooth initial data. The harmonic gauge is also referred as wave coordinates, in which the Einstein vacuum equations become a system of quasilinear wave equations on the components of the unknown metric g µν = m µν + h µν :
(1.3) g h µν = F µν (h)(∂h, ∂h) where g = D α D α is the geometric wave operator of g and F (u)(v, v) depends quadratically on v and analytically on u for u small. By using Christoffel symbols, g = g αβ ∂ α ∂ β − g αβ Γ µ αβ ∂ µ , which reduces to g = g αβ ∂ α ∂ β in wave coordinates. This is because wave coordinates are required to be solutions to the equations g x µ = 0 for µ = 0, 1, ..., n. The metric g µν relative to wave coordinates {x µ } satisfies the harmonic gauge condition:
(1.4) Γ µ = 0 for µ = 0, 1, ..., n, where
Under this condition the stability of Minkowski space-time can reformulate as follows: given a pair of small symmetric two tensors (h 0 , h 1 ) on R n {t = 0} ⊂ R 1+n t,x such that (1.5) Γ µ | t=0 = 0, ∂ t Γ µ | t=0 = 0 for µ = 0, 1, ..., n, we want to find a Lorentian metric g = m + h of signature (n, 1) satisfying the reduced Einstein equations (1.3) and such that (h| t=0 , ∂ t h| t=0 ) = (h 0 , h 1 ).
Theorem 1 (H. Lindblad, I. Rodnianski) . Given asymptotically flat Cauchy data (h 0 , h 1 ) in coordinates (t, x) satisfying the harmonic gauge condition (1.5) and small, then the solution to the reduced Einstein equations (1.3) provides a solution to the Einstein vacuum equations (1.1).
The reduced Einstein vacuum equations satisfies the null condition when the spacial dimension n ≥ 4, which ensures the global existence theorem for small Cauchy data. For n = 3, it can be shown that the Einstein vacuum equations in harmonic gauge do not satisfy the null condition. Moreover, Y. Choquet-Bruhat showed in [CB2] that even without imposing a specific gauge the Einstein equations violate the null condition. However, the reduced Einstein vacuum equations (1.3) satisfy the weak null condition. In the work of [LR1] and [LR2] , H. Lindblad and I. Rodnianski reproved the global existence for Einstein vacuum equations in harmonic gauge for general asymptotic flat initial data by combining this condition with the vector field method.
In this paper, we apply the radiation field theory due to F. G. Friedlander to study the asymptotic behavior of solutions to Einstein vacuum equations in harmonic gauge. Friedlander's radiation field was used by L. Hörmander to study the asymptotic behavior of solutions to linear hyperbolic equation in the following coordinates: )ũ = 0 wherem = ρ 2 m. F. G. Friedlander showed thatũ is smooth up to ρ = 0. Then the radiation field is the image of the map
which is an isometric isomorphism. Here R LP is the free space translation representation of Lax and Phllips. I generalize this idea by considering the conformal transformation of the reduced Einstein vacuum equations on a suitable compactification of R 1+n t,x as follows. Here S ± 1 is the compactification of null infinity and Σ 0 = {t = 0} is Cauchy surface. Letρ be the total boundary defining function and ρ 0 , ρ 1 , ρ 2 be the defining functions for corresponding boundary hypersurfaces S 0 , S with norm less then and satisfying the harmonic gauge conditions (1.5), for some N ≥ n + 6, 1 2 > δ > 0 and > 0 small. Then by energy estimate method we can show that for n ≥ 4, if (h 0 , h 1 ) ∈ V N,δ thenh =ρ 1−n 2 h is C 0,δ up to S ± 1 and hence the radiation field for h is well defined which satisfies the corresponding harmonic gauge conditions:
(1.7)Γ µ | S with norm less than and satisfying (1.7). Here we take the equivalence S For n = 3, the Cauchy data of interest for reduced Einstein vacuum equations has an asymptotic leading term −M |x| −1 δ ij for some constant M > 0 small, which has a long range effect at null infinity. Since −M |x| −1 δ ij provides a solution to the linearization of (1.3) in a neighborhood of null infinity in X, we may expect that the essential change of the geometry of perturbed solution g = m + h only comes from the asymptotic leading term, i.e. the constant M . By a different change of coordinates to τ = t − |x| − M log |x|, which was suggested by Friedlander to study the linear equation g u = 0 with such background metric, I find a corresponding compactification of R 1+n t,x such that the radiation filed is well defined in a similar way. This will be discussed in details in a separate paper.
The outline of this paper is as follows: in Section 2 we define a compactification of R 1+n t,x and give basic geometric notations used through out the paper; in Section 3, we study the solution spaces of constraint equations (1.2) and of harmonic gauge conditions (1.5) separately; in Section 4, we make a conformal transformation of the reduced Einstein equations and study the metric and wave operator in the conformal setting; in Section 5, we define a family of time-like functions, which will be used to define a special type of energy norm, called the weighted b-Sobolev norm; in Section 6, we do energy estimates for the equations (1.6), show the regularity of Einstein solutions near boundary and define the radiation field; in Section 7, we modify the result obtained in Section 6 and obtain the isomorphism property for the nonlinear Møller wave operator.
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Geometric Setting
This section is a preparation for describing the problem and dealing with it in a manifold with corners arising from a suitable compactification of R 1+n t,x . To simplify the notation, we take t = x 0 , x = (x 1 , ..., x n ) and use the lower case English alphabet i, j, k, l, ... as indices taking value in {1, 2, ..., n} and the Greek alphabet α, β, µ, ν, ... as indices taking value in {0, 1, 2, ..., n}. Moreover, we use the capital English alphabet I, J, K, L, ... as multi indices. The change between superscript and subscript is taken over Minkowski metric
2.1. Compactification of the Space-time. The usual radial compactification of R 1+n t,x , denoted by X 0 , can be realized by embedding
and taking X 0 = Φ(R 1+n t,x ), which is a closed half sphere of dimension n + 1. Then all null rays w.r.t. Minkowski metric converge to an embedded submanifold of X 0 on the bounday:
The compactification space X, which we use in this paper to study the asymptotic behavior of Einstein vacuum solutions that are close to Minkowski metric, is X 0 blown up L. Hence X is a manifold with corners up to codimension 2. See Figure 1 . More explicitly, let d(p, q) be the distance function on X 0 w.r.t. standard spherical metric and U = {p ∈ X 0 : d(p, L) < }. Choose some > 0 small and define
, ] is smooth and satisfies: ψ(0) = /2, ψ > 0 and ψ(d) = d for 7 /8. Then the blowup can be realized by taking
Obviously, ΨΦ embeds R 1+n t,x into R 2+n with imageX, the interior of X. This compactification is closely related to Penrose's diagram. The three essentially different boundary hypersurfaces can be represented with the three regions at infinity: spatial infinity S 0 , null infinity S Definition 1. For S ⊂ M 1 (X), we say ρ S a defining function for S iff
Two boundary defining functions ρ S , ρ S are equivalent on a domain Ω ⊂ X iff
We sayρ a total boundary defining function for X if
Throughout this paper, we use ρ 0 , ρ 1 , ρ 2 to denote the defining functions for S 0 , S ± 1 , S ± 2 and ρ = ρ 0 ρ 1 ρ 2 the total boundary defining function for ∂X. We make a special choice of them in local coordinates in the following. Figure 2. The local coordinate charts on X Choose a covering {Ω i : 0 ≤ i ≤ 5} for X such that Ω 0 is a bounded domain in the interior of X and 5 i=1 Ω i covers ∂X. The corresponding local coordinates can be chosen from the following functions:
• In the domain Ω 1 = {(s, ρ, θ) :
• In the domain Ω 3 = {(τ, ρ, θ) :
Notice that, in the intersection of any two domains, the different choices of defining functions are equivalent. In many cases, for example when doing energy estimates, equivalent defining functions give equivalent statements. So we change the choice of ρ i freely from one set of coordiantes to the other in the rest of this paper if they give equivalent results. However, when performing energy estimates, we may not been able to restrict the discussion in a single coordinate chart and hence have to consider some of them together. See Section 6 for more details. We also denote by [X] 2 a double space of X across the null infinity S
2 is a manifold with boundary and the smooth structure on X extends to [X] 2 , i.e.
2 is not uniquely determined. Refer to [Me] for more details. The boundary of [X] 2 consists of three components,
We finish the proof.
2.3. Sobolev Spaces and Symbol Spaces. We define the b-type Sobolev space and conormal symbol space on X in the following. These spaces are used to characterize the regularity and asymptotic properties near boundary for Einstein vacuum solutions. Let m 0 be the Riemannian metric on X induced from Euclidean metric on R 2+n via (2.1) and denote by dvol m0 the corresponding volume form. 
Define the conormal symbol space by
The relationship between the b-Sobolev spaces and the conormal symbol spaces are stated in the following lemma.
Moreover, there exists a constant C N for any N >
Definition 2 and Lemma 2.2 can be generalize to any manifold with corners, including closed psubmanifolds of X with induced Riemannian metric and boundary defining functions. See [Me] for definition of p-submainifold. In this paper, we mainly consider the Cauchy surface Σ 0 = {t = 0} = R n and null infinity S ± 1 , which are both p-submanifolds of X. We study the map from Cauchy data to Characteristic data for Einstein vacuum equations, which lie in some weighted b-Sobolev spaces or cornormal symbol space on Σ 0 and S ± 1 correspondingly.
Initial Data
In this section, we study the spaces of small asymptotically flat initial data for Einstein vacuum equations which satisfy either the constraint equations (1.2) or the harmonic gauge conditions (1.5), and the relation between them.
Denote by g = m + h a small perturbation of Minkowski metric:
We can view g, h as functions of (t, x) valued in (n + 1) × (n + 1) symmetric matrices. Then (1.2) and (1.5) can be written in terms of the components of (h 0 , h 1 ) = (h| t=0 , ∂h| t=0 ), which turn out to be undetermined elliptic systems after suitable decomposition.
3.1. Initial Data Subject to the Constraint Equations (1.2). Let us first derive the constraint equations (1.2) in terms of components of (h 0 , h 1 ). Denote by
. Then the components of Ricci curvature of g can be expressed as
Then D µν , E µν , F µν are quadratic forms of (∂ i h 0 , h 1 ) with coefficients analytically depending on h 0 . The Einstein vacuum equations (1.1) imply that
for k = 1, ..., n, which cancel the ∂ 2 0 h terms and impose (n + 1) constraint equations on (h 0 , h 1 ) at t = 0:
for k = 1, ..., n. Here (3.1) is the system of constraint equations (1.2) in fixed coordinates. We are interested in small solutions to (3.1) in the following space:
Proof. We prove the statement by studying the linearization of (3.1) at (0, 0):
, and applying implicit function theorem. Notice that by [Me2] , for n ≥ 3 and λ ∈ (0, n − 2), :
is an isomorphism and hence 
Then the first equation in (3.3) becomes (3.4)
Then the second equation in (3.3) can be expressed as
and E N +1,λ cc the subspace of closed and coclosed forms respectively. More explicitly, let For the first equation in (3.6), notice that we have the following commutative diagram:
3) is equivalent to the elliptic system:
In (3.3), the components {h
, we can solve (3.7) uniquely and have
And hence the solution space of (3.3), denoted by U N,λ , is isomorphism to
Due to the ellipticity of (3.7) and invertibility of and 1 2 , when > 0 small enough, U N,λ is a submanifold in space (3.2), which has tangent space U N,λ at (0, 0).
3.2.
Initial Data Subject to Harmonic Gauge Conditions (1.5). We first deriving the equations (1.5) in terms of components of (h 0 , h 1 ). First Γ µ | t=0 = 0 is equivalent to (3.8)
.., n. When assuming Γ µ = 0, the Reduced Einstein vacuum equations (1.3) at t = 0 is (3.10) Multiplying (3.9) by g 00 and substituting (g 00 ∂ 2 t h µν )| t=0 terms by the right hand side of (3.10), we have 
αβ , for k = 1, ..., n. Plugging them into the first equation of (3.11), we have
which gives the first equation of (3.1). Rewrite the second equation of (3.11) as follows:
Plugging (3.12) into the first three terms in above equation, we get
which gives the second equation in (3.1). Since the substituting action is reversible, we finish proving the equivalence of (3.8)+(3.11) and (3.8)+(3.1) .
Notice that (3.8) is an elliptic system of equations of h 1 0µ for µ = 0, 1, ..., n, which are free terms when solving the linearization of (3.1). Hence by a similar decomposition as in the proof of Proposition 3.1, the linearization of (3.8)+(3.11) form an elliptic system w.r.t. {A 1 , C 1 , B , h 1 0µ : µ = 0, ..., n} when considering the solutions in space (3.2) for n ≥ 3 and λ ∈ (0, n − 2). Let
Then by the same proof of Proposition 3.1, we have Proposition 3.2. For n ≥ 3, λ ∈ (0, n − 2) and > 0 small enough, V N,λ is a Fréchet manifolds.
Here V N,λ has tangent space V N,λ at (0, 0) which is the space of solutions to linearization of (3.8)+(3.11) and is isomorphic to in the sense of matrices. Let Φ :
t,x be a diffeomorphism preserving the Cauchy surface:
We want to find out all Φ such that (t, x) are wave coordinates w.r.t. the pull back metric g = Φ * ḡ :
Denote by (h 0 , h 1 ) the corresponding Cauchy data in coordinates (t,x) :
(3.14)
To make g satisfy the harmonic gauge condition (1.4), it is equivalent to require f satisfying the following equations:
for µ = 0, ..., n, where G µ are analytic functions of (ḡ,∂ḡ; f, ∂f ) for (f, ∂f ) small:
Notice that ∂ αḡµν =∂ αḡµν + ∂ α f β∂ βḡµν . In particular,
Here (3.15) is a system of quasilinear wave equations for f . Given any f 0 = f | t=0 and f 1 = ∂ t f | t=0 with enough regularity, we can solve (3.15) in a neighborhood of Cauchy surface. Furthermore, if (f 0 , f 1 ) are also small enough, f is determined globally. Since we assume f 0 0 = 0, (f 0 , f 1 ) have 2n + 1 degree of freedom.
However, we want to choose the gauge before we find out the global Einstein solutionḡ for the Cauchy problem. By Theorem 1, this can be done by requiring (h 0 , h 1 ) in the new coordinates (t, x) to satisfy the harmonic gauge conditions (1.5), or equivalently, (3.8)+(3.11). First (3.8) give (n + 1) linear equations of ∂ 2 t f | t=0 and allow us to write
where f µ 2 are analytic functions of (h 0 ,h 1 ; f 0 , f 1 ). Then (3.11) is satisfied automatically by Lemma 3.1 since the constraint equations (1.2), or equivalently (3.1), is invariant under deffeomorphism. This shows again that the global diffeomorphism and the global harmonic coordinates set are determined by (f 0 , f 1 ).
3.4. Group Action and Fibration. From (3.14), the set of (f 0 , f 1 ) = (f | t=0 , ∂ t f | t=0 ) gives a group action on the space of (h 0 , h 1 ) which satisfies the harmonic gauge conditions (3.8)+(3.11). We investigate this group action in more details in the following.
For λ > 0, let G N,λ be the nonabelian group generated by
and identity (0, 0). Here • denotes the composition of functions. It is clearly that G N,λ does not depend on > 0 small. Then G N,λ has two subgroups generated by (f 0 , 0) and (0, f 1 ) respectively, which transversely intersect at (0, 0). Denote
Lemma 3.2. With above notation,
∞ where V N,λ is given in Proposition 3.2. By Lemma 3.2, we can study the action of G
forms an nonabelian group with operation
is defined as follow:
preserves the coordinates on the Cauchy surface and hence preserves the restricting metric and second fundamental form on Cauchy surface. Given initial data (h 0 , h 1 ), let g 0 be the induced metric on Cauchy surface and k 0 the corresponding second fundamental form. This defines the map π :
In our setting,
provides a fibration structure.
Secondly, G N,λ 0 is obvious equivalent to the diffeomorphism group on Cauchy surface with the corresponding regularity and decay at infinity. The group operation is as follows:
, we have the commutativity
and π the quotient map. Denote by m e be the Euclidean metric and S 2 (T * R n ) be the symmetric 2-tensor bundle on R n . Summarizing above discussion, we have Proposition 3.3. For n ≥ 3 and λ ∈ (0, n − 2), the quotient space D N,λ is an open neighborhood of (m e , 0) in the solution space of constraint equation (1.2) in
with the fibration structure:
Conformal Transformation
To study the asymptotic behavior of Einstein vacuum solutions which are close to Minkowski space-time, we will work on their conformal transformation on X, the compactification of R 1+n t,x defined in Section 2, and perform energy estimates for a conformal transformation of the reduced Einstein vacuum equation (1.3) with Cauchy data satisfying the harmonic gauge conditions (3.8)+(3.11). We clarify the conformal transformation of metrics and equations in this section by describing them in the local coordinates specified in Section 2.
. In this sense, denote the inverse of g by
Lemma 4.2. With above notation
For the purpose of studying the geometry of g near null infinity of (R 1+n t,x , g), we also denote by
With this notations, the harmonic gauge condition says that some components decay faster than the others near null infinity.
Lemma 4.3. Suppose (t, x) are harmonic coordinates w.r.t. g. We define a vector field D ∈ V b (Ω i ) for each 1 ≤ i ≤ 5 as follows:
Then in each domain Ω i for 1 ≤ i ≤ 5, with the choice ofρ and ρ 1 specified in Section 2, D satisfies
and the harmonic gauge condition implies
Proof. We only need to prove the statement in Ω 2 , Ω 3 , Ω 4 . By writing out the harmonic gauge condition in local coordinates, we have
Here
We finish the proof. 4.2. Conformal Transformation of the Lorentzian Metric. Recall thatρ denotes a total boundary defining function of X and ρ i denotes the defining function for boundary hypersurfaces
Similarly, denoteh
Lemma 4.4. Under the assumption and notation in Lemma 4.3, for µ = 0, 1, ..., n,
for some > 0 small, theng extends to a C 0 (X 2 ) Lorentzian b-metric of signature (n, 1) on X 2 with S ± being its characteristic surfaces.
Proof. The statement is independent of choice of boundary defining functions. Hence we only need to write the metricg =m +ρ 2 h in local coordinates near ∂X with particular choice ofρ and ρ i as stated in Section 2.
•
Here in Ω i for 1 ≤ i ≤ 4 we use the polar coordinates. Notice here θ is restricted on S n−1 , i.e. |θ| = 1 and θ i dθ i = 0. Then the statement is obviously true if δ ≥ 1. For δ ∈ (0, 1), let
and change the coordinates near S 1 as follows:
In the new coordinates the metric components is uniformly bounded and {ρ 1 = 0} is its characteristic surface. Since the coordinates changing preserves the boundary hypersurface S ± 1 , we prove the statement. Notice that the coordinates change extends to a C 0,δ homeomorphism of X −→ X.
Wave Operator and Commutators.
Denote by g and g the Laplace-Beltrami operators w.r.t. g andg =ρ 2 g. The relation between g and g is stated as follows.
Proof. The formula can be proved by direct computation as Friedlander did in [Fr] .
Lemma 4.6. Suppose (t, x) are harmonic coordinates w.r.t. g. Then in each domain Ω i for 1 ≤ i ≤ 5, with the choice ofρ, ρ 0 , ρ 1 , ρ 2 specified in Section 2, we have
is a constant in each domain.
Proof. If (t, x) are harmonic coordinates w.r.t. g,
We write m ,ρ
2 , γ 0 and γ in local coordinates in each domain Ω i for 1 ≤ i ≤ 5.
Next, we consider the commutator of m and a basis of V b (X). By Lemma 2.1, we can choose a basis B j for V b (Ω j ) for 0 ≤ j ≤ 5 as follows:
Lemma 4.7. Suppose (t, x) are harmonic coordinates w.r.t. g. Then in each domain Ω j for 1 ≤ j ≤ 5, with the choice ofρ specified in Section 2,
In the following, we study the termρ −1 Z µν (ρ) and its commutator with m . Recall that [ m , Z µν ] = c µν m with c 0i = c ij = 0, c 00 = 2 and
, Ω 5 and
it is obviously for j = 1 or j = 5,
For j = 2, 3, 4, by Lemma 4.6, we only need to consider
Conformal Transformation of Reduced Einstein Equations.
With the conformal transformation (4.1), the reduced Einstein vacuum equations (1.3) is equivalent to the following system:
where γ = γ 0 +ρ n−1 2 Θ 1 (h) is given in Lemma 4.6 and
Using the explicit formula of F µν given in [LR1] , we have
Q µν (∂h, ∂h) satisfies the null condition and
Hence by the conformal transformation (4.1),
In particular, in domain Ω 2 , Ω 3 , Ω 4 ,
Suppose h is a solution of the equation (4.5). Then we can insert vector fields which are tangent to the boundary of X and have the following lemma.
Lemma 4.9. LetD be any vector field in B j for 1 ≤ j ≤ 5 and I a multi-index. Then in each domain Ω j for 1 ≤ j ≤ 5, the equations (4.5) implies that
Proof. It is obviously true if |I| = 0 by Lemma 4.8. For |I| ≥ 1,
It is obvious the first two terms on the right hand side are nonlinear and can be expressed as above.
For the third term, from Lemma 4.7, we have
where C K,J are constants. By induction on I and Lemma 4.6 , [ m ,D I ]h µν is equal to 0≤i≤|I|+1∂ ih µν plus a nonlinear term which can be expressed as above. We finish the proof.
Time-like Functions.
Time-like function is the most important concept associated to a Lorentzian metric: we use it to define space-like hypersurfaces, positive quadratic forms as well as energy norms. In this section, we consider the time-like functions w.r.t.m =ρ 2 m andg =ρ 2 g =m +ρ n+3 2h withh small in the interior of X.
Definition 4. Supposeg extends to a Lorentz b-metric on [X]
2 of signature (n, 1),
2 ). We say T is time-like w.r.t.g at p iff
∇T, ∇T g < 0 at p, and null w.r.t.g at p iff ∇T, ∇T g = 0 at p . A hypersurface Σ ⊂ X is called space-like (resp. null) w.r.t.g iff Σ has a defining function T ∈ C 1 (Int ([X] 2 )) such that T is time-like (resp. null) on Σ. Here ∇ is the covariant derivative w.r.t.g and γ 0 < 0 is some constant.
Lemma 5.1. Suppose T, T are two time-like functions w.r.t. a Lorentzian metricg at p ∈ Int([X] 2 ) such that ∇T, ∇T g < 0 at p, then Fg(T, v), ∇T g is a strict positive quadratic form of (∇v, v) at p.
See Chapter 6 in [Ho] for proof in details. Moreover, we have the following formulas from the divergence theorem directly, which implies the energy estimates if choosing T and Ω properly.
Lemma 5.2. Suppose that the domain Ω ⊂X has piecewise smooth boundary ∂Ω with defining function T and T is a C 2 time-like function w.r.t.g on Ω ∩X.
Here dµ T g is the volume form on ∂Ω such that dT ∧ dµ T g = dvolg and ∂Ω is oriented by dµ
Notice that ∇ is the covariant derivative w.r.t.g and
where
For the purpose of doing energy estimates, we divide X t≥0 into four domains { Ω i } 1≤k≤4 by spacelike hypersurfaces and null hypersurfaces w.r.t.m, or equivalently w.r.t.g. See Figure 3 . We list the time-like functions used to define those surfaces, which are also used to define the energy norms in next section, domain by domain. For 1 ≤ i ≤ 4, we use T i , T i to denote time-like functions in Ω i ∩X such that T i extends to a null function on S + 1 ∩ Ω i . We use T i to denote the weight functions if necessary. We also compute Fg(
Assumption. Through out this section, we assume the following: (A1) (t, x) are harmonic coordinates w.r.t. g = m +ρ
1∂h ρρ | are small enough for some 0 < δ < )) with enough regularity the Einstein vacuum solutions will satisfy (A1) and (A2). And with the choice of δ satisfy (A3), the time-like functions we choose in the following will always be time-like.
5.1.
In Ω 1 . In Ω 1 ∪ Ω 0 , define
;
where ψ 1 ∈ C 2 ( Ω 1 ) is defined by
for some constant C > 0. Hence T 1 is a regular time-like function w.r.t.m all over Ω 1 and bounded. We chooseρ = ρ 0 = ψ −1 1 and ρ 1 = ρ 2 = 1 in Ω 1 . Here Ω 1 ∩ Ω 0 is bounded in the interior of X. Near the boundary of Ω 1 , i.e. in Ω 1 ∩ Ω 1 , recall that we use the following coordinates and boundary defining functions:
Let γ 0 < 0 be a constant and we have the following two lemmas.
Here ∇ is the covariant derivative w.r.t.m.
Proof.
In Ω 1 ∩ Ω 1 , change variable to ξ = − ln ρ ∈ (0, ∞) and hence
It is a product type metric. WLOG, at any fixed point p = (s, ξ, θ), let θ denote the normal coordinate w.r.t. standard spherical metric d 2 θ on S n−1 . Then at p, we can write the metric components as follows:
For the quadratic form, notice that
Then the formula for F (T 1 , v), ∇T 1 m follows directly. For Qm(T 1 , v), by Lemma 5.2 we only need to compute m T 1 and ∇ 2 T 1 (dv, dv). Using to the formula of m in the proof of Lemma 4.6, we
Here I, J, K ∈ {s, ξ, θ}. At p, the non-zero connection components are
and Qm(T 1 , v) follows.
Those two formulae do not change much in the following sense when we take the background metric to beg.
Proof. We only need to concern the region near boundary. In Ω 1 ∩ Ω 1 , let us do the similar computation as in the proof of Lemma 5.3 by using the same coordinate (s, ρ, θ). First, by the proof of Proposition 4.1, writẽ
Hence the first formula follows directly by
According to the formula of g in the proof of Lemma 4.6,
which implies the second formula. Here I, J, K ∈ {s, ξ, θ}.
5.2.
In Ω 2 . In Ω 2 , recall that the coordinates and boundary defining functions are as follows:
Define for τ 0 > 8
Hence T 2 , T 2 are time-like functions all over Ω 2 ∩X and T 2 is null on Ω 2 ∩ S 1 w.r.t.m. In Ω 2 , with γ 0 < 0 a constant, we have the following two lemmas.
Proof. In Ω 2 , change variable to ξ = − ln b ∈ (ln τ 0 , ∞) and hence
With θ the normal coordinates w.r.t. standard spherical metric d 2 θ at p ∈ Ω 2 ∩ Int(X 2 ), we can write the metric components at p as follows:
Then Fm(T 2 , v), ∇T 2 m and Fm(T 2 , v), ∇T 2 m follow from the following computation:
For Qm(T 2 , v), we have
and the non-zero connection components at p are
Then Qm(T 2 , v) follows.
Lemma 5.6. For n ≥ 4 and in Ω 2 , dvolg = (1 + a n−1
Proof. We can do the similar computation as in the proof of Lemma 5.3 by writing out the metric components in local coordinates (a, ξ, θ) with ξ = − log b and θ is normal w.r.t. the standard spherical metric
g =m + a n−5
∇v, ∇v g − ∇v, ∇v m = −a n−5
Then the estimates of Fg(T 2 , v), ∇T 2 g and Fg(T 2 , v), ∇T 2 g follow directly. For Q g (T 2 , v), first by the formula of g in the proof of Proposition 4.1, we have
And moreover,
This implies that
We prove the last formula.
5.3.
In Ω 3 . In Ω 3 ∪ Ω 0 , define for τ 0 ≥ 8
where ψ 2 , ψ 3 ∈ C 2 ( Ω 3 ) are defined by if r ≤ 1 .
We divide Ω 3 into two parts:
where Ω 3 ⊂X is compact and Ω 3 ⊂ Ω 3 . Recall that in Ω 3 we use the coordinates
Here T 3 is time-like functions all over Ω 3 ∩X; T 3 is time-like in the interior of Ω 3 and null on Ω 3 ∩ S 1 . With γ 0 < 0 a constant, we have the following two lemmas.
Lemma 5.7. In Ω 3 ,
Proof. In Ω 3 under coordinates (τ, ρ, θ) with θ normal w.r.t. standard spherical metric at p ∈ Ω 3 , we can write the metric components ofm = ρ 2 m as follows:
Then Fm(T 3 , v), ∇T 3 m and Fm(T 3 , v), ∇T 3 m follow from
For Qm(T 3 , v), we have
, and the non-zero connection components at p are
which implies that
Then Qm(T 3 , v) follows.
Lemma 5.8. For n ≥ 4 and in Ω 3 ,
Proof. We can do the similar computation as in the proof of Lemma 5.3 by writing out the metric components in local coordinates (τ, ρ, θ) with θ normal w.r.t. the standard spherical metric at p ∈ Ω 3 :g
Hence Fg(T 3 , v), ∇T 3 g can be estimated by the following
, we first have
Then Qg(T 3 , v) − Qm(T 3 , v) follows.
5.4.
In Ω 4 . In Ω 4 , recall that we have the coordinates and boundary defining functions
and in Ω 5 , we have
Both sets of coordinates can be extended to Ω 4 ∪ Ω 5 with the transition map φ =āb, y = (1 −ā)θ.
and let
Then in Ω 4 ∩X,
Hence T 4 , T 4 are time-like in Ω 4 ∩X and T 4 is null on S + 1 ∩ Ω 4 . With γ 0 < 0 a constant, we have the following two lemmas.
Lemma 5.9. In Ω 4 ,
Proof. Under coordinates (ā, ξ, θ) with ξ = − logb and θ normal w.r.t. the standard spherical metric d 2 θ at p ∈ Ω 4 ∩ Int(X 2 ), the metric components are:
Then Fm(T 4 , v), ∇T 4 m follows from
Lemma 5.10. For n ≥ 4 and λ ∈ [
Proof. Let α = λα ∈ (n − 1 − λ 8 , n − 1). We only need to show that
where 
Here f (δ ) ≥ 0 and hence
In this case, E 1 ≥ 0 and
Hence (5.3) follows by
Hence
. We finish the proof.
Lemma 5.11. For n ≥ 4 and in Ω 4 dvolg = (1 +ā
Proof. The proof is similar as the proof of Lemma 5.6 by substituting (a, b) by (ā,b) if restricting to Ω 4 and similar as the proof of Lemma 5.4 if restricting to Ω 5 .
Energy Estimates
In this section, we mainly prove the following theorem by energy estimates. and hence the radiation field is well defined:
, which provides the leading term of h along the bicharacteristic curves. Moreover,
≤ C for some σ > 0 and C > 0.
The theorem follows from Proposition 6.1, 6.2, 6.3, 6.4 and Corollary 6.1, 6.2, 6.3. We do energy estimates forh satisfying the conformal transformation of reduced Einstein equations (4.5) by using the time-like functions defined in Section 5. The boundary defining functions are given in Section 2 in each domain Ω i for 1 ≤ i ≤ 4. Here N, δ are fixed all over this section and is chosen to be small enough. The image space of R F will be refined in Section 7.
6.1. In Ω 1 . To solve the equations (4.5) in Ω 1 , it is in fact a local existence theorem. We prove the local existence and uniqueness theorem in the conformal setting for T 1 ∈ [0, 3 4 ]. The local wellposedness is a classical result. See [CB1] or [Ho] for more details. Here we restate it in weighted b-Sobolev spaces, which will lead to the asymptotical analysis of Einstein vacuum solutions. 
S0 S0
Here dµ T1 g ∧ dT 1 = dvolg andD ∈ χ(r)B 0 + (1 − χ(r))B 1 where 0 ≤ χ ≤ 1 is a smooth cutoff function such that χ(r) = 1 if r > 1 and χ(r) = 0 if r < 1 2 . Here B 0 = {∂ µ : µ = 0, ..., n}, B 1 = {Z µν : µ, ν = 0, ..., n}.
to define Fg(T 1 , v). With above notation and given initial data (6.1), we have for some constant C 0 > 0 such that
where C is independent of 1 if it is small enough.
Proof. Near the boundary of Ξ t 1 , we can choose the coordinates (ρ, θ) and with this coordiantes, 
for some C > 0, the second inequality comes from Sobolev embedding theorem. See Lemma 2.2.
We find out the existence of h to the equations (1.3) (resp.h to the euqations (4.5)) by considering it as the limit of a sequence h l (resp.h l ), which are solutions to the linear equations (resp. their conformal transformation) for l ≥ 0 starting with h −1 = 0 (resp.h −1 = 0):
2h l and h l has Cauchy data (h 0 , h 1 ). Notice that there is no guarantee that (t, x) are wave coordinates w.r.t. g l . However, we don't need this property here. In the conformal transformation of equations,
We also study the equation for h l+1 − h l andh l+1 −h l to get the convergence of h l andh l :
(6.4)
is true for i = 0, ..., l then
Here C is a constant independent of l, t, 1 and M N 1 (0;h l+1 ,g l ) for 1 small enough.
Proof. When i = 0, sinceh −1 = 0, the condition in Lemma 6.1 is automatically satisfied. Hence h0 L ∞ (Ξ t 1 ) < C 1 . Here C is the constant in Lemma 6.1 independent of l, t. Choose 1 such that C < 1 and we can apply Lemma 6.1 until i = l + 1, i.e. on Ξ
for i = 0, ..., l + 1. To get the high energy estimate forh l+1 , we first deduce the equation forD
Ihl+1
for |I| = k ≤ N :
By Lemma 5.3 and Lemma 5.4, we have
]. Here C > 0 is a constant independent of 1 if it is small enough. We finish the proof.
Proposition 6.1. There exists 1 > 0 such that if < 1 then the equations (4.5) have a unique solution in Ω 1 such that 
We do energy estimates forh l+1 −h l which satisfies equations (6.4) and hence
Here the estimates forh l+1 −h l are deduced in the same way as in the proof of Lemma 6.2 :
where C > 0 is a constant independent of 1 . This implies that
Then µ 0 ≤ 1 and for l ≥ 1, µ l ≤ 2C 1 e 3 4 C µ l−1 . Choose 1 and hence 1 even smaller if necessary such that 2C 1 e 3 4 C ≤ 1 2 . Then for any t ∈ [0,
]. Hereh provides a solution to equations (4.5). Choose 1 and hence 1 even smaller if necessary such that Lemma 6.2 holds forh:
We finish proving the existence.
For the uniqueness, suppose there is another solutionsh with the same Cauchy data such that M 
A similar estimates as above shows that
for some constant C > 0. Thereforeh =h .
Remark 1. When restricting to Ω 1 , all the proofs work for spacial dimension n ≥ 3.
6.2.
In Ω 2 . To solve the equations (4.5) up to Ω 2 with given Cauchy data (6.1), we first notice that the solution we find in Ω 1 can be extended a bit over Σ 1 since Ω 1 is closed. If the Cauchy data is small enough, we show that this extension will never stop in Ω 2 until it arrives S 
Here dµ
in the definition of Fg(T 2 , v). Recall that we choose δ ∈ (0, δ) such that
With above notation, Proposition 6.1 implies that for some C 1 > 0,
for some constant C independent of 2 if it is small enough. Moreover, there exists 2 > 0 such that
for some constant C independent of 2 if it is small enough.
Proof. Similar as the proof of Lemma 6.1, the equivalence between M 
The second and third inequalities come from Sobolev embedding theorem. See Lemma 2.2
Next we show that the harmonic gauge conditions makeh ρρ have a bit more decay thanh when approaching S + 1 . By Lemma 4.3,
and for i + |I| ≤ N 2 + 1,
And the last inequality is proved similarly as above: for i + j + |I| ≤ N, j > 0,
and for i + |I| ≤ N ,
Proposition 6.2. For n ≥ 4, there exists 2 > 0 such that if < 2 , then the equations (4.5) have a unique solution in Ω 2 such that
, where C > 0 is a constant depending on δ, δ but independent of 2 if it is small enough.
Proof. By the proof of existence theorem in Ω 1 , we see that first we can choose 2 > 0 small such that the we can solve the equations (4.5) for t < t 0 < 0 with the conditions in Lemma 6.3 holds.
Then by Lemma 5.2, for t
Here the divergence term can be estimated according to Lemma 4.9, 5.5, 5.6:
where C > 0 is a constant independent of 2 if it is small enough. Notice the faster decaying ofh ρρ andD Ih ρρ in ρ 1 direction guarantees that the perturbation of Qg, Fg, g all fall into the smaller term and the leading term a −1 (1 − 2δ) is determined by the linear equations. Here ∂ t (L N 2 (t;h,g)) 2 ≥ 0 since it is an increasing function of t. Choose smaller if necessary such that
4 , t 0 ) where C > 0 is a constant independent of 2 too. So we prove (6.6) for t ∈ [− 1 4 , t 0 ). Moreover,
, for some C > 0 independent of 2 if it is small enough. Hence choosing 2 even smaller if necessary such that above two inequalities guarantee that the conditions in Lemma 6.3 holds up to T 2 = t 0 , which allows us to extend the solution up to and hence a bit over T 2 = t 0 with all the above estimates hold without changing of constants. Therefore the extension will never stop until it arrives Ω 2 ∩ S 1 . We finish the proof.
Corollary 6.1. For n ≥ 4, suppose < 2 where 2 is chosen such that Proposition 6.2 holds. Theñ
≤ C for some C > 0 depending on δ, δ but independent of 2 if it is small enough.
Proof. By Lemma 6.3 and Proposition 6.2, for some constant C > 0
Henceh is C 0,δ up to Ω 2 ∩ S + 1 and the radiations fieldh| Ω2∩S1 is well defined. Moreover, define
Then for some C , C , C > 0
Here the C term comes from the derivative of the volume form dµ T 2 g . Since
is bounded, this implies that 6.3. In Ω 3 . To solve the equations (4.5) in Ω 3 we first notice that with Cauchy data small enough, the solution we find in Ω 1 ∪ Ω 2 can be extended to Ω 3 since it is a compact domain in the interior of X. We show that if the Cauchy data is small enough then this extension can continue into Ω 3 and never stop until it arrives S Define the high energy norm on Σ 2 , Σ 4 and Ξ
in the definition of Fg(T 3 , v) in Ω 3 . Notice that in Ω 2 , we use the quadratic form Fg(T 2 ,D I v), ∇T 2 g on Σ 2 to define the norm L (
for some constant C > 0. On the other hand, T 2 and T 3 are equivalent on Σ 2 ∩ Ω 3 , i.e. 
where C 3 > 0 independent of if it is small enough. In particular we choose δ ∈ (0, δ) in the definition of T 3 such that 
for some constant C independent of 3 if it is small enough. Moreover, There exists
Proof. The proof of equivalence between M N 3 (t; v,m) and M N 3 (t; v,g) is the same as before, which is directly from the equivalence of quadratic forms Fg(T 3 , v), ∇T 3 m , Fg(T 3 , v), ∇T 3 g and equivalence of volume forms dvolm, dvolg. And M N 3 (t;h,m) gives the Sobolev norms:
for some C > 0. Changing coordinates from (ρ, τ, θ) to (t, τ, θ), we can prove the rest inequalities similar as in Ω 2 .
Proposition 6.3. For n ≥ 4, there exists 3 > 0 such that if < 3 , then the equations (4.5) have a unique solution up to Σ 4 such that
where C > 0 is a constant depending on δ, δ but independent of 3 if it is small enough.
Proof. We first can choose 3 such that we can solve the equation in Ω 1 ∪ Ω 2 ∪ Ω 3 and (6.7) holds. Choose 3 even smaller if necessary such that we can extend the solution up to t < t 0 for some t 0 ∈ (−1, 0) with Lemma 6.4 satisfied and
Then by Lemma 5.2,
Here the divergence term can be estimated by Lemma 5.7, 5.8 as follows:
Here δ < δ < 1 2 and C > 0 depends on δ, δ only if 3 small enough. Moreover,
where C > 0 is independent of 3 if it is small enough. We have proved (6.8) for all t ∈ [−1, t 0 ). Notice that by Lemma 6.4,
1h ρρ L ∞ (Σ2) + C C . Choose 3 even smaller if necessary such that the above two inequalities guarantee that Lemma 6.4 holds. Then when we extend the solution up to and a bit over t 0 , all the above estimates are still true with the same constants. Hence the extension does not stop until it arrives S + 1 .
Corollary 6.2. For n ≥ 4 suppose < 3 with 3 chosen in Proposition 6.3. Thenh is C δ up to
≤ C for some constant C > 0 depending on δ but independent of 3 if it is small enough.
Proof. By Lemma 6.4 and Proposition 6.3, for some constant C > 0
Henceh is C 0,δ up to Ω 3 ∩ S + 1 and the radiations fieldh| Ω3∩S1 is well defined. Moreover, define
Then for some C , C , C > 0, 
Here dµ (
for some C > 0. Moreover, T 3 and T 4 are also equivalent on Σ 4 , i.e. 
where C 4 > 0 independent of if it is small enough. In particular, in the definition of T 4 we choose α ∈ (1, n−1 1−2δ ) such that Lemma 5.10 holds for λ = 1 − 2δ, and in the definition of T 4 we choose δ ∈ (0, δ) which is close to δ such that δ − δ < 
for some constant C independent of 4 if it is small enough. Moreover, there exists 4 > 0 such that 
for some C > 0. The Sobolev embedding inequalities here come from thinking of Ξ t 4 as a union of two domains, {ā ≥ √ t} a bounded domain with compact metric and {ā ≤ √ t} a domain in manifold with boundary which carries b-metric. Changing coordinates from (a, b, θ) to (t, b, θ), we can prove the rest inequalities similar as in Ω 2 .
Proposition 6.4. For n ≥ 4, there exists 4 > 0 such that if < 4 , then the equations (4.5) have a unique solution all over Ω 4 such that
where C > 0 is a constant depending on δ, δ but independent of 4 if it is small enough.
Proof. We first can choose 4 such that we can solve the equation in Ω 1 ∪ Ω 2 ∪ Ω 3 and (6.9) holds. Choose 4 even smaller if necessary such that we can extend the solution to t < t 1 for some t 1 ∈ (t 0 , 0) with Lemma 6.5 satisfied and |t|
Here the divergence term can be estimated by Lemma 5.9, 5.10, 5.11 as follows:
where f (t) = e t t 0 2C |t | δ−δ −1 | ln |t ||dt is positive and uniformly bounded for t ∈ [t 0 , 0]. This implies
Here C depends on δ, δ only if 4 small enough. So we have proved (6.10) for t ∈ [t 0 , t 1 ). By Sobolev embedding theorem and Lemma 6.5, this gives
where σ = has some decay as τ → −∞. To refine the image space for the radiation field, first let us consider the Cauchy data with only conormal singularity at ∂Σ 0 . 2 ,n−2 . Since Re λ < n − 2 for n ≥ 4, this term contributes zero to the boundary operator. See [MW] for details.
By Lemma 7.3 and the mapping property of m R F given in [MW] , we show the following lemma. Here g R F < C for some constant C > 0 independent of (h 0 , h 1 ) ∈ V N,δ ∩ A n−1 2 +δ (Σ 0 ). Moreover, m R F is an isomorphism. 
Appendix
In this section, we prove some mapping property of P = | | 1 2 on R n for n ≥ 3 by the same method we used in [MW] , where we show the mapping properties of Radon transform and Radiation field map for standard wave equation.
Define for u ∈ C ∞ c (R n ) (8.1) P u(x) = 1 (2π) n R n R n e i(x−y)·ξ |ξ|u(y)dydξ.
Then a similar proof as for the inverse Radon transform in [He] shows that: Proposition 8.1. For n ≥ 3 and λ ∈ (0, n − 1), P extends to an isomorphism:
satisfying P 2 = .
Proof. By the mapping property of , we only need to show the above map is continuous. For Re λ ∈ (0, n − 1), by a similar proof as in [MW] , P extends to a continuous map
which restricts to the boundary to define
Here B(τ ) is a meromorphic family of semicalssical pseudodifferential operator with simple poles at (n + N 0 ) ∪ (−N) . Moreover, let A(τ ) : C ∞ (S n−1 ) −→ C ∞ (S n−1 ) defined by the Schwartz kernel (θ · ω) By Mellin transform and taking α = Reτ , we finish the proof.
