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1 Introduction
Dynamic programming is one of the most fundamental tools in economic analysis. A typical
setup for dynamic programming is a problem of maximizing the infinite sum of discounted re-
turns subject to feasibility constraints. In order to apply a recursive approach, it is commonly
assumed that the problem is “stationary”: the returns are represented by a time invariant “return
function,” and the constraints are expressed as a time invariant “feasibility correspondence.” The
maximum (or supremum) of the infinite sum is called the “value function,” and this function can
often be computed as a solution to the associated “Bellman equation.” When one considers using
this approach, two fundamental questions arise:
A. Is the value function a solution to the Bellman equation?
B. Is a solution to the Bellman equation the value function?
Question A is rarely questioned, and it is often taken for granted that the answer is yes. The
answer is indeed yes, provided that the Bellman equation is well defined. Stokey and Lucas (1989,
Theorem 4.2) show that the value function solves the Bellman equation if the return function is
finite, in which case the Bellman equation is always well defined. In a more general nonstationary
framework, Kamihigashi (2008) shows that the value function solves the Bellman equation if
and only if the Bellman equation is well defined. Thus the answer to Question A is now fully
understood.
Concerning Question B, against common wisdom, the straight answer to this question is no.
There are obvious solutions to the Bellman equation that are not the value function. For example,
the function identically equal to∞ is a trivial solution to the Bellman equation; so is the function
identically equal to −∞. Even if these trivial functions are ruled out, the answer is still no in
general unless the space of possible candidate solutions is further restricted. In Subsection 4.1 we
present a trivial example that has a continuum of finite solutions to the Bellman equation.
Perhaps the best known result related to Question B is that if the return function is bounded
and continuous, and if the feasibility correspondence is continuous and compact-valued, then
the Bellman equation has a unique solution in the space of bounded continuous functions, and
this solution is the value function (e.g., Stokey and Lucas, 1989, pp. 77–78). In other words,
under these conditions, a solution to the Bellman equation in the space of bounded continuous
function is the value function. This existence part of this result is shown by using the contraction
mapping theorem. Much of the subsequent economic literature on dynamic programming is based
on various forms of contractions. Among them are weighted contractions (Boyd, 1990; Alvarez
and Stokey, 1998; Dura´n, 2000), and local contractions (Rinc´on-Zapatero and Rodr´ıguez-Palmero,
2003, 2007, 2009; Martins-Da-Rocha and Vailakis, 2010). In these studies, the space of candidate
solutions is restricted to those of continuous functions with appropriate topologies.
A more direct approach is used by Le Van and Morhaim (2002), who show that the value
function is a unique solution to the Bellman equation in the space of upper semicontinuous
functions satisfying transversality-like conditions. Conditions similar to these are used by Stokey
and Lucas (1989, Section 4.1) to characterize the value function.
All the aforementioned results regarding Question B assume that the return function and
the feasibility correspondence are continuous. Under additional technical assumptions, they also
show that iteration of the Bellman equation leads to the value function.
1
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2 A General Principle
The setup is the same as in Kamihigashi (2012). Let X be a set. Let Γ be a nonempty-valued
correspondence from X to X. Let D be the graph of Γ:
D = {(x, y) ∈ X ×X : y ∈ Γ(x)}. (1)
We call a path {xt}∞t=0 feasible if Let Π and Π(x0) denote the set of feasible paths and that of
feasible paths from x0, respectively:
Π = {{xt}∞t=0 ∈ X∞ : ∀t ∈ Z+, xt+1 ∈ Γ(xt)}. (2)
Π(x0) = {{xt}∞t=1 ∈ X∞ : {xt}∞t=0 ∈ Π}, x0 ∈ X. (3)
Let u : D → [−∞,∞). Let β ≥ 0. Given x0 ∈ X, consider the following optimization
problem:
sup
{xt}∞t=1∈Π(x0)
L
T↑∞
T∑
t=0
βtu(xt, xt+1), (4)
where L ∈ {lim inf, lim sup}. Since u(x, y) < ∞ for all (x, y) ∈ D, the objective function is well
defined for any feasible path. Define
L? =
{
lim inf if L = lim sup,
lim sup if L = lim inf.
(5)
Note that for any sequence {at}∞t=0 in [−∞,∞], we have
L
t↑∞
[−at] = − L?
t↑∞
at. (6)
The value function v∗ : X → R is defined by
v∗(x0) = sup
{xt}∞t=1∈Π(x0)
L
T↑∞
T∑
t=0
βtu(xt, xt+1), x0 ∈ X. (7)
We define
Π0 = {{xt}∞t=0 ∈ Π : L
T↑∞
T∑
t=0
βtu(xt, xt+1) > −∞}, (8)
Π0(x0) = {{xt}∞t=1 ∈ Π(x0) : {xt}∞t=0 ∈ Π0}, x0 ∈ X, (9)
X0 = {x ∈ X : Π0(x) 6= ∅}. (10)
We follow the convention that sup ∅ = −∞. Thus we have
∀x0 ∈ X, v∗(x0) = sup
{xt}∞t=1∈Π0(x0)
L
T↑∞
T∑
t=0
βtu(xt, xt+1). (11)
2
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Let V be the set of functions from X to [−∞,∞). Consider the Bellman equation
v(x) = sup
y∈Γ(x)
{u(x, y) + βv(y)}, x ∈ X, (12)
where v ∈ V . We say that a function v ∈ V solves, or is a solution of, the Bellman equation (12)
if v satisfies (12). We can also write the Bellman equation simply as v = Bv, where B is the
operator on V defined by
(Bv)(x) = sup
y∈Γ(x)
{u(x, y) + βv(y)}, x ∈ X. (13)
This operator is called the Bellman operator. A solution of the Bellman equation is a fixed point
of the Bellman operator.
If v ∈ V , then Bv is well defined, but it need not be the case that Bv ∈ V . If v 6∈ V , then
Bv need not be well defined. This is because it is possible that u(x, y) = −∞ while v(y) =∞ for
some (x, y) ∈ D, in which case Bv is not well defined.1 For this reason we assume the following
for the rest of this paper:
v∗ ∈ V. (14)
If a solution of the Bellman equation (12) in V coincides with the value function v∗, then
(14) must be satisfied. Thus (14) is a minimum requirement to analyze the relation between a
solution of the Bellman equation and the value function. Furthermore, if (14) is violated, it is
often possible to normalize the problem so that (14) holds; see Subsection 5.4 for an example.
It is well known that the value function solves the Bellman equation in a slightly less general
setting (Stokey and Lucas, 1989, Theorem 4.2). This extends to our general framework, and we
state it here for later referenc.
Lemma 2.1. The value function v∗ solves the Bellman equation (12).
Proof. Follows from Kamihigashi (2008).
We are ready to state the main result of this paper.
Theorem 1. Let v ∈ V be a solution of the Bellman equation (12). Then v = v∗ if and only if
the following two conditions hold:
(a) For any {xt} ∈ Π0, we have
L?
T↑∞
βT v(xT ) ≥ 0. (15)
(b) For any x0 ∈ X and  > 0, there exists {xt} ∈ Π(x0) such that
∀T ∈ N, v(x0) ≤
T−1∑
t=0
βtu(xt, xt+1) + β
T v(xT ) + , (16)
L?
T↑∞
βT v(xT ) ≤ . (17)
1See Kamihigashi (2012) for a simple nonstationary problem of this nature.
3
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Proof. See Appendix 6.
This result is a general principle. It requires no structure beyond the common framework
of discrete-time stationary optimization problems with time-additive returns. In particular, the
state space X is an arbitrary set.
Since conditions (a) and (b) are necessary and sufficient, they are the weakest possible suf-
ficient conditions for a solution of the Bellman equation (12) to equal v∗. The proof of the
sufficiency part of Theorem 1 shows that conditions (a) and (b) have different roles:
Proposition 1. Let v ∈ V be a solution of the Bellman equation (12). Then condition (a) of
Theorem 1 implies that v∗ ≤ v, and condition (b) implies that v ≤ v∗.
Proof. See Lemmas 6.6 and 6.7.
As we discuss in the next section, the equality version of (15) (with L? = lim) is one of the
most commonly used sufficient conditions for a solution of the Bellman equation to equal the value
function. By contrast, to our knowledge, condition (b) is new to a large extent. To understand
this condition, it is useful to note that any solution of the Bellman equation (12) has the following
property.
Lemma 2.2. Let v ∈ V be a solution of the Bellman equation (12). Then for any  > 0, there
exists {xt} ∈ Π(x0) satisfying (16).
Proof. See Stokey and Lucas (1989, p. 73) or Kamihigashi (2012, Lemma 4.1).
Therefore, condition (b) automatically holds if (17) with  = 0 is assumed to hold for all
feasible paths. This assumption is often made indirectly in the literature, as we discuss in the
next section. However, there are subtle cases in which the assumption does not hold, and the full
strength of condition (b) is needed when one wishes to reject a solution of the Bellman equation
as the value function; see Subsections 5.2, 5.3.
One might wonder if X could be replaced by X0 in condition (b). This is in fact impossible,
as we illustrate using a simple example in Section 4.2.
Consider the following assumption, which is often used in the literature.
Assumption. For any {xt} ∈ Π, the limit
lim
T↑∞
T∑
t=0
βtu(xt, xt+1) (18)
exists in [−∞,∞).
Under this assumption, the version of Theorem 1 with L? = lim sup and the one with with
L? = lim inf are both valid. Thus the value function must satisfy the stronger version of each of
conditions (a) and (b):
Corollary 1. Let Assumption 2 hold. Let v ∈ V be a solution of the Bellman equation. Then
v = v∗ if and only if
4
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(a’) For any {xt} ∈ Π0, we have
lim inf
T↑∞
βT v(xT ) ≥ 0. (19)
(b’)For any x0 ∈ X and  > 0, there exists {xt} ∈ Π(x0) satisfying (16) such that
lim sup
T↑∞
βT v(xT ) ≤ . (20)
Proof. Conditions (a’) and (b’) are necessary, as mentioned above. They are also sufficient since
they imply conditions (a) and (b) of Theorem 1 whether L = lim inf or L = lim sup.
With an additional argument, we obtain sufficient conditions weaker than those given by
either version of Theorem 1:
Proposition 2. Let Assumption 2 hold. Let v ∈ V be a solution of the Bellman equation (12).
Then v = v∗ if and only if the following two conditions hold:
(a”) For any {xt} ∈ Π0, we have
lim sup
T↑∞
βT v(xT ) ≥ 0. (21)
(b”) For any x0 ∈ X and  > 0, there exists {xt} ∈ Π(x0) satisfying (16) such that
lim inf
T↑∞
βT v(xT ) ≤ . (22)
Proof. The “only if” part follows from Corollary 1. To see the ‘if” part, assume conditions (a”)
and (b”). By condition (a”) and Proposition 1 with L = lim inf, for any x0 ∈ X we have
v(x0) ≥ sup
{xt}∈Γ(x0)
lim inf
T↑∞
T∑
t=0
βu(xt, xt+1) (23)
= sup
{xt}∈Γ(x0)
lim
T↑∞
T∑
t=0
βu(xt, xt+1) = v
∗(x0), (24)
where the first equality uses Assumption 2. It follows that v∗ ≤ v. Likewise we have v ≤ v∗ by
condition (b”) and Proposition 1 with L = lim sup. Hence v = v∗.
In what follows, we proceed without Assuming 2, since one of the advantages of the use of the
operator L is that one need not worry about the validity of this assumption. Except for Sections
4.5 and 5.1, where we present examples in which the definition of L affects the value function and
optimal paths, we simply use L and L? without discussing the possibility that L can be replaced
by lim.
5
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3 Sufficient Conditions
In this section we take a solution v ∈ V of the Bellman equation (12) as given, and present a
series of sufficient conditions for v to equal v∗ as consequences of Theorem 1. By doing this, we
clarify the relationship between Theorem 1 and many of the related results in the literature as
well as develop some new results.
We start with the equality version of (15), which is one of the most commonly used sufficient
conditions for a solution of the Bellman equation to equal the value function, as mentioned above.
The following is a slight generalization of Theorem 4.3 in Stokey and Lucas (1989).
Corollary 2. We have v = v∗ if any {xt} ∈ Π satisfies
L?
T↑∞
βT v(xT ) = 0. (25)
Proof. Let x0 ∈ X. Let {xt} ∈ Π0(x0). Then (15) follows from (25). Thus condition (a) holds.
To see condition (b), let  > 0. By Lemma 2.2 there exists {xt} ∈ Π(x0) satisfying (16). We also
have (17) by (25). Thus condition (b) holds. We now have v = v∗ by Theorem 1.
The above result is particularly useful when v is bounded:
Corollary 3. Suppose that v is bounded and that β < 1. Then v = v∗.
Proof. If v is bounded and β < 1, then (25) holds for any {xt} ∈ Π. Thus v = v∗ by Corollary
2.
If u is bounded and β < 1, then the Bellman equation (12) has a solution that is a bounded
function on X To see this, suppose that u is bounded and β < 1. Then the Bellman operator
B maps the Banach space of bounded functions on X (Dunford and Schwartz, 1988, p. 257)
to itself, and it can easily be shown that B is a contraction mapping (Stokey and Lucas, 1989,
Theorem 3.3). Thus by the contraction mapping theorem (Stokey and Lucas, 1989, Theorem
3.2), B has a unique fixed point in the space of bounded functions on X. This fixed point equals
v∗ by Corollary 3.
If u is unbounded, however, (25) with v = v∗ is easily violated. For example, suppose that
there exists x ∈ X with x ∈ Γ(x) and u(x, x) = −∞. Then the constant path {xt} with xt = x
for all t ∈ Z+ violates (25) with v = v∗. This can be remedied by restricting the set of feasible
paths required to satisfy (25) while introducing an additional condition:
Corollary 4. Suppose that (i) any {xt} ∈ Π0 satisfies (25), and that (ii) any {xt} ∈ Π satisfies
L?
T↑∞
βT v(xT ) ≤ 0. (26)
Then v = v∗.
Proof. Condition (i) above implies condition (a) of Theorem 1. Condition (ii) and Lemma 2.2
imply condition (b) of Theorem 1. Thus v = v∗ by Theorem 1.
6
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Under various additional assumptions, Le Van and Morhaim (2002, Theorem 2) show that
conditions (i) and (ii) above are also necessary for v to equal v∗. Their assumptions imply that
v∗ satisfies (26) for all {xt} ∈ Π (Le Van and Morhaim, 2002, Proposition 4). This implication
alone is sufficient to show their result on necessity and sufficiency:
Corollary 5. Suppose that any {xt} ∈ Π satisfies
L?
T↑∞
βT v∗(xT ) ≤ 0. (27)
Then v = v∗ if and only if conditions (i) and (ii) of Corollary 4 hold.
Proof. The “if” part follows from Corollary 4. To see the “only if” part, suppose that v = v∗.
Then condition (ii) follows from (27). Let {xt} ∈ Π0. By condition (a) of Theorem 1, we have
(15). Since we also have (26), we obtain (25).
Conditions (i) and (ii) of Corollary 4 are implied by the conditions used by Rinc´on-Zapatero
and Rodr´ıguez-Palmero (2003, DP3’(ii)(b), Theorem 6) and Martins-da-Rocha and Vailakis (2010,
DP4(c), DP5) given the existence of a solution of the Bellman equation (12) established by their
results. The existence and uniqueness parts of these results are generalized by Kamihigashi
(2012, Theorem 2.1), and the conditions used in his result imply condition (a) of Theorem 1 and
condition (ii) of Corollary 4:
Corollary 6. Under condition (a) of Theorem 1 and condition (ii) of Corollary 4, we have
v = v∗.
Proof. Assume condition (a) of Theorem 1 and condition (ii) of Corollary 4. Then condition (i)
of Corollary 4 holds. Thus v = v∗ by Corollary 4.
As the above proof shows, Corollary 6 is a simple variation of Corollary 4. Using Corollary 6
we obtain the following.
Proposition 3. We have v = v∗ if β < 1 and the following two conditions hold.
(i) There exist θ > 0 and η ∈ R such that
∀(x, y) ∈ D, u(x, y) ≤ θv(x) + η. (28)
(ii) For any x0 ∈ X, there exists a sequence {ξt} in R+ with
∑∞
t=0 β
tξt <∞ such that
∀{xt} ∈ Π(x0),∀t ∈ Z+, v(xt) ≤ ξt. (29)
Proof. See Appendix 7.
In many cases, condition (i) of Proposition 3 is also a necessary condition. For example,
suppose that there exists x ∈ X such that x ∈ Γ(x) and u(x, x) > −∞ for all x ∈ X. Then
v∗(x) ≥ u(x, x) + βu(x, x)/(1− β) for all x ∈ X; hence v∗ satisfies condition (i) of Proposition 3.
Condition (ii) of Proposition 3 is rather restrictive, but it is satisfied in some important models;
see Section 4.4 for an application of Proposition 3.
Since condition (a) of Theorem 1 is a necessary condition, it cannot be weakened any further.
On the other hand, condition (ii) of Corollary 4 can still be relaxed. Since the role of this condition
is to ensure that v ≤ v∗, it is not necessary to require all feasible paths to satisfy it. In fact, for
each initial state, we only need one feasible path that satisfies it as well as an additional equation:
7
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Corollary 7. Suppose that (i) condition (a) of Theorem 1 holds, and that (ii) for any x0 ∈ X,
there exists {xt} ∈ Π(x0) satisfying (26) such that
∀t ∈ Z+, v(xt) = u(xt, xt+1) + βv(xt+1). (30)
Then v = v∗.
Proof. Condition (ii) above implies condition (b) of Theorem 1; in fact, (30) implies that the
equality version of (16) holds with  = 0, and (26) implies (17) for any  > 0. Thus v = v∗ by
Theorem 1.
Corollary 7 is particularly useful when it is easy to find a feasible path satisfying (30) from
any initial state. This is the case if Γ is compact-valued and u and v are continuous or upper
semicontinuous. In this case, the supremum on the right-hand side of the Bellman equation (12)
is achieved at some y ∈ Γ(x) for any x ∈ X, so that from any initial state, it is possible to
construct a feasible path satisfying (30). This is assumed in the following result.
Proposition 4. Suppose that (i) any {xt} ∈ Π0 satisfies (25), and that (ii) for any x0 ∈ X, there
exists {xt} ∈ Π(x0) satisfying (30) and
L?
T↑∞
βT v(xT ) <∞. (31)
Then v = v∗.
Proof. See Appendix 7.
This result extends the sufficiency part of Theorem 7.4.1 in Le Van and Dana (2003), which
is shown in an undiscounted optimal growth model, to our general framework; see Section 5.4 for
further discussion on their result.
Finally, the strength of Theorem 1 is that it is applicable even when there is no feasible path
satisfying both (26) and (30). In such a case, it is still possible to verify v = v∗ provided that
there is an approximate solution to (26) and (30); see Subsection 5.3 for an application of the
sufficiency part of Theorem 1.
4 Examples with Discounting
In this section we assume that β ∈ [0, 1) though our arguments do not always require this
assumption.
4.1 A Trivial Example with Multiple Solutions
Consider the example of Kamihigashi (2012, Section 3.1). Let X = Z+. Suppose that for all
x ∈ X, we have
Γ(x) = {x+ 1}, u(x, x+ 1) = 0. (32)
8
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For α ∈ R and x ∈ X, let vα(x) = αβ−x. Let α ∈ R. We have
u(x, x+ 1) + βvα(x+ 1) = βαβ
−x−1 = vα(x). (33)
Thus vα solves the Bellman equation. Let {xt} ∈ Π. Then
βT vα(xT ) = β
Tαβ−xT = βTαβ−x0−T = αβ−x0 . (34)
Therefore, if α > 0, then vα violates condition (b) of Theorem 1 since β
T vα(xT ) = αβ
−x0 > 0
for all T ∈ Z+. Similarly, if α < 0, then vα violates condition (a) of Theorem 1. Therefore, if
α 6= 0, then vα 6= v∗ by Theorem 1. If α = 0, then vα satisfies both conditions (a) and (b). Hence
v∗ = v0; i.e., v∗(x) = 0 for all x ∈ X. This can be seen directly from (32).
4.2 X Cannot Be Replaced with X0 in Condition (b)
Let X = Z+. Suppose that for all x ∈ X, we have
Γ(x) = {x+ 1}, u(x, x+ 1) = −β−x. (35)
For α ∈ R and x ∈ X, let
vα(x) = (α+ x)β
−x. (36)
Let α ∈ R. For any x ∈ X, we have
u(x, x+ 1) + βvα(x+ 1) = −β−x + β(α+ x+ 1)β−x−1 (37)
= (α+ x)β−x = vα(x). (38)
Therefore vα solves the Bellman equation.
Note that for any {xt} ∈ Π and T ∈ Z+ we have
T∑
t=0
βt[−β−xt ] = −
T∑
t=0
βtβ−x0−t = −(T + 1)β−x0 → −∞ as T ↑ ∞. (39)
Thus X0 = ∅ and v∗(x0) = −∞ for any x0 ∈ X. Since vα(x) > −∞ for all x ∈ X, it follows
that v∗ 6= vα. This conclusion could not be reached by Theorem 1 if X were replaced by X0 in
condition (b) since X0 = ∅ here. However, for any {xt} ∈ Π we have
βT vα(xT ) = β
T (α+ xT )β
−xT = (α+ xT )β−x0 →∞ as T ↑ ∞. (40)
Thus vα in fact violates condition (b), and we have vα 6= v∗ by Theorem 1.
9
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4.3 Optimal Growth with Linear Utility and Production
Let X = R+ and θ > 0. Suppose that for all x ∈ X, we have
Γ(x) = [0, θx], ∀y ∈ Γ(x), u(x, y) = θx− y. (41)
Let vθ(x) = θx. Suppose that βθ ≤ 1. Then
u(x, y) + βvθ(y) = θx− y + βθy (42)
= θx− (1− βθ)y ≤ θx = vθ(x). (43)
Thus vθ(x) = supy∈Γ(x){u(x, y) + βvθ(y)}, and the supremum is achieved at y = 0. Therefore
vθ solves the Bellman equation. If βθ < 1, then any feasible path {xt} satisfies βT vθ(xT ) ≤
(βθ)Tx0 → 0 as T ↑ ∞; thus vθ = v∗ by Corollary 2.
Suppose that βθ = 1. In this case, the feasible path given by xt = θ
tx0 for all t ∈ Zt with
x0 > 0 violates (25); thus Corollary 2 does not apply. On the other hand, since vθ ≥ 0, condition
(a) trivially holds. Note from (42) and (43) that any {xt} ∈ Π satisfies (30). Let {xt} ∈ Π(x0) be
given by xt = 0 for all t ∈ N. Then (26) holds, and condition (ii) of Corollary 7 follows. Therefore
vθ = v
∗ by Corollary 7.
4.4 Optimal Growth with Increasing Returns
Let X = R+ and α > 0. Suppose that for all x ∈ X, we have
Γ(x) = [0, xα], ∀y ∈ Γ(x), u(x, y) = ln(xα − y). (44)
We assume that αβ < 1. This problem is considered by Stokey and Lucas (1989, Section 4.4)
under the assumption that α < 1 (though their argument applies to the case α > 1 as well). Our
primary concern here is the case α > 1, bur since our arguments do not require this assumption,
we proceed with the assumption that α > 0.
Stokey and Lucas (1989, Theorem 4.14) apply the following general result to this model:
Suppose that there exists vˆ ∈ V with the following properties: (I) Bvˆ ≤ vˆ, (II) v∗ ≤ vˆ, (III)
the pointwise limit v˜ ≡ limBnvˆ is a solution of the Bellman equation (12),2 and (IV) for any
{xt} ∈ Π, we have
L?
T↑∞
βT vˆ(xT ) ≤ 0. (45)
Then v˜ = v∗.
This result can be derived from our results as follows. Conditions (I) and (II) imply v∗ ≤ v˜
since v∗ = Bnv∗ ≤ Bnvˆ for all n ∈ N by the monotonicity of B. Since v∗ satisfies condition (a) of
Theorem 1, it follows that v˜ satisfies condition (a). Since v˜ ≤ vˆ, condition (IV) implies condition
(ii) of Corollary 4. Thus v˜ = v∗ by Corollary 6.
Following Stokey and Lucas (1989, p. 95), we define v : X → [−∞,∞) by
v(x) =
1
1− β
[
ln(1− αβ) + αβ ln(αβ)
1− αβ
]
+
α lnx
1− αβ , x ∈ X. (46)
2This limit is well defined since {Bnvˆ} is a decreasing sequence by condition (I) above.
10
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It can be directly shown that v solves the Bellman equation (12), as noted by Stokey and Lucas
(1989, p. 95). They show that v = v∗ by verifying conditions (I)–(IV) above with v˜ = v. Here we
show the same conclusion more easily by applying Proposition 3.
Let x0 ∈ X. Let {xt} ∈ Π(x0). Note from (44) that lnxt ≤ α lnxt−1 ≤ αt lnx0 for all t ∈ N.
Thus for any t ∈ Z+ we have
u(xt, xt+1) = ln[(xt)
α − xt+1] ≤ α lnxt ≤ αt lnx0 ≤ αt| lnx0|. (47)
The first inequality and (46) shows that condition (i) of Proposition 3 holds. For t ∈ Z+, let
ξt =
αt+1| lnx0|
1− αβ . (48)
Since 0 < αβ < 1, we have ln(1 − αβ) < 0 and ln(αβ) < 0. Thus it follows from (46) and (48)
that condition (ii) of Proposition 3 holds. Now we have v = v∗ by Proposition 3.
4.5 A Discounted Problem with lim inf 6= lim sup
In this example we show that the definition of L affects the value function as well as optimal
paths. We do not apply our results here.
Let X = R, β > 0. Suppose that for all x ∈ X, we have Γ(x) = {−x/β}, u(x, y) = x.
Let {xt}t ∈ Π(x0). We have xt = (−β−1)tx0, i.e., βtxt = (−1)tx0. Thus
T∑
t=0
βtu(xt, xt+1) =
T∑
t=0
βtxt =
{
x0 for T = 0, 2, 4, . . . ,
0 for T = 1, 3, 5, . . . .
(49)
lim inf
T↑∞
T∑
t=0
βtu(xt, xt+1) = min{x0, 0}, (50)
lim sup
T↑∞
T∑
t=0
βtu(xt, xt+1) = max{x0, 0}. (51)
This gives
v∗(x) = min{x, 0}
v∗(x) = max{x, 0}
5 Examples without Discounting
In this section we assume that β = 1. Undiscounted problems are common in the optimal
growth literature, as well as in the literature on environmental issues concerning intergenerational
distribution of resources.
11
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5.1 A Trivial Example with lim inf 6= lim sup
Let X = {−1, 1}. Suppose that for all x ∈ X, we have
Γ(x) = {−x}, u(x,−x) = x. (52)
Then for any x0 ∈ X, there is only one feasible path from x0, which is given by xt = (−1)tx0.
Thus for any T ∈ Z+ we have (49). The Bellman equation (12) reduces to
v(x) = x+ v(−x). (53)
For α ∈ R, let vα(1) = α and vα(−1) = α − 1. Then vα solves the Bellman equation for any
α ∈ R; indeed, vα(1) = 1 + vα(−1) and vα(−1) = −1 + vα(1). Define v∗ and v∗ as in Section ??.
Suppose that L = lim inf. Then condition (a) requires that vα(1) = α ≥ 0, while condition
(b) requires that vα(1) = α ≤ 0. Hence α = 0 and v∗ = v0; i.e., v∗(1) = 0 and v∗(−1) = −1.
This can be directly seen from (49).
Suppose that L = lim sup. Then condition (a) requires that vα(−1) = α − 1 ≥ 0, while
condition (b) requires that vα(−1) = α − 1 ≤ 0. Hence α = 1 and v∗ = v1; i.e., v∗(1) = 1 and
v∗(−1) = 0. This also directly follows from (49).
5.2 Cake Eating
Consider Gale’s (1967, p. 4) “cake eating” problem, which is an undiscounted version of the linear
growth model in Section ??. In particular, let X = R+ and β = 1. Suppose that for all x ∈ X,
we have
Γ(x) = [0, x], ∀y ∈ Γ(x), u(x, y) = x− y. (54)
For α ≥ 0, let vα(x) = αx. From the argument of (42) and (43) it follows that v1 solves the
Bellman equation. As in the AK model with βA = 1, we cannot use Corollary 2, but we obtain
v1 = v
∗ using Corollary 7.
Let α > 1. Note that
u(x, y) + vα(y) = x− y + αy = x+ (α− 1)y ≤ αx = vα(x). (55)
Thus vα(x) = sup{u(x, y) + vα(y)}, and the supremum is achieved at y = x. Therefore vα solves
the Bellman equation. Since v∗ = v1 as mentioned above, we already know that vα 6= v∗, but
let us show this using Theorem 1 for illustration purposes. Since vα ≥ 0, condition (a) trivially
holds. Thus we need to show that condition (b) is violated. To this end, let {xt} ∈ Π with x0 > 0.
Let T ∈ N. Note that
T−1∑
t=0
u(xt, xt+1) =
T−1∑
t=0
(xt − xt+1) = x0 − xT . (56)
We have
vα(x0)−
T−1∑
t=0
u(xt, xt+1)− vα(xT ) = (α− 1)(x0 − xT ). (57)
12
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Let  > 0. Assume (16). Then x0 − xT < /(α− 1), or xT > x0 − /(α− 1) for all T ∈ N. Thus
for any T ∈ N, we have vα(xT ) > αx0 − α/(α− 1), which is greater than  when  is sufficiently
close to zero. This means that it is impossible to satisfy both (16) and (17) when  sufficiently
close to zero. Hence by Theorem 1, vα 6= v∗.
5.3 Cake Eating with Strictly Concave Utility
Let X = R+ and β = 1 again. Let g : R+ → R+ be a strictly increasing, strictly concave,
continuously differentiable function with g(0) = 0 and limc↓0 g′(c) = 1. Suppose that for all
x ∈ X, we have
Γ(x) = [0, x], ∀y ∈ Γ(x), u(x, y) = g(x− y). (58)
Gale (1967, p. 4) shows that there is no optimal path for this problem. Intuitively, by strict
concavity of g, an optimal path must be such that consumption (xt− xt+1) is spread evenly over
the infinite horizon, but then consumption never takes place, and such a path cannot be optimal.
Even in this pathological case, Theorem 1 can be used to identify the value function. To see
this, for α ∈ [1,∞) and x ≥ 0, let vα(x) = αx. For any x ≥ 0 and y ∈ Γ(x), we have
u(x, y) + v(y) = g(x− y) + αy ≤ αx. (59)
To see the inequality, note that u(x, y)+v(y) is strictly increasing in y ∈ [0, x] since−g′(x−y)+α >
−g′(0) + α ≥ 0 for all y ∈ [0, x). It follows that vα(x) = supy∈Γ(x){g(x − y) + αy}, and the
supremum is achieved at y = x. Hence vα solves the Bellman equation.
Let {xt} ∈ Π with x0 > 0. We have
T−1∑
t=0
u(xt, xt+1) =
T−1∑
t=0
g(xt − xt+1) ≤
T−1∑
t=0
(xt − xt+1) = x0 − xT , (60)
where the inequality holds by concavity of g. It follows that
vα(x0)−
T−1∑
t=0
u(xt, xt+1)− vα(xT ) ≥ (α− 1)(x0 − xT ). (61)
Hence, if α > 1, then vα violates condition (b) for  sufficiently close to zero, as in the “cake
eating” problem with linear utility discussed above.
Consider the case α = 1 = g′(0). Note that condition (a) trivially holds. To see that condition
(b) also holds, let x0 ≥ 0. For i ∈ N, define {xit} by xit = (1 − t/i)x0 for t = 1, . . . , i and xit = 0
for t > i. Let T, i ∈ N and Ti = min{T, i}. Then
T−1∑
t=0
u(xit, x
i
t+1) =
T−1∑
t=0
g(xit − xit+1) = Tig(x0/i). (62)
13
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Since xT = (1− Ti/i)x0, it follows that
vα(x0)−
T−1∑
t=0
u(xit, x
i
t+1)− vα(xiT ) (63)
= x0 − xiT − Tig(x0/i) = Tix0/i− Tig(x0/i) (64)
= Ti[x0/i− g(x0/i)] ≤ i[x0/i− g(x0/i)] (65)
= x0[1− g(x0/i)/(x0/i)]→ 0 as i ↑ ∞. (66)
Let  > 0. Then for i large enough, we have (16) by (63)–(66). Note that limT↑∞ v1(xiT ) = 0 for
any i ∈ N. Therefore condition (b) holds, and v1 = v∗ by Theorem 1.
5.4 Optimal Growth without Discounting
Consider the undiscounted optimal growth model studied by Le Van and Dana (2003). In partic-
ular, assume the following: (H1) X is a compact, convex subset of Rn+ with n ∈ N such that X
has nonempty interior and 0 ∈ X; (H2) Γ is a continuous correspondence, and D is convex; (H3)
for any x, y, x′, y′ ∈ X such that y ∈ Γ(x), x′ ≥ x, and y′ ≤ y, we have y′ ∈ Γ(x′); (H4) there exist
(x, y) ∈ D with x  y; (H5) F (x, y) : (x, y) ∈ D 7→ R is continuous, strictly concave, increasing
in x, and decreasing in y.
Unless an additional assumption is introduced, the supremum
sup
{xt}∈Π(x0)
L
T↑∞
T∑
t=0
F (xt, xt+1) (67)
need not be finite, and (14) may fail. However, the problem can be normalized to satisfy (14).
For this purpose, note from Le Van and Dana (2003, Propositions 7.2.1, 7.2.2) that there exists
a unique x ∈ X such that
F (x, x) = max{F (x, x) : (x, x) ∈ D}. (68)
For (x, y) ∈ D, define
u(x, y) = F (x, y)− F (x, x). (69)
Le Van and Dana (2003, Theorem 7.2.1) show that for any x0 ∈ X, we have
v∗(x0) = sup
{xt}∈Π(x0)
L
T↑∞
T∑
t=0
u(xt, xt+1) <∞. (70)
Therefore Assumption 14 holds for this normalized problem. A feasible path in Π0 in this context
is known as a good programme.
Le Van and Dana (2003, Theorem 7.4.1) show that v = v∗ if and only if v is upper semicon-
tinuous and satisfies (25) for any {xt} ∈ Π0. Since our approach does not make it easier to show
that v∗ is upper semicontinuous, we focus on the sufficiency part of this result. In particular, we
14
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show it as a simple consequence of Proposition 4. To this end, suppose that v is a solution of
the Bellman equation such that it is upper semicontinuous and satisfies (25) for any {xt} ∈ Π0.
Then condition (i) of Proposition 4 holds. Let x0 ∈ X. Since v is upper semicontinuous and X
is compact, there exists {xt} ∈ Π(x0) satisfyinig (30); furthermore, maxx∈X v(x) exists and is
finite, which implies (31) (with β = 1). Thus condition (ii) of Proposition 4 holds. Now v = v∗
by Proposition 4.
6 Appendix A Proof of Theorem 1
Lemma 6.1. Let {at}∞t=1 and {bt}∞t=1 be sequences in [−∞,∞). Let c ∈ (−∞,∞). Then
(i) ∀t ∈ N, at + bt ≤ c =⇒ (ii) L
t↑∞
at ≤ c− L?
t↑∞
bt, (71)
(i) ∀t ∈ N, at + bt ≥ c =⇒ (ii) L
t↑∞
at ≥ c− L?
t↑∞
bt. (72)
Proof. To see (71), assume (71)(i). Let t ∈ N. If bt > −∞, then
at ≤ c− bt. (73)
This inequality also holds if bt = −∞. Applying Lt↑∞ to (73) and recalling (6) we obtain (71)(ii).
We have shown (71). To see (72), assume (72)(i). Let t ∈ N. By (72)(i) we have bt > −∞. Thus
at ≥ c− bt. Applying Lt↑∞ yields (72)(ii).
Lemma 6.2. For any {xt}∞t=0 ∈ Π and T ∈ N, we have
L
τ↑∞
τ∑
t=0
βtu(xt, xt+1) =
T−1∑
t=0
βtu(xt, xt+1) + L
τ↑∞
τ∑
t=T
βtu(xt, xt+1), (74)
L
τ↑∞
τ∑
t=T
βtu(xt, xt+1) ≤ βT v∗(xT ). (75)
Proof. Let {xt} ∈ Π and T ∈ N. Note that for any τ ≥ T , we have
τ∑
t=0
βtu(xt, xt+1) =
T−1∑
t=0
βtu(xt, xt+1) +
τ∑
t=T
βtu(xt, xt+1). (76)
Applying Lτ↑∞ to both sides yields (74). To see (75), note that
L
τ↑∞
τ∑
t=T
βtu(xt, xt+1) = β
T L
I↑∞
I∑
i=0
βiu(xT+i, xT+i+1). (77)
Since {xT+i}∞i=1 ∈ Π(xT ), we obtain (75).
15
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6.1 Sufficiency
Throughout the proof of the sufficiency part, we let v ∈ V be a solution of the Bellman equation
(12). Since u : D → [−∞,∞) and v ∈ V , we have
∀j ∈ Z+,
j∑
t=0
βtu(xt, xt+1) <∞, v(xj) <∞. (78)
Lemma 6.3. For any {xt} ∈ Π, we have
∀T ∈ N, v(x0) ≥
T−1∑
t=0
βtu(xt, xt+1) + β
T v(xT ). (79)
Proof. Since v solves the Bellman equation (12), for any t ∈ Z+ we have
v(xt) = sup
y∈Γ(xt)
{u(xt, y) + βv(y)} ≥ u(xt, xt+1) + βv(xt+1). (80)
By repeated application of this inequality, v(x0) ≥ u(x0, x1) + βv(x1) ≥ u(x0, x1) + βu(x1, x2) +
β2v(x2) ≥ · · · . Thus (79) follows.
Lemma 6.4. Let {xt} ∈ Π0. Suppose that
∃j ∈ N, v(xj) > −∞. (81)
Then −∞ < v(x0) <∞.
Proof. Let {xt} ∈ Π0. Let j ∈ N be such that v(xj) > −∞. Since {xt} ∈ Π0, we have
j−1∑
t=0
βtu(xt, xt+1) > −∞. (82)
From (79) with T = j, the above inequality, and (81), we obtain v(x0) > −∞. Since v ∈ V , we
also have v(x0) <∞.
Lemma 6.5. Let {xt} ∈ Π0 satisfy (81). Then
L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) ≤ v(x0)− L?
T↑∞
βT v(xT ). (83)
Proof. Let {xt} ∈ Π0 satisfy (81). Then (83) follows from (79), (78), and Lemmas 6.4 and 6.1.
Lemma 6.6. If condition (a) of Theorem 1 holds, then v∗ ≤ v.
16
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Proof. Let x0 ∈ X. If x0 6∈ X0, then v∗(x0) = −∞ ≤ v(x0). Suppose that x0 ∈ X0. Let
{xt} ∈ Π0(x0). Note that (15) implies (81). By Lemma 6.5 and (15), we have
L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) ≤ v(x0)− L?
T↑∞
βT v(xT ) ≤ v(x0). (84)
Applying sup{xt}∈Π0(x0) to the leftmost side and recalling (11), we obtain v
∗(x0) ≤ v(x0) again.
Since this is true for any x0 ∈ X, we have v∗ ≤ v.
Lemma 6.7. If condition (b) of Theorem 1 holds, then v ≤ v∗.
Proof. Let  > 0. Let {xt} ∈ Π(x0) satisfy (16) and (17). If v(x0) = −∞, then we trivially have
v(x0) ≤ v∗(x0). Suppose that v(x0) > −∞. Then from (16), (78), and Lemma 6.1, we have
v(x0)− L?
T↑∞
βT v(xT ) ≤ L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) +  (85)
≤ v∗(x0) + , (86)
where the second inequality uses the definition of v∗.
We claim that
−∞ < L?
T↑∞
βT v(xT ) ≤ . (87)
The first inequality follows from (85) and (86) since v∗ ∈ V and thus v∗(x0) < ∞. The second
inequality in (87) follows from (17).
Now from (85)–(87) we have
v(x0) ≤ v∗(x0) + + L?
T↑∞
βT v(xT ) ≤ v∗(x0) + 2. (88)
Hence v(x0) ≤ v∗(x0) + 2. Since  was arbitrary, we have v(x0) ≤ v∗(x0).
We have shown that v(x0) ≤ v∗(x0) for all x0 ∈ X. Hence v ≤ v∗.
To complete the proof of the sufficiency part, suppose that v satisfies conditions (a) and (b)
of Theorem 1. Then by Lemmas 6.6 and 6.7, we obtain v∗ ≤ v and v ≤ v∗, respectively. It follows
that v = v∗.
6.2 Necessity
Lemma 6.8. Let {xt}∞t=0 ∈ Π0. Then
∀j ∈ Z+, −∞ < v∗(xj) <∞. (89)
17
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Proof. Let j ∈ Z+. Since {xt}∞t=0 ∈ Π0, we have
−∞ < L
τ↑∞
τ∑
t=0
βtu(xt, xt+1) (90)
=
j−1∑
t=0
βtu(xt, xt+1) + L
τ↑∞
τ∑
t=j
βtu(xt, xt+1), (91)
where the equality uses Lemma 6.2. Since
∑j−1
t=0 β
tu(xt, xt+1) <∞, it follows that
−∞ < L
τ↑∞
τ∑
t=j
βtu(xt, xt+1) (92)
= βj L
I↑∞
I∑
i=0
βiu(xj+i, xj+i+1) ≤ βjv∗(xj), (93)
where the last inequality holds since {xj+i}∞i=1 ∈ Π(xj). It follows that −∞ < v∗(xj). We have
v∗(xj) <∞ since v∗ ∈ V .
Lemma 6.9. Let x0 ∈ X0. For any  > 0, there exists {xt} ∈ Π0(x0) such that
∀T ∈ N, v∗(x0) ≤
T−1∑
t=0
βtu(xt, xt+1) + β
T v∗(xT ) + , (94)
L?
T↑∞
βT v∗(xT ) ≤ . (95)
Proof. Let  > 0. Let {xt} ∈ Π0(x0) be such that
v∗(x0) ≤ L
τ↑∞
τ∑
t=0
βtu(xt, xt+1) + . (96)
Such {xt} exists by (11). By Lemma 6.2, for any T ∈ N we have
L
τ↑∞
τ∑
t=0
βtu(xt, xt+1) ≤
T−1∑
t=0
βtu(xt, xt+1) + β
T v∗(xT ). (97)
Now (94) follows from (96) and (97).
Let T ∈ N. Note from Lemma 2.1 that v∗ solves the Bellman equation (12). Since x0 ∈ X0,
by Lemma 6.8 we have (89), which implies (81). Thus by Lemma 6.5 we have
L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) ≤ v∗(x0)− L?
T↑∞
βT v∗(xT ). (98)
From this and (96) we obtain
v∗(x0)−  ≤ v∗(x0)− L?
T↑∞
βT v∗(xT ). (99)
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It follows by (89) that
− ≤ − L?
T↑∞
βT v∗(xT ), (100)
which is equivalent to (95).
Lemma 6.10. Let x0 ∈ X \ X0. For any  > 0, there exists {xt} ∈ Π(x0) satisfying (94) and
(95).
Proof. Let  > 0. Since v∗(x0) = −∞, we have (94) for any {xt} ∈ Π(x0). Thus it suffices to
show that there exists {xt} ∈ Π(x0) satisfying (95). To this end, let {xt} ∈ Π(x0). If xt 6∈ X0 for
all t ∈ N, then v∗(xt) = −∞ for all t ∈ N; thus (95) trivially holds. Suppose that xτ ∈ X0 for
some τ ∈ N. Then by Lemma 6.9, there exists {zj}∞j=1 ∈ Π0(xτ ) such that
L?
J↑∞
βJv∗(zJ) < β−τ . (101)
For t ∈ Z+, let
x′t =
{
xt for t ≤ τ,
zt−τ for t ≥ τ + 1.
(102)
Then {x′t} ∈ Π(x0) and
L?
T↑∞
βT v∗(x′T ) = β
τ L?
J↑∞
βJv∗(zJ) < , (103)
where the inequality uses (101). The proof is now complete.
Lemma 6.11. For any {xt} ∈ Π0, we have
L?
T↑∞
βT v∗(xT ) ≥ 0. (104)
Proof. Let {xt} ∈ Π0(x0). Let δ ≥ 0 be such that
v∗(x0) = L
τ↑∞
τ∑
t=0
βtu(xt, xt+1) + δ. (105)
Let T ∈ N. From (105) and Lemma 6.2 we have
v∗(x0) ≤
T−1∑
t=0
βtu(xt, xt+1) + β
T v∗(xT ) + δ. (106)
By Lemma 6.8, both v∗(x0) and v∗(xT ) are finite. Thus from (106), (78), and Lemma 6.1, we
have
v∗(x0)− L?
T↑∞
βT v∗(xT ) ≤ L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) + δ = v
∗(x0), (107)
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where the equality uses (105). Recalling that v∗(x0) is finite, we see from (107) that
− L?
T↑∞
βT v∗(xT ) ≤ 0, (108)
which is equivalent to (104).
To complete the proof of the necessity part, it suffices to notice that v∗ satisfies conditions
(a) and (b) of Theorem 1 with v = v∗. Indeed, condition (a) follows from Lemma 6.11, while
condition (b) follows from Lemmas 6.9 and 6.10.
7 Appendix B Proofs of Propositions
7.1 Proof of Proposition 3
Assume conditions (i) and (ii). Fix x0 ∈ X. Let {ξt} be given by condition (ii). Let m =∑∞
t=0 β
tξt. Let {xt} ∈ Π(x0). Since βT v(xT ) ≤ βT ξT for all T ∈ Z+, we have
lim sup
T↑∞
βT v(xT ) ≤ 0. (109)
For r ∈ R, define
H+r = {t ∈ Z+ : βtv(xt) ≥ r}, (110)
H−r = {t ∈ Z+ : βtv(xt) < r}. (111)
Let T ∈ N and r < 0. Note from condition (ii) that∑
t∈H+r :t<T
βtv(xt) ≤ m. (112)
It follows from (28) that
T∑
t=0
βt[u(xt, xt+1)− η]/θ ≤
T∑
t=0
βtv(xt) (113)
=
∑
t∈H−r :t≤T
βtv(xt) +
∑
t∈H+r :t≤T
βtv(xt) (114)
≤
∑
t∈H−r :t≤T
βtv(xt) +m, (115)
where the last inequality uses (112). Suppose that {xt} ∈ Π0(x0). Then from (113)–(115) we
have
−∞ <
T∑
t=0
βt[u(xt, xt+1)− η]/θ ≤
∑
t∈H−r :t≤T
βtv(xt) +m. (116)
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It follows that ∑
t∈H−r :t≤T
βtv(xt) > −∞. (117)
This implies that βtv(xt) < r only finitely many times (otherwise the above sum would be −∞);
thus
lim inf
T↑∞
βT v(xT ) ≥ r. (118)
Since r < 0 was arbitrary, it follows that
lim inf
T↑∞
βT v(xT ) ≥ 0. (119)
We have shown that (119) holds for any {xt} ∈ Π0(x0), and that (109) holds for any {xt} ∈ Π(x0).
Hence condition (a) of Theorem 1 and condition (ii) of Corollary 4 hold. Now we have v = v∗ by
Corollary 6.
7.2 Proof of Proposition 4
Suppose that any {xt} ∈ Π0 satisfies (25). This implies condition (a) of Theorem 1. Thus to
conclude that v = v∗, it suffices to show condition (ii) of Corollary 7. To this end, let x0 ∈ X.
Let {xt} ∈ Π(x0) satisfy (30) and (31). To show condition (ii) of Corollary 7, it suffices to verify
(26). If v(xt) = −∞ for all t ∈ Z+, then (26) trivially holds. Suppose that v(xt) > −∞ for some
t ∈ Z+. We assume that t = 0 without loss of generality. By (30) we have
v(x0) =
T−1∑
t=0
βtu(xt, xt+1) + β
T v(xT ). (120)
From (120) and Lemma 6.1 we have
L
T↑∞
T−1∑
t=0
βtu(xt, xt+1) = v(x0)− L?
T↑∞
βT v(xT ) > −∞, (121)
where the inequality holds in (121) holds by (31) since v(x0) > −∞. It follows from (121) that
{xt} ∈ Π0, and thus (25) holds, which implies (26).
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