Rumours spread slowly in a small world spatial network by Janssen, Jeannette & Mehrabian, Abbas
RUMOURS SPREAD SLOWLY IN A SMALL WORLD SPATIAL
NETWORK
JEANNETTE JANSSEN AND ABBAS MEHRABIAN
Abstract. Rumour spreading is a protocol for modelling the spread of information through
a network via user-to-user interaction. The Spatial Preferred Attachment (SPA) model is a
random graph model for complex networks: vertices are placed in a metric space, and the
link probability depends on the metric distance between vertices, and on their degree. We
show that the SPA model typically produces graphs that have small effective diameter, i.e.
O(log2 n), while rumour spreading is relatively slow, namely polynomial in n.
1. Introduction
There is increasing consensus in the scientific community that complex networks (e.g. on-
line social networks or citation graphs) can be accurately modelled by spatial random graph
models. Spatial random graph models are models where the vertices are located in a metric
space, and links are more likely to occur between vertices that are close together in this space.
The space can be interpreted as a feature space, which models the underlying characteristics
of the entities represented by the vertices. Specifically, entities with similar characteristics
(for example, users in a social network that share similar interests) will be placed close
together in the feature space. Thus the distance between vertices is a measure of affinity,
and thus affects the likelihood of the occurrence of a link between these vertices.
An important reason to model real-life networks is to be able, through simulation or
theoretical analysis, to study the dynamics of information flow through the network. Several
ways to model flow of information through a network have been proposed recently, based on
metaphors such as the spread of infection or of fire, or the range of a random walk through
the graph [4, 7, 22, 25]. Here we focus on a protocol called rumour spreading. It differs
from the models based on fire or infection in that in each round, the rumour spreads to only
one neighbour of each informed vertex. On the other hand, the difference with a random
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walk approach is that each informed vertex spreads the rumour, and thus we have more of
a growing tree of random walks.
In this paper we study the behaviour of the rumour spreading protocol on graphs produced
by the Spatial Preferential Attachment (SPA) model, which is a spatial model that produces
sparse power law graphs. We show that, on the one hand, the graph distance between
vertices in such a graph tends to be small (polylogarithmic in n, the number of vertices),
while on the other hand, it takes a long time (polynomial in n) to spread the rumour to
most of the vertices.
1.1. The SPA model. The SPA model is a growing graph model, where one new vertex
is added to the graph in each time step. The vertices are chosen from a metric space. Each
vertex has a sphere of influence, whose size grows with the degree of the vertex. A new
vertex can only link to an existing vertex if it falls inside its sphere of influence. Therefore,
links between vertices depend on their (spatial) distance, and on the in-degree of the older
vertex.
The SPA model was introduced in [1], where it was shown that asymptotically, graphs
produced by the SPA model have a power law degree distribution with exponent in [2,∞)
depending on the parameters. The model was further studied in [8, 19, 20]. The model can
be seen as a special case of the spatial model introduced by Jacob and Mo¨rters in [18] and
further studied in [17]. The SPA model has similarities with the spatial models introduced
in [3, 5, 12, 27].
Let S be the unit hypercube in Rm, equipped with the torus metric derived from the
Euclidean norm. The SPA model stochastically generates a graph sequence {Gt}t≥0; for
each t ≥ 0, Gt = (Vt, Et), where Et is an edge set, and Vt ⊆ S is a vertex set. The index t is
an indication of time. The in-degree, out-degree and total degree of a vertex v at time t is
denoted by deg−(v, t), deg+(v, t) and deg(v, t), respectively.
We now define the sphere of influence S(v, t) of a vertex v at time t. Let
A(v, t) :=
A1 deg
−(v, t) + A2
t
,
where A1, A2 > 0 are given parameters. If A(v, t) ≤ 1, then S(v, t) is defined as the ball,
centred at v, with total volume A(v, t). If A(v, t) > 1 then S(v, t) = S, and so |S(v, t)| = 1.
To keep the second option from happening often, we impose the additional restriction that
A1 < 1; this ensures that in the long run, S(v, t) 1 for all v.
The generation of a SPA model graph begins at time t = 0 with G0 being the null graph.
At each time step t ≥ 1, a node vt is chosen from S according to the uniform distribution,
and added to Vt−1 to form Vt. Next, independently for each vertex u ∈ Vt−1 such that
vt ∈ S(u, t), a directed link (vt, u) is created with probability p.
Because the volume of the sphere of influence of a vertex is proportional to its in-degree,
so is the probability of the vertex receiving a new link at a given time. Thus link formation is
governed by a preferential attachment, or “rich get richer”, principle, which leads to a power
law degree distribution of the in-degrees, and thus also of sizes of the spheres of influence.
Another important feature of the model is that all spheres of influence tend to shrink over
time. This means that the length of an edge (the distance between its endpoints) depends
on the time when it was formed: edges formed in the beginning of the process tend to be
much longer than those formed later (see [19] for more on the distribution of edge lengths).
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As we will see, the old, long links significantly decrease the graph distance between vertices.
This is a feature unique to the SPA model; “static” variations of the SPA model such as
that presented in [2], tend to limit the maximum length of an edge, which leads to a larger
diameter.
Note that the SPA model generates directed graphs. However, the rumour spreading pro-
tocols we study here completely ignore the edge orientations; we imagine that they work on
the corresponding undirected underlying graph. Similarly, in estimating the graph distances,
we ignore the edge orientations.
1.2. Rumour spreading. Rumour spreading is a model for the spread of one piece of
information, the rumour, which starts at one vertex, and in each time step, spreads along
the edges of the graph according to one of the following protocols.
The push protocol is a round-robin rumour spreading protocol defined as follows: initially
one vertex of a simple undirected graph knows a rumour and wants to spread it to all other
vertices. In each round, every informed vertex sends the rumour to a random neighbour.
The push&pull protocol is another round-robin rumour spreading protocol defined as fol-
lows: initially one vertex of a simple undirected graph knows a rumour and wants to spread
it to all other vertices. In each round, every informed vertex sends the rumour to a random
neighbour, while every uninformed vertex contacts a random neighbour and gets the rumour
from her if she knows it.
In both protocols defined above, all vertices work in parallel. These are synchronized
protocols, so if a vertex receives the rumour at round t, it starts passing it on from round
t + 1. Also, vertices do not have memory, so a vertex might contact the same neighbour in
consecutive rounds.
We are interested in the spread time, the number of rounds needed for all vertices to get
informed. Since the SPA model does not generally produce connected graphs, we here limit
this requirement to vertices in the same component as the starting vertex. It is clear that the
push&pull protocol is generally quicker (this can be made precise via a coupling argument).
The push protocol was defined in [15] for the complete graph, and was studied in [11] for
general graphs. The push&pull protocol was defined in [9], where experimental results were
presented, and the first analytical results appeared in [21].
1.3. Main results. Clearly, the diameter of a graph is a lower bound on the spread time, at
least for appropriate choices of starting vertex. An easy well known upper bound for spread
time is O(∆(diameter + log n)) [11, Theorem 2.2], where ∆ denotes the maximum degree.
So in graphs of bounded degree, spread time is largely determined by the diameter. Another
important factor in rumour spreading is the degree distribution of the graph. Vertices of
high degree tend to slow down the spread, since only one neighbour of a vertex is contacted
in each round. SPA model graphs have a power law degree distribution, and the maximum
degree is typically Ω(nA1) (see [1]).
In this paper we prove two main results. First, we show that for most pairs of vertices,
the graph distance is polylogarithmic in the number of vertices. Thus, SPA model graphs
are so-called small worlds. SPA model graphs are generally not connected, and the size and
threshold of the giant component are not exactly known. Therefore we state our result in
terms of the effective diameter, introduced in [23]. A graph G has effective diameter at most
d if, for at least 90% of all pairs of vertices of G that are connected, their graph distance is
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at most d. We say an event happens asymptotically almost surely (a.a.s.) if its probability
approaches 1 as n goes to infinity. All logarithms are in the natural base in this paper.
Recall that the SPA model has four parameters: m ∈ Z+ is the dimension, A1, A2 > 0
control the volumes of vertices’ spheres of influence, and p ∈ (0, 1] is the probability of link
formation.
Theorem 1.1. For each choice of A1 ∈ [0, 1), and for large enough choice of A2, a.a.s. a
graph produced by the SPA model with parameters A1, A2, p = 1 and m = 2 has effective
diameter O(log2 n).
Remark. The constant 90% in the definition of effective diameter is somewhat arbitrary. Our
arguments yield similar bounds if this is changed to any other constant 1− ε strictly smaller
than 100%.
As noted before, this result refers to the undirected diameter. In [8], it was shown that
a.a.s. any shortest directed path has length O(log n). This result does not apply to our
situation, since pairs connected by a directed path are a small minority.
Bringmann, Keusch, and Lengler [6] proved a polylogarithmic upper bound for the diam-
eter of a spatial random graph model with given expected degrees. In their model the edges
appear independently, and so their result does not apply to our model.
We believe the conclusion of Theorem 1.1 is not tight. We make the following conjecture.
Conjecture 1.2. For each choice of p,A1 ∈ (0, 1), and for large enough choice of A2, a.a.s.
the giant component of a graph produced by the SPA model with parameters A1, A2, p and
m = 2 has diameter O(log n).
Our proof for Theorem 1.1 is based on two-dimensional objects called crossings, and for
extending it to higher dimensions new techniques are required. We leave this as an open
problem.
Question 1.3. Extend Theorem 1.1 to higher dimensions m > 2.
Our second result illustrates that, in spite of the small world property, a.a.s. rumour
spreading with the push&pull protocol is slow, that is, takes polynomial time in n.
Theorem 1.4. Let G be a graph produced by the SPA model with parameters A1, A2 > 0,m ∈
Z+, and assume that a := pA1 < 1. Define K := (3 + a)m + 1− a and let α < a(1− a)/K
be a constant. If a rumour starts in G from a uniformly random vertex, then a.a.s. after nα
rounds of the push&pull protocol, the number of informed vertices is o(n).
Remark. Note that, since the push protocol is not quicker than the push&pull protocol, the
same lower bound holds for the push protocol.
Let us also remark that our diameter result, Theorem 1.1, holds only for dimension 2, and
this is because our argument is based on building crossings, whereas our rumour spreading
bound holds for all dimensions.
We can understand Theorem 1.4 as follows. While SPA model graphs have a backbone
of long edges that decrease graph distances between vertices, only old edges are long. Old
edges have old endpoints, so the vertices on this backbone are old. Old vertices have high
degree, and vertices of high degree are slower in spreading the rumour. So if the rumour
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travels along long edges, then it will become delayed due to high vertex degree, and if it
travels along short edges, it takes many steps to cover the entire space.
In [18] it was shown that, for certain choices of the parameters, the generalized spatial
model by Jacob and Mo¨rters exhibits a similar mixture of long and short edges. This suggests
that our results may be extended to this model; this would be an interesting question to
pursue.
Question 1.5. Can our results be extended to the Jacob-Mo¨rter model [18]?
The push&pull protocol has been studied on two small-world (non-spatial) models and
it turned out that it spreads the rumour in logarithmic time: it was shown in [10] that on
a random graph model based on preferential attachment, push&pull spreads the rumour
within O(log n) rounds. A similar bound was proved for the performance of this protocol on
random graphs with given expected degrees when the average degree distribution is power
law [13]. Thus, the SPA model is a unique example of a natural model that exhibits both
the small world property and slow rumour spreading.
2. The effective diameter of SPA model graphs
In this section we prove Theorem 1.1, which states that a two-dimensional SPA model
graph with p = 1 typically has a small effective diameter. Assume that m = 2 and p = 1.
We will derive our bound using properties of the random geometric graph model, especially
those studied in [14, 16, 26].
A two-dimensional random geometric graph on N vertices with radius r = r(N), denoted
by RGG(N, r), is generated as follows: N vertices are chosen independently and uniformly
at random from the unit square S, and an edge is added between two vertices if and only if
their Euclidean distance is at most r. To see how the geometric random graph model relates
to the SPA model, let {Gt}nt=0 be a sequence of graphs produced by the SPA model. Our
analysis is based on a sequence of subgraphs of Gt, which mimick the behaviour of the model
when the in-degree does not influence the size of the sphere of influence.
For each t, define the graph Rt as a graph with vertex set V (Gt) in which two vertices are
adjacent if and only if their distance is at most
√
A2/tpi. Observe that Rt conforms to the
random geometric graph model on t vertices with radius
rt :=
√
A2
tpi
. (1)
For all t, Rt is a subgraph of (the undirected underlying graph of) Gt. Namely, at all
times from 1 to t, each sphere of influence has volume at least A2/t, i.e. radius at least rt.
Therefore, if two vertices vi and vj, 1 ≤ i < j ≤ t, have distance at most rt, then at time
j, when vj is born, vj will fall inside the sphere of influence of vi, and a link vjvi will be
created. We will use the graphs Rt to bound the diameter of Gn.
As mentioned earlier, graphs produced by the SPA model are generally not connected.
However, we can choose the parameters so that there exists a giant component, i.e. a com-
ponent that contains an Ω(1) fraction of all vertices. Note that if Rn has a giant component,
then so has Gn. Moreover, it is known (see [26]) that there exists a constant ac so that, if
r =
√
a
piN
with a > ac, then a.a.s. RGG(N, r) has a giant component, while if a < ac then
a.a.s. it does not have one (note that a is simply the average degree). Experiments give a
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Figure 1. A spanning component: left-to-right crossings are blue, top-to-
bottom crossings are green.
value of ac ≈ 4.51. Therefore, Gn has a giant component a.a.s. if A2 > ac. It would be
interesting to determine whether this value of A2 is indeed the threshold for the emergence
of the giant component in Gn. Determination of this threshold was left as an open problem
in [8, Section 5].
To show that the effective diameter of the giant component of Gn is O(log
2 n), we will
proceed as follows. Given an arbitrary vertex v in the giant component of Rn, and thus of
Gn, the idea is to find a path of length O(log n) connecting v to some vertex y1 in the giant
component of Rn/2, then connect y1 to a vertex y2 in the giant of Rn/4, and so on. It will
be more convenient to work not with the giant components but with the so-called spanning
components, which are defined next.
Definition 2.1 (Spanning component). Let R be a random geometric graph with parameters
N and r, and let M := piNr2. Let W = W (N) := Mr logN , and assume that W−1 is an
integer. Partition the unit square S into W−1 horizontal rectangles of size W × 1 (the
horizontal slabs), and also into W−1 vertical rectangles of size 1 ×W (the vertical slabs).
For a horizontal slab L, a left-to-right crossing is a path v0v1 . . . vk contained in L such that
v0 has distance ≤ r/5 to the left side of L, vk has distance ≤ r/5 to the right side of L,
and the distance between vi and vi+1 is ≤ r/2 for each 0 ≤ i ≤ k − 1. A top-to-bottom
crossing is defined similarly for vertical slabs. It is easy to see that if R has a left-to-right
crossing for each of the W−1 horizontal slabs, and has a top-to-bottom crossing for each of the
W−1 vertical slabs, then the vertices of these crossings are contained in the same connected
component, which is called a spanning component.
See Figure 1 for an illustration. The following lemma guarantees the existence of spanning
components.
Lemma 2.2. There exists an absolute constant alarge such that a random geometric graph
R = RGG(N, r) with piNr2 ≥ alarge has a spanning component with probability ≥ 1−O(N−1).
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Proof. Assume that the unit square S is subdivided into r/5 × r/5 subsquares. Two sub-
squares are called adjacent if they share a side. A path of subsquares is a sequence of distinct
subsquares so that each consecutive pair is adjacent. A subsquare is called occupied if it con-
tains a vertex of R, and empty otherwise. For a given rectangle L that is tiled perfectly
by subsquares, a left-to-right subsquare crossing is a path of occupied subsquares inside L
with one endpoint touching the left side of L and the other endpoint touching its right side.
A top-to-bottom subsquare crossing is defined similarly. Note that a left-to-right subsquare
crossing indeed gives a left-to-right crossing as defined in Definition 2.1, by considering the
vertices inside the corresponding subsquares (here we used the fact that, if we have two
points lying in side by side squares of side length r/5, the distance between the points is less
than r/2).
Let M := piNr2. Ganesan [16, Lemma 2] proved that there exists an absolute constant
c > 0 such that each of the horizontal (vertical) slabs (defined in Definition 2.1) has a left-to-
right (top-to-bottom) subsquare crossing with probability at least 1 − O
(
N1/2−cM
2
)
. The
total number of slabs is
2/(Mr logN) = O
(√
N/ logN
)
,
so if M ≥ alarge := 2/
√
c, then by the union bound, with probability at least 1−O (N−1) all
horizontal (vertical) slabs have a left-to-right (top-to-bottom) crossing. 
For two vertices u and v of a random geometric graph R, we denote their Euclidean
distance and graph distance by dE(u, v) and dR(u, v), respectively. The following result was
proved by Friedrich, Sauerwald, and Stauffer (see Theorem 3 and Remark 5 in [14]).
Theorem 2.3 ([14]). There exist absolute constants Γ and η such that a random geometric
graph R = RGG(N, r) with piNr2 > 5 satisfies the following property with probability at least
1 − O(N−1): for any two vertices u, v that are in the same connected component of R and
have dE(u, v) ≥ Γ(logN)/(rN), we have
dR(u, v) ≤ ηdE(u, v)/r.
Definition 2.4. Let Γ and η be the constants in Theorem 2.3. We say that a random
geometric graph R = RGG(N, r) is nice if
(i) R has a spanning component, and
(ii) for any two vertices u, v of R that are connected by a path and have dE(u, v) ≥
Γ logN/(rN), we have dR(u, v) ≤ ηdE(u, v)/r.
Lemma 2.5. Suppose that A2 ≥ max{5, alarge}. Let k be the smallest integer such that
n2−k ≤ log n. A.a.s. we have that all random geometric graphs Rn, Rn/2, . . . , Rn2−k are nice.
Proof. By the definition of k we have n21−k > log n and so 2k < 2n/ log n. For each
j ∈ {n, n/2, . . . , n2−k}, by Lemma 2.2 and Theorem 2.3 and the union bound, Rj is nice
with probability at least 1−O(j−1). By the union bound, the probability that at least one
of these is not nice is bounded from above by
k∑
i=0
(n/2i)−1 =
1
n
k∑
i=0
2i =
2k − 1
n
< 2/ log n = o(1),
as required. 
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u3
Figure 2. Illustration for the proof of Lemma 2.6, with k = 3: the crossings
constitute a cycle u1u2 . . . enclosing the vertex v.
The following lemma is a purely deterministic one, and is the geometric core of our argu-
ment.
Lemma 2.6. Suppose that (log n)/2 ≤ t ≤ n/2 and that Rt and R2t are nice. Let v be a
vertex in the spanning component of R2t. Then there exists a path of length O(log t) in R2t
from v to the spanning component of Rt.
Proof. Let M := pitr2t , W := Mrt log t, and consider the slabs of size 1 × W and W × 1
defined in Definition 2.1. Since Rt is nice, it has a spanning component, so each horizontal
(vertical) slab has a left-to-right (top-to-bottom) subsquare crossing. Enumerate the slabs
from left to right, and from top to bottom. Suppose v lies in the a-th horizontal slab and
the b-th vertical slab.
Let k := d2 + 3Γ/(pit2r4t )e. The left-to-right crossings of slabs a − k and a + k and the
top-to-bottom crossings of slabs b−k and b+k constitute a cycle u1u2 . . . u` in Rt, enclosing
v, such that for all i = 1, 2, . . . , `, we have
(i) dE(ui, ui+1) ≤ rt/2 (by the definition of a crossing) and
(ii) (k − 1)W ≤ dE(v, ui) ≤ 2kW .
See Figure 2.
We claim that there exists a path in R2t from v to some ui in the cycle. Let us show
first that this claim completes the proof. Since k > 2, we have k − 1 > k/2 > 3Γ/(2pit2r4t ).
By definition of W and M , we have W = Mrt log t = pitr
3
t log t. Also, r2t = r2t/
√
2 and
log(2t) ≤ 2 log t for t ≥ 2. Therefore,
Γ log(2t)
2tr2t
≤
√
2Γ log t
trt
<
3Γ
2pit2r4t
× pitr3t log t < (k − 1)W .
Using property (ii) above, we find that
Γ log(2t)/(2tr2t) < (k − 1)W ≤ dE(v, ui) .
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Since R2t is nice, by property (ii) in Definition 2.4 we have that
dR2t(v, ui) ≤
ηdE(v, ui)
r2t
≤ η2kW
r2t
= O
(
kW
rt
)
= O
(
kpitr3t log t
rt
)
= O
(
ktr2t log t
)
= O(log t),
proving the lemma. For the last equality we used the fact that tr2t = A2/pi = O(1) and also
k ≤ 3 + 3Γ/pit2r4t ≤ 3 + 3piΓ/A22 = O(1).
So it remains to show that, there exists a path in R2t from v to some ui in the cycle. Note
that
W = Mrt log t = pitr
3
t log t = pit log t
(
A2
tpi
)3/2
= o(1) ,
and since k = O(1) as we saw above, we find that kW = o(1). Since all vertices of the cycle
lie within distance 2kW = o(1) of v, and since v lies in a spanning component of R2t, there
is a path ζ in R2t from v to a vertex not enclosed by the cycle. Let x1 be the last vertex in ζ
enclosed by the cycle, and let x2 be the first vertex in ζ not enclosed by the cycle. If one of
x1 and x2 is on the cycle, then the claim is proved. Otherwise, the line segment x1x2 crosses
some edge uiui+1 of the cycle. By the triangle inequality,
dE(x1, ui) + dE(x2, ui+1) ≤ dE(x1, x2) + dE(ui, ui+1) ≤ r2t + rt/2 ≤ 2r2t,
which implies that at least one of x1ui and x2ui+1 is an edge in R2t. Therefore, there exists
a path in R2t from v to at least one of ui and ui+1, proving the claim. 
The following theorem about the size of the giant component follows directly from Theo-
rem 10.9 and Proposition 9.21 in [26].
Theorem 2.7 ([26]). There exists a constant abig so that a.a.s. a random geometric graph
RGG(N, r) with piNr2 > abig has a connected component containing at least 0.99N of its
vertices.
Theorem 1.1 now follows directly from the following theorem.
Theorem 2.8. Let G = Gn be a graph produced by the SPA model with parameters A1 ∈
[0, 1), A2 > max{abig, alarge},m = 2, p = 1. Then a.a.s. Rn has a giant component Cn which
contains at least
√
0.9n vertices, and the diameter of Cn is O(log
2 n). Therefore, the effective
diameter of Gn is O(log
2 n).
Proof. Let k be the smallest integer so that n2−k ≤ log n. On the one hand, by Lemma 2.5,
a.a.s. we have that all random geometric graphs Rn, Rn/2, . . . , Rn2−k are nice. Let Cn de-
note the spanning component of Rn. Let y0 be a vertex in Cn. By repeated application of
Lemma 2.6, a.a.s. there exists a sequence of vertices y1, y2, . . . , yk, with the following prop-
erties: for each i, 0 < i ≤ k, yi is in the spanning component of Rn2−i , and there exists a
path of length O(log n) from yi to yi−1. Now Rn2−k has size at most log n. Therefore, there
exists a path of length O(log2 n) between any two vertices in Cn.
On the other hand, by Theorem 2.7 and the fact that Rn is distributed as RGG(n, rn)
with rn =
√
A2
pin
, we have that a.a.s. Rn contains a giant component which contains at least
0.99n >
√
0.9n vertices. It is easy to see that this giant component must be the same as the
spanning component Cn, and this completes the proof. 
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The methods used in this section do not suffice to show that the diameter of the giant
component of Gn is also logarithmic. In principle, it could be that there exist vertices in
Gn that are not contained in the giant component of Rn, but that are connected to this
component by a long path that uses edges from inside the minor components of the graphs
Rn, Rn/2, etc. Nevertheless, we believe that the SPA model graphs have logarithmic diameter
inside their giant components a.a.s., and we leave this as an open problem.
3. Lower bounds for rumour spreading
In this section we prove Theorem 1.4. Recall that m denotes the dimension and n denotes
the number of vertices. We will first establish some structural properties of the graph
generated by the SPA model, and then use these to prove results about the rumour spreading
protocols. Let cm denote the volume of the m-dimensional ball of unit radius. The proof is
based on a classification of edges according to their length, and vertices and edges according
to their birth time.
Definition 3.1. Let τ = τ(n) = nβ and L = L(n) = n−η, where η, β ∈ (0, 1) and
ηm < β(1− pA1). (2)
Say an edge is long if the distance between its endpoints is larger than L, and is short
otherwise. A vertex/edge is old if it was born during one of the rounds 1, 2, . . . , τ , and is
new otherwise.
The following lemma establishes properties of old and new vertices and long and short
edges.
Lemma 3.2 (Structural properties of the SPA model). Let G be a graph generated by the
SPA model with pA1 < 1. Let ε ∈ (0, 1) be a constant independent of n. Let τ = nβ and
L = n−η be as in Definition 3.1, and let y = y(n) be a function satisfying
y= nγ , for some γ ∈ (β, 1− ε/pA1) (3)
A.a.s. we have the following properties.
(a) All new edges are short.
(b) If β and γ are such that
β < (γ − β)(pA1)/2, (4)
then all old vertices v satisfy
deg(v, τ)
deg(v, n)
< nε
(
y log n
n
)pA1
. (5)
By part (a) of the lemma, all edges created after round τ are short, and thus the left
hand side of (5) gives an upper bound on the proportion of edges incident with vertex v that
are long. By (3), the right hand side of (5) is o(1). Therefore, assertion (5) quantifies the
informal statement “most edges incident to an old vertex are short.” The proof of the above
lemma is somewhat technical and can be found at the end of this section.
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Theorem 3.3 (Main Theorem for rumour spreading). Let τ = nβ and L = n−η be as in
Definition 3.1. Let ε ∈ (0, 1), and let y = nγ be a function satisfying (3) and (4). Let
T = T (n) = nα, where α is such that
α + β + (ε− pA1) + γpA1 < 0. (6)
Then, if the rumour starts from a uniformly random vertex, a.a.s. after T rounds of the
push&pull protocol, all informed vertices lie within distance TL of the initial vertex.
Proof. Let G be a graph generated by the SPA model, and let ζ be a uniformly random
vertex of it. We may assume that G satisfies the properties (a) and (b) given in Lemma 3.2.
Note first that, if the rumour passes only through short edges, then in each time step the
rumour can only spread to vertices that are within distance L of any vertex with the rumour.
Thus, in T time steps the rumour can only reach vertices within distance TL of the initial
vertex.
Let B denote the bad event “the rumour passes through a long edge during the first T
rounds.” We need only show that a.a.s. B does not happen. Note that new vertices are
not incident to long edges by Lemma 3.2(a). Moreover, by Lemma 3.2(b) every old vertex v
satisfies (5), which guarantees that most edges incident to v are short. Condition (5) implies
that the probability that an old vertex contacts a neighbour along some long edge in a given
round is smaller than nε
(
y logn
n
)pA1
. There are exactly τ old vertices. By the union bound
over all old vertices and over the rounds 1 to T , we find that
P [B] ≤ τTnε
(
y log n
n
)pA1
= nβ+α+ε+(γ−1)pA1 logpA1 n = o(1) by (6). 
Proof of Theorem 1.4. Set
δ := a(1− a)/K − α > 0,
τ := nma/K ,
y := nm(2+a)/K+δ,
L := n−a(1−a)/K+δ/2, and
T := nα = na(1−a)/K−δ,
ε := min{am/K, δ(1 + a)}/2 ,
and observe that (2), (3), (4) and (6) are satisfied, and that TL = o(1). By Theorem 3.3,
a.a.s. after T rounds of the push&pull protocol, all informed vertices lie in a ball of volume
O ((TL)m) = o(1). By a standard Chernoff bound, a.a.s. the number of vertices in any such
ball is O(n(TL)m) = o(n). 
In the rest of this section we prove Lemma 3.2. We will use the following two concentration
bounds, sometimes called multiplicative Chernoff bounds (see, e.g., [24, Theorem 2.3(b,c)]).
Let X be a sum of independent indicator random variables and let δ ≥ 0. We have
P [X ≤ (1− δ)E [X]] ≤ exp(−δ2E [X] /2) (7)
and
P [X ≥ (1 + δ)E [X]] ≤ exp
(
− δ
2E [X]
2 + 2δ/3
)
. (8)
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We will use the following theorem from [19].
Theorem 3.4 (Theorem 5.2 in [19]). Let f(n) be any function tending to infinity with n.
Let v be a vertex with deg−(v,R) ≥ f(n) log n. Then, with probability at least 1−O(n−4/3),
for all r ∈ {R,R + 1, . . . , 2R} we have∣∣deg−(v, r)− deg−(v,R)(r/R)pA1∣∣ ≤ 2r√deg−(v,R) log n
pA1R
.
In particular, setting r = 2R, the above theorem implies that if deg−(v,R) ≥ f(n) log n
for some f(n) = ω(1), then
P
[
deg−(v, 2R) ≥ (2pA1 − o(1)) deg−(v,R)] ≥ 1−O(n−4/3) . (9)
Lemma 3.5. Let δ, ε ∈ (0, 1) be arbitrary constants, and let τ = nβ and y = nγ be functions
satisfying (3). For any old vertex v we have
P
[
deg−(v, τ)
deg−(v, n)
≥ nε
(
y log n
n
)pA1]
= O
(
(τ/y)(1+o(1))δ
2pA1/2 +
log n
n4/3
)
.
Proof. If d := deg−(v, τ) = 0, the conclusion is obvious, so assume that d ≥ 1. Define the
following events:
E1 :=
{
deg−(v, y) ≥ (1− δ)pA1d log(y/τ)
}
,
E2 :=
{
deg−(v, y log n) ≥ (1− δ)2(pA1)2d log(y/τ)(log log n)
}
, and
E3 :=
{
deg−(v, n) ≥ (1− δ)2(pA1)2d log(y/τ)(log log n)(n/(y log n))pA1n−ε
}
.
We remark that log(y/τ) = (γ − β) log n. Note that if E3 happens then
d
deg−(v, n)
<
(
y log n
n
)pA1
nε .
Hence to prove the lemma we want to bound the probability of Ec3. We will prove that the
probabilities P [Ec1] and P [Ec2|E1] are at most O((τ/y)(1+o(1))δ2pA1/2), and that P [Ec3|E1, E2]
is at most O(n−4/3 log n). This would prove the lemma, since
P [Ec3] ≤ P [Ec1] + P [Ec3|E1] ≤ P [Ec1] + P [Ec2|E1] + P [Ec3|E1, E2] .
First, we bound P [Ec1]. Note that for each i ∈ {τ+1, . . . , y}, the probability that vi creates
an edge to v is at least pA1d/i. In fact, deg
−(v, y)− deg−(v, τ) is stochastically larger than
the sum of y − τ independent indicator variables Xτ+1, . . . , Xy with E [Xi] = pA1d/i, as in
this formula we have ignored the neighbours accumulated in rounds τ + 1, . . . , y. Then
E
[∑
Xi
]
= (1 + o(1))pA1d(log(y/τ)),
hence by the multiplicative Chernoff bound (7),
P [Ec1] ≤ exp(−δ2(1 + o(1))pA1d log(y/τ)/2) = (τ/y)(1+o(1))pA1dδ
2/2 .
Second, we bound P [Ec2|E1]. Conditional on E1, by a similar argument, the difference in
in-degrees deg−(v, y log n) − deg−(v, y) is stochastically larger than the sum of y log n − y
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independent indicator variables Yy+1, . . . , Yy logn with E [Yi] = (1 − δ)(pA1)2d log(y/τ)/i.
Since
E
[∑
Yi
]
= (1 + o(1))(1− δ)(pA1)2d log(y/τ)(log log n) ,
by the multiplicative Chernoff bound (7),
P [Ec2|E1] ≤ exp(−(1 + o(1))δ2(1− δ)(pA1)2d log(y/τ)(log log n)/2) = (τ/y)−Ω(d log logn) .
Finally, conditional on E1 and E2 we may use (9) repeatedly for R = y log n, 2y log n, . . . ,
all the way up to R = n/2 to obtain that with probability at least 1 − O((log n)n−4/3) we
have
deg−(v, n) ≥ (2pA1 − o(1))log2(n/(y logn)) deg−(v, y log n) (10)
> (n/(y log n))pA1n−ε deg−(v, y log n) , (11)
completing the proof. Note that condition (3) together with E2 ensure that deg
−(v, y log n) =
ω(log n) hence (9) can indeed by applied. 
The following result follows from the proof of [1, Theorem 1.5].
Theorem 3.6. A.a.s. all vertices have outdegree O(log2 n).
Since ε can be chosen arbitrarily in Lemma 3.5, and all outdegrees are polylogarithmic
a.a.s., we may replace indegrees with total degrees in Lemma 3.5 and conclude the following.
Corollary 3.7. Let τ = τ(n) = nβ and y = y(n) = nγ be functions satisfying (3), and let
δ, ε ∈ (0, 1) be arbitrary constants. For any old vertex v we have
P
[
deg(v, τ)
deg(v, n)
≥ nε
(
y log n
n
)pA1]
= O
(
(τ/y)(1+o(1))δ
2pA1/2 +
log n
n4/3
)
.
We will use the following theorem from [8].
Theorem 3.8 (Theorem 2.3 in [8]). Let f(n) be any function that goes to infinity with n.
A.a.s. for all i ∈ {1, 2, . . . , n} and all t ∈ {i, . . . , n} we have
deg−(vi, t) = O
(
f(n)(log n)(t/i)pA1
)
.
We now have all the ingredients to prove Lemma 3.2.
Proof of Lemma 3.2. (a) By Theorem 3.8, a.a.s. for all i ∈ [n] and all t ∈ {i, . . . , n} we have
deg−(vi, t) ≤ (log n)3/2(t/i)pA1 .
Suppose this is the case and let i ∈ [n]. Then at any time t ∈ {max{i, τ + 1}, . . . , n}, the
sphere of influence of vi at time t has volume at most
A1(log n)
3/2(t/i)pA1 + A2
t
≤ A1(log n)3/2 tpA1−1 + A2
t
< τ pA1−1 log2 n since pA1 < 1
< cmL
m . by (2)
Thus any incoming edge to vi that is created after round w is short.
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(b) The number of old vertices is τ = nβ, and the probability that an old vertex fails
to satisfy (5) is O((τ/y)(1+o(1))δ
2pA1/2) + O(n−4/3 log n) for any constant δ ∈ (0, 1) by Corol-
lary 3.7. Recall that (τ/y) = n−(γ−β), where β < γ. By (4) we can choose δ close enough to
1 so that (γ − β)(1 + o(1))δ2pA1/2 > β. The union bound completes the proof. 
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